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Abstract
Due to their low energy scales, flexible architectures, and unique exchange pathways,
molecule-based multiferroics host a number of unique properties and phase transitions under
external stimuli. In this dissertation, we reveal the magnetic- and pressure-driven transitions
in [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O)], present a detailed investigation of
these materials away from standard equilibrium phases, and develop rich two- and threedimensional phase diagrams.
The first platform for exploring phase transitions is [(CH3 )2 NH2 ]Mn(HCOO)3 . This
type-I multiferroic contains Mn centers linked by formate ligands creating Mn-O-C-O-Mn
superexchange pathways. Magnetization measurements reveal two transitions - a spin-flop
and a transition to the fully polarized state - and the loss of long-range order above the Néel
temperature. Extending to the high-pressure regime, we perform vibrational spectroscopy
across the order-disorder transition and use a correlation group analysis to determine the
high pressure space groups. The superexchange pathway plays a crucial role in triggering
the structural crossover to lower symmetry. Despite having driving different space groups
above/below the order-disorder temperature, compression lowers each symmetry to the polar
space group P 1. We develop the pressure - temperature - magnetic field phase diagram
for [(CH3 )2 NH2 ]Mn(HCOO)3 and articulate the potential for enhanced polarization under
compression.
The type-II multiferrroic (NH4 )2 [FeCl5 ·(H2 O)] is different. It hosts a unique set of exchange pathways mediated by through-space hydrogen- and halogen-bonding. Magnetization
displays a series of transitions, including the spin-flop, transition to the fully saturated
state, and many associated reorientation transitions. Extending to high-pressure studies, we
employ infrared absorption and Raman scattering under compression to reveal an increase in
viii

hydrogen bonding and changes in the FeCl5 ·H2 O polyhedron that are unique to this regime.
A space group analysis uncovers a sequence of space group changes that suggests it is driven
to a polar space group. We generate the complete three-dimensional phase diagram, which
displays the many competing structural and magnetic interactions.
Together, these findings uncover magnetically-driven quantum phase transitions and
reduced symmetry under compression to likely polar space groups. This work motivates
extended investigations of non-equilibrium phases under external stimuli in these and other
molecule-based materials with low energy scales, flexible architectures and unique spin
interactions.
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Chapter 1
Introduction: Molecule-based
materials in extreme conditions
Multiferroics are a class of materials containing at least two ferroic orders in a single
phase.[56, 57, 58] The primary ferroic orders include ferromagnetism, ferroelectricity,
ferroelasticity.[56, 57, 58] The unique cross-coupling that arises between these ferroic orders
can lead to many functionalities as well as useful applications. While oxides are often the
focus of multiferroic research, there are important opportunities in other classes of materials
as well.
The coupling between magnetic and ferroelectric orders gives rise to two types of
multiferroic materials, type-I and type-II.[57, 59, 60] In the former case, the magnetic and
ferroelectric transitions occur independently of each other. One prominent example of this
is BiFeO3 , where the ferroelectric ordering temperature (TFE = 1100 K) can be found at
a much higher temperature than the magnetic ordering temperature (TN = 643 K).[59] In
type-II multiferroics, the transitions emerge jointly. Here, ferroelectric polarization arises as
a consequence of inversion symmetry breaking during the magnetic ordering transition.[60]
While the coupling in type-II multiferroics may be small, this is the most efficient way to
have fully coupled multiferroics. In this dissertation, we will be investigating two multiferroic
materials, [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O)], where they are type-I and
type-II mutliferroics respectively.
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Molecule-based materials offer numerous advantages for applied magnetic field and high
pressure studies of multiferroics. They offer flexible architectures and overall low energy
scales, which allow for the use of experimentally accessible magnetic fields,[61, 62] and
provide an excellent platform to study the interplay between structure and magnetism or
under pressure. These materials can be found in a variety of different dimensions, including
three-dimensional extended networks. Beyond their soft and flexible architecture, they are
often comprised of a unique set of interactions, such as hydrogen-bonding. These interactions
are easily altered by modifying stoichiometry and chemical composition. Not only does the
tunability of the structure provide an easy avenue to control the magnetic exchange pathways,
it can aid the development of useful properties such ferromagnetism, ferroelectricity, and
quantum tunneling.[63, 64, 65] Additionally, a simple exchange pathway and give rise
to Dzyaloshinskii-Moriya interactions, which can lead to a canted antiferromagnetic or
spiral spin state.[66] In the case of many competition magnetic exchange pathways can
lead to frustration in a system and result in exotic spin behaviors, such as that found in
(NH4 )2 [FeCl5 ·(H2 O)].[8, 23, 45]
We explore phase transitions in molecule-based materials with various external stimuli,
which reveal insight into novel properties. These stimuli can include temperature, magnetic
field, and pressure. With decreasing temperature, thermal fluctuations reduce in a material
and magnetic ordering, ferroelectricity, and/or superconductivity can arise.[44, 67, 68] With
increasing magnetic field, a material can under many transitions including a spin-flop,
metamagnetic, and quantum phase transitions.[8, 40, 18, 69] Structural, spin-crossover, and
metallization transitions can occur under pressure.[19, 68] In addition to new properties
arise in different areas of phase space, molecule-based materials often undergo order-disorder
transitions at low temperature, or at high temperature, which can lock-in hydrogen- and/or
halogen-bonding in place in the system, which can aid in the development of ferroelectricity
or magnetism. In hybrid organic-inorganic metal organic frameworks, like those containing
perovskite-like structures, ferroelectricity arises below the Curie temperature where the
ordering of a counterion causes a framework to distortion.[70, 71, 72, 73] Strong hydrogenbonding can mediate magnetic exchanges below the Néel transition, such as those found in
(NH4 )2 [FeCl5 ·(H2 O)].[8, 17, 23, 45, 55] Figure 1.1 displays several examples of molecule-based
2
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Figure 1.1: Summary the response of various different molecule-based materials under
external stimuli, such as temperature, magnetic field, and pressure. (a) Schematic depiction
of the ammonium above and below the order-disorder state in (NH4 )2 [FeCl5 ·(H2 O)],
which highlights the hydrogen bonding interactions.[17] (b) Crystal structure of the threedimensional coordiantion polymer [Ni(HF2 )(pyz)2 ]PF6 .[18] Under high field magnetization,
this system undergoes two magnetically driven transitions: (i) a spin-flop transition and
(ii) a transition to the fully polarized state.[18] (c) Unit cell parameters and volume of
[NH4 ][Cd(HCOO)3 ] as a function of pressure. Applied pressure forces the system to break
symmetry and under a space group transformation (P na21 → Pc ).[19]
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materials under external stimuli.[17, 18, 19] In this dissertation, we investigate two moleculebased systems where hydrogen- and/or halogen-bonding interactions play a defining role in
structural, magnetic, and electronic properties. Additionally, we investigate the effects of the
order-disorder transition as a function of pressure - specifically where one is associated with
ferroelectricity and one is not. Furthermore, both have magnetically-driven phase transitions
to the fully saturated state.
As mentioned above, molecule-based materials provide a platform for uncovering novel
quantum phase transitions due to their low energy scales. These transitions differ from
classical (traditional) transitions, such as those in H2 O or CO2 , because the transitions are
driven by external stimuli - such as magnetic field, pressure, or composition - and quantum
fluctuations as opposed to thermal fluctuations and simple Gibbs energy rules.[31] Quantum
phase transition occur at low temperatures (T = 0 K), in principle.[74, 75, 76, 77] Examples
include superconductivity and magnetic field induced quantum paramagnetism.[77, 78, 67,
68, 79] The most commonly studied phase transitions are investigated with applied magnetic
fields. For example, exotic phase transitions can occur in antiferromagnetic materials, such
as magnetically-driven quantum phase transition. This has been discovered in CaCo2 As2 and
BiMn2 O5 .[80, 81] Most importantly, this magnetically-driven quantum phase transitions in
molecule-based materials can occur with the use of laboratory accessible magnets.[8, 37, 40,
79, 82]
Pressure is a tuning parameter that allows for the direct control of bond lengths/angles,
spin crossover transitions, or driving chemical reactions. Some examples can be found in Fig.
1.2.[20, 21] Pressure can uncover useful properties, not typically found in magnetically-driven
quantum phase transition, and be an effective tool for understanding hydrogen-bonding
networks. (CH3 NH3 )PbBr3 has an order-disorder transition where the CH3 NH3 ions freeze
due to strong hydrogen-bonding.[20] Applying pressure to this material aids in driving to the
high-pressure phase, where onset ordering of the rotating ions occurs.[20] Pressure can also
be applied to induce a high-to-low spin crossover, as seen in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ].[83]
The dimensionality of a system can undergo changes under compression. For example,
CuF2 (H2 O)2 (pyz) has a pressure-induced change in dimensionality at 0.91 GPa (quasi-twodimensional → quasi-one-dimensional). This transition is driven by a Jahn-Teller axis
4
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Figure 1.2: (a) Schematic diagrams showing the three different dynamic regimes in
(CH3 NH3 )PbBr3 with increasing pressure.[20] (b) Wavenumber versus applied pressure of
(CH3 NH3 )PbBr3 highlighting the average C-H and N-H Raman stretching frequencies. Here,
the different colors represent the different structural phases that occur with pressure.[20]
(c,d) Magnetization as a function of pressure for single crystal CuF2 (H2 O)2 (pyz) with fields
applied parallel to a with T = 1.4 K.[21] (d) Plots depicting the field saturation (BC as
a function of pressure and (f) the Néel transition as a function of pressure.[21] (e,g) The
primary (J) and secondary (J⊥ ) exchange as a function of pressure.[21]
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rotation.[21] In addition, magnetization was measured as a function of pressure.

This

displays a decrease in the field saturation as pressure increased (Fig. 1.2 (c)) and the
curvature of M (B) shows a deviation away from a quasi-two-dimensional system under
compression.[21] Pressure can give insight to not only changes in hydrogen-bonding, but
also the dimensionality of a system and changes in the exchange pathways.

1.0.1

Our work: molecule-based materials under external stimuli

In this dissertation, I explore the properties of two molecule-based multiferroics under extreme conditions. Figure 1.3 displays the two materials of interest, a hybrid organic-inorganic
metal organic framework [(CH3 )2 NH2 ]Mn(HCOO)3 and molecular (NH4 )2 [FeCl5 ·(H2 O)],
which will be investigated under magnetic field, temperature, and pressure.

These

materials are similar in that they are molecule-based and molecular materials, respectively.
However, they differ in a few aspects: (i) the hydrogen-bonding found in the lattice,
(ii) the magnetic exchange pathways, and (iii) if the order-disorder transition induces
ferroelectricity. [(CH3 )2 NH2 ]Mn(HCOO)3 displays a conventional three-dimensional lattice
connected with formate ligands, while (NH4 )2 [FeCl5 ·(H2 O)] is completely molecular and
the structure is held together by hydrogen-bonds formed between neighboring octahedra.
Additionally, the magnetic exchange pathways differ.

[(CH3 )2 NH2 ]Mn(HCOO)3 sports

an ABX3 -type structure with one unique exchange pathway through the formate ligand
(Mn-O-C-O-Mn). However, (NH4 )2 [FeCl5 ·(H2 O)] contains five different exchange pathways
(J1−5 ), due to different types of hydrogen- and halogen-bonds, giving rise to unique spin
structures at low temperature. The full set of magnetic interaction pathways includes
Fe-O-H· · · Cl-Fe, Fe-Cl· · · Cl-Fe, and Fe-Cl· · · O-Fe linkages, with the strongest exchange
takes place through the O-H· · · Cl pathway. These will be discussed in detail in Chapter
2.

The final defining characteristic between the two systems is if the order-disorder

transition induces ferroelectricity. In the case of [(CH3 )2 NH2 ]Mn(HCOO)3 , the ordering
of the dimethylammonium counterions causes a framework distortion and ferroelectricity is
induced. However, this is not the case in (NH4 )2 [FeCl5 ·(H2 O)]. Here, the ammonium ions
order at 79 K, but ferroelectricity is not induced until 6.9 K. Table 1.1 summarizes our
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(a)

[(CH3)2NH2]Mn(HCOO)3

(b)

(NH4)2[FeCl5]•(H2O)

Figure 1.3:
(a) Low temperature crystal structure of [(CH3 )2 NH2 ]Mn(HCOO)3
displaying the ordering of the dimethylammonium ion.[22] (b) Crystal structure of
(NH4 )2 [FeCl5 ·(H2 O)] displaying the hydrogen bonding between neighboring octahedra.[23]
Here, [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O)] are type-I and type-II multiferroic,
respectively.
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Table 1.1: Scientific problems and important findings in this dissertation.
Model
Compound

Scientific Problem

Our Findings

• Uncovering the magnetic fieldtemperature phase diagrams
• Revealing the spin character
across the magnetic field driven
transitions

• Development of the field-temperature
phase diagram revealing BSF and BSat
• Spin density patterns above and below
BSat reveal the switching of phases
• Opening the door to properties under
external stimuli

• Reveal the symmetry of the
high-pressure phases
• Uncover the vibrational
properties under compression
across
the
order-disorder
transition (TO/D )

• Development of the pressuretemperature-magnetic
field
phase
diagrams
• Formate bending mode drives
symmetry breaking under compression
• Symmetry breaking to the P 1 space
group in the high pressure states above
and below TO/D
• Possibility of ferroelectric phase at
300 K under pressure

• Uncovering the high field
magnetically driven transitions
• Understand the complex nature
of the five competing exchange
pathways

• Revealed the transition to the fully
saturated state (BSat ) and the numerous
reorientation transitions leading to it,
which defines the magnetic field temperature phase diagram
• Magnetically driven transitions arise
from unique intermolecular hydrogen
and halogen bonding network
• Spin density patterns display the inphase arrangement extends the through
the dominate exchange pathway

• Uncovering the the symmetry
of the high pressure phases
• Understanding the vibrational
response under pressure across
the order-disorder transition
TO/D , when it is not associated
with ferroelectricity

• Splitting of the Fe-Cl peak defines the
critical pressure and is used to generate
the pressure - temperature - magnetic
field phase diagram
• Discovery of the wide dynamic range
TO/D occurs over
• Symmetry breaking occurs to reach
the high pressure phases

[(CH3 )2 NH2 ]Mn(HCOO)3

(NH4 )2 [FeCl5 ·(H2 O)]
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findings, which will be discussed below. The overall goal is to uncover the magnetically-driven
quantum phase transitions as well as pressure-driven phase transitions, such as symmetry
changes that occur above and below the order-disorder transition under compression.
Applying pressure to these materials also reveals if polar space groups arise at room
temperature in the high-pressure phase.
The hybrid organic-inorganic perovskite [(CH3 )2 NH2 ]Mn(HCOO)3 attracted our interest
due to the simplicity of its structure and magnetic exchange pathway (Mn-O-C-O-Mn). This
material displays characteristics that could be linked to strong magnetoelectric coupling, such
as a structure phase transition accompanying the ferroelectric transition and an increase in
polarization with applied magnetic field.[22, 41, 44, 70, 72] Although, there has been some
debate over the magnitude of the magnetoelectric coupling.[44, 70, 84, 85] Ferroelectricity is
induced below TC = 185 K due to the ordering of the dimethylammonium ion and the system
is a weakly canted antiferromagnet below TN = 8.5 K.[22, 41, 72] Because this material has
only one unique exchange pathway and it is a canted antiferromagnet at low temperatures,
it is a perfect candidate for investigating magnetically-driven phase transition and spin
behavior under high magnetic fields. We measured the high-field magnetization as a function
of temperature of [(CH3 )2 NH2 ]Mn(HCOO)3 in pulsed fields up to 65 T and temperatures
down to 0.37 K. This revealed two magnetically-driven transitions: (i) a spin-flop transition
(BSF =0.31 T) and (ii) a transition to the fully saturated state (BSat =15.3 T). The general
shape of M (B) is linear and inline with expectations for a three-dimensional system. The
magnetization curve rounds above TN indicating a loss of long-range order. With our results,
we generated the magnetic field-temperature phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 .[40]
In addition to developing the magnetic field - temperature phase diagram, we were able to
reveal the switching of phases, shown in the spin-density patterns, above and below the fully
saturated state. These findings reveal the magnetically-driven quantum phase transition in
[(CH3 )2 NH2 ]Mn(HCOO)3 , with its overall simplicity in comparison to the rare-earth oxides.
The discovery of the laboratory accessible magnetic quantum phase transition in
[(CH3 )2 NH2 ]Mn(HCOO)3 and its well known flexible architecture, motivated the extension
of this work into the high pressure regime.

In addition, this material has an order-

disorder transition, which induces ferroelectricity. We carried out high-pressure Raman
9

scattering spectroscopy as a function of temperature to explore the the properties of
[(CH3 )2 NH2 ]Mn(HCOO)3 . The high-pressure Raman spectra displays numerous changes,
with the most important being the splitting of the formate bending mode. Here this mode not
only splits, but an additional low frequency feature appears as pressure increases and creates
a wide range of sluggish behavior near PC =4.2 GPa. We focused our efforts on the ambientpressure low-temperature Raman response, which remains an isolated triplet peak and does
not resemble the high pressure response. The high-pressure Raman response above and below
the order-disorder transition determines the material drives through a mixed phase into the
lower symmetry space group (P 1) despite having different paraelectric and ferroelectric
space groups. Because this ferroelectric space group (P 1) occurs at room temperature
under compression, this suggest the possibility of enhanced electric polarization and warrants
deeper investigations. We also developed the prior high-field magnetization to uncover the
pressure-temperature-magnetic field phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 .[43] It is
clear that the simple superexchange pathway found in this material (Mn-O-C-O-Mn) plays
a defining role in development of the high pressure and high magnetic field states.
Our prior work on [(CH3 )2 NH2 ]Mn(HCOO)3 has proven successful in exploring
magnetically-driven quantum phase transitions in molecule-based materials. Because of
this, we became interested in understanding this regime in the fully molecular multiferroic,
(NH4 )2 [FeCl5 ·(H2 O)]. The competition between the five magnetic exchange pathways,
through hydrogen- and halogen-bonding, introduces frustration in this system and leads
to unique spin states. In order to uncover the magnetically-driven transitions, we performed
high-field magnetization measurements as a function of temperature up to 65 T. This reveals
many low-field reorientation transitions (below 6 T) as well as the transition to the fully
saturated state with its satellite reorientation transitions (near 30 T). These measurements
provide the first full view into the complexity of the magnetic field-temperature phase
diagram of (NH4 )2 [FeCl5 ·(H2 O)].[8] Spin density calculations details the differences between
the spin ground state and across the magnetic phase transition. This displays typical
phase switching, however above BSat the spin density extends across the dominate exchange
pathway (J1 ) and suggest this pathway aids in driving the material into the fully saturated
state. The five competing magnetic exchange pathways drive numerous transitions to the
10

fully saturated state, unlike the simplistic one unique exchange pathway case found in
[(CH3 )2 NH2 ]Mn(HCOO)3 . The spin structure found in (NH4 )2 [FeCl5 ·(H2 O)] shares a distinct
resemblance to the well-studied multiferroic material TbMnO3 , however offers lower energy
scales and provides another reason to examine these properties in molecule-based materials.
The unique exchange pathways through hydrogen- and halogen-bonding found in
(NH4 )2 [FeCl5 ·(H2 O)] provides an excellent platform to study the high-pressure spectroscopic
regime.

While this material does not induce ferroelectricity across the order-disorder

transition, like that found in [(CH3 )2 NH2 ]Mn(HCOO)3 , it is worth investigating if any
ferroeletric space groups arise in the high-pressure phase. We studied the vibrational response
of (NH4 )2 [FeCl5 ·(H2 O)] using diamond anvil cell techniques and vibrational spectroscopy
across the order-disorder transition. Significant splitting of the Fe-Cl peak occurs at high
pressures in the Raman scattering spectra, defining the critical pressure. The high frequency
infrared spectra displays an increase in hydrogen bonding through the red-shifting of the H2 O
and NH bending modes. At ambient pressures, the ordering of the ammonium ion occurs
over a wide dynamic temperature range and no splitting of the Fe-Cl peak occurs. This
indicates that the high-pressure regime is completely different than that seen at ambient
pressure conditions and is likely driven to a polar space group. Bringing this work together
with previous high-field magnetization, we reveal the pressure-temperature-magnetic field
phase diagram. Since (NH4 )2 [FeCl5 ·(H2 O)] hosts a similar spin arrangement to that seen
in TbMnO3 , which shows a 10-fold increase in electric polarization under pressure,[86] this
warrants further exploration under external stimuli.
The remainder of this dissertation is organized as follows: Chapter 2 contains a literature
survey covering topics such as various magnetic phenomena that can be found in moleculebased materials. Chapter 3 presents foundations of spectroscopy, experimental techniques
used, and sample growth procedures. Chapter 4 contains our experimental findings under
high magnetic field on [(CH3 )2 NH2 ]Mn(HCOO)3 and the development of the magnetic fieldtemperature phase diagram. Chapter 5 presents the high pressure spectroscopic investigation
of [(CH3 )2 NH2 ]Mn(HCOO)3 across the order-disorder transition, which produced the threedimensional phase diagram. Chapter 6 details the high-field magnetic response and spin
structure of the hydrogen- and halogen-bonded mutliferroic material (NH4 )2 [FeCl5 ·(H2 O)].
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This work was extended to the high pressure phase in Chapter 7, where the spectroscopic
response at high pressure was investigated across the order-disorder transition. This allowed
us to produce the high pressure-magnetic field-temperature phase diagram. Finally, Chapter
8 summarizes our above work.
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Chapter 2
Literature survey
2.1

Multifunctional and multiferroic materials

A multifunctional material is one with more than one useful properties, such as magnetism,
ferroelectricity, and conductivity, that can be accessed simultaneously.[56, 87, 88, 89]
Such materials are currently attractive due to their multifunctionality and the possibility
of interplay between properties.

Some notable examples of multifunctional materials

are multiferroics, magnetic and electronic sensors for data storage, and shape-memory
polymers.[89, 90, 91, 92, 93, 94, 95, 96] This dissertation focuses on multiferroics because
their competing phases can yield rich phase diagrams while simultaneously being easily tuned
with pressure, magnetic field, or temperature.

2.1.1

Multiferroic materials - orders and symmetry

Multiferroics are a class of materials that contain at least two ferroic orders in a single
phase.[56, 57, 58] Figure 2.1 displays the four primary ferroic orders: ferromagnetism,
ferroelectricity, ferroelasticity, and ferrotoroidicity. Ferromagnetism is found in materials
with a spontaneous magnetization (M ) that can be switched with an external applied
magnetic field (H). In order for M to arise, time-reversal symmetry must be broken while
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Ferromagnetic

Ferroelectric

Ferroelastic

Ferrotoroidic

Figure 2.1: Schematic representations of the four primary ferroic orders. Adapted from
Ref. [4].
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space-inversion symmetry remains invariant. Ferroelectric materials contain a spontaneous
polarization (P ), which is modulated by an electric field (E), and ferroelastic materials
can control strain (ε) with an applied stress (σ). The former must break space-inversion
symmetry and have time-reversal symmetry remain invariant, while the latter must remain
invariant under time-reversal and space-inversion symmetries. Ferrotoroidicity is a newer
addition to the ferroic orders and a more complex scenario.

These materials have a

spontaneous order parameter that is the curl of a magnetization or polarization.

In

other words, a toroidal moment is generated from a spontaneous magnetic vortex.[1, 3]
Additionally, ferrotoroidicity is often left out of the general definition of ferroic orders due to
the lack of materials available to study containing this effect.[4] Ferrotoroidicity breaks both
time-reversal and space-inversion symmetries. A summary of the symmetry requirements of
the four ferroic orders is summarized in Table 2.1.
Each ferroic order individually possesses properties found in basic physics. However when
the orders coexist, like in multiferroic materials, their properties are useful in technological
applications and the cross-coupling can lead to functionalities that are not present in either
order alone. The cross-coupling between the ferroic orders is displayed in Fig. 2.2.[24]
For example, ferroelectrics and ferromagnets - also known as magnetoelectric materials have been known display applications in low-powered data storage and the development of
magnetoelectrics - like in TbMnO3 and BiFeO3 .[97, 98]
One prominent example of multiferroic materials are magnetoelectric materials, where
useful properties arise from the coupling between ferroelectric and magnetic behaviours.[58,
99] However, very few of these materials exist because these two ferroic orders are typically
mutually exclusive because of their d orbital requirements.[1, 24, 58, 99, 100] Ferroelectricity
requires the the transition metal ions to have empty d orbitals, while magnetism requires
partially filled d orbitals. In addition to this requirement, conventional ferroelectric materials
are insulators while magnetic materials are conducting metals. Polarization typically arises
in ferroelectric materials below the Curie temperature when nonmagnetic cations undergo
a lattice distortion that shifts the nonmagnetic cation away from its center. This creates a
noncentrosymmetric structure. Magnetic cations, on the
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Table 2.1: Space-inversion and time-reversal symmetries found in the ferroic orders.[1, 2,
3, 4]
Ferroic
Space-inversion
Order
symmetry
Ferroelectric
Violates
Ferromagnetic
Conserves
Ferroelastic
Conserves
Ferrotoridal
Violates
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Time-reversal
symmetry
Conserves
Violates
Conserves
Violates

Figure 2.2: The coupling between the well-known ferroic orders are highlighted by the
black lines - ferromagnetic, ferroelectric, and ferroelastic. Here, electric field (E) controls
the electric polarization (P ), magnetic field (H) controls magnetization (M ) and stress (σ)
controls strain (). Cases exist where magnetic field may control electric polarization, which
is called a magnetoelectric multiferroic. The newest addition to the ferroic ordering of
ferrotoroidicity, where toroidal moments (T ) order and can be switchable by crossed electric
and magnetic fields. The “O” represent new possibilities that lead to exciting research.[24]
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other hand, have a centrosymmetric position and tend to be in the center of the surrounding
anions. The behavioral difference between the magnetic and nonmagnetic cations, which
give rise to magnetism and ferroelectricity respectively, is a consequence of the competition
between energy-lowering covalent bond formation (larger for cations with empty d orbitals)
and energy-raising electronic Coulomb repulsion (larger for cations containing d orbitals).[24]
The balance between the competing energies favors off-centering of d0 ions. As we can see,
magnetoelectric materials can be complex to understand, but materials can be investigated
by their symmetry, electronic properties, and chemistry in order to realized the coupling
between ferroic orders.[101]
There are two types of multiferroic materials, type-I and type-II, which are a direct result
of the coupling between the magnetic and ferroelectric transitions. A type-I multiferroic
material have the transition occur independently of each other, while the magnetic and
ferroelectric ordering emerges jointly in a type-II multiferroic.[57, 59, 60] In a typeI multiferroic, the transitions are typically far apart with high ferroelectric transition
temperatures and the magnetic ordering transition occurs at lower temperatures. While
this case is common, the coupling between the magnetic and ferroelectric ordering is very
weak, even though orders are strong.[59] Some examples of type-I multiferroics include
[(CH3 )2 NH2 ]Mn(HCOO)3 , BiFeO3 , and EuTiO3 .[41, 59, 60] The ferroelectric polarization
found in a type-II material arises as consequences of the magnetic ordering. While the
coupling between these orders are small, they can be substantial and type-II materials may
be the only way to have fully coupled multiferroics. Here, the magnetic ordering breaks the
inversion symmetry in order to induce the electric polarization.[60] TbMnO3 is a well known
type-II multiferroic, while other examples include (NH4 )2 FeCl5 ·H2 O and CaMn7 O12 .[23, 60]

2.1.2

Molecular multiferroics versus oxide multiferroics

Molecule-based materials offer many advantages in exploring multiferroic properties over
conventional multiferroics. Most importantly, molecule-based materials offer lower energy
scales, where their counterparts often sport rigid and high-energy scales. This class of
materials is comprised of purely organic magnets, magnetic molecular solids, one, two,
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and three dimensional coordination polymers, single molecule magnets, and hybrid organicinorganic materials.[63] In addition to their low energy scales, they offer easy chemical
substitution, soft lattices and flexible architectures, and experimentally-realizable critical
fields.[61, 62] They are often under-explored, however some well-established molecule-based
materials provide avenues for investigating ferroelectric properties and new phenomena
not found in commercial magnets.[63, 64, 65] For example, in hybrid organic-inorganic
perovskites, the order-disorder transition associated with the counterions or symmetry
breaking can drive ferroelectricity.[70, 71, 72, 73] Since these materials are rather soft and
flexible, the counterion orders via hydrogen bonding and causes the framework to distort
while simultaneously displacing the metal ion within the oxygen octahedra. Thus inducing
ferroelectricity. In this dissertation, we investigate the magnetic and vibrational response
under applied field, pressure, and light of two molecule-based multiferroics.
Well known molecule-based magnets, include the Prussian blues analogs and the class
of tetracyanoethylene (TCNE) materials, often display long-range ordering and unique
magnetic behavior.[63, 102] This has paved the way to investigating molecule-based materials
with unique magnetic, electronic, and structural properties. Often molecule-based materials
were known to be inorganic compounds however, this extended to including purely organic
compounds. The combination of these two classes of materials - yielding hybrid organicinorganic compounds - has offered a new avenue in achieving mutliferroicity.[103] One
example of this includes the series of ABX3 metal organic frameworks where ferroelectricty
in induced below the order-disorder temperature.[70, 72] Multiferroic molecular systems have
expanded into vast list including nearly every combination of transition metal, organic ligand,
and dimensionality. These systems include both type-I and type-II multiferroics, making
them a perfect low energy alternative to traditional oxides.
Besides the aforementioned benefits of molecule-based multiferroics, an additional
attractive aspect is their ability to control of properties of a system - including ordering
temperatures, low temperature ground state, frustration, and the breaking of symmetry
- through intermolecular interactions. These systems can be tune by varying the metal
center or counterion, substituting different ligands, and introducing/modifying hydrogen
bonding lengths. Molecule-based materials also offer a means of replacing scarce rare-earth
19

oxides with earth-abundant materials, while providing the flexibility in designing versatile
materials. In this dissertation, we focus on two families of molecule-based multiferroics:
a hybrid organic-inorganic material [(CH3 )2 NH2 ]Mn(HCOO)3 and a completely molecular
system (NH4 )2 [FeCl5 ·(H2 O)].

2.2

Magnetism and exchange pathways

In solids, magnetic moments interact with each other in a collective manner.

This

can induce magnetic order below critical temperatures in the form of ferromagnetism or
antiferromagnetism.

Important spin orientations can be found in Fig.

2.3.[5, 25, 26]

Paramagnetic (PM) behavior occurs when there are no magnetic interactions and the
spins arrange in a random orientation.

This is commonly found in metal-containing

materials above the transition temperature, where thermal fluctuations dominate.

As

a materials go below the transition temperature (Curie temperature for ferromagnets or
Néel temperature for antiferromagnets), long-range ordering occurs and the spins can
adopt a ferromagnetic, antiferromagnetic, ferrimagnetic, and non-collinear antiferromagnetic
orientation. Ferromagnetism (FM) arises when all the spins are aligned in a materials,
which produces a bulk magnetization. In real materials, this can exist in domains where
an increasing applied field can co-align the domains and create a bulk magnetization.
Antiferromangetism (AFM) on the contrary, occurs when the spins align anti-parallel to
each other creating a net magnetization of zero.

Ferrimagnetism (FiM) is similar to

antiferromagnetic ordering, however the anti-parallel spins are unequal in magnitude. These
spins partially cancel out leading to an overall net magnetization that is ferromagnetic. Noncollinear antiferromagnetic (NC-AFM) spins describe complex magnetic structures. These
include canted antiferromagnet, spiral, or cycloid spin orientations. Examples of spiral
spin states are depicted in Fig. 2.4.[27] Often real materials contain NC-AFM because of
their completing interatomic exchange interactions leading to complex and fascinating phase
diagrams, as shown in this dissertation. Further, canted antiferromagnetic and cycloidal spin
states are important in materials investigated in this dissertation, [(CH3 )2 NH2 ]Mn(HCOO)3
and (NH4 )2 [FeCl5 ·(H2 O)] respectively.
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FM

NC-AFM

FiM AFM

FM PM
PM

AFM

FiM

NC-AFM

Figure 2.3: Ordering of spins in magnetic materials. Here, PM = paramagnetism, FM =
ferromagnetism, AFM = antiferromagnetism, FiM = ferrimagnetism, and NC-AFM = noncollinear antiferromagnetism such as cycloidal, spiral, or canted antiferromagnets. Adatped
from Ref. [25, 26].
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Figure 2.4: Schematic depictions of different types of spiral magnetic structure. They
include a proper screw, cycloidal, longitudinal conical, and transverse-conical magnetic spin
structures. Adapted from Ref. [27].
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The exchange interactions between magnetic moments (Fig 2.3) are the basis for longrange ordering. They can be understood using wave functions, if we consider a simple model
with two electrons that have spatial coordinates r1 and r2 respectively. The product of the
single electron states yields a joint wave function (ψa (r1 ) ψb (r2 )), where the first electron
state is ψa (r1 ) and the second electron state is ψb (r2 ).[5] This product, however, does not
follow exchange symmetry if the two electrons are exchanged. Thus the the only allowed
states are the symmetrized or antisymmetrized product states.
The overall wave function for electrons must be antisymmetric. This means that spin
portion of the wave function needs to be an antisymmetric singlet state (χS where S=0)
or a symmetric triplet state (χT where S=1). If a simple two-electron model is taken into
account, the wave functions for the singlet (ΨS ) and triplet (ΨT ) cases can be written as:[5]

1
ΨS = √ [ψa (r1 )ψb ((r2 ) + ψa (r2 )ψb ((r1 )]χS
2
1
ΨT = √ [ψa (r1 )ψb ((r2 ) + ψa (r2 )ψb ((r1 )]χT
2

(2.1)
(2.2)

where ψ(r1 ) and ψ(r2 ) are the states of the first and second electrons, respectively. The
energies of the two possible states (singlet and triplet) goes as:

Z

ES = Ψ∗S ĤΨS dr1 dr2
Z
ET = Ψ∗T ĤΨT dr1 dr2 .

(2.3)
(2.4)

Here it is assumed the spin parts of the wave function (χS and χT ) are normalized. The
difference in energy between the two states are parametrized and the exchange constant J
is defined as:
ES − ET
J=
=
2

Z

ψa∗ (r1 )ψb∗ (r2 )Ĥψa (r2 )ψb (r1 )dr1 dr2 .

The spin-dependent term is written as:
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(2.5)

Ĥ spin = −2JS1 · S2 .

(2.6)

Even though, we are only looking at a two-electron model and this equation is relatively
simplistic, it can be extended to solids. This many-body system is expected to have the
interactions between the neighboring atoms to behave similarly and the Hamiltonian of the
Heisenberg model is:

Ĥ = −2

X

Jij Si · Sj

(2.7)

i>j

where Jij is the exchange constant between the i and j spins. Since i > j, this prevents
‘double counting’ and Jij can be equated to the exchange constant between neighboring
spins. The triplet (S=1) state is favored when the energy of the singlet state is larger than
that of the triplet state, which leads to a positive exchange constant (J > 0). The singlet
(S=0) state is favored when the opposite is true (J < 0). Equation 2.7 can take many forms
depending on the text. One alternative example is the following:

Ĥ = −

X

Jij Si · Sj ,

(2.8)

ij

where the factor of 2 is removed. This is because the summation incorporates each pair of
spins twice.

2.2.1

Direct versus indirect interactions

Exchange interactions can be found in solids in two ways - direct and indirect exchange.
Direct exchange occurs when two neighboring magnetic atoms interact directly without an
intermediary atom(s).[5] When looking at a metal center in an octahedral environment, there
are two possible means of direct exchange: the octahedras can share a (i) common face or
(ii) an edge face.[29] Not only are direct exchange interactions very weak, they are also rare
in real molecules.[5, 28] This is because there overlap of neighboring magnetic orbitals is
absent. An example of this can be seen in rare earths with 4f orbitals. Here, the electrons
are strongly localized and are close to the nucleus, which inherently has little electron density
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extending to interact with neighboring magnetic atoms. This idea can be extended to some
transition metals, some examples include Fe, Ni, and Co. Because of there is often has
insufficient overlap between neighboring atom orbitals, direct exchange interactions are not
often the mechanism driving magnetic interactions.
Other magnetic materials have indirect exchange interactions driving their properties.
Indirect exchange can take the shape of superexchange pathways (short-range, ferromangetism, and antiferromagnetism), Ruderman-Kittel-Kasuya-Yosida RKKY coupling or
double exchange (or mixed valency).[5, 28] This dissertation focuses on superexchange
pathways for the unique ability to control magnetic properties in materials because of the
chemical flexibility and tunability. While some materials can contain both direct and indirect
exchange interactions, the latter typically have larger contributions.
Superexchange interactions allow for non-neighboring magnetic ions to interact via a nonmagnetic ion between them. This exchange can be mediated by O2− , S2− , Br− , Cl− , F− and
so on. The most common, and simple, superexchange pathway is made up of two metals and
an oxygen (M –O–M ). This pathway involves the hybridization of the transition metal (M )
d electron with the p orbitals from the intermediary atom (O), as shown in Fig. 2.5.[5, 28] In
the antiferromagnetic state, these pathways arise because there is a kinetic energy advantage.
If we assume a simplistic scenario where each transition metal ion only has a single unpaired
electron contributing to the magnetic moment, the ground state would be antiferromagnetic.
These electrons can delocalize over the whole structure allowing for the kinetic energy to
lower while maintaining an antiferromagnetic state. The ferromagnetic state however, cannot
mix and other configurations are prevented because of the Pauli Exclusion Principle.
Superexchange pathways are a second-order process derived from second-order
perturbation theory due to the involvement of the metal and oxygen atoms.[5] Because
of this, the energy involved is proportional to the square matrix element of the transition
divided by the energy required to achieve the excited state. This is given by:

J ∼−

25

t2
U

(2.9)

Figure 2.5: Example superexchange pathway in a magnetic oxide. Here, M1 and M2 refer
to transition metals and O represents an oxygen atom.[28]
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where J is the exchange constant, t is the hopping (overlap) integral, and U the Coulomb
energy.[5] The hopping (overlap) integral, t, is defined by two parts: (i) the potential energy
contributions and (ii) kinetic energy contributions.[5] The former takes the form in electron
repulsion and favors the ferromagnetic state. However, this is contribution is small when
the ions are sufficiently separated. The later depends on the angle of overlap of the orbitals
in the superexchange pathway, which is discussed in greater detail below. As demonstrated,
exchange interactions plays a crucial role in the development of magnetic states in real
materials.

2.2.2

Goodenough-Kanamori-Anderson rules

The Goodenough-Kanamori rules were developed in order to predict the type of magnetic
ordering that will arise, such as antiferromagnetism or ferromagnetism. Here the specific
orbital and how they are arranged in the exchange are crucial in developing the rules. The
rules are derived from two parts relating to the hopping integral t: (i) a potential exchange
term depicting the electron repulsion and (ii) the kinetic energy contribution. The former
being very small and favoring the ferromagnetic state and the latter being the dominate
term and depends on the degree of overlap within the superexchange pathway.[5] Thus the
angle of the M –O–M bond and the d orbitals involved play are critical determining factor
in the superexchange interaction.
The Goodenough-Kanamori rules were first postulated in 1955 by Goodenough and
confirmed and expanded in 1959 by Kanamori.[104, 105] They determined a set of
semi-empirical guidelines for determining if a superexchange will be ferromagnetic or
antiferromagnetic through investigating the interactions in cation-cation (direct) or cationanion-cation (indirect) pathways.[29] A theoretical prediction of how electrons align in a
superexchange pathway was added in 1959 by Anderson.[106] This created a complete
picture and developed the Goodenough-Kanamori-Anderson rules where cation-anion-cation
interaction guidelines were created for both 180◦ and 90◦ bond angles to provide a way to
predict the strength of the interaction.
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At a simplistic level for M –O–M , these rules go as: (i) strong antiferromagnetic exchange
is favored in systems where there is a large overlap between all orbitals and the bond angle
between the metal ions is 180◦ and (ii) weak ferromagnetic exchange is favored when there
is little overlap between orbitals and the bond angle between the metal ions approaches
90◦ .[29, 30] Figure 2.6 displays these differences, where the direct exchange contributions are
neglected.[29, 30, 107] We will focus on the 180◦ case because they are relevant for materials
investigated in this dissertation. In the antiferromagnetic case, the magnetic orbitals must be
pointing towards each other that results in substantial overlap. Figure 2.6 displays examples
of strong and weak antiferromagnetic exchange. In the former, occurs through the dx2 −y2
orbital from the metal center to the px of the oxygen to the dx2 −y2 orbital of the second metal
center. This yields strong σ–σ orbital overlap. In the latter case, the exchange occurs weakly
through π–π orbital overlap. This is mediated through the first metal ion’s dxy orbital to the
oxygen py orbital to the second metal dxy orbital. These schematics make it clear that the
σ–σ orbital overlap is much strong that that of π–π. On the other hand, the ferromagnetic
exchange occurs where there is little (or no) overlap integral. This can take the form of
different metal d orbitals (such as dx2 −y2 –py –dz2 ) or if the exchange interaction occurs via a
90◦ M –O–M bond angle.
A more detailed mathematical total antiferromagnetic interaction (Jtot ) was developed
by incorporating the interactions between the d orbitals from the metal ions and the p orbital
from the central oxygen atom. This essentially is the sum of the (i) effective antiferromagnetic
Heisenberg exchange interactions between the oxygen and metal atom (J) and (ii) the energy
of an intermediate state where the virtual hopping between the d hole from one site to the
other occurs via an intermediate oxygen p level is given by J 0 . These energies are represented
in Fig. 2.7 (a) and (b) respectively.[31] This allows for the determination of Jtot = J + J 0 .
The former (J) is given by:

J=

2t4pd
.
∆2 Udd

28

(2.10)

Antiferromagnetic exchange

Ferromagnetic exchange

strong

different orbitals

weak

90° exchange

Figure 2.6: Summary of the Goodenough-Kanamori-Anderson rules for antiferromagnetic
and ferromagnetic exchange interactions. Here, the blue center refers to a metal center and
red center is an oxygen in the M –O–M superexchange pathway. Adapted from Refs. [29, 30].
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Figure 2.7: This figures displays the two ways virtual hopping (depicted by the wavy
lines) can occur. (a) In the case of exchange interaction J, two neighboring d sites metals
with an oxygen ion between them have virtual hopping via a d hole from one site to the
other mediated through the p levels. This offers only one possible sequence of continuous
hopping. (b) Another pathway corresponds to the energy of J 0 . In this case, the virtual
hopping transfers a d hole from each metal to the p level, which causes two holes at the same
oxygen.[31]
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Here, tpd represents the possible metal-I d to oxygen p to metal-II d orbital hopping integrals,
∆ is the charge transfer energy, and Udd is the intermediate state energy. The other case that
contributes to the total antiferromagnetic exchange (J 0 ), shown in Fig. 2.7 (b).[31] While
these pathways look similar, they are different. In this case, there is a transferring from a d
hole to the oxygen to another d hole. Because of this, the energy of the intermediate state
is no longer Udd , but becomes 2∆ + Upp when the Coulomb repulsion of the holes are taken
into account. This allows for J 0 to become:
4t4pd
J = 2
.
∆ (2∆ + Upp )
0

(2.11)

As we can see, there is a factor of 2 difference between Eqns. 2.10 and 2.11. This is due to
there being twice many ‘routes’ for the electrons to take in Fig. 2.7 (b) than Fig. 2.7 (a).
The electron sites, i and j, can interchanged and this causes the sequence of the electrons
hopping to also interchange. Equations 2.10 and 2.11 can be added together to obtain the
total expanded antiferromagnetic interaction as:[31]

Jtot = t2dd (
Here, the relation tdd =

t2pd
∆

1
1
).
+
Udd ∆ + Upp/2

(2.12)

was applied to incorporate effective dd-hopping. This case is

specifically for the 180◦ exchange interaction and the 90◦ exchange interaction case would
require different equations. More information on this subject can be found in reference [31].

2.2.3

Superexchange pathways found in molecule-based materials

Hydrogen- and halogen-bonds provide a special case of superexchange pathways in magnetic
materials. These exchange pathways can be mediated through bridging ligands between
metal centers or hydrogen- and halogen-bonding aiding in the development of magnetic
properties, such as ferromagnetism.[62, 108, 109] In addition, they can facilitate inducing
ferroelectricity at low temperatures.

These intermolecular forces play a crucial role in

organic molecular magnetic materials,[8, 110] self-assembly mechanisms,[111, 112] and singlechain magnets.[32, 113] Although these hydrogen- and halogen-bonding network can result
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in complicated superexchange pathways, they allow for the emergence of exotic quantum
phenomena at realizable energy scales.[8]
In

this

dissertation,

we

investigated

two

molecule-based

multiferroics,

[(CH3 )2 NH2 ]Mn(HCOO3 ) and (NH4 )2 [FeCl5 ·(H2 O)], and how hydrogen- and halogenbonding can aid in driving electronic and magnetic transitions.[8, 40, 43] In both of
these case, hydrogen bonds develop in relation to a counterion ordering as temperature is
decreased below the order-disorder transition. However the difference is if the electronic
and magnetic properties are found at the same or different transitions.

For example,

[(CH3 )2 NH2 ]Mn(HCOO3 ) has an ammonium counterion that freely rotated between a
three-fold axis at room temperature. As this material passing through its order-disorder
temperature, the counterion locks into place and hydrogen-bonding interactions develop
with the surrounding cage.

This causes the metal-oxygen octahedra to distort and

induces ferroelectricity.[41] However in (NH4 )2 [FeCl5 ·(H2 O)], ferroelectricity is not induced
across the order-disorder temperature. In this case, there is a unique set of hydrogenand halogen-bonds creating a network of magnetic superexchange pathways and the
ammonium ion orders in the low-temperature phase, where magnetism then triggers
ferroelectricity.[8, 17, 23]
Hydrogen bonding allows for a unique way to mediate magnetic exchange in
materials. Figure 2.8 displays four examples of hydrogen bonding and how they mediate
magnetic exchange pathways. Some additional examples include Cu2 [BO(OH)2 ](OH)3 ,[32]
two-dimensional Heisenberg antiferromagnets,[33, 114] and [Fe(C5 O5 )2 (H2 O)2 ]2− .[34]
(NH4 )2 [FeCl5 ·(H2 O)] is a rare example in molecule-based magnets, where hydrogen-bonding
not only holds the structure together (shown in Fig.

2.8), but additionally mediates

the magnetic exchange pathways.[23] This is discussed in detail in Chapter 6. It is well
known that hydrogen bonds strengthen as temperature decreases.[108, 115, 116] At low
temperatures, the hydrogen bonding interactions overtake thermal fluctuations in a material
as it relax into its ground state. This can also aid in the development of the magnetic ordered
state, as in [CuF2 (H2 O)2 (pyz)].[33, 108, 114] Here, the material goes into a spin-canting state
where long-range ordering is induced. This is caused by the strengthening of the O-H· · · F
hydrogen bonding network at low temperatures. Intermolecular interactions, such as
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(NH4)2[FeCl5]•(H2O)

Cu2[BO(OH)2](OH)3

CuF2(H2O)2(pyz)

[Fe(C5O5)2(H2O)2]2-

Figure 2.8: Summary of hydrogen bonded molecular magnetic materials.[23, 32, 33, 34]
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hydrogen- and halogen-bonds, play a role in the designing the structure and functionality in
materials. This allows for inherent control over the electronic and magnetic properties.[108,
109]

2.3

Phase transitions in molecule-based materials

Phase transitions can be found everywhere, ranging from water crystallizing into snowflakes
to electrons spins aligning in metals.[117] Quantum phase transitions occur at zero
temperatures (T = 0) and where an applied stimuli is applied, such as pressure and
magnetic field.[31, 74, 75] Here, the thermal fluctuations are absent leaving only quantum
fluctuations. Recently, these transitions have been a major research focus, where exotic
magnetic and electronic phases and properties can emerge under different stimuli than
temperature.[75] In this dissertation we will explore the quantum phase transitions found in
[(CH3 )2 NH2 ]Mn(HCOO3 ) and (NH4 )2 [FeCl5 ·(H2 O)].

2.3.1

Classical versus quantum phases transitions

Classical phase transitions are driven by temperature, such as boiling H2 O or
the sublimation of CO2 .

They can also drive magnetic ordering transitions (i.e.

paramagnetism→antiferromagnetism) or liquid-solid phase transitions, such as melting
ice.[31, 118] Thermal energy in classical transitions goes as kB T and are traditionally
classified as first-order.[35, 76] Above the transition temperature, thermal fluctuations
prohibit the ordering of magnetic moments. In this case, temperature drives the system
through a sharp transition, which is caused by a particular symmetry operator that can
either exist (or do not). However, a gradual (continuous) transition occurs in many real
materials. This is a second-order phase transition.[31] Below the transition temperature in
both cases, Bloch’s Law can be used to describe the behavior of the system as:[119, 120]

M (T ) = M0 [1 − (T /TC )]3/2 .
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(2.13)

Here, M0 refers to the the spontaneous magnetization at T = 0 K and TC is the Curie
temperature. The critical exponent is not always ‘3/2’ as the system approaches TC . As the
system is near the phase transition (TC ), the relationships change to:[5]

χ ∝ (T − TC )−γ

T > TC

(2.14)

M ∝ (TC − T )β

T < TC

(2.15)

M ∝ H 1/δ

T = TC

(2.16)

where γ, β, and δ refer to the critical exponents. Not only can these critical exponents be
used to describe the dimensionality of the system (d), but can also be used to characterize
the type of transition occurring. Additionally, they can be used in various models and
this is summarized in Table. 2.2.[5] If the phase transition is continuous, then the critical
exponent(s) depend on (i) the dimensionality of the system (d), (ii) the dimensionality of
the order parameter (D), and (iii) if there is short- or long-range ordering.[5] Often the best
option pick the simplest model and calculate the critical exponents with the assumption
they are not changing. One example of this was seen in [(CH3 )2 NH2 ]Mn(HCOO3 ).[121] A
power law fit was used to reveal a critical exponent that suggested a quasi-two-dimensional
system.[121]
Spectroscopy as a function of temperature offers an excellent microscopic tool for
understanding a real material lattice. As the material is driven through a temperature
transition, small changes can be tracked and sharp slope changes can be used to identify
transitions. Understanding these transitions as a function of temperature can be used to
understand the underlying mechanism driving ferroelectricity and other properties.
As previously mentioned, quantum phase transitions occur at T = 0 where there are no
thermal fluctuations. This means that quantum fluctuations dominate the system, which
are a consequence of Heisenberg’s uncertainty principle.[77, 117, 122, 123] In statistical
mechanics, the temporal uncertainty (∆ t) goes as:[122, 123]
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Table 2.2: Critical exponents (β, γ, δ) for various models.[5]
Model
D
d
β
γ
δ

Mean-field
any
any

Ising
1
2

1
2

1
8
7
4

1
3

15

Ising
Heisenberg
1
3
3
3
0.326
0.367
1.2376(6)
1.388(3)
4.78
4.78

d=dimensionality of the system; D=dimensionality of the order parameter
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∆t ∝

~
.
∆E

(2.17)

This allows decoherence timescale of quantum fluctuations to go as:

tp ∝

~
.
kB T

(2.18)

where tp is Planck time. Because of this, fluctuations are purely quantum in nature up to tp
and become classical beyond this.[123] It is well known that the time scale (tp ) diverges as
approaching a continuous transition, which corresponds to a frequency scale approaching zero
(i.e. ~ωc ∝ |t|νz ).[74] The main differences between classical and quantum phase transitions
are the energy scales and the type of fluctuations. The energy scale of a quantum phase
transition goes as ~ωc where as classical transitions go as kB T . If ~ωc  kB T , then thermal
fluctuations dominate the system.
Since thermal fluctuations do not drive quantum phase transitions, an external control
parameter (g) must drive them.[75, 76, 77] The parameter could be pressure or applied
magnetic field. At sufficiently low temperatures, g = gc and a quantum critical point can
emerge. Quantum properties can emerge at this point such as superconductivity and metalinsulator transitions.[67, 77, 78, 68] Figure 2.9 displays the schematic diagram around the
quantum critical point.[35]. In the first case (Fig. 2.9 (a)), describes the scenario where
order only exists at T = 0. However, this is not obtainable with real experiments. In
the second case, Fig. 2.9 (b) defines a where order can exist at a finite temperature. In
both cases, the thermally-disordered phase contains thermal fluctuations that can prohibit
long-range ordering from occurring. However, in the quantum disordered phase, quantum
fluctuations dominate over the thermal fluctuations. Both quantum and thermal fluctuations
are important in the quantum critical range. The quantum critical range does not exist
at high temperatures because of thermal fluctuations, as expected. Since quantum phase
transitions are by definition at T = 0 K, points at T > 0 and where remnant effects of
quantum criticality can exist is key in understanding many real systems.
Superconducting compounds, heavy fermion materials, and spin-dimer systems have been
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Figure 2.9: Schematic diagram displaying the vicinity of the quantum critical point (QCP).
Here the the phase diagram goes as a function of both the control parameter (r) and
temperature (T ). It should be noted that the control parameter can be labeled as r or
g depending on the source. The dashed lines bordering the quantum critical region are given
by kB T ∼ ~ωc (a) Displays the case when ordering is only present at T = 0. (b) Shows the
case when order can exist at a finite temperature. Here, close to the solid line the material has
a classical critical behaviour and above the system becomes quantum disordered. Adapted
from Ref. [35].
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used to reveal quantum phase transitions, which have been driven by external stimuli.[39,
124, 125, 126] For example, at low temperatures the itinerant-electron helimagnet MnP can
be driven into the superconducting phase with only ≈8 GPa, where the long-range magnetic
ordering disappears.[36] Additionally in Cu(C4 H4 N2 )(NO3 )2 , high field magnetization as a
function of temperatures was used in order track the cross over from the thermally disordered
high-temperature phase to the Tomonaga-Luttinger-liquid phase and determine this system
is perfectly a one-dimensional spin- 21 Heisenberg antiferromagnet.[37] Quantum criticality has
also been seen in van der Waals systems, where magnetic field- and temperature-dependent
circular polarized Raman scattering spectroscopy was used to map out the phase diagram
of CrI3 .[38] These examples can be found in Fig. 2.10.[36, 37, 38] In this dissertation, we
focus on revealing the magnetic quantum phase transitions in two molecule-based magnets
via high-field magnetization.

2.3.2

External stimuli driving phase transitions

Applied magnetic field can drive novel spin states and properties, examples include
magnetoelectric coupling[127, 128] and changes in the band gap.[129] However in this
dissertation, we focus on unraveling the spin character under magnetic field and developing
the magnetic field - temperature phase diagram. All materials can reach full magnetic
saturation, where their magnetic spins align with the direction of the applied field.[5] The
‘route’ the magnetic moments take in order to reach this state is determined by the internal
energy scales and the direction of the field being applied to the lattice. The inherent energy
scales associated with a material dictates the magnitude of the magnetic field needed to
reach this fully polarized state. Because of this, molecule-based materials offer lower energy
scales over their oxide counterparts making them an excellent platform for studying these
unique magnetic states.
At low temperature, antiferromagnetic materials have zero net magnetic moment and a
spin up-spin down configuration (↑↓↑↓).[5, 25, 26] When applying an external field, these
systems can yield complex spin transitions/arrangements. One unique transition being a
spin-flop described by Fig. 2.11.[5] Here, M+ and M− refer to the spin up and spin down
arrangement of the sublattice magnetization. These schematics depict when an external
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(a)

(c)

MnP

(b)

CuPzN

CrI3

Figure 2.10: (a) The pink dome represents a pressure induced superconducting dome in
MnP.[36] (b) The magnetic field vs. temperature phase diagram of CuPzN, determined from
high-field magnetization measurements.[37] (c) Magnetic field - temperature phase diagram
of CrI3 , displaying quantum critical behavior in van der Waals materials.[38]
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B
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M-

f

B

MFigure 2.11: (a) Schematic depicting an external magnetic field applied perpendicular
to the sublattice magnetization. If a magnetic field is applied parallel to the sublattice
magnetization either (b) the lattice remains unchanged or (c) the system undergoes a spinflop transition. Adapted from Ref. [5].
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magnetic field is applied perpendicular or parallel to the sublattice magnetization. In the
former, the magnetic moments begin to align more with the magnetic field as it increases
(i.e. φ gets smaller). In the latter, the magnetic moments can remain unchanged at low
fields. However, at a critical field (BSF ) the spins will suddenly rotate and begin to align
with the increasing applied magnetic field. The spins continue canting until the reach the
fully saturated state (BSat ).[5]
The total energy of this effect can be calculated assuming it is due to the sum of the
Zeeman energies of the individual sublattices and the exchange coupling, which goes as:[5]

E = −M Bcosθ − M Bcosφ + AM 2 cos(θ + φ).

(2.19)

Here, M is the magnetic sublattice, B is the applied magnetic field, and A is the constant
associated with the exchange coupling. To account for magnetic anisotropy, the following
term is incorporated:[5]
1
− ∆(cos2 θ + cos2 φ)
2

(2.20)

where ∆ is a small constant. Implementing this term accounts for when the magnetization
preferably aligns along a specific crystallographic axis as in the case of anisotropy. In the
antiferromagnetic case shown in Fig. 2.11 (b), where θ = 0 and φ = π, the energy becomes:[5]

E = −AM 2 − ∆,

(2.21)

where E is independent of the applied field. When the spin flop (shown in Fig. 2.11 (c), the
angles are equal to each other (θ = π), energy goes as:[5]

E = −2M Bcosθ + AM 2 cos2θ − ∆cos2 θ.

(2.22)

Taking the first derivative of E with respect to θ identifies that there is a minimum energy
B
when θ=cos−1 [ 2AM
]. This ignores the magnetic anisotropy term. Substituting θ into Eqn.

2.22 and plotting this new energy is displayed in Fig. 2.12.[5] The antiferromagnetic state is
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Figure 2.12: Energy plotted as a function of applied magnetic field for the antiferromagnetic
and spin-flop phases. Adapted from Ref. [5].
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the lowest energy confirmation below the critical field (Bspin−flop ). However, this switches to
the spin-flop phase above the critical field.
Antiferromagnetic materials can undergo numerous magnetically driven transitions, such
as a spin-flop transition, spin reorientation transitions, and/or a transition to the fully
saturated magnetic state. Specifically, the transition to full saturation at sufficiently low
temperatures is associated with a magnetically driven quantum phase transition. Moleculebased materials offer an excellent candidate for studying this effect because they offer low
energy scales making fully saturated fields typically accessible with laboratory magnets. The
magnetic exchange pathway in these materials often goes their ligands or hydrogen/halogenbonds and can easily distort with applied magnetic field. The total magnetic exchange
equation goes as:

Jtot = JAFM + JFM ,

(2.23)

where the distortions occurring with applied magnetic field can reduce JAFM , which causes
JFM to become the dominant component. Since the spin and lattice are often coupling
in systems at low temperatures, spectroscopy can aid in understanding the microscopic
mechanisms driving these magnetically driven quantum phase transitions.

2.3.3
One

Order-disorder transitions
unique

phase

transition

commonly

paraelectric→ferroelectric transition.

found

in

multiferroic

materials

is

a

Pressure, temperature, changes in the crystal

structure, and electric field can be used to help drive this phase transition.[39] The
ferroelectric phase consists of the spins in a material aligning all in the same direction
(↑↑↑↑) and a spontaneous polarization can arise. This transition to the ferroelectric phase
is often associated with a low temperature or symmetry breaking. There are two types
of ferroelectric phase transitions: (i) displacive type and (ii) order-disorder type (Fig.
2.13).[39] In the former, the ions undergo a displacement which creates a spontaneous
polarization and the latter, creates a polarization when an ion(s) order. These two types are
not mutually exclusive and often appear at the same time in ferroelectric crystals. One well
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(a)

(b)

(c)

Figure 2.13: (a) Schematic representations of the two types of paraelectric→ferroelectric
phase transitions. (b) Paraelectric phase of ([KNaC4 H4 O6 ]·4H2 O) with the gren dashed lines
representing hydrogen bonding and (c) represents the symmetry breaking as this material
goes from the paraelectric to ferroelectric phase. Adapted from Ref. [39].
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known ferroelectric material is the Rochelle salt ([KNaC4 H4 O6 ]·4H2 O) (Fig.2.13 (b,c).[39]
Here, this material sports two Curie points at 255 and 297 K, where above and below these
temperatures the material is in the paraelectric P 21 21 21 (orthorhombic) space group but
between them it is in the space group ferroelectric P 21 (monoclinic). Across these phase
transitions, symmetry can be broken or restored as displayed in Fig. 2.13 (c). A similar
transition occurs in a material related to the Rochelle salts, [(NH4 )Li(C4 H4 O6 ]·4H2 O.
It is important to note that order-disorder transitions can have a rate dependence with
temperature. For example in [(CH3 )2 NH2 ]Zn(HCOO)3 , there is a ferroelectric transition
(TC = 156 K) associated with the ordering of a dimethylammonium cation that is freely
rotating and locks into place below the ordering temperature.[73] It is often assumed that
this ordering of the counterion will be sharp, however this is not the case. In fact, the ion
slows down smoothly at TC and the rotations begin to freeze below 40 K. This creates a
dynamic range in which the order-disorder transition can occur over. In this dissertation, we
will be focusing pressure effects of materials across order-disorder transitions, where one is
associated with ferroelectricity and one that is not. However, both are associated with the
ordering of an ion and developing hydrogen bonding in a lattice.

2.4
2.4.1

Materials of interest in this work
[(CH3 )2 NH2 ]Mn(HCOO)3 molecule-based magnet

The hybrid inorganic-organic metal organic framework family of [(CH3 )2 NH2 ]M (HCOO)3
(M = Mn2+ , Fe2+ , Ni2+ , Co2+ ) are well-known as a tunable class of molecule-based
multiferroics.[41, 72, 130, 131, 132, 133, 134] These systems have a perovskitelike ABX3
structure, where A is an amine, B is a transition metal ion, and X is an HCOO− ligand
connecting the metal centers. The Mn2+ analog (S = 5/2) is the most well studied, which will
be discussed in this dissertation.[40, 43] At room temperature, the structure has a framework
consisting of octahedras containing the Mn2+ center surrounded by symmetric oxygen, which
are connected by a formate ligands (Fig. 2.14 (a)). A dimethylammonium ion sits in the
cavity of the framework and freely rotates along a three-fold axis. This counterion is linked
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Figure 2.14:
(a,b) Crystal structure of [(CH3 )2 NH2 ]Mn(HCOO)3 below the orderdisorder transition and close-up showing intermolecular hydrogen bonding.[22] (c) Schematic
depicting the temperature, magnetic, and pressure transitions.[22, 40, 41, 42] Here,
FE = ferroelectric, PE = paraelectric, cAFM = canted antiferromagnetic, and PM =
paramagnetic.[43]
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to the framework by hydrogen bonding (N-H· · · O) and at room temperature the nitrogen
rotates between 3 positions. In other words, the dimethylammonium ion is in a disordered
state.

As the system drives below the order-disorder temperature (TO/D =185 K), the

counterion locks into one of the three positions because hydrogen-bonding dominates the
thermal fluctuations.[41, 72] This hydrogen-bonding is found in Fig. 2.14 (b). Across
this transition, symmetry is lost and there is a change in space group from R3̄c →
Cc.[41, 72, 130, 131, 121] This is triggered by a structural distortion and also induces
ferroelectricity across the order-disorder transition.
At lower temperatures, [(CH3 )2 NH2 ]Mn(HCOO)3 goes through a Néel transition
(TN =8.5 K) and a weakly canted antiferromagnetic state with an 0.08o canting angle.[22, 41]
The magnetic superexchange pathways connects the Mn2+ centers via the formate ligand
(Mn-O-C-O-Mn) with J = -0.64 K.[22] Both the order-disorder and Néel transition
were determined by heat capacity measurements as shown in Fig. 2.15 (a).[41] Electric
polarization measurements were also completed, shown in Fig. 2.15 (b), which shows that
ferroelectricity is enhanced below TO/D with applied magnetic fields.[44] Further, magnetic
susceptibility measuresments (Fig. 2.15 (c)) displays deviations from the Curie-Weiss fit
below the order-disorder temperature, which indicates the ferroelectric phase has enhanced
short-range magnetic correlations.[44] The magnetization at 2 K displays a linear shape
(Fig. 2.15 (d)), with a small hysteresis at low fields, indicating a canted antiferromagnetic
spin structure. Additionally, the infrared spectrum reveals that the formate bending mode
underlies the different ferroicities in this system.[121] Because these key features in this
material - a low exchange integral (J = -0.64 K), its simple exchange pathway, enhanced
polarization under magnetic field - it makes it a perfect candidate for exploring quantum
phase transitions under external stimuli. Exploring the high magnetic field region would
allow for the development of the magnetic-field temperature phase diagram and completing
the picture of the controlling the magnetic spin states at low temperatures. With the addition
of pressure as an external stimuli, we will be able to explore the symmetry changes above and
below the order-disorder temperature as a function of pressure to investigate if any properties
could be enhanced at high pressure. The high magnetic field and pressure transitions will
be discussed in this dissertation in Chapters 4 and 5 respectively.
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(a)

(b)

(c)
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Figure 2.15: (a) Heat capacity measurements of [(CH3 )2 NH2 ]Mn(HCOO)3 displaying
the order-disorder and Néel transition.[41] (b) Electric polarization measurements of
[(CH3 )2 NH2 ]Mn(HCOO)3 at 0, 7, and 13 T.[44] (c) Inverse magnetic susceptibility as a
function of temperature for [(CH3 )2 NH2 ]Mn(HCOO)3 , where the red dashed line represented
TC and the blue line is the Curie-Weiss law fit.[44] (d) Magnetization at 2 K suggesting a
canted antiferromagnetic structure.[44]
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2.4.2

Hydrogen-

and

halogen-bonded

multiferroic

(NH4 )2 [FeCl5 ·(H2 O)]
The erythrosiderites, A2 FeCl5 ·H2 O, are a class of materials, where A is an alkali metal
or ammonium ion (A = K+ , Rb+ , NH+
4 ). We have focused on (NH4 )2 FeCl5 ·H2 O due to it
being the only multiferroic material in its class, hydrogen- and halogen-bonded network, and
flexible-tunable structure.[23] In the structure displayed in Fig. 2.16 (a), four [FeCl5 ·H2 O]2−
octahedral groups create a herringbone-like chain down the b-axis with eight NH+
4 ions in
symmetrically equivalent positions to balance the charge. Hydrogen-bonds link the octahedra
through O-H· · · Cl, which aids in stabilizing the structure.[135, 136] This unique set of
intermolecular forces makes (NH4 )2 FeCl5 ·H2 O a rare case of a completely molecular material.
(NH4 )2 FeCl5 ·H2 O contains numerous temperature driven transitions as shown in the
schematic timeline in Fig. 2.16. At room temperature, the system begins in the space group
P nma.[17, 135] The freely rotating ammonium ion undergoes an order-disorder structural
transition (TO/D = 79 K), where hydrogen bonds from the counterion ((NH4 )+ ) develop
hydrogen bonds to the nearby octahedra.[17] Below 10 K, (NH4 )2 FeCl5 ·H2 O undergoes 2
magnetic transitions. The first is the Néel transitions (TN ≈ 7.25 K) where Fe3+ (S= 25 )
metal centers order an incommensurate-collinear sinusoidal structure forms.[55, 137] The
second is a transition to the ferroelectric state ( TFE ≈ 6.9 K) where spontaneous electric
polarization forms along the a-axis.[23]. Additionally in this phase, the spins go into a
cycloidial spiral confirmation.[55] All of these transitions have been confirmed with heat
capacity measurements.[23, 137] Well below the order-disorder transition, the space group
becomes P 1121 /a.[17] However the exact temperature which this occurs is still unresolved.
At low temperature, 5 different magnetic exchange pathways (J1−5 ) connect the Fe3+
centers (Fig. 2.16 (b) and (d)).[23, 43, 54] The full set of magnetic interaction pathways
includes Fe-O-H· · · Cl-Fe, Fe-Cl· · · Cl-Fe, and Fe-Cl· · · O-Fe linkages. The strongest magnetic
interaction (J1 ) is through the hydrogen bond O-H· · · Cl and propagates along the b-axis.[54]
The ammonium ion indirectly plays a role in each pathway because of Coulomb repulsion
with the water molecules.[8] Additionally, the competition between J2 and J4 in this system
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Figure 2.16: (a) Crystal structure of (NH4 )2 [FeCl5 (H2 O)].[23] (b) Various exchange
pathways (J1−5 ) are depicted by dashed lines with the highlighted triangles representing
the geometric frustration. (c) Summary of the important temperature- and field-driven
transitions. (d) Schematic diagram of the five exchange pathways in (NH4 )2 FeCl5 ·H2 O. The
solid red arrows represent the Coulomb repulsion between NH+
4 and water molecules. The
double dashed lines represent the superexchange pathways.[8]
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induces geometric frustration. While this stabilizes the non-collinear spin structure, this
frustration is not seen in the K+ analog.
Applying magnetic field to (NH4 )2 [FeCl5 ·(H2 O)] unveils numerous spin transitions.[23]
Figure 2.17 displays the magnetic field - temperature phase diagram up to 15 T, highlighting
the different ferroelectric regions and polarization.[23] In zero magnetic field, the spontaneous
polarization is mostly in the ab plane with it point along the a-axis (^(P, a)'7o ).[23] Focusing
on fields applied along the a axis, there is a small reorientation of the spins where they
remain in the ab plane and are now pointing towards the b-axis (^(P, a)∼9o ) at ≈ 4 T.
The polarization rotates 90o from the ab plane to the c-axis at 5 T.[23] However, the
transition to full magnetic saturation has yet to be uncovered and this could be the key
to understanding the magnetoelectric coupling in this system. The fact that this system
resembles similarities with spin structures of TbMnO3 and MnWO4 while being entirely
molecular is remarkable.[45, 55]
What is unique to (NH4 )2 [FeCl5 ·(H2 O)] is that it is the only multiferroic member in
its family. As previously mentioned, this material has two distinct spin configurations:
(i) below TN ≈ 7.25 K it has a collinear sinusoidal spin wave structure and (ii) the
development of an incommensurate-cycloidal spin state below TFE ≈ 6.9 K.[45] These spin
structures are shown in 2.18.[45] The latter induces ferroelectricity and also breaks inversion
symmetry to give rise to mutliferroicity through an inverse Dzyaloshinskii-Moriya (spincurrent) mechanism.[17, 27] While holding temperature constant, for example at T = 2 K, it
is proposed the magnetoelectric mechanism goes from a spin-current → spin-dependent p − d
hybridization mechanism.[46] This change in mechanism is agreement, and explains, with
what is happening in the magnetic-field temperature phase diagram shown in Fig. 6.4.[17, 23]
As previously mentioned, the polarization remains relatively in the ab plane in ferroelectic
phase I and ferroelectric phase II and the spins are in a cycloidal-spiral and distorted cycloid
respectively.[46] However in ferroelectric phase III, the polarization flops towards the c axis
and the spins go into a commensurate quasicollinear antiferromagnetic state. This state
can be described by the spin-dependent p − d hybridization model.[46] These spin states
are represented in Fig. 2.18 (b).[46] Because of this, mutliferroicity arises in two distinct
coupling mechanisms and makes the high-field regime wholly unexplored. In this
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Figure 2.17: Magnetic field - temperature phase diagram for (NH4 )2 [FeCl5 (H2 O)] with
fields applied parallel to a, b, and c.[23]
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(a)
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(b) B = 0 T

Cycloidal-spiral

7 K IC collinear sinusoidal

2.5 T < B < 5 T

B>5T

Distorted cycloid

Quasicollinear AF

Figure 2.18: Temperature and magnetic field driven spin states in (NH4 )2 [FeCl5 (H2 O)].[45,
46] (a) At low temperature (T = 4 K), the spins are in an incommensurate cycloidalspiral and at T = 7 K the spins are in an incommensurate collinear sinusoidal state.[45]
(b) When temperature is held constant at 2 K and fields are applied along the a axis, at
zero field the spins are in a cycloidal spiral configuration. As field increases to 3.5 T, the
polarization in (NH4 )2 [FeCl5 (H2 O)] slightly changes and forces the spins into a distorted
cycloidal state. Above T, the polarization flops to the c axis and the spins go into a
quasicollinear antiferromagnetic state.[46]
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dissertation, we investigate the magnetic quantum phase transition as well as the effects
of pressure at across the order-disorder transition in (NH4 )2 [FeCl5 ·(H2 O)], which will be
displayed in Chapters 5 and 7 respectively.
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Chapter 3
Methods
3.1

Light matter interactions

Interactions between light and matter are essential in understanding the microscopic
properties of quantum materials. While spectroscopy is often used as a means of basic
material characterization, advance techniques are used to reveal important processes
including revealing phase transition mechanisms, local symmetry changes, and spin-lattice
coupling. This can lead to a deep understanding of the lattice, magnetic, and electronic
coupling within the system. Vibrational spectroscopy, along with complementary high-field
magnetization, are excellent tools for unraveling these effects.

3.1.1

Maxwell’s equations

A firm understanding of Maxwell’s equations is required in order to fully understand light
matter interactions. These equations can be used to describe how an electric field gives rise
to a magnetic field, and vice versa. There are four Maxwell’s equation of interest. Two are
used to express how fields emerge from charge, and two describe how fields circulate around
their respective sources. These equations are:[138]
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p
ε0
∇·B=0
∂B
∇×E=−
∂t
∂E
∇ × B = µ 0 J + µ 0 ε0
.
∂t
∇·E=

(3.1)
(3.2)
(3.3)
(3.4)

Here, electric and magnetic fields are represented by E and B, p and J are the charge
and current densities, and ε0 and µ0 are the permittivity and permeability of free space,
respectively. Gauss’s Law (Eqn. 3.1) describes an electric field (E) giving rise to an electric
charge.
In general, electric field lines travel from a positive charge and towards a negative charge,
developing field lines. Equation 3.2 (Gauss’s law for magnetism) depicts that no net magnetic
charge occurs and it only exists in loops. This is not the case for the Maxwell-Faraday
equation (Eqn. 3.3). Here, the electric field loop only occurs in areas of changing magnetic
field. Ampere’s law can have a Maxwell’s correction applied to it (Eqn. 3.4), which allows
for the depiction of the relation between electric and magnetic fields. Here, a change in
magnetic field can create an electric field, and vice versa. From this, an electromagnetic
wave travels through empty space.
It is rather challenging to solve optical problems using Maxwell’s equations because they
focus on the microscopic contributions of each charged particle. The above equations can
be rewritten in terms of macroscopic quantities and still retain the form of the microscopic
equations. The new equations are:[7, 138, 139]

∇ · D = ρext

(3.5)

∇·B=0
∂B
∇×E=−
∂t
∂D
∇×H=
+ Jcond + Jext .
∂t

(3.6)
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(3.7)
(3.8)

Here, electric and magnetic fields are E and H, D is the displacement field, B is magnetic
induction, and J cond is current density due to the conduction electrons, and J ext and
ρext are current and charge density. Assuming an isotropic medium and within a linear
approximation, the following relationships can be surmised:[139]

P = χe E

(3.9)

M = χm H

(3.10)

Jcond = σE

(3.11)

D = εE

(3.12)

B = µH,

(3.13)

where P and M are the polarization and magnetization, χe and χm are the electric and
magnetic susceptibility, σ is the conductivity, ε is the dielectric constant, and µ is the
magnetic permeability. If the properties of an anisotropic medium are included in this set
of macroscopic Maxwell’s equations, then these relations will no longer be linear for an
anisotropic media.
If one considers the interaction of light and a medium, these inexact equations can be
simplified. In an isotropic medium, there is no spatial variation in ε and pext =0. These
equations can then be combined in order to extract the wave equation for a plane wave that
propagates in an energy-absorbing medium:[7, 139]

∇2 E =

µ ∂ 2E
.
c2 ∂t2

(3.14)

Since the energy of the electric field vector is much greater than by the magnetic field of an
electromagnetic wave, we only consider the electric field in Eqn. 3.14. Thus the wave vector
that is used to describe the propagation of a single plane within an isotropic medium is in
the complex form:[7]

E = E0 ei(kr−ωt) ,
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(3.15)

where k is the wave vector and ω is the frequency. Substituting Eqn. 3.15 into into Eqn.
3.14 gives:

k2 =

ω2
ε(ω).
c2

(3.16)

The propagation constant can be expressed by using the complex index of refraction
p
ε(ω) to give:
Ñ =

k=

Ñ ω
.
c

(3.17)

Ñ (ω) is defined as

Ñ (ω) = n(ω) + iκ(ω)

(3.18)

and the complex dielectric function as:

ε(ω) = ε1 (ω) + iε2 (ω).

(3.19)

Here, κ is the extinction coefficient and n is the refractive index. The real and imaginary
parts of Ñ (ω) and ε(ω) (Eqns. 3.18 and 3.19) are given as:

ε1 = n2 − κ2

(3.20)

ε2 = 2nκ.

(3.21)

Using these equations, many different relations can be derived. We focus on extracting α (the
absorption coefficient) below. When light is applied to a solids, the incoming electromagnetic
wave is dampened once making contact. Equation 3.15 can be rewritten to include this
damping factor as:[? ]KuzmanyBook

E(x, t) = E0 ei[(Ñ ω/c)x−ωt)] = E0 e−(2πκ/λω )x ei(kx−ωt) .
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(3.22)

Here, the attenuation of the field is given by 2πκ/λω and the wavelength of light in a vacuum
is given by λω . The intensity (I) of a wave is proportional to the square of the electric field
(EE ∗ ), we can compare it to Beer’s Law by:[7]

I = EE ∗ = I0 e−αx .

(3.23)

From this, the absorption (α) and the extinction coefficient (κ) are related as:

α(ω) =

2ωκ(ω)
4πκ(ω)
=
.
c
λω

(3.24)

Also, α is related to the imaginary part of the dielectric function via:

α(ω) =

ωε2 (ω)
.
cn(ω)

(3.25)

The dielectric function expression for a medium with a finite conductivity is given as:

ε(ω) = 1 +

iσ(ω)
ωε0

(3.26)

and the absorption as:

α(ω) =

σ1 (ω)
.
nε0 c

(3.27)

Conductivity σ(ω) is complex and has both real σ1 and imaginary σ2 components. Numerous
relationships can derived between the functions ε(ω), σ(ω), and Ñ (ω).

3.1.2

The harmonic oscillator

A simple harmonic oscillator is often used to understand the vibrational spectra of a system.
If the Schrödinger equation for the diatomic oscillator is treated quantum mechanically, this
can yield:[47, 138, 140, 141]

−

~2 d2 ψ
+ V (x)ψ(x) = Eψ(x).
2µ dx2
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(3.28)

Here, ~ =h/2π, where h is Planck’s constant, µ is the effective mass, the potential energy
V (x) = 21 kx2 , k is the force constant, and x is the vibrational coordinate r−re . This equation
can be solved for the quantized energy values, and the new equation becomes:


1
Eω = hω n +
,
2
with

1
ω=
2π

n = 0, 1, 2...

 1/2
k
,
µ

(3.29)

(3.30)

where ω is the vibrational frequency and n is the vibrational quantum number. The energies
of the harmonic oscillator pontential well are displayed in Fig. 3.1, where the harmonic
oscillator is a parabola and the energy levels are equidistant. The separation between
these energy levels is equation to hω. However, this is not the case when investigating
real molecules or materials.
Once anharmonicity is taken into account, the separation between the neighboring levels
becomes smaller with increasing n as the energy approaches the dissociation energy. A
more realistic approach using an anharmonic (Morse-type) potential is used in describing
molecules and is given by:[141]

V (x) = De (1 − e−ax )2 ,

(3.31)

where De is the dissociation energy, a describes the curvature of the bottom of the potential
well and x =

r−r0
.
r0

De is represented by the difference between the dissociation energy and

the lowest point of the potential well. The energy between the zero-point energy (when n=0)
and the dissociation energy is denoted as D0 and is measured experimentally. There two
energies (De and D0 ) are related by:
1
D0 = De − hω.
2

(3.32)

The presented potential energy function (Eqn. 3.31) provides a more realistic function in
terms of a material and can be substituted into Eqn. 3.28 to give:[141]
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Figure 3.1: The potential wells of the harmonic oscillator and the anharmonic (Morse)
potential.
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2

1
1
− hcωe xe v +
+ ...,
Ev = hcωe v +
2
2

(3.33)

where ωe is the wavenumber corrected for anharmonicity and xe ωe is the magnitude
of anharmonicity.[47, 140, 141] The harmonic oscillator approximation provides the best
estimate of vibrational energies at small values of v, where the difference between the
harmonic and anharmonic (Morse) potential are small. This can be seen in Fig. 3.1. The
harmonic oscillator is no longer a valid approximation at high values of v. Bases on quantum
mechanics, the vibrational selection rules for harmonic oscillator only allows fundamental
transitions (∆v = ±1). This means transitions of adjacent vibrational levels are allowed.
Overtone modes involving ∆v = ±2, ±3... are allowed, however their intensity is much weaker
and decrease with increasing ∆v.[47, 140, 141]

3.1.3

Infrared spectroscopy

Infrared spectroscopy is performed as a transmittance or reflectance experiment and plays
a critical role in revealing the symmetry of materials. Additionally, these experiments can
help to unveil thermal and electrical properties and displacement patterns of structural
distortions. In this dissertation, we focus on transmittance experiments. Beer’s law is
implemented to relate the absorption of the material to the attenuation of light. The general
equation is given as:

I = I0 e−αd ,

(3.34)

where I0 and I are the intensities of the incident and transmitted beams, α is the absorption
coefficient, and d is the thickness of the material. Spectroscopist typically expand Beer’s law
equation in order to calculate the absorption coefficient (α(ω)), with negligible reflectance,
as:

α(ω) = −

1
ln(T (ω)).
hd
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(3.35)

Here, h is the loading concentration and T (ω) is the measure transmittance as a function
of frequency. The incident beam loses some of its energy to the excitation. The infrared
spectrum of a material can be plotted as the absorption coefficient intensity versus frequency.
It is important to note that Beer’s law is only applicable if the transmittance of the
material has minimal, or negligible, reflectance. In the case where the reflectance is not
minimal/negligible, a correction can be applied so the transmittance becomes:

T (ω) =

(1 − R)2 e−αd
1 − R2 e−2αd

(3.36)

where R is the sample’s surface reflectance.[7, 142, 143]

3.1.4

Raman scattering spectroscopy

Figure 3.2 displays examples of a schematic energy diagram of infrared absorption as well as
Rayleigh and Raman scattering.[6, 47, 141] Rayleigh scattering is a form of elastic scattering
that is strong and has the same frequency as the incident beam (ν0 ). In the Raman effect,
a small amount of the applied monochromatic light can be inelastically scattered and there
are two possible scattering types: Stokes and anti-Stokes scattering. In Stokes scattering,
the molecule is initially in the ground vibrational state and is excited to a virtual state. It
then relaxes back down to an excited vibrational state (νS = ν0 - νvib ) as shown in Fig. 3.2.
Inversely, the anti-Stokes scattering begins in an excited vibrational state and the scattered
photon undergoes a transition from the virtual state to the ground vibrational stated (νS =
ν0 + νvib ). The ground state is more populated at ambient (room) temperatures than the
higher vibrational levels. This phenomena (Boltzman distribution law) leads to the Stokes
scattering being more intense than the anti-Stokes scattering.
Classical theory can be used to explain the Raman effect.[6, 47, 141, 144] When an
applied electric field (E) is applied to a molecule, an induced dipole moment can arise. This
occurs from the electrons and nuclei in the molecule moving in opposite directions. This is
in agreement with Coulomb’s Law and the induced dipole moment (µind ) goes as:

µind = αE,
64

(3.37)

Virtual
states

2
1
0

Vibrational
states
Infrared

Stokes

Rayleigh
scattering

Anti-Stokes

Figure 3.2: Schematic energy diagrams displaying infrared absorption, Rayleigh scattering,
Raman Stokes and anti-Stokes lines.[47, 48]
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where α is the polarizability and E is the applied electric field with time dependence. The
induced dipole moment is linearly proportional to the applied electric field if E is not too
strong. The variation of electric field strength with time (t) is given by:

E = E0 cos 2πν0 t,

(3.38)

where E0 is the amplitude of the electric field and ν0 is the frequency of the electromagentic
wave. As a molecule or material is irradiated with monochromatic light, a polarization is
induced that equals the product of the polarizability (α) times electric field of the light
source (Eqn. 3.38). Applying Eqn. 3.38 to Eqn. 3.37 gives the time-dependent induced
dipole moment, and can be rewritten as:

µind = αE0 cos 2πν0 t

(3.39)

When a molecule or material vibrates with frequency νvib , the nuclear displacement (Q)
can be written as:

dQ = Q0 cos 2πνvib t,

(3.40)

where Q0 is the maximum displacement from the equilibrium position. The polarizability
can be expanded using a small amplitude approximation, where α is a linear function of Q,
and can be expressed as:

α = α0 +

∂α
dQ,
∂Q

where α0 is the polarizability at the equilibrium position and

(3.41)
∂α
∂Q

is the rate of change in

polarizability with respect to the change in in the nuclear displacement. Substituting Eqns.
3.40 and 3.41 into Eqn. 3.39, the induced dipole becomes:


µind = α0 E0 cos 2πν0 t +

∂α
∂Q



Q0 E0
[cos 2π(ν0 + νvib )t + cos 2π(ν0 − νvib )t].
2
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(3.42)

The induced dipole moment again reveals three unique frequencies - the first representing
elastic scattering while the latter two display inelastic scattering.

The first term

corresponding to the Rayleigh scattering, which is the most dominate effect and results
in no change in frequency of the irradiated light. The latter two terms both reflect the
Raman effects - anti-Stokes and Stokes scattering. The second term refers to anti-Stokes
scattering (νS = ν0 + νvib ) with an up-shifted frequency (shorter wavelength). The third
and final term displays the Stokes scattering (νS = ν0 - νvib ) with a down-shift in frequency
(longer wavelength). It is important to note that for Raman scattering to occur the change
in polarizability term must be non-zero (i.e.

dα
dQ

6= 0), which will be discussed in further

detail in the following section.

3.1.5

Selection rules for infrared and Raman spectroscopy

Infrared and Raman scattering spectroscopy provide complimentary information about a
material’s vibrations, geometry, and symmetry. However, their selection rules are different.
When light is applied to a material, it can behave in two ways - absorption or scattering. A
vibration must have a change in dipole moment (µ) to be infrared active. Raman scattering
involves light scattering and requires a vibration to change the polarizability (α) of the
mode. The polarizability refers to the change or distortions in the electron cloud caused by
an electric field.[47, 141, 144] Changes in either the dipole moment or polarizability can lead
to a unique spectroscopic fingerprint in the infrared or Raman region. They can be used to
help understand geometry and symmetry changes in a material across different transitions,
such as temperature, magnetic field, or pressure driven transitions.
The intensity of these processes depends on Mvib , the transition moment integral, given
by:[7, 47, 141]
Z
Mvib =

0∗
00
ψvib
Pψvib
dx,

(3.43)

0
where ψvib
and ψ 00 are the excited and ground state wave functions respectively, and P is the

operator driving the transition.[7] For infrared absorption, the operator is a dipole moment
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(µ(r )), which is a function of r for diatomic molecules, and a Taylor series expansion can be
implemented in Eqn. 3.43 with the equilibrium position r = re such that:

µ(r) = µe +

dµ(r)
1 d2 µ(r)
(r − re ) +
(r − re )2 + ...
dr re
2 dr2 re

(3.44)

This expanded equation can be substituted into Eqn. 3.43 where Mvib becomes:[47]
Z
Mvib = µe

0∗
00
ψvib
ψvib
dr

dµ(r)
+
dr re

Z

0∗
00
ψvib
(r − re )ψvib
dr + ...

(3.45)

The first term in Eqn. 3.45 is zero because the two vibrational wave functions are orthogonal
to each other. This makes the second term, where

dµ(r)
dr

6= 0, the dominant contributor to

the intensity of infrared fundamental transitions. In other words, the dipole moment must
change during the vibration in order to give an infrared response. The high order terms in
Eqn. 3.45 are neglected.
For Raman scattering, the operator in Eqn. 3.43 is the polarizability tensor (α) which
is made up of six matrix elements (αxx , αyy , αzz , αxy , αxz , and αyz ). The vibration is
Raman-active if one of the moment integrals is nonzero and Raman-inactive if the integral
is zero. A similar Taylor series expansion to that found in the infrared absorption case can
be carried out. Again the first term is zero because of orthoganlity and thus corresponds
to Rayleigh scattering.[145] This leads to the second term being a nonzero term and the
fundamental transitions of Raman scattering. The intensity of the measured infrared and
Raman scattering response are related to the square of the moment integral as:[47]

I ∝ |Mvib |2 ∝

dµ 2
dα 2
.
∝
dr re
dQ

(3.46)

The systematic arrangement of molecules, atoms, or ions in a crystalline state are the
root cause of the differences found in the vibrations between solids and liquids or gases.
Crystalline solids have numerous characteristics, including strong intermolecular interactions,
long-range periodicity, selection rule symmetry, and dimensional, which cause energy levels
to broaden into bands.[146, 147] A phonon is a collective lattice vibration that arises from the
existence of long-range lattice periodicity in solids. Because of the nature of these excitations,
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the motion of the neighboring atoms depends on one another.[148] The distortions of a threedimensional crystalline lattice system can be described in terms of 3N branches, where N
is the number of atoms in one unit cell, for the phonon dispersion curves. These dispersion
curves, shown in Fig. 3.3, contain three acoustic branches and 3N -3 optical branches. The
translations of the lattice, the transformations of the translational modes in a molecule, are
known as the acoustic phonons. Optical modes are akin to molecule vibrations. In general
both can be thought of as two atoms vibrating along a unit cell. The atoms vibrate along
the same direction for acoustic vibrations and in opposing directions for optical vibrations.
As spectroscopists, we are generally more interested in the optical branch. Inelastic neutron
scattering can be used to probe the dispersion curves throughout the entire Brillouin zone.
Optical spectroscopy investigates excitations at k=0. Our techniques moving forward focus
on the optical excitations at k=0. In general for a diatomic molecule, these excitations go
as the following:



1
1
ω = 2k
+
.
M1 M2
2

(3.47)

Here, k is the force constant and M1 and M2 are the masses of two atoms found on a linear
chain. Equation 3.47 can be condensed to include the reduced mass (µ) and take the general
form as:
s
ω∝

k
.
µ

(3.48)

The phonons in solid materials fall into two categories: localized modes and collective modes.
The former being similar to what happens in an isolated molecule and the latter can exist
in a long range lattice.
The most common techniques for studying vibrational spectroscopy are infrared and
Raman scattering spectroscopies. While they provide complimentary information about
phonons, they differ in their selection rules. Table 3.1 display these differences using examples
of symmetric and asymmetric diatomic and symmetric triatomic molecules as models.[6] The
molecular vibration can lead to the vibration being infrared-active, Raman-active, active for
both, or silent. As previously mentioned, an infrared-active vibration would require a change
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Figure 3.3: Dispersion curves for optical and acoustic branches.
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Table 3.1: Comparison examples of the selection rules of Raman and infrared spectroscopy.
Adapted from Refs. [6, 7].

Molecular
vibration
𝝏𝜶
𝝏𝑸
Raman
active?
𝝏𝝁
𝝏𝑸
Infrared
active?

≠0

≠0

≠0

=0

=0

Yes

Yes

Yes

No

No

=0

≠0

=0

≠0

≠0

No

Yes

No

Yes

Yes
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dµ
in dipole moment ( dQ
6= 0) while a Raman-active mode would require a change in polarization
dα
6= 0).
( dQ

For example in the case of a symmetric diatomic molecule, we can see a

symmetric stretch occurring. As this happens, there would be no change in the dipole
moment but there would be a change in polarization. Thus one would anticipate this motion
to be non-infrared-active but would be Raman-active. However if the diatomic molecule is
asymmetric, both would be active. The vibrations in a diatomic molecule are a simplistic
case and real molecules, such as [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O), are
more complex and give rise to numerous vibrations. Implementing a space group analysis
can help understand what arises in the infrared and Raman scatting spectra - providing
complimentary information to tell the entire story of a material’s vibrations.

3.1.6

Assigning vibrational modes

The vibrations found in a solid is defined by the space group as well as the site symmetry
of molecules found within the system. Phase transitions in materials, such as temperature,
applied magnetic field, or pressure-driven transitions, can cause the number of phonons in
a system to change and can aid in the understanding of specific symmetry changes in a
material. For example the molecule-based multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 undergoes
temperature, applied magnetic field, and pressure-driven transitions as outlined in this
dissertation. At room temperature, the irreducible representation of the paraelectric phase
(R3̄c space group) is Γoptic = 9A1g +10A1u +11A2g +11A2u +21Eu +20Eg . As temperature is
lowered, [(CH3 )2 NH2 ]Mn(HCOO)3 undergoes an order-disorder transition and the structure
lowers in symmetry to a monoclinic space group (Cc). Since there is no inversion symmetry in
this low temperature space group, the number of modes increases as expected and evidenced
by the low temperature irreducible representation Γoptic = 70A0 + 71A00 . While the number
of infrared and Raman active modes are similar, they are not the same. The rule of mutual
exclusion states that a normal mode cannot be both infrared and Raman active, but it
must be either in a system with an inversion center. In materials with inversion symmetry,
ungerade symmetry are linked with infrared active modes and Raman active modes have
gerade symmetry. However, this is not always the case in real systems, especially ones that
have low symmetry where the inversion center is lost. Specifically when there is no center
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of inversion in a material, the Raman-active vibration may appear in the infrared region,
and vice versa. For this reason, it is interesting to study phonons in solids across phase
transitions when applying external stimuli.
The vibrational modes in [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O) were
determined by comparing previous literature and using similar components found
in the target material.

For example, [(CH3 )2 NH2 ]Mn(HCOO)3 is from the family

[(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ , Fe2+ , Ni2+ , Co2+ ) and can take shape in many
forms.[22, 41, 130] The A site cations commonly is dimethylammonium ((CH3 )2 NH2 ),
however can also take the forms of ammonium (NH4 )[149] or guanidinium (C(NH2 )3 ).[150]
From this we can see that there is a vast range of data for the metal-framework of
interest that can assist in our assignments.[130, 131, 151] A similar analysis was completed
for (NH4 )2 [FeCl5 ·(H2 O) using previous literature and the analogues in the erythrosiderite
3+
3+
3+
−
family (A2 BX5 ·H2 O where A = K+ , Rb+ , NH+
4 ; B = Fe , Mn , Co ; X = Cl ,

Br− , H2 O).[9, 10, 11, 135, 152, 153] However, our analysis was expanded to incorporate
understanding the low frequency lattice and librational modes, which are commonly found
in solids. The former being the atoms, or molecules, in a crystalline lattice moving relative
to each other creating a collective motion throughout the crystal.[48] The librational modes
are derived from the rotational lattice modes and the modes are caused from restricted
rotational motions in the crystalline lattice.[48] These are similar to what is expected in
a typical hindered rotation of a molecule in a lattice, where they can no longer freely
rotate.[154] These motions can be found in both the infrared and Raman scattering spectra
and are located below 200 cm−1 . Typically these lattice vibrational modes will shift to
higher frequency with applied pressure or sharpen with temperature.[154] The structure of
(NH4 )2 [FeCl5 ·(H2 O) is made up of a unique set of hydrogen- and halogen-bonding through
the water ligand and ammonium ion. This makes it a perfect candidate to investigate all of
its vibrations, including complimentary lattice and librational modes (as shown in Chapter
7).
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3.1.6.1

Identifying vibrational phase transitions

In the vibrational measurements, such as infrared, Raman scattering, and high-pressure
regime, are different in determining their phase boundaries than the high-field magnetization.
An initial ambient room-temperature measurement must be completed. As temperature
is decrease, pressure is increase, or a combination of the two stimuli, peaks can do the
following: (i) remain unchanged, (ii) increase/decrease in frequency, (iii) split into more
peaks, or (iv) peaks can appear. These features are determined by the peak locations and
plotted against temperature or pressure (T or P vs. ω). It is useful to understand a
materials behaviour under temperature and pressure individually prior to completing lowtemperature high-pressure experiments. Changes in vibrational modes under external stimuli
define the phase boundaries and an example of determining them can be found in Chapter 5.
Additionally, a complimentary subgroup analysis can be used to determine the space group
of the new phase (found in Chapters 5 and 7 of this dissertation).[50, 51, 52]

3.1.7

Lattice dynamics calculations of materials

Density functional theory offers many advantages in understanding solids and complimenting
experimental work. This theoretical technique is a first principles quantum mechanical
method for calculations involving electronic structures of atoms, molecules, and condensed
states.[155] One benefit to density functional theory is that while it is computationally
simple, it yields high-accuracy calculations.

It takes into account three variables, the

three Cartesian directions, as opposed to the 3N variables in a many-body wavefunction.
Density functional theory can be used to understand a wide variety of structural, electronic,
and magnetic characteristics of materials across chemistry, physics, and material science.
In this work, density functional theory was used to reveal the the electronic structures
of [(CH3 )2 NH2 ]Mn(HCOO)3 in the antiferromagnetic and ferromagnetic state[40] and
calculating the exchange interactions and spin density across the magnetic quantum phase
transition in (NH4 )2 [FeCl5 ·(H2 O)].[8]
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3.2
3.2.1

Measurements under external stimuli
Magnetometry

One powerful tool used in understanding the competition of magnetic phases in materials is
magnetization. This work will highlight the importance of this technique in order to map the
various competing phases in two molecule-based materials - [(CH3 )2 NH2 ]Mn(HCOO)3 and
(NH4 )2 [FeCl5 ·(H2 O)]. The pulsed-field magnetization setup at the National High Magnetic
Field Laboratory in Los Alamos, NM induces a magnetic field by applying a current through
a compensation coil. The induced voltage can be extracted via Maxwell’s equation (Eqn.
3.7):

∇×E =−

dB
.
dt

(3.49)

Rearranging this equation yields the voltage in a single turn of coil by:

V =

dφ
,
dt

(3.50)

where φ is the flux, which is the surface integral of B through the coil. Since B = µ0 (H+M ),
V contains a contribution of VM , where

VM

dM
∝
=
dt



dM
dH



dH
dT


(3.51)

In the experiment, dH/dt is given by the pulsed field and thus the signal voltage V when
the sample is in the coil is proportional to dM /dt, where t is time. Therefore, by integrating
VM , we can obtain M . Accurate values of magnetization for each sample were obtained by
subtracting empty coil data from data measured when the sample is present, under identical
conditions.
Figure 3.4 displays the magnet shot profile of the 65 T short-pulse magnet at the National
High Magnetic Field Laboratory in Los Alamos, NM. The pulse for this magnet occurs in
≈ 0.4 seconds while reaching its maximum magnetic field (65 T) in that duration. A few
advantages to this technique are the ability to accessible high-field transitions,
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Figure 3.4: 65 T short-pulse magnet shot profile at the National High Magnetic Field
Laboratory in Los Alamos, NM.
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non-destructive nature of the technique, and quick results. While it is common for molecular
materials to have low saturation fields, a superconducting quantum interference device
(SQUID) can not always capture the transition to the fully saturated state due to the low
applied field, generally below 10 T. Thus using a higher magnetic field can provide a complete
picture of all the magnetic transitions in molecular materials.

3.2.2

High-field magnetization measurements

Magnetization measurements were performed at the National High Magnetic Field
Laboratory in Los Alamos, NM using a 65 T short-pulse magnet containing a 1.5 mm
bore, 1.5 mm long, 1500-turn compensated-coil susceptometer, constructed from 50 gauge
high-purity copper wire.[40, 156] Single crystal or polycrystalline samples were loaded into a
1.3 mm diameter ampoule that moves in and out of the coil. This probe is then placed directly
into a liquid helium bath, where the sample sits directly at the center of the field. Accurate
values of magnetization (M ) can be extracted by subtracting the empty coil data from that
measured with the sample (under identical conditions).[8, 40] Temperature was controlled
with a 3 He system obtaining temperatures down to 0.37 K, by placing the susceptometer
and sample probe in a 3 He cryostat. An induced voltage in a 10-turn coil, calibrated by
observing the de Haas-van Alphen oscillations of the belly orbits of the copper coils of the
susceptometer, is integrated to obtain the measured field B.[156] In addition to 65 T pulses,
low- and high-field shots were carried out to resolve the spin-flop (BSF ) and saturation
fields (BSat ). First derivative techniques were used to determine the critical fields (BSF and
BSat ). The pulsed-field magnetization values for [(CH3 )2 NH2 ]Mn(HCOO)3 were calibrated
against measurements on a single crystal in a 14 T dc magnet using a vibrating sample
magnetometer.[40]
3.2.2.1

Identifying high-field phase transitions

High-field magnetization have a number unique transitions ranging from spin-flop and
reorientation transitions to a transition to the fully saturated state. Each magnetization
measurements is taken while the magnetic field sweeps up and down and temperature is
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held constant. From this, numerous magnetization curves can be generated at different
temperatures ranging as low as 0.3 K to 300 K. A knee-like bend in the magnetization is
associated with a transition to the fully polarized state is typically apparent at the lowest
temperatures. However other transitions might be subtle in the absolute magnetization,
such as the spin-flop or reorientation transition. A first derivative plot (∂M/∂B)T vs. B) is
executed in order to enhance these inflection points that can be used in determining a phase
boundary. Spin-flop or reorientation peaks can be defined by the peak locations whereas
the midpoint of the linear region of the maximum slope defines the transition to the fully
saturated state. These transitions broaden as temperature increases because of the loss of
long-range ordering as discussed in Chapters 4 and 6.

3.2.3

Diamond anvil cell techniques

High pressure measurements were carried out using diamond anvil cell techniques. Figure 3.5
summarizes the set-up, which consists of a metal gasket placed between the diamond culets,
a sample of interest, an appropriate matrix, and an annealed ruby ball. The diamonds used
within this technique is a crucial component in controlling the maximum achievable pressure
and optical transparency. In general, pressure is proportional to the force per unit area:

P =

F
,
A

(3.52)

where P is pressure, F is the force applied, and A is the cross-sectional area. A smaller crosssectional area, controlled by the diamond culets, can be used to achieve a higher pressure.
The type of diamond used during the experiment is determined by the spectroscopic probe
of choice and can help reduce the background signal. Type - I diamonds, with ultra-low
fluorescence, are used for Raman scattering measurements and Type - II diamonds are
employed for infrared spectroscopy. All types of diamonds have a strong first order Raman
line at ≈1300 cm−1 and a weaker second order Raman line at ≈2500 cm−1 .[157] However,
they differ in the infrared absorption response. Type - I diamonds have two strong absorption
regions at 1000-1350 cm−1 and 2000 cm−1 , while Type - II diamonds can be used up to
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Figure 3.5: (a) Pictures and (b) schematic representation of a diamond anvil cell. (c)
The two intense luminescent peaks, R1 and R2 , of an annealed ruby balls shifting to higher
wavelength as pressure increases.
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2000 cm−1 . These absorptions are related to the level nitrogen impurities found within the
diamond.
In additional to the diamond culet size, the size of the metal gasket inside the diamond
anvil cell can be used to control pressure. The gasket is made of stainless steel and indented
using the diamond anvil cell. On average, the gasket thickness is on the order of 50-100 µm.
While a thinner gasket can reach higher pressures, it is difficult to control the targeted steps
in pressure. The gasket has a hole drilled in the center (on the order of 50-150 µm) using
electric discharge machining. This hole houses the sample, pressure medium, ruby balls,
and allows light to pass through the set-up. Samples can be loaded neat or with a pressure
transmitting medium (vacuum grease for far infrared, KBr for middle infrared and Raman
scattering, or liquid argon) ensuring pressure is applied quasi-hydrostatically. This helps to
make results reproducible and avoid non-linearities.
The addition of an annealed ruby ball, Al2 O3 doped with Cr+3 , allows for the precise
measurement of pressure.[158] The ruby ball is excited using a laser and has two intense
luminescent peaks R1 and R2 , as shown in Fig. 3.5 (c). The position of these peaks is
sensitive to pressure and shift to a higher wavelength as pressure increases. In order to
apply pressure, the four screws on the diamond anvil cell are turned systematically and
symmetrically. This brings the diamonds closer together and compresses the sample, pressure
transmitting medium, and annealed ruby ball. Pressure is always changed in−situ and stepwise, which allows for spectra to be taken at a fixed pressure. In order to release pressure, the
screws are loosened and a decompression spectra can be taken to investigate the reversibility
of phase transitions by comparing with spectra taken before compression.
High pressure vibrational spectroscopy was carried out using diamond anvil cells (Fig
3.5 (a,b)) at the COMPRES beamline at Brookhaven National Laboratory. Diamonds
with culets on the order of 300-600 µm were used and due to the small sample size, the
National Synchrotron Light Source (II) at Brookhaven National Laboratory were used
for its high brightness infrared light.[159] Samples were loaded into a diamond anvil
cell with an appropriate pressure transmitting medium and an annealed ruby ball to
determine the pressure.[158, 160] Due to the softness of the samples, a neat load was
typically used. It is well known that molecule-based materials are highly compressible.
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However, a KBr matrix (Raman or middle-infrared), vacuum grease (far-infrared) or an
Ar gas (Raman or middle-infared) load could be used in the appropriate regions. Farinfrared measurements (100-700 cm−1 , 1 cm−1 resolution) uses synchrotron radiation with a
liquid helium-cooled bolometer detector and mylar-coated germanium beamsplitter. Middle
infrared measurements (600-4000 cm−1 , 1 cm−1 resolution) are taken on a Bruker Hyperion
spectrometer with microscope attachment using a Globar source and MCT detector. Raman
measurements are performed with a 532 nm diode-pumped solid state laser, with power
typically below 1 mW to prevent sample degradation, and a liquid nitrogen cooled charge
coupled device detector. Raman spectra (50-4000 cm−1 ) are taken using an 1200 line per mm
grating, integrated up to 120 seconds, and averaged as needed to improve the signal-to-noise
ratio. Less than 1 mW of laser power was used in order to prevent sample damage.

3.2.4

Low temperature diamond anvil cell techniques

Figure 3.6 displays the custom open-flow helium cryostat, at the COMPRES beamline at
Brookhaven National Laboratory, containing the diamond anvil cell used for low-temperature
high-pressure measurements. This cryostat can be used with the Raman scattering or
infrared configurations. After the correct ambient spectra sample is loaded, the diamond
anvil cell is then loaded into the low-temperature cryostat. It is then dynamically vacuumed
and cooled with liquid helium or liquid nitrogen to the target temperature. The temperature
of the desired measurement determines which liquid will be used. Liquid nitrogen was
typically used for measurements above 100 K to conserve liquid helium. Pressure was
increased in-situ up to 15 GPa (depending on sample) at each temperature of interest.
The mechanism for turning the screws inside the cryostat creates a thermal contact, making
it difficult to obtain low temperatures (the lowest being ≈ 35 K). Applying pressure at
low temperatures can be challenging because the dynamics of the experimental system are
slowed. This means that it is necessary to wait a few minutes after applying pressure before
measurements because the pressure can continue to increase over time. Additionally, the
system typically needs to be warmed back to room temperature in order to achieve fully
released pressure. At this point, the spectra should be compared to the original to determine
if it is reversible after thermal cycling. [(CH3 )2 NH2 ]Mn(HCOO)3 returned to its original
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Figure 3.6: (a,b) Pictures displaying the custom cryostat used for the low temperature
high pressure measurements at Brookhaven National Laboratory.

82

state upon release and the same sample was used for all temperatures, however
(NH4 )2 [FeCl5 ·(H2 O)] needed to be reloaded for each temperature. This set-up allows for the
investigation of pressure-driven phase transitions at low temperatures to map out unexplored
regions of phase space.

3.2.5

Complimentary high-pressure magnetic susceptibility measurements

High-pressure magnetic susceptibility were carried out by Junjie Yang at Central Michigan
University employing a vibrating sample magnetometer (Quantum Design, PPMS), a field
of 0.1 T, and a CuBe self-clamping piston cylinder cell with a medium of Daphne 7373
oil. Pressure was calibrated using the superconducting transition temperature of a piece of
lead.[161]

3.2.6

Variable temperature Raman scattering spectroscopy at
ambient pressure

Raman scattering measurements were carried out using a Horiba Jobin-Yvon T64000 Raman
spectrometer from 10-5000 cm−1 .

Light is sorted through three monochromators with

holographic gratings (1800 grooves/nm), where it is then detected by a liquid nitrogen
cooled multichannel CCD detector. Additionally, this instrumentation is arranged with a
microscope attachment allowing the laser to focus onto the sample using a rotating objective
mount with ×10, ×50, or ×100 magnification. This microscope stage is equipped with a
motorized XY Manipulator for precise positioning of the sample area. An assortment of laser
including He-Ne (633 nm, 1.96 eV) and Ar+ [515 nm (2.41 eV), 488 nm (2.54 eV), and 458
(2.71 eV)] were used as excitation sources. The laser power was kept below 1 mW to avoid
sample damage.
Low-temperature Raman scattering measurements were performed with an Oxford
Instruments Microstat He (Fig. 3.7) combined with a Horiba Jobin-Yvon T64000 Raman
spectrometer. Samples were loaded into this vacuumed cryostat using KBr windows that
allow for light to be transmitted. Additionally, samples were mounted by applying GE
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Figure 3.7: Summary of the low-temperature setup for the Horiba Jobin-Yvon T64000
Raman spectroscopy.
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varnish, silver paste, and/or silver paint and thermal contact was improved by applying
crycon grease. Figure 3.7 summarizes the Helium flow for low-temperature setup, using an
Oxford gas flow controller and a mechanical pump. This controller regulates the liquid helium
moving through the transfer line and into the cryostat, which is under high vacuum. Helium
is recovered through the transfer line after cooling. The temperature is controlled with
an Oxford Intelligent Temperature Controller ITC 601. The proportional band (P), integral
action time (I), and derivative action time (D) are automatically adjusted. Temperatures, as
low as 4.2 K, are achieved by lowering the pressure in the heat exchanger and low-temperature
stabilization is achieved with a radiation shield surrounding the sample in the cryostat. The
cryostat is kept under high vacuum during the measurements and is designed for use with
an optical microscopy, with a side loading design and a short working distance. These
measurements were carried out on [(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O)] and
provide complimentary insight into the high-pressure low-temperature experiments. Often
molecule-based materials have various ordering temperatures, such as an order-disorder
temperature, a Néel transition, or a transition to the ferroelectric state, as shown in both
[(CH3 )2 NH2 ]Mn(HCOO)3 and (NH4 )2 [FeCl5 ·(H2 O)]. It can be challenging to understand
what is occurring across these transitions and so it is important to understand them prior
to applying pressure.

3.3

Materials synthesis and complementary calculations

3.3.1

Crystal growth procedures

Polycrystalline samples of [(CH3 )2 NH2 ]Mn(HCOO)3 were provided by Naresh Dalal from
Florida State University. They were prepared by solvothermal reaction conditions at 140
o

C.[41] Manganese chloride salts (5 mmol) were dissolved into a 60 mL solution of 50 vol

DMF in water. The solution was then transfered into a Teflon-lined autoclave. The solution
was heated at 140 o C for 3 days. The autoclave was air-cooled in which supernatants were
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transferred into a glass beaker and kept at room temperature where cubic colorless crystals
formed within a 3 day period.
Single crystals of hydrogentated and deuterated (NH4 )2 [FeCl5 ·(H2 O)] were grown by
Wei Tian at Oak Ridge National Laboratory.

They were grown under solvothermal

conditions using HCl/DCl, FeCl3 , and NH4 Cl/ND4 Cl respectively.[23, 55] A sealed saturated
solution was kept in a sample environment chamber at 38 ◦ C and allowed to slowly
evaporate. Large crystals were obtained. The crystals were characterized by magnetic
susceptibility and specific heat measurements and no significant deuteration-induced effects
were recorded between the hydrogenated and deuterated samples. Samples were oriented
using morphological faces, shown in Fig. 3.8, as references.[23]

3.3.2

Theoretical calculations

3.3.2.1

[(CH3 )2 NH2 ]Mn(HCOO)3

Spin density distributions for the antiferromagnetic and ferromagnetic states by MyungHwan Whangbo at North Carolina State University. They completed calculation using
density functional theory and the Vienna ab initio simulation package.
3.3.2.2

(NH4 )2 [FeCl5 ·(H2 O)]

First-principles density functional theory
All calculations on (NH4 )2 [FeCl5 ·(H2 O)] were completed by Jun-Hee Lee at Ulsan
National Institute of Science and Technology. First-principles calculations were performed
using density functional theory (DFT) within the local density approximation LDA+U
method as implemented in the Vienna ab initio simulation package (VASP 5.4.1).[162, 163,
164] They use the Dudarev [165] implementation with on-site Coulomb interaction U =
2.0 eV to treat the localized 3d electron states in Fe. Our value for U is chosen to bring Q
closest to the experimental value. The projector augmented wave (PAW) potentials [166, 167]
explicitly include 8 valence electrons for Fe (3d7 4s1 ), 5 for N (2s3 2p3 ), 1 for H(1s1 ), 7 for Cl
(3s2 3p5 ), 6 for O (2s2 2p4 ). Before calculating the exchange interactions and spin density,
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Figure 3.8: The image displays the (NH4 )2 [FeCl5 ·(H2 O) crytal and its morphological
faces.[49]
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the crystal structure was taken from Ref. [136] and the Crystallography open database
(COD ID: 9012597). The atomic structure was optimized for both lattice parameters and
atomic positions with collinear-antiferromagnetic spin ordering. A plane-wave basis set with
a cutoff energy of 500 eV was used. The k-point sampling used the Monkhorst-Pack scheme
[168] and employed 2 × 3 × 4 and 2 × 3 × 2 meshes for the unit cell and the supercell of
(NH4 )2 FeCl5 ·H2 O, respectively. The atomic positions were optimized until the interatomic
forces were smaller than 1 meV/Å.
To calculate exchange interactions, we used an energy-mapping analysis for localized
spins without spin-orbit coupling[169, 170]. A 1 × 1 × 2 supercell was chosen to evaluate
the exchange interaction J4 which cannot be included in a smaller unit cell. A detailed
explanation for the computation of Jij is provided in “Computation of Jij by first principles”.
In order to simulate the spin state with Q ≈ 0.23 along the c direction,[17, 46] a very large
supercell would be required. To make this problem more tractable, we assumed that Q = 0.25
and used a 1×1×4 supercell to reproduce the non-collinear spin ordering. On the other hand,
the ferromagnetic spin density was obtained from a collinear spin-polarized scf calculation.
The k-point sampling uses the Monkhorst-Pack scheme [168] and employs a 2 × 3 × 1 and a
2 × 3 × 4 mesh for non-collinear and collinear spin density calculations, respectively.
Numerical simulations
To find the spin ground state at zero magnetic field from Eqn.

6.1, the exchange

interactions were taken from the DFT calculations. In zero magnetic field and with no
anisotropy in the cycloidal plane, the spin cycloid can be approximated by a single sinusoidal
function.[171, 172] Because single-ion anisotropy along the b-axis preserves the harmonic spin
cycloid in the ac plane, no Sib (R) component was considered. We can safely assume that
the spins are classical vectors since the Fe3+ ions have a large spin value 5/2. Thus, the trial
functions for Si (R) are
Six (R) = S sin (2πQz + φi )

(3.53)

Siz (R) = S cos (2πQz + φi ) ,

(3.54)
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with Siy (R) = 0. The index i labels the four distinct spins in the magnetic unit cell (see [17]
for spin number assignment in the magnetic unit cell) and φi are the phases. For our model,
φ1 = φ2 and φ3 = φ4 .
To evaluate Q and φi , we minimized the energy E = hHi using periodic boundary
conditions along all directions while fixing φ1 = 0. For the incommensurate spin state, we
minimized the energy within a magnetic unit cell with 2000 sites along c. After minimization,
we checked that the classical forces on each spin vanish and we tried multiple Q and φi values
as initial values in the optimization to avoid metastable states. The detailed procedure
to determine the field-dependent magnetization is described in “Numerical simulations for
magnetic field dependent magnetization”.
Computation of Jij by first principles
To obtain the exchange interactions Jij between magnetic ions, we used an energymapping analysis for localized spins. We express the spin energy as Eqn. 3.59 where Jij is
the isotropic exchange interaction between Si and Sj , both assumed to lie along the same
axis. E1 , E2 , E3 , E4 represent total spin energy where (Si = S, Sj = S), (Si = S, Sj = −S),
(Si = −S, Sj = S), (Si = −S, Sj = −S), respectively. By solving Eqns. 3.60-3.63, we
obtained all five exchange interactions Jij from Eqn. 3.64.
H= −

1X
Jij Si Sj
2 i6=j
X

Ti = −

(3.55)

Jik Sk

(3.56)

Jjl Sl

(3.57)

1 X
Jkl Sk Sl
2 k,l6=i,j

(3.58)

k6=i,j

Tj = −

X
l6=i,j

Eother = −

E = −Jij Si Sj + Ti Si + Tj Sj + Eother

(3.59)

E1 = Eother − Jij S 2 + Ti S + Tj S

(3.60)

E2 = Eother + Jij S 2 + Ti S − Tj S

(3.61)
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E3 = Eother + Jij S 2 − Ti S + Tj S

(3.62)

E4 = Eother − Jij S 2 − Ti S − Tj S

(3.63)

Jij =

E1 + E4 − E2 − E3
−4S 2

(3.64)

Numerical simulations for magnetic field dependent magnetization
Figure 3.9 shows the calculated magnetic-field dependence of the magnetization per Fe3+
ions along the a-, b-, and c-axes. We found spin-flop transition fields of 5.5 and 4.6 T along
the a- and c-axes, respectively. No spin-flop transition appears in the b direction because it
is the hard axis. The calculated saturation fields are 30 and 29.7 T along the a- and c-axes,
respectively. These spin-flop and saturation fields are consistent with experimental results
[Fig. 6.5]. In the numerical calculations, we have extended Eqn. 6.1 in the Chapter 6 to
include single-ion anisotropies along the a- and c-axes as follows:

H=−

X
X
X
2
1X
Jij Si · Sj − Kb
Sib − Ka
(Sia )2 − Kc
(Sic )2
2 i6=j
i
i
i

(3.65)

We calculated the exchange interactions Jij using first-principle calculations with Ka =
10 µeV, Kb = 0 µeV, and Kc = 6 µeV chosen to yield the spin-flop transition and saturation
fields consistent with the experimental fields.
In zero magnetic field, the spin cycloid can be expressed in terms of odd harmonics of
the fundamental wavevector Q but even harmonics are also required in non-zero fields.[173]
The following trial functions with odd- and even-order coefficients, Cm up to m = 7 with the
P
constraints 7m=1 Cm = 1 and (Sia )2 + (Sib )2 + (Sic )2 = S 2 were used to minimize E = hHi of
Eqn. 6.1 with the parameters Cm , φi , Sa0 , Sb0 , and Sc0 .
Sia (R) =

p
S 2 − Sia (R)sgn (sin(2πmQz + φi )) + Sa0
Sib (R) = Sb0

Sic (R) = S

7
X

cos (2πmQz + φi ) + Sc0

m=1

90

(3.66)
(3.67)
(3.68)
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Figure 3.9: Numerical simulation of the magnetic field dependent magnetization per Fe3+
ion along the a-, b-, and c-axes.[8]
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To determine the spin-flop fields, we compared the energies of the cycloidal and spincanted structures.

The fully polarized ground state appears just above the spin-flop

transition,[46] as shown in Fig. 3.10 (a,b). We evaluated the derivative of the energy per
site with respect to the magnetic field in order to determine the saturation field, as shown
in Fig. 3.10 (c,d).
Although our simulations reproduce the correct spin-flop transitions and saturation fields
along a-, b-, and c-axes, they do not reproduce the observed successive magnetic phase
transitions. There might be several reasons for this. Our classical simulations may not be
sufficient if the experimentally observed phase transitions are quantum-mechanical in origin.
Correspondingly, several phases become more stable as the temperature decreases.[174] The
series of observed transitions could also originate from the classical thermal fluctuations
which are not included in our numerical simulations. This is supported by the observation
that several phases become more stable as the temperature increases.[175] Both quantum
and thermal fluctuations are known to play important roles in frustrated systems. In our
simulations, the spin-flop transitions are found by comparing the energies of the spin cycloid
and the spin-canted states following Ref. [46], which reported a spin-canted structure just
above the spin-flop transition field. We have explored other phases but could not find any
states with lower energy than the spin-cycloid state below the spin-flop transitions or with
lower energy than the spin-canted state above the spin-flop transition. Lastly, since the
electric polarization responds in a complex manner to a magnetic field,[23] coupling of the
spins to the electrons may give rise to the series of observed phase transitions.
+
Comparing the A = NH+
4 and K materials: structure-property relations for the

ground state
Figure 2.16 shows a schematic view of the five superexchange pathways (J1−5 ). The
corresponding distances for both (NH4 )2 FeCl5 ·H2 O and K2 FeCl5 ·H2 O are presented in Table
3.2. The values for K2 FeCl5 ·H2 O are taken from Ref. [54]. J1 , J2 , and J3 are the dominant
exchange pathways in K2 FeCl5 ·H2 O, where no frustration occurs, allowing the collinear
antiferromagnetic ground state to be stabilized. When K+ is replaced by NH+
4 , the J1 ,
J2 , J4 , and J5 exchange pathways become shorter. J3 has the opposite trend. This is due
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Figure 3.10: (a) Energy per site between spin cycloid and spin-canted energy when the
field is along the a-axis. (b) Energy per site between spin wave and spin-canted energy when
the field is along the c-axis. (c) First derivative of energy with respect to the magnetic field
along the a-axis. (d) First derivative of energy with respect to the magnetic field along the
c-axis.[8]

93

Table 3.2: Distances (Å) between the ligand atoms for K2 FeCl5 ·H2 O and (NH4 )2 FeCl5 ·H2 O,
and the difference between two compounds.[8]

Pathway
J1
J2
J3
J4
J5

Distance
Cl4· · · O
Cl4· · · H
Cl4· · · Cl1
Cl2· · · Cl4

K2 FeCl5 ·H2 O (NH4 )2 FeCl5 ·H2 O Difference
3.105
3.039
-0.066
2.141
2.044
-0.097
3.720
3.468
-0.252
3.793
3.517
-0.276

Cl3· · · Cl4

3.754

3.887

0.133

Cl3· · · O
Cl1· · · Cl2
Cl1· · · O
Cl2· · · Cl3

3.846
3.710
3.276
3.951

3.513
3.420
3.312
3.516

-0.333
-0.290
0.036
-0.435
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to two repulsive Coulomb forces between water molecules and NH+
4 , causing the distance
associated with J3 to increase.
Since all other exchange pathways are associated with shorter distances (making the
exchange interaction stronger), J3 is the least important of the five exchanges in determining
the ground state of (NH4 )2 FeCl5 ·H2 O - whereas it is very important in K2 FeCl5 ·H2 O. By
contrast, J1 , J2 , and J4 now play an important role in determining the magnetic ground state
of (NH4 )2 FeCl5 ·H2 O. The competing J2 and J4 interactions introduce geometrical frustration,
which stabilizes the non-collinear spin structure in (NH4 )2 FeCl5 ·H2 O.
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Chapter 4
Magnetic field - temperature phase
diagram of [(CH3)2NH2]Mn(HCOO)3
I discuss the combination of high-field magnetization and first-principles spin-density
calculations to reveal the magnetic field-temperature phase diagram and spin state character
in [(CH3 )2 NH2 ]Mn(HCOO)3 . Pulsed fields up to 65 T and temperatures down to 0.37 K
reveal a spin flop at 0.31 T and a transition to the fully saturated state at 15.3 T. We
also find that short-range correlations persist above the ordering temperature (TN = 8.5 K).
Despite similarities with rare earth manganites, the phase diagram sports an experimentally
accessible saturation field opening the door to exploration of the high-field phase.

4.1

Discovery of the magnetic quantum phase transition in [(CH3)2NH2]Mn(HCOO)3

Figure 4.1(a) displays the magnetization of [(CH3 )2 NH2 ]Mn(HCOO)3 at temperatures above
and below TN . Field pulses up to 65 T reveal two low temperature magnetically-driven
transitions. In addition to the spin flop transition at BSF = 0.31 T, we find a field-induced
transition to the fully saturated state at BSat = 15.3 T. Using a magnetization of 0.66µB
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Figure 4.1: (a) High field magnetization of [(CH3 )2 NH2 ]Mn(HCOO)3 at temperatures
above and below the 8.5 K Néel transition. The spin flop takes place at 0.31 T, and the
base temperature magnetization saturates at 15.3 T. The inset shows a close-up view in the
vicinity of the spin flop transition. (b) Calculated spin density in the antiferromagnetic and
ferromagnetic states of [(CH3 )2 NH2 ]Mn(HCOO)3 . The sign of the spin density is given by
the color bar.[40]
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at 2.08 K and 2 T, we find that the saturation magnetization is 5.2µB . This is typical for
Mn2+ systems.[82, 176] Similar transitions to the saturated state occur in other materials
including Mn[N(CN)2 ]2 and MnCl2 (urea)2 .[82, 177] The linear character of M (B) between
BSF and BSat is in line with expectations for a three-dimensional system.[156]
In our analysis of the magnetization and exchange interactions, we employ the
experimentally-determined saturation field (BSat =15.3 T) and the spin Hamiltonian
H = −ZJ

X

Si · Sj − gµB B

<i,j>xy

X

Siz ,

(4.1)

i

where Z is the coordination number of the Mn2+ center, S=5/2, g=2.0, and µB is the
Bohr magneton. We extract J=-0.69 K.[178] This value compares well with the value
estimated from the zero field susceptibility (-0.64 K), [41] although the absence of adjustable
fit parameters makes it much less ambiguous.[179] The overall low energy scale of the
exchange interactions explains why the spins can be saturated in experimentally-realizable
fields. Above TN , magnetization increases gradually toward saturation. The general shape of
M (B) is evolving, but M (B) does not turn into a Brillouin function above TN .[40] The spin
flop transition is no longer apparent, and the sharp knee denoting BSat is rounded due to
the loss of long-range order. The gradual rise indicates that there are important short-range
interactions above TN . This is discussed in detail below.
Figure 4.1(b) displays the calculated spin density of [(CH3 )2 NH2 ]Mn(HCOO)3 in the
antiferromagnetic and ferromagnetic states. In the zero field (antiferromagnetic) state, spin
density resides primarily on the Mn2+ centers and to a lesser extent on the formate ligand.
The carbon center in each formate group is the node between the up- and down-spin states.
In the B≥BSat (ferromagnetic) state, the spin density pattern on Mn2+ and formate is similar
although with an overall in-phase (rather than out-of-phase) arrangement. The node still
resides on the carbon center in each formate group. This reflects participation of the nonbonding π level of HCOO− in the magnetic orbitals of the high spin Mn2+ , which has no
contribution from the carbon atom.[40]
We carried out pulsed field magnetization shots at numerous temperatures in order to
track the behavior of the 0.31 spin flop and 15.3 T saturation transitions. Plots of ∂M/∂B)T
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vs. B reveal inflection points that define these phase boundaries. In the former case, the
peak locations define the position of BSF whereas in the latter case, the midpoint on the
linear region of maximum slope defines BSat . Figure 4.2 summarizes the trends and the
arrows denote these positions. The signature of the spin flop transition is subtle in the
absolute magnetization (Fig. 4.1(a) inset), but it becomes apparent in the derivative plots.
This feature diminishes with increasing temperature until it is no longer evident above
TN . The transition to the fully saturated state is sharp at 0.37 K and, with increasing
temperature, it broadens and shifts to lower fields. Trends below and above TN represent
the respective contributions of long range magnetic order vs. short range ordering. The
latter manifests as a broad derivative-like structure rather than a sharp jump. Recent
work on other magnetic materials reveals that short range correlations can survive well
above the ordering temperature - sometimes to a surprising extent.[180, 181, 182, 183] In
[(CH3 )2 NH2 ]Mn(HCOO)3 , this suggests that the magnetic aspects of multiferroicity can
persist to much higher temperatures than previously supposed and certainly much higher
than TN = 8.5 K.[70]

4.2

Determining

the

phase

diagram

of

[(CH3)2NH2]Mn(HCOO)3
Bringing these results together, we generated the magnetic field-temperature phase diagram
of [(CH3 )2 NH2 ]Mn(HCOO)3 (Fig. 4.3). As expected from the derivative analysis of the
magnetization, there are two main phase boundary lines. The spin flop transition is relatively
stable at BSF = 0.31 T, disappearing completely at TN = 8.5 K. Increasing field suppresses
the quantum fluctuations of the canted antiferromagnetic state and drives into the fully
saturated magnetic state. The limiting low temperature value of this phase boundary is
BSat = 15.3 T. Whether this is a true magnetic quantum phase transition or not depends
upon the behavior as T → 0 K.[117] In any case, this magnetically-driven transition is
strongly temperature dependent: at TN /2 = 4.2 K, BSat drops by 11%, and at 7 K, BSat falls
by 32%. Even so, there is a strong remnant of the long-range ordered state (in the form of
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Figure 4.2:
(a) Close-up view of the derivative of the magnetization at different
measurement temperatures in the vicinity of the spin flop transition. The arrow denotes
the position of the spin flop. (b) Derivative of the magnetization in the vicinity of the
magnetic-driven phase transition. The arrow denotes the midpoint of the maximum slope,
which defines the saturation field.[40]
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Figure 4.3: B - T phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 obtained from an analysis of
pulsed field magnetization. PM = paramagnetic, cAFM = canted antiferromagnet. Closed
circles correspond to boundaries involving long range order. Open circles denote the region
of short range magnetic order. The 8.5 K Néel temperature is taken from Ref. [41]. Pulses
up to 65 T reveal no additional features.[40]
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short-range interactions) above TN . This is evidenced by the broad, sweeping magnetization
curve that also saturates (above 55 T at 10.00 K) but without the sharp knee that
characterizes the critical field. These effects are diagrammed by the open circles in Fig. 4.3.
Similar short range effects appear in other antiferromagnets including CrSiTe3 , SrMnO3 ,
TbInO3 , and Cu(pyz)2 HF2 BF4 .[180, 181, 182, 183]
The phase diagram of this molecule-based multiferroic is analogous to that of other
quantum magnets like Mn[N(CN)2 ]2 and MnCl2 (urea)2 [82, 177, 184] in that it contains
only spin flop and saturation fields. Although in this system, we have not only an adaptable
framework but also a mechanism for multiferroic behavior. As magnetic field drives across the
spin flop and saturation transitions, changes in electronic properties may become apparent.
The simplicity of the phase diagram and the overall accessibility of the high field phase makes
[(CH3 )2 NH2 ]Mn(HCOO)3 amenable to in-depth exploration [121] compared to the rare earth
manganites. The B-T phase diagrams of the latter tend to be much more complicated with
numerous competing phases, non-collinear spin structures, and eventual saturation at higher
fields.[185]
Finally, the unexpected trends in the high temperature polarization[44, 70] of
[(CH3 )2 NH2 ]Mn(HCOO)3 can be linked to the structure of the B-T phase diagram and in
particular the 15.3 T saturation field. The heart of this puzzle is that dielectric polarization
is enhanced by 22% in a 13 T magnetic field between 150 and 190 K.[44] These temperatures
are well above the magnetic ordering transition. At the same time, fits to the susceptibility in
the vicinity of the ferroelectric transition,[44] our magnetization data above TN which extends
to 12 K (Fig. 4.3), and the sizable magnetoelectric coupling at elevated temperatures (up
to 40 K)[70] indicate that short range interactions are important, although the temperature
range is more limited. Nuclear magnetic resonance measurements on the Zn analog, on
the other hand, reveal that TC itself is insensitive to magnetic field and that there is no
ordering of the amine - at least up to 5 T.[186] That spin resides on the metal-organic
framework is consistent with our spin-density calculations in Fig. 4.1(b) as well as recent
magneto-infrared and neutron scattering work.[118, 121] Taken together, these findings
suggest that [(CH3 )2 NH2 ]Mn(HCOO)3 is sensitive to magnetic field above TN due to a
remnant of the saturation field. In the absence of thermal fluctuations (well into the canted
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antiferromagnetic state), it is likely that dielectric polarization will be greatly enhanced
under magnetic field.

4.3

Motivating new work on [(CH3)2NH2]Mn(HCOO)3

This work displays the highly tuneable nature of [(CH3 )2 NH2 ]Mn(HCOO)3 , provides a
likely mechanism for the emerging properties, and motivated numerous experimental and
theoretical studies. High field polarization measurements across BSat would be useful to test
if the dielectric polarization is enhanced under magnetic field. However, these measurements
were not obtainable due to the crystal shattering. Experiments in the magneto-infared region
were also completed.[121, 187] These measurements revealed that formate bending mode was
the only mode sensitive to magnetic field, indicating that the distortions in the superexchange
pathway support the transition to the fully saturated state.[121] Along side these above
studies, theoretical simulations on similar materials, such as [CH3 NH2 NH2 ]M (HCOO)3 (M =
Mn, Mg, Fe, and Zn) and [NH2 (CH3 )2 ]FeIII FeII (HCOO)6 .[89, 188] The former explored
understanding the cation ordering across two structural phase transitions using Monte Carlo
simulations as well as density functional theory calculations,[188] while the latter revealed the
microscopic mechanism behind the possible enhanced polarization.[89] These experiments
sparked our interest into investigating this highly tunable molecule-based material under
pressure, which will be shown in Chapter 5.
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Chapter 5
Developing the pressure temperature - magnetic field phase
diagram [(CH3)2NH2]Mn(HCOO)3
I combine Raman scattering and magnetic susceptibility to explore the properties of
[(CH3 )2 NH2 ]Mn(HCOO)3 under compression. Analysis of the formate bending mode by
Raman spectroscopy reveals a broad two-phase region surrounding the 4.2 GPa critical
pressure that becomes increasingly sluggish below the order-disorder transition due to the
extensive hydrogen bonding network. Although the paraelectric and ferroelectric phases
have different space groups at ambient pressure conditions, when compression is applied
both are able to break its symmetry and drive into the lower space group P 1. This is
a direct consequence of how the order-disorder transition changes under pressure.

We

bring these findings together to create the pressure - temperature - magnetic field (P T - B) phase diagram, unveiling entanglement, competition, and a progression of symmetrybreaking effects that underlie functionality in this molecule-based multiferroic. Since the
high-pressure P 1 phase is a subgroup of the ferroelectric space group Cc, this suggests there
is a possibility of enhanced electric polarization in the P 1 phase.
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5.1

[(CH3)2NH2]Mn(HCOO)3 under pressure: identifying the transition region

Figure 5.1 displays the Raman spectra of [(CH3 )2 NH2 ]Mn(HCOO)3 under compression at
room temperature. We focus on the behavior of the low frequency Mn-containing modes, the
HCOO− bend (ν3 ), and the C-N-C stretch (νs ).[131] The overall number and peak positions
are in excellent agreement with prior work.[42, 131] We selected this subset of vibrational
modes in order to analyze the site-specific response of the transition metal environment, the
superexchange pathway through the formate ligand, and the cation that resides in the anion
pocket. In order to reveal local structure modifications under compression, we plot frequency
versus pressure for each set of modes [Fig. 5.1(b, d, f)]. An example of determining these
plots is shown in Fig. 5.2, where the arrows depict the various peak positions. Rather than
a sharp critical pressure as observed in many other molecule-based materials,[189, 190, 191,
192] we find a broad crossover region with mixed character in excellent agreement with the
work of Chitnis et. al..[42] In other words, there is a critical pressure region near PC =4.2
GPa surrounded by a wide range of sluggish behavior. The crossover between the low- and
high-pressure phases is evidenced by (i) the appearance of a complex structure in bands
associated with ν3 (HCOO− ), (ii) splitting of νs (CNC), and (iii) a change of slope of δ(CNC).
The behavior of the symmetric formate bend is particularly revealing. It begins as a main
peak with a prominent shoulder and develops into a triplet with two additional features
centered near 775 cm−1 . In prior work, the development of this cluster was attributed to a
highly distorted formate cage and a change in space group from R3̄c → Cc.[42, 193] As we
discuss below, the high-pressure phase is better assigned as P 1. Signatures of amorphous
character appear in the Mn-containing modes [Fig. 5.1(a)] near 6.74 GPa and above.
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Figure 5.1: Raman scattering spectra of [(CH3 )2 NH2 ]Mn(HCOO)3 as a function of pressure
for (a) low frequency Mn-containing modes, (c) the formate (HCOO− ) bending mode, and
(e) the C-N-C stretch of the dimethylammonium counterion. (b, d, f) Frequency vs. pressure
data for these three regions. All data are at room temperature. Blue = R3̄c space group,
purple = mixed R3̄c + P 1 phase, red = P 1 space group, and deep red = amorphous
region.[43]
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5.2

Identifying the signature of the low-temperature
Cc phase

In order to focus our efforts, it is useful to clearly identify the signature of the Cc symmetry
phase and to study it in isolation - without the diamond anvil cell. The formate bending
mode is ideal for this purpose. We selected this feature because the HCOO− ligand creates
the superexchange pathway between metal centers, is sensitive to hydrogen bonding - which
changes dramatically across the order-disorder transition, and is intimately connected to
the development of ferroelectricity.[41, 72] We, therefore, turn to variable temperature
spectroscopy in order to reveal how the formate bending mode changes across the R3̄c to Cc
transition.
Figure 5.3 displays a close-up view of the formate bending mode as a function of
temperature. Above the order-disorder transition (TO/D =185 K), the system is in the R3̄c
space group, and the formate bend appears as a doublet. Below TO/D , the hydrogen bonding
network is ordered[41, 72] and the system becomes ferroelectric with space group Cc.[130]
Here, the formate bending mode contains three peaks. Frequency vs. temperature trends
emphasizes this splitting [Fig. 5.3(b)]. As we argue below, the triplet that characterizes the
Cc phase does not appear in isolation in the high-pressure phase of [(CH3 )2 NH2 ]Mn(HCOO)3 .
This suggests that the high-pressure space group is not Cc as previously supposed.[42]
A summary of the Raman scattering response of [(CH3 )2 NH2 ]Mn(HCOO)3 as a function
of temperature at ambient pressure is shown in Fig. 5.4. Overall, the Raman spectra are in
excellent agreement with prior work.[42, 131] These results are included for completeness.
The majority of changes occur across the 185 K order-disorder temperature - where the
ammonium counterion locks into three equivalent positions and an ordered hydrogen bonding
network forms. As a reminder, the high-temperature phase is in the R3̄c space group, and
the low-temperature phase has Cc symmetry [41, 72]. The latter is a polar space group.[53]
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Figure 5.4: (a-c) Raman spectra of [(CH3 )2 NH2 ]Mn(HCOO)3 as a function of temperature
and (d-f) frequency vs. temperature plots of the corresponding data.[43]
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5.3

Behavior of the mixed phase across the orderdisorder transition

Figure 5.5 summarizes the behavior of the formate bending mode as a function of pressure
at different temperatures. In the high-temperature phase (above TO/D ), we find PC = 4.2
GPa as discussed above. This critical pressure marks the center of a wide sluggish region
- clearly seen in the vibrational response. The 200 K spectral results are very similar to
those at room temperature [Fig. 5.1] with a similar type of two-phase regime. But what is
the symmetry of the high-pressure phase? Recent Raman scattering and x-ray diffraction
suggests a R3̄c → Cc transition under compression at room temperature.[42] In our hands,
however, the Raman signature in the high-pressure phase does not resemble what we expect
for a Cc space group. As discussed above, an important indication of Cc symmetry is the
strong and well-isolated triplet character of the formate bending mode near 795 cm−1 [Fig.
5.3]. The high pressure spectra at both 300 and 200 K instead reveal a broader doublet
centered at 775 cm−1 in addition to the expected triplet near 795 cm−1 . These structures
develop together which demonstrates that they are related [Fig. 5.5 (a)]. The broad lower
frequency doublet is unexpected and cannot be accounted for within the Cc space group.
In fact, its appearance suggests that the true high-pressure symmetry is lower than Cc. We
therefore surmise that the intermediate pressure phase - which contains signatures of both
R3̄c and a space group lower than Cc - is a mixed phase. The mixed nature of this phase as
well as evidence for amorphous character at the highest pressures is in agreement with prior
work.[42]
We performed similar measurements in the low-temperature ferroelectric phase. Figure
5.5 (b,c) displays the Raman response of the formate bending mode under compression at 125
and 75 K. In the low-pressure regime, both data sets display the sharp triplet characteristic
of the Cc space group [Fig. 5.3 (a)], in excellent agreement with prior x-ray and Raman
work.[130, 131] Immediately below TO/D , the critical pressure is still centered at 4.2 GPa,
although the two-phase region between Cc and the high-pressure state broadens noticeably.
At 75 K, the broadening is extreme. The edge of the phase boundary is reached only with
8 to 10 GPa. As before, we employ the splitting pattern of the formate bending mode as
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Figure 5.5: Close-up view of the Raman-active formate bending mode as a function of
pressure. (a) Spectra taken at 200 K reveal a mixed phase behavior between the low- and
high-pressure phases. (b,c) Data collected below TO/D at 125 and 75 K, respectively. The
response of the formate bend becomes more sluggish at these temperatures. Here the blue
region refers to the low-pressure phase (R3̄c or Cc above and below TO/D respectively),
purple is the mixing between low-pressure phase and P 1, red is the P 1 phase, and the deep
red refers to the amorphous phase.[43]
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a microscopic indicator of symmetry in the high-pressure phase. In both the 125 and 75 K
spectra, we find that this phase sports a broad doublet near 775 cm−1 as well as a sharp
triplet centered at 795 cm−1 . This pattern is identical to what is observed above the critical
pressure in the high-temperature phase. We therefore conclude that the symmetries are the
same. There is also evidence for amorphous character at the highest pressures - especially
in the low frequency Mn-containing modes.

5.4

Symmetry analysis of the high-pressure phase

We now turn our attention to the symmetry of the high-pressure phase. Our analysis benefits
tremendously from Raman scattering spectroscopy at a variety of temperatures - especially
below TO/D [Fig. 5.5 (b,c)]. From this comparison, it is clear that the Raman signature
of the high-pressure phase does not resemble Cc as previously supposed.[42, 130] Figure
5.6 summarizes the subgroup tree with which we can unravel the situation.[50, 51, 52] R3̄c
has a number of subgroups, including Cc, which describes the low-temperature phase of
[(CH3 )2 NH2 ]Mn(HCOO)3 . Examination of the Raman spectra at 125 and 75 K [Fig. 5.5
(b,c)] clearly reveals that the formate bending mode breaks symmetry under compression.
This suggests that the symmetry of the high-pressure phase below TO/D is lower than Cc.
From Fig. 5.6, the only space group with symmetry lower than Cc is P 1. We find that
the symmetry of the high-pressure phase below TO/D is P 1. Moreover, the spectroscopic
signatures of the high-pressure phase above and below TO/D are identical. We therefore
conclude that both ambient pressure space groups (R3̄c or Cc) drive toward the same polar
P 1 symmetry under compression. In the low-pressure regime, TO/D separates the R3̄c and
Cc phases. As we shall see below, no such separation exists at higher pressures.

5.5

Ammonium counterion behavior across TO/D

Figure 5.5 also summarizes how the C–N–C stretch of the ammonium counterion evolves
under compression. This feature resonates near 895 cm−1 at ambient conditions and, based
upon chemical proximity, is expected to be an incisive probe of hydrogen bonding. In the
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Figure
5.6:
Schematic representation of the subgroup tree for
[(CH3 )2 NH2 ]Mn(HCOO)3 .[43, 50, 51, 52] Here, R3̄c is non-polar and Cc and P 1 are
polar.[53]
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high-temperature phase, the C–N–C stretching mode splits into a triplet under pressure.
This additional fine structure is consistent with the development of inequivalent hydrogen
bonding pathways.[42, 72] Things are similar below TO/D . Here, the C–N–C stretch of the
ammonium counterion appears as an aymmetric peak in the low-pressure regime and three
peaks as the metal organic framework is compressed. This vibrational fine structure is
consistent with symmetry breaking in the high-pressure phase - as expected if both are P 1.

5.6

Pressure dependence of the order-disorder transition

Because the order-disorder transition is so important to the development of the polar
phase,[41, 72, 121, 130, 131] it is useful to explore how it evolves under compression. To
address this question, we examine the behavior of the HCOO− bending mode as a function
of temperature at relatively constant pressures. By so doing, we can, in principle, reveal
where the paraelectric → ferroelectric crossover occurs. In many materials, TO/D satisfies
dTO/D / dP > 0 due to pressure-induced enhancement of dipole interactions.[20, 194, 195]
Therefore, TO/D should shift positively (or negatively in some cases) along the pressure axis.
In our case, the fixed pressure cuts of the spectra are not perfect, making the error bars
larger than we might like. Even so, there is useful information embedded within the trends.
Figure 5.7 displays a close-up view of the Raman response of [(CH3 )2 NH2 ]Mn(HCOO)3
as a function of temperature as several different (relatively) fixed pressures. Unfortunately,
these spectra were not obtained from fixed pressure runs. They were instead extracted from
a number of different variable pressure measurements performed at constant temperature.
As a result, there is some variation in sample used, the spot measured, and the wavelength
calibration in each run. The measurement pressures are also not identical, and instrument
improvements were made over time. To obviate these issues, we extracted the splitting of the
formate bending mode at each characteristic pressure and plotted the results as a function of
temperature [Fig. 5.8]. This frequency shift, defined as ∆ω = ω1 - ω0 . It is still immediately
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Figure 5.7: Close-up view of the Raman scattering response of [(CH3 )2 NH2 ]Mn(HCOO)3
at approximately (a) 1.0, (b) 1.9, (c) 2.15, and (d) 2.8 GPa as a function of temperature.
We use these fixed pressure cuts of the spectra reveal the behavior of the order-disorder
transition under compression.[43]
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Figure 5.8: Splitting of the formate bending mode as a function of temperature at various
pressures: (a) ambient conditions, (b) approximately 1 GPa, (c) 1.9 GPa, (d) 2.15 GPa, and
2.8 GPa. Closed symbols denote data points that are close to the target pressure whereas
open symbols are more than ±0.25 GPa away from the target pressure.[43]
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apparent that splitting of the formate bending mode is a sensitive indicator of the ground
state.
Figure 5.8 summarizes the splitting of the formate bending mode at several different
characteristic pressures. At ambient conditions, ∆ω rises gradually across the 185 K orderdisorder transition [Fig. 5.8 (a)]. There is no sharp jump. The frequency shift is on the order
of 5 or 6 cm−1 in the R3̄c phase and significantly larger in the Cc phase(8 cm−1 or more).
We therefore see that ∆ω can distinguish between the R3̄c and Cc phases. At ≈ 1.0 GPa,
the order-disorder transition temperature does not seem to have moved very much [Fig. 5.8
(b)]. Important changes begin to occur at 1.9 GPa. Based upon the sharp jump in the
∆ω vs temperature data, we find that the order-disorder transition rises to approximately
200 K [Fig. 5.8 (c)]. It continues to rise at 2.15 GPa [Fig. 5.8 (d)]. At ≈ 2.8 GPa, the
system is distorted at all temperatures - probably due to proximety to the edge of the mixed
phase boundary [Fig. 5.8 (e)]. Thus we see that the order-disorder transition increases with
pressure until it merges with the mixed phase boundary line. This is why (i) the orderdisorder transition does not persist above the mixed phase region and (ii) the high-pressure
phase has P 1 symmetry at all temperatures.

5.7

Revealing the P -T -B phase diagram

We develop the complete P -T -B phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 by bringing
together the critical pressures determined from Raman scattering spectroscopy [Figs. 5.5
and 5.8] and magnetic susceptibility [Fig. 5.9] along with the critical fields extracted from
prior work.[22, 40, 41] Figure 5.10 displays the outcome of our analysis.
Focusing first on the pressure-temperature plane, we see that [(CH3 )2 NH2 ]Mn(HCOO)3
has a broad mixed-phase region centered near 4.2 GPa at room temperature. The width of
this crossover region does not change much above the order-disorder transition at 185 K.
There is also amorphous character at the highest pressures. Things are different below TO/D .
Here, the crossover region where the phases compete widens significantly with decreasing
temperature [Figs. 5.5 (b,c) and 5.10]. This is probably due to large distortions in the
hydrogen bonding framework[42, 193] that create a sluggish response. That both the R3̄c
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Figure 5.9: (a) Normalized susceptibility and (b) TN as a function of pressure.[43]
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Figure 5.10: P -T -B phase diagram of multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 .[43] PE =
paraelectric, FE = ferroelectric, cAFM = canted antiferromagnetic, PM = paramagnetic,
TO/D = order-disorder transition, amorph = amorphous, and BSF = spin flop transition (0.31
T).[22, 40, 41] Because we need to close the diamond anvil cell securely, the initial starting
pressure tends to increase with decreasing temperature. This tends to prevent investigation
of the lowest pressure regime. This inaccessible area is denoted in gray on the phase diagram.
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and Cc phases drive to P 1 symmetry is a direct consequence of how the order-disorder
transition rises (and merges with the mixed phase boundary) under compression. This trend
is due to dipolar interactions. At the same time, susceptibility measurements demonstrate
that TN increases under pressure [Fig. 5.9]. This trend is observed in a number of other
molecule-based magnets including Mn[N(CN)2 ]2 , FeCp*[TCNE], and Cu(pyz)(NO3 )2 .[184,
196, 197, 198]. Including these data in the pressure-temperature portion of the phase diagram
completes the picture. In addition to the dramatic broadening of the two phase region, the
low-pressure boundary of the structural transition may be triggering the magnetic transition.
Similar triggering processes are active in Mn[N(CN)2 ]2 .[184] Both materials exhibit a series
of pressure-induced structural transitions that likely impact the low-temperature magnetism.
What makes this work unique is that the high-pressure phase of [(CH3 )2 NH2 ]Mn(HCOO)3
is polar and can have many application potential if the polarization is switchable.
Turning briefly to the magnetic field-temperature plane, we see that the 0.31 T spin
flop and 15.3 T magnetic quantum phase transitions[40] dovetail well with the boundaries
delineated by our diamond anvil cell measurements. The pressure dependence of TN , for
instance, branches into the spin flop and the magnetic quantum phase transition. Here,
it’s important to recall that [(CH3 )2 NH2 ]Mn(HCOO)3 contains only a single superexchange
pathway. Not only do symmetry changes in the formate (Mn-O-C-O-Mn) ligand define the
critical pressures, but the formate bending mode is also the only infrared active phonon that
is sensitive to the field-induced transition to the fully saturated spin state.[121] Thus, the
local lattice distortions of this superexchange pathway are at the heart of the entire series
of transitions. Flexible superexchange ligands, like the formate here and the dicyanimide
in Mn[N(CN)2 ]2 ,[184] give rise to rich phase diagrams with transitions at experimentally
realizable energy scales.
What makes the P -T -B phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 so exciting is the (i)
accessibility of all phases at experimentally realizable conditions and (ii) the fact that the
transitions rely on external stimuli - ideal for deterministic property control. Clearly both
pressure and magnetic field drive [(CH3 )2 NH2 ]Mn(HCOO)3 into a number of different states
away from ambient conditions - each of which is likely to have its own unique functionality.
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It is, of course, the properties of the high-pressure P 1 phase that merit further
examination here. As stated earlier, the ambient-pressure Cc phase has a polarization
of 1.5 µC/cm2 .[44] The subgroup of a ferroelectric group is also polar,[53] so the lower
symmetry P 1 phase[53] is even more distorted than Cc and likely to yield an enhanced electric
polarization - as long as it does not become pyroelectric. As a point of comparison, TbMnO3
shows a tenfold increase in the electric polarization under pressure.[86] Even though the
polarization of TbMnO3 can be reversed on switching the electric field, it does not guarantee
that [(CH3 )2 NH2 ]Mn(HCOO)3 will remain ferroelectric because it may have a larger energy
barrier to overcome to reverse the polarization. It may be particularly difficult for a system in
one energy minimum to go over the energy barrier to assume an alternative energy-minimum
structure under pressure, and in such a case, the system would end up as a pyroelectric and
the switching behavior would be lost. We certainly hope that our findings will encourage
high-pressure polarization measurements in order to resolve this issue. In any case, that the
P 1 phase of [(CH3 )2 NH2 ]Mn(HCOO)3 is accessible at room temperature suggests several
opportunities. Molecule-based materials are well-known to be easily processable due to their
overall low energy scales and flexible lattices.[63, 65]
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Chapter 6
Magnetic quantum phase transition,
frustration, and the magnetic field temperature phase diagram in
multiferroic (NH4)2[FeCl5·(H2O)]
I combined pulsed-field magnetization,

first-principles calculations,

and numerical

simulations to reveal the magnetic field - temperature (B - T ) phase diagram of multiferroic
(NH4 )2 FeCl5 ·H2 O. In this system, a network of intermolecular hydrogen and halogen bonds
creates a competing set of exchange interactions that generates additional structure in the
phase diagram - both in the vicinity of the spin-flop and near the 30 T transition to the fully
saturated state. Consequently, the phase diagrams of (NH4 )2 FeCl5 ·H2 O and its deuterated
analog are much more complex than those of other molecule-based multiferroics. The entire
series of coupled electric and magnetic transitions can be accessed with a powered magnet,
opening the door to exploration and control of properties in this and related materials.
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6.1

Magnetic properties and field - induced transitions
in (NH4)2[FeCl5·(H2O)]

Figure 6.1 summarizes the pulsed-field magnetization of (NH4 )2 FeCl5 ·H2 O and its deuterated
analog. There are numerous field-induced transitions depending on the isotropic decoration
and the direction of the applied field. They naturally separate into two groups: (i) a series of
low-field spin reorientations below 6 T and (ii) the saturation field and its satellites near 30
T. These satellites are evident in Fig. 6.1 (e, f) and are associated with competing exchange
pathways. They are discussed in detail below. The low-field features are small but clearly
revealed for B k c, whereas they are more complicated for B k a. The transition to the fully
polarized state (BSat ) is very distinct and occurs near 30 T in each case. This is the energy
scale above which all frustration is relieved. Depending on the field direction, we find one or
two small satellites in the vicinity of BSat - evidence for a series of quasi-isoenergetic phases
near the quantum phase transition. These values are summarized in Table 6.1.
The overall shape of the magnetization is consistent with expectations for a threedimensional (reasonably isotropic with S > 21 ) material, with a linear rather than concave rise
on approach to BSat .[156] This is in line with our numerical modeling (discussed below) from
which we extract the various exchange interactions. We can also estimate the value of the
primary exchange interaction from the size of the ultimate critical field. Taking BSat = 30.3 T
for the field along the c direction in the hydrogenated sample and using a simple Hamiltonian
P
P
[177] with one exchange constant H = −(J/2) i6=j Si · Sj − gµB B i Siz , we extract J =
-1.32 K. This value is in reasonable agreement with J1 from our modeling calculations. Here,
the primary exchange interaction corresponds to the Fe-O-H· · ·Cl-Fe pathway as shown in
Fig. 6.2. It also compares well with that of the isomorphic K2 FeCl5 ·H2 O analog (J 1 = -1.65
K).[54]
The saturation fields in Table 6.1 reveal several structure-property relations. In each
case, BSat ≈ 30 T, with modest variations that depend upon isotopic substitution and field
direction. This suggests that the anisotropies and Dzyaloshinski-Moriya interactions are
not large in (NH4 )2 FeCl5 ·H2 O. This is consistent with our predictions for small anisotropies,
summarized below. Additional evidence for the overall three-dimensional antiferromagnetism
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Figure 6.1: (a, b) Low temperature magnetization of (NH4 )2 FeCl5 ·H2 O and its deuterated
analog for B k c. (c, d) Pulsed-field magnetization of (NH4 )2 FeCl5 ·H2 O and its deuterated
analog for B k a. The insets show a close-up view of ∂M/∂B at low fields - in the vicinity
of the series of metamagnetic transitions. Derivative of the magnetization in the vicinity of
the spin reorientation (e) and saturation fields (f) for (NH4 )2 FeCl5 ·H2 O with fields applied
k c.[8]
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Table 6.1: Summary of the isotope decoration for (NH4 )2 FeCl5 ·H2 O, our different
measurement directions, and the corresponding magnetically-driven spin transitions.
Measurement temperatures were between 0.60 and 0.66 K for all materials.[8]

Isotope
decoration
H
H
D
D

( a )

Field
direction
Bkc
Bka
Bkc
Bka

Critical fields (T)
near the spin flop
1.6, 3.7, 4.2
2.7, 3.4
3.9
4.0, 5.1

( b

)

Critical fields (T)
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Figure 6.2: (a) Crystal structure of (NH4 )2 FeCl5 ·H2 O at 300 K with five different exchange
interactions are represented with colored dash line. J1 pass between two water ligands (FeO-H· · · Cl-Fe). J2 and J3 pass between two Cl− ions (Fe-Cl· · · Cl-Fe). J4 and J5 pass between
two NH+
4 ions (Fe-Cl· · · O-Fe). The magnetic coupling is three dimensional: strong quasi-two
dimensional interactions with antiferromagnetically coupled planes. (b) Calculated J values
against distance between Fe3+ ions. (c) Ratio of J interactions with respect to J1 depicting
how the collinear and non-collinear states are stabilized with respect to the nature of the
counterion. The blue star in the non-collinear state corresponds to (NH4 )2 FeCl5 ·H2 O. The
red star in the collinear state corresponds to K2 FeCl5 ·H2 O whose exchange constants are
taken from [54].[8]
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comes from the linear magnetization between 5 and 30 T. We also find that BSat,D < BSat,H .
This is a very common trend - similar isotope effects were reported in [Ni(HF2 )(pyz-d4 )2 ]SbF6
and CuF2 (pyz)(H2 O)2 .[114, 179] Deuteration typically reduces the exchange interactions by
a few percent because a heavier atom has a smaller excursion from its equilibrium position
in the anharmonic potential.[114, 179] Deuterium substitution also tends to smear out the
multiple lower field transitions. Moreover, we find that BSat,a > BSat,c . This deviation from
isotopic behavior is probably related to g-factor anisotropy.[156] There is also a more complex
set of magnetically-driven transitions when B k a.

6.2

Uncovering the spin structure and magnetic
exchange interactions

To further explore these ideas, we carried out several different numerical simulations, first
to understand the zero-field ground state and then to interpret the field-induced transitions.
In zero field, the Hamiltonian can be written as
H=−

X
2
1X
Jij Si · Sj − Kb
Sib ,
2 i6=j
i

(6.1)

where Jij is the isotropic exchange interaction between Si and Sj , Kb is the single-ion
anisotropy, and Si are classical spin vectors. The actual value of the parameters used in
this simulation were obtained from density functional theory. Details are available in the
Methods section.
Our numerical simulations produce spin structures that are remarkably consistent with
the experimental results [Fig. 6.3 (a)]. Moreover, the experimentally observed wave vector
of the spin spiral is Q ≈ 0.228 ± 0.02 reciprocal lattice units[17] which compares well with
the numerically calculated value of Q ≈ 0.205 ± 0.001. The small difference in Q may be
attributed to the effects of single-ion anisotropy along the a- and c-axis. These results
demonstrate the validity of the exchange interaction parameters obtained from density
functional theory and our model Hamiltonian. To determine the origin of non-collinear
spin structure, we investigated how exchange interactions change the magnetic ground state.
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(a)

(b)
(a)

(c)

(d)

Figure 6.3: (a) The red arrows represent the spin structures experimentally observed from
the neutron diffraction.[17, 46] The blue arrows are the spin structure obtained from the
numerical simulations with exchange interaction parameters from DFT calculations. (b,c)
Spin density in the non-collinear state as viewed along a and c. (d) Calculated spin density
in the ferromagnetic state as viewed along the c direction. The sign is given by the color
bar.[8]
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Interestingly, even in the absence of J1 , J3 and J5 , we can reproduce the non-collinear spin
structure [Fig. 3.10]. However, in the absence of J2 or J4 , which form a triangular plaquette
[Fig. 6.2 (a)], a collinear spin structure is stable. Therefore, geometrical frustration with
competing antiferromagnetic J2 and J4 in a triangular lattice stabilizes the non-collinear spin
state propagating along the c direction.
The collinear spin structures observed in certain other A2 FeX5 ·D2 O erythrosiderites
can also be explained within this framework since J4 is mediated by the ammonium ions.
The latter have very different characteristics compared with alkaline ions. The absence
of ammonium ions relieves magnetic frustration by making either J2 and/or J4 dominant.
Moreover, the interactions between triangular lattice planes are mediated by the strongest
antiferromagnetic exchange J1 . This makes the spin spirals on the different triangular lattice
planes almost antiferromagnetic, a prediction that has been experimentally confirmed.[17] In
triangular lattice antiferromagnets, exotic magnetic ground states and successive magnetic
phase transitions have been observed.[175] Thus, the series of magnetic phase transitions
observed in field also arises from the subtly competing exchange interactions in this system.
These calculations also suggest that pressure may provide a pathway between the different
A2 FeX5 ·H2 O materials [Fig.

6.2 (c)].

As the phase diagram indicates, the spin-state

transition occurs with increasing J3 /J1 . We therefore speculate that uniaxial pressure applied
along J3 could induce a transition from a non-collinear to collinear spin structure. On the
other hand, hydrostatic pressure is unlikely to induce a magnetoelastic phase transition since
the J-ratios would be more or less the same.
We also carried out first-principles calculations to obtain the spin densities in the noncollinear antiferromagnetic and ferromagnetic states of (NH4 )2 FeCl5 ·H2 O. These results are
summarized in Fig. 6.3 (b-d). In the zero-field (non-collinear antiferromagnetic) state, the
spin density resides primarily on the Fe3+ centers and to a lesser extent on the chlorine and
water ligands. The phase of the spin density alternates characteristically [181] and the empty
space between ligands is the node between the up- and down-spin states. In the full-field
(ferromagnetic) state, the spin-density pattern of Fe3+ is similar to that of the ligands but
with an overall in-phase (rather than out-of-phase) arrangement. Another difference in the
spin density can be found on the water ligand extending toward the nearest chlorine through
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the H-O· · · Cl hydrogen bonding pathway. As discussed previously, the H-O· · · Cl pathway
produces the primary exchange interaction J1 [Fig. 6.2 (a)]. The additional spin density
across this intermolecular hydrogen bond suggests that J1 increases in the fully saturated
state. Hence, the field-induced change in spin density is linked to modifications of the
magnetic exchange interactions. This spin density redistribution also contributes to the lack
of inversion symmetry by exacerbating the anti-alignment of polarization and magnetization.

6.3

Revealing

the

phase

diagram

of

(NH4)2[FeCl5·(H2O)]
We can use the pulsed-field magnetization data in Fig. 6.1 to develop the magnetic field
- temperature (B - T ) phase diagram. In order to precisely determine the location of the
various phase boundaries and track their dependence on the external stimuli, we calculated
(∂M/∂B)T and plotted these curves vs. field [Fig. 6.1 (e, f)]. The position of the spin
flop and transition to the fully polarized state is clear. The use of derivative techniques
is particularly advantageous when following trends in small features. For instance, careful
analysis of the derivative structure in the vicinity of the spin-flop transitions yields three
phase boundaries [Fig. 6.1 (e)]. Analysis in the vicinity of the saturation field (indicated
with an arrow) reveals a series of transitions as well [Fig. 6.1 (f)]. (∂M/∂B)T also indicates
the relative importance of magnetism at each phase boundary. These derivative techniques
uncover two important regions: (i) the low field spin reorientations below 6 T and (ii) the
high-field region approaching (and including) the fully polarized state at BSat ≈ 30 T. With
increasing temperature, the position and relative importance of the different peaks in the
derivative response evolves.
Figure 6.4 displays the B - T phase diagram of (NH4 )2 FeCl5 ·H2 O for B k c. We label
the different regimes in accord with prior magnetization, polarization, magnetostriction, and
neutron scattering.[17, 23, 45, 46, 55] Here, AFM = antiferromagnetic, PM = paramagnetic,
ICC = incommensurate cycloidal, CS = cycloidal spiral, C1 = distorted cycloid, C2 =
quasicollinear, CLS = collinear sinusodial, FE = ferroelectric, PE = paraelectric, and NE =
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Figure 6.4: (a) B - T phase diagram of (NH4 )2 FeCl5 ·H2 O for B k c obtained from an
analysis of the magnetization at various temperatures.[8] The zero-field transitions are taken
from Ref. [23]. (b) Close-up view of the low-field region of the diagram showing the numerous
phases labeled according to polarization, magnetostriction, and neutron scattering.[17, 23,
45, 46, 55] Here, AFM = antiferromagnetic, PM = paramagnetic, ICC = incommensurate
cycloidal, CS = cycloidal spiral, C1 = distorted cycloid, C2 = quasicollinear, CLS = collinear
sinusodial, FE = ferroelectric, PE = paraelectric, and NE = non-electric.[8] Data points from
prior studies up to 15 T are indicated by open white circles.[23]
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non-electric. Of course, the transition to the fully polarized state (BSat ≈ 30 T) along with
two additional reorientation transitions immediately preceding it is entirely new - providing
the first glimpse of the full complexity of the B - T diagram in (NH4 )2 FeCl5 ·H2 O.[8]
With increasing magnetic field, (NH4 )2 FeCl5 H2 O undergoes a sequence of transitions
where the quantum fluctuations present in the antiferromagnetic ground state are suppressed
as the system is driven into the fully saturated state. The primary high-field transition
at 30 T is a quantum phase transition driven by external stimuli rather than thermal
fluctuations.[40, 187, 199, 200] The magnitude of BSat is linked to the largest exchange
interaction (J1 ), with a pathway of Fe-O-H · · · Cl-Fe.

Moreover, the spin density

redistributes to favor this pathway in the ferromagnetic state [Fig. 6.3 (d)]. The other
exchange interactions are similar in magnitude but smaller. Thus, while we can not explicitly
link J2−5 to specific phase boundaries, it stands to reason that the more subtle transitions
at 26.9 and 28.6 T can be attributed to the lesser, competing J’s. For instance, J2 and J4
are the next largest super-exchange interactions and may be correlated with the weak 28.6
T phase boundary, whereas J3 and J5 may be linked with the 26.9 T boundary. Obviously,
all of the expected five spin reorientations should be resolved at the lowest temperatures.
In the lower field regime, (NH4 )2 FeCl5 ·H2 O undergoes a series of transitions in the vicinity
of the 3.7 T spin-flop transition [Fig. 6.4 (b)]. As before, this cascade of transitions is due to
the many competing exchange pathways in this compound. This grouping can be linked to
the five exchange pathways, although resolution is lost due to similarities in magnitude and
thermal broadening. Triangular frustration created by J2 and J4 [Fig. 6.2 (a)], is alleviated
as magnetic field increases. With increasing temperature, the low-field phase boundaries
converge toward a pair of triple points between AFM 1, AFM 2, and AFM 3 as well as
AFM 1, AFM 3, and CLS/PE phases. Overall, the low field portion of the magnetic phase
diagram is in excellent agreement with that of Ackermann et. al.[23] The main exception is
the splitting of the 3.7 T spin flop at base temperature [Fig. 6.1 (e)].
For completeness, Fig. 6.5 summarizes the magnetic field - temperature phase diagrams
of (NH4 )2 FeCl5 ·H2 O and its deuterated analog for different directions of applied field (B k
c and a). Overall, the phase diagrams are remarkably similar, with evidence for frustration
and competing exchange interactions in the vicinity of the spin-flop and transition to the
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Figure 6.5: (a,e) The magnetic field - temperature phase diagram of (NH4 )2 FeCl5 H2 O with
B k c and a, respectively. (c,g) Similar data for the deuterated counterpart. (b,f) Close-up
view of the low-field region for (NH4 )2 FeCl5 H2 O. (d,h) Similar results for the deuterated
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fully saturated state. Table 6.1 compares the critical fields. The saturation field depends
linearly on the exchange coupling for any direction if the g-factor anisotropy vanishes. If the
anisotropy is large, this leads to an anisotropic saturation field. The fact that the saturation
fields in these materials are nearly isotropic reveals that anisotropy is small.
While the properties and complex multiferroic phases of (NH4 )2 FeCl5 ·H2 O have been
extensively studied in the low field regime,[17, 23, 45, 46, 55] it is interesting to anticipate
the high field response. Generally, for type-II multiferroics, the spins need to break spatial
inversion symmetry in order to create an electric polarization. Common spin structures that
break spatial inversion symmetry are various kinds of spirals.[27, 59, 66] If the spins are fully
aligned with the magnetic field, then there is no spatial inversion symmetry-breaking spin
structure available to create electric polarization. In other words, above the 30 T transition
to the fully-saturated spin state, the polarization is likely to be quenched. Things are
different at 5 T. Here, the spin configuration is quasi-collinear AFM 3, and the system is in
the FEIII phase with polarization along c.[23, 46] Whether the spin structure, polarization,
and magnetoelectric coupling at 5 T [17, 23, 45, 46, 55] are similar to those further away
from equilibrium - for instance at 27 T - awaits further study. That ferroelectricity depends
so intimately upon the spin configuration is the overarching motivation for revealing the
magnetic phases of (NH4 )2 FeCl5 ·H2 O and unveiling the overall structure of the phase
diagram.
What differentiates the B - T phase diagram of (NH4 )2 FeCl5 ·H2 O from that of other
molecule-based multiferroics is the exceptional level of detail. For instance, in metal-organic
framework compounds like (CH3 )2 NH2 ]Mn(HCOO)3 , the phase diagram exhibits a spin
flop near 0.3 T, a broad canted phase, and a transition to the fully saturated state at
15.3 T.[40] Likewise, in CaCo2 As2 , the critical fields are 3.7 and 7.5 T.[69] The overall
simplicity of these B - T phase diagrams arises from the superexchange pathways through
formate ligands or Co· · · As interactions, respectively. Magnetic exchange, of course, can
also take place through hydrogen and halogen bonds.[8, 17, 54, 201] This is the situation
in (NH4 )2 FeCl5 ·H2 O and a number of other molecule-based materials.[21, 82, 109, 198, 202]
What makes (NH4 )2 FeCl5 ·H2 O so unusual is that there are five isoenergetic intermolecular
hydrogen and halogen bonds that function as superexchange pathways. In addition to the
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extraordinary softness, this gives rise to an unusual degree of frustration that is manifested as
a series field-driven transitions and an extremely complex B - T phase diagram. Traditionally,
these systems have been under-explored, but our work on (NH4 )2 FeCl5 ·H2 O is a major
step toward changing this situation. Other members of the erythrosiderite family such as
K2 FeCl5 ·H2 O do not seem to be as soft as the ammonium compound. The K+ -containing
system is also a collinear antiferromagnet rather than a multiferroic. This difference has
been a puzzle for some time and appears to be related to the character of the superexchange
network as discussed in Chapter 2. The spin structure of TbMnO3 is similar to that in
(NH4 )2 FeCl5 ·H2 O,[23, 45, 97, 203, 204] providing yet another reason to more deeply examine
the properties in this unusual type-II molecule-based multiferroic.

6.4

Comparing the stability and collinear vs.

non-

+
collinear character in the NH+
4 and K compounds
To determine the phase diagram of the erythrosiderites, we employed the following
Hamiltonian:

H=−

X
2
1X
Jij Si · Sj − Kb
Sib .
2 i6=j
i

(6.2)

The energy E = hHi is optimized with the trial function:

Six (R) = S sin (2πQz + φi )

(6.3)

Siz (R) = S cos (2πQz + φi ) .

(6.4)

The energy of the collinear state is also calculated. To explore the vast region of phase
space efficiently, more than 20 values for the ratios J2 /J1 , J3 /J1 and J4 /J1 were randomly
generated within the range 0 to 1.2, with J5 /J1 fixed to 0.0, 0.2, 0.4, 0.6, or 0.8. In the
main text, we show the phase diagram with J5 /J1 = 0.2, where both (NH4 )2 FeCl5 ·H2 O and
K2 FeCl5 ·H2 O can be located.
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Figure 6.6 shows the characteristic magnetic phase diagrams for various J5 /J1 values.
The diagrams have sharp phase boundaries (denoted as the teal plane). Therefore, a firstorder phase transition from a non-collinear to a collinear phase is expected when the J’s are
tuned by external stimuli such as pressure or strain. Due to the sharp phase boundaries,
the system may display intermediate magnetic phases. However, this possibility was not
considered in our simulations. Note that all phase diagrams display similar features: larger
J4 /J1 with smaller J2 /J1 and J3 /J1 values are more likely to support a non-collinear ground
state. Although J5 /J1 plays a minor role in determining the magnetic ground state, it finely
tunes the phase boundary denoted by J2 /J1 , J3 /J1 , and J4 /J1 . As J5 /J1 increases, the
intercept of J2 /J1 , J3 /J1 decreases at J4 /J1 = 1, whereas the intercept of J4 /J1 decreases at
J2 /J1 = 0, J3 /J1 = 0.
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Figure 6.6: Magnetic phase diagrams determined from numerical simulations for various
J5 /J1 ratios. The teal planes denote the crossover from collinear ↔ non-collinear state.[8]
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Chapter 7
Extending to the high pressure axis in
multiferroic (NH4)2[FeCl5·(H2O)]
In this chapter, we study the vibrational response of (NH4 )2 FeCl5 ·H2 O under compression
across the order-disorder transition. We find that the system undergoes two pressure induced
phases transitions, both above and below TO/D , which are defined by the splitting of the FeCl stretching, Fe-containing bending, and NH4 librational modes. The symmetry of the high
pressure phases (P 21 and P 1 above and below the order-disorder transition, respectively)
are assigned as polar space group opening the door to the possibility of enhanced electric
polarization. These low symmetry phases are completely unique to the high pressure regime.
Using these results, we generate the pressure-temperature-magnetic field phase diagram of
(NH4 )2 FeCl5 ·H2 O, paving the way for understanding a complex network of hydrogen- and
halogen-bonding and exploring new properties across phase space.

7.1

Vibrational response of (NH4)2FeCl5·H2O at room
temperature

Figure 7.1 displays the Raman scattering response of (NH4 )2 FeCl5 ·H2 O at room temperature.
The ambient pressure spectrum agrees well with prior work in terms of various peak positions
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Figure 7.1: Close-up veiw of the Raman scattering spectra of (NH4 )2 FeCl5 ·H2 O as a
function of pressure at 300 K for (a) the NH4 librations and Fe-containing bending modes,
(c) Fe-Cl stretching and Fe-O stretching modes. Splitting of the Fe-Cl stretch is a good
indication of the 4 GPa structural phase transition. (b,d) Frequency vs. pressure data for
these regions. Error bars are on the order of the symbol size.
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and intensities.[9, 10, 11] Here, we focus primarily on the low frequency modes, the FeCl stretch, and the Fe-OH2 stretch. The low frequency modes include as NH4 librations,
Cl-Fe-Cl bends, and O-Fe-Cl bends.[12, 13, 14, 15, 16] These features are assigned using
first principles lattice dynamics calculations, K2 FeCl5 ·H2 O analog data, neutron scattering
results, and literature data showing typical librations of H2 O and NH4 .[12, 13, 14, 15, 16] We
rule out H2 O librational modes in the Raman scattering response because they are typically
seen above 400 cm−1 in the infrared spectra.[12] A summary of mode assignments is given
in Table 7.1.
To reveal the local lattice distortions, we measure the Raman scattering response as a
function of pressure using diamond anvil cell techniques. Plots of frequency versus pressure
for each set of modes help to uncover the transitions [Fig.

7.1 b,d].

Specifically, we

look for peak appearances/disappearances, splitting/combining, and slope changes in these
plots. We find that the NH4 librations and Fe-containing bends, finds these modes harden
systematically under pressure. They give no sign of a transition up to 15 GPa. The Fe-Cl
stretching mode at ≈300 cm−1 is different. It displays a critical pressure (PC1 ≈ 4 GPa) as
evidenced by the doublet splitting. This feature begins as one peak and a small shoulder
forms, which becomes a weak and isolated feature with increasing pressure. The Fe-OH2
stretching mode (≈ 350 cm−1 ) does not split. The frequency merely hardens systematically
under compression. The doublet splitting of the Fe-Cl stretching mode indicates a distorted
Fe polyhedron and a change in space group from P nma [17, 23] to one of lower symmetry.
Figure 7.2 displays the infrared response of (NH4 )2 FeCl5 ·H2 O at room temperature
under compression. The ambient pressure spectra is in excellent agreement with previous
studies.[11, 135, 153] The high pressure regime is, of course, completely unexplored. The
modes of interest again include the low frequency libration modes, Fe-Cl stretch, H2 O
containing motions (stretching, rocking, wagging, and bending), and the NH4 bending modes.
In the infrared, the Fe-Cl stretching vibration does not split with increasing pressure as in
the Raman scattering response. Instead, the position rises systematically under compression,
in line with the behavior of the Fe-OH2 stretch. The opposite is seen for the H2 O and NH4
bending modes - compression causes mode softening. This trend is consistent with improved
hydrogen bonding or a change in orientation as seen in C2 H6 N4 O2 and NH2 SO2 NH2 .[205, 206]
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Table 7.1: Summary of Raman-active modes in (NH4 )2 FeCl5 ·H2 O. The ambient pressure
room temperature spectrum agrees well with prior work [9, 10, 11] and features are
assigned using first principles lattice dynamics calculations, K2 FeCl5 ·H2 O analog data,
neutron scattering results, and literature data showing typical librations of H2 O and
NH4 .[12, 13, 14, 15, 16]
Frequency (cm-1)
300 K – 0 GPa

Frequency (cm-1)
300 K – 9 GPa

Frequency (cm-1)
4 K – 0 GPa

Assignment

50.3

85.8

55

NH4 libration

73.7

114.3

70.4, 78.8

NH4 libration

―

―

84.4, 88.8, 92.6

―

121.6

150.1

109.1, 111.7, 118.2,
121.5, 124.7

NH4 libration +
Cl-Fe-Cl bend

140.9

230.4

131.6, 133.7, 138.3,
142.5, 145.8

NH4 libration +
Cl-Fe-Cl bend

―

―

150.3, 153.4

―

―

―

156.9, 160.2

―

173.9

194.2

170, 175.9

Cl-Fe-Cl bend

190.1

208.8

178.8, 182.9, 184.6,
192, 196.2, 201.6

O-Fe-Cl bend

197.4

297.8

―

O-Fe-Cl bend

217.6

277.9

214.6, 219.1, 230.9

O-Fe-Cl bend

298.22

365.6, 402.1

304.9

Fe-Cl stretch

353.2

464.6

364.9

Fe-O stretch
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Figure 7.2: Close-up view of the infrared spectra of (NH4 )2 FeCl5 ·H2 O as a function of
pressure at 300 K for (a) the low frequency libration modes and Fe-Cl stretch, (c) H2 O
containing modes, and (e) the NH4 and H2 O bending modes. (b,d,f) Frequency vs. pressure
for these regions. Closed and open circles in the frequency vs. pressure plots are from two
independent runs.
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In this case, the softening provides direct microscopic proof of enhanced hydrogen- and
halogen-bonding as a result of distortions in the Fe-Cl bond in the superexchange pathways
(Fe-O-H· · · Cl-Fe, Fe-Cl· · · Cl-Fe, and Fe-Cl· · · O-Fe).
Going forward, we focus our efforts on the Raman scattering spectra of (NH4 )2 FeCl5 ·H2 O
under compression because the Fe-Cl stretch shows a very clear doublet splitting across the
critical pressure regime at 4 GPa - making the position of the transition very easy to identify.
Additionally the [FeCl5 ·H2 O]2− polyhedra plays a key role in defining the five through-space
superexchange pathways and is sensitive to changes in hydrogen- and halogen-bonding in
this system.

7.2

(NH4)2FeCl5·H2O across the 79 K order-disorder
transition

Figure 7.3 displays the Raman scattering response of (NH4 )2 FeCl5 ·H2 O as a function of
temperature.

Trends are simple in the high temperature phase, revealing basic peak

sharpening with decreasing temperature. Distinct changes begin to appear below the orderdisorder transition (TO/D = 79 K), and the fine structure fully develops below 50 K creating
a broad dynamic range, over which the free ammonium ion and water ligand fully orders.
That ordering takes place over a broad temperature range and is evident in the low frequency
modes (below ≈ 200 cm−1 ). They continue to split and sharpen with decreasing temperature.
Since these low frequency modes are associated with NH4 librations and Fe-containing
bending motions, peak splitting signifies lower symmetry and a reduced space group. These
low frequency features could also contain ferroelectric modes below 6.9 K, but a careful
examination reveals no obvious candidates (Fig. 7.4). The Fe-Cl stretching mode does not
split with decreasing temperature, indicating that the high temperature high pressure phase
above 4 GPa (Figs. 7.1 and 7.2) does not resemble the low temperature phase in terms
of symmetry and space group and is unique to compression. A full set of frequency vs.
temperature plots can be found in Fig. 7.5.
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Figure 7.5: (a,c,e,g,i,k) Raman scattering spectra of (NH4 )2 FeCl5 ·H2 O as a function of
temperature, and (b,d,f,h,j,l) frequency vs. temperature plots of the corresponding data.
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The crystal structure below the order-disorder transition has been challenging to resolve.
The room temperature P nma space group is well-known.[17, 135] Rodriguez et al. and
Brüning et al. studied the space group across the order-disorder temperature and much is
still to be learned.[17, 15] Depending on the measurement, the space groups were found to
be P nma or P 1121 /a at 45 and 50 K, respectively. However at 2 K, below the ferroelectric
transition (TFE = 6.9 K), the space group was found to fully lower the symmetry from
P nma → P 1121 /a.[17] Previous authors did not carry out additional measurements between
these temperatures (≈50 to 2 K), and it is likely that the ordering of the ammonium ion
controls the change in space group. Since P 1121 /a contains a center of inversion and no
polarization is induced in (NH4 )2 FeCl5 ·H2 O above 6.9 K, it is clear that this space group
should not be valid below the ferroelectric transition. Fortunately, there is a resolution to
this problem. Recent specific heat and polarization measurements were carried out on mixed
erythrosiderite [(NH4 )(1−x) Kx ]2 FeCl5 ·H2 O revealing (i) that TO/D is related to the ordering
of the ammonium ion and (ii) no measurable polarization in the pure compound across the
order-disorder temperature.[15] It is therefore evident that the change in space group occurs
over a wide range making it difficult to determine, however it is clear that the symmetry
lowers P nma → P 1121 /a across the order-disorder transition. The space group below the
magnetic and ferroelectric transitions still remains unknown. Of course, it must be a polar
subgroup of P 1121 /a.

7.3

Tracking the Fe-Cl stretching mode as a function
of pressure at temperatures above and below TO/D

As discussed in the prior section, the Fe-Cl stretching mode displays clear doublet splitting
across the critical pressure PC1 at 4 GPa. We will continue to focus on this structure in
this section, tracking how it changes under compression at different temperatures. Figure
7.6 summarizes the Raman response of the Fe-Cl stretching mode as a function of pressure
above and below the 79 K order-disorder transition. Data taken at temperatures down to
250 K are relatively similar to the room temperature measurements with the Fe-Cl feature
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Figure 7.6: Close-up view of the Raman-active Fe-Cl and Fe-OH2 stretching modes as a
function of pressure. (a,b) Spectra taken above the order-disorder temperature at 250 and
150 K respectively and (d,e) their corresponding frequency vs. pressure plots. (c,f) Data
collected at 65 K. The latter is below the order-disorder transition.
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splitting into a strong doublet with increasing pressure. The Fe-Cl stretching mode behaves
differently as temperature continues to drop. Below 150 K, this feature becomes a triplet
under compression, and two critical pressures can be identified (Fig. 7.6 (b,c,e,f)). At 150 K,
PC1 ≈3.7 GPa and PC2 ≈ 7.5 GPa. As temperature drops below TO/D , both critical pressures
(PC1 and PC2 ) decrease significantly - a direct response of the NH+
4 ordering. It should be
noted that the low temperature Raman scattering spectra reveals additional low frequency
features, similar to what we found in the low temperature ambient pressure spectra (Fig.
7.3). However, when pressure is applied, symmetry is reduced and a new space group arises.
The Fe-Cl bond is directly associated with the symmetry of the Fe polyhedron, the various
exchange pathways, and hydrogen-bonding to neighboring ammonia ions. Changes in the
Fe-Cl stretching mode demonstrate that (NH4 )2 FeCl5 ·H2 O drives into two completely new
phases under compression.
These spectra provide a snapshot of the complicated symmetry situation in
(NH4 )2 FeCl5 ·H2 O. As mentioned previously, the space group changes from P nma → P 1121 /a
across the order-disorder transition.[15] Below 6.9 K, (NH4 )2 FeCl5 ·H2 O goes to a lower
symmetry polar space group. As pressure is increased both above and below this transition,
the symmetry of (NH4 )2 FeCl5 ·H2 O drops sequentially - as evidenced by the splitting of the
Fe-Cl stretching mode. This is significant because pressure is clearly driving the system into
entirely new space groups. Specifically, P nma is reduced across two critical pressure and
into two entirely different space groups. The same is seen below TO/D , which begins at the
space group P 1121 /a. Both symmetry reduction sequences will be discussed below. Based
on these trends in PC1 and PC2 , we can already see the outlines of phase boundary lines
emerging. Variable pressure runs at a number of different fixed temperatures allow us to
track these features and draw structure phase transition boundaries with confidence.
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7.4

Revealing the Fe-containing bending modes across
the order-disorder transition

The low temperature Raman scattering measurements discussed thus far have been carried
out using a green 532 nm laser.

To compliment this work, we carried out additional

experiments using a 646 nm red laser. The main goal of this extension was to collect a
few additional phase boundary points, and at the same time, see if the red laser provides
any additional useful spectral features. Switching between lasers often allows for target
features to be highlighted, as seen in carbon nanotubes.[207]
Figure 7.7 displays the Raman scattering spectra at 50 K - taken using the red laser.
While the spectra reveals a similar ambient pressure response, pressure-induced changes in
the Fe bending modes became more active rather than the splitting of the Fe-Cl stretch. The
critical pressures, PC1 and PC2 , are now defined by the splitting of the Cl-Fe-Cl and O-Fe-Cl
bending modes found at ≈182 and 218 cm−1 , respectively. This signature allows us to extend
the structure phase boundary lines to lower temperatures. It is worth mentioning the 95
K Raman scattering measurement does reveal very weak splitting of the Fe-Cl stretching
mode at high pressures, allowing for a direct comparison of the Raman scattering response
of (NH4 )2 FeCl5 ·H2 O when using different lasers.
These measurement were extended to investigated the order-disorder transition in the low
pressure regime. Drastic spectral changes in the low frequency range occurred when lowering
temperature at ambient pressure (Fig. 7.8 (a), where the ammonium ions order over a wide
temperature range and features sharpen. But does pressure effect this transition? Pressure
can, and does, impact order-disorder transitions, as seen in [(CH3 )2 NH2 ]Mn(HCOO)3 and
other materials.[20, 43, 194, 195] In many systems, TO/D will have a positive (or negative)
slope under pressure due to the enhancement of dipole interactions. Despite the breadth
of the transition, we wanted to test the slope of dTO/D /dP . While some fixed pressure
variable temperature runs were completed (Fig. 7.8), additional spectra were extracted from
a number of different variable pressure experiments at constant temperature for the 1.2 GPa
comparison. As a result, there is some variation in each run - sample used, spot measured,
wavelength calibration in each run. Additionally, the pressures are not always identical.
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Figure 7.7: Complimentary low temperature Raman scattering measurements using a 646
nm red laser highlighting (a) the NH4 librational and Fe-containing bending modes and (c)
the Fe-containing stretching modes. (b,d) Frequency vs. pressure data for these regions.
These data were collected at 50 K.
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Figure 7.8:
Close-up view of the low frequency Raman scattering response of
(NH4 )2 FeCl5 ·H2 O at approximately (a) 0.0 GPa with no diamond anvil cell and a green
laser, (b) 0.0 GPa, (c) 0.6 GPa, and (d) 1.2 GPa as a function of temperature. (b,c) A red
laser was only used for 0.0 and 0.6 GPa in the diamond anvil cell, however due to limited
experimental runs (d) the addition of 300 and 250 K using a green laser was added to
understand the order-disorder trend. (b-d) These measurements were all taken in a diamond
anvil cell. DAC = diamond anvil cell.
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Nevertheless, a comparison can be made (Fig. 7.8). Our comparison set is a variable
temperature spectra with no diamond anvil cell, where a broad temperature range of
approximately 79 - 50 K is extracted. The lower limit of this range is determined by the
increasing sharpness of low frequency Raman scattering spectra. A similar range is produced
when the diamond anvil cell is introduced at ambient pressure conditions. As pressure
increases, the extracted temperature range of the ammonium ions ordering at constant
pressures diminishes and shifts very slightly to higher temperatures. This creates a broad
range that is slightly rising. This is indicated on the phase diagram by vertical bars.

7.5

Symmetry analysis of the high pressure space
groups in (NH4)2[FeCl5·(H2O)]

As articulated in the prior sections, (NH4 )2 [FeCl5 ·(H2 O)] undergoes many pressure-induced
symmetry changes. Our analysis is focused on the Raman scattering response under pressure
across TO/D (Fig. 7.6). At ambient pressure, (NH4 )2 [FeCl5 ·(H2 O)] lowers symmetry from
P nma → P 1121 /a (indicated with the purple arrow in Fig. 7.9).[15] P 1121 /a is a nonstandard subset of P 21 /c and is represented by dark blue in Fig. 7.9. Across the orderdisorder temperature, the system loses symmetry in the form of (i) a 2-fold screw axis with
inversion center, (ii) a mirror plane, and (iii) a diagonal glide. As previously shown, when
temperature is held constant and pressure is increased, (NH4 )2 [FeCl5 ·(H2 O)] undergoes two
distinct critical pressures both above and below the order-disorder transition. This creates
two separate cases for us to examine: (i) beginning with P nma and (ii) starting with the
space group P 1121 /a. In both cases, (NH4 )2 [FeCl5 ·(H2 O)] is driven through two critical
pressures to unique space groups.
Figure 7.9 displays the P nma subgroup tree that we use for uncovering the high-pressure
symmetry changes.[50, 51, 52] The subgroup tree of P nma is complex, however it is much
smaller and simpler for P 1121 /a. We therefore elect to solve the low temperature phase
symmetry first. The low temperature phase is described by P 1121 /a and undergoes two
pressure transitions that reveal the how Fe-containing bending, Fe-Cl stretching, and NH4
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Figure 7.9: Schematic representation of the subgroup tree for (NH4 )2 FeCl5 ·H2 O.[50, 51, 52]
Here, P nma is the high-temperature space group, and P 1121 /a, which is a subgroup of
P 21 /c, is the low-temperature space group. Both can be driven to lower symmetry with
pressure and their sequential pathways are highlighted in red and blue respectively.
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librational modes break symmetry under compression. These pressure-induced distortions
are all along the herringbone-like chains in (NH4 )2 [FeCl5 ·(H2 O)]. This likely creates a
distortion along the chains to break the 2-fold screw axis and axial glide while maintaining
the inversion center (P 1121 /a → P 1̄) as evidenced by the splitting of the Fe-Cl stretch and
Fe-containing modes. From Fig. 7.9, the only space group with symmetry lower than P 1̄ is
P 1, so the logical space group candidate above the second critical pressure transition is P 1.
This critical pressure occurs when the Fe-Cl stretching mode becomes a triplet features, and
the Fe-containing bending modes split for a second time. This indicates the Fe polyhedron
is highly distorted, and the center of inversion is lost. Thus the low temperature space group
sequence goes as P 1121 /a → P 1̄ → P 1. Note that P 1 is a polar space group.
The situation is more complex above the order-disorder transition. This can be simplified
by incorporating our knowledge of the low temperature space group sequence and comparing
with spectra in the difference phases to assess a match (or not). The high temperature
space group begins at P nma and can lower symmetry to a number of candidates including:
P mc21 , P na21 , P mn21 , P 21 /m, P 21 /c, P 21 /c, or P 21 21 21 . Using our knowledge of the
low temperature space groups is useful to eliminate some candidates. Above the orderdisorder transition, we know that P nma is driven to an unknown space group thus far.
If this unknown space group is lowered in temperature across TO/D , it should become the
low temperature high pressure space group P 1̄. Thus, P nma must be driven to a space
group that can also lower symmetry to the P 1̄ phase. This eliminates numerous candidates
and leaves P 21 /m, P 21 /c, and P 21 /c. Additionally, the spectra above TO/D under pressure
does not resemble the low temperature space group spectra, which eliminates both P 21 /c
candidates. This leaves P 21 /m as the only remaining space group, so the symmetry lowers
as P nma → P 21 /m, which loses (i) a 2-fold screw axis, (ii) a diagonal glide, and (iii) an
axial glide. The last remaining transition is associated with P m, P 21 , or P 1̄. Again, P 1̄ is
easily eliminated because this phase does not resemble the low temperature spectra that has
already been assigned to P 1̄. The remaining two space groups are distinguished by whether
a mirror plane or a 2-fold screw axis remains under pressure. However, the transition from
P 21 /m → P m would require the mirror plane to shift its location within the unit cell and
is less likely to occur. Additionally, if a mirror plane is lost, we would expect additional low
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frequency features to arise. This is not the case, as evidenced by Fig. 7.1. Thus the room
temperature space groups go as P nma → P 21 /m → P 21 under compression. Again P 21 is
polar.

7.6

Developing

the

phase

diagram

of

(NH4)2[FeCl5·(H2O)]
We can bring these data together to create a pressure - temperature phase diagram (Fig.
7.10). We find (NH4 )2 FeCl5 ·H2 O undergoes numerous critical pressures above and below the
order-disorder temperature. The first critical pressure (P nma → P 21 /m) is in a consistent
position until TO/D =79 K and below this temperature it shifts to lower pressure where the
sequence now goes as P 1121 /a → P 1̄. The addition of PC2 is not seen within the limits
of our experiments (≈15 GPa) unless temperature is lowered, while remaining above TO/D .
The second symmetry phase (denoted by the light and dark green region - P 21 /m and P 1̄)
narrows as temperature drops. This makes the high pressure polar phases (P 21 above and
P 1 below the order-disorder transition) accessible at lower pressures. Specifically below
TO/D , the high pressure P 1 phase is accessible with only ≈ 3.2 GPa at 35 K. What makes
(NH4 )2 FeCl5 ·H2 O unique is that the high pressure phases above and below the order-disorder
transition are polar (P 21 and P 1 respectively). While we have not determined if these
phases are ferroelectric, (NH4 )2 FeCl5 ·H2 O has many potential applications if polarization is
switchable. Below about 20 K, pressure effects in (NH4 )2 FeCl5 ·H2 O are wholly unexplored
and need to be completed in order to understand how the Néel transition changes under
compression. High pressure magnetic susceptibility is ideal for these purposes. However, the
pressure-induced structural transitions above 35 K involve the Fe-Cl stretch, O-Fe-Cl bend,
and NH4 librational modes indicating the pressure and magnetic field transitions are likely
linked to the dominate magnetic exchange pathway and local lattice distortions.
Combining these results with prior high field magnetization work, we can develop the
pressure - temperature - magnetic field phase diagram (Fig. 7.10) Looking at the magnetic
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Figure 7.10: P - T - B phase diagram of multiferroic (NH4 )2 FeCl5 ·H2 O. The gray areas
on the phase diagram are inaccessible in our experiments.
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field - temperature plane, we see numerous transitions including a spin flop, a transition
to the fully polarized state, and numerous reorientation transitions associated with both.
These transitions are all driven by the competition between the unique spin interactions and
complex exchange pathways found in (NH4 )2 FeCl5 ·H2 O, where the most dominate exchange
pathway is through Fe-O-H· · · Cl-Fe. This indicates both magnetic field- and pressureinduced transitions focused around the Fe-O and Fe-Cl bonds in (NH4 )2 FeCl5 ·H2 O.
What makes the pressure - temperature - magnetic field phase diagram of
(NH4 )2 FeCl5 ·H2 O so attractive is that all phases are accessible with experimentally realizable
magnetic fields and pressures, and these transitions all rely on external stimuli which are
ideal for property control. We draw structural phase boundary lines with great confidence
and predict the high pressure space groups in each phase. This phase diagram (Fig. 7.10) will
pave the way for many other measurements such as optical spectroscopy. Figure 7.11 displays
a summary of the various pressure-driven transitions across TO/D , including the temperatureand pressure-induced color changes. We notice distinct color changes under both pressure
and temperature (shown in Fig. 7.11). While this type of color change is typically associated
with a high ↔ low spin transition, it is also likely that light is inducing a transition (lightinduced excited spin-state trapping). Investigating (NH4 )2 FeCl5 ·H2 O by optical spectroscopy
under temperature and pressure will provide insight into these preliminary observations.
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Figure 7.11: Summary of the various pressure transitions and space groups found in
(NH4 )2 FeCl5 ·H2 O. Additionally, the pressure-induced color changes above and below the
order-disorder transition are displayed. These are photographs of our samples inside the
diamond anvil cell.
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Chapter 8
Summary and outlook
In this dissertation, we explore magnetic field- and pressure-driven phase transitions in molecule-based multiferroics.

These systems, [(CH3 )2 NH2 ]Mn(HCOO)3 and

(NH4 )2 FeCl5 ·H2 O, provide flexible architectures and low energy scales allowing for the use of
accessible external tuning parameters. The former is a type-I multiferroic, while the latter
is a type-II multiferroic. This means we can test the effects of an order-disorder transition
triggering ferroelectricity or not, ligand versus hydrogen- and halogen-bonding exchange
pathways, and magnetic frustration induced from competing interactions. Our focus is the
analysis of symmetry and properties away from equilibrium conditions. When magnetic
fields are applied, we unravel the exotic spin states and present a complete picture of the
range of magnetically-driven phase transitions. Applied pressure, however, aids symmetry
breaking and a correlation group analysis reveals the polar space groups in the high pressure
phase. While we do not know if it is pyroelectric or ferroelectric, in principle this high
pressure phase can lead to enhanced polarization.
Our first opportunity focuses on the magnetically-driven phase transitions in
[(CH3 )2 NH2 ]Mn(HCOO)3 . Using high-field magnetization, we reveal a spin flop at 0.31
T and a transition to the fully saturated magnetic state at 15.3 T. The latter is in excellent
agreement with mean field theory, and we used first principles spin density calculations
reveal the switching of phases below and above the fully saturated state. These critical
fields are tracked with temperature, and the magnetization curves round above the Néel
transition, which indicates a loss of long-range order. We generate the magnetic field 159

temperature phase diagram from our results for [(CH3 )2 NH2 ]Mn(HCOO)3 and discuss its
overall simplicity in comparison to the rare-earth oxides. This is already paving the way for
many experimental and theoretical investigations, such as neutron scattering investigations,
magneto-infrared spectroscopy, and polarization.
We

build

upon

these

[(CH3 )2 NH2 ]Mn(HCOO)3 .

ideas

by

exploring

the

high

pressure

regime

of

To revealing the interplay between charge, structure, and

magnetism, we performed Raman scattering spectroscopy using diamond anvil cell
techniques and a subgroup analysis to uncover the symmetry of the high pressure phases
away from ambient conditions. The formate bending mode plays a crucial role in the
superexchange pathway (Mn-O-C-O-Mn) and underlies the development of the transition
to the high field fully saturated state. Because of this sensitivity, we focus our efforts
on this vibrational mode across the order-disorder transition with applied pressure and
temperature. A high-pressure phase region (≈ 4.2 GPa) is defined by the formate bending
mode, which undergoes a wide mixed region between phases. As the system is driven across
the order-disorder transition, the mixed phase becomes increasingly broad and sluggish
because of the rigid lattice and ordered hydrogen bonds. Depending on the temperature,
[(CH3 )2 NH2 ]Mn(HCOO)3 begins in either a paraelectric (R3̄c) or ferroelectric (Cc) space
group, both drive toward P 1 symmetry under pressure. Pulling these trends together,
we developed the pressure - temperature - magnetic field phase diagram displaying the
various changes in space groups and spin states. The discovery of a more distorted, lower
symmetry polar phase at room temperature in [(CH3 )2 NH2 ]Mn(HCOO)3 warrants deeper
investigations into these properties of this highly tunable multiferroic.
To further our knowledge of magnetically-driven quantum phase transitions in moleculebased multiferroics, we investigated (NH4 )2 FeCl5 ·H2 O with pulsed field magnetization up to
65 T and unveil the magnetic properties and magnetic field - temperature phase diagram.
This revealed a surprisingly complex phase diagram with many low-field reorientation
transitions (below 6 T) and a transition to the fully saturated state (near 30 T) with
two reorientation transitions preceding it.

These transitions reflect the many quasi-

isoenergetic exchange interactions in this material, specifically five unique pathways that arise
from the elaborate intermolecular hydrogen- and halogen-bonding network, which together
160

create frustration in the system (f ≈ 4.8). In addition to a full description of the noncollinear ground state, we calculate the spin density patterns displaying the field-induced
changes in terms of these intermolecular exchange interactions in the antiferromagnetic and
ferromagnetic spin states. This displays typical in- and out-of-phase switching, however
the spin density extends across the dominate exchange pathway (J1 ), which likely aids
in driving the system into the fully saturated state.

Structure-property relations in

(NH4 )2 FeCl5 ·H2 O are discussed with an emphasis on how deuteration and hydrogenation
impact the intermolecular hydrogen- and halogen-bonded network and saturation fields.
Both cases have comparable field saturations, which suggest that Dzyaloshinski-Moriya
interactions and anisotropies are not large. (NH4 )2 FeCl5 ·H2 O has a similar noncollinear
spin structure to TbMnO3 , however it offers the benefits of low energy scales and flexible
architectures found in molecule-based materials. The development of the phase diagram and
detailed understanding of the magnetically-driven transitions in (NH4 )2 FeCl5 ·H2 O open the
door to the exploration of frustrated multiferroics and other quantum materials in which
hydrogen- and halogen-bonds support magnetic exchange.
The unique network of hydrogen- and halogen-bonding in (NH4 )2 [FeCl5 ·(H2 O)] also
provides an excellent platform to extend into the high pressure regime. We study the
vibrational response as a function of temperature using diamond anvil cell techniques of this
molecular multiferroic across the order-disorder transition. The critical pressure regime is
defined by the splitting of the Fe-Cl feature, which indicates symmetry lowering. In addition,
the red-shifting of the H2 O and NH4 bending modes reveals an increase in hydrogen bonding
in the high pressure phase. The ordering of the ammonium ion occurs over a wide dynamic
temperature range at ambient pressures and there is no splitting of the Fe-Cl peak. This is
significant because the high pressure response is completely different, where the Fe-Cl peak
splits, and we carried out a correlation group analysis to reveal the system is likely driven
to a polar space group at room temperature. Bringing this work together, we generate the
pressure - temperature - magnetic field phase diagram of (NH4 )2 [FeCl5 ·(H2 O)].
Taken together, these comprehensive phase diagrams provide insight into competing
phases in molecule-based multiferroics. [(CH3 )2 NH2 ]Mn(HCOO)3 is a type-I multiferroic,
contains one unique super exchange pathway via a formate ligand, and ferroelectricity is
161

induced across the order-disorder transition. (NH4 )2 [FeCl5 ·(H2 O)] on the other hand, is a
type-II multiferroic, contains an elaborate network of hydrogen- and halogen-bonds giving
rise to five unique magnetic exchange pathways, and no ferroelectricity arises across the orderdisorder transition. These differences allow us to investigate the interplay between structure
and magnetism under magnetic field and pressure. Specifically under applied magnetic field,
the five competing exchange interactions in (NH4 )2 [FeCl5 ·(H2 O)] gives rise to a complex
phase diagram whereas the one unique superexchange pathway in [(CH3 )2 NH2 ]Mn(HCOO)3
yields a traditional one. High pressure can aid in breaking symmetry in these systems to
reach polar space groups. While we have not yet determined if these high pressure phases are
pyroelectric or ferroelectric, the potential for increase of polarization under compression or
strain gives additional motivation to study molecule-based materials under external stimuli.

162

Bibliography
[1] W. Eerenstein, N. D. Mathur, and J. F. Scott. Nature, 442, 759 (2006). xiii, 15, 16
[2] S. Dong, J. M. Liu, S. W. Cheong, and Z. Ren. Adv. Phys., 64, 519 (2015). xiii, 16
[3] A. S. Zimmermann, D. Meier, and M. Fiebig. Nat. Commun., 5, 4796 (2014). xiii, 15,
16
[4] S. Gnewuch and E. E. Rodriguez. J. Solid State Chem., 271, 175 (2019). xiii, xv, 14,
15, 16
[5] S. Blundell, Magnetism in condensed matter, Oxford University Press Inc., New York
(2001). xiii, xvi, 20, 23, 24, 25, 27, 35, 36, 39, 41, 42, 43
[6] D. A. Long, Raman Spectroscopy, McGraw-Hill International Book Company, (1977).
xiii, 64, 69, 71
[7] H. Kuzmany, Solid state spectroscopy, Springer-Verlag, (2009). xiii, 57, 58, 60, 64, 67,
71
[8] A. J. Clune, J. Nam, M. Lee, K. D. Hughey, W. Tian, J. A. Fernandez-Baca, R. S.
Fishman, J. Singleton, J. H. Lee, and J. L. Musfeldt. npj Quantum Mater., 4, 44
(2019). xiii, xvii, xviii, xix, xxi, xxii, 2, 4, 10, 31, 32, 50, 51, 74, 77, 91, 93, 94, 124,
125, 127, 130, 131, 132, 133, 136
[9] S. A. Cotton and J. F. Gibson. J. Chem. Soc. A, 1693–1696 (1971). xiii, 73, 139, 140
[10] S. K. Sharma and D. K. Pandya. J. Inorg. Nucl. Chem., 36, 1165 (1974). xiii, 73, 139,
140
163

[11] D. M. Adams and P. J. Lock. J. Chem. Soc. A, 2801–2806 (1971). xiii, 73, 139, 140
[12] S. F. Parker, K. Shankland, J. C. Spurnt, and U. A. Jayasooriya. Spectrochim. Acta
- Part A, 53, 2333 (1997). xiii, 139, 140
[13] P. J. McCarthy and I. M. Walker. Spectrochim. Acta Part A, 39A, 827 (1983). xiii,
139, 140
[14] P. Piszczek, A. Grodzicki, and B. Engelen. J. Mol. Struct., 646, 45 (2003). xiii, 139,
140
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