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The atomic geometry and electronic structure is studied by means of ab initio total-energy
and electronic-structure calculations for quasi-one-dimensional (1D) In/Si(111) systems with
different translational symmetries 4×1, 4×2, and 8×2. The chain structure and the trimer
formation are related to the details of the electronic band structure. While 4×1 reconstruction
shows metallic behavior, the 4×2, and 8×2 ones lead to an opening of energy gaps. We show
that the phase transitions give rise to charge density waves in the electron density distribution.
The electron redistributions are identified to play an important role for the transition 4×2 →
8×2. Only a weak tendency for spin ordering accompanying the surface reconstruction is found
within the used spin-polarized density functional calculations.
1 Introduction
Adsorption of indium (In) on Si(111) substrates gives rise to a variety of surface recon-
structions in dependence on the coverage with a tendency to be semiconducting below one
monolayer or to be metallic at larger coverages. Most interesting is the borderline of these
coverages for one monolayer for which a 4×1 phase occurs at room temperature (RT).
Using grants of computational time by the John von Neumann Institute for Computing
(NIC) we have performed highly demanding first-principle calculations in order to study
atomic geometry, electronic band structure, and spin dependence of In chains on Si(111)
substrates. We focus our attention to the interplay between the atomic structure of a given
translational symmetry and the spatial distributions of charge, spin and electronic states.
The results are discussed in terms of possibly occurring charge or spin density waves. The
manifestation of charge density waves is studied in details. We try to extract driving forces
for the reconstructions.
2 Motivation
True one-dimensional electronic systems have attracted great interest because of their
expected exotic electronic properties, which include charge-density wave (CDW), spin-
density wave (SDW), triplet superconductivity, and Luttinger-liquid (LL) behavior1. Prop-
erties of electrons related to charge and spin may be separated in a quasiparticle picture2.
In a LL the electron loses its identity and separates into two quasiparticles. In a photoemis-
sion experiment the excitation should decay into a spinon that carries spin without charge
and a holon that carries the positive charge of a hole without its spin. Metal chains of
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Figure 1. Side view of In/Si(111) system. The 4×1 reconstruction is based on double zig-zag chain formation of
In atoms.
clear 1D character should exhibit a Peierls instability3 which results in a phase transition
accompanied by a change in the translational symmetry. In quasi-1D metallic systems,
electrons and holes near the Fermi energy often couple strongly with lattice vibrations,
thereby generating a periodic spatial modulation of charge, i.e., a CDW which may open
a band gap, a CDW gap1, 4. Indeed, for the quasi-1D In/Si(111) system phase transitions
have been observed. The 4×1 arrangement of the In chains was found to undergo a re-
versible temperature-induced phase transition below 120K4, 5. At a transition temperature
of about 100K, a 4×2 phase occurs that gradually changes over into a 8×2 structure after
further cooling4–6. The principle structure of In chains at 1 ML coverage is shown in Fig. 1.
Whereas the generally accepted structural model of the RT 4×1 structure7, 8 is able to ex-
plain well the majority of experimental observations, there are limitations6 of the structural
models proposed for the 4×2 and 8×2 reconstructions7, 8. These models are based on the
assumption that mainly the outer In atoms of the paired zigzag subchains of metal atoms
should be affected by the reconstruction and not the inner In atoms. A tendency for pairing
of the outermost chain atoms is accompanied by the formation of trimers5. However, the
arrangement of the trimers is under debate9.
3 Method and Numerical Details
The total energies and the electronic structures are calculated within the density functional
theory (DFT)10 and the generalized gradient approximation (GGA)11 for exchange and
correlation. In the spin-polarized case the correlation energy for arbitrary polarization is
determined by the same interpolation as for the exchange energy12. Explicitly we use the
VASP code13. The electron-ion interaction is basically treated by non-norm-conserving
ultrasoft pseudopotentials14.
The Si(111) surface is simulated by repeated asymmetric slabs with six Si bilayers and
a vacuum region of the same extent15. The bottom side of each slab with fixed atomic
positions is saturated by hydrogen atoms to simulate bulk Si. The addition of a half Si
adlayer and a complete In monolayer allow us to model the quasi-1D In/Si(111) systems
with 4×1, 4×2, or 8×2 translational symmetry.
The k-space integrations for total energies and charge densities are done with a 4×8
Monkhorst-Pack (MP) type mesh16 (32 k-points) in the surface Brillouin zone (BZ) of the
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Figure 2. Top (left) and side (right) views on In/Si(111) surface with 4×1 translational symmetry.
4×1 structure. The number of k points is correspondingly reduced for the larger surface
unit cells, 4×2 and 8×2 (4×4 and 2×4 MP type meshes). The atoms in the three lower
bilayers are used to keep their bulk positions during the ionic relaxation. Using a variety of
starting geometries representing a defined translational symmetry, several model structures
have been tested and compared with respect to their total energy. The surface geometries
are determined by relaxing the atomic positions until the Hellmann-Feynman forces are
less than 10 meV/A˚.
4 Results
4.1 Atomic Geometry
In the case of a monolayer In coverage on a Si(111)substrate, the lowest total energies have
been obtained for the chain model7, 5 in Fig. 2 representing the 4×1 surface translational
symmetry. Indium chains (wires) are composed of two zigzag rows (or subchains) parallel
to the [1¯10] direction. Below the In layer there are zigzag chains of Si atoms which separate
the In nanowires in [112¯] direction. The arrangement of the Si atoms exhibits similarities
with the reconstruction elements of the Si(111)2×1 surface assuming the pi-bonded chain
model15, 17. The In atoms at the chain edges (outermost or outer In atoms) are adsorbed
at almost T4 and H3 adsorption sites of the Si(111) surface17. They lie higher than the
In atoms in the interior of the chains, i.e., the In atoms belonging to adjacent subchains.
These inner In atoms are adsorbed at on-top sites and, in turn, lie higher than the atoms in
the Si chains. Mostly the actual arrangement of the outer In atoms determines the surface
translational symmetry 4×1 (Fig. 2), 4×2 or 8×2 (Fig. 3).
The overall structure of the In chains and their arrangement with respect to the Si
atoms between the chains as well as the Si substrate atoms, agree well with the other
first-principles calculations8, 9, 18–20 as well as the data of x-ray diffraction7 and low energy
electron diffraction (LEED)21. The calculated In-In bond lengths in the two subchains of
2.96-2.97 A˚ slightly overestimate the sum 2.88 A˚ of two covalent radii (1.44 A˚) of In
atoms, while the average distance 3.12 A˚ of two In atoms in adjacent subchains comes
closer to the nearest-neighbor value 3.25 A˚ in a bulk In metal. The interatomic distances of
the In chain atoms to the Si atoms in the trenches as well as in the substrate are only a little
bit larger than the sum 2.55 A˚ of the covalent radii of In (1.44 A˚) and Si (1.11 A˚). Our op-
timized structure shows excellent agreement with the LEED findings21. In principle, such
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Figure 3. Top view of In/Si(111) 8×2 (4×2) translational symmetry. In the case of 4×2 reconstruction the
trimers in different wires would be in phase. The pairing/trimer formation of In atoms is indicated by arrows.
a statement is also valid for the comparison with the SXRD data7 and the other ab-initio
calculations8, 20. In the 4×2 case we confirm that the outer In chain atoms are displaced
by about 0.3 A˚ towards each other to form pairs and finally trimers with one of the inner
chain atom (see Fig. 3). This movement gives rise to a doubling of the periodicity along
the chains. As a result, two trimers (each in one subchain) belong to a 4×2 unit cell. The
remaining inner In atoms form less bonded pairs. A possible trimer arrangement (giving
rise to the lowest total energy) is shown in Fig. 3. The energy gain of this reconstruction is
small. We find that the 4×2 geometry is more stable than the 4×1 surface by about 3 meV
per 4×1 unit cell. In the 8×2 case the trimer arrangement of Fig. 3 yields to a minimum on
the total-energy surface with a rather small energy gain with respect to the 4×2 geometry.
Our 8×2 structure gains 0.9 meV per 4×1 unit cell with respect to the 4×2 reconstruction.
4.2 Band Structure
The resulting electronic band structures are plotted in Fig. 3 versus high-symmetry lines
in the BZs for the 4×1 and 4×2 reconstructed surfaces. The border lines of the irreducible
part ΓXMY Γ and ΓX ′M ′Y ′Γ of the two adopted rectangular BZs are chosen. The Fermi
levels are calculated to be about 0.14 eV (4×1) or 0.13 eV (4×2) above the bulk valence
band maximum for the two geometries. In the 4×1 case the band structure in Fig. 3(a)
clearly represents a metallic surface. One does not observe any surface states in the pro-
jected Si band gap along the ΓY direction perpendicular to the chains. However, for the
parallel direction XM at the BZ boundary four surface bands with weak dispersion are
visible below the Fermi level. They show a stronger dispersion along the chains, i.e., along
ΓX and MY . Three surface bands m1, m2, and m3 cross the Fermi level and vary be-
tween the energetical regions of bulk valence and conduction bands. They are partially
filled with 0.17 (m1), 0.83 (m2), and 1.00 (m3) electrons22. The described band-structure
picture is in agreement with calculations8, 23 and PES/IPES measurements6.
The band structure of the In/Si(111)4×2 surface in Fig. 3(b) cannot solely be explained
in terms of folding of the 4×1 bands due to the reduction of the BZ in the direction parallel
to the chains. Rather, due to the discussed distortions of the geometry with respect to the
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Figure 4. Electronic band band structures of In/Si(111)(4×1) (a) and 4×2 (b) surfaces versus wave vectors
along high symmetry lines parallel and perpendicular to the chains in the corresponding Brillouin zones. The
horizontal lines define the Fermi levels. The adsorbate-related surface bands in the projected fundamental gap of
Si are denoted by m1, m2, and m3 (4×1) or M1, M2, M3, and M4 (4×2).
4×1 surface, in particular the pairing mechanism, degeneracies of bands are lifted and at
band-crossing points band repulsion occurs. One observes four new surface bands M1,
M2, M3, and M4 in the projected bulk fundamental gap which do not cross each other.
These bands consist of folded branches of the former m1, m2, and m3 bands, but their
dispersion is remarkably modified by the opening of band gaps22. However, there is no
opening of a true gap separating completely occupied and empty surface bands, so that the
4×2 surface with the geometry of Fig. 3 remains metallic.
4.3 Charge Density Waves
The changes of the band structures in Fig. 3 between the 4×1 and 4×2 geometries and
the small variations of the total density of states are accompanied by a redistribution of
the electrons in the surface region which may result in a CDW along the chains. In order
to demonstrate this effect, in Fig. 5(a) we have plotted the difference of the total electron
density of the 4×2 surface and the corresponding density for the 4×1 reconstruction in the
area of a 4×2 unit cell. Figure 5(b) shows a similar contour plot for the 8×2 reconstruction
with respect to the 4×1 surface.
The variations of the electron density in the 4×2 case relative to the 4×1 density clearly
indicate the pairing mechanism as the driving force for the phase transition 4×1→4×2.
Figure 5(a) shows an increase of the electron density in the region between two paired
atoms in each subchain and an electron deficit in the adjacent regions. The probability to
find electrons seems to be also increased in the regions of the Si-In bonds. In-In bonds
become somewhat ionic in the 4×2 case. In addition, there is also an increase of electron
density in the region between two adjacent trimers belonging to two different subchains.
A deficit of electrons is obvious between two trimers in one subchain. The redistribution
of electrons is similar in the 8×2 case.
Considering the situations in the two subchains separately, one may immediately inter-
pret the phase transition 4×1→4×2 as well as 4×1→8×2 as the formation of a CDW (in
each subchain). It seems that in Fig. 5(a) (i.e., for 4×2 surface) two CDWs of this kind
are locked in during the temperature-induced phase transition. In the 8×2 case (Fig. 5(b)),
more or less one CDW is locked in for each wire.
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Figure 5. Difference of the total valence-electron densities of the 4×2 and 4×1 (a) or 8×2 and 4×1 (b) In/Si(111)
surfaces. Red color indicates regions of electron excess, whereas blue color describes regions of electron deple-
tion.
4.4 Spin Density Waves
The question is if such a spinol-holon separation announced for 1D systems and a Luttinger
liquid can also happen in a real quasi-1D system and lead to a spatial spin distribution
different from the charge distribution. One may discuss the occurrence of a periodic mod-
ulation of the distribution of the electron spins along the chain direction. Therefore, simi-
larly to the discussion of possible CDWs accompanying the phase transitions 4×1→4×2
and 4×2→8×2, we ask the question whether a periodic spin arrangement may stabilize a
certain surface reconstruction or not. For that reason we perform spin-polarized total en-
ergy calculations for a given atomic geometry but for different distributions of the electron
spins over the In chain atoms in the nanowires on the 4×1-, 4×2- and 8×2-reconstructed
In/Si(111) surfaces. Initial spin arrangements for 4×1, 4×2 are shown in Fig. 6. They
represent antiferromagnetic orderings with a vanishing total spin of the 4×1, 4×2 and also
8×2 unit cell. We search for local minima on the total-energy surface with a finite magne-
tization density of the chain systems. The values of the initial local spins are varied until
an energy minimum is reached. The resulting energies are compared with those obtained
in the case without spin polarization.
The four initial configurations in the 4×1 case represent arrangements of subchains
with ferromagnetic (configurations 3 and 4) or antiferromagnetic (configurations 1 and
2) orderings, which may be displaced against each other. The total magnetic ordering in
each complete wire is antiferromagnetic in all starting configurations. However, the opti-
mization of the total energy leads to almost vanishing magnetic effects. Consequently, the
accompanying energy gains are only of the order of 1 meV and the maximum splitting of
the surface bands amounts to 6 meV form3 nearX andM . The same result is obtained for
the first configuration in the 4×2 case (Fig. 8(b)). The combination of two ferromagnetic
subchains is not possible. The arrangement of antiferromagnetic subchains displaced by
the vector against each other (configuration 2) gives rise to a slightly larger magnetization
of 0.02µB. But still all accompanying effects are negligible. We conclude that a tendency
for magnetic ordering within the In chains and, hence, the tendency for formation of SDWs
is extremely small for the atomic geometries under consideration. There are practically no
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Figure 6. Initial spin configurations (top views) in the In chains of In/Si(111) with 4×1 (1-4) and 4×2 (1b, 2b)
translational symmetry. Spin-up and spin-down are indicated by corresponding arrows.
additional driving forces for the studied reconstructions due to a certain antiferromagnetic
ordering of the In atoms in the quantum wires.
5 Concluding Remarks
In summary, the atomic, electronic, and spin structures of arrays of quasi-1D indium chains
on Si(111) substrates have been investigated by ab initio density-functional theory calcu-
lations. In the case of the room-temperature 4×1 surface structure, excellent agreement
has been found with experimental results and results of other ab-initio calculations for
the atomic structure and the band structure. We agree with recent x-ray diffractions mea-
surements and total-energy optimizations that pairing of In atoms in the subchains and the
accompanying formation of trimers is the basic mechanism of the observed temperature-
induced surface phase transitions 4×1→4×2 and 4×2→8×2 between different surface
reconstructions. The geometric distortion due to the pairing gives rise to gap openings
near band crossings along chain directions. However, despite the opening of gaps in the
surface band structure, there are still two bands which keep a metallic character of the sur-
face, although with a reduced density of the free carriers. The comparison of the electron
densities of the 4×1 and 4×2 surfaces clearly indicates the formation and the lock-in of
phase-shifted charge density waves in each subchains. According to the simulated electron
excess and deficit regions, the phase transition 4×2→8×2 should not be traced back to a
CDW mechanism. Rather, the large distances of the chains of about 11 A˚ and the formation
of a weak effective 2D ionic lattice due to the In-In pairing suggest long-range electrostatic
forces as driving forces for the phase transition. The total-energy calculations with inclu-
sion of the spin polarization clearly showed that practically there are not tendencies for
magnetic orderings by antiferromagnetic spin arrangements and spin density waves. We
conclude that modulations of the spin density do not contribute to a stabilization of neither
the room-temperature nor the low-temperature phases of the In/Si(111) surface.
We have to mention that recently another hexagon-based 4×2 reconstruction geometry
has been proposed9. Its band structure indicates a nonmetal but its energetical stability is
under discussion24.
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