We give sharp sectional curvature estimates for complete immersed cylindrically bounded m-submanifolds ϕ : M → N × R ℓ , n + ℓ ≤ 2m − 1 provided that either ϕ is proper with the second fundamental form with certain controlled growth or M has scalar curvature with strong quadratic decay. This latter gives a non-trivial extension of the Jorge-Koutrofiotis Theorem [8] .
Introduction
Given complete Riemannian manifolds M m and N n with dimension m < n, the isometric immersion problem asks whether there exists an isometric immersion ϕ : M ֒→ N. When N n = R n is Euclidean space, the isometric problem is answered by the Nash Embedding Theorem that says that there is an isometric embedding ϕ : M m ֒→ R n provided the codimension n − m is sufficiently high, see [11] . For small codimension, meaning in this paper that n − m ≤ m − 1, the answer in general depends on the geometries of M and N. For instance, the Hilbert-Efimov Theorem [6] , [7] says that no complete surface M with sectional curvature K M ≤ −δ 2 < 0 can be isometrically immersed in R 3 and a classical result by C. Tompkins [18] , states that a compact, flat, m-dimensional Riemannian manifold can not be isometrically immersed in R 2m−1 . Tompkins' result was extended in a series of papers, by Chern and Kuiper [4] , Moore [10] , O'Neill [13] , Otsuki [14] and Stiel [17] , whose results can be summarized in the following theorem.
Theorem 1 Let ϕ : M m ֒→ N n , n ≤ 2m − 1, be an isometric immersion of a compact Riemannian m-manifold M into a Cartan-Hadamard n-manifold N. Then the sectional curvatures of M and N satisfy
Theorem 1 was extended by Jorge and Koutrofiotis in [8] to bounded, complete submanifolds with scalar curvature bounded below and in the version presented by Pigola, Rigoli and Setti in [15, Theorem 1.15] , with scalar curvature satisfying
for some constant B > 0 and some integer k ≥ 1, where ̺ M is the distance function on M to a fixed point and log (j) is the j-th iterate of the logarithm.
Theorem 2 (Jorge-Koutrofiotis, [8] ) Let M m and N n be complete Riemannian manifolds of dimensions m and n, respectively, with n ≤ 2m − 1 and let ϕ : M → N be an isometric immersion with ϕ(M) ⊂ B N (r), where B N (r) denotes a geodesic ball of N centered at a point p ∈ N and radius r. Assume that the radial sectional curvature K rad N along the radial geodesics issuing from p satisfies K
where
is the simply connected space form of constant sectional curvature b and M = ∂B N n (b) (r) ⊂ N n (b) is a geodesic sphere of radius r then equality in (3) is achieved.
The purpose of this paper is to extend Jorge-Koutrofiotis theorem to the case of complete cylindrically bounded submanifolds of a Riemannian product
where N is a complete Riemannian manifold of dimension n − ℓ. In this context, an isometric immersion ϕ : M m → N n−ℓ × R ℓ of a Riemannian manifold M m is said to be cylindrically bounded if there exists B N (r), a geodesic ball of N centered at a point p ∈ N with radius r > 0, such that ϕ(M) ⊂ B N (r) × R ℓ . In a recent paper [1] , the two first authors, jointly with Dajczer, derived an estimate for the mean curvature of complete cylindrically bounded submanifolds into a product Riemannian manifold N n−ℓ × R ℓ . Our main result here deals with the sectional curvature of such submanifolds and it can be stated as follows.
Theorem 4 Let M m and N n−ℓ be complete Riemannian manifolds of dimension m and n − ℓ respectively, with n + ℓ ≤ 2m − 1.
Assume that the radial sectional curvature K (ii) ϕ is proper and sup
where α is the second fundamental form of the immersion and σ : [0, +∞) → R is a positive function satisfying
It is worth pointing out that the codimension restriction n+ℓ ≤ 2m−1 cannot be relaxed. Actually, together with the bound m ≤ n − 1, it implies that n − ℓ ≥ 3 and m ≥ ℓ+2. In particular, for n = 3 we have that ℓ = 0, and therefore ϕ(M) ⊂ B N (r). In fact, the flat cylinder S 1 (r ′ ) × R ⊂ B R 2 (r) × R, for every 0 < r ′ < r, shows that the restriction 2m − 1 ≥ n + ℓ is necessary.
For every n ≥ 3 and ℓ ≤ n − 3 we can consider
ℓ to be the canonical isometric immersion, for every 0 < r ′ < r. Therefore sup M K M is the constant sectional curvature of the geodesic sphere
In particular, observe that
Since in this case K N n−ℓ (b) = b, then for every 0 < r ′ < r we have
which shows that our estimate (5) is sharp.
It is important to remark that for hypersurfaces, the growth rate of the norm of the second fundamental form in (4) can be improved as follows.
Suppose that N satisfies the assumptions on the radial sectional curvatures as in Theorem 4 and the second fundamental form α satisfies sup
where σ : [0, ∞) → R is a positive function satisfying
Proof of Theorem 4
Our main tool to build the proof of Theorem 4 is the following (and important) version of the Omori-Yau Maximum Principle for the Hessian due to Pigola, Rigoli and Setti [15, Theorem 1.9] . Chronologically, the Omori-Yau Maximum Principle can be traced in a series of papers, starting with Omori [12] proving the maximum principle at infinity for the class of complete Riemannian manifolds with sectional curvature bounded from below, followed by new insights given by Cheng and Yau [3] , [19] extending to the class of complete Riemannian manifolds with Ricci curvature bounded from below and extensions due to C. Dias [5] (extended to the class of sectional curvature with quadratic decay) and Chen-Xin [2] (extended to the class of Ricci curvature with quadratic decay). Finally, this newest elaboration stated below due to Pigola, Rigoli and Setti.
Theorem 6 (Pigola-Rigoli-Setti) Let M m be a complete Riemannian manifold and assume that there exists a non-negative C 2 -function ψ satisfying the following requirements:
in the sense of quadratic forms, where G is a smooth function on [0, +∞) satisfying:
Then, given a function u ∈ C 2 (M) with u * = sup M u < +∞ there exists a sequence
We need two more results. The first is known as Otsuki's lemma, see [9, Page 28] . And the second is the well known Hessian Comparison Theorem, see [16] .
Theorem 8 Let M be a Riemannian manifold and x 0 , x 1 ∈ M be such that there is a minimizing unit speed geodesic γ joining x 0 and x 1 and let ̺(x) = dist(x 0 , x) be the distance function to
where X ∈ T x M is perpendicular to γ ′ (̺(x)).
Proof of Theorem 4 item (i)
, where
and
and let π N : N × R ℓ → N be the projection on the factor N. Since π N (ϕ(M)) ⊂ B N (r), we have that f * = sup M f ≤ φ b (r) < +∞. The idea of the proof is similar to the idea of Jorge-Koutrofiotis in [8] . We will need to apply the Omori-Yau maximum principle for the Hessian to the function f in order to control the second fundamental form of the immersion restricted to a certain subspaces and apply Otsuki's Lemma in the estimate of the sectional curvature.
To see that the Omori-Yau maximum principle for the Hessian holds on M we may suppose that sup K M < ∞. Otherwise the estimate in (5) is trivially satisfied. In that case, since the scalar curvature is an average of sectional curvatures it follows from (2) that
for a positive constant B > 0, where K rad M denotes the radial sectional curvature of M. According to Theorem 6, this curvature decay suffices to conclude that the Omori-Yau Maximum Principle for the Hessian holds on M (see Example 1.13 in [15] ). Therefore, there exists a sequence of points {x k } in M such that
Since
It then follows from the Gauss formula that
for all vector field X ∈ T x M, where π T N denotes the orthogonal projection of T M onto T N. Observe also that
where s = s(x) = ̺ N (z) and
Taking into account that the function φ b (t) satisfies φ (12) and (13) that
Choose {∂/∂̺ N , ∂/∂θ 2 , . . . , ∂/∂θ n−ℓ } orthonormal polar coordinates for T N. Then, for every X ∈ V x we have π T R ℓ X = 0 and
where a X 1 = ∂̺ N /∂X. Therefore, using Theorem 8, we have that for every X ∈ V x
so that by (14) we have
for every X ∈ V x . From here and (10) we obtain that
for every x k and every X ∈ V x k , where
Hence
for sufficiently large k.
n−m the restriction of the second fundamental form α x k to V x k . We have that n−m ≤ m−ℓ−1 ≤ dimV −1 since 2m−1 ≥ n+ℓ, and therefore we may apply Lemma 7 to β x k . The conclusion is that there are linearly independent vectors
By the Gauss equation we have that
Observe that f * = φ b (s * ), where s * = sup M s and s k → s * ≤ r. Therefore, letting k → ∞ we have that
Proof of Theorem 4 (ii)
In this case, we cannot apply directly Theorem 6, but we may apply parts of its proof. Consider again f : M → R the function given by
, 
Thus f k (x 0 ) > 0 and since f * ≤ φ b (r) < +∞ and ψ(x) → +∞ as x → ∞, we have that lim sup x→∞ f k (x) = 0. Hence f k attains a positive absolute maximum at a point x k ∈ M. This procedure yields a sequence {x k } such that (passing to a subsequence if necessary) f (x k ) converges to f * . Suppose first that x k → ∞ as k → +∞. Since f k attains a positive maximum at x k we have grad f k (x k ) = 0 and Hess f k (x k )(X, X) ≤ 0 for every X ∈ T x k M. This yields
Since ψ(x) = ζ(y) where y = y(x) and ζ(y) = exp( |y| 0 ds/σ(s)), y ∈ R ℓ , from the Gauss formula we have that
for all vector field X ∈ T x M, where π T R ℓ denotes the orthogonal projection of T M onto T R ℓ . Observe also that
and then
Thus, for every X ∈ T x M such that π T R ℓ X = 0 it follows from (19) that
Therefore, by (4) we obtain that
for every X ∈ T x M with π T R ℓ X = 0. As in the proof of item (i), since m ≥ ℓ + 2, we may choose for each
Then, π T R ℓ X = 0 for every X ∈ V x k , and from (18) and (21) we get that
for every X ∈ V x . Using now (15), we have that
for sufficiently large k. Reasoning now as in the last part of the proof of item (i), we obtain from here that
and letting k → ∞ we conclude that
, and s k → s * ≤ r. To finish the proof of item (ii), we need to consider the case where the sequence {x k } ⊂ M remains in a compact set. In that case, passing to a subsequence if necessary, we may assume that x k → x ∞ ∈ M and f attains its absolute maximum at x ∞ . Thus Hess f (x ∞ )(X, X) ≤ 0 for all X ∈ T x∞ M. In particular, it follows from (15) that for every X ∈ V x∞
Reasoning now again as in the last part of the proof of item (i), but working only at x ∞ and with V x∞ , we conclude from here that
This finishes the proof of Theorem 4.
Proof of Theorem 5
We proceed as in the proof of Theorem 4, item (ii), to obtain a sequence {x k } such that f (x k ) converges to f * satisfying (17) and (18) . Suppose first that x k → ∞ as k → +∞. From (17) and (20) we know that
where y k = y(x k ). Since ϕ is proper and π N (ϕ(M)) ⊂ B N (r), then |y k | → +∞ as k → +∞. Therefore, taking into account that lim sup t→+∞ 1/σ(t) < +∞ we obtain from here that lim k→+∞ |grad f (x k )| = 0. From (11) we also know that
Therefore lim k→+∞ |(grad
for k large enough.
Recall that by (15) we have that
On the other hand, we also know from (18) that
for a real function λ. Observe now that grad R ℓ |y|, α x k (X, X) = λ x k (X, X) grad R ℓ |y|, (grad N ×R ℓ g(ϕ(x k )))
because of grad R ℓ |y|, grad N ̺ N = 0. Therefore,
.
On the other hand, from our hypothesis (6) , |α x (X, X)| ≤ σ 2 (|y(x)|)|X| 2 , and from (27)
That is, |λ x k (X, X)| σ(|y k |) ≤ σ(|y k |)|X| 
Therefore, from (25) and (28) we have that
for every X ∈ V x k . Hence
The proof of this case finishes reasoning now as in the last part if item (i). The proof for the case where {x k } remains in a compact set is the same that the one given at the end of item (ii) of Theorem 4.
