A method is presented for decomposing wave motion into its principle components. The basic idea is a complex generalization of proper orthogonal decomposition. The method involves the representation of real oscillatory signals as complex analytic signals. The relationship between complex modes and wave motion is explored. From an ensemble of complex signals, a complex correlation matrix is formed, and its complex eigensolution is the basis of the decomposition (like a complex singular value decomposition).
Introduction
This paper presents a method of decomposing wave motion into its principal components. The basic idea is a generalization of proper orthogonal decomposition [1] [2] [3] . Proper orthogonal decomposition (POD), or similary Karhunen-Loeve decomposition or principal components analysis, is now a standard tool that has been applied to turbulence, structures, and many other types of systems. For fluids and structures, the POD has been effective at producing modes that optimize the signal energy distribution in a set of measured time series. POD has been applied, for example, to characterize spatial coherence in turbulence and structures [1] [2] [3] [4] [5] [6] [7] , to evaluate the dimension of the dynamics [3] [4] [5] [6] 8] , modal interactions [9, 10] , to produce empirical modes for reduced order models [11] [12] [13] [14] [15] [16] [17] [18] , and in system identification [19] [20] [21] [22] . The POD is also related to singular value decomposition (SVD). All of these tools have been compared for structural applications [23] . The similar biorthogonal decomposition (BOD), essentially a singular value decomposition for the application of response ensembles, has also been applied to fluids and plasmas [24, 25] .
In specific circumstances, the POD produces the normal modes of a structure [26] [27] [28] [29] , including 2-D structures [30] . The similar "smooth decomposition" method can be applied in general cases to find structural modes [31] .
So the POD family of tools is extremely useful, particularly if extracting standing wave components. This paper addresses the decomposition of nonstanding wave components.
The wavelet transform (e.g. [32] ) is another important tool for analyzing wave motion, and is based on localized basis functions, dilated and shifted in time for each signal. It is well suited for multiresolution or time-frequency decomposition of signals [32] [33] [34] [35] [36] , and obtaining group velocity, dispersion, and attenuation of propagating waves (e.g. [37] [38] [39] [40] [41] [42] ), from measurements of a pair of well-spaced sensors. If the wavelet transform were applied to many sensors, as the POD is applied for spatial characterization, and as now the COD is applied, there would be a large dimension of information to process, although still useful for wave decomposition [39] . It can also be done in 2-D [32, 36, 41] . The approach presented here is a generalization of POD. The basis for discrete POD, in the time-domain perspective, is the real eigen solution of the correlation matrix of the measured ensemble. We generalize this process with the extension of real oscillatory signals to complex phasors. A complex correlation matrix is then formed, and its complex eigensolution is the basis of the decomposition (like a complex singular value decomposition). The complex eigenvectors contain standing and traveling components, which can be identified to produce the full decomposition of traveling and standing waves, whence frequencies and wavelengths can be obtained. In the process, the complex modal coordinates (much like those used for POD [43, 44] , and equivalently the corresponding components of the bi-orthogonal decomposition [24, 25] and the singular value decomposition [45] ) can be extracted and used to obtain frequencies and hence characteristic wave speeds.
In the next section, the basic relationship between complex modes and wave motions is examined. This will reveal the motivation for seeking the extension of real signals to the complex phaser representations. Then the decomposition strategy will be laid out and justified. The method will then be applied to examples.
Complex modes and wave motions
In this section, we illustrate how a complex modal motion can be interpreted as a combination of traveling and standing waves. We then show how a pure traveling wave can be written as a complex modal motion. That is, waves are complex modes.
Wave interpretation of complex modes
Consider a complex mode of the form x j (t) = e αt u, where x j is a vector of particle positions, t is time, α = γ + ωi, and u = c + di is a complex mode, with γ, ω, c and d being real scalars and vectors. The index j is used to distinguish modes.
Mathematically, x j (t) can be considered as a "synchronous complex motion", in the sense that x j = q(t)u is the product of a scalar time function and a fixed vector. However, x j (t) does not represent a synchronous motion in its physical interpretation, as not all particles reach the extrema, or zero, simultaneously. These complex modal motions occur in vibration systems with gyroscopic terms or general damping [46, 47] , or with asymmetric stiffness matrices (flutter).
A linear combination of a complex modal component and its complex conjugate (represented by a bar) is
This means that the oscillation has a continual transition from the shape c, when time is in phase with the extremum of the cosine, to the shape d, when time is in phase with the extremum of the sine. The transition from c to d is cyclic and ongoing until the exponential decay (for γ < 0) diminishes the signal to insignificance. This cyclic and ongoing shape transition provides the appearance of a wavy motion if c and d are independent. The relative sizes and degree of independence of c and d dictate the "amounts" of standing wave and traveling wave components.
Thus the interpretation of a complex modal motion as written above is a motion of frequency ω for each particle, damped exponentially according to γ (if γ < 0), with a wave speed of c = ω/λ, where λ is the wavenumber of c and d.
Interpretation of waves as complex modes
Now consider a sinusoidal wave motion of a continuum, for example y(x, t) = sin λ(x−ct).
by using a trigonometric identity, where ω = cλ. Then
where the complex wave motion z(x, t) = e iωt [sin λx + i cos λx] perfectly matches the form of a continuous complex mode.
If the continuous structure were sampled at values x = x 1 , x 2 , . . . , x m , or if lumped particles were indexed by i = 1, . . . , m, then the discrete parameter complex wave motion would be z = e iωt [c+id] where c is the spatially sampled sin λx and d is the spatially sampled cos λx. Then z+z would produce a real signal with the interpretation of the previous section.
Complex mode decomposition
We first summarize how to express a real oscillatory signal as a complex analytic signal, used in the decomposition process. We then present the decomposition method, justified via an example.
Complexification of a real oscillatory signal
Our decomposition method is to be applied to complex representations of signals. So real measured signals are first extended to the complex world [48, 49] . One way to obtain z(t) uniquely from a real signal y(t) by looking at the Fourier transform F(y(t)) =Ỹ (ω), for which there are complex amplitudes associated with frequencies iω n t and −iω n t, and truncating the −iω n t from 2Ỹ (ω) to produceZ(ω). The inverse Fourier transform produces z(t) = F −1 (Z(ω)), which is an analytic signal [48] . More commonly, if y(t) = Re(z(t)), then the Hilbert transform of y is y H (t) = Im(z(t)) [48, 49] . Thus the complex analytic signal [49] is z(t) = y(t) + iy H (t).
Complex mode decomposition
This idea is motivated by the POD (time domain perspective), where a correlation matrix is formed. In the proposed work, we generate a complex correlation matrix (of sampled complex signals z j ), and with it, extract complex orthogonal modes in the same manner as POMs are extracted by POD from a real, symmetric correlation matrix. The complex orthogonal modes are then interpreted for their traveling and standing wave components according to the ideas above.
Given the signals, z j , j = 1, . . . , M , in complex form, where M are the number of sensors distributed on the structure or specimen, we generate vectors
Paralleling POD, we construct a complex correlation matrix R = 
is complex Hermitian, it has real eigenvalues and complex eigenvectors. The complex eigenvectors, u i , are unique to a scaling constant, which can be complex. (Even when normalized, the unit-magnitude complex scaling constant is not unique.) Furthermore, the Hermitian nature of R implies that
Due to this orthogonality (unitary) property, we can refer to this method as a complex orthogonal decomposition (COD). For example, suppose we have a signal with m harmonic wave components, spatially discretized at x 1 , . . . , x M , such that z(t) = m j=1 q j (t)φ j , is an M -vector with m components to be extracted, with q j (t) = (a j + b j i)e
and φ j (x) = cos jλx − i sin jλx, the samples of which at x 1 , . . . , x M produce φ j . Then, in matrix form, z = Φq, where
The signal is uniformly sampled at times t = t 1 , . . . , t N . As such, the ensemble has the form
The complex correlation matrix is then
. Hence, the matrix D approaches a diagonal of mean squared amplitudes of the complex wave components, as N gets large.
In such case, φ j are (approximate) eigenvectors of R. To see this, consider
where h j is (approximately) a vector of zeros except for the j-th element, due to the orthogonality of the complex harmonic basis functions φ. (Even if the basis functions are not harmonic but are orthogonal and normalized, then h j holds its form.
if ∆x i = ∆x for all i, where φ ji is the ith element of φ j , and L is the length of the discretized medium. Thus, the nonzero value in h will be φ
φ j representing a rectangular rule approximation of a continuous parameter orthogonality integral in Eq. (5).
Then
where δ j is a vector of zeros except for the j-th element which is d j M/L. Therefore, φ j is an approximate eigenvector, and M/L times the mean squared complex modal magnitude, d j , is the associated eigenvalue, of the complex correlation matrix R. The quality of the approximation depends on the sample resolution, i.e. M and N . Thus, in the example of complex harmonic waveforms with harmonic modulations, the complex orthogonal decomposition extracts the complex harmonic waveforms and the mean squared amplitude modulations through the eigenvalue problem associated with the complex correlation matrix R, yielding eigenvectors and eigenvalues as "complex orthogonal modes" (COMs) and values (COVs). The notion that the COVs are optimal mean squared modal amplitudes is reinforced by the associated Rayleigh's quotient,φ
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T φ, in which the numerator is the sum of amplitudes of Zφ elements, which are the complex data projected onto φ.
Indeed, as waves are a complex generalization of synchronous motions, this COD is a generalization of POD, and will be able to extract both standing and traveling waves, as interpreted from the extracted complex modes. Examples will be given shortly.
POD can also recover information about traveling and standing waves. Consider applying POD to a wave of the form of Eq. (2) . The POD applied to a discretization of this distributed parameter signal would lead to two POMs, which will represent discretizations of sin(x) and cos(x). Further interpretation would be needed to tie these together as components of a single traveling wave. This could be done by using the proper orthogonal modal coordinates (or equivalently, the modal histories that result from SVD or BOD), and recognizing that these two coordinates have the same frequency and are 90 degrees out of phase. However, the COD will pair these components together, automatically, as real and imaginary parts of a single complex vector. This capability of POD to get equivalent traveling wave components only works when the wave components are orthogonal (purely traveling). We will see an example of this later.
Independently and contemporaneously, Georgiou [50] has applied a complex POD in the frequency domain for response analysis. Direction finding algorithms MUSIC and ESPRIT [51] [52] [53] [54] also make use of a complex correlation matrix eigenvalue problem, but with different set-up of data arrays, and different emphasis in the analysis.
Modal coordinates and wave speed
Similar to writing the complex ensemble as Z = ΦQ, we can instead define Z = UQ d , where U is the matrix of COD orthogonal modes, and Q d is the ensemble of complex orthogonal modal coordinates. If the modes in U are normalized, then by complex orthogonality of Eq. (4),
This is a complex modal coordinate ensemble matrix, the rows of which are the samples of each modal coordinate, q j (t), sampled at t = t 1 , . . . , t N . The real and imaginary parts of Q d provide the two time-modulation components of the complex wave, representing the time modulations of the 90 o -phased components of the wave. Hence, from the modal coordinates in ensemble Q d , frequency information can be obtained (e.g. by FFT) for the wave components. Likewise, the wave number λ j (2π over the wavelength) can be obtained (by FFT or inspection) from each of the complex modes u j from the COD. The wave speed of each wave component is then available, as c j = ω j /λ j .
Traveling and standing waves
The harmonic-wave example used to motivate the decomposition method in Section 3 was a pure traveling wave. However, it is likely that a signal ensemble can represent a combination of traveling and standing waves. Here, we will discuss the quantification of standing and traveling wave components through harmonic examples.
As seen in Section 2, the complex traveling wave can be thought of as a "dance" between configurations defined by the real and imaginary parts of the wave mode, by which the real part is exhibited when the time modulation of the imaginary part is zero, and the imaginary part is exhibited when the time modulation of the real part is zero.
Imagine, for example, that the real part and imaginary part of the complex wave were the same. For a one-mode example, the analog of Eq. (1) is
which is a standing wave. Now imagine that the real part were much larger than the imaginary part of the complex wave. The "dance" would take place between a dominant configuration and a diminished configuration, making the dominant configuration appear as almost a standing wave.
More generally, some standing attributes are manifested if the real and imaginary parts of the complex wave mode have something in common, or if they are not the same in magnitude. We propose a "traveling index" defined as the reciprocal of the condition number of the matrix whose two columns are the real and imaginary components of the complex mode. Pure traveling waves will have orthogonal components of the same magnitude, leading to a condition number of 1, and hence a traveling index of one. Deviations, either in the magnitudes of the component vectors, or the directions, will lead to larger condition numbers. Vectors lying in the same direction (completely dependent), or of greatly differing magnitudes, will have large condition numbers, and hence small traveling indices. As the traveling index approaches zero, there is essentially one independent vector, representing purely standing motion.
Standing and traveling addends
We can write the COM vector as u = u s + u t , where u s is a purely standing addend, and u t is a purely traveling addend. Then u s = c s + id s and u t = c t + id t . We aim here to decompose the standing and traveling addends using the ideas above.
Suppose
As such, for a single mode motion, or a single-mode reduced motion, with an ensemble such as
It is easy to show that z s (t) is purely standing and z t (t) is purely traveling. In this way, a general wave mode can be separated into standing and traveling addends, which can then be examined independently.
Summary
We have proposed a complex orthogonal decomposition (COD) for extracting wave components. The eigenvectors of a complex correlation matrix R are the complex orthogonal wave modes (COMs), and the eigenvalues (COVs) indicate the mean squared amplitudes of modal wave participation. These COMs contain information about the degree that the motion is traveling. The wavelengths, wave speeds and frequencies can be extracted from the complex modes and modal coordinates. COD is suited for an ensemble, and it involves familiar computations (FFT, correlation and eigen solution).
Numerical examples
A traveling pulse
As an example, we construct a sine-squared pulse wave of length L traveling through a medium of length L = 8π (Fig. 1) . The continuous wave form is y(x − ct) = y(h), where h = x − ct, with c = L/10 = 4π/5 in this example. Thus, the time taken for the wave to travel through the medium is T = 10. The function y(h) is cast in a Fourier series, after which h is replaced with x − ct to represent the traveling wave. In the Fourier series expansion
(a n cos nλh + b n sin nλh),
λ = 2π/L = π/4, and the Fourier coefficients are a 0 = 0, a n = − The traveling waveform of y(x − ct) is truncated at ten harmonics and then evaluated at 50 equally spaced points from x = 0 to L, and sampled at ∆t = 0.1. We used 202 samples instead of a perfectly spatially synchronous 200 samples.
Applying trigonometric identities in the harmonic terms of the y(x − ct) expression of Eq. (7) suggests complex harmonic basis of functions of the form cos(nλx) + i sin(nλx), with time modulations e inωt−φ n , where frequency nω = nλc = nπ/5. The wave decomposition was performed on Matlab on this 10-harmonic pulse signal. First the signal y(x − ct) was extrapolated into the complex form using the FFT −ω truncation method [48] . (This method was chosen at the time of simulation based on familiarity. The Hilbert transform method was applied in subsequent trials with similar results.) The decomposition was done on the complex correlation matrix R as defined above. The real and imaginary parts of the complex COMs visually match the complex harmonic basis of the y(x − ct) expression of Eq. (7). The first two modes are shown in Fig. 2 . There is a slight visual deviation from a pure sinusoid. The traveling indices were computed for each complex mode, and the values for the first nine modes ranged from 0.9753 (fourth mode) to 0.9932 (nineth mode), indicating the numerical error from the constructed traveling index of unity. The tenth mode (ordered by magnitude) is noise, since the eighth harmonic in the pulse wave actually has an amplitude of zero, thereby leading to only nine significant COMs.
Thus, this COD extracted the underlying complex harmonic basis of the Fourier se- In summary of this example, the COD extracted complex modes that match the orthogonal complex harmonic modes generated from the construction of the waveform via the Fourier series. The Fourier basis is then "optimal," in terms the complex modal coordinate magnitudes, for this waveform. The COD also produced wave numbers, modal coordinate frequencies, and wave speeds. 
A localized standing wave
In this example we look at a standing wave of the same shape as the pulse examined previously. For the standing wave, y(x, t) = q(t)φ(x), where φ(x) has the same form as y(h) in Eq. (7) the previous example, with λ = π/2L, and the same Fourier coefficients as previously. Again, the waveform is constructed with zero mean (a 0 = 0). The time modulation function q(t) = sin(ωt) is harmonic with frequency ω = π/5.
The wave decomposition is performed in Matlab on this 10-harmonic standing signal. The real ensemble is first complexified by the FFT method. The decomposition is again done on the complex correlation matrix R as defined above. The first two modes are shown in Fig. 4 . In this case, only one significant mode results from the COD, and its real part is shaped like the localized wave, while the imaginary part is zero. (The other modes are noisy like mode 2 depicted in Fig. 4 .) As such, this mode is enough to represent the dynamics, as it was by construction. The dominant POM is visually identical to real part of the dominant COM, as expected.
By construction, we have a fully standing wave. Fittingly, the traveling index for the significant COM was computed as 2.36e-17. In this case, the COD extracted the shape of the dominant standing wave mode, as a single mode, and did not extract the underlying complex harmonic basis of the Fourier series. Why? Thinking of the traveling-pulse example, one cannot construct the traveling wave across the whole medium by means of alternating between a real part of that characteristic shape for one phase of the complex harmonic, and an imaginary part of an associated shape for the 90 o phase of the complex harmonic. In order for the pulse to travel properly with mathematical complex synchronicity, multiple basis functions are needed. However, with the standing wave, there is no alternation between two shapes as the harmonic goes through a 90 o phase shift. It is indeed possible to set up a synchronous standing wave with a single mode shape.
A single tool, the COD, a complex generalization of POD, can sort out the two cases. The real standing wave is represented as a component of the complex wave decomposition. (In this example, it was the real component, but that is an artifact of the phase of our sinusoidal modulation q(t).)
Traveling triangle wave
In this example, a wave is constructed not with a harmonic basis, but as a single complex vector φ = c + di, where c and d are sawtooth functions, out of phase, similar to those shown in Fig. 5 . The motion (http://www.egr.msu.edu/˜feeny/TriangleAni.gif)takes place by alternating between the waveforms c and d, producing a "rolling" effect, in contrast to a sawtooth wave that translates through the medium. As such, this is an example of a waveform that is not directly constructed via a Fourier series of harmonics.
The COD yields, as the single dominant complex mode (Fig. 5) , a vector very close to φ. The constructed wave travels through the wavelength L = 2π in five seconds. Thus the wave speed is 1.2566 distance units per second. A comparison of the wave speed for the dominant mode, based on FFT calculations of the first modal coordinate history for its frequency, and the first mode shape for its dominant wave number, yields a speed of ωλ = 1.2566.
A triangular pulse translating through the medium would be constructed with a Fourier series of harmonic wave components, and like the previous pulse example, would be expected to yield many COMs that match the harmonic wave components.
This example shows that the COD produces COMs that best represent the underlying structure of the waveform. There is no propensity to produce harmonic components, only components that are orthogonal in terms of the Hermitian product.
Free vibration with general damping
In this final example, we look at a chain of eight unit masses, connected with unit springs, and with at single unit dashpot attached to the end mass. Formulated with the mass displacements as coordinates, the mass matrix is proportional to the identity, the hence modal vectors of the undamped system are mutually orthogonal. In this undamped case, the POD applied to a free vibration with arbitrary initial conditions, or to a response to random excitation, will yield estimates of the normal modes [26] [27] [28] .
However, with the attached dashpot, the system has nonproportional (non-Rayleigh [55] ), and nonmodal (non-Caughey [56] ) damping. The damped vibration modes are obtained using the state variable description [46, 47] . The equations of motion are
where x is an n × 1 array of mass displacements, M, C, and K, are the n × n mass, damping, and stiffness matrices, and the dots indicate time derivatives. Then defining a 2n × 1 state vector y
, and introducing the equation Mẋ − Mẋ = 0, yields equations of motion of the form Aẏ + By = 0,
where A and B are 2n × 2n and symmetric, but neither positive nor negative definite. (A has diagonal n × n blocks 0 and C and both off-diagonal blocks are M. B is block diagonal with blocks −M and K.) Then under the assumption of a response of the form y = e αt φ, the complex modes are obtained from the eigenvalue problem
which in general yields complex eigenvalues α and eigenvectors φ. Now 2n
, where v corresponds to characteristic shapes of velocity states, and w represents characteristic shapes in displacement. By the construction of y, v = αw. The vectors φ are orthogonal with respect to matrices A and B. Note, however, that the latter does not imply that the vectors w are orthogonal with respect to M and K. In fact, they are not.
For this example, the complex eigenvalues and eigenvectors were obtained, and the free single-complex-mode response was constructed as x = e α j t w j + eᾱ j tw j , for some 0 < j ≤ 2n. In this example, α j = −0.2236 ± 1.2998, and w j is depicted in Fig. 6(a) . The imaginary part of α j indicates a free oscillation frequency and real part indicates the decay rate, or the reciprocal of the time constant. The real and imaginary parts of the mode shape are independent, but not orthogonal. The traveling index was computed as 0.68973, indicating that there is a strong traveling component, but a significant standing component as well. Fig. 6(b) contains the strobed still image of the free vibration in this mode (animation currently at http://www.egr.msu.edu/˜feeny/SingleModeAni.gif). From either image, it can be intuitively seen that the motion consists of a combination of standing and traveling components, in that there are no oscillation node points, and the oscillations to and fro do not simply overlap, trusting that indeed the motion is of a single "mode" and not a combination of standing modes.
Applying the COD yielded two "significant" modes, with COVs of 0.0815 and 0.0024. (When the modal motions were made to oscillate without decay, there was only one nonzero COV.) The complex components of the dominant COM are shown in Fig. 7 , plotted along with the displacement partition w of the state-variable linear normal mode φ (solid line). The COM was scaled by a complex non-uniqueness constant to rotate its plot into a comparable orientation. The traveling index computed from the COM was 0.6656, compared to 0.6897 for the displacement partition of the complex normal mode. For comparison, POD was also applied and it yielded two significant modes, with POVs of 0.0292 and 0.0133. The POMs plotted against each other, analogous to real and imaginary parts, are shown in Fig. 8 (a) . In this perspective, they qualitatively resemble the normal modes and the COMs, the latter of which is scaled and plotted in a dashed line in Fig. 8  (a) for comparison. The POMs are orthonormal by construction, and it turns out that the COMs are nearly orthogonal in this example (not generally the case), but the magnitudes differ. The effect of the differing magnitudes of the complex modes results in the differing magnitudes in the POCs of Fig. 8 (b) . The traveling index can be obtained by analyzing the orientation of the POMs and the POCs [57] .
We can dissect this modal motion into its standing and traveling addends according to the ideas in Section 3.4.1. The traveling part is shown in Fig. 9 (a) (animation currently at http://www.egr.msu.edu/˜feeny/TravelingPartAni.gif), and the standing part is shown in Fig. 9 (b) (http://www.egr.msu.edu/˜feeny/StandingPartAni.gif). The last five time samples contained FFT leakage distortions, and were removed. The axes in these images are made the same to provide a visual clue on the relative "amount" of traveling and standing, also sensed in a comparison with Fig. 6(b) . The node points of the standing part are clear.
This example shows that the COD produces complex wave components that appropriately represent a physically generated waveform. The traveling index, and traveling and standing addends of the principle wave mode are easily examined. The POD, on the other hand, has restriction that the POMs, representing out of phase modal components, are constrained to be orthonormal. At the next level of complexity, a multimodal, generally damped free-vibration waveform was also constructed (not shown here). Since the modal vectors w j were not mutually orthogonal (as they arose from state modal vectors φ j that were orthogonal with respect to matrices A and B), the result of the COD was to generate dominantly three orthogonal complex vectors that did not quite match the true complex structural modal vectors. This is similar to what happens when POD is applied to a signal ensemble generated from nonorthogonal modal components. However, analogous to POD, multi-modal COD is expected to be useful when the heirarchy of wave mode participation is important, and also in wave studies for which generally damped linear normal modes are not the focus. For multimodal motions, the COD, with real and imaginary parts, has twice the modal capacity as the POD. The detailed features of the multi-modal study are interesting, and are the subject of continuing stages of the on-going work.
Conclusion
This paper presented a method for extracting oscillatory wave components from an ensemble of dynamic measurements. First, the relationship between complex modes and wave oscillations was explored. Traveling waves can be cast as "complex synchronous modes," and general complex modes can represent a mix of traveling and standing oscillations. A traveling index was proposed to quantify this mix. A method of separating traveling and standing parts was also presented.
The decomposition method is a complex generalization of POD (or similarly SVD). The wave extraction produces a set of complex orthogonal waves, analogous to the real orthogonal modes of the POD and other methods. The wave components can be analyzed to obtain wavelengths, and the complex principle modal coordinates can be used to obtain modal frequencies, and in turn wave speeds for traveling components.
The method was applied to numerical examples of traveling and standing pulses, and the single-complex-mode free vibration of a multi-degree-of-freedom oscillator with general damping (and complex normal modes). In the oscillator, the decomposed mode was further separated into its traveling and standing parts.
When waves are standing, the method produces the same results as POD. When waves are purely traveling, the method produces the same (and in some cases more) information as POD. But in order for the traveling pairs to be matched in POD, analysis of the proper modal coordinates is needed, while they are automatically paired in the COD, at the light cost of extrapolating the response ensembles into complex analytic signal ensembles. When waves are partially traveling and standing, the COD is more efficient than the POD. This is the initial study of the method. Future studies may include the robustness to noise, experimental studies and applications, multi-modal studies in generally damped systems, gyroscopic systems, or nonstructural problems, reduced-order modelling, and the expansion to higher dimensions.
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