We consider a binary hypothesis testing problem in a wireless sensor network, where a fusion center (FC) makes a final decision about the underlying hypothesis. We assume under hypothesis H 0 , sensors' observations are uncorrelated and identically distributed Gaussian, however, under H 1 they are correlated and nonidentically distributed Gaussian and sensors are unaware of this correlation when making decisions. Sensors send their local binary decisions over power constrained fading channels. We consider both parallel access channel (PAC) and multiple access channel (MAC) models. To obtain the detection statistic in PAC, we assume that the FC utilizes a linear fusion rule, which linearly combines the signals received from all sensors, while in MAC, the signal received at the FC is naturally the coherent sum of the transmitted signals. For both PAC and MAC, we derive modified deflection coefficient (MDC) of the detection statistic at the FC with coherent reception. Choosing MDC as the detection performance metric, we formulate several constrained transmit power optimization problems. In these problems, MDC is the objective function to be maximized and there are three different sets of transmit power constraints: total power constraint, individual and total power constraints, and individual power constraints only. We refer to the solutions of these constrained optimization problems as MDC-based transmit power allocation. When analytical solutions to these constrained optimization problems are elusive, we discuss how these problems can be converted to convex ones. Our results show that, compared with equal power allocation, detection performance improvement provided by our proposed MDC-based power allocation is more significant in MAC. We quantify the improvement in terms of several factors, including the degree of correlation among sensors' observations, reliability of local decisions (local detection performance indices), communication channel properties, and the type of transmit power constraint. We also study how the power allocation among sensors varies as these factors change. ).
I. INTRODUCTION
T HE CLASSICAL problem of binary distributed detection in a network, consisting of multiple distributed sensors and a fusion center (FC), has a long and rich history. Each sensor (local detector) processes its single observation locally and passes its binary decision to the FC, which is tasked with fusing the binary decisions received from the individual sensors and deciding which of the two underlying hypotheses is true [1] - [3] . Motivated by the potential applications of wireless sensor networks (WSNs) for event monitoring, researchers have further studied this problem and extended its setup and introduced channel aware binary distributed detection [4] - [6] . This extended setup takes into account that bandwidth constrained communication channels between sensors and the FC are error-prone, due to limited transmit power to combat noise and fading. Therefore, the effects of communication channels need to be considered for system design and performance evaluation. Given each sensor quantizes its observation and makes a binary decision, [4] - [6] have investigated how the reliability of the final decision at the FC is affected by detection performance indices of local detectors (sensors) and the wireless communication channel properties.
Transmit power allocation for channel aware binary distributed detection in WSNs has been studied in [7] , [8] . More specifically, [7] studied the power allocation that maximizes the J-divergence between the distributions of the received signals at the FC under two different hypotheses, subject to individual and total transmit power constraints on the sensors, with parallel access channel (PAC) 1 and coherent reception at the FC (i.e., channel phases are known and compensated). Leveraging on [7] , [8] studied detection outage and detection diversity, as the number of sensors goes to infinity, and sensors have identical detection performance indices. Both [7] , [8] assume that the sensors have independent observations under each hypothesis. Distributed detection with correlated observations has been studied considering error-free [3] , [11] , [12] and erroneous communication channel models [13] - [15] . The focus of [3] , [11] - [13] though is on how to design optimal local detectors and fusion rules to improve the detection reliability at the FC, assuming that the sensors know the correlation among their observations, without any transmit power constraint. Considering very largescale WSNs, [14] , [15] studied error exponents (as the number of sensors goes to infinity) for correlated observations, under average or total transmit power constraint, assuming that the sensors send a scaled version of their observations (i.e., sensors do not quantize their observations). Regarding the network architecture (or access channel model), the bulk of aforementioned literature on channel aware binary distributed detection is focused on the PAC architecture [4] - [6] , [8] , [11] - [13] , [16] , [17] . Researchers have also suggested to exploit the wireless media directly, via multiple access channel (MAC) architecture, to facilitate distributed detection [18] - [24] and distributed estimation [10] , [25] - [27] in WSNs. In the MAC architecture, sensors send their signals simultaneously, such that the FC receives the coherent sum 2 of these transmitted signals. For binary distributed detection in WSNs, [9] compared the detection performance using both PAC and MAC, albeit without imposing any transmit power constraint. The authors in [9] considered coherent PAC and coherent MAC, as well as noncoherent PAC and noncoherent MAC. Different from coherent PAC and coherent MAC, in noncoherent PAC and noncoherent MAC channel phases are unknown and thus cannot be compensated [9] . Assuming that the sensors' observations are independent under each hypothesis and the FC utilizes a linear fusion rule, [9] showed that coherent MAC outperforms coherent PAC, whereas noncoherent PAC (MAC) outperforms noncoherent MAC (PAC) when sensors' decisions are (un)reliable.
We note that transmit power allocation in WSNs has also been studied for distributed estimation [10] , [26] - [34] , where some works minimized the mean square error (MSE) of an estimator subject to certain power constraints [26] - [33] , while others minimized total power subject to a constraint on the MSE of an estimator [10] , [34] . These works mainly focus on the coherent PAC, with the exceptions of [10] , [26] , [27] , in which the sensors communicate to the FC through the coherent MAC. Most of these works assume that sensors' observations are uncorrelated.
Our Contributions: In this paper, we consider the problem of channel aware binary distributed detection in a WSN, where the FC is tasked with distinguishing between two underlying binary hypotheses H 0 , H 1 , based on the collected received signals from all sensors. We assume under H 0 , sensors' observations are uncorrelated and identically distributed Gaussian, however, under H 1 they are correlated and non-identically distributed Gaussian. This scenario would arise when the WSN is deployed to detect a spatially correlated Gaussian signal in additive Gaussian noise [15] . We also assume that the sensors are unaware of such correlation and each sensor makes a binary decision based on its observation. Sensors send their decisions over fading channels, subject to certain transmit power constraints. Regarding the network architecture, we consider both coherent PAC and coherent MAC, in which channel phases are known and compensated, similar to [10] , [26] , [27] . Given local decision rules and a linear fusion rule at the FC, our goals are (i) to find optimal transmit power allocation, when each sensor has an individual transmit power constraint and/or all sensors have a joint transmit power constraint, such that the detection performance at the FC is optimized. We choose modified deflection coefficient (MDC) as the detection performance metric; (ii) to study how the degree of correlation among sensors' observations, reliability of local decisions, communication channel properties, the type of transmit power constraint, and the access channel model affect the relia-bility of the final decision at the FC and the proposed transmit power allocation. This paper differentiates from previous related literature in the following aspects.
• Unlike obtaining J-divergence in [7] , [8] that requires the probability distribution of the detection statistic under the two hypotheses, obtaining MDC of the detection statistic only needs the first and second order moments of the detection statistic. Deflection as a detection performance metric was first introduced in [35] and has been used in cognitive radio networks for cooperative spectrum sensing [36] , [37] and distributed detection in WSNs [16] , [19] , [38] for different optimization problems. Comparing MDC-based optimization problem and its corresponding detection probability-based optimization problem, it appears that solving the former problem can lead into nearoptimal solutions for the latter problem, with much less computational complexity [16] , [19] , [36] . This observation incentivizes us to choose MDC as the metric to find optimal transmit power allocation for our system setup, which to the best of our knowledge, has not been studied before.
• Different from [7] , [8] , [18] - [20] , [25] that assume sensors' observations are independent, we consider the case when sensors' observations under H 1 are correlated and explore the effect of correlation on the optimal power allocation. With respect to [3] , [11] - [13] that considered correlated observations, we relax the assumption that sensors know the correlation among their observations and consider a more practical scenario, where the sensors are unaware of such correlation. We emphasize that there is no transmit power constraint in [3] , [11] - [13] and the authors considered a different optimization problem. Different from [14] , [15] that considered correlated observations, our analysis does not consider infinite number of sensors and we focus on a finite number of sensors similar to [7] , rather than asymptotically.
• Regarding the network architecture (or access channel model), the literature mainly focuses on either PAC or MAC. We consider both architectures and investigate power allocation that maximizes MDC of the detection statistic, under three different sets of transmit power constraints. Motivated by the fact that, when identical sensors and the FC are connected via coherent PAC, the linear fusion rule is a good approximation to the optimal likelihood ratio (LR) rule at low signal-to-noise-ratio regime [5] , we assume that the FC utilizes a linear fusion rule to obtain the detection statistic in the PAC architecture. Since in the MAC architecture, the FC receives the coherent sum of the transmitted signals, using the linear fusion rule for the PAC also allows us to compare the detection performance and transmit power allocation of these two architectures, subject to similar computational complexity at the FC.
• Our results show that the MDC-based power allocation when the FC uses the linear fusion rule is very close to the MDC-based power allocation when the FC uses the LR fusion rule. For homogeneous sensors with identical communication channel pathloss, MAC outperforms PAC at low transmit power, and PAC converges to MAC at high transmit power, regardless of the type of transmit power constraint. Compared with equal power allocation, detection performance improvement provided by the MDC-based power allocation is more significant in MAC and it depends on the type of transmit power constraint and the correlation value. For instance, under the joint transmit power constraint and low (high) correlation, MDC-based power allocation can consume 60% and 55% (6.25% and 5%) less total transmit power than uniform power allocation in PAC and MAC, respectively, to achieve the same MDC value.
Paper Organization: Section II details our system model and three different sets of transmit power constraints. Section III derives a closed form expression for the MDC of the detection statistic for coherent PAC and MAC. Section IV formulates three different constrained optimization problems, describes our approach to solve these problems, and develops MDC-based transmit power allocation. Section V presents our numerical results to illustrate the proposed power allocation for different correlation values, local detection performance indices, communication channel properties, the type of transmit power constraint, and the access channel model. Section VI concludes the paper.
Notations: Scalars, vectors and matrices are denoted by nonboldface lower, boldface lower, and boldface upper case letters, respectively. A Gaussian random vector x with mean vector μ and covariance matrix Σ is shown as x ∼ N (μ, Σ). Transpose and complex conjugate transpose (Hermitian) of vector a are denoted as a T and a H , respectively. DIAG{a} represents a diagonal matrix whose diagonal elements are the components of column vector a. A 0 (A 0) indicates that A is a positive (semi-)definite matrix. a b (a b) indicates that each entry of a is greater than (or equal to) the corresponding entry of b.
For column vector a we have ||a|| 2 = a T a and ||a|| = √ a T a.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Our system model consists of an FC and M distributed sensors. The FC is tasked with distinguishing between two hypotheses H 0 , H 1 . Sensor k makes a local observation x k for k = 1, . . . , M. Let x = [x 1 , x 2 , . . . , x M ] T denote the observation vector. We assume x has the following distributions: under H 0 we have x ∼ N (0, σ 0 I) where σ 0 is the variance, and under H 1 we have x ∼ N (0, Σ) where Σ is a non-diagonal covariance matrix with diagonal entries different from σ 0 , i.e., under H 0 (H 1 ) sensors' observations are uncorrelated (correlated) and identically (non-identically) distributed Gaussian variables. Assuming that sensor k is unaware of the correlation among sensors' observations, sensor k makes a binary decision based on its own observation x k [5] , [7] , [9] and maps x k to u k = 0 when it decides H 0 and to u k = 1 when it decides H 1 . We denote p f k = P (u k = 1|H 0 ) and p d k = P (u k = 1|H 1 ) as the false alarm and detection probabilities of sensor k and assume p d k > p f k . The decision u k is communicated to the FC over a fading channel modeled by a random amplitude gain h k , with transmit power P t k . Let y k and y denote the channel output corresponding to the channel input u k and (u 1 , u 2 , . . . , u M ), when the sensors and the FC are connected via PAC and MAC, respectively (see Fig. 1 ). We have [5] , [7] , [9] PAC : y k = P k h k u k + n k , k = 1, . . . , M
where communication channel noises are n k ∼ CN (0, σ 2 n ) and n ∼ CN (0, σ 2 n ). We assume that h k 's are independently and identically distributed (i.i.d.) over k and h k 's, n k 's and n are independent of each other. Also d F S k is the distance between sensor k and the FC, c is the pathloss exponent, and G is a constant. We assume that the FC forms a detection statistic T using the channel output(s) and makes a final decision u 0 ∈ {0, 1} where u 0 = 1 and u 0 = 0 correspond to H 1 and H 0 , respectively. In particular, the FC ap-
τ 0 where the threshold τ 0 is chosen to maximize the total detection probability P D 0 = P (u 0 = 1|H 1 ) at the FC, subject to the constraint that the total false alarm probability satisfies
In PAC, we assume that the FC utilizes a linear fusion rule to obtain T [5] , [9] . We let T be
Our goal is to find the transmit powers at sensors, P t k for all k, such that the MDC corresponding to T is maximized, subject to different sets of power constraints. We refer to these as the MDCbased transmit power allocation. We consider three different sets of transmit power constraints: (A) there is a total power constraint (TPC) such that M k =1 P t k ≤ P tot , where P tot is the total transmit power budget among sensors, we refer to this set as TPC; (B) there is an individual power constraint (IPC) for each sensor such that 0 ≤ P t k ≤ P 0 k as well as a TPC M k =1 P t k ≤ P tot , where P tot < M k =1 P 0 k , we refer to this set as TIPC; (C) there are only IPCs for sensors such that 0 ≤ P t k ≤ P 0 k , we refer to this set as IPC. Section III drives the MDC corresponding to T . The MDC-based transmit power allocations under these three different sets of power constraints are discussed in Section IV.
III. DERIVING MODIFIED DEFLECTION COEFFICIENT
Before delving into the derivations, we introduce the following definitions and notations. Consider the signal model in (1) and (2) . We let a k = √ P k , w k = Re(n k ), w = Re(n). We define the column vectors 
where E{.} and Var{.} are performed with respect to the channel inputs u k 's and the channel noises. To calculate E{T |H i , h} for i = 0, 1 and Var{T |H 1 , h} in (3), we use the Bayes rule and the fact that
Var{T
and the sums are taken over all values of vector u. To simplifȳ Δ in (5), we add and subtract E{T |u, h} to the terms inside the parenthesis in (5) and expand the products. We havē
We observe that the last term in (6) is zero. ThusΔ in (6) is simplified toΔ = Δ + Δ . Using (4)-(6), we derive the MDC in the following.
A. PAC
Considering the signal model in (1) and (2), we have Re(y k ) = a k h k u k + w k where w k ∼ N (0, σ 2 n 2 ). We write T = a T Hu + 1 T w. Therefore E{T |u, h} = a T Hu. Substituting E{T |u, h} into (4) and using the facts (5) and using the facts u P (u|H 1 ) = 1 and
Note that the correlation among sensors' observations affects the off-diagonal entries ofP d , i.e., for independent observations [P d ] ij = p d i p d j for all i = j and equivalentlȳ
Substituting (7), (8) into (3) we have
B. MAC
Considering the signal model in (1) and (2), we have
. We write T = a T Hu + w. Therefore E{T |u, h} = a T Hu. Substituting E{T |u, h} into (4) and applying similar facts as stated above, we find (5) and using similar facts as stated above we reach
Substituting (11), (12) into (3) we have
Regarding the results in (10) and (13), a remark follows.
Remark: For both coherent PAC and MAC, the MDC takes the following form
Vector b and matrix K are identical for PAC and MAC, whereas scalar c, which captures the effect of the channel noises, is M times larger in PAC. Note that b and K depend on the channel amplitudes H and the local detection performance indices through p d , p f . Also, K depends on the correlation among sensors' observations throughP d .
IV. MDC-BASED TRANSMIT POWER ALLOCATION
Recall P k = P t k θ k where P t k is transmit power of sensor k and θ k captures the pathloss effect. Since
We can rewrite (14) explicitly in terms of vector a t as
In this section, we maximize the MDC in (15) , with respect to a t , subject to three different sets of power constraints that are specified in Section II and from now on we use their following equivalent representations: (A) TPC, where a T t a t ≤ P tot ; (B) TIPC, where a T t a t ≤ P tot and 0 a t √ P 0 . We define vector P 0 = [P 0 1 , . . . , P 0 M ] T and √ P 0 is the component-wise square root of P 0 ; (C) IPC, where 0 a t √ P 0 . Sections IV-A-IV-C discuss the analytical solutions for MDC-based power allocations under these different sets of power constraints.
A. Maximizing MDC in (15) under TPC
The MDC-based transmit power allocation under TPC is the solution to the following problem 
However, the fraction on the right side of the above inequality is equal to MDC(a t1 ), which contradicts the optimality assumption of a t1 i.e., the a t that maximizes MDC must satisfy a T t a t = P tot . When the inequality constraint in TPC is turned into equality constraint, we can rewrite MDC in (15) as
, we use the result of Lemma 2 given below.
Lemma 2:
x T Qx is maximized at x * = Q −1 b t and its non-zero scales.
Proof: See Appendix A.
To solve (O 1 ) using Lemma 2, we need to examine whether the symmetric matrix Q a is positive definite.
if −q 0 we let a * t = −q √ P tot . However, if all the entries of q do not have the same sign, we resort to numerical solutions to find a * t . In particular, we turn the problem (O 1 ) into a convex problem and solve it numerically. We discuss these numerical solutions in Section IV-D.
• Analytical Solution to (O 1 ) with Independent Observations: P d is given in (9) and K simplifies to K = HDIAG{p d }(I −
For homogeneous sensors where p f k = p f and p d k = p d , we find the MDC-based power allocation strategy as q k ∝ 1 g k for large P t o t c (inverse water filling) and q k ∝ g k for small P t o t c (water filling).
B. Maximizing MDC in (15) under TIPC
The MDC-based transmit power allocation under TIPC is the solution to the following optimization problem
While the analytical solution to (O 2 ) remains elusive, we find sub-optimal power allocation via solving the following related optimization problem
where Q a is given in (16) . Note that (O 2 ) is identical to (O 2 ), except that the inequality in TPC is turned into equality, i.e., the feasible set of (O 2 ) is a subset of the feasible set of (O 2 ) and the objective function of (O 2 ) is rewritten accordingly. Indeed, we show in Appendix B that (O 2 ) can be approximated with (O l 2 ) in (21) when κ = P t o t g T g c
1. Appendix B also shows that the solution to (O l 2 ) in (21) satisfies the equality a T t a t = P tot . Replacing the inequality a T t a t ≤ P tot with the equality a T t a t = P tot in (O l 2 ), combined with the inequality a T t K t a t c established in (20) , we conclude that the solution of (O 2 ) is an accurate substitute for the solution of (O 2 ) when κ 1. To solve (O 2 ), we start by considering only TPC at equality (without the box constraints of IPC). The problem solving strategy is similar to solving (O 1 ) in Section IV-A. In particular, to solve (O 2 ), we findq = q ||q|| where q = Q −1 a b t . Ifq 0 we let a * t1 =q √ P tot and if −q 0 we let a * t1 = −q √ P tot . If a * t1 satisfies the box constraint 0 a t √ P 0 , it is the solution to (O 2 ). However, if a * t1 does not satisfy its corresponding box constraint, we can easily show that f (
x T Qx does not have local maximum or minimum in the set {x : x 0} (see Appendix A). This means that, in this case, the closest feasible point to a * t1 is the solution to (O 2 ). That is, the solution to (O 2 ) when 0 a * t1 √ P 0 is the solution to (O 2 ) given below
Our analytical solution to (O 2 ) is presented in Appendix C.
In Appendix C we show that, although (O 2 ) is not convex, the solution to its corresponding Karush-Kuhn-Tucker (KKT) conditions is unique.
C. Maximizing MDC in (15) under IPC
The MDC-based transmit power allocation under IPC is the solution to the following optimization problem
Similar to Section IV-B and Appendix B, we show in
is an accurate substitute for the solution of (O 3 ) when ξ 1. In Appendix D we also show that the solution to (O l 3 ) is a t = √ P 0 (maximum individual power).
• Analytical Solution to (O 3 ) with Independent Observations: Suppose P 0 k = P 0 , k = 1, . . . , M. We showed in Section IV-A that K, K t 0. With independent observations, these matrices become diagonal. To solve (O 3 ), we minimize 1 MDC(a t ) under IPC. Assume ψ, φ are the vectors of Lagrange multipliers of the constraints a t √ P 0 and a t 0, respectively. Then the KKT conditions are 2
ψ k (a t k − P 0 ) = 0, ψ k ≥ 0, a t k ≤ P 0 , and φ k a t k = 0, ψ k ≥ 0, a t k ≥ 0.
Since a T t K t a t ≥ 0, b t 0 and c > 0, we find η > 0. Letting δ k = b t k [K t ] k k and solving the KKT conditions yields
In Appendix E, we show that at least one of a t k s in (18) obtains its maximum √ P 0 . Suppose we sort the sensors such that
, then the above assumption is valid, and we substitute η 0 in (18) and calculate a t i m +1 , . . . , a t i M and MDC in (O 3 ). Note that η 0 depends on m value. Otherwise, we increase m by one and repeat the procedure, until we reach η 0 that lies within the proper interval. In Appendix E we also show that, although (O 3 ) is not convex, the solution to its corresponding KKT conditions given in (18) is unique. It is easy to verify that δ k = (p d k −p f k ) p d k (1−p d k )g k , which is positive for p d k > p f k . For homogeneous sensors, we find the MDC-based power allocation strategy as a t k ∝ 1 g k for η (p d −p f ) √ P 0 p d (1−p d ) ≤ g k (inverse water filling) and a t k = √ P 0 , otherwise (maximum individual power).
D. Discussion on MDC Maximization Using Convex Optimization Program
Recall that in Section IV-A we could not find a closed form solution for (O 1 ) when all the entries ofq do not have the same sign. Also, the exact analytical solution to (O 2 ), formulated in Section IV-B, remains elusive. Hence, we have provided a suboptimal solution, via solving (O 2 ) that is an accurate solution when κ 1. Similarly, we have derived a sub-optimal solution to (O 3 ), formulated in Section IV-C, that is an accurate solution when ξ 1. In this section, we describe how to turn (O 1 ), (O 2 ), (O 3 ) into convex optimization problems, such that they can be solved numerically using CVX program.
We start with (O 2 ), in which we wish to minimize
Employing these definitions, (O 2 ) can be rewritten in the following equivalent form
We can reformulate (O 2 1 ) as
Examining (O 2 2 ), we realize that it is a quadratic programming (QP) convex problem, since D a 0. Hence (O 2 2 ) can be solved using CVX program. One can take similar steps to turn (O 1 ) and (O 3 ) into a problem whose optimal solution can be found numerically using CVX program. In particular, we formulate (O 1 1 ), (O 1 2 ) via deleting the second inequality constraints corresponding to IPC, and formulate (O 3 1 ), (O 3 2 ) via removing the first inequality constraints corresponding to TPC from (O 2 1 ), (O 2 2 ), respectively. Since D a 0, (O 1 2 ) and (O 3 2 ) are also QP convex problems.
V. NUMERICAL RESULTS
In this section, through Matlab simulations, we corroborate our analytical results. We study the effect of correlation between sensors' observations, different sensing and communication channels, different types of power constraints (TPC, IPC, To characterize K s we adopt the model in [28] and we assume [K s ] ij = ρ ij σ s i σ s j where ρ ij = ρ d i j , 0 ≤ ρ ≤ 1 is the correlation at unit distance and depends on the environment and d ij is the distance between sensors i and j. Each sensor employs an energy detector that maximizes p d k , under the constraint p f k ≤ 0.1. Sensors are deployed at equal distances from each other, on the circumference of a circle with diameter 5 m on the x-y plane, where the coordinate of its center is (0, 0, 0). For sensing part, we assume M = 8, s = 2, σ 2 s = 5 dBm, σ 2 0 = −70 dBm, and for communication part we let σ 2 n = −70 dBm, G = −55 dB [7] , c = 2, and P 0 1 = . . . = P 0 M =P. Unless it is stated, we assume h k ∼ CN (0, 1) , ∀k and we average over 10 4 number of fading and noise realizations to obtain the results. To study the effect of correlation we change ρ value and to investigate the impact of variations in p d k 's and communication channel pathloss on the detection performance, we consider the following three cases with different coordinates of signal source s (under H 1 ) and the FC (see Fig. 2 ).
Case V-1) homogeneous sensors with identical p d k 's and identical communication channel pathloss: in this case, the coordinates of s and the FC, respectively, are (0, 0, 3 m), and (0, 0, −10 m). With this configuration, p d k = 0.6615, ∀k and pathloss are identical. Case V-3) homogeneous sensors with identical p d k 's and different communication channel pathloss: with respect to Case V-1), we keep s at the same coordinate and change the coordinate of the FC to (2.5 m, 0, −3 m) first and to (2.5 m, 0, −10 m) next, right below sensor 1. With these configurations, p d k = 0.6615, ∀k, whereas pathloss are different (note that the pathloss corresponding to S 1 , S 2 and S 8 are the three smallest).
• Case V-1) Fig. 3 (a) plots P D 0 versus P tot under TPC for PAC, ρ = 0.1, when the FC employs the linear fusion rule in (2) . It compares three power allocation methods: DPA, UPA, and the power allocation based on maximizing P D 0 under the constraint P F 0 ≤ 0.1 (which we refer to as "P D 0 PA" in this section). To plot the curve corresponding to P D 0 PA we use brute force search to find the power allocation values that maximize P D 0 , whereas to plot the curve corresponding to DPA we use the analytical power allocation solutions we have derived for the linear fusion rule in (2) .
We observe that at low P tot , P D 0 values of three methods are close to each other. However, as P tot increases, the gaps between P D 0 values start to grow, such that DPA outperforms UPA and P D 0 PA outperforms DPA. To understand the effect of fusion rule itself (i.e., our choice of linear fusion rule in (2) versus the optimal likelihood ratio (LR) fusion rule) Fig. 3 (b) plots P D 0 versus P tot assuming that the FC employs the LR fusion rule. Note that the expression for the detection statistic T and its corresponding mean and variances under hypotheses are different from those of linear fusion rule, i.e., T = f (y 1 ,...,y M |H 1 ,h)
where f (.) indicates the joint conditional probability density function (pdf) of y k 's. To plot the curves corresponding to DPA and P D 0 PA, we use brute force search to find the power allocation values that maximize, respectively, the MDC and P D 0 of the new detection statistic T . Comparing DPA, UPA, P D 0 PA we make similar observations to those of Fig. 3(a) . Furthermore, we plot P D 0 versus P tot when the FC employs the LR fusion rule, however, the power allocation is the one that maximizes the MDC of detection statistic T in (2), which we refer to as "DPA with linear rule" in Fig. 3(b) . We observe that, except at low P tot , the curves "DPA" and "DPA with linear rule" are very close, implying that the MDC-based power allocation when the FC uses the linear fusion rule is very close to the MDC-based power allocation when the FC uses the LR fusion rule. The rest of this section focuses on the MDC-based power allocation when the FC uses the linear fusion rule.
Figs. 4 and 5 show P D 0 and maximized MDC versus P tot , respectively, under TPC for PAC and MAC, ρ = 0.1, 0.9, and β F = 0.05. Comparing Figs. 4 and 5, we observe that the MDC and P D 0 follow similar trends. Hence, to make our computations faster and less complex, in the rest of this section we only calculate the MDC. From Fig. 5 , we note that the MDC value increases by increasing P tot or by decreasing ρ. Comparing PAC and MAC, we note that MAC outperforms PAC at low P tot , and PAC converges to MAC at high P tot . These are due to the facts that, at low P tot the effect of communication channel noise characterized by c in the MDC expression of PAC is M times larger than that of MAC (see equations (10) and (13) ) and thus MAC outperforms PAC. However, at high P tot this difference in c values is negligible and hence PAC converges to MAC. We also observe that, at low P tot the detection performance gap between DPA and UPA are negligible, despite the fact that sensors experience different communication channel fading. This is because at low P tot the dominant effect of communication channel noise renders the decisions of sensors equally important to the FC, regardless of the channel realizations and the actual (different) decisions. On the other hand, at high P tot the performance gap between DPA and UPA are significant. Note that this performance gap in MAC is wider than that of PAC. This is expected, since the larger c value in PAC undermines the differences between sensors and narrows the performance gap between DPA and UPA. With respect to correlation ρ, at low correlation ρ = 0.1, DPA provides better detection performance (larger P D 0 and MDC values) than UPA. The performance gap between DPA and UPA is wider for MAC and it becomes even wider as P tot increases. For instance, to achieve the same MDC value, DPA can consume 60% and 55% less total transmit power than UPA in PAC and MAC, respectively. As ρ increases from 0.1 to 0.9, the chances that sensors make similar decisions increase and therefore the detection performance gap between DPA and UPA shrinks. Fig. 6 shows the MDC maximized under TIPC versus P tot for PAC and MAC,P = 30 mW, and ρ = 0.1, 0.9. Similar to Fig. 5 , the MDC increases by increasing P tot or decreasing ρ and MAC outperforms PAC. We also compare the MDC obtained from solving (O 2 ) and (O 2 ), in which we have the inequality constraint (I) |a t | 2 ≤ P tot and the equality constraint (E) |a t | 2 = P tot , respectively. We observe that at low P tot , there is no detection performance gap between "DPA with E" and "DPA with I", whereas at high P tot , the performance of "DPA with E" degrades with respect to that of "DPA with I". This performance degradation in MAC is due to the increasing interference of sensors' decisions at the FC when sensors are assigned higher transmit powers. At very high P tot the performance of "DPA with E" reduces to that of UPA. This is because the maximum value that P tot can assume is MP. Hence, at very high P tot we have |a t | 2 = MP, implying that a t k = √P , ∀k. Fig. 7 shows the MDC maximized under IPC versusP for PAC and MAC and ρ = 0.1, 0.9. We note that at lowP, the detection performance of DPA and UPA are similar, since a t k = √P , ∀k. This observation is in agreement with our analytical results in Section IV-C, where we showed for ξ 1 we have a t = √ P 0 . Given the network architecture, we observe in Figs. 5-7 that, as P tot orP increases, the difference between two maximized MDC values corresponding to low correlation ρ = 0.1 and high correlation ρ = 0.9 grows, while the maximized MDC value for ρ = 0.1 is always larger than the maximized MDC value for ρ = 0.9 at a given P tot orP.
• Case V-2) Assuming h k = 1, ∀k, we investigate the impact of different p d k 's on DPA via plotting P t k , ∀k. Consider when the MDC is maximized under IPC, at lowP, we have P t k =P, ∀k equal power allocation. However, asP increases, for those sensors with smaller p d k values (i.e., less reliable local decisions) we have smaller P t k . We also note that as ρ increases from 0.1 to 0.9 the variations of P t k across sensors increase: for the case when the MDC is maximized under TPC, sensors with larger and smaller p d k 's, respectively, are assigned further more and lesser P t k ; for the case when the MDC is maximized under TIPC or IPC, sensors with smaller p d k 's are assigned less P t k , such that for p d i < p d j we have P t i < P t j ≤P. Fig. 9 plots P t k for PAC for the same conditions as Fig. 8 . Comparing Figs. 8 and 9, we note that similar trends hold true, while the variations of P t k 's across sensors in MAC, especially under TIPC and IPC, are wider than those of PAC (i.e., P t k 's across sensors in MAC are more different from equal power allocation), due to the fact that the c value in MAC is smaller.
• Case V-3) Assuming h k = 1, ∀k, we investigate the impact of different communication channel pathloss on DPA via plotting P t k , ∀k. Consider Fig. 10 which plots P t k for MAC. We observed that P t k 's for different ρ values remain the same. Hence, in this part we focus on ρ = 0.1. Fig. 10(a) corresponds to the case when the MDC is maximized under TPC, P tot = 30 mW, 120 mW, 240 mW. Fig. 10(b) corresponds to the case when the MDC is maximized under TIPC,P = 30 mW, and P tot = 30 mW, 120 mW, 240 mW. Fig. 10(c) corresponds to the case when the MDC is maximized under IPC, and P = 4 mW, 15 mW, 30 mW. Fig. 11 plots P t k for PAC for the same conditions as Fig. 10 . We observe that, for both PAC and MAC under TPC or TIPC, sensors with larger pathloss are assigned higher P t k (we refer to as inverse water filling). Examining the case when the MDC is maximized under IPC and P = 4 mW, we have P t k =P, ∀k equal power allocation in PAC, whereas sensors with larger pathloss are assigned higher P t k (inverse water filling) in MAC. This is due to the fact that the c value in MAC is smaller and therefore, the effective received signal-to-noise ratio in MAC is larger, leading to variations of P t k 's across sensors. To investigate further more the effect of different pathloss on DPA, we move the FC farther from the sensors and change its coordinate to (2.5 m, 0, −10 m), to effectively increase the pathloss between all the sensors and the FC (and reduce further receive power level at the FC), while still S 1 , S 2 and S 8 have the three smallest pathloss. We observe that in TPC and TIPC sensors with smaller pathloss are assigned higher P t k (we refer to as water filling), whereas in IPC, we have P t k =P, ∀k equal power allocation.
VI. CONCLUSIONS
We considered a channel aware binary distributed detection problem in a WSN when sensors are connected via PAC or MAC. We assume under hypothesis H 0 , sensors' observations are uncorrelated and identically distributed Gaussian, however, under H 1 they are correlated and non-identically distributed Gaussian. Sensors are unaware of this correlation when mak-ing their binary decisions and send their decisions over power constrained fading channels. To obtain the detection statistic in PAC, we assume that the FC utilizes a linear fusion rule, while in MAC, the signal received at the FC is naturally the coherent sum of the transmitted signals. We derived MDC in a closed form expression in terms of the optimization parameters (sensors' transmit powers) and the system parameters (including correlation, local detection performance indices, communication channel properties). We studied transmit power allocation schemes that maximize the MDC at the FC, subject to three different sets of transmit power constraint: TPC, TIPC, and IPC. Our findings show that the MDC-based power allocation when the FC uses the linear fusion rule is very close to the MDC-based power allocation when the FC uses the LR fusion rule. For homogeneous sensors with identical communication channel pathloss, MAC outperforms PAC at low transmit power, and PAC converges to MAC at high transmit power, regardless of the type of transmit power constraint. Compared with equal power allocation, detection performance improvement provided by the MDC-based power allocation is more significant in MAC and depends on the type of transmit power constraint and degree of correlation. For instance, under TPC and low (high) correlation, MDC-based power allocation can consume 60% and 55% (6.25% and 5%) less P tot than uniform power allocation in PAC and MAC, respectively, to achieve the same MDC value. For inhomogeneous sensors with identical pathloss, sensors with more reliable deci-sions are assigned higher transmit powers, and the variations of allocated power across sensors increase as correlation increases such that sensors with more (less) reliable decisions, are assigned even larger (smaller) transmit powers. For homogeneous sensors with different pathloss, power allocations are invariant as correlation changes. For low (high) receive power level at the FC, sensors with smaller (larger) pathloss are assigned higher transmit powers under TPC and TIPC. 
However, this inequality contradicts the one in (26) when j, μ are replaced with j , μ . Hence, our assumption regarding the existence of m, m is incorrect and the solution in (25) is unique.
D. Proving that Solution of (O l 3 ) is an Accurate Substitute for Solution of (O 3 ) when ξ 1 and Solution of (O l 3 ) is Equal to IPC Upper Limit Examining K and K t when ξ 1, we can establish the following inequalities
where (a) is because all entries ofP d − p d p T d are less that 1, (b) is found using Cauchy-Schwarz inequality, (c) comes from the inequality in IPC, and (d) is due to ξ 1. This implies that when ξ 1, (O 3 ) can be approximated with (O l 3 ) given below and hence the solution of (O l 3 ) is an accurate substitute for the solution of (O 3 ) when ξ 1
Consider (O l 3 ) and let ψ, φ be the vectors of Lagrange multipliers corresponding to a t √ P 0 and a t 0, respectively. The KKT conditions are −2cb t k b T t a t |a T t b t b T t a t | 2 + ψ k − φ k = 0, k = 1, . . . , M ψ k (a t k − P 0 k ) = 0, ψ k ≥ 0, a t k ≤ P 0 k , and φ k a t k = 0, φ k ≥ 0, a t k ≥ 0
Since b t 0, a t 0, a t = 0, we find −2cb t k b T t a t |a T t b t b T t a t | 2 = φ k − ψ k < 0. Note that ψ k and φ k cannot be both positive, since from (28) it is infeasible to have a t k = √ P 0k and a t k = 0. Therefore either ψ k or φ k must be zero. Since φ k − ψ k < 0, we conclude that φ k = 0 and ψ k > 0. Now, from (28) we have a t k = P 0 k , or equivalently, a t = √ P 0 .
E. Regarding Analytical Solution to (O 3 ) with Independent Observations
First, we show that at least one of a t k 's in (18) 
, since c > 0. However, this violates the definition of η in (17) and contradicts our initial assumption. Hence, there should be at least one a t k = √ P 0 . Next, we show that, although (O 3 ) is not convex, the KKT solution in (18) is unique. Suppose sensors are sorted such that δ i 1 ≥ . . . ≥ δ i M , i.e., a t i 1 ≥ . . . ≥ a t i M , where at least a t i 1 = √ P 0 . Assume that the solution in (18) is not unique, i.e., there exist two indices m, m ∈ {1, . . . , M}, m ≥ m + 1 such that
. Also, a t i j can be obtained from above by substituting j, m, η with j , m , η , respectively. Since m ≥ m + 1, from (29), we find η ≤ √ P 0 δ i m . On the other hand, due to sensor ordering, we have δ i m + 1 ≥ . . . ≥ δ i m . Applying the mediant inequality, we obtain
We observe that two different fractions are less than or equal to
However, this inequality contradicts the one in (29) when j, η are replaced with j , η . Hence, our assumption regarding the existence of two indices m, m is incorrect and the solution in (18) is unique.
