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Abstract
Purpose Assessing change remains a challenge in
patient-reported outcomes. In June 2009, a group of psy-
chometricians, biostatisticians, and behavioral researchers
from other disciplines convened as a Longitudinal Analysis
of Patient-Reported Outcomes Working group as part of
the Statistical and Applied Mathematical Sciences Institute
Summer Psychometric program to discuss the complex
issues that arise when conceptualizing and operationalizing
‘‘change’’ in patient-reported outcome (PRO) measures and
related constructs. This white paper summarizes these
issues and provides recommendations and possible paths
for dealing with the complexities of measuring change.
Methods/Results This article presents and discusses
issues associated with: (1) conceptualizing and operation-
alizing change in PRO measures; (2) modeling change
using state-of-the-art statistical methods; (3) impediments
to detecting true change; (4) new developments to deal
with these challenges; and (5) important gaps that are
fertile ground for future research.
Conclusions There was a consensus that important
research still needs to be performed in order develop and
refine high-quality PRO measures and statistical methods
to analyze and model change in PRO constructs.
Keywords Outcome assessment (Health Care)  Quality
of life  Longitudinal studies  Psychometrics  Statistical
models  Response shift
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Introduction
Understanding the patient experience at multiple time
points provides investigators and clinicians with a more
comprehensive picture of the impact of disease and treat-
ment over time. Substantial advancement has been made to
create reliable, valid, and responsive instruments for mea-
suring PROs. Determining how to best measure and
quantify change in PROs over time is still under develop-
ment. Historically, well-defined physical measures such as
length had their developmental periods. What is now the
standard ‘‘foot’’ in English Units was once a variable and
uncertain measure. In ancient times, measures of length
were based on body parts [1]; the traditional belief being
that a person measured distance by the number of his own
feet that would cover the length in question. Traditional
accounts relay that later the length of the King’s foot was
declared the standard ‘‘foot’’, but could change with new
kings. Finally, a unified, non-changing standard was
adopted to create the modern definition.
In June 2009, a group of biostatisticians, psychometri-
cians, and behavioral researchers from various other
disciplines convened in a Longitudinal Analysis of Patient-
Reported Outcomes Working Group as part of the Statis-
tical and Applied Mathematical Sciences Institute Summer
Psychometric program to discuss the complex issues that
arise when conceptualizing and operationalizing ‘‘change’’
in PRO measures and related constructs. This white paper
summarizes the issues discussed, reviews the current state
of the art bringing together research from different disci-
plines such as psychometrics, statistics and psychology,
and provides recommendations and possible paths for
dealing with the complexities of measuring change. A more
detailed report can be found online [2]. This white paper
will discuss issues and recommendations associated with
the following: (1) conceptualizing and operationalizing
change in PRO measures; (2) modeling change using state-
of-the-art statistical methods; (3) impediments to detecting
true change; (4) new developments to deal with these
challenges; and (5) important gaps that are fertile ground
for future research (see Fig. 1).
Conceptualizing and operationalizing change
in PRO measures
Classical test theory and item response theory
The paradigm that dominates the concept of change in
psychometric research derives from classical test theory
(CTT) [3]. In CTT, observed measures of change (based on
subtraction of post-test from pretest scores on a given
repeated measure) can be decomposed into change in an
attribute’s true score plus differences due to random error
of measurement that occur at each observation [3–5].
Cronbach and colleagues [6] recognized that this error
could distort true change and devised an approach to
regress individuals’ observed change scores toward the
grand mean of sample change, in accord with the unreli-
ability of the measure. Regression approaches have also
been used to adjust for measurement-ceiling and mea-
surement-floor effects that necessarily attenuate change
(i.e., initial scores close to a measure’s maximum value
cannot increase as much as other scores). These classical
Fig. 1 Roadmap: This figure graphically describes the content of this
white paper. Only two time points are considered for simplicity.
Measurement occurs at 2 time points (time 1 and time 2). The boxes
or circles that have no fill color represent major concepts/sections of
the paper. Dotted lines indicate concepts that are rarely measured or
accounted for. Section ‘‘Conceptualizing and operationalizing change
in PRO measures’’ speaks to developing measures. Section ‘‘Mod-
eling change using state-of-the-art statistical methods’’ of the paper
discusses modeling and interpreting change using the developed
measures. Section ‘‘Impediments to detecting true change’’ discusses
impediments to measuring change. Specifically, this paper reviews the
contingent true score model and how it can facilitate understanding
change in PRO scores. The observed change depends on the measures
at the two time points. Each measurement at each time point is
influenced by an individual’s appraisal parameters which may or may
not be constant across the time points
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corrections to change scores are problematic because they
are highly dependent upon the characteristics of a given
sample.
Recently, quality of life (QOL) research has benefited
from seminal work done in educational testing using item
response theory (IRT) methods [3, 7, 8]. In IRT, the esti-
mation of an individual’s latent score is based on a prob-
abilistic model derived from the individual’s responses to
items with well-defined parameters of difficulty and
discrimination. Using IRT, unbiased estimates of these
parameters are attainable even when the sample may not be
fully representative of the population. This makes them
more consistent on a population level than their CTT
counterparts [9].
To be included in a measure, item response probabilities
must fit a specified model (usually a logistic function), as a
function of the score on the latent trait of interest. Many of
the mainstream IRT models do not allow for large effects of
individual differences other than influences from the per-
son’s trait level. This approach is potentially problematic for
PROs because relevant content may not be included if the
items perform differently across group membership (e.g.
gender) or because of unmeasured individual differences.
Operationalizing instrument responsiveness
to true change
Measuring change requires instruments that are sensitive
enough to detect that change. A PRO instrument is
responsive if it shows change when there is true change (cf
[10, 11]). Responsiveness is a contextualized attribute of an
instrument rather than an unvarying characteristic—it is a
function of who is being analyzed (individuals or groups),
which scores are being contrasted (cross-sectional versus
longitudinal), and what type of change is being quantified
(observed change versus important change) [12]. A recent
review of the available responsiveness statistics identified
one index, Cohen’s effect size [13], as most appropriate
[10]. Cohen’s effect size anchors observed change against
variability at baseline, is less vulnerable to extreme values,
and is more readily interpretable [10].
The 2009 FDA guidance for industry, Patient-Reported
Outcome Measures: Use in Medical Product Development
to Support Labeling Claims [14] extends the responsive-
ness property to include quantifying a benchmark for
change on the PRO scale which characterizes the mean-
ingfulness of an individual’s response (rather than a groups
response) to active treatment. This requires determining the
smallest PRO score difference that can be judged as
meaningful. Various methods exist for estimating this
minimal important difference (MID) for PRO scales (cf
[15]). There are three common categories: (1) Anchor-
based methods compare changes in PRO scores over time
with patient- or clinician-reported global ratings of overall
change in disease severity on a balanced Likert-type scale.
For more detail, see the study by Juniper et al. [16] (2)
Distribution-based methods rely on the distribution of the
empirical data from an administration of the PRO measure.
Most commonly the distribution-based MIDs are some
function of the standard deviation of the baseline scores
(this includes methods based on the Standard Error of
Measurement). For more details, see Norman et al. [17] and
Wyrwich et al. [18] (3) Statistical Rules of Thumb methods
are, as the name implies, based on statistical rules of
thumb. For example, across numerous studies a 0.5-point
change or greater per response on a 7-point graded-
response question has been applied to define an MID [19,
20]. More details regarding this method and the previous
two are also given in the online report [2].
Patients achieving the benchmark response are consid-
ered treatment ‘‘responders,’’ whereas patients not achieving
that amount of response are considered ‘‘non-responders.’’
The guidance provides examples of benchmarks, such as a
2-point change on an 8-point scale or a pre-specified percent
change from baseline. These pre-specified values are defined
using external measures and should be at least as large as an
MID because minimal change may not be sufficient to
classify a patient as a responder.
There is currently no consensus for defining an optimal
MID value. Common practice is to calculate multiple
estimates of MIDs and consider all their values to judge the
meaningfulness of reported change [14, 21, 22]. After the
range of MIDs has been defined, patient- or group-level
comparisons may be made using the MID(s) as a guideline.
For example, the percentage of patients achieving change
of at least one MID for each domain can be compared
across treatment groups as a criterion for the amount of
improvement, and this can be statistically tested to deter-
mine if there is a more efficacious treatment.
Modeling change using state-of-the-art statistical
methods
There are two general statistical model formulations that
developed recently and somewhat independently that are
now becoming widely used for analysis of longitudinal PRO
data. The first is multi-level modeling (MLM). Such models
are also called hierarchical linear models in educational and
behavioral sciences [23, 24], and mixed-effects models or
mixed models in biometrics and medical statistics [25].
Although we discuss linear models, there are also more
complicated non-linear models [26]. The second modeling
framework is structural equation modeling (SEM), particu-
larly the latent curve models for repeated measures data [27].
SEM represents the culmination of econometric/sociometric
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simultaneous equations (path) analysis and the psychometric
factor analytic measurement models [28].
In MLM and SEM, a model is specified directly on the
repeated observations for each individual. Both frame-
works offer more flexibility and model change over time
more accurately than methods based on Generalized Linear
Models [29, 30]. MLM and SEM allow for individual
differences in the initial status and rate of change, repre-
sented as (co)variance components. Both time-varying and
time-invariant covariates can be included in the models to
elucidate the causes and patterns of change for individuals
and groups. Through the use of full-information maximum
likelihood, MLM and SEM require only the relatively weak
missing at random (MAR) assumption for missing data
[31] (discussed in more detail in a section on missing data),
and therefore, handle unbalanced designs. Importantly,
MLM or SEM analyses provide estimates of individual
characteristics of growth and how these individual char-
acteristics relate to the covariates.
For a large class of models, MLM and SEM lead to
equivalent model formulations. Essentially, the random
effects—effects that are assumed to come from a distri-
bution, as opposed to an unknown but estimable (fixed)
constant—in MLM are specified as latent variables in
SEM. MacCallum, Kim, Malarkey, and Kiecolt-Glaser [32]
discuss these similarities in detail. If the two frameworks
produce equivalent models, it can be shown that they lead
to the same parameter estimates [33]. MLM is more
advantageous when subjects are clustered (e.g., subjects
nested within clinics) because modeling additional levels
of nesting in MLM is straightforward. SEM is more flex-
ible when some of the covariates are latent constructs that
are measured by fallible observed indicators because SEM
accounts for measurement error.
Impediments to detecting true change
Current methods allow one to identify what constitutes a
true PRO score change and to model and interpret this
change. However, there are threats to the measurement of
true change. Three threats relevant to longitudinal PRO
data are (1) response shift, (2) instruments with varying
sensitivity across the trait of interest, and (3) non-ignorable
missing data. Although all comparisons will be affected,
estimates of intra-group change will be most strongly
affected by these impediments.
Response shift
Individuals employ subjectivity to appraise their QOL and
other PRO variables; in fact no measurement of QOL or
related evaluative constructs—constructs whose measures
depend on internal standards of the person reporting them and
therefore have no external validations—is possible without
subjective appraisal. An individual’s criteria for these sub-
jective constructs can change during a course of illness and
treatment. Such ‘‘response shift’’ phenomena [34] are ubiq-
uitous in health-outcome research, showing that individuals
who experience health-state changes often modify their
internal standards, values, and conceptualization of target
constructs in an iterative process of adaptation [35].
These subjective aspects of a ‘‘response shift’’ add
unmeasured variability into the model because many cur-
rent PRO measurement instruments do not account for the
subjective aspects that influence the score. These subjective
aspects are potentially measureable and could be included
as factors in the model. Perhaps a paradigm shift is
required: instead of viewing response shift as an impedi-
ment to the measurement of change that must be prevented,
the model is more appropriately considered misspecified.
An important goal is to account for these appraisal factors
when they pose a threat to measuring change.
To more fully address the nature of change in evaluative
constructs, Schwartz and Rapkin introduced the notion of
the contingent true score. They argue that any measure of
an evaluative construct must be interpreted contingent on a
cognitive-affective process of appraisal that underlies an
individual’s response [36]. They formulate that the true
score depends upon four parameters of appraisal: Frame of
Reference, the individual’s frame of reference or interpre-
tation of an item; Sampling of Experience, an individual’s
process of selecting experiences within the frame of ref-
erence; Standards of Comparison, the standards used to
evaluate the experiences; and Individuals Combinatory
Algorithm, the algorithm for combining or reconciling
discrepant experiences and evaluations [36]. For evaluative
measures, Rapkin and Schwartz hypothesize relationships
between changes in appraisal parameters and the three
types of response shift—reconceptualization, reprioritiza-
tion, and recalibration [36]. Ethnographic methods by
Wyrwich and colleagues [37] have shown that these four
appraisal parameters substantially account for individuals’
introspective statements about their QOL and help validate
this relationship between appraisal and response shift.
Sensitivity changes across the PRO continuum
It is challenging to develop items to measure across the
entire range of a trait, and PRO instruments tend to be
adequately sensitive for only subsets of the range of the
construct [38]. Even the newly developed Patient-Reported
Outcomes Measurement Information System (PROMIS)
instruments, whose item banks underwent extensive quali-
tative and quantitative development, tend to be more sen-
sitive and reliable at certain values for the construct [39–41].
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For example, the PROMIS Pain Impact bank has very little
reliability at the lower end of the range (see http://www.
assessmentcenter.net/ac1/). These qualitative issues affect
the measurement of PROs, and affect the ability to measure
PROs longitudinally. (see [38] for a more detailed discus-
sion). Although not a complete solution, rigorous IRT
analysis can facilitate assessing the varying sensitivity of the
instrument to identify instruments most sensitive to the
change of interest in a particular study.
Missing data
Missing data causes challenges when assessing change in
PRO scores. Often the data are missing because of the
unobserved outcome; for example, the subject’s QOL has
dramatically declined, and the subject stopped reporting
their data. The missingness of the data depends on the
unobserved outcome, and such missingness cannot be
ignored. Such data are non-ignorable missing data, or
missing not at random (MNAR). These data are problem-
atic because selection of the appropriate analytic models
depends on untestable assumptions [42–44]. (cf [43] for
helpful review). As most statistical methods assume that
missing data are missing at random (MAR)—that the
probability of missingness depends only on the observed
data—the typical approach for non-ignorable missing data
is to collect or determine ancillary data that capture the
relationship between missingness and the unobserved data.
For a helpful review of classical (multiple imputation) and
modern (pattern mixture) methods for handling missing
data, see [43, 44]. For more details see the online report [2].
The problems of non-ignorable missing data and
response shift have some similarities; both are situations in
which ancillary data improve the likelihood that the esti-
mation of change is closer to the true change. The chal-
lenge in both areas is to identify the ancillary variables
through research and to incorporate them prospectively
into clinical investigations.
New developments
New developments in PRO methodology address some of the
previously mentioned challenges. New modeling techniques
enhance the PRO measures and address other issues related to
change, such as identifying an MID. Assessing appraisal
variables and accounting for their effects have been shown to
increase the sensitivity to detecting true change [45].
Multidimensional IRT
The advantages of IRT over CTT in health outcomes mea-
surement have been demonstrated by a recent wave of
applications [46]. Mainstream IRT assumes the underlying
construct that the items measure can be represented with a
single (unidimensional) latent trait. It is becoming more
evident that several PRO measures and specifically general
QOL measures are more accurately modeled as a combi-
nation of constructs. This suggests a multidimensional
model might fit better. If response shift occurs, or if appraisal
information is to be included in QOL or PRO measures, a
multidimensional model might better capture both the PRO
construct and appraisal characteristics. Multidimensional
IRT relaxes the unidimensional assumption so that the
observed items are influenced by multiple latent variables
[47]. In longitudinal settings, multidimensional IRT models
can facilitate detection of response shift or inclusion of
appropriate appraisal information in PRO measures.
Consider a PRO construct (i.e. depression) that is being
assessed pre- and post-treatment for a group of respondents.
The relationship between the items and the latent construct
may change over time. From a psychometric perspective,
this is a classical longitudinal measurement invariance issue.
Modeling and testing invariance requires an IRT equivalent
of the longitudinal factor analysis model [48]. In this model,
the unidimensional construct at the two time points is rep-
resented as two correlated factors, each measured by the
time-specific item responses. Also additional latent vari-
ables can be included to model residual dependence across
time induced by using the same item twice.
Figure 2 shows the general structure of this model for
three items and two occasions. Rectangles represent the
observed items and circles represent the latent variables.
Fig. 2 IRT equivalent of the longitudinal factor analysis model using
3 items and 2 measurement occasions. Rectangles represent observed
items (items 1–3); circles represent latent variables. 1 represents the
latent variable at time 1, and 2 represents the latent variable at time 2.
These are represented as 2 separate correlated factors. The blank
circles represent additional latent factors that model residual depen-
dence that can occur when the same item is used repeatedly over time
Qual Life Res (2011) 20:1159–1167 1163
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Such a longitudinal multidimensional IRT model was
considered by Hill for dichotomous responses, and by te
Marvelde, Glas, & van Damme, with some restrictions, for
ordinal responses [49, 50]. By manipulating the constraints
on the item parameters in a multidimensional IRT model,
researchers can tease apart the observed change into two
components: change due to response shift and true change
in the level and variability of the latent construct [51].
Widespread use of multidimensional IRT models is
hampered by challenging computational issues in parame-
ter estimation. Recent computational advances in adaptive
quadrature [52], Markov chain Monte Carlo methods [53],
and stochastic approximation [54, 55] are poised to resolve
them. Cai [51] developed a two-tier item factor analysis
modeling framework and efficient computational tools that
facilitate longitudinal IRT analysis and tests of longitudinal
measurement invariance. Further developments such as this
are required to make multidimensional IRT more accessi-
ble to applied researchers.
New methods for MID
New methods have been developed to define MID values by
incorporating clinical or patient-based judgment. The ‘‘con-
sensus’’ value approach requires that a panel of healthcare
professionals or patient panelist determine an MID based on a
series of appraisals using their clinical experience and stan-
dard-setting techniques [56]. Another approach combines
clinical judgment and receiver operating characteristic (ROC)
curves to identify the unit of change on the PRO that best
predicts clinical judgment of the minimal important change
[57]. Finally, one can use IRT to compute change in the PRO
measure on the standardized latent construct scale, building
upon the anchor-based methods by identifying the minimal
value in terms of the minimally identified change on the latent
construct [58].
The QOL appraisal profile
Assessment of changes of appraisal can account for
response shift and provide a more complete understanding
of PRO scores. Rapkin and Schwartz introduced a QOL
Appraisal Profile that can elicit multiple measures of each
of the four appraisal parameters [36]. Li and Rapkin [59]
have demonstrated that this tool can be useful for exam-
ining response shift in QOL in HIV patients. A rich area of
future research involves how to incorporate appraisal
information into PRO measurement.
Consensus, recommendations, and future directions
Identifying a consistent and replicable ‘‘king’s foot’’
measure of true PRO change is challenging because the
process of self-report is complex and there are many sub-
jective factors that can influence self-report scores [36, 60,
61]. Much progress has been made in measuring and ana-
lyzing PROs longitudinally; nevertheless, new research
understanding the role of appraisal and response shift, as
well as how to operationally define MIDs, is still required.
Most PRO measures do not account for the appraisal
factors that affect how people report their experience.
Developing measures to incorporate appraisal parameters
can greatly reduce the obfuscating effect of a response shift
and increase measurement precision. It is as yet unclear
how to introduce appraisal assessment to the measurement
of change in PROs.
Appraisal parameters necessarily influence how indi-
viduals respond to and evaluative items. Item evaluation
and selection according to IRT assumptions must then
account for and reflect appraisal processes. It is necessary
to investigate what frame of reference we are uninten-
tionally imposing by excluding conceptually relevant items
with unacceptable fit to IRT models or high differential
item functioning across diverse groups. In addition, current
approaches to assess appraisal involve qualitative data that
require considerable coding for quantitative analysis.
Indeed, Bloem suggests that appraisal parameters are best
assessed for each individual item [62]. It would be desir-
able to identify a parsimonious system to describe and
quantify appraisal parameters for use in further quantitative
analysis.
Finally, in the scenario described in the Multidimen-
sional IRT section, response shift is still seen as a type of
nuisance, and not as an intrinsic part of measurement for
PROs. To capture true change in PROs, we recommend
that future research bring together concepts from IRT and
the contingent true score model. First it is necessary to
understand when it is important to measure appraisal and
when it is not. The more evaluative a measure is, the more
potential importance appraisal can play. This will require
better measurement of appraisal phenomenon, and
expanding current mainstream IRT models not only to
include multiple latent variables (such as current multidi-
mensional IRT models) but also including additional
explanatory information into the IRT models. Rijmen,
Tuerlinks, De Boeck, and Kuppens [63] presented IRT
models as a special case of non-linear mixed models and
De Boeck and Wilson [4] further expanded that relation-
ship into a framework they call Explanatory Item Response
Models. The benefits of such a framework is the ability to
handle measurement issues such as the multiple latent traits
(multidimensionality) as well as statistical or predictive
issues such as developing models that adjust for differential
item functioning, modeling changes in appraisal parame-
ters, and understanding the effect of appraisal parameters
on measurement.
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It is also worth mentioning that technological advances
such as computerized adaptive testing and interactive voice
response methods offer promising areas of future research
to overcome many of the issues with longitudinal PRO
measurement such as missing data issues, and possibly
facilitate standardization of some of the appraisal variables.
More discussion can be found in [2]. Using IRT (or mul-
tidimensional IRT) and related computer-adaptive testing
approaches to assess appraisal itself may be useful to better
assess appraisal parameters while minimizing the burden
associated with such assessment. Critical future research
investigating explanatory item response models for use in
computerized adaptive testing would further facilitate such
approaches to incorporating appraisal. Because appraisal
processes are subject to change over time, measuring ‘‘true
change’’ in evaluative measures is difficult without at least
a thorough understanding of the appraisal process and its
effect on measurement.
Another approach might be to adapt PRO measures to
include new items or new collection techniques that can
anchor some of the important appraisal variables. For
example, during a chemotherapy treatment regimen, one can
fix the appraisal variables at specific levels such that they
remain consistent for patients across the treatment period.
This requires understanding the appraisal process for
instrument development, but would not necessarily require
measuring appraisal with the hypothetical PRO instrument.
Despite notable developments in our understanding of
MID and responsiveness, additional work in interpreting
change values is required. Current practice uses patient-
level units to make both patient-level and group-level
judgments. Smaller group-level changes or smaller differ-
ences in means between groups may equate to similar
treatment impacts as indicated by patient-level classifica-
tions based on an MID. Comparing patient groups who
‘‘achieved MID’’ versus those who ‘‘did not achieve MID’’
by treatment is not equivalent to testing whether the means
of the treatment groups are statistically different.
Second, some MID approaches (described in more detail
in [2]) use only a portion of the available data. Data from a
sometimes very small subset are used to estimate the MID,
while the remaining data are ignored or simply checked to
ensure that the pattern of change matches the expected
change on the PRO scale. Future research should further
develop methods to incorporate all the data from those
methods to define MIDs or ways of interpreting change.
Third, MIDs are applied uniformly along the entire
score range. Under certain circumstances it may be more
reasonable that MIDs vary according to disease severity or
some other characteristic—minimal important changes
may depend on where a patient begins on the concept
measured (similar to an ANCOVA-type argument). In
addition, the measurement precision of the instrument
should also be taken into account when defining an MID.
For example, an MID should not be identified and then
applied at the patient level if it is less than the standard
error of measurement.
Finally, very little work has been done related to the
contingent true score model and its effect on developing
MID estimates. Integrating the contingent true score model
and MID forces one to revisit the definition and interpre-
tation of MID and to reconsider response shift effects on
the MID. Rich areas of future research in the longitudinal
analysis of PROs involve continued investigation of
appraisal variables, new methods to identify responders,
methods to determine responsiveness, methods to improve
estimates in the presence of non-ignorable missing data and
even reduce missing data.
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