Abstract
Introduction
With increasing levels of electronic penetration, it becomes all the more important to try to withstand possible hardware failures, lest they cascade throughout highly interconnected domains. Nonetheless, cost issues as always loom paramount. We propose a highly cost-effective approach for the concurrent detection of faults in linear digital systems. As DSPs constitute an integral part, if not the central locus, of a large number of electronic applications, a variety of concurrent error detection schemes, mostly reliant on algorithmic approaches, have been previously suggested, such as for digital filters [l] , FFT networks [ 4 , 7 , 6 ] , QR factorization [6] and linear digital systems [ 2 ] .
The primary concurrent fault detection approach for the fundamental operations of digital systems, proposed by Huang and Abraham [3] , provides error detection and correction for matrix operations through checksum codes. As noninteger implementations may cause individual checksum comparisons to fail due to rounding effects, realnumber codes have been proposed as an alternative [ 5 ] .
Utilizing the approaches proposed for embedding fault tolerance into matrix operators [3, 51, In this work, we propose a concurrent error detection scheme for a general set of linear digital systems. The proposed scheme requires access solely to inputs and outputs of the system; a time-extended invariant is continuously checked. Even though lack of access to the internal states of the system introduces uncertainty to the invariant, high fault detection is achieved through accumulation of fault effects, nonetheless. Accumulation of fault effects results in an inverse correlation between fault magnitude and latency, a positive outcome as it implies that faults which may impact the system significantly are caught expeditiously. The superior fault detection capabilities of the scheme are shown analytically and are verified experimentally herein.
Section 2 defines the class of systems for which the proposed scheme is applicable. Derivation of the invariant and its hardware implementation is provided in section 3. While section 4 verifies analytically that the simple invariant checking mechanism indeed provides exceedingly high fault coverage, section 5 confirms the same fact experimentally. Section 6 discusses the significance of the results obtained in this work.
System Definition
While digital linear systems can be written as a set of equations in various ways, a state variable description is the most general representational form. A canonical form is given in equations 1 and 2 , showing the next state and output functions, respectively; with n inputs, m outputs and k internal states; A , B, C, and D denote matrices of dimensions k x k , k x n, m x k , and m x n, respectively. stt1 = Ast + B u t y t = Cst + Dut Throughout this paper, we use s to denote the internal states of the system, while U andy denote the inputs and the outputs of the system, respectively. Superscripts of column vectors denote a particular time instance, while bold capital letters are reserved for matrices and bold lowercase letters for column vectors.
Concurrent Test Implementation
Error detection schemes that access solely inputs and outputs result in low-cost implementations. We propose an accumulation-based approach, wherein the effect of the internal states in the long run is shown to be minimal, thus enabling their construal as part of a tolerance factor. On the other hand, all fault effects are guaranteed to accumulate over time to exceed this tolerance factor introduced through lack of state observation. Detailed derivation of the inputloutput relation that is independent of the internal states is provided in the following subsection, followed up with a subsection dedicated to proving an upper bound in the tolerance term of the invariant checking equation.
Derivation of the Invariant
Derivation of an invariant between the inputs and the outputs of a linear time invariant system requires a relation that is independent of the internal states. While the original output function depends both on the inputs and the internal states of the system, by solving the recursive next state equation (equation I), we obtain: Equation 3 shows that, given the internal state of the system at time 0 and the set of inputs from time 0 to t -1, the internal state of the system at time t can easily be determined. By substituting the expression for st into equation 2, the result can be extended to the output at time t.
While equation 4, assuming that all initial states are zero, provides a relation between the inputs and outputs, checking this relation is essentially equivalent to replicating the original system. An alternative cost-effective relation needs to be attained to ensure viability of the scheme we propose. The desired complexity reduction of the relation in equation The second term can be split into 3 parts:
In the above equation, omitting all but the second and third terms provides an invariant with no reliance on internal states. Omitted terms do not affect the invariant significantly and thus can be construed to constitute a tolerance term. Such observations lead to the following relation between the accumulated inputs and the outputs:
where the tolerance, r , can be given as: Equation 10 provides a simple relation between the inputs and outputs within a tolerance, T , that can be utilized for concurrent error detection. Letting r,,, denote the maximum magnitude of the tolerance, the following condition' provides a simple error checking mechanism.
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'We use the notation IlAIl to denote a matrix whose entries are made up of the absolute value of the corresponding entries in the A matrix. The same notation is used for column vectors as in equation 12. error detection scheme for a system with one input and one output necessitates only a multiplier, a subtractor, an adder, a register, and a comparator.
Upper Bound on Tolerance Magnitude
Linearity of equation 9 guarantees that the upper and lower bound of the tolerance is equal in magnitude if the input range to the system is symmetrical about the origin. In linear systems, the dynamic range is usually chosen so that the negative and positive ranges are equal. This observation simplifies the consequent analysis of tolerance bounds by necessitating derivation only of the maximum value of the tolerance. The first term of equation 9 can easily be maxi- 
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While equation 14 provides a constant upper bound on the second term of the tolerance equation, it is quite pessimistic due to repetitive applications of the triangle inequality during its derivation. While the constant upper bound provided by equation 14 is not tight, it nonetheless is useful in guaranteeing that the second term of the tolerance in equation 9 is also bounded. Consequently, the overall tolerance, T , can be bounded by:
A tight but time-dependent upper bound can be attained by directly maximizing the second term of the tolerance equation 9. The result of the maximization is given in equation 16. In case equation 16 is utilized for the upper bound of the second term, however, the overall bound is determined to be only [3.63] at T = 1,000,000.
Fault Detection Analysis
In an accumulation-based concurrent error detection scheme, the fault detection capabilities of the system depend on the average behavior of the accumulated fault effects on the output. For average fault behavior analysis, we utilize the superposition principle. Independent of the fault model, the effect of a fault in a linear system can be modeled as an external input to the system at an appropriate point. A fault in the matrix vector multiplication for the next state function, either in the Ast or the But term, can be modeled as an additive external input, f,, a k x 1 column vector, to the system. A fault in the matrix vector multiplication of the output function can also be modeled as an external input, fo, a k x 1 column vector, to the system. The modified equations for the system considering the external inputs f, andf, become:
(: 18) yiotul = Cst + Dut + f," whereyiotul = y t + yj. By utilizing the superposition principle, the incremental fault effect at the output, yft, can be determined by setting the system inputs and initial states to zero. In order to derive the average effect on the output. we follow the steps in section 3.1 and arrive at:
By taking expectations of both sides of the previous equation, the following result can be derived:
CA(I -A)-2E(fs) + TE(f0) (20)
The linearity of the system, frequently invoked in the derivation through the superposition principle, ensures that The third term of equation 20 indicates that the fault effects accumulate over time unless the average value of the fault effects at the point of activation is zero. For faults with monotonic' effects, the average value will be non-zero. Furthermore, the effect of numerical inaccuracies on the fault detection scheme can be eliminated by utilizing unbiased rounding schemes'. Merging equations 12 and 20 through superposition results in the following sufficiency condition for the detection of faults in the output logic.
Equation 21
indicates that the detection latency of the faults in the output function is directly proportional to the tolerance and inversely proportional to the fault effects. Therefore, the higher the fault effect, the sooner will the faults be detected by the proposed scheme.
The first term of equation 20 indicates that detection of faults in the next state function depends on both the average value of the faults at the point of activation and the system parameters C and A . The average value of the fault effects is multiplied by thefault detection vector, C(Z -A ) -' . Detection of faults in the next state function requires that none of the terms of the fault detection vector be zero. The fault detection vector, depending on the system parameters, may not satisfy this criterion. In such cases, an additional output function may be provided to improve concurrent fault detection, as shown in equation 22. An implementation that incorporates this augmentation is given shaded in figure 2. 
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Detection Vector Table 4 . System Parameters The condition for fault detection, with the augmented output, becomes
It is desirable that a highly sparse Ca matrix be selected to reduce additional hardware overhead. While augmenting the output function for error detection increases the area overhead, utilizing terms from the multiplication of Ast in the next state function reduces the additional hardware requirement. Intermediate multiplication results from Ast can always be utilized as there are no restrictions on Ca. Utilizing intermediate results from the next state function reduces the additional hardware requirement solely to adders by eliminating the need for the additional multipliers.
Fault Model and Experiments
We utilize monotonic implementations of the RT components which we previously outlined [ 11; such implementations reflect the effect of the component internal stuck-at faults monotonically to the outputs, thus necessitating only examination of consequent input and output stuck-at faults. Additionally, faults in the multipliers for both next state and output functions can be modeled as if they affect directly the output of the adders, as also noted in section 4. The model we use consequently covers all stuck-at faults, unlike previous work [2] that relied on a somewhat functional bit flipping fault model.
Three elliptic filters are designed using Matlab@. The matrices for the state variable representation of the filters are given in tables 1, 2, and 3. Fault simulations using random patterns are performed on an RT level simulator developed in C. The invariant, the time varying tolerance at4 T = 1,000,000, and the fault detection vectors for the three designs are all provided in table 4.
For the first elliptic filter, detailed fault coverage results are given in figure 3 Fault coverage results for all three designs are provided in figure 4 ; they indicate that while the first two designs provide 100% coverage, the coverage level for the third design reaches only up to 60%. Two elements of the fault detection vector for the third design are zero, causing the fault effects not to be accumulated, thus resulting in coverage loss. Upon application of the augmented output scheme that we have proposed in section 4 with C, = [0.1 0.1 0.0 0.01, we are able to obtain complete coverage levels of 100% with an additional overhead of two multipliers and two adders; this is shown as Filter 3 updated in the same figure 4. Complete fault coverages are attained around 500,000 patterns, with consequent latencies well below human response times at current IC frequencies. Figure 5 provides an analysis of the fault detection sites in terms of their bit positions, with bit 0 indicating the least significant bit. The figure confirms that faults with large magnitude effects are detected earlier. The separation of the detection points into two regions is due to the fact that faults in the output function are detected earlier than faults in the next state function. While the errors at the output function are propagated to the output with no attenuation, the errors at the next state function are attenuated according to the value of the detection vector.
Conclusion
A concurrent error detection scheme for linear digital state variable systems is proposed. Through accumulationbased algorithmic approaches, the scheme detects faults concurrently by only observing system inputs and outputs. Unlike previously suggested schemes, the proposed fault detection scheme does not rely on access to internal states.
Lack of access to internal states of the system introduces latency to fault detection, yet at the same time appreciably reduces hardware overhead incurred by such schemes. Thorough mathematical analysis indicates that the proposed scheme is capable of providing concurrent error detection with minimal access to the system. The fault detection capability of the proposed scheme is also verified through experiments performed on three systems. The results of the experiments indicate that 100% fault detection is possible within a short time latency. The latency of detection is appreciably shorter for faults with larger magnitude effects.
The results attained in this work provide a basis for a low-cost fault tolerance scheme applicable to a wide range of DSP algorithms. Minimal access to design internals coupled with straightforward mathematical results for implementation makes the proposed scheme accessible to a large community of IC designers.
