On the basis of solutions to two-dimensional diffusion-reaction equations the fluorescence signal for hotobleaching experiments with arbitrary time-dependent and profiles is The solutions involve spatial discretization and spectral expanSion, spatial and temp?ral discretization employing the Crank-Nicholson integration scheme, generalized mome?t expansion, and an approximation yielding an analytical expression. The algorithms developed be mstalled on small computers to determine lateral diffusion coefficients from observed fluorescence Signals: The. developed is applied to photobleaching with constant irradiat.ion and the resultmg ddfuslOn coefficients, in the range 0.001 to 10.0 pm 2 s -1 for the systems mvestIgated, are compared to results of conventional photobleaching experiments. Applications of the theory compare further the SignalS resulting from Gaussian and rectangular irradiation profiles, the influe.nce membrane geometry, i.e., planar or spherical, on the fluorescence signal, and the effect offimte diffUSIOn spaces.
I. INTRODUCTION
Many biochemical reactions of the living cell are controlled by the time which biomolecules, in search of their target, spend on Brownian motion. This time is determined largely by the topology of the spaces in which the Brownian motion of biomolecules is carried out. In order to increase the respective reaction rate constants diffusion controlled reaction processes are often confined to spaces of low effective dimension, e.g., to the plane of two-dimensional membranes or along one-dimensional polymers. For an understanding of this regulation of diffusion-controlled processes it is most important to measure the transport properties of biological materials, preferably in the living cell. A most important contribution to this goal has come through the development of the photobleaching method, often referred to as fluorescence microphotolysis (FM) or fluorescence recovery after photobleaching (FRAP). I-4 Observation of the transport properties also reveal information on the structure of the molecular environment to which biomolecules investigated are confined. In case of a membrane environment the membrane lipids form a bilayer which together with the membrane proteins have been considered a two-dimensional viscous liquid. S The lateral diffusion of membrane constituents is determined in part through their geometry and the viscosity of the membrane. However, connection of the membrane to the cytoplasmic structures within the cell or the formation of heterogeneous lipid areas can also contribute to the mobility in cellular membranes. actin network in the diffusion of proteins in erythrocytes, 1, 4 and with the effect of membrane inhomogeneities on lipid diffusion.
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So far a relationship between biological function and lateral transport in membranes could be demonstrated only for a few systems. Examples for membrane processes controlled by lateral diffusion are the reactions of the electron transport systems in microsomal membranes, 7 the hormonal stimulation of adenylcyclase,8 and hormone-induced clustering of membrane proteins. 9 To apply the photobleaching method the biomolecules of interest, so far mainly constituents of biological membranes, are labeled by suitable fluorescent dyes. In order to investigate the diffusion of lipids one introduces lipid-like fluorophores, e.g., DiO (see Sec. III A) into the membranes. If one wishes to monitor the diffusion of membrane proteins one labels these particles either unspecifically by reaction with a fluorescent reagent like FITC (see Sec. III A) or specifically by introduction of fluorescent antibodies, toxins or hormones. The dyes employed need to have the property that radiation produces fluorescence as well as a photoreaction resulting in a nonfluorescent product. This property provides the basis of the photobleaching method.
In the conventional application of the photobleaching method (FM or FRAP) a small area of a membrane (a few pm 2 ) is irradiated by an intense laser pulse (I-100m W). As a result most ofthe dyes in the irradiated area (IA) are photolyzed to a nonfluorescent product. Little fluorescence will be detected from the IA at this moment. In a second phase the diffusion of nonphotolyzed dyes into the IA is monitored by means of an attenuated laser beam (10--10 000 n W). The intensity of this beam just suffices to monitor by means of a single photon counting equipment the fluorescence of the fresh dyes in the IA. However, the intensity is chosen small enough to avoid significant photolysis. The recovery of the fluorescence signal from an initial zero value is recorded and analyzed to yield the diffusion coefficient of the fluorophores.
l ,2 The intensity pattern (strong/weak) is chosen mainly because of the convenience of the mathematical analysis of the fluorescence recovery curve: The problem of diffusional reentrance into an area with either rectangular or Gaussian concentration profile yields an analytical solution. l ,2.10,11 In this paper we suggest the application of arbitrary intensity patterns which require, however, a more involved analysis of the observed fluorescence signal. In order to facilitate corresponding experiments we provide some numerical and approximate analytical solutions which can be compared with the observed signals. Actually, variants of the conventional FM and CFM photobleaching method involving different irradiation geometries have been suggested previously. 12 However, these variants are still based on consecutive strong (bleaching) and weak (fluorescence monitoring) intensity periods.
There are several reasons why more general intensity patterns are desirable for photobleaching experiments. One reason relates to the requirement of a sensitive photon detecting device and an intense (laser) light source for an PM experiment. Another reason lies in the need of sufficient fluorophore concentrations to produce enough fluorescence in the weak intensity phase. A third reason is connected with certain idealized assumptions for analysis of FM experiments, namely that fluorophore transport can be neglected during the bleaching phase; this condition may be violated for systems with high mobility.
The difficulties mentioned can be avoided if one applies, at the cost of a more difficult analysis of the fluorescent signal, a medium, but constant light intensity (about 10 p, W) to the irradiated area. This variant of the photobleaching method termed "continuous fluorescence microphotolysis" (CPM) has been introduced by us recently. 13 We have demonstrated the functionality of this method, but did not describe the mathematical algorithm needed for the analysis for the fluorescence signal in detail. This information, applicable in fact to more general intensity patterns than considered in Ref. 13, will be provided in this paper.
In Secs. II A and II B, the theory of photobleaching processes is formulated in terms of diffusion-reaction equations on planar, as well as on spherical surfaces and expressions for the relevant observables are derived. In Sec. II C, a spatial discretization scheme is introduced which facilitates an evaluation of the fluorescence signal as shown in Sec. II D. In Sec. II E we introduce an alternative algorithm based on a spatial as well as temporal discretization scheme; this description covers experiments with time-dependent intensity patterns. Section II F provides an analysis of the long-time behavior of the fluorescence signal. In Sec. II G we furnish a generalized moment expansion of the fuorescence signal which provides the fastest method for an exact evaluation of the signal for comparison with the observation. Section II H introduces an approximate analytical description of the fluorescence signal which is suitable for fast, but approximate calculations.
Section III provides several applications of the CFM method. Since the potential of the CPM method has been illustrated before,13 this section addresses mainly those aspects which are concerned with the theoretical basis of the method. However, in Sec. III A we show that diffusion coefficients ranging from 0.001 to 10.0 p,m 2 sl are determined reliably by the CPM method. In Sec. III B we compare applications with Gaussian and rectangular intensity profiles. In Sect. III C we will discuss the effect of the membrane geometry, i.e., planar or spherical, on the CPM signal. Section III D shows that the theory developed can be applied to conventional PM photobleaching. In particular, we will discuss the problem of an immobile fraction of fluorophores. Section III E addresses the convergence property of the generalized moment expansion of the fluorescence signal and Sec. III F the implementation of the suggested algorithms on lab computers.
II. METHODS

A. Concept and observable
The fluorescence signal of a CPM experiment (see, e.g., Figs. 2(b) and 2(c)] serves as a measure ofthe concentration of nonphotolyzed fluorophores in the IA (IA = irradiated area). The signal exhibits an initial fast decay followed by a slower decay. The fast decay reflects the photolysis offluorophores initially located in the lA, the slow decay reflects the depletion offluorophores from parts distant of the IA which have entered the IA by diffusion. The fit between observation and an appropriate model is the basis of the CPM method and yields the diffusion coefficient D of the fluorescent species. Efficient theoretical methods to simulate the model had to be developed and will be described in the following sections.
The experimental CFM apparatus used in this work is the same as described in Ref. 13 . It consists ofa fluorescence microscope, a single-photon counting system, an argon laser, a shutter, and other optical devices. In the following a short summary of the experimental procedure is given, for a more detailed description one may refer to Ref. 13. After passing some optical devices the laser beam is imaged into the microscope and then irradiates the IA on the membrane. Within certain limits the size, shape, and intensity of the IA can be selected. While suppressing the direct laser scatter beam by a dichromatic beam splitter, the time dependence of the emitted fluorescence is monitored by a photomultiplier. To obtain a measure of the number of active fluorophores in the lA, the integral number of fluorescence photons within consecutive equal-time intervals is detected and averaged over the intervals.
B. Description of the CFM model
Excitation of a fluorophore C leads either to fluorescence or less likely to irreversible photolysis of the fluorophore. The product P of this reaction is inactive, i.e., does not fluoresce anymore. We will describe this photochemical reaction as two consecutive first order processes hv photolysis
P.
In a CFM experiment the interplay between the diffusion of the unbleached chromophores C into the IA and photolysis C_P within the IA is being monitored. The time development of the concentration P (r, t) of nonphotolyzed fluorophores C is described then by a diffusion-reaction equation
1) at
where / (r) is the (differential) diffusion operator, k (r) the (scalar) reaction operator, and P (r, 0) = 1 the initial distribution of the fluorophores. In Eq. (2.1), the depletion of the fluorophores by the photolysis is described by the rate constant k (r). The spatial dependence of k (r) is equated to the light intensity profile in the IA. As the typical irradiation in any observation amounts to about twice the characteristic diffusion time through the lA, it is sufficient to consider Eq. (2.1) only in the immediate neighborhood of the IA. Therefore, in case of a circular IA and isotropic diffusion the distribution in Eq. (2.1) is radially symmetric and the total diffusion space can be limited by a reflective boundary condition at some distance Irl = R. This boundary condition is necessary for the numerical solution of Eq. (2.1) and, furthermore, allows to simulate the influence of a finite membrane size on the fluorescence decay curve (e.g., see Sec. III D). This is of interest as photobleaching experiments may be performed on single cells or on native membrane systems which exhibit two-dimensional compartments.
14 The influence of the three-dimensional membrane geometry on the observable will be discussed in Sec. III C (e.g., the difference of diffusion-reaction processes on flat or spherical membranes). As will be shown later the influence appears to be relatively small for CFM experiments. The radially symmetric diffusion operator and the appropriate boundary conditions for a planar geometry are
where D is the diffusion coefficient. For a spherical membrane geometry the center of the IA was chosen to be coincident with the lower pole of a sphere with radius S and one obtains with r = cos () (normalized projection onto the polar axis) instead ofEq. (2.2):
where R must be in the interval -1 < R < 1.
No attempt was made to incorporate the hydrodynamical interpretation of diffusion processes in membranes into our investigations. This subject and the difficulties associated with two-dimensional diffusion were discussed by Saffman and Delbriick in Ref. 15.
The intensity profile k (r) is assumed to be either of rectangular or Gaussian shape corresponding to a cutoff of the central part of the laser beam or to an attenuated and focused laser beam, respectively. However, the numerical solutions described below are applicable to any profile, e.g., also to a raster intensity pattem.
12 For a rectangular profile on a flat membrane one has
where ko is the reaction rate constant, a < R is the radius of the circular lA, and H (x) is the Heaviside function defined as H(x) = Oforx<OandH(x) = 1 forx>O. The Gaussian profile on a plane can be described by
On a spherical membrane the rectangular profile is given by
where a is the normalized projection of the IA boundary onto the polar axis. Furthermore, the Gaussian profile on a sphere can be described by 
An analytical solution of Eq. (2.1) which provides the accuracy necessary for a quantitative analysis of observation was not found in any case. In case of a planar system with rectangular intensity profile the function k (r) is piecewise constant and the solution ofEq. (2.1) can be expanded into a series of zero-order Bessel functions. However, this expansion does not seem to be more efficient than the general numerical solutions described below. The discretization ofthe diffusion-reaction system is defined in the next section, the formal solution of the ensuing equations is given in Sec. II D. In Sec. II H will be described an analytical approximation for N (t) which sufficies for an estimate of the diffusion coefficient in a CFM experiment.
C. Discretization
A finite difference approximation applied to the diffusion-reaction system (2.1) yields a master equation in a dis-crete space (rl' r 2 , ••• , r" = R). In this approximation the Brownian motion of the fluorophores is represented by jumps between neighboring lattice points r l _ I , r i , r i + 1 . The
by a transition matrix L -K and Eq. (2.1) is replaced by
at (3.1a) The vector P(t ) = [P(r l , t), . . . ,P(r" ,t)] describes theftuorophore concentration at the lattice points and obeys the obvious initial condition P(O) = (1, 1, ... , 1). The observable N (t) from Eq. (2.8) is approximated by a weighted sum over the components of PIt ):
where the 1/} correspond to the continuous measure d1/(r) in Eq. (2.8) and K jj are the diagonal elements of the reaction matrix K. Suitable discretization schemes which were constructed following Refs. 16, 17, and 18 are provided for the planar as well as the spherical case in the Appendix.
D. Complete solution
The diffusion-reaction operator in Eq. (2.1) can be assumed to be time independent for CFM experiments. Therefore, the formal solution of Eq. (3.1a) can be written as
where K is the diagonal of the reaction matrix K and '" is a diagonal matrix with the elements 1/1" .. ,1/". The diffusionreaction matrix 0 is a nonsymmetric tridiagonal matrix which may be symmetrized by the similarity transformation S defined as a diagonal matrix with elements
for n>i>2. Using the detailed balance condition (AS) it follows that:
The matrix Ei = S-IDS is a symmetric tridiagonal matrix with the elements 
Similarly, one obtains for the observable
This expression can be simplified. From Eq. (4.4) one obtains
and together with Eq. (A4) and KP(O) = K, one gets U+S-1P(0) = -J.. -lU+S-I K.
Finally, one obtains for the observable N (t),
The operator L is negative definite for K#O (see Sec. II C).
This and Eq. (4.8) yields the conclusion
The relations (4.8) and (4.9) can also be shown to be true for a diffusion-reaction system in an external field, where 1 (r) in Eq. (2.1) is given by a Smoluchowski equation. It appears that the positivity of a i is caused essentially by the fact that the observable N (t) is determined by the reaction (intensity) profile k (r). This property will be important in applying the generalized moment expansion developed in Sec. II G.
As an eigenvalue determines exactly one normalized eigenvector in a tridiagonal matrix, the eigenvalue problem for the matrix (4.6) is nondegenerate. The numerical solution was performed with an implicit QL method.
20 Equation (4.8) allows then to evaluate N(t) for arbitrary times. Obviously, this method has the disadvantage to be CPU time and memory intensive (n z 1(0). The generalized moment expansion in Sec. II G will provide a much more efficient method for the approximate evaluation ofEq. (4.8).
E. Crank-Nicholson scheme
In addition to the spatial discretization in Sec. II C a time discretization may be introduced and the time integration be performed numerically. With the equidistant discretization of the time t,
the Crank-Nicholson scheme l6 for the time integration can be applied,
This implicit and recursive equation can be obtained from Eq. (3.1a) by averaging the forward and backward difference approximation of the time differential. In this way, the scheme yields a convergence in r. At each time step a linear equation bas to be solved. As the diffusion operator corresponds to a tridiagonal matrix, this equation can be solved recursively. The explicit algorithm is given by the following scheme: Initialization: (5.2a)
(5.2b)
Iteration:
The algorithm allows a time dependence of the diffu- 
The large number of time steps required for long simulation periods is a disadvantage of the Crank-Nicholson scheme. On the other hand, the algorithm allows the treatment of time-dependent diffusion-reaction systems (cf. Sec. III D) and with a small modification nonlinear reaction systems, e.g., a second order reaction term could be incorporated into Eq. (5.1) by addition of a term like PIt; )K(2) PIt; + I ).
F. First passage time approximation
The diffusion-reaction operator in Eq. (2.1) together with a reflective boundary condition at finite l' = R has a discrete, negative spectrum yielding the expansions for P (1' , t ) andN(t), P(r,t) = exp(A;t), (6.1) 
G. Generalized moment expansion
Interpolating the low and high frequency expansions of the CFM observable N (t ), a method will be developed which allows to approximate the theoretical fluorescence curve. The method is based on the Mori-Zwanzig formalism
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and projects N (t ) onto the subspace of selected low and high frequency modes. The consideration oflow frequency modes obviates the inclusion of a memory term.
Determination of low and high frequency modes
The evaluation will be performed for the discretized diffusion-reaction system, i.e., for the master equation (3.1a) . After Laplace transformation of the expression (4.2) one obtains for the observable in frequency space
where 1 is the unit matrix. The short time behavior (high frequency modes) of N (t ) is determined by the time derivatives at time t = 0,
where u = 1/ w and v>O. The Il" will be referred to as short time moments. The long time behavior (low frequency modes) can be described by the quantities
aw" 0 = ( -1)"+ I vlK+ .... O-"-1 P(O) (7.3) for v < ° and will be referred to as long time moments. Combining Eqs. (7.2) and (7.3) the moments can be expressed as matrix elements of some powers of the operator 0, Usually, only the high frequency modes are included in the expansion. But in our case the low frequency modes actually represent the more important contributions to the observable. This will be demonstrated in Sec. III E.
For the numerical evaluation of Eq. (7.4) the vectors P",Q",
are determined in a recursive way by P"
OQ" + I = Q", and Qo = Po = P(O). As 0 is a tridiagonal matrix the solution of these equations can be obtained easily. The momentsll; may then be evaluated by use ofEq. (7.4). The cost for evaluating a single moment corresponds approximately to the evaluation of a single time step in the Crank-Nicholson scheme described in Sec. II E. The efficiency of this calculation with regard to the low frequency modes is determined by the structure of the matrix O. As a diffusive process only allows transitions between two neighboring lattice points the inversion is trivial, but in the general case the inversion may be the limiting factor for a generalized moment expansion.
Construction of a Pade approximant
The purpose of this section is to find a sum of exponential functions nIt ) with a mmimum set of parameters a;, AI'
whose (2m + 2k ) moments agree with those of the observable N (t ), i.e., v=0,1, ... ,2k-1. (7.6) at" 0 Transforming Eqs. (7.5) and (7.6) into Laplace space one obtains 
Evaluation of the PadtJ approximant
The expression (7.8) is not yet suitable for practical purposes. In this section the inverse operator in Eq. For the di1fusion-reaction system (3.1a), this eigenvalue problem has the following properties: (1) A I is positive definite; (2) the eigenvalues AJ' are real and positive; (3) there is no degeneracy of the AJ'; (4) the space spanned by the eigenvectors bJ' is complete; (5) Eq. (7.8) may be expanded in this space and one obtains k+m n(t) = I exp( -AJ't )(bJ'+ a)2/(b#,+ Alb#,), (7.12) J'=I In general the eigenvalue problem (7.11) may include complex eigenValUes, e.g., in systems with a threshold behavior/ 4 and an expansion like Eq. (7.12) may include polynomials in the time variable t.
To prove property (1) we note that the spectral expansion (4.8) yields expressions for the moments Jtl by means of av I To prove property (2) we note that the positive definiteness of AI and A2 implies the existence of positive, symmetric matrices F, G such that Al = F2, A2 = G 2 . The eigenvalue problem (7.11) may then be written as BrOnger, Peters, and Schulten: Lateral diffusion in membranes one eigenvector to each eigenvalue. 19 As was already shown the eigenvectors span a complete space and, therefore, no degeneracy may occur.
Finally, property (5) will be shown. From the nondegeneracy property and by taking the difference between the equations i.e., and the proof of property (5) is complete.
Numerical algorithm
As our experience has shown, the calculation of the moments (7.4) has to be performed very accurately. A scaling was introduced in order to avoid numerical singularities due to the large variations in the order of magnitude of the matrix elements of Al and A 2 . The scaling was applied in the form A2 = SA 2 S, A; = SAIS, a' = Sa, where S is a diagonal matrix with the elements $11 = 0i' The solution of the eigenvalue problem (7.11) may then be performed in the scaled vector space where the Frobenius form of the scaled matrix (7.10) is conserved. Using this special property one may evaluate the eigenvectors recursively from the eigenvalues. 19 In our setup a QR algorithm20 was used to obtain the eigenvalues.
H. Approximate analytical description
In this section an approximate analytical expression for the CFM signal will be derived. The resUlting expression exhibits a systematic error but, nevertheless, suffices for an estimate of the diffusion coefficient and photochemical rate constant. The application of the analytical approximation may be advantageous if a very fast analysis of the CFM signal is required.
The ftuorophore distribution P (r, t) is governed by the diffusion-reaction equations (2.1) and (2.2). Let P (r, t /r o , to) denote the Green's function for this equation corresponding to the initial condition P(r, t = to/ro, to) = l5(r -ro).
( 8.1) The nonreactive Green's function for k (r) = 0 is denoted by Po(r, t /ro, to = P(rl' tl/r o , to) -Po(r l , tl/ro, to).
For the right-hand side follows because of the self-ad jointness of the Laplacian 
r', t')k(r')p(r', t'). (8.4)
The CFM signal is given by
N(t)= Jd 2 rk(r)P(r,t). (8.5)
If one assumes in analogy to an approximation introduced by Wilemski and Fixman 27 that
is independent of r' over the domain where k (r') ¥= ° one arrives at the approximation
N(t)::::;K -[dt' SIt -t')N(t')
with (8.6)
and
K= fd2rk(r). (8.8)
The approximation involves the neglect of the term
This is the only approximation introduced here. This assumption cannot be improved systematically which is the reason why the expression arrived at in the following cannot be improved in a straightforward way. From Eq. (8.6) one obtains with to = 0,
at which is an exact relationship as can be shown considering the limit t-o of the formal solution
withf(r) = 1.
The free particle correlation function S (t -t') can be evaluated as follows. The free particle Green's function can be written 
Un (x) = (lIn!)ixdY yn exp( -y) .
For n> 1 holds
which provides a recursive algorithm for the evaluation of Un (x). The asymptotic behavior
agrees with that of the Gaussian profile for identical radiation dose K. The analytical expressions for S (t ) provide a simple algorithm to determine the CFM signal (8.5) by means of the approximation (8.6). For this purpose one discreti.zeS the integral in Eq. (8.6) and employs the appropriate expression for SIt).
The accuracy of the CFM signal (8.6) with S (t ) evaluated according to the expansion (8.21) for a rectangular profile is shown in Fig. 1 . One observes from the comparison with the exact fluorescence decay evaluated by the olson scheme that the approximate N (t ) underestimates the CFM signal. The small deviation shown in Fig. 1 0r-----r----r----. ----. the approximate expression in a first phase of the fitting procedure and invoke the more time-consuming exact evaluation of the CFM signal only for an exact matching of theoretical and experimental decay curves. We note finally that the approximation is rather poor for the case of a Gaussian profile k (r) since in this case the assumption made in the derivation above of an r'-independent g(r', t -t') is too crude.
III. RESULTS
A. Comparison of FM and CFM measurements
In a typical application of the CFM method one measures the fluorescence decay during illumination at a constant light level and fits the decay curve to the theoretical description, thereby, obtaining the diffusion coefficient of the fluorophore. 13 As a demonstration of the accuracy and applicability of the CFM method we will provide a comparison of measurements of diffusion coefficients D in membranes and glyceroVwater systems with D values ranging between 0.001 and 10.0 p,m 2 S-I. FM measurements were evaluated by reading the half-time of fluorescence recovery from the measuring curve and inserting it into Eq. (19) 
One possible realization of a system with greatly different diffusion coefficients is provided by a phospholipid multibilayer system around a temperature-induced phase transition. The structural changes of phase transitions are accompanied by changes in the membrane viscosity, i.e., rotational and translational diffusion coefficients, by several orders ofmagnitude.
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To explain these phase transitions one assumes a transformation of the lipid bilayer from an ordered crystalline phase in two dimensions into a partially fluid phase where the polar groups are still ordered but the aliphatic chains become disordered.
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Figure 2a compares CPM and PM measurements on the artificial membrane of dimyrostoylphosphatidylcholine (DMPC) at the well known phase transition near 24·C of this system which produces a viscosity change by four orders of magnitude. The CFM and PM measurements coincide for temperatures in which the bilayer is in a fluid state, i.e., above 24 ·C. Below 24 ·C the bilayer decomposes into crystalline domains (D about 10-6 p,m 2 S-I) and structural defects (D about 0.1 p,m 2 S-I). The fraction of crystalline domains is a function of temperature amounting to 80%-90% in the range. 32 The diffusion coefficients given in Fig. 2a for temperatures smaller than 24 ·C are average values of the slow and fast component. The PM values are markedly larger than the CPM values. This is presumably due to the different types of data evaluation used in PM and CFM experiments. In the FM experiment the half-time offluorescence recovery, i.e., a parameter of the early time regime, was used to compute the diffusion thereby emphasizing the fast component. In CFM experiments the fluorescence decay was fitted over a considerable time interval halftimes) thus putting more weight on the slow component.
Figures 2(b) and 2(c) illustrate the fluorophore decay for the case of high and low viscosity below and above the phase transition at temperatues of 18 and 34 ·C, respectively. These figures show that both in the high and low viscosity limit a satisfactory fit is obtained between the observations and the theoretical decay curves thereby yielding the dift'usion coefficients presented in Fig. 2(a) .
In order to test the CFM methods for intermediate diffusion coefficients we investigated the above membrane system when half of the DMPC material was replaced by cholesterol. The CFM and FM measurements agree for this system as shown in Fig. 2(a) . The measurements for both systems involved the dye N-4-nitrobenzo-2-oxa-l,3 diazole egg phosphatidylethanolamine which because of its size extends from the water interface to the center of the bilayer. We have investigated the DMPC/cholesterol system also with the smaller diphenylhexatriene chromophore which is expected to reside in the more fluid center of the bilayer. Figure 2 (a) shows that this chromophore does, in fact, exhibit a larger diffusion coefficient.
Also to cover systems with diffusion coefficients in the range around 0.1 p,m 2 s -I we have investigated the dye-labeled protein fluoresceineisothiocyanate-bovine serum albumine in a glyceroVwater mixture. The diffusion coefficients determined by the CFM and the FM method are found to agree closely as shown in Fig. 2(a) .
B. Comparison of rectangular and Gaussian Intensity profile
In Fig. 3 the IA is half of the respective diffusion space for the two geometries. The slight deviations (first negative and then positive) can be explained as follows. The circumference of the IA is shorter for the spherical geometry than for the planar geometry and, therefore, fewer fluorophores can enter the IA in a certain time interval. This results in an initial, faster fluorescence decay of the lA, but since the total number offluorophores decreases slower a break-even point will be reached when more fluorophores are inside the IA and contribute to the fluorescence signal.
As the results in Fig. 5 show, there is little influence of the membrane geometry on the CPM decay curves. This is illustrated in Fig. 6 
D. Simulation of conventional FM experiments
Conventional photobleaching experiments involve a time-varying laser profile in the IA. An initial intense laser beam bleaches essentially all fluorophores in the IA. In a second recovery phase of the experiment an attenuated laser beam monitores the transport of nonphotolyzed fluorophores into the IA. During this phase the fluorescence signal recovers from a zero value back to a fluorescence level which, in general, is identical to the initial fluorescence level before the bleaching phase. As already mentioned in Sec.
n E, the Crank-Nicholson scheme allows us to introduce a time dependence of the photochemical rate constant in the diffusion-reaction system and, therefore, can also describe the FM experiment. As an application of the theory we simulate a conventional PM experiment for the case in which the fluorescence intensity does not return to the initial intensity. Such behavior has been observed in many cases. The question arises if this behavior is due to a certain immobile fraction of dye-labeled lipids or if it may be due to a finite-size diffusion space such that the bleaching period of the FM method bleaches a nonnegligible fraction of available ftuorophores. In particular, one wishes to examine whether the observed ftuorescence recovery curves allow to distinguish between these two possibilities. In Fig. 7(b) we have simulated an FM experiment assuming the existence of an immobile fraction of ftuorophores. In Fig. 7 (a) no immobile fraction has been assumed but the diffusion space has been limited to a relatively small area. Therefore, the total number of ftuorophores is reduced to 72% after the PM photobleaching. The diffusion coefficient for case (a) was chosen such that the recovery curve compares to that of case ( Fig. 8(a) shows the expansion involving eight long time and eight short time moments agrees well with the exact solution. The contribution of the long time moments appears to be more important for the present problem than the contribution of the short time moments as can be seen in Fig. 8(b) which compares the descriptions for the limiting cases that either eight short or eight long time moments are considered. Finally, Fig. 8 (c) represents a description which includes two short time and six long time moments, and which gives sufficient accuracy for an analysis of the experimental data. Compared to the Crank-Nicholson scheme the generalized moment expansion performs faster by about a factor 10.
F. Implementation and numerical convergence
The calculations were performed on a SPERRY UNI-VAC 1100/82, a CDC CYBER 175, a PDP 11/23, a VAX 11/750, and a HP 85 top desk computer. The algorithms were written in standard ANSI FORTRAN-77 and may be implemented with minor modifications on main frame computers as well as on lab microprocessors. For the CrankNicholson scheme there is also a BASIC version available.
For a numerical convergence of the spatial discretization (see the Appendix) of better than 1 % the grid paIameter u was set to 12 and h was set to 0.0003. where A IA is the area of the IA given by A IA = 11"a 2 for the planar case and A IA = 211"S 2(1 -cos {} a) for the spherical case. In most cases the experimental photon count interval already fulfills this formula. A fit which was in reasonable agreement with the experimental curve could be obtained after typically five to ten calculations. The fit was performed interactively on a graphics terminal. 
at j=lj=1
Again, P(O) is the stationary solution of the reaction-free problem and the detailed balance condition (AS) is fulfilled. The definition of the rectangular intensity profile is identical to Eq. (A6) whereas the Gaussian profile is defined as
