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1. INTRODUCTION 
Duality in a normed linear space X, refers to a relationship between a pair of 
extremum problems: the primal problem on X and the dual problem on the 
dual space X*. Given a closed convex cone K defined in terms of a set of 
continuous linear functionals in X *, the dual extremum problems associated 
with the primal problem of finding inff,, Ij g - fll , where g E X - K, are 
considered. Necessary and sufficient conditions are established so that the “dual- 
ity gaps” between pairs of primal-dual problems do not exist, that is, the extremal 
or the optimal values of the primal and dual problems are equal. These conditions 
prominently involve the conjugate cone of K and they are also specialized for a 
Hilbert space. The results are illustrated with examples from function spaces. 
Let X be a normed linear space over the real or complex field with norm 
1’ 1, and X*, its dual, i.e., the Banach space of continuous linear functionals 
on X with norm 
(1.1) 
A nonempty subset K of X is called a convex cone (with vertex 0) if 
+fi $- azfi E K whenever fi ,f2 E K and 01~ , a2 > 0. We assume that K f ,Y 
and that there exists a nonempty set L C X* such that K is given by 
K = (f 6 X: Re(x*(f)) < 0 for all x* EL}. (1.2) 
Clearly I( f- X if and only if L # {O*}. It was shown in [14] by this author that 
this setting applies to several problems involving approximation from a closed 
convex cone K in function spaces. Given g E X - K, a well-known duality 
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relationship associated with the problem of finding inf I/ g - fli for f in K points 
out to a maximization problem on the dual space with the following property 
$$$I1 g - f II = x~E~o~~+o+ Re(x*(dlll x* II), gEX-K, (1.3) 
where 0* is the null functional and K” is the conjugate, dual, or polar cone of K 
defined by 
K” = {x* E X*: Re(x*(f)) < 0 for all f E K}. (1.4) 
Different proofs of (1.3) appear in the literature. See e.g. [4], Corollary 5.3(a), 
[14], Eq. (2.21) and [q, or [lo], Chapter III, from which (1.3) can be easily 
derived. The reader may easily verify that K” is a weak* closed convex cone. 
Letting co(L) denote the convex hull of L, we find that both L and co(L) are 
subsets of KO and consequently, 
pp -f II 3 sup Re(x*(g)lll x* II) E r’Eco(l),x*#0* 
(1.5) 
3 sup Be(x*(g)lll x* II>, gEX- K. x*EL,x*#o* 
When g is fixed, the first term of the above relation defines a primal problem on 
X and, the middle and the last terms define two dual problems on the dual 
space X*. Examples given in [14] indicate that the inequalities in (1.5) may 
hold as equalities or strict inequalities. (The equality in (3.8) of [14] should be 
replaced by >.) Wh en a strict inequality holds in (1.Q a “duality gap” is said 
to exist between the corresponding pair of primal-dual problems. In this article 
we shall be concerned with the conditions under which the duality gaps do not 
exist. 
In Section 2 we give necessary and sufficient conditions on L so that equalities 
hold in (1.5). Before briefly introducing these conditions below we remark that 
the conjugate cone K” indeed equals the weak* closure of cc(L) which is the 
smallest convex cone containing L (see Section 2). We call our first condition 
the “bounded weak* closure” condition. This condition holds for L if any 
functional in K”, of norm at most one, is also in the weak* closure of the set 
of all linear functionals in cc(L), which are of norm at most one. It is shown that 
this condition is both necessary and sufficient for the first inequality in (1.5) 
to hold as equality for all g E X - K, and if X is a Hilbert space, or more 
generally X is such that its dual X* is uniformly convex, then this con- 
dition is also equivalent to the condition that the weak * and strong closures 
of cc(L) are identical. We call our second condition the “linear normability” 
condition. We say that co(L) is linearly normable by L if every x* in co(L) can be 
expressed as a finite nonnegative combination x pixi* of functionals xi* in L 
so that /I x* [/ equals C pi 11 xi* 11 . It is shown that linear normability of co(L) 
by L is sufficient for the second inequality in (1.5) to hold as equality. In Section 3 
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we show that if X is a Hilbert space and if L is orthonormal in the dual Hilbert 
space X*, then the first inequality in (1.5) holds as equality, equivalently, the 
bounded weak* closure condition holds for L and the weak* (weak) and strong 
closures of cc(L) are equal. 
In the remaining sections we illustrate these results with two examples 
from approximation theory to which the bounded weak* closure and linear 
normability conditions apply. In our first example given in Section 4, we consider 
the space of bounded continuous functions on a topological space S. In our 
second example given in Section 5, we consider the convex cone K of bounded 
isotone functions on a partially ordered set and develop an algorithm to establish 
linear normability. 
For the literature on duality in approximation see Buck [2], Deutsch and 
Maserick [4], Luenberger [9], Rivlin and Shapiro [II], Singer [12], Ubhaya [14], 
and other references given there. 
2. DUALITY IN APPROXIMATION FROM A CONE 
In this section we elaborate on the conditions introduced in Section 1 and 
establish equalities in (1.5). We first introduce some notation and terminology. 
We denote by S* and S1*, the closed unit ball and the unit sphere in X* 
respectively, i.e., 
s* = {x* E x*: ~1 x* 11 -< I} 
and 
S,” = {ix* E x*: 11 x* 11 = 11. 
We consider two distinct topologies on X *. One is the weak* topology and the 
other is the strong or the metric topology generated by the norm (1 .l) or the 
metric d(x*, y*) = /I x* - y* /I . We denote by Cl and Cl’, the weak* and the 
strong closure operation, respectively. Given a nonempty set L C X* we denote 
by cc(L) the smallest convex cone containingL, i.e., the intersection of all convex 
cones containing L. Clearly, cc(L) is the set of all finite nonnegative combinations 
of functionals in L. Similarly, we denote by E(L) the smallest weak* closed 
convex cone containing L. It can be easily shown that 
cc(L) = {Kc*: 01 > 0, x* E co(L)} (2.1) 
and 
E(L) = Cl(cc(L)) (2.2) 
where co(L) is the convex hull of L. (See [14].) If K is defined by L via (1.2) then 
KO = E(L). (2.3) 
422 VASANT A. UBHAYA 
Equation (1.3) then gives 
infllg - fll = X*~~~~~~ttOIRe(x*(g)lll x* II), gEX- K. 
feK 
(2.4) 
We now elaborate on the two conditions introduced in Section 1. Since S* 
is weak* compact and closed ([3, p. 471, Theorem 3) we have, 
S* n Cc(L) 3 Cl(S* n CC(L)). (2.5) 
We say that L satisfies the bounded weak* closure condition if equality holds in 
(2.5). Given two subsets P and Q of X*, we say that P is linearly normable by Q 
if for every x* in P there exist functionals xi*, i = 1,2,..., n in Q and nonnegative 
numbers pi , i = 1,2 ,..., n, such that 
x* = g1 wi* (2.6) 
and 
II x* II = i Pr II xi* II * (2.7) 
i=l 
In our problem we shall have Q = L and P = co(L) or cc(L). By (2.1) it is easy 
to see that co(L) is linearly normable by L if and only if cc(L) is. If L is convex 
then this condition holds trivially. If x* E co(L), then by a well-known property 
of the convex hull (see [5, p. 4141) there exist functionals yi*, i = 1, 2,..., k in L 
and nonnegative numbers hi , i = 1, 2,..., k such that 
Although this implies that 11 x* I/ < &, hi II yi* I/ , equality may not necessarily 
hold in this relation. On the other hand, linear normability of co(L) by L asserts 
the existence of xi*, i = 1, 2 ,..., n in L, not necessarily the same as yi*, 
i = 1, 2,..., K and pi > 0 such that (2.6) and (2.7) hold. This is illustrated by the 
results of Section 5. In general, we may expect the condition of linear normability 
to hold for nonstrictly convex dual spaces. An example of such a space is 
provided by the dual of the space of bounded functions with uniform norm. 
Two problems on this space are analyzed in Sections 4 and 5. (X* is strictly 
convex if the relations x*, y* E X* - {0*} and 11 X* + y* /I = /j x* II + /(y* // 
imply that x* = cy* for some c > 0. See [12, pp. 110, 1271.) 
We now state our 
THEOREM 1. Let L be a nonempty subset of X* such that L # (0”). Let K C X 
be a closed convex cone de$ned by (1.2). Then K # X and the four conditions 
(a)-(d) stated below are reZated as follows: For all spaces X, (a), (b), (c) are equi- 
DUALITY IN APPROXIMATION 423 
vulent and (d) implies (a). If X . IS a Hilbert space then all four conditions are 
equivalent. 
holds for all gg X - K. 
(b) The bounded weak* closure condition holds, i.e., 
S* nTE(L) = Cl(S* n cc(L)). 
(cl S,* n E(L) C Cl(Sr* n CC(L)) 
(d) The weak* and strong closures of cc(L) are equal, i.e., 
X(L) = Cl(cc(L)) = Cl’(cc(L)). 
COROLLARY. Let X be any normed linear space. If for every g E X - K, there 
exists g, E K such that 
Ilg -g,ll = sup Re(x*(g)/l! x* Ii), (2.8) s*~L,x*#O* 
then the equivalent conditions (a), (b), (c) hold. 
We remark that S* and S,* in the above theorem may be replaced by pS* 
and pSr *, respectively with p > 0, where, for any subset ,4 of X* we define 
pA = {px*: x* E A}. 
This follows from the fact that conditions (b) and (c) are equivalent, respectively, 
to the new ones obtained from them after making these replacements. 
It will be seen from the proof of Theorem 1, that all the four conditions (a)-(d) 
are also equivalent if X is such that its dual X* is a uniformly convex Banach 
space. For the definition of uniformly convex spaces see [12, p. 3681 or [ 13, 
p. 2311. If X is a Hilbert space, then so is X*, and both X and X* are uniformlv 
convex. 
We now state 
THEOREM 2. Let X be any normed linear space and K, L be as in the statement 
of Theorem 1. Suppose that the equivalent conditions (a), (b), (c) of that theorem 
hold and in addition co(L) is linearly normable by L, then 
inf/!g-ffll = sup Re(x*(g),‘ll x* Ii) (2.9) 
feK r+EL,s*#O* 
holds for all g E X - K. 
We remark that (2.9) also holds trivially if conditions (a), (b), (c) hold and the 
set (11 x* (I-’ x*: X* EL, X* # 0*} is weak* dense in the set (11 x* I/-lx*: 
X* E CO(L), X* # 0*} which will be the case if L is strongly dense in co(L). 
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Before proceeding to the proofs of the theorems we prove the following lemma: 
LEMMA 1. s* n a’(CC(L)) = cl’(s* n CC(L)). 
Proof. Since S* is closed in the strong or norm topology we at once have 
s* n Cl’(cc(L)) 3 cY(S* n cc(L)). 
To show the reverse inclusion let x* E S* n Cl’(cc(L)). Then x* E Cl’(cc(L)). 
Since X* equipped with the norm (1 .I) is a metric space, there exists a sequence 
xn*, 71 = 1, 2 ,...) of elements in cc(L) such that I/ x* - x,* [I + 0 as 7t + co. 
Consequently 11 x,* I] -+ I[ x* 11 . S ince x* E S*, II x* Ij < 1. Assume without loss 
of generality that ]I x* II , II x, * (I > 0 for all n. Since cc(L) is a cone, the functional 
YS * = II x* II II %a* II--l xn* is in cc(L) for each n and is also of norm equal to 
I/ x* 11 . Hence yn* E S* n cc(L). But clearly II yn* - x* II ---f 0 as 12 --+ co and 
hence x* E Cl’(S* n cc(L)). The proof of the lemma is complete. 
Proof of Theorem 1. (i) The case of a normed linear space. We first show 
the equivalence of (a) and (b). It is well known that 
j$ II g - f II = x*E~~z~L,W~*W~ for all g E X. (2.10) 
E 
See e.g. [4] or let K(X*) = K” = z(L) in Eq. (2.18) of [14]. 
To show that (b) implies (a), suppose g E X - K and (b) holds. Then from 
(2.10) and (b) we have 
where the second equality follows from the properties of weak* closure. If 
g E X - K, then inff,, ]I g - f\l > 0. C onsequently, (2.11) shows that the set 
F = (x* E S* n cc(L): Re(x*(g)) > 0} 
is nonempty. If x* EF, then x* # 0* and since cc(L) is a cone, 11 x* 11-l x* EF. 
Also since 11 x* 11 < 1, we have II x* 11-r Re(x*(g)) > Re(x*(g)) and hence 
sup Wx*(gN = zyg R+*Wll x* II) = sup Wx*Wlll x* II> 
x*d*ncc(L) x*Ecc(L),x*#o* 
sup R+*Wlll x* II), X*ECO(L),X*#O* 
where the third equality follows from (2.1). This together with (2.11) establishes 
(4. 
To show that (a) implies (b), suppose that (b) does not hold. By (2.5), there 
exists y* E S* n Z(L) such that y* # Cl(S* n cc(L)). Since the weak* topology 
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on X* is a locally convex Hausdorff topology, an application of [8], separation 
Corollary 14.4 and Theorem 17.6 shows that there exists g’ E X such that 
Since 0* E Cl(S* n cc(L)), it follows from (2.12) that Re(y*(g’)) 
easy to verify that 
K = {f~ X: Re(x*(f)) < 0 for all x* GE@)}. 
(2.12) 
> 0. Now, it is 
Since y* E=(L), it follows that g’ E X - K. By (2.12) we have 
Using (2.10) and (2.1) we obtain from this expression that 
inflld -0 > 
feK 
which contradicts (a) with g = g’. We have now shown that (a) is equivalent 
to (b). 
To show that (b) implies (c), let x* E Sr* n E(L). Then x* E S* n ZEEL). 
Since (b) holds there exist a net or a generalized sequence (see [7, p. 661, Theo- 
rem 2) x,*, (Y ED of elements in S* n cc(L) such that xa* + x* in the weak* 
topology or equivalently x,*(f) -+x*(f) for allfE X. Since x* E Sr*, 11 x* I/ = 1. 
By [3, p, 291, Theorem 2 we have 
1 = 11 x* II < li$nf I/ x,* /j . 
On the other hand, since xol* E S* n cc(L) we have 11 xa* 11 < 1 for all OL and 
consequently 
1 = 11 x* // = liei /I x,* 11 . (2.13) 
Now let ya* = II xol* 11-l xa*. We have I/ ya* 11 = 1 and using (2.13) we conclude 
that y=* --f x* in the weak* topology. But since ya* E S,* n cc(L) for all a E D, 
it follows that x* E Cl(S,* n cc(L)). Thus (b) implies (c). 
To show (c) implies (b), let x* E S* n Cc(L) and x* # O*. Then 11 x* Ii---l x* E 
S,* n $15) and consequently by (c), 
11 X* 11-l X* E Cl(S,* n CC(L)) C Cl@* n CC(L)). 
Since II x* Ij < 1 we find that x* E Cl(S* n cc(L)), and (b) follows by (2.5). 
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Now we show that (d) implies (b) which is equivalent to (a). By (d) and 
Lemma 1 we have 
S* n E(L) = S* n Cl’(cc(L)) = Cl’(S* n cc(L)). 
But since the weak* topology is coarser than the norm topology we have 
S* n E(L) = CI’(S* n CC(L)) C CI(S* n cc(L)). 
This together with (2.5) establishes (b). All the assertions for a normed linear 
space are now established. 
(ii) The case of a Hilbert space. It suffices to show that (c) implies (d). 
Without loss of generality assume that x* E E(L) and 11 x* jl = 1. Then by (c), 
x* E Cl(S,* n cc(L)). There exists a net x,*, 01 E D of elements in S,* n cc(L) 
such that xa* ---f x* in the weak* topology. Since /I x* I/ = jl xa* I/ = 1 for all CII, 
by [l], Theorem 1.8.3 or by [5, prob. 28, p. 741 as applied to X*, we conclude 
that 11 x* - xir* II --t 0. Hence x* E Cl’(cc(L)) and Cl(cc(L)) C Cl’(cc(L)). But 
since the weak* topology is coarser than the strong topology the reverse inclusion 
follows. Thus (c) implies (d). The proof of the theorem is now complete. 
Proof of the Corollary. Since g, E K, (2.8) together with (1.5) shows that 
(a) holds for all g E X - K. 
Proof of Theorem 2. We show that the linear normability of co(L) by L 
implies that 
x*Ec~fx*+o* Re(x*k)lll x* II> = sup Wx*k)lll x* II> (2.14) 
x*EL ,x*zo* 
holds for all g E X - K. The result will then follow by Theorem 1. To show 
(2.14) let p denote the right side of (2.14). By (1.5) and the fact that g 6 K, we 
have 0 < p < co. If x* E co(L), then by the assumption of linear normability 
there exist xi*, i = 1,2 ,..., n in L and nonnegative tag , i = 1,2 ,..., n such that 
(2.6) and (2.7) hold. Without loss of generality we may assume that xi* # 0* 
and pi > 0 for all i. Using (2.6) and (2.7) we write for any g E X - K, 
Re(x*kYll x* II) = (f Ed Re(x,*kN)/($I cLi II xi* II) . (2.15) 
i=l 
Since xi* EL we have 
Re(xi*(gN G P II xi* II , i = 1, 2 ,..., n. 
Multiplying each side of the above inequality by pi > 0 and summing over all i 
we find that 
tl pi Re(xi*(g)) < P El CL{ IIxi* II , 
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which gives via (2.15), 
Re(x*(g)lll x* II) G P, for all x* E co(L). 
From the definition of p and the fact that L C co(L), it follows that (2.14) holds. 
The proof of the theorem is now complete. 
3. CONES GENERATED BY ORTHONORMAL SETS IN A HILBERT SPACE 
If X is a real or complex Hilbert space then so is X*. Given x* E X* there is a 
unique h in X such that 
x*(f) = (f h) (3.1) 
and 
I! x* /I = (h . h)lp = // h 11 , (3.2) 
where (.) is the inner product on X. The map U: x* -+ h determined by (3.1) 
is a one-to-one isometric map of X* onto all of X. (See [5], Theorem IV.4.5.) 
X* is a Hilbert space with the inner product (.)r , where (x* .y*h = (u(x*)’ 
U(J)*)). The reflexivity of X ensures the identity of the weak* and weak topolo- 
gies on X”. 
For the purpose of uniformity of concepts and notation, we state our result 
for a subset L of X*. It will be seen that, by virtue of the existence of the iso- 
metric map 0, a similar result may be stated for a subset of X. 
THEOREM 3. Let X be a real or complex Hilbert space. Let L be a nonempty 
orthonormal set in the dual Hilbert space X* and K be defined by (1.2). Then all the 
equivalent conditions (a)-(d) of Th eorem 1 hold. In particular the weak* (weak) and 
strong closures of cc(L) are identical. 
Proof. We show that under the hypothesis of the theorem condition (a) of 
Theorem 1 holds. Let 
H = (0(x*): x* EL). 
Then H is an orthonormal subset of X. Clearly K f X. Let g E X - K. From 
the Bessel’s inequality [13, Theorem 3.2-D] it follows that 
and that 
Ii g II2 3 1 Kg . Q2 
hEH 
(3.3j 
H1 = {h E H: /(g . h)l > 0) 
is at most a countable set. Let 
H’ = (h E H: Re(g h) > O}. 
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Then H’is at most countable since H’ C HI . Let H’ = {h, , h, ,...}. Defineg, E X 
by 
g, = f Re(g * hi) h, . 
i=l 
(3.4) 
By (3.3) we have 
and it follows that the sum (3.4) indeed defines an element g, of X (see [13, 
Theorem 3.2-G]). Let g, = g - g, , then 
I/ g - go II2 = II gl II2 = f W-Q * J4)2. 
i=l 
(3.5) 
We claim that go E K. For, if h E H’ then by the orthonormality of H’, we obtain 
from (3.4) that Re(g, * h) = Re(g . h), . i.e., Re(g, * h) = 0. On the other hand, 
if h E H - H’ then Re(g, * h) = 0 and hence Re(g, . h) = Re(g * h) < 0 by 
the definition of H’. Thus go E K. Now for each positive integer n, define 
x,“cX* by 
xn*(f) = (gl Re(g * hd (f . hi))/( gl Wg * 4)) T fc X. 
Then by the orthonormality of hi and (3.2) we have 
II %a* II = (gl (Rek . hi))2)l’z/(il Rek ’ lzi)) * 
Consequently, 
Re(xn*k)lll x,* II) = (f (Wg - hi))2)1’2 
i=l 
and it follows from (3.5) that 
sup Re(x*(g)lll x,* n 
II) = (gl (Re(g . hi))‘)‘l’ = Ii g - go II . 
We observe that for each n, x,* E co(L) and hence by (1.5) 
YE: II g - fll = II g - go II = sup Wx*k)llI x* II). 
x*cco(L) 
Thus condition (a) holds. The proof is now complete. 
In the above proof we have constructed a go which attains the infimum of 
/I g - f 11 for f in K. When K is a closed convex set in a Hilbert space, this 
infimum is always attained on some unique element in K. See [5, Lemma IV.4.21, 
or [I, Corollary 1.4.11. 
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4. APPROXIMATION FROM A CONVEX CONE 11v THE LINEAR SPACE OF 
VECTOR-VALUED FUNCTIONS 
In this section we give an example to which the conditions of Section 2 apply 
and determine the value of inff,, 11 g - fli . 
1,et S be a topological space and 5%’ =- g(S) be the linear space of all real 
vector-valued bounded continuous functions f = = (f, ,&A ,...,f,,,) defined on S, 
whet-c 112 is fixed. We define a norm 1~ 11 on %? by 
Thus % with ii li is a real normed space. Given m real numbers a, with 
CL1 01: Y-- 0, let K C %? be the convex cone of all functions f in V which satisfy 
the relation XL, aifi(s) > 0 for all s E S. Without loss of generality we may 
assume that EL, ai =: 1. 
For each s E S define a linear functional x,~* on g by 
(4. I) 
It is easy to see that this functional is continuous. We now determine the norm 
of this functional. Since xy=, ai2 =: 1 we have 
j x,*(.f)l s; (f aiy2 (f (fi(s))y2 .: f . 
i=l i=l 
We conclude that (/ x,?* I( -< 1. Now definef’ ~-- (f,‘,.f>‘,..., fn,‘) E %7 by 
f;‘(s) -: -ai forallsES, all i-1,2 ,..., m. (4.2) 
Then Z.f’ I = 1 and x,$*(f’) = 1. Hence we have 1 xYx ~ :~ 1 for all s E S. 
The convex cone K is given by (1.2) with X 7 % and 
L r {x7*: s E S). 
Clearly K :ji: %. The results of Section 2 will be considered for X = %‘. 
PROPOSITION 1. (i) co(L) is linearly normable by L. 
(ii) The three equivalent conditions (a), (b), (c) of Theorem I hoZd. 
(iii) Cl(co(L)) is weak* compact and 0* $ Cl(co(L)). Consequentb 
E(L) : {ax* a ;> 0, x* E Cl(co(L)): (4.3) 
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andforallg=(g,,g, ,..., g,)Eg-K, 
(4.4) 
Before proving the proposition, we observe that, it gives in conjunction with 
Theorem 2 and the fact that I/ x,* /I = 1 for all s E S, the following. For all 
gEI%- K, 
inf II g - f I/ = sup(x,*(g)lll x,~* II) = --inf (f qg&)) . 
far SES ses i=l 
Since assumptions such as compactness are not made on S, the infimum on 
the right side of the above equation, in general, cannot possibly be replaced by 
the minimum, however, Eq. (4.4) shows that the maximum is taken over an 
element of Cl(co(L)). Compare (4.3) with (2.1). The reader may easily construct 
counterexamples to show that Eq. (4.3) d oes not necessarily hold if Cl(co(L)) 
does not have the properties stated in Proposition l(iii). 
Proof of Proposition 1. (i) Let x* E co(L), then by a well-known property 
of the convex hull, there exist .xZ , i = 1, 2 ,..., n in L with si E S and Xi 3 0, 
i = 1, 2,..., n such that 
x*=&;, 
i=l 
Since I/ X: 11 = 1 for all i, we have 
Now consider f’ defined by (4.2). We have 11 f’ /I = 1 and x,*(f ‘) = 1 for all 
s E S. Consequently 
It follows that 
X*(f’) = f &xZ(f’) x $ A< = 1. (4.5) 
i=l i=l 
1 = Ii x* (( = f xi /I XZi /I ) (4.6) 
i=l 
which establishes the linear normability. 
(ii) We will show that 
S* n Cc(L) C Cl(S* n cc(L)). (4.7) 
This together with (2.5) will establish (b). To show (4.7), let y* E S* n F(L). 
A base at y* for the weak* topology is given by the sets U of the form 
U = {x* E X*: 1 x*(f i, - y*(f i)l < E, i = 1, 2 ,..., k} 
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where e > 0 and {f1,f2,...,fli} is a finite subset of V. We show that every c’ 
of the above form contains an element of S* n cc(L). This will establish (4.7). 
Let p = max{l, lIfi // , i = 1, 2 ,.,., k} and define 
U, =: (x* E X*: 1 x*(fi) - y*(f”)l < c/2, i =~ 1,2 ,.,., k}, 
U’ = {x* E X”: / x*(f’) - y*(f’)l < (2p)-1 E, i = 1, 2 ,..., k), 
Then CT1 , U’ are both weak* open and contain y*. Now y* E Z(L) and there- 
fore there exists z* E cc(L) such that a* E U, n C7’. Since y* E S*, z* E G’, and 
iIf’// :- 1 we have 
Z”(f’) < y*(y) + (2p)-l E < /I y* 11 + (2p)-l 6 e 1 + (2p)y E. 
Since z* E cc(L) we have by (2.1), z* = &i* for some zi* E co(L) and 0 I’- 0. 
By (4.5) and (4.6), /I x* 11 = .x*(f’) ==: 1 for all x* E co(L) and hence 
1 5* j! = 0 I/ x1* 1~ :y- &+*(,f’) = X*(f’) < I + (2p))i t. 
Now let t* = (1 + (2~))~ 6)) r z*. Then // t* ii < I and t* E S* n cc(L). Also 
since z* E U1 and / y*(fi) < I/y* I/ Ilfi 1~ < p, we have for all i = I, 2,..., k, 
I t*(P) - y*(p)1 < (1 + (2p)-16))’ (I z*(fi) - y*(Y)\ + (2p)Y E I y*(P) < E. 
Thus t* E U and (4.7) is established. 
(iii) Since I/ x* // = 1 for all x* E co(L) we conclude that co(L) C S*. But 
since S* is weak* compact and closed (see [3, p. 471, Theorem 3) we see that 
Cl(co(L)) C S* and Cl(co(L)) is weak* compact. Again, since I* == I for all 
.1c* E co(L), it follows that the same holds for each x* in Cl(co(L)) and conse- 
quently ‘1 x* 1~ = 1 for all x* E Cl(co(L)). Thus 0* $ Cl(co(L)). Now, the two 
results from [8] quoted in the proof of Theorem 1 show that there exists g’ E X 
such that 
(4.8) 
Let P denote the set on the right side of (4.3). Clearly P is a convex cone. We 
prove that P is weak* closed. Indeed let x,*, O( E D be a net in P converging in 
the weak* topology to some x* in X *. We show that x* is in P and this will 
establish the weak* closedness of P. Indeed, x,* =: h,y,* for some yU* in 
Cl(co(L)) and h, > 0. Since the net ya*, a E D is in the compact set CI(co(L)), 
it contains a weak* convergent subnet converging to some y* E CI(co(L)). By 
(4.8), y*(g’) > 6 > 0. Since limit x,*(g’) === x*(g’), we conclude that 
x* == Xy*, where 0 ,< X < co. Hence x* E P and P is a weak* closed convex 
cone. But since Cc(L) is the smallest weak * closed convex cone containing L, 
it contains co(L), and therefore CI(co(L)) and P. Hence P = Cc(L) and (4.3) 
follows. Now (4.3), (2.4), and the fact that [/ x* 1; = 1 for all x* E CI(co(L)) 
establish (4.4). The proof of the proposition is now complete. 
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5. APPROXIMATION BY ISOTONE FUNCTIONS 
In this section we give another example to which the conditions of Section 2 
apply. The example of Section 4 has the simple structure described below. The 
functionals xi*, i = 1, 2 ,..., n, in L, which express a functional x* in co(L) as a 
convex combination, are such that the same combination of their norms /I xi* /j 
also equals /I x* /I . The example of this section shows that even if a problem does 
not have this structure the linear normability condition may still apply. 
Let S be a partially ordered set with partial order <. Let Z8 = 9(S) be the 
linear space of all bounded real functions on S. A function f~ a is called an 
isotone function if f(s) <j(t) w enevers,tESands<t.LetKC@bethe h 
convex cone of all isotone functions. Let w E 9 with w(s) > 6 > 0 for all s E S, 
for some 6, be a given weight function. Define a generalized uniform norm on g 
by 
llfllw = sup w(s) I f(s)1 forfE B. (5.1) 
SES 
Thus 9 together with 11 . /Iw is a real normed space. The usual uniform norm 
I/ * l/i used in approximation theory is obtained by letting w = 1 in (5.1). It will 
be seen that the two norms 11 . /jW and )I . jji generate the same topology on g 
since 6 II . IL < II . /lw < II w /II II . /I1 . H owever, since the isotonicity of f(s) does 
not imply isotonicity of w(s) f( ) s an vice versa, the results obtained for /I . jjW d 
in general, are not trivial extensions of those for 11 . jli . 
Let r be defined by the following and be nonempty. 
r = ((s, t) E s x s: s, t E s, s < t} (5.2) 
where s < t is understood to mean s < t but s # t. For each (s, t) E r, define a 
continuous linear functional x&, on GJ by 
4,td.f) = f(s) - f(t) forf E.B. (5.3) 
It is easy to see that the convex cone K of isotone functions is given by (1.2) with 
X = 9 and 
L = {x&: (s, t) E r>. (5.4) 
Clearly K # ?@. The results of Section 2 will be considered for X = ?8 and 
I/ . /I := 11 . /IW . A brief discussion of this problem with an analysis of the duality 
implication is given by this author in [14]. It is easy to see that 
II 4A II = l/w(s) + W(t) for all (s, t) E r. (5.5) 
Indeed, if /lfii, < 1, then if(s)1 < l/w(s) and ‘f(t)1 < l/w(t). Consequently, 
(5.3) shows that 11 x&, 11 does not exceed the right side of (5.5). Now define a 
bounded function h on S by h(s) = l/w(s), h(t) = --I /w(t) and h(u) = 0 if 
u # s, t. Then x,*,,,,(h) equals the right side of (5.5). Since /I h jjll. = 1, (5.5) is 
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established. An expression for all the solutions of this problem is obtained in 
[ 151. A similar problem involving nondecreasing polynomials defined on an 
interval is considered in [16]. In this section we obtain additional results as 
given by 
PROPOSITION 2. (i) co(L) is linearly normable by L. 
(ii) The three equivalent conditions (a), (b), (c) of Theorem 1 hold. 
We remark that the above proposition or the proof of part (ii) given below 
shows that 
inf 1: g - f & = sup ww w(t) (g($ - g(t)). 
fsK (R,t)Er 4s) + w(t) 
Proof of Proposition 2. (i) If x* E co(L), then there exist x$ , , i 1, 2 ,..., u 
in L with (si , ti) E r and nonnegative numbers /\$ , i ---- 1, 2,..., n such that 
x* = gl hixT,t,tt) . (5.6) 
We now show how to reexpress this x* as a nonnegative combination of some 
linear functionals x* (u,,e,, , i == 1, L., n, in L with (ui , ni) E r in the following 
manner: 
(5.7) 
where pLi > 0 and 
To this effect, given (5.6) define 
R = {sl , s2 ,..., 4 n (5 , t, ,..., t,}. (5.9) 
We first consider the case R = D and determine ” x* /I . From (5.6) and (5.5) 
we conclude that 
11 X* ii < f hi II qs&J /) = 2 X$(l!W(Si) -c liw(t;)). 
i=l i=l 
Define f’ E 9 by 
f ‘(4 = l/44> if z E {sl ) s2 )..., sn), 
= -l/w(z), if z E (5 , t, >*.-> t,:, 
= 0, otherwise. 
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The assumption R = .@ enables one to define a function in this manner. It is 
easy to verify that ljf’ /lw = 1. We now have 
X*(y) = i A. * 
61 
&s&w) = t1 W’(d - f’W> 
= g &(1/w(%) + l/wW 
We conclude that 
II x* II = f ~iulw(~i) + ll4tiN = i Ai II %+iiJi) II * (5.10) 
i=l i=l 
Thus, (5.7) and (5.8) hold with pi = hi , ui = si , wi = ti for all i = 1,2 ,..., n. 
Now consider the case R # @. We show how to determine x;P,~,~~, EL so 
that (5.7) holds for some pLi 3 0 and 
{Ul , UC2 >*a-, us} n {wl , w2 ,..., w,} = 0. (5.11) 
Then, by an argument similar to the one used to establish (5.10) for the case 
R = o we may show that (5.8) holds for this case also. (It is possible that in 
(5.7) and (5.8) we may have x&Vi) = XC,,“,) , i.e., (ui , wi) = (ui, wi) for some 
i # j, however, this does not contradict the definition of linear normability.) 
The determination of pi and x&vi) will be done by applying an algorithmic 
procedure. During each iteration of the algorithm, we construct a sequence Q of 
ordered pairs recursively. Specifically, at the beginning of the procedure we let 
Q = ((h 3 x;,,t,L (5.12) 
where Ai , xt, t,j are the ones appear in (5.6) and (h, , x;“9. t.,) is an ordered pair. 
At any intermediate iteration of the algorithm we denot:Q by 
Q = (pi 7 ~~i.,,)tL (5.13) 
where pi > 0 and x&~,~,) EL. It will be seen from the arguments that actual 
arrangement of the terms of Q is not significant. However, since during itera- 
tions Q could possibly have identical terms, we define Q to be a sequence rather 
than a set. The new sequence Q in any iteration is obtained by replacing two 
terms in the current Q (defined at the end of the previous iteration) by two 
terms which are generated during the iteration by the following procedure: 
We find two terms (pP, x$~,~,,), (Pi, x&*,J in the current Q, if they exist, 
such that w, = u, . These terms will be referred to as overlapping terms. Thus, 
u2, < wp = u, < wu, . We then observe that 
PPX~U9*21p)(f) + P$XI*u,.u,)(f) 
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Thus, we will have 
Note that the coefficients of linear functionals on the right side of (5.14) are 
nonnegative. We then define the new Q by replacing the two overlapping terms 
(CL,1 9 X&‘?‘,)J and (PfJ ? x;L*,v”) ) in the current Q, respectively, by 
Uk - &A x~!I,J.,,))~ CL% , xZ,,,~J), if “ Pv 9 PO? 
and by 
(h > xI:;n&$), ((Pa - PIA X,+u,,v,)), if PII (-. PO . 
Note that the new terms are nonoverlapping. In the next iteration again we 
examine the new Q for a pair of overlapping terms and replace them by a non- 
overlapping pair and so on. If at any time, an overlapping pair cannot be found, 
then we terminate the algorithm. Thus, each iteration of the algorithm involves 
replacement of two terms of Q by two terms and it follows that Q contains n 
terms in all iterations. The assumption that R # o where R is given by (5.9) 
enables one to find a pair of overlapping terms in the initial Q defined by (5.12). 
Also, note that by the very nature of the procedure for replacing terms of Q 
starting with the initial Q, the following holds for all iterations. 
(5.15) 
If the algortihm terminates then the final Q will not contain any overlapping 
pair. Consequently, denoting the terms in the final Q by (5.13) we see that (5.11) 
holds for this Q. Noting (5.15) we conclude that (5.8) holds. To complete the 
proof of the proposition it now suffices to show that the algorithm terminates 
after a finite number of iterations. To show this we observe that at each step, 
an overlapping pair, say (pB , x:~~,~~)), (I*~ , x~~~,,J in Q is replaced by a non- 
overlapping pair, say &,‘, x&,,~,,)), (Pi’, x&,,,~,,) such that exactly one of 
(UQ’9 oD’) and (Us’, no’) equals (uD , zl,J which is formed by the first and the last 
elements of the chain uz, < vP = uq. < vn (see (5.14)). Since there are only a 
finite number of points si , tj , i = I,2 ,..., n appearing in the expression (5.12) 
for the initial Q and the algorithm must terminate. 
(ii) This part will be proved by an application of the corollary to Theo- 
rem 1. The second inequality in (1.5) together with (5.4) and (5.5) gives for all 
gG.Gi- K, 
inf ilg -f I~?(. > sup 4) @) 
(S,t)Er 44 L w(f) 
(g(s) - g(t)). 
IGK 
(5.16) 
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We show that equality holds in (5.16). Let p denote the right side of (5.16) and 
define 
&Ylw = sup (g(s) - P/44), t E s. (5.17) 
(SGS:S<t) 
We reproduce a brief argument from [15] for the convenience of the reader. 
Clearly g, E K. From (5.17) we find that w(t)(g,,(t) - g(t)) > -p for all t E S. 
On the other hand, given t E S and E > 0, there exists s < t such thatg,(t) - E < 
g(s) - p/w(s). By the definition of p we have g(s) - p/w(s) <g(t) + p/w(t). 
Hence g,,(t) - E <g(t) + p/w(t) w rc rm h’ h ’ pl ies that w(t) (g,,(t) - g(t)) < p for 
all t E S. Thus 11 g - g, /lw = p and equality holds in (5.16). Thus (2.8) holds and 
the corollary to Theorem 1 gives the required result. 
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