A sublinear algorithm for the recovery of signals with sparse Fourier transform when many samples are missing  by Zou, Jing
Appl. Comput. Harmon. Anal. 22 (2007) 61–77
www.elsevier.com/locate/acha
A sublinear algorithm for the recovery of signals with sparse Fourier
transform when many samples are missing ✩
Jing Zou
Program in Applied and Computational Mathematics, Princeton University, Fine Hall, Washington Road, Princeton, NJ 08544, USA
Received 16 February 2005; revised 3 April 2006; accepted 13 April 2006
Available online 16 June 2006
Communicated by Charles K. Chui
Abstract
We present a sublinear randomized algorithm to compute a sparse Fourier transform for nonequispaced data of a special type.
More precisely, we address the situation where a signal S is known to consist of N equispaced time samples, of which only L < N
samples are available. If the ratio p = L/N is much smaller than 1, the available data typically look like nonequispaced samples,
with little or no visible trace of the equispacing of the full set of N samples. We extend an approach for equispaced data that was
presented in [J. Zou, A.C. Gilbert, M. Strauss, I. Daubechies, Theoretical and experimental analysis of a randomized algorithm for
sparse Fourier transform analysis, J. Comput. Phys. 211 (2006) 572–595]; the extended algorithm reconstructs, from the incomplete
data, a near-optimal B-term representation R with high probability 1 − δ, in time and space poly(B, log(N), log(1/δ), ε−1), such
that ‖S−R‖22  (1+ε)‖S−RBopt‖22, where RBopt is the optimal B-term Fourier representation of signal S. The sublinear poly(logN)
time is compared to the superlinear O(L1+(d−1)/β logL) time requirement of the present best known inverse nonequispaced
fast Fourier transform (INFFT) algorithms, in the sense of weighted norm with the number of dimensions d and smoothness
parameter β. Numerical experiments support the advantage of our algorithm in speed over other methods for sparse signals: it
already outperforms the INFFT for large but realistic size N and works well even in the situation of a large percentage of missing
data and in the presence of large noise.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
We consider the problem in which the recovery of a discrete time signal S of length N is sought when only L
signal values are known. In general, this is of course an insoluble problem; we consider it here under the additional
assumption that the signal has a sparse Fourier transform. Let us fix the notations: the signal is denoted by S =
(S(t))t=0,...,N−1, but we have at our disposal only the (S(i))i∈T, where the set T is a subset of {0, . . . ,N − 1} and
|T| = L. The Fourier transform of signal S is Sˆ = (Sˆ(0), . . . , Sˆ(N −1)), defined by Sˆ(ω) = 1√
N
∑N−1
t=0 S(t)e−2πiωt/N .
In terms of the Fourier basis functions φω(t) = 1√
N
e2πiωt/N , S can be written as S(t) =∑N−1ω=0 Sˆ(ω)φω(t); this is the
(discrete) Fourier representation of S. A signal S is said to have a B-sparse Fourier representation, if there exists a
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signal that does not have a B-sparse Fourier representation, we denote by RBopt(S) the optimal B-term sparse Fourier
representation of S.
There has been great interest and progress recently in the recovery of data from incomplete information, where it is
known that the signal to be recovered is sparse in some sense. Apart from the work by Gilbert and co-workers [12,21],
of which this paper is an extension, we would also like to point to the papers by Candes and Tao (and collaborators)
[3–6], by Donoho (and collaborators) [8,9], by Rudelson and Vershynin [19], and by Rauhut [17]. In all these papers
(including this one), probabilistic arguments play a role: although the conditions for feasibility of the approach pro-
posed by Candes et al. or by Donoho are (in the most recent versions of their papers), completely deterministic, their
proofs that these conditions can be verified require probabilistic constructions. Once their conditions are satisfied, their
algorithm (essentially a linear or quadratic programming) is deterministic again. For data of size N that are B-sparse,
their algorithm has a theoretical O(N3 logN) complexity, as is customary for this type of programming; numerically,
some implementations are claimed to scale like O(N logN). In contrast to this, the present paper and [21], of which
this is an extension, provide sublinear algorithms of which the dependence on N is only O(logN); the “price” for
this is that the algorithm itself is random, and therefore gives the right result not with absolute certainty, but with high
probability.
The sublinear algorithm, presented in this paper, to recover a B-sparse Fourier representation of a signal S from
incomplete data, also extends to the case where the Fourier transform Sˆ is not B-sparse, but where we aim to find a
near-optimal B-term Fourier representation, i.e., R =∑ω∈Ω c(ω)φω , such that
‖S − R‖22  (1 + ε)
∥∥S − RBopt(S)∥∥22. (1)
We shall always assume that even when we do not have a complete set of the customary equispaced samples
typically used for the FFT, the samples are nevertheless all elements of τZ for some τ > 0, i.e., that the incomplete
data form a subset of a sequence of equispaced samples. However, the requirement that all equally distributed data
be at hand raises challenges for many important applications. For instance, because of the occurrence of instrumental
drop-outs, in some cases, the data may be available only on a set of nonconsecutive integers. Another example occurs
in astronomy, where the observers cannot completely control the availability of observational data: a telescope can
see the universe only on nights when skies are not cloudy. In fact, computing the Fourier representation from such
incomplete data has wide applications [20] in processing astrophysical and seismic data, the spectral method on
adaptive grids, tracking Lagrangian particles, and the implementation of semi-Lagrangian methods. Moreover, the
robustness of our approach and its ability to deal with circumstances where a huge majority of the data are missing,
make it possible to use when the situation is not even readily apparent that the samples originate from an evenly spaced
grid; in Section 4, we shall, for example, deal with a 2-mode signal example where the samples are taken at points xl
obtained by picking randomly 2 numbers of the type 10−4k, with k ∈ N, in each interval [10−2l,10−2(l + 1)), where
l ∈ {0, . . . ,99}.
In many of the applications listed above, a few large Fourier coefficients already capture the major time-invariant
wave-like information of the signal, and we can thus ignore very small Fourier coefficients. To find a small set of the
few largest Fourier coefficients and hence a (near-)optimal B-sparse Fourier representation of a signal that describes
most of the signal characteristics is a fundamental task in applied Fourier analysis.
An equivalent version of this problem is as follows: define the matrix A := (e2πiωtj /N )ω=0,...,N−1;j=0,...,L−1 ∈
CL,N , where the tj are the locations of the available samples. Given S(tj ), we want to reconstruct the signal S,
or equivalently, its Fourier coefficients Sˆ, so that ASˆ = S. This linear system is under-determined. Several iterative
algorithms [1,2,10,11,13,14] have provided efficient approaches to solve this problem. Among all INFFT algorithms,
the conjugate gradient method in combination with the fast Fourier transforms at nonequispaced nodes (NFFT) in [14]
is among the fastest methods. Under mild assumptions [14], it takes time O(L1+(d−1)/β logL) to reconstruct the signal
in the sense of weighted norm, where L is the number of available points. The super-linearity relationship between the
running time and N (recall L = pN , where p is the percentage of available data) poses difficulties in processing large
dimensional signals, which have nothing to do with the unequal spacing. It follows that identifying a sparse number
of significant modes and amplitudes is expensive for even fairly modest N . Our goal in this paper is to discuss much
faster (sublinear) algorithms that can identify the sparse representation or approximation with coefficients a1, . . . , aB
and modes ω1, . . . ,ωB from incomplete samples that can be viewed as samples on a subset of τZ for some τ . These
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subset may be so sparse that it would be hard to distinguish the samples from just discretized incomplete samples.)
Our approach is based on the work presented in [12,21]. The paper [12] develops a theoretical algorithm to construct
the B-sparse Fourier representation for a signal S in time and space poly(B, logN, 1/ε, log(1/δ)) on equal spacing
data. The algorithm contains some random elements (which do not depend on the signal); their approach guarantees
that the error of estimation is of order ε‖S‖22 with probability exceeding 1 − δ. Zou et al. [21] presents a practical (and
improved) implementation of the algorithm, showing that it is of interest, i.e., it outperforms the FFT for reasonably
large N . It convincingly beats the FFT when the number of grid points N is reasonably large. The crossover point
lies at N  15,200 in one dimension and at N  1500 for data on a N ×N grid in two dimensions for an eight-mode
signal. When B = 64, RA
SFA surpasses the FFT at 3 × 107.
In this paper, we modify RA
SFA [21] to solve the incomplete data problem. Our new method (called NERA
SFA:
nonequispaced RA
SFA) uses sublinear time and space poly(B, logN,ε−1, log(1/δ)) to find a near-optimal B-term
Fourier representation, such that ‖S − R‖22  (1 + ε)‖S − Ropt‖22 with high probability 1 − δ. Similar to RA
SFA
algorithm, it outperforms the existing INFFT algorithms in processing sparse signals of large size.
1.1. Notation and terminology
Denote by χT a signal that equals 1 on a set T and zero elsewhere in the time domain. We say a signal S is
q percent pure, if there exists a frequency ω and a signal ρ, such that S(t) = ae2πiωt/N + ρ(t), with the constant
|a|2  (q%)‖S‖22. If a signal is 90% pure, we call the frequency ω predominant. If η is some constant > 0, we call
a frequency is η-significant, if |Sˆ(ω)|2  η‖S‖22 for some constant η > 0. To quantify the unevenness of the data, we
introduce the parameter p = L/N to be the percentage of the available data over all the data, where L is the number
of available data. Obviously a larger p corresponds to more information about the signal. We use 
2-norm throughout
the paper, which is denoted by ‖ · ‖2. The convolution F ∗ G is defined as F ∗ G(t) =∑N−1s=0 F(s)G(t − s), where
for arguments t outside {0,1, . . . ,N − 1}, we define G(t) by wraparound, i.e., G(t + kN) = G(t) for all integers k. It
follows that F̂ ∗ G(ω) = √NFˆ (ω)Gˆ(ω). We also assume that all logarithm functions have bases 2.
A box-car filter with width 2k + 1 is defined as follows:
χk(t) =
{ √
N
2k+1 if − k  t  k,
0 otherwise.
In the frequency domain, this filter has the form
χˆk(ω) =
{
sin[(2k+1)πω/N ]
(2k+1) sin(πω/N) if ω = 0,
1 otherwise.
(2)
A dilation operation with a factor σ on signal S is defined as S(σ)(t) = S(σ t) for every point t .
Also, we define S1 = SχT , which is a new signal containing all the available information of S and setting the
missing data as 0.
1.2. Organization
The paper is organized as follows. In Section 2, we give the outline of RA
SFA algorithm. Section 3 presents the
modification of RA
SFA that deals with the unavailability of some samples by a greedy method. Finally, we compare
numerical results with existing algorithms in Section 4.
2. Set-up of RASFA
Given a signal S of length N , the optimal B-term Fourier representation RBopt(S) uses only B frequencies; it is
simply a truncated version of the Fourier representation of S, retaining only the B largest coefficients. The following
theorem is the main result of [12].
Theorem 2.1. [12] Let an accuracy factor ε, a failure probability δ, and a sparsity target B be given. Then for an
arbitrary signal S of length N , RA
SFA will find a B-term approximation R to S, at a cost in time and space of order
poly(B, log(N),1/ε, log(1/δ)) and with probability exceeding 1 − δ, such that ‖S − R‖2  (1 + ε)‖S − RBopt(S)‖2.2 2
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SFA can build a near-optimal representation R in sublinear time poly(logN) instead
of the O(N logN) time requirement of existing algorithms. Its speed surpasses the FFT when the length of a signal
is sufficiently large. If a signal is composed only of B modes, RA
SFA constructs S exactly. In particular, when B is
O(1), the computational complexity would be O(logN).
The main procedure is a greedy pursuit [21] with the following steps:
Algorithm 2.2. [21] Total scheme. Input: signal S, the number of nonzero modes B or its upper bound, accuracy
factor ε, success probability 1 − δ, a small number ξ for stop criterion.
1. Initialize the representation signal R to 0, set the maximum number of iterations T = B2 log(N) log(1/δ)/ε2.
2. Test whether ‖S − R‖ ξ‖R‖22 or B significant Fourier modes are found. If yes, return the representation signal
R and the whole algorithm ends; otherwise go to step 3.
3. Locate Fourier modes ω for the signal S − R by the isolation and group test procedures below.
4. Estimate the Fourier coefficient at ω: ̂(S − R)(ω).
5. If the total number of iterations is less than T , go to 2; else return the representation R.
The greedy pursuit procedure captures one significant frequency in each iteration and then reduces the contribution
of this frequency from the residual signal. In order to make this clear, we give an illustration about how to capture the
B Fourier modes in successive sweeps. Because it is a randomized algorithm, RA
SFA performs differently in each
run. Suppose the signal is S = 100φ1 + 1.45φ2 + 1.4φ3 + φ4, where φk = e2πikt/N . We try to find a 2-term Fourier
approximation. One possible run is as follows:
1. Identify frequency ω = 1; estimate Sˆ(1) = 102 (not 100).
Update: R = 102φ1, residual S = original signal − R = −2φ1 + 1.45φ2 + 1.4φ3 + φ4.
2. Next, identify ω = 1, estimate Sˆ(1) = −1.9, R = 100.1φ1, and S = −0.1φ1 + 1.45φ2 + 1.4φ3 + φ4.
3. Next, the frequency identification makes some errors. Instead of finding the Fourier mode with the second largest
coefficient, it identifies ω = 3. Estimate the coefficient Sˆ(3) = 1.38. Hence, we obtain the approximation signal
R = 100.1φ1 + 1.38φ3 and the residual signal S = −0.1φ1 + 1.45φ2 + 0.02φ3 + φ4.
Next, we compare the approximation error with the optimal error.
1. Original signal S = 100φ1 + 1.45φ2 + 1.4φ3 + φ4.
2. Representation signal R = 100.1φ1 + 1.38φ3, error =0.12 + 1.452 + 0.022 + 12 = 3.1129.
3. Optimal representation signal Ropt = 100φ1 + 1.45φ2, optimal error = ‖S − Ropt‖22 = 1.42 + 12 = 2.96. Obvi-
ously, the error is within the (1 + ε) scope of the optimal error.
From the above example, we note that errors might happen in both frequency location and coefficient estimation. This
is because we only use partial information of the signal. Fortunately, the greedy pursuit helps to correct these errors
gradually.
3. NERASFA with greedy technique
RA
SFA samples from a signal with a fixed cost per sample, implicitly assuming that uniform and random sampling
is possible. This raises challenges for processing incomplete data. Specifically speaking, coefficients and norms can
not be estimated properly by the previous algorithm [21]. Thus one has to modify steps 3 and 4 of Algorithm 2.2
accordingly. In this section, NERA
SFA, a modified version of RA
SFA, is introduced to overcome these problems.
As shown in the previous section, the various stages of RA
SFA function by sampling at points that are produced
by an algorithm with random elements. When the algorithm wishes to query an unavailable data point, there are two
possible strategies: either we forego this particular sampling and ask the algorithm to do an extra round of sampling
or we estimate the missing sample. This is what distinguishes NERA
SFA from RA
SFA. We propose two versions
of NERA
SFA. Both of them adapt greedy pursuit for an available data in estimating coefficients, i.e., the coefficient
estimation stages react to unavailable data points by repeating extra rounds of sampling until the required number of
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much less critical. The first method is greedy in this stage as well, searching exhaustively for an available data point
by generating random indices; in contrast, the second method takes the Lagrange interpolation of its three nearest
neighbors to estimate the value of the missing point.
A good data structure is important to save on running time cost. We label the availability of a data point by +1 for
availability and 0 for unavailability. Hence, in order to check if the corresponding sample is present, we need to look
only at the value of the label. An alternative solution is to store all the sorted labels of available data in a long list.
In this latter case, each search for a valid label takes time O(logN), which introduces an O(logN)2 factor into the
whole computation. For simplicity, we selected the first data structure.
We now give a more detailed discussion of the different procedures used in steps 3 and 4 of Algorithm 2.2; these
correspond to modifications of procedures detailed in [21]. For the sake of completeness, we present the full descrip-
tion of only the modified part. We only give brief description of group test and isolation, which are exactly the same
as [21]. In total, the new algorithm is an adapted variant of the algorithm in [21], along the lines sketched above.
3.1. Estimating Fourier coefficients
First, we give the procedure for estimating Fourier coefficients from incomplete data; this is very similar to Algo-
rithm 3.3 in [21], except in its greedy pursuit for an available data.
Algorithm 3.1. Estimating individual Fourier coefficients. Input: a signal S, a frequency ω, failure probability δ,
accuracy factor ε.
Initialize: n = 	2 log(1/δ)
, m = 	8/ε2
.
1. For j = 1, . . . , n
For k = 1, . . . ,m
Randomly generate the index t until S(t) is available
Then let tjk = t and compute p(j) = 1√
N
∑m
k=0 S(tjk)e−2πiωtjk/N .
2. Take the median: c = medianj (p(j)).
3. Return c as the estimation of the Fourier coefficient Sˆ(ω).
Next, we show that using incomplete data leads to a very good approximation to the true coefficient. We know
that by repeating an experiment enough times, a small probability event will happen eventually. In our case, only
p = L/N percentage of the data is available, so that one easily checks that k > |log δ|/ log(1−L/N) trials are needed
to generate one available data point with success probability at least 1 − δ.
We shall also need the observation that most of the Fourier coefficients of a characteristic function on a typical set
T are small, under some conditions. The following lemma makes this more explicit.
Lemma 3.2. Suppose the components Xj of a discrete random variable X = (Xj )N−1j=0 are identically and indepen-
dently distributed in {0,1}, with p = Prob(Xj = 1). Define the random set T = {j ∈ {0, . . . ,N −1} | Xj = 1} to be the
set of all available data; χˆT (ω) = 1√
N
∑
t∈T e−2πiωt/N is the discrete Fourier transform of its characteristic function.
If λ, τ > 0 satisfy λ < 2ep(1 − p), τ  e−λ
2(1−1/N)+2λ
4 , and p  1 − λ2(1−1/N)2λ+4| log τ | , where e = 2.71828 . . . , then
Prob
(∣∣χˆT (ω)∣∣2  λ) τ 2. (3)
Proof. First, we claim that E(|χˆT (ω)|2) = p(1−p)N(N−1) for all ω = 0. We have
∣∣χˆT (ω)∣∣2 = 1
N
∑
e−2πiω(j−k)/N = 1
N
∑
1 + 1
N
∑
e−2πiω(j−k)/N . (4)j,k∈T j∈T j,k∈T ,j =k
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E
(∣∣χˆT (ω)∣∣2)= p + 1
N
p
pN − 1
N − 1
N−1∑
j,k=0,j =k
e−2πiω(j−k)/N .
Observe that
∑N−1
j,k=0,j =k e−2πiω(j−k)/N = |
∑N−1
j=0 e−2πiωj/N |2 −
∑N−1
j=0 1 = (Nδω,0)2 − N , hence
E
(∣∣χˆT (ω)∣∣2)= p + p
N
pN − 1
N − 1
(
N2δω,0 − N
)= p
{
1 + pN − 1
N − 1 (Nδω,0 − 1)
}
= p
(N − 1)
{
N − 1 + (pN − 1)(Nδω,0 − 1)
}
.
By Chernoff’s inequality [7], since λ < 2eμ,
Prob
(∣∣χˆT (ω)∣∣2  λ) exp
[
− (λ/E(|χˆT (ω)|
2) − 1)2E(|χˆT (ω)|2)
4
]
= exp
[
−1
4
(
λ2/E
(∣∣χˆT (ω)∣∣2)− 2λ + E(∣∣χˆT (ω)∣∣2))
]
. (5)
In order for Prob(|χˆT (ω)|2  λ) τ 2, it suffices that
λ2/E
(∣∣χˆT (ω)∣∣2)− 2λ + E(∣∣χˆT (ω)∣∣2) 4∣∣log τ 2∣∣. (6)
The above inequality holds if
λ2/E
(∣∣χˆT (ω)∣∣2) (2λ + 4∣∣log τ 2∣∣) (7)
or, equivalently, if
E
(∣∣χˆT (ω)∣∣2) λ
2
2λ + 4|log τ 2| . (8)
Since E(|χˆT (ω)|2) = p(1−p)NN−1 , we only need to impose p(1 − p)  λ
2(1−1/N)
2λ+4|log τ 2| for (8) to hold. Therefore, when
p  1 − λ2(1−1/N)2λ+4|log τ | ,
Prob
(∣∣χˆT (ω)∣∣2  λ) τ 2. 
In particular, we want both λ and τ to be small, meaning that p cannot be too small itself. For example, if λ = 0.3,
τ 2 = 0.49, and p  95.6%, then we have Prob(|χ̂T (ω)|2  0.3)  0.49. Although the theoretical condition for p
seems very restrictive, the estimate (3) actually holds for much more general p in practice.
Next, we consider the conditions for the two coefficients Sˆ(ω) and Sˆ1(ω) = Ŝ · χT (ω) to be close.
Lemma 3.3. Suppose the parameters T , λ, τ , p are as stated in Lemma 3.2 and define S1(t) = S(t)χT (t). If p 
1 − λ2(1−1/N)2λ+4|log τ | and
√
Bλ < 1, then, for any ω,
∣∣Sˆ(ω) − Sˆ1(ω)∣∣√Bλ‖S‖2 (9)
with probability exceeding (1 − τ 2)B .
Proof. Suppose the significant terms of signal S are ωi , where i = 1, . . . ,B .
Since S1(t) = S(t)χT (t) and thus Sˆ1(ω) = Sˆ(ω) ∗ χˆT (ω), then
Sˆ1(ω) =
B∑
i=1
Sˆ(ωi)χˆT (ω − ωi) = Sˆ(ω)χˆT (0) +
B∑
i=1, ω =ωi
Sˆ(ωi)χˆT (ω − ωi)
= Sˆ(ω) +
B∑
Sˆ(ωi)χˆT (ω − ωi).
i=1, ω =ωi
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∣∣Sˆ1(ω) − Sˆ(ω)∣∣=
∣∣∣∣∣
B∑
i=1, ω =ωi
Sˆ(ωi)χˆT (ω − ωi)
∣∣∣∣∣
√√√√√
B∑
i=1, ω =ωi
∣∣Sˆ(ωi)∣∣2
√√√√√
B∑
i=1, ω =ωi
∣∣χˆT (ω − ωi)∣∣2
 ‖S‖2
√√√√√
B∑
i=1, ω =ωi
∣∣χˆT (ω − ωi)∣∣2. (10)
Hence, we have |χˆT (ω)|2  λ with probability at least 1 − τ 2 for any ω = 0. This implies that |Sˆ1(ω) − Sˆ(ω)| √
Bλ‖S‖2 with probability at least (1 − τ 2)B .
For those ω /∈ {ωi, i = 1, . . . ,B},
Sˆ1(ω) =
B∑
i=1
Sˆ(ω)χˆT (ω − ωi), (11)
and we conclude similarly that |Sˆ1(ω) − Sˆ(ω)|
√
Bλ‖S‖2, with probability at least (1 − τ 2)B . 
We shall use Algorithm 3.1 to estimate Sˆ1(ω); we now look at how close the approximation A (i.e., the output of
Algorithm 3.1) of Sˆ1(ω) is to the true coefficient Sˆ(ω).
Theorem 3.4. For a set of parameters T , λ, τ , p as stated in Lemma 3.2, every application of Algorithm 3.1 produces,
for each frequency ω, each signal S, and each λ > 0, with probability exceeding (1 − δ) = (1 − τ 2)B , an output A
(after inputting (S,ω, ε, δ)), such that |A − Sˆ(ω)|2  λ(1 + √B)2‖S‖22.
Proof. Lemma 4.2 in [21] says that the coefficient estimation algorithm returns A, such that∣∣A − Sˆ1(ω)∣∣√λ‖S‖2. (12)
By Lemma 3.3∣∣Sˆ1(ω) − Sˆ(ω)∣∣√Bλ‖S‖2. (13)
Thus ∣∣A − Sˆ(ω)∣∣ ∣∣A − Sˆ1(ω)∣∣+ ∣∣Sˆ1(ω) − Sˆ(ω)∣∣ (√λ + √Bλ )‖S‖2. (14)
It follows that∣∣A − Sˆ(ω)∣∣2  λ(1 + √B )2‖S‖22.  (15)
If most of the data are available, the computational cost for estimating Fourier coefficients on incomplete data is
only slightly more than for the complete data case. The time to compute the available signal value remains the same as
for the complete data case. The extra time comes from visiting unavailable data; this time is estimated in Lemma 3.5.
Since Algorithm 3.1 requires 16 log 1/δ
ε2
data points (where ε gives the desired relative accuracy and 1 − δ is the success
probability for the overall procedure), we need to estimate the amount of time to find that many samples.
Lemma 3.5. Pick δ˜ ∈ (0,1) and define δ1 by (1− δ˜) = (1− δ1)16
log δ
ε2
. Then after a time |16 log(1/δ) log δ1
ε2 log(1−p) |, Algorithm 3.1
will have found 16 | log δ|
ε2
available data, with success probability greater than (1 − δ˜).
Proof. We know that only p = L
N
data are available. It follows that a simple random pick in {1, . . . ,N} gives an
available data point with probability L/N = p. In order to improve the odds of finding a data point, we can resort to
several trials; if we wish to obtain an available data in the first k trials with probability 1 − δ1, the number of trials k
must satisfy
(1 − p)k  δ1
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log δ1
log(1−p) trials, we have obtained an available data point with probability at
least 1 − δ1. In order to obtain 16 log(1/δ)ε2 samples, the total number of trials equals to 16
log(1/δ) log δ1
ε2 log(1−p) . The probability
that we have obtained the desired number of samples then exceeds (1 − δ1)16
log 1/δ
ε2 = (1 − δ˜). 
Fortunately, the operation of visiting samples is very fast and therefore contributes little to the total time, especially
when most of the data are available; in practice, we need fewer trials than the estimate in Lemma 3.5.
Although the conditions of Theorem 3.4 are very strong, we find that, in practice, the approach works for much
less strict situations; the estimate is very coarse. For example, when p = 0.5, δ = 20%, ε = 0.5%, B = 2, N = 1000,
the theoretical number of samples for estimating one Fourier coefficient is 2.5 × 106; in practice, 300 samples are
enough. In order to obtain one available data point, the theoretical upper bound on the number of trials to find one
sample data is 10, while the empirical average number of trials is around 2.5.
Remark. As in [21], one can speed up the algorithm by using multi-step coarse-to-fine coefficient estimation proce-
dures, which turns out to be more efficient than single-step estimation; the proof is entirely analogous to Lemma 4.3
in [21], so we do not repeat it here.
3.2. Estimating norms
The basic idea for locating the label of a significant frequency is to compare the energies (i.e., the 
2 norm)
of signals restricted mostly in different frequency intervals. If the energy of some interval is relatively large, the
significant mode would be in that region with higher probability. We construct the following new signals to focus on
certain intervals
Hj(t) = χ[−q2,q2](t)e
2πij t
4(2k+1) ∗ χ[−q1,q1](σ t)e
2πitθ
N ∗ (S · χT ), (16)
where 2q1 + 1 and 2q2 + 1 are the filter width, j = 0, . . . ,8k + 4, and σ and θ are random dilation and modulation
factors. (Please see [21] for an explanation of the role of σ and θ .) For convenience, we denote Hj(t) by H(t).
We need to evaluate H(t) for random indices t ∈ {0, . . . ,N − 1}. Note that the signal H results from the convolu-
tions of two finite bandwidth box-car filters with the incomplete information of the original signal S. Therefore, any
missing point needed by the two convolutions would lead to a failure of computing H(t). The total number of signal
points involved depends on the number of nonzero taps (filter width) in these two filters. Moreover, random dilation
and modulation operations make computation more tricky. In this section, we propose two different approaches to
estimate norms.
3.2.1. Greedy pursuit for available data points
One naive way is to dive into the two convolutions and sample each related signal point. If the signal point is
not available, stop evaluating this H(t) and start with a new index t . This definitely increases time cost by wasting
abundant computation. For example, suppose five data are needed and only one of them is missing, then the algorithm
may compute four data in vain in the worst case, where the missing data point is visited last in the sequence of 5.
To avoid the above situation, we first compute the locations of all the relevant points for the convolution; only if they
are all available shall we start the computation. The following lemma describes in detail the location of these points,
after the random permutations given in (16). We define, for any sequence of length N , and any dilation factor σ , the
sequence S(σ) by S(σ)(t) = S(σ t), where, as usual, labels exceeding N − 1 are reduced by wraparound.
Lemma 3.6. Suppose we have a signal H(t) = (χ(σ1)1 ∗ (χ(σ2)q1 ∗ S)(σ3))(σ4))(t), where σ1, σ2, σ3, and σ4 are dilation
factors, and where the box-car filters χq1 and χq2 have taps in the intervals [−q1, q1], and [−q2, q2], respectively.
Then, in order to evaluate H(t), we need values of S with indices at σ3σ4t − σ3σ1j − kσ2 for all integers j , k with
j = −q1, . . . , q1, k = −q2, . . . , q2.
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H(t) = (χ(σ1)q1 ∗ r)(σ4)(t) =
q1∑
j=−q1
χq1(σ1j)r(σ4t − σ1j), (17)
where
r(σ4t − σ1j) =
(
χ(σ2)q2 ∗ S
)(σ3)(σ4t − σ1j) = (χ(σ2)q2 ∗ S)(σ3σ4t − σ3σ1j)
=
q2∑
k=−q2
χq2(σ2k)S(σ3σ4t − σ3σ1j − σ2k). (18)
Thus, in order to get the value of H(t), we need values of all S(t ′), where t ′ = σ3σ4t − σ3σ1j − σ2k, with j =
−q1, . . . , q1 and k = −q2, . . . , q2. 
The scheme of the norm estimation is as follows. It is a variation of Algorithm 3.6 in [21], with an added feature
of exhaustive trials to obtain available data points.
Algorithm 3.7. Norm estimation. Input: signal H , success probability 1 − δ, the information about the filters: 0 <
q1, q2  N , dilation factors 0 < σ1, σ2, σ3, σ4 N .
Initialize: the number of iterations M = 9	log(1/δ)
, k = 0.
While k < M :
1. Randomly generate the index tk .
2. Compute all indices needed for computing H(t) in (16): Υ = {t ′ | t ′ = σ3σ4t − σ3σ1j − σ2k, j = −q1, . . . , q1,
k = −q2, . . . , q2}.
3. If all the points t ′ ∈ Υ are available, then compute H(tk) and k = k + 1; else go to step 1 and generate another
index tk .
Output: estimate = 60th percentile of the sequence {|H(tk)|2N}, where k = 0, . . . ,M − 1.
The following two lemmas investigate the number of trials to obtain a satisfactory data group for estimating norms.
Lemma 3.8. Suppose χq1 and χq2 are two box-car filters with numbers of taps 2q1 + 1 and 2q2 + 1, respectively.
Define Dq1,q2 = χq1 ∗ χq2 . Then Dq1,q2 has 2q1 + 2q2 + 1 nonzero taps in the time domain.
Lemma 3.9. Pick δ2 ∈ (0,1). Let H be as in Lemma 3.6. Randomly choose an index t ∈ {0, . . . ,N − 1}. After k >
log δ2/ log(1 − p2q1+2q2+1) attempts, we will, with probability exceeding 1 − δ2, find at least one computable H(t),
i.e., for which the data S(t ′) are available for all t ′ where we need to sample to compute H(t).
Proof. Randomly generate a sample point t . In order to compute H(t), we need that all the related 2q1 + 2q2 + 1
points be available. This would happen with probability p2q1+2q2+1. If we require that the failure probability to find
such an available data group be smaller than δ2 and k is the number of trials for t , then this is guaranteed if(
1 − p2q1+2q2+1)k  δ2
which implies k  log δ2log(1−p2q1+2q2+1) . 
It is then easy to put together Lemma 3.9 and the estimate in [21] for its Algorithm 3.7 to find
Lemma 3.10. Let H , σ1, σ2, σ3, σ4, q1, q2 be as in Lemma 3.6. Pick δ3 ∈ (0,1). Then with probability exceeding 1−δ3,
Algorithm 3.7 will produce an estimate that exceeds 14
∑N
t=1 |H(t)|2, using at most (1+|log δ3|)	log(1/δ3)
/|log(1−
p2q1+2q2+1)| attempts to sample S.
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failure probability 1 − δ3/2. The combined procedure then has success probability exceeding 1 − δ2. 
If there exist satisfactory data groups, although maybe very few, the norm estimation will eventually find them.
However, when most data are unavailable, the program may search repeatedly and take a huge amount of time. To
avoid this situation in practice, we introduce an upper bound on the number of the trials. When the bound is reached,
the algorithm just uses the available sample points found so far to estimate the norms. This technique may lead to a
larger error, and thus hamper the success of correct frequency identification. However, by repeating the whole greedy
pursuit processes, the probability the algorithm always fails in all these trials is very small. In practice, this allows
us to use Algorithm 3.7 with much fewer samples than prescribed by Lemma 3.10, even for fairly low p. If p is
exceedingly small which means there are too few data, we cannot hope to recover the signal this way.
The greedy algorithm described above is fast when p is sufficiently large (e.g., p > 0.7). For smaller p, the amount
of time wasted to find available sample groups becomes unacceptably long. For example, when B = 2, N = 100,
p = 0.4, the algorithm could not find the signal within 200 greedy pursuit iterations in most cases. This motivates us
to use an interpolation technique for estimating samples directly.
3.2.2. Lagrange interpolation techniques for evaluating a sample
Because the signals we seek to represent are supposed to have only very few modes and are therefore very smooth,
a Lagrange interpolation from the three nearest available neighbors sandwiching the unavailable point seems an ap-
propriate choice. We introduce the interpolation scheme into estimating norms. It turns out that the resulting algorithm
is more efficient and more successful in smaller p cases.
The idea is to estimate the value of a missing point by the Lagrange interpolation [16]. Suppose the three nearest
neighbors of t are (ti(t), S(ti)), where i = 1,2,3. Then the Lagrange interpolation to approximate the value of H(t)
is
PS(t) = (t − t2)(t − t3)
(t1 − t2)(t − t3)S(t1) +
(t − t1)(t − t3)
(t2 − t1)(t2 − t3)S(t2) +
(t − t2)(t − t1)
(t3 − t2)(t3 − t1)S(t3). (19)
The detailed algorithm for estimating norms is as follows.
Algorithm 3.11. Estimate norm with interpolation technique. Input: signal H .
Initialize: k = 0, the maximum number of samples M .
1. Randomly generate indices tk , where k = 0, . . . ,M − 1.
2. For each k, compute all indices t ′ ∈ Υ = {t ′ | t ′ = σ3σ4tk − σ3σ1j − σ2k, j = −q1, . . . , q1, k = −q2, . . . , q2}.
3. If all the S(t ′) are available, compute H(tk). If not all the S(t ′) are available, replace each missing S(t ′) by the
corresponding Lagrange interpolation S˜(t ′) from its nearest neighbors, where we can define S˜(t ′) as
S˜(t ′) =
⎧⎨
⎩
S(t ′) if this sample is available,
PS(t
′) if this sample is unavailable and t1, t2, t3
are the nearest available neighbors of t ′.
(20)
Output: estimation = 60th percentile of the sequence {|H(tk)|2N}, where k = 0, . . . ,M − 1.
Note that we use interpolation only in norm estimation steps, where precision is less critical. With less precise norm
estimation, the localization of important modes can still work well when iterated. For coefficient estimation, which
needs to be more precise, we always search for available samples.
The effect of the interpolation technique is to increase significantly the set of points t ′ on which we have a reason-
ably “good” estimate of S. It is known that if I is the convex hull interval of t1, t2, t3, and t ∈ I , then
∣∣S˜(t) − S(t)∣∣ 1
6
max
ξ∈I
∣∣S(3)(ξ)∣∣|t − t1||t − t2||t − t3|. (21)
Even though S˜(t) may differ a lot from S(t) for some t , for many t this error will be fairly small. Moreover, it
was shown in [21] that RA
SFA is very robust with respect to noise. (See [21, Figs. 2.6 and 2.7].) The difference
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Experiments with signals
∑4
k=1 ckφωk , where ωk are ran-
domly chosen from [1,100]. Fix N = 10,001, B = 4, p = 0.2,
d = 1, and vary the value of γ . 100 different runs were carried
out and the average results are shown
γ |Sγ |/N
γ  10−4 69.1%
10−5  γ < 10−4 24.5%
10−6  γ < 10−5 6.0%
(a) (b) (c)
Fig. 1. The graph illustration of the isolation procedure. (a) A signal with three significant modes. (b) Multiply the signal with a box-car filter in
the frequency domain. (c) After the multiplication, if the significant frequency falls in the pass region, most of its amplitude is preserved. Their
amplitudes of the modes outside the pass region diminish. We thus obtain a new signal with only one predominant frequency. Other frequencies
amplitude are very small.
S(t) − S˜(t) is certainly not “white noise,” yet it typically has fairly random distribution properties. So, if we define a
set S by
Sγ =
{
t; ∣∣S(t) − S˜(t)∣∣< γ }, (22)
then S is significantly larger set than the set where samples are available; if {1, . . . ,N} \ Sγ is a small set, then
the samples picked by Algorithm 3.11 are highly likely to be taken from Sγ . We illustrate this by the following
experiments. We take N = 10,001 and the signal S consists of 4 modes, picked at random in {1, . . . ,100}, with unit
amplitudes. The greedy method of Section 3.2.1 does fine for p  35%, but has problems for smaller p. The Lagrange
interpolation method works well for p as low as 5%. To determine the set T of available samples, we picked points
uniformly and randomly until we had pN different points. Given the set T of available t and using only S(t) with
t ∈ T, we can compute S˜(t ′) for all t ′ (available or not) by Eq. (20). Because we know the true S(t), we can determine
the set Sγ , as defined above, for different values of γ in Table 1; the relative size |S|/N is tabulated in Table 1, for the
case p = 0.2.
The inaccuracy of the approximation leads to abundant “fake” nonzero frequencies in the spectral domain. How-
ever, the original true frequency still remains significantly large to be distinguished from “fake” frequencies in the
frequency location procedure. In addition, the coefficient estimation (in which we do not use interpolation) also pro-
vides a strong tool to separate the fake modes from the true modes.
3.3. Locate a significant frequency
The procedure to identify a significant frequency is the same as in [21] (except for the norm estimation procedure,
which we just discussed). Therefore we only sketch the main ideas of the remainder of the algorithm.
In order to locate the nonzero frequencies, we first construct a new signal where a significant frequency of signal
S becomes the single predominant frequency (see Fig. 1). This is implemented by convolving the original signal in
Fig. 1a with a box-car filter, which is equivalent to the multiplication of both signals in the frequency domain, as
shown in Fig. 1b. The convolution produces a new signal (Fig. 1c) with only one dominant frequency and reduces
other frequencies’ amplitudes. To separate two frequencies that are very close, we perform random permutation before
the convolution. This first stage is called the “isolation” step.
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comparing energies, and keeping only intervals with large energies. After the frequency is located, the algorithm gives
a good estimation of the coefficient, by taking means and medians of random samples.
For details, please see the isolation and group test procedures in [21].
3.4. Adaptive greedy pursuit
In summary, given a signal S, for an accuracy ε and for B modes, we can find a very good approximation of the
signal S by using Algorithm 2.2 in [21]. The only difference is a different estimate for the computational cost, because
we have to work harder to find available samples. Adapting Theorem 9 in [21], we have
Theorem 3.12. Given p ∈ (p0,1), with p0 > 0. Given a signal S, an accuracy factor ε, success probability 1 − δ.
Algorithm 2.2 can output a B-term representation R with sum-square-error ‖S − R‖22  (1 + ε)‖S − Ropt‖22
(where Ropt is the B-term representation for S with the least sum-square-error), with time and space cost
poly(B, log(N),1/ε, log(1/δ)) for computing and poly(B, logN, log(1/δ),1/ε) for just visiting samples, uniformly
in p ∈ (p0,1).
Remark. This is essentially the same as Theorem 9 in [12]. The only difference is that we have to visit more samples
in the different parts of the algorithm, which affects constants in the polynomial complexity estimate. The estimates
in Sections 3.1 and 3.2 show that this can be bounded uniformly for p  p0.
3.5. Sketch of possible extension to higher dimensions
With techniques very similar to [12], NERA
SFA can be extended to process incomplete data in high dimensions.
As we already pointed out, the incomplete data necessitates the introduction of special techniques in norm and coeffi-
cient estimation. For the coefficient estimation, we still pursue available data greedily. The norm estimation can either
employ the greedy pursuit technique, or a high dimensional Lagrange interpolation.
The first issues are how many neighbors need to be found for a missing sample, how to locate them, and how to
estimate the missing value. In one dimension, this can be done by Lagrange interpolation using a few nearest left and
right available neighbors.
In two dimensions, a simple bilinear method consists in finding four nearest available neighbors in each quadrant.
Let us illustrate this for two dimensions. Suppose a missing point is (x, y), its four neighbors are (x1, y1), (x2, y2),
(x3, y3), (x4, y4). The weights of neighbors can be derived by solving the following linear system of equations:⎛
⎜⎝
x1 x2 x3 x4
y1 y2 y3 y4
x1y1 x2y2 x3y3 x4y4
1 1 1 1
⎞
⎟⎠
⎛
⎜⎝
w1
w2
w3
w4
⎞
⎟⎠=
⎛
⎜⎝
x
y
xy
1
⎞
⎟⎠ . (23)
Since this content is standard, we omit the discussion of more complicated situations, for example the singular
matrix in (23).
One easily sees that the system of Eq. (23) is translation invariant: the two linear system of equations⎛
⎜⎝
x1 + l x2 + l x3 + l x4 + l
y1 + p y2 + p y3 + p y4 + p
(x1 + l)(y1 + p) (x2 + l)(y2 + p) (x3 + l)(y3 + p) (x4 + l)(y4 + p)
1 1 1 1
⎞
⎟⎠
⎛
⎜⎝
w1
w2
w3
w4
⎞
⎟⎠=
⎛
⎜⎝
l
p
lp
1
⎞
⎟⎠
and ⎛
⎜⎝
x1 x2 x3 x4
y1 y2 y3 y4
x1y1 x2y2 x3y3 x4y4
1 1 1 1
⎞
⎟⎠
⎛
⎜⎝
w1
w2
w3
w4
⎞
⎟⎠=
⎛
⎜⎝
0
0
0
1
⎞
⎟⎠
have the same solutions for any l and p. That means the absolute location of the missing points does not influence the
weights. Only the geometrical shape and relative distance of the available neighbors of a missing point matter. (Note:
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Since they are fairly standard, we do not give a detailed discussion here.)
Thus, we compute weights for the geometrical shapes of available neighboring points which occur most often. As
we go through every missing point, we check if the shape of its neighboring available points matches those popular
ones; if it does, we can directly get the weights without computation. This saves a huge amount of work, especially
when p is large.
After computing all the weights ωi , we estimate the value of the missing point by
S(x, y) =
4∑
i=1
ωiS(xi, yi). (24)
The scheme above is for 2 dimensions; similar multi-linear (or higher order) schemes [18] can be written for other
small dimensions: the complexity quickly becomes large as the dimension increases. For higher dimensions, one can
also take recourse to more complicated high dimensional interpolation techniques, as in, e.g., [16].
4. Numerical results
In this section, we present numerical results of NERA
SFA and compare them to the inverse nonequispaced fast
Fourier transform (INFFT) algorithms. The popular software NFFT version 2.0 [14,15] is used to give the performance
of the INFFT, with default CGNE_R method and Dirichlet kernel. We assume that all the available data are stored
in memory. Numerical experiments show the advantage of our NERA
SFA algorithm in processing large amount of
data for sparse signals. We begin in Section 4.1 by comparing NERA
SFA to the INFFT for one and two dimensional
examples of different length. In Section 4.2, the performance for different number of modes is shown. Section 4.3
presents the result with different percentage of available data. We also explore the robustness of the NERA
SFA to
noise in Section 4.4. Finally, we test the relationship between error and running time in Section 4.5.
All the experiments were run on an AMD Athlon(TM) XP1900+ machine with cache size 256 KB, total memory
512 MB, Linux kernel version 2.4.20-20.9 and compiler gcc version 3.2.2. The numerical data is an average of 10
runs of the code; errors are given in the l2 norm.
4.1. Experiments with different length of signals
We ran the comparison for an eight-mode superposition signal S(t) =∑Bi=1 ciφωi , plus white noise ν with SNR ≈−12dB), and ci are randomly and uniformly distributed in [1,10] and ωi are taken from 0, . . . ,350. (If the ωi ’s
are instead in the region 0, . . . ,N − 1, the algorithm requires more time to recover the signal.) Other parameters are
B = 8, ε = 0.08, δ = 0.1, and p = 70%. The data erasures are randomly and uniformly distributed. NERA
SFA
outperforms the INFFT in speed when N is large; see Table 2. The corresponding crossover point is N  215 =
32,768. For example, in order to process 219 = 524,288 data, the INFFT needs around twenty minutes (estimated),
while NERA
SFA needs less than one second. Experiments support the theoretical conclusion that NERA
SFA would
be faster than the INFFT for a sparse signal when N is large enough; whatever the sparsity, i.e., whatever the value
of B , there always exists some crossover N .
Table 2
Experiments with fixed B = 8, p = 0.7, d = 1 (one dimension), and varying length N of
signals; an i.i.d. white noise is added with SNR ≈ −12dB (see text). For each length of the
signal, 10 different runs were carried out; the average results are shown
N INFFT NERA
SFA
29 = 512 0 0.31
211 = 2048 0.03 0.37
213 = 8192 0.17 0.46
215 = 32,768 0.86 0.49
217 = 131,072 4.22 0.51
219 = 524,288 16.74 0.61
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Experiments with fixed B = 6, p = 0.8, d = 2 (two dimensions), and varying length N of
signals; we add a white noise with SNR ≈ −14dB. The running time is an average result
based on 10 different runs
N INFFT NERA
SFA
128 0.13 1.57
256 0.73 1.46
512 3.00 2.13
1024 11.59 2.94
2048 54.94 4.90
Table 4
Experiments with S(t) = 1/(a + cos 2πt/N), fixed N = 262,139 (for RA
SFA) or N = 219
for the INFFT, p = 0.7, d = 1 (one dimension), and varying number of modes B of signals.
We carry out 10 different runs to obtain the average values of the running time
Number of modes B Value a NERA
SFA INFFT
2 400.00 0.10 7.71
9 60.00 1.25 7.71
17 6.00 3.06 7.71
33 2.20 8.64 7.71
In two dimensions, we test a noisy 6-mode superposition signal S(t) =∑Bi=1 φωxi φωyi + ν, where ωxi and ωyi are
given, ν is a Gaussian white noise with SNR = −14dB, B = 6, ε = 0.02, δ = 0.01, and p = 80%. Data erasures are
randomly and uniformly distributed. As the number of grid points N in each dimension grows, the two-dimensional
NERA
SFA outperforms the two-dimensional INFFT at N  512, as Table 3 shows. The crossover point (as expressed
in the crossover value of N , for grids that have N points in each dimension, for a total of Nd points in the grid) becomes
much smaller when the dimension d is larger than 1. For recovering a 6-mode three-dimensional signal, we expect
that NERA
SFA surpasses the INFFT for N = 500.
4.2. Experiments with different number of modes
The number of significant modes has an important influence on the running time. To investigate this, we did the
experiments with varying B . We take the signal S(t) = 1/(a+ cos 2πt/N) with fast decaying Fourier coefficients and
only keeps the modes with amplitudes greater than 10−5, where the parameter a directly determines the number of
Fourier modes with the absolute value greater than 10−5. We randomly pick the available data. Table 4 compares the
running time for different B using the INFFT and NERA
SFA. Note: NERA
SFA, like RA
SFA, preferentially uses
prime N , which is why we picked N = 262,139, a prime number. Because the INFFT works best when N is a power
of 2, we picked N = 218 = 262,144 for the INFFT. At first, the NERA
SFA takes less time because N is so large.
However, the execution time of the INFFT keeps constant for different number of modes B , while that of NERA
SFA
is polynomial of higher order. The INFFT is faster than NERA
SFA when B  25. The regression technique shows
empirically that the order of B in the NERA
SFA is at least quadratic. This is one of the characteristics of this version
of the RA
SFA algorithms, which is independent of the data erasures.
4.3. Experiments for different percentage of missing data
The advantage of interpolation techniques is to recover a signal even when a large percentage of data is missing.
Table 5 shows the number of iteration cycles in Algorithm 2.2 and the success probability for a two-mode pure signal
φ10 + φ500, N = 10,001 with the other parameters ε = 0.08 and δ = 0.1 the same as before. The signal has two
significant modes at ω = 10 and ω = 500.
As promised in the introduction, we also tried a two-mode signal φ1 +φ13, where only two randomly chosen signal
points of type 10−4k, k ∈ Z, are available out of the interval [10−2l,10−2(l + 1)], l ∈ {0, . . . ,99}. The algorithm
successfully recovered the signal with high probability 99% over 100 runs.
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Experiments for the signal φ10 + φ500, with B = 2, N = 10,001, no noise, and varying per-
centage of available data. Each entry is based on the average of 50 different runs. In each run,
the number of iterations is limited to 200 (this also corresponds to a fixed limit to the number
of samples taken). The second column shows the number of iteration cycles in Algorithm 2.2.
The success probability indicates the percentage of runs in which both modes were found with
very accurate amplitudes
p # of iterations Success
1 2.01 100%
0.7 2.04 100%
0.3 2.06 100%
0.2 2.34 100%
0.13 7.16 100%
0.11 67.81 100%
0.10 141.8 52%
0.09 – 6%
Table 6
Experiments with fixed B = 6, N = 217, p = 0.6, d = 1, and varying noise levels. For each
noise level, 10 different runs were carried out; the average result is shown. In each run, the
number of total iterations is limited to 200 (this also corresponds to a fixed limit to the number
of samples taken). The success probability indicates the number of runs in which all 6 modes
are found. The average relative error is the error of reconstructed signal with respect to the
original signal
SNR (dB) Time of NERA
SFA Relative error (%) Success probability
0 – 0.42 0.02 100%
0.5 −37.38 0.43 2.00 100%
1.0 −43.40 0.63 4.50 90%
1.5 −46.91 3.28 5.83 80%
2.0 −49.41 3.91 7.67 50%
2.5 −51.35 4.50 8.50 30%
The ability to recover the signals depends on several factors, for example, the number of modes B and the location
of significant frequencies. Generally speaking, it is easier to construct an incomplete signal if B is smaller and the
significant frequencies are located in low frequencies. The dependence of the performance on the location of frequen-
cies is due not to RA
SFA itself, but to the interpolation. If a signal contains high frequency modes, the interpolation
may introduce much more errors; sometimes these errors are large enough to impair the whole performance, espe-
cially when the percentage of available data is small. It takes more data to get a good approximation of data of a high
frequency signal.
Our experiments are also influenced by our determination of the “missing” data by a random procedure. If the
missing data set has more structure, it is easier to “miss” frequencies. Take, for instance, the signal S = eikπ , where
k = 0, . . . ,N − 1, and assume the data are available only for even k. The Lagrangian interpolation would interpolate
the constant values 1, estimating S(2k + 1) = 1, instead of −1. This implies that the algorithm would fail to find the
correct significant mode and coefficient.
4.4. Experiments to recover noisy signals
To recover a signal from very noisy data is a challenging problem. The following tests are done for S(t) =∑B
i=1 φωi + ν, B = 6, ε = 0.02, N = 217, p = 0.6, where ωi are taken from 0, . . . ,200 and different standard de-
viation σ for noise. As Table 6 shows, NERA
SFA excels at extracting information from noisy data even in the cases
of very small signal to noise ratio. In [21], RA
SFA already show its superior ability to denoise signals in Figs. 2.6
and 2.7. Similar results also hold for NERA
SFA, which we shall not repeat.
We also find this algorithm is able to recover the original signal from partial and noisy data. Suppose the signal
S(t) = 20 cos(2πt/N)+ 10 cos(4πt/N)+ 5 cos(6πt/N)+ 3 cos(40πt/N)+ ν, where N = 103, SNR = 0dB. There
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Fig. 2. Experiments with S(t) = 20 cos(2πt/N) + 10 cos(4πt/N) + 5 cos(6πt/N) + 3 cos(40πt/N) + ν, p = 0.2, SNR = 0dB. The true signal
is contaminated by very large noise and 80% of its information is missing. Therefore, those dots are only the information we have. We want to
recover the true signal (denoted by lines). Then NERA
SFA obtains an approximate signal (dotted line), which is so close to the true signal. It is
difficult to distinguish them in the left graph. Hence, we show the approximation error in the right figure.
Fig. 3. Experiments with S =∑8j=1 ckφωk , fixed B = 8, N = 10,001, p = 0.7. We did 500 experiments with different choices of parameters wk
and averaged their different errors. In each run, the number of total iterations is limited to 100. The x-label and y-label show the average running
time (in linear scale) and errors (in logarithmic scale).
are only 20% available data. In Fig. 2, the true signal (denoted by the dotted line) is contaminated by very large noise
and some of its information is missing. Hence, we only know the values of the dots. Then NERA
SFA recovers the
signal represented by the solid line.
4.5. Experiments of the relationship between error and time
It is of particular interest to investigate how the running time increases for achieving different errors. We take
a signal S = ∑8j=1 ckφωk , where ck and ωk are randomly taken from the interval [1,10] and all the integers in
{0, . . . ,N − 1}. As a randomized algorithm, NERA
SFA takes only a little bit more time to achieve higher accu-
racy, as shown in Fig. 3. This is reasonable since the total running time of NERA
SFA includes time for identifying
significant modes and estimating their coefficients, where the second part only takes a small fraction of the time. By
simply repeating the second part, one can easily achieve higher accuracy. The slight fluctuation of in the figure is due
to the randomness of the algorithm, which performs differently each time it runs.
J. Zou / Appl. Comput. Harmon. Anal. 22 (2007) 61–77 775. Conclusion
We provide a sublinear sampling algorithm that recovers, with high probability, a B-term Fourier representation
for an incomplete signal. For those sparse signals of very large size, it is faster than any existed methods, for example,
when B = 8, N = 215, and p = 0.7. Moreover, it recovers the signal in the situation of large percentage of missing
data or large noise. NERA
SFA also denoise the signal much more successfully than INFFT.
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