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CHAPTER I
INTRODUCTION
1.1 Perspective
Since the discovery of giant magnetoresistance (GMR) resulting in the awarding of a
Nobel Prize [1, 2], the spin of the electron has attracted significant interest in the field
of microelectronics. Spintronics (spin-based electronics or magnetoelectronics), which
involves manipulating both quantum spin states of electrons and their charge states,
promises a wide variety of applications in storage, logic and sensors. The fact that
spintronics research may lead to quantum computers, quantum cryptography, and
quantum communications in the not so distant future, has excited the imagination
of many researchers [3, 4]. In order to integrate spintronic devices into conventional
semiconductor technology, it will be necessary to obtain an enhanced understand-
ing of both theory and experiment related to the rich phenomena associated with
the spin degree freedom for electrons in ferromagnetic materials and semiconduc-
tors [5]. Recent developments in epitaxial thin film growth techniques, especially the
state-of-the-art control of doping and of the magnitude of the bandgap of semiconduc-
tors, provide unique opportunities to carry out spin-related experiments wherein one
may manipulate spin interactions by optical, electrical and magnetic methodologies.
The basic thrust of this dissertation encompasses three major topics: 1) carrier and
phonon ultrafast dynamics; 2) optically excited spin coherence in the diluted mag-
netic semiconductor (Ga,Mn)As system; and 3) variation in the magnetic properties
of the ferromagnetic/antiferromagnetic Fe/NiO system as a function of the thickness
of the ferromagnetic layer.
1.2 Background
Controlling coherent spins locally or nonlocally in magnetic and nonmagnetic materi-
als by a variety of different methodologies is the most challenging issue in spintronics
[4, 6]. Important concerns in both experiment and theory include optimization of
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coherent spin lifetimes, detection of spin coherence in nanostructures, transport of
spin-polarized current through appropriate length scales and across heterostructures,
and the manipulation of both carrier and nuclear spins on ultrafast time scales [3].
Much effort has been expended in this direction. Here we address some contemporary
research efforts in this field, which are particularly relevant and promising. Recent
time-resolved magneto-optic spectroscopy in nonmagnetic GaAs shows that the co-
herent spin lifetime of conduction electrons is relatively long compared to typical
semiconductors and metals [7, 8], which now makes it possible to transport coherent
spin polarized electrons more than 100 microns [9, 10]. In experiments motivated
by quantum computing, nuclear magnetic resonance, employing a combination of
static and radio-frequency magnetic fields, was shown to be an effective approach
for the manipulation of nuclear spins [11]. Gigahertz electron spin manipulation by
electrical gated control has been demonstrated in GaAs-based semiconductor het-
erostructures [12, 13]. Recent experiments demonstrate that ultrafast laser pulses
on magnetically ordered non-semiconductor materials can lead to demagnetization
[14, 15, 16, 17, 18, 19, 20], spin-reorientation [21, 22], or change of magnetic structure
[23]. The authors attributed these observations to either a laser heating effect or to
a nonthermal inverse Faraday effect [24]. Over the past few decades much work has
been devoted to combining the robust properties of both semiconductor and mag-
netic materials, with emphasis on diluted magnetic semiconductors (DMSs). A much
studied example of diluted magnetic semiconductor is manganese doped gallium ar-
senide (Ga, Mn)As. Since this material is characterized by strongly carrier-mediated
ferromagnetism, the magnetic properties may be controlled electrically, optically or
by other external means [25, 26]. A major motivation in these studies is the desire to
realize high temperature ferromagnetism [27, 28], which is supremely important for
future technologies.
2
1.3 Organization
This dissertation is organized as follows. Chapter 2 deals with the fundamentals of
magneto-optics and introduces the experimental configuration. In chapter 3, a brief
discussion and review of (III,Mn)V diluted magnetic semiconductors is presented.
Chapter 4 presents results of experimental studies of propagating coherent acoustic
phonon dynamics [29] and magnetization dynamics [30, 31, 32] in (Ga,Mn)As systems.
Chapter 5 describes magnetism-induced second harmonic generation measurements
on ferromagnetic/antiferromagnetic Fe/NiO system [33]. Finally, Chapter 6 provides
comments and conclusions.
3
CHAPTER II
MAGNETO OPTICS
2.1 Introduction
Magneto-optics is a very important and useful tool for the study of spin related phe-
nomena involving the interaction of light and magnetically ordered matter (ferromag-
nets) or non-magnetic materials(semiconductors) [34, 35]. The presence of ordered
spins in a material changes the dispersion curves of the absorption coefficient and
results in either the emergence of, or a change in, optical anisotropy. The optical
anisotropy of a magnetized material manifests itself both in the transmission of light
through its bulk and in the reflection of the light from its surface. It has been shown
experimentally that linearly polarized light experiences a rotation of its polarization
state with propagation through or reflection from a magnetic medium, as long as the
propagation direction has a component parallel to the magnetization M. This effect
in transmission and reflection is generally referred to as the magneto-optical Faraday
effect [36] and the magneto-optical Kerr effect(MOKE) [37], respectively. The com-
plex rotation ΘK = θ + iε corresponds to a true rotation of the polarization by an
angle θ and an introduced ellipticity of ε. In addition to linear MOKE, non-linear
magneto-optical approaches, in particular, magnetism-induced second harmonic gen-
eration (MSHG) [38, 39], are becoming increasingly important because they are non-
destructive and also surface and interface sensitive. In some cases, non-linear MOKE
produces a much-enhanced signal in comparison with linear MOKE. When the inci-
dent laser pulse widths are of the order of a picosecond or less, these magneto-optical
effects can in particular reveal direct time domain information about the magnetic
properties of excited states with high spatial and temporal resolution. Time-resolved
magneto-optical spectroscopy has already enabled enhanced understanding of spin
relaxation, coherence and decoherence effects in semiconductors and their quantum
confined structures. It is clear, however, that much needs yet to accomplished in order
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to realize the full potential of these approaches to the field of semiconductor-based
spintronics [4, 40, 41, 42].
2.2 Faraday Rotation and Magneto-optical Kerr Effect (MOKE)
Phenomenologically, the complex Faraday rotation of the polarization plane after
traveling a distance L in the medium is given by [34]
ΘF = piL(nL − nR)/λ ∼= −Lpin0
λ
Q, (2.1)
where nL and nR are the refractive indices of left circular polarized and right circular
polarized light, respectively. Q is the magneto-optical parameter, which is usually
proportional to the magnetization under first order approximation.
Depending on the direction of the magnetization, three types of MOKE effects
are generally distinguished (see Figure 2.1): longitudinal, polar, and transverse Kerr
effects. The presence of the rotation of polarization plane is a general feature of
the polar and longitudinal Kerr effects because of the non-zero projection of the wave
vector k of the electromagnetic wave in the magnetization direction. Therefore, in the
transverse geometry, the light reflected by the magnetic medium reveals the change of
intensity and phase of the incident linearly polarized light only. The general formulae
for the magneto-optical Kerr effects take the following forms [34]:
(I) the polar Kerr effect:
Θs,pK =
η2[(η2 − sin2(φ))1/2 ∓ sin(φ) tan(φ)]
(η2 − 1)(η2 − tan2(φ)) Q, (2.2)
(II) the longitudinal Kerr effect:
Θs,pK =
sin(φ)η2[sin(φ) tan(φ)±
√
η2 − sin2(φ)]
(η2 − 1)(η2 − tan2(φ))(η2 − sin2(φ))1/2 Q, (2.3)
(III) the transverse Kerr effect:
∆p =
∆I
I
=
−4 tan(φ)η2
(η2 − 1)(η2 − tan2(φ))Q. (2.4)
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Here Θs,pK , where the upper signs s(or p) corresponds to s(or p) polarization of
light, is the complex Kerr rotation. η = n2/n1 is the complex relative refractive index
of the adjacent media. φ is the angle of the incident light. Q is the magneto-optical
parameter. I is the intensity of the reflected beam.
Figure 2.1: Three configurations of MOKE effect: (a) Longitudinal; (b)Polar; (c)
Transverse. Here, red arrow represents the direction of magnetization.
2.3 Magnetism-induced Second Harmonic Generation (MSHG)
Figure 2.2: Second Harmonic Generation is generated at an interface of two cen-
trosymmetric media, in this case: air/ sample.
Second harmonic generation (SHG) [43, 44] is a process that involves quadratic
polarization where only a single monochromatic electromagnetic field with frequency
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ω is incident. A field with frequency ω propagates in a nonlinear crystal and generates
a polarization wave with frequency 2ω. This polarization induces an electric field with
frequency 2ω (blue light, a so-called second harmonic wave) in the nonlinear medium
(Figure 2.2). Therefore, the second harmonic generation can be described by the
second term in following equation [43, 44]
P = χ(1)E+ χ(2)EE+ χ(3)EEE+ · · · , (2.5)
where χ(n) is the susceptibility tensor of n-th order and rank n+1. Hence, we can
represent second harmonic polarization as Pi(2ω) = χ
(2)
ijkEj(ω)Ek(ω). This third rank
tensor consists of 27 elements. In a single beam experiment, the indices j and k are
interchangeable. Thus the number of independent of elements is reduced to 18. For
centrosymmetric (equivalent to three orthogonal mirror transformation) media, there
is no second harmonic generation contribution from the bulk. Because this symmetry
is broken at the surface/interface, non-zero susceptibility tensor components appear,
which leads to surface/interface induced second harmonic generation.
Introducing magnetization into the centrosymmetric magnetic media does not
usually break the inversion symmetry except for the magneto-electrical material [45],
where an electric field can induce change in magnetization and an external magnetic
field can induce electric polarization. But it can modify the form of the non-linear
susceptibility for surface/interface derived SHG. This results in the addition of an new
term referred to as magnetism-induced second harmonic generation (MSHG). MSHG
is very similar to MOKE. In MSHG, the presence of magnetization M in the sample
will cause a rotation of the polarization plane (longitudinal and polar components of
M) and intensity changes (transverse component of M). Second harmonic magneto-
optical Kerr effect (SHMOKE) is also a frequently used name for MSHG. For crystals
with a spontaneous or magnetic field induced magnetizationM, the nonlinear second
order optical polarization of a medium can be written as Pnl(2ω) = χcrE(ω)E(ω) +
χmagn(M)E(ω)E(ω), or simplified to Pnl(2ω) = χ(2)(M)E(ω)E(ω), where the third
rank tensor component χ(2) is either even or odd in M [39, 46]. So, the introduction
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of a magnetization M leads to susceptibility tensor components χ(2) that do not
change sign (even), that change sign (odd) with respect to M or that only include
the crystallographic contribution. Given that the material is centrosymmetric or
possesses inversion symmetry, detailed expressions for the surface/interface tensor
components for the (001) and (110) surfaces of fcc crystals are listed in the following
tables 2.1 and 2.2, respectively [46]. The MSHG intensity, to within a scaling factor,
can be expressed as:
I(2ω,ML) = |χeffeven|2 + |χeffodd (ML)|2 + 2|χeffeven||χeffodd (ML)|cosδ, (2.6)
where χeffeven is the effective crystallographic term, χ
eff
odd is the effective magnetic term,
ML is the component of the magnetization along L, and δ is the phase difference
between the even crystallographic and the odd magnetic contribution [47]. The term
χeffodd (ML) is proportional to the magnetization. The Fresnel factors are already in-
cluded in the effective tensor components. Hysteresis loops may be acquired by
varying the external magnetic field. Usually, the third rank crystallographic tensor
components are also expressed using the short-hand notation χijk ≡ ijk, while the
fourth rank magnetic tensor components are expressed as χijkL ≡ ijkL, where the
upper-case subscript L describes the magnetization direction.
2.4 Time-resolved Magneto-optics
A typical time-resolved MOKE(TRMOKE) or Faraday rotation (TRFR) setup al-
ways employs a pump-probe scheme, where femtosecond pump and probe pulses are
focused on overlapping spots on the sample to be studied. The time duration between
the probe pulse and the pump pulse incident on the sample can be varied with a me-
chanical translation stage, which is precisely controlled by a computer program. The
time-dependent influence of the pump pulse on the polarization state of the reflected
or transmitted probe pulse may then be measured. The measured time-dependent
rotation can be generally related to the transient magnetic state of material, including
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Table 2.1: Independent nonvanishing elements of χ(2)(M) for the (001) surface of fcc
crystals with surface magnetization M along the [100], [110], and [001] directions. (x
is parallel to the [001] direction and the surface is in the x-y plane.)
Independent nonvanishing elements
Direction of M Even parity Odd parity
[100] xzx=xyz, yzy=yyz, zxx,
zyy, zzz
xyx=xxy, yxx, yyy, yzz,
zyz=zzy
[110] xyz=xzy=yzx=yxz,
xzx=xxz=yzy=yyz,
zxx=zyy, zzz, zxy=zyx
xxx=-yyy, xyy=-yxxx,
xzz=-yzz, xxy=xyx=-
yxy=-yyx, zxz=zzx=-
zyz=-zzy
[001] xzx=xxz=yzy=yyz,
zxx=zyy, zzz
xyz=xzy=yzx=yxz,
zxy=zyx
magnetization M(t) or coherent spins S(t), in a phenomenological way by [48]
ΘK(t) = f [M(t), t] = a(t) +
z∑
i=x
bi(t)Mi(t), (2.7)
where f is a function of M and t, and the complex quantities a(t) and bi(t) are
effective Fresnel coefficients depending on the refractive index, the magneto-optical
coupling constant, and the optical anisotropy independent of the magnetization. If
a(t) and bi(t) are time independent, one can easily derive the following relation-
ship: ∆ΘK(t)/ΘK(t) = ∆M(t)/M(t) or ∆θ(t)/θ(t) = ∆ε(t)/ε(t) = ∆M(t)/M(t),
which shows that the change in Kerr rotation or Kerr ellipticity is directly propor-
tional to the change in magnetization. In this case, the magneto-optical signal is
a complete reflection of the spin dynamics. However, a(t) and bi(t) are very likely
to be time-dependent, generally speaking, ∆M(t)/M(t) 6= ∆ΘK(t)/ΘK(t). There-
fore, the induced magneto-optical signal may not always reflect genuine magneti-
zation (spin) dynamics [35]. Comparing the transient Kerr rotation and ellipticity
response simultaneously will be greatly helpful in unraveling the results derived from
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Table 2.2: Independent nonvanishing elements of χ(2)(M) for the (001) surface of
fcc crystals with surface magnetization M along the [001] and [110] directions. (x is
parallel to the [001] direction and the surface is in the x-y plane.)
Independent nonvanishing elements
Direction of M Even parity Odd parity
[001] xzx=xxz, yzy=yyz, zxx,
zyy, zzz
xxx, xyy, xzz, yxy=yyx,
zxz=zzx
[110] xzx=xxz, yzy=yyz, zxx,
zyy, zzz
xyz=xzy, yzx=yxz,
zxy=zyx
ultrafast magneto-optical experiments. Indeed, several experimental efforts involving
femtosecond demagnetization have been carried out recently, and have provided some
important insights. For example, Koopmans et al. [18] compared simultaneously the
detected Kerr rotation and Kerr ellipticity using the time-resolved MOKE technique
on Ni films, and found that the magneto-optical response from the magnetization
dynamics dominates after 500 fs or so, while signals below 0.5 ps are due to so-called
“dichroic bleaching”. While, in the similar time-resolved measurements on CoPt3
performed by Bigot et al. [49], the results demonstrate that spin dynamics dominates
the magneto-optic signal immediately after the thermalization time of the electrons
(∼50 fs), and no “dichroic bleaching” effect occurs. So it is clear that the details of
the ultrafast time-resolved magneto-optic signal (below the initial ∼1 ps) is strongly
materials dependent.
2.5 Optical Setup
A schematic of our experimental setup used for time-resolved magneto-optics mea-
surements is shown in Figure 2.3. One can see that the configuration shown in Figure
2.3 is a typical one-color pump-probe setup, wherein a pulsed Ti:Sapphire (Coher-
ent Mira) laser system is employed. This laser system has a pulse width about 150
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Figure 2.3: Schematic representation of the experimental setup for TRMOKE and
time-resolved SHG.
fs, a repetition rate of 76 MHz, and a wavelength range from 710 nm to 950 nm.
The intensity of pump light is modulated using an acousto-optic modulator with a
frequency (52 kHz), which is used as the reference frequency as input to the lock-in
amplifier. A quarter-wave plate or photoelastic modulator is also placed in the path
of the pump light to modifiy the polarization of the light to be either linear or circular
(left or right). The pump pulse is focused onto the sample by a lens in front of the
cryostat with a spot diameter from 60 µm to 100 µm. The probe pulse is adjusted
by a computer-controlled translation stage (Newport). Thus, the magneto-optical
response experienced by the delayed probe pulses can be measured as a function of
time delay between pump and probe pulses. The probe pulse is usually linearly po-
larized, and is focused onto the sample within the confines of the pump spot. The
temperature of the sample in the cryostat can be changed from liquid helium temper-
ature (∼4 K) to room temperature. An external magnetic field up to 300 mT can be
added with its direction perpendicular to the plane determined by the incident and
the reflected beams. In this class of experiments, where small transient variations of
the polarization are of interest, fast fluctuations of the sample reflectivity due to the
excitation and relaxation of carriers are a common concern. In our experiments, the
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influences of these contributions were minimized by using a very sensitive balanced
detection scheme [35](see also Appendix B). In this scheme, a Wollaston prism is
used to split the reflected probe beam into two spatially separated components with
polarization directions orthogonal to each other. The corresponding intensities are
detected with a pair of equivalent photodiodes and then subtracted through a differ-
ential amplification circuit. The output signal, proportional to the Kerr rotation θ (or
to the Kerr ellipticity ε measured with a quarter-wave plate in front of the prism) is
then measured at 52 kHz with a lock-in amplifier. This sensitive balanced detection
technique allows for the measurement of very tiny pump-induced polarization changes
in the sample down to the order of microrad. If the time-resolved second harmonic
generation signal is to be measured, a triangular prism is employed to spatially sep-
arate the reflected beams with fundamental frequency ω and doubled frequency 2ω,
respectively. The second harmonic beam is then introduced into a photon-multiplied
tube after passing through the analyzer and the filter. Figure 2.4 is a schematic rep-
resentation of a static nonlinear magneto-optical measurement (MSHG) setup. For
this class of experiments, no pump pulse is required and the sample is kept at room
temperature. Here, measurements may be made as a function of external magnetic
field which may range from 0 to 500 mT and as a function of the polarization of the
incident and reflected light beams. The magnetic field may be applied either along
the longitudinal direction or along the transverse direction. The detection part is
very similar with that in Figure 2.3.
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Figure 2.4: Schematic representation of the experimental setup for MSHG experi-
ments.
13
CHAPTER III
(III,Mn)V DILUTED MAGNETIC SEMICONDUCTORS
3.1 Introduction
Semiconductor based integrated circuits, which rely solely on the manipulation of the
charge of electrons in semiconductors, have had a singularly revolutionary impact on
our society. More recently, mass data storage has been greatly facilitated by the use
of magnetic recording devices employing the spin of the electron in ferromagnetic
metals. However, the ferromagnetic material structures used in magnetic recording
are not easily incorporated into nor are they compatible with typical semiconductor
device structures [50]. Therefore, in recent years much research has been devoted to
the realization of material structures which combine semiconducting properties with
robust magnetism [28, 50, 51, 52, 53, 54].
In order to make use of both the charge and the spin of electrons in semiconduc-
tors, researchers have incorporated a relatively high concentration of magnetic ions
into currently widely-used nonmagnetic III-V semiconductors. Doping with the mag-
netic impurities can lead to p- or n-type magnetic semiconductors, which constitute
a new class of materials known as diluted magnetic semiconductors(DMSs) [28]. The
introduction of III-V DMSs opens up new and exciting opportunities to make use of
magnetic phenomena in conventional electrical and optical devices. Among all DMS
systems, (Ga,Mn)As is one of the most extensively studied system, both experimen-
tally and theoretically [27, 28, 50, 55]. The principal focus of this dissertation is on
studies of (Ga,Mn)As ferromagnetic semiconductor structures.
3.2 Basics of III-V Semiconductors
3.2.1 Band structure of intrinsic III-V semiconductors
The host materials for (III,Mn)V DMSs are III-V semiconductors. Clearly, a com-
prehensive understanding of the physical properties of these III-V semiconductors
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is essential. In particular, elucidating the electronic structure of semiconductors is
fundamental to the understanding of many relevant physical phenomena [56]. III-V
and II-VI materials are direct band-gap semiconductors with an inversion-asymmetric
zinc-blende structure. These materials have a very similar band structure with the
smallest band gap between valence band and conduction band at the Γ point k=0.
Detailed calculations of the band structure of these semiconductors can be carried
out using a variety of different theoretical models, among which the k ·p method with
the envelope function approximation can obtain the band structures in the vicinity
of any k = k 0 point in the k -space [57, 58]. The derivation of the k ·p method is
based on the Schro¨dinger equation, where the wave-functions are Bloch like, arising
from the microscopic lattice-periodic crystal potential. After some general symme-
try considerations in terms of the crystal lattice, appropriate basis functions can be
chosen to make up the wave-functions and decompose the Hamiltonian to simply the
calculations.
The zinc-blende crystal is characterized by point group Td. In the language of
group theory, point group Td at the zone center Γ is decomposed into several irre-
ducible representations: two one-dimensional (Γ1 and Γ2), one two-dimensional (Γ3),
and two three-dimensional (Γ4 and Γ5) [59, 60]. Under the tight-binding picture, sp3
hybridization consists of the topmost bonding p-like (X, Y, Z) valence band states and
the antibonding s-like (S) and p-like (X, Y, Z) lowest conduction band states. The
s-like state (l=0) transforms according to the irreducible representation Γ1, and the
p-like states (l=1) transform according to the irreducible representation Γ5(valence
band Γv1 and conduction band Γ
c
1). In the calculation of the exact band structure,
spin-orbit (SO) coupling should be taken into account. With this consideration, the
band states transform according to the irreducible representations from the double
group Td⊗D1/2 [59, 60], which breaks up into two one-dimensional (Γ1 and Γ2), three
two-dimensional (Γ3, Γ6 and Γ7), two three-dimensional (Γ4 and Γ5), and one four-
dimensional (Γ8). Now the lowest conduction band transforms according to Γ
c
6. The
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previous topmost Γv5 valence bands split into four-fold degenerate states |j=3/2,m>
and two-fold degenerate states |j=1/2,m>. |j=3/2,m> and |j=1/2,m> transform ac-
cording to Γv8 and Γ
v
7, respectively. Now the Γ
v
8 bands are the topmost valence bands,
and Γv7 bands are often called the “spin split-off bands” [56]. The energy splitting
between Γc6 and Γ
v
8 is the usually called “the energy band gap Eg”. Here j is the total
angular momentum given by l±s, where l(= 0, 1, 2...) and s(=1/2) are the orbit and
spin momentum, respectively. m (|m|≤j) is the momentum quantum number. De-
tailed basis functions for the above irreducible representations in terms of the orbital
states and spin states are given in Table 3.1 [58]. The energy bands in the vicinity of
Γ point are schematically shown on figure 3.1.
Table 3.1: Some basis functions of the double group (Td⊗D1/2) in the vicinity of Γ
point in a zinc-blende crystal.
Γc8 |3/2, 3/2〉c = −1√2 |
X + iY
0
〉
|3/2,−1/2〉c = 1√6 |
X − iY
2Z
〉
|3/2, 1/2〉c = 1√6 |
2Z
−X − iY 〉
|3/2,−3/2〉c = −1√2 |
0
X − iY 〉
Γc7 |1/2, 1/2〉c = −1√3 |
Z
X + iY
〉 |1/2,−1/2〉c = −1√3 |
X − iY
−Z 〉
Γc6 |1/2, 1/2〉c = |
S
0
〉 |1/2,−1/2〉c = | 0
S
〉
Γv8 |3/2, 3/2〉v = −1√2 |
X + iY
0
〉
|3/2,−1/2〉v = 1√6 |
X − iY
2Z
〉
|3/2, 1/2〉v = 1√6 |
2Z
−X − iY 〉
|3/2,−3/2〉v = −1√2 |
0
X − iY 〉
Γv7 |1/2, 1/2〉v = −1√3 |
Z
X + iY
〉 |1/2,−1/2〉v = −1√3 |
X − iY
−Z 〉
3.2.2 Optical selection rules
To obtain excitation (or de-excitation) probabilities, one needs to calculate the tran-
sition matrix from the initial state |Ψi> to the final state |Ψf>, which is given by
〈Ψf |e~r · ~E|Ψi〉. The probability is proportional to |〈Ψf |e~r · ~E|Ψi〉|2 . Choosing the
quantization axis of angular momentum along the crystallographic direction [001],
which is parallel to the propagation direction of the photons, we can write down the
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Figure 3.1: Schematic band structure around the Γ point.
polarization vectors for σ+ and σ- helicity as
~rR = −(X + iY )√
2
~rL =
(X − iY )√
2
, (3.1)
where (X±iY) is proportional to Y ±11 , where Y ml is a spherical harmonic function
[5]. By considering the transition probability governing the excitation from a valence
band to a conduction band or vice versa, we can obtain the optical selection rules
and relate them to changes in angular momentum. For instance, given a transition
between an initial state |3/2,-3/2> and a final state |1/2,-1/2>, exciting with σ+
polarized light implies that the incident photon supplies angular momentum +1 to
the orbital part of electronic states. This means the matrix element eE 〈1/2,−1/2|~r ·
~rR|3/2,−3/2〉 ∝ 〈1/2,−1/2|Y 11 |3/2,−3/2〉 is not equal to zero, and consequently
the transition is allowed. With the information provided in Table 3.1, the relative
strength comparing a transition between a top valence heavy hole band (|m|=3/2)
17
and a bottom conduction band, and a transition between a light hole band (|m|=1/2)
and a bottom conduction band may be evaluated as shown below.
e.g.,
|〈1/2,−1/2|Y 11 |3/2,−3/2〉|2
|〈1/2, 1/2|Y 11 |3/2,−1/2〉|2
= 3. (3.2)
A schematic representation of the relative transition intensities are given in figure
3.2.
Figure 3.2: A schematic representation of the band structure around the Γ point. The
arrows represent interband transitions in GaAs between mj sublevels for circularly
polarized light σ, and linear polarized light pi. The numbers denote the relative
transition intensities for all excitations (depicted by the arrows) and de-excitations.
3.2.3 III-V semiconductors doped with nonmagnetic impurities
From the previous section, intrinsic (undoped) III-V semiconductors are characterized
by a direct energy band gap. Upon excitation by external means (e.g., thermally, opti-
cally etc.), the concentration of electrons in conduction band and holes in valence band
are equal: ne = nhexp(−Eg/2kBT ) [61]. When certain impurities are introduced, the
carrier concentration can be manipulated. These impurity atoms are classified into
donors and acceptors, which result in either n- or p-type semiconductors, respectively
[56, 61]. One example is that Si may replace Ga in GaAs. Si has one more valence
electron and acts as donor. If Ga is replaced by Zn in GaAs, impurity Zn acts as
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acceptor because Zn has one less valence electron and introduces an extra hole. In
these examples, the electron (hole) is weakly bound to the Si4+ (Zn2+), and forms
a hydrogenic shallow donor (acceptor) state. Thus the excitation energy required to
make the semiconductor into a conductor is markedly reduced (see figure 3.3).
Figure 3.3: Visualization of (a) donor and (b) acceptor, and their energy band diagram
representations, respectively.
If impurity in the crystal field has levels close to mid-gap, deep levels rise up and
are not hydrogenic any more. e.g., Te in GaAs [62]. However, both shallow and deep
levels can also result from native defects such as vacancies, interstitials and so on.
They may lower carrier concentration (or compensation) if donors and acceptors are
present. Continuously increasing the doping level further might result in hydrogenic
impurity states forming impurity band and even overlap with the valence band or
conduction band [28, 63](see figure 3.4).
3.3 Ferromagnetic Semiconductor (Ga,Mn)As
3.3.1 Physical properties of ferromagnetic (Ga,Mn)As
When grown under equilibrium conditions, the Mn doping level x cannot exceed 0.1%
in the Ga1−xMnxAs [28]. The Mn in these materials can be expected to be exclusively
occupying the the low-energy Ga-Substitutional site. Ferromagnetism, however, is
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Figure 3.4: Schematic pictures of impurity bands.
only observed for (Ga,Mn)As when Mn concentration is larger than about 1%, which
is well above the equilibrium solubility causing Mn precipitation to appear (or in some
instances a MnAs alloy), which can be avoided in practice by low temperature grown
molecular beam epitaxy(LT-MBE) [50]. To date, the largest ferromagnetic transition
temperature in (Ga,Mn)As occurs for x∼8%, the record Curie temperature TC being
about ∼150 K [64], still below room temperature.
Figure 3.5: Visualization of substitutional MnGa and interstitial MnI.
The elements in the (Ga,Mn)As compound have nominal atomic structures of
[Ar]3d104s2p1 for Ga, [Ar]3d54s2 for Mn, and [Ar]3d104s2p3 for As. The most com-
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mon and stable position for Mn in the GaAs host lattice is on the Ga site. Posi-
tions are illustrated in figure 3.5. The missing 4p electron causes the substitutional
MnGa impurity to act as an acceptor, whose charge is Mn
2+. Electron paramagnetic
resonance and optical experiments [28] demonstrate that MnGa has a local angular
momentum S=5/2 and an orbital moment L=0. The price paid for LT-MBE growth
is the occurrence of a large number of metastable impurities. The most important
additional defects are interstitial Mn ions and As antisites (As atoms on cation sites)
[28]. Mn composition x in Ga1−xMnxAs films is determined by X-ray diffraction mea-
surements (XRD). The lattice constant a of (Ga,Mn)As follows Vegard’s law, and can
be described as
a = a0 + asxs nm, (3.3)
where a0 is the GaAs lattice constant, as is the expansion coefficient ranging from
-0.05 to 0.02, and xs is the MnGa density. Generally, x does not equal xs, so the rela-
tionship between a and x contains some error because the lattice constant is depen-
dent on the growth conditions such as the substrate temperature and As overpressure
(i.e., interstitial Mn ions and As antisite incorporation). According to the more reli-
able calculations and experimental available data, the composition-dependent lattice
constant is found to obey [65]
a(xs, xi, y) = a0 − 0.05xs + 0.48xi + 0.46y nm, (3.4)
where xi and y are the concentrations of MnI and AsGa, respectively.
From Eqs. (3.3) and (3.4), as expected, the lattice constant a changes only weakly
with the MnGa concentration xs, and is dominated by MnI and AsGa(see also figure
3.6) defects. Recent experiments confirmed that both defects result in a significant
expansion of the lattice[65, 66].
The presence of ferromagnetism can be revealed by magnetization measurements
using a superconducting quantum interference device (SQUID)[50]. As shown in fig-
ure 3.7[50], sharp and square hysteresis loops, indicating a well-ordered ferromagnetic
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Figure 3.6: Theoretical lattice constant of GaMnAs as a function of MnGa, MnI, and
AsGa, respectively.
structure, appeared in the magnetization (M) versus magnetic field (B) curves when
B was applied in the plane of the (Ga,Mn)As films. By recording the magnetiza-
tion versus various temperatures, one can obtain the Curie temperature for a given
magnetic semiconductor.
All the previous experimental measurements and theoretical calculations show
that the Curie temperature for (Ga,Mn)As increases with the free hole concentration
increasing, which can be realized in practice by post-annealing procedures [64]. This
fact is also observed in the measurement of conductivity (or resistivity). Magneto-
transport studies, including the temperature-dependent conductivity (resistivity) and
Hall effects, can provide much more information about the DMS materials [28]. The
studies demonstrate that (Ga,Mn)As materials can exhibit insulating or metallic be-
havior depending on growth parameters of MBE (see figure 3.8)[50]. The sheet Hall
resistivity RHall (or the Hall resistivity ρHall) in magnetic materials is given by
RHall =
ROB +RAM
d
(ρHall = ROB +RAM), (3.5)
where RO is the ordinary Hall coefficient, RA the anomalous Hall coefficient, d the
sample thickness, and M the magnetization of the sample.
An important finding from the Hall effect experiments is shown in figure 3.9[50].
22
Figure 3.7: Magnetic hysteresis loop for GaMnAs with Mn content 0.035 at 5 K. The
magnetic field was applied along the sample surface. The inset shows the temperature
dependence of the remanent magnetization of the same sample.
It can be seen from Fig. 3.9 that the (Ga,Mn)As experiences the metal-insulator
transition upon changes in the Mn doping level. Samples with an intermediate
Mn composition (x from 0.035 to 0.053) are around the transition edge. Near the
Curie temperature, the temperature-dependent resistivity exhibits a shoulder in all
the curves, especially pronounced in the more metallic samples. This anomalous be-
havior is most probably due to critical scattering, where carriers are scattered by
magnetic fluctuations through exchange interactions [67].
In addition to the magnetization, some other parameters are often employed to
phenomenologically describe the long range properties of ferromagnets. One critical
parameter is the magnetic anisotropy [28], which usually depends on the symmetry of
the system. The magnetic anisotropy of (Ga,Mn)As ferromagnets is a combination of
the cubic magneto-crystalline term, the in-plane uniaxial anisotropy, and the uniaxial
term induced by the growth-direction lattice-matching strain which often dominates
in (Ga,Mn)As epilayers [28]. The magneto-crystalline anisotropy depends on the mag-
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Figure 3.8: Schematic phase diagram showing the relationship between GaMnAs
properties and growth parameters (substrate temperature and Mn concentration).
netization orientation with respect to the crystallographic axes, and is a spin-orbit
coupling effect often associated with localized electrons in magnetic d or f shells. In
(Ga,Mn)As, the physical origin of the magneto-crystalline anisotropy is spin-orbit
coupling in the valence band [68]. In the LT-MBE growth of the (Ga,Mn)As, it is
inevitable (mentioned above) that interstitial MnI and AsGa antisites will be incor-
porated into the DMS crystal, and result in relaxed (Ga,Mn)As lattice constants of
larger than that of GaAs. Therefore, (Ga,Mn)As grown on a GaAs substrate is under
compressive strain. Strain in the [001] growth direction breaks the cubic symmetry
of (Ga,Mn)As, leading to the magnetic anisotropy energy as functions of cubic and
uniaxial anisotropy [68]. In particular, theory and experiment show that the easy
axis is in plane for compressive strain, and out of plane for tensile strain [28, 69].
3.3.2 Origin of Ferromagnetism in (III,Mn)V Semiconductors
For (Ga,Mn)As and some other (III,Mn)V ferromagnets the local Mn moments are
the origin of the magnetism [28]. However, the phenomena of magnetic order require
24
Figure 3.9: Temperature dependence of the sheet resistivity of GaMnAs thin films.
The range of the Mn concentration is from 0.015 to 0.071. Samples with intermediate
composition (0.035-0.053) are metallic.
interaction between magnetic moments, implying that the energy of the system de-
pends on the relative orientation of Mn moments. The first interaction that might be
expected to play a role is the magnetic dipole-dipole interaction. The order of magni-
tude of this effect can be estimated to be approximately 1 K with a separation of ∼1
angstrom (a lattice constant). Such a small value is too weak to account for the mag-
netic ordering in many condensed matter systems [70]. Another interaction, lying at
the heart of the phenomenon of long range magnetic order, is generally called the ex-
change interaction, and is ultimately derived from the fermionic quantum statistics of
electrons [70]. A spin-dependent term in the effective Hamiltonian for a two-electron
system can be simply obtained Hspin = −2JS1 · S2 [70], where J is defined as ex-
change constant (or exchange integral). When generalizing to many-body system, a
similar spin-dependent term as that in the two-electron system may be applied, and
thus motivates the Hamiltonian of the Heisenberg model: H = −2JijSi · Sj, where
Jij is the exchange constant between the ith and jth spins. There are several types
of magnetic exchange interactions that can be separately identified when address-
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ing the magnetic order in (III,Mn)V magnetic semiconductors. However, the doping
regime and the host material will influence the relative importance of different ef-
fects and their applications [28]. Direct exchange, where the electrons on localized
neighboring magnetic atoms interact via an exchange interaction, proceeds directly
without the need for an intermediary. The direct exchange itself may not be a domi-
nant mechanism in controlling the magnetic properties in most cases because of the
insufficient direct overlapping between neighboring magnetic orbitals in most cases,
making it necessary to consider some kind of indirect exchange (or kinetic exchange)
interactions [28, 70]. An indirect exchange interaction, known as superexchange, acts
between non-neighboring magnetic ions, which is mediated by a non-magnetic ion
sitting among the magnetic ions. In a crystal environment, an electron of a non-
magnetic ion can be transferred to the empty shell of a magnetic ion and interact,
via direct exchange, with electrons forming its local moments. On the other hand,
the non-magnetic ion is polarized and coupled via direct exchange with all its other
neighboring magnetic ions. Whether the superexchange interaction leads to ferromag-
netic or antiferromagnetic coupling is determined by the relative signs and strengths
of the different direct coupling constants [70]. An example can be seen in figure 3.10.
In (Ga,Mn)As system, superexchange gives an antiferromagnetic contribution to the
interaction between Mn moments located on neighboring cation sites.
Figure 3.10: Schematic diagram for the superexchange through intervening nonmag-
netic ions. e.g. FeO and MnO.
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In some magnetic materials, a ferromagnetic exchange interaction occurs because
the magnetic ion can show mixed valency (or partially filled shells). The ferromagnetic
alignment is due to the double exchange mechanism, which can be understood with
reference to figure 3.11 [70]. The eg electron on a Mn
3+ ion can hop to a neighboring
site only if there is a vacancy there of the same spin. The hopping proceeds without
spin-flip of the hopping electron. This presents no problem since the Mn4+ has no
electrons in its eg shell. According to Hund’s first rule, the exchange interaction
between eg electron and the other three t2g electrons will lead to align them in the same
direction. Thus ferromagnetic alignment of neighboring ions is required to maintain
the high-spin arrangement on both the donating and receiving ion. Because the
hopping process saves the overall energy, the system prefers being ferromagnetically
aligned. Moreover, the ferromagnetic alignment then allows the eg electrons to hop
through the crystal and the materials becomes metallic. A version of double exchange,
being often referred to in the (III,Mn)V literature, is that the Mn acceptor states form
an impurity band with mixed spd character. In this picture, both electric conduction
and Mn-Mn exchange coupling are realized via hopping with an impurity band. The
potential importance of double exchange is greater at lower Mn doping and in wider-
gap (III,Mn)V magnetic semiconductors [28].
Another important indirect exchange interaction is the so-called Zener kinetic
exchange interaction [71]. In many cases, the coupling between magnetic moments is
mediated by the s- or p-band itinerant carriers. A local magnetic moment can undergo
ferromagnetic direct exchange coupling with the carriers on the same or neighboring
site. The polarized carriers in turn couple to another neighboring localized magnetic
moment. When this coupling is weak, it is often described by the RKKY theory
[70]. Depending on the separation between the neighboring magnetic moments, the
coupling can be either ferromagnetic or antiferromagnetic and tends to vary in space
on the length scale of the itinerant band’s Fermi wavelength. Obviously, this kind of
exchange interaction does play an important role in (III,Mn)V ferromagnetism [28].
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Figure 3.11: Double exchange mechanism leads to ferromagnetic coupling between
Mn3+ and Mn4+ ions participating in electron transfer. The single-center exchange
interaction favors hopping if (a) neighboring ions are ferromagnetically aligned and
not if (b) neighboring ions are antiferromagnetically aligned.
3.3.3 Electronic Structure of Ferromagnetic (Ga,Mn)As
When theoretically explaining the carrier mediated ferromagnetism in (Ga,Mn)As, it
is fundamentally important to identify the band where itinerant carriers reside [72, 73].
In the low Mn concentration regime (x <∼ 0.04), it is generally believed that the
holes from the Mn-induced impurity band (IB), which interact with the substitutional
MnGa, contribute to the ferromagnetism [74]. This picture is consistent with the fact
that MnGa forms a shallow acceptor level in the host GaAs when the doping is weak
(∼ 1017cm−3) [75]. However, the nature of states in the heavily doped (Ga,Mn)As
with high ferromagnetic transition temperature (TC) remains controversial [72, 73].
In addition to the IB picture, one scenario states that in the high doping regime the
holes are doped into the GaAs valence band (VB) from the Mn acceptor levels. This
scenario is based on the assumption that Ga1−xMnxAs falls within the Mott picture of
the metal-insulator transition (MIT), wherein the IB finally dissolves into the GaAs
VB [55]. Another alternative scenario is the so-called disordered valence-band picture
where the IB and the host VB merge into one inseparable band [73]. Three different
pictures are illustrated in Fig. 3.12.
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Figure 3.12: Three scenarios for the electronic structure of GaMnAs. From left to
right, (a) EF lies in the IB which is above the top of VB; (b) EF sits inside the VB;
(c) EF is inside the disordered VB, where the IB and VB merge. The top and bottom
are the low and high doping regimes, respectively.
3.4 Prior Experiments on Ultrafast Dynamics of (Ga,Mn)As
Of all the experimental techniques, the time-resolved magneto-optical Kerr effect
(TRMOKE) is a good method to study the ultrafast photoinduced magnetization
dynamics, and has already been performed in (Ga,Mn)As by several groups. One of
the pioneering works was done by Kojima et al. [76], who carried out a two-color
TRMOKE measurement on a ferromagnetic semiconductor Ga0.95Mn0.05As sample
with 1.05 µm thickness. In their experiment, a very slow thermalization of the spin
temperature was found, even much slower than that of the hole and the lattice systems
(see figure 3.13). They concluded that the spin-thermal isolation exists in this system,
which behaves with a half-metallic feature.
Later, Kimel et al. [77] reported their observation of TRMOKE on the (Ga,Mn)As
system. They found that the magnetization (or spin) dynamics are only related to
the coherent electron spins in the conduction band with an almost constant decay
time (see figure 3.14). Their observation demonstrates a weak interaction (or weak
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Figure 3.13: Temporal evolution of the magnetization component. The open circles
are from Kerr rotation and Kerr ellipticity at 1.55 eV, and the open squares are
from Kerr rotation and Kerr ellipticity at 1.77 eV. The open circles and squares are
normalized at the maximum point. The solid line represents simulated results using
a three temperature model.
coupling) between the spins of electrons in the conduction band and spins of Mn ions.
One work done on GaMnAs by Munekata’s group, who optically injected spin
polarized carriers, showed that the photo-induced magnetization process includes
contributions from both the free carrier spins with short spin lifetime and the coupled
hole-Mn complex spins with relatively long spin lifetime. This process involves a
magnetization rotation from in-plane to out-of-plane and gives rise to a temporal Kerr
rotation signal [78]. In two other experiments done by the same group, photo-induced
magnetization precession was found in a long time domain [79, 80]. This phenomenon
was explained by a change in hole concentration and the resultant change in magnetic
anisotropy. Although the same conclusion was obtained, contradictory experimental
results were found (see figure 3.15).
Although in (Ga,Mn)As the ferromagnetism is believed to be mediated by free
carriers and highly nonthermal control of the magnetization by light was reported
in static measurements [81], the photo-enhanced magnetization in dynamic measure-
ments was only recently observed by Wang et al. (see figure 3.16) [82], and has not
been reproduced by other groups.
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Figure 3.14: TRMOKE signal for GaMnAs at temperatures 10 K and 60 K, respec-
tively. For comparison, the data from LT-GaAs are also shown. The photon energy
is 1.56 eV. The solid lines are fitted results.
The debate about the interpretation of the magneto-optic response on (Ga,Mn)As
system is mainly due to the limited and even controversial understanding of its elec-
tronic, optical, and magnetic properties [24]. Therefore, the exact description of
the photo-induced magnetization dynamics in (Ga,Mn)As still needs to be clarified
further.
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Figure 3.15: TRMOKE signals from (a) Ga0.989Mn0.011As and (b) Ga0.98Mn0.02As
with linear, left and right circularly polarized light excitations.
Figure 3.16: TRMOKE signals for Ga0.925Mn0.075As at different temperatures. Tem-
perature dependence of magnetization at different time delays.
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CHAPTER IV
LIGHT-INDUCED COHERENT SPIN DYNAMICS IN
FERROMAGNETIC (Ga,Mn)As SYSTEMS
4.1 Introduction
In ultrafast pump-probe magneto-optical spectroscopy experiments, the optical pump
pulse may excite optical polarizations, nonthermal carrier populations, and carrier
spins. This in turn will trigger coherent spin dynamic phenomena, which can be mea-
sured as a function of time [83]. To interpret the experimental results, it is important
to identify and characterize the different stages of time evolution of the photoexcited
system. Coherent spin phenomena can be described within the framework of sev-
eral models [84, 85, 86, 87], which are useful to interpret the observed light-induced
magnetization precessional motion and relaxation.
4.2 Carrier and phonon dynamics in the photo-excited semiconductors
When a semiconductor system under thermal equilibrium is excited by an ultrashort
laser pulse, it undergoes several relaxation processes before it returns to thermal
equilibrium [88]. These relaxation processes may be classified into several temporally
overlapping regimes.
Initially, an ultrashort laser pulse may create excitation in the form of free electron-
hole pairs or excitons in the semiconductor with a well-defined coherent phase rela-
tionship within the excitation and in phase with the incident electromagnetic field.
This is referred to as the coherent regime.
This well-defined coherent phase relationship decays on the order of a few fem-
toseconds due to electron-electron, hole-hole, and electron-hole scattering processes.
In the coherent regime, the distribution function of the excitation cannot be charac-
terized by a temperature since it is far from equilibrium.
In the next time regime, because of scattering among carriers, the energy in the
carrier system is redistributed and approaches a quasi-thermal distribution on a sub-
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picosecond time scale. The third time regime is characterized by the creation of
phonons, which mediate the exchange of energy between carriers and the lattice. In
this regime, the carrier system shares its energy with the lattice through the creation
of optical phonons over the time scale of a few picoseconds. Before final equilibra-
tion, the temperature characterizing the thermalized distribution function of carriers
is higher than that of the lattice system. At that stage, the photoexcited system
can be phenomenologically described by the so-called “two temperature model” [89].
Temperatures and specific heats are assigned separately to the carrier (Te/h, Ce/h) and
lattice (Tl,Cl) systems. It should be pointed out that the mass difference between elec-
trons and holes reduces the efficiency of energy exchange between these two species.
The carrier system may then approach thermal equilibrium with the lattice system
so that both systems can be characterized by the same quasi-equilibrium tempera-
ture. The non-equilibrium optical phonons then decay into acoustic phonons. At this
stage, energy may be partially removed from the initial excitation area by traveling
coherent acoustic phonon (CAP) waves [90, 91, 92]. Eventually, by recombination
and thermal diffusion processs, the system may return to equilibrium.
Figure 4.1: Schematic representation of the laser heating effect.
From the above descriptions, it can be seen that the photo-excitation (or photo-
absorption) in a semiconductor system leads to transition of the original equilibrium
temperature T1 to an elevated temperature T2. Obviously, this phenomenon can be
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applied to other material systems (e.g. ferromagnetic metals, magnetic semiconduc-
tors). In a ferromagnetic system, from the Landau theory of ferromagnetism [70], we
know that the magnetization M is a function of temperature T, and magnitude of
the magnetization decreases as temperature increases. So the photo-excitation of a
ferromagnetic material results in a reduction of magnetization. This process is called
demagnetization, which is schematically shown on figure 4.1.
4.3 Dynamics of traveling coherent acoustic phonon and its detection
As mentioned in section 4.2, the relaxation of photo-excited carriers in semiconductors
involves the emission of traveling coherent acoustic phonons (CAPs). In these exper-
iments, femtosecond pump light pulses are absorbed at the sample surface, leading
to the generation of the traveling CAPs. The traveling CAP wave can be classically
described and modeled by a traveling strain pulse [93]. In general, the laser pulse
changes the electron and phonon distribution functions fe(k) and fl(k) by dfe(k) and
dfl(k), respectively. These changes produce a stress that is given by [94]
σij = Σ
∂Ek
∂nij
df e(k) + Σ
∂~ωk
∂nij
df l(k), (4.1)
where Ek and ωk are the electron energy and the phonon frequency with wave vector
k, respectively. If the electrons and phonons are in local thermal equilibrium and thus
both temporal behaviors can be described a single temperature, their contributions
to the strain can not be distinguished. This process generally appears on the order
of a few picoseconds [95]. So the propagating CAP can be viewed as a strained layer
moving away from the surface with longitudinal acoustic phonon velocity Vs.
In this application of pump-probe technique, the CAP wave is characterized by
the interference between the probe beams reflected from the air/bulk interface and
the bulk/strained layer boundary at the distance z(t) = Vst from the surface (see
figure 4.2). The reflectance in the three layer system is [96]
R = | r12 + r23e
2iκz
1 + r12r23e2iκz
|2, (4.2)
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Figure 4.2: A schematic representation of CAP wave creation can be characterized
using a pump-probe technique.
where rij = (Nˆi−Nˆj)/(Nˆi+Nˆj) is the Fresnel reflection amplitude from the boundary
between media i and j, and Nˆi is the complex refraction coefficient in media i. Here
Nˆ1 = 1 in air, Nˆ2 = Nˆ(ω) = n(ω) + iκ(ω) in the bulk semiconductor, Nˆ3 = Nˆ(ω) +
δNˆ(ω) in the strained layer, and k = (ω/c)Nˆ cos θ is the normal component of the
wave vector in the bulk. Thus, we define r12 as the reflection amplitude from the
air/top-layer boundary, and r23 ≈ δNˆ/Nˆ describes the reflection from the moving
strained layer. Since the strain-induced change in refraction index, δNˆ , is small,
a simple expression for R can be obtained by expanding Eq.(4.2) in the first order
in small parameter r23. The differential reflection,∆R/R0 = (R − R0)/R0, with
R0 = |r12|2, r12 = ρ12eiφ12 , and r23 = ρ23eiφ23 , then takes the form [97]
∆R
R0
≈ 2ρ12ρ23
√
1 + ρ412 + ρ
2
12 cos(2φ12)e
−t/τ sin(2pit/T + (ϕ0 + ϕ12 + ϕ23)), (4.3)
∆R
R0
≈ Ae−t/τ sin(2pit/T + ϕinit), (4.4)
where A is the amplitude, T is the period, and ϕinit is the initial phase, which includes
phase shifts ϕj(j=0, 12, 23) from the top layer, reflection coefficients r12 and r23,
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respectively. A and T are given by
A ∝ | δNˆ
δη33
| ∝ | δNˆ
δEg
δEg
δη33
| ∝
√
(
δn
δEg
)2 + (
δκ
δEg
)2| δEg
δη33
|, (4.5)
T =
λ
2nVs cos θ
, (4.6)
where η33 is the z component of strain tensor, Eg is the bandgap, λ is the probe
wavelength, n the index refraction of the material, and θ is the incident angle of the
probe light in the bulk semiconductor. The phase shifts ϕ12 and ϕ23 are given by
ϕ12 = sin
−1 (1 + |r12|2) cos(φ12)√
(1 + |r12|4) + 2|r12|2 cos(2φ12)
, (4.7)
and
ϕ23 = arg(r23). (4.8)
The damping time is defined as
τ =
λ
4piκVs cos θ
=
Tn
2piκ
, (4.9)
where the imaginary part of the complex refraction index κ of the bulk semiconductor
is related to the absorption coefficient by α = 2ωκ/c.
The penetration depth is proportional of the reciprocal of the absorption coef-
ficient. The amplitude of the oscillations depends linearly on the strain-induced
change in the refraction coefficient. The latter is determined by a local reduction of
the bandgap δEg due to a lattice expansion in the strained layer.
4.4 Coherent Spin (Magnetization) Dynamics
4.4.1 Undamped Larmor precession
Consider the situation where a general external magnetic field ~B = (Bx, By, Bz) is
applied to a single spin system ~s, the Hamiltonian is given by H = −~µ · ~B = gµB~s · ~B.
Under the Heisenberg picture, the equation of motion can be expressed as
dA
dt
=
1
i~
[A,H], (4.10)
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where A is any physical observable and explicitly depends on time. If A is replaced
by the spin ~s, the equations of motion for a single spin system are given by
dsx
dt
=
gµB
i~
(szBy − syBz), (4.11)
dsy
dt
=
gµB
i~
(sxBz − szBx), (4.12)
dsz
dt
=
gµB
i~
(syBx − sxBy), (4.13)
where g and µB are the spectroscopic splitting factor and Bohr magneton, respectively.
In the derivation of the above equations, the commutation relations for the Pauli
operators are used and are expressed as [σi, σj] = 2iσk, where i, j and k describe the
permutations of x, y and z.
Defining the Larmor precession vector as ~Ω = gµB
~B
~
, the above equations of motion
for a single spin system can be expressed as
d~s
dt
= ~Ω× ~s. (4.14)
If one classically considers a torque ~T = ~µ × ~s acting on spin ~s , one obtains a
similar equation. Generally, the gyromagnetic ratio γ = gµB/~ is often used and is
equal to 176 Ghz/T (2.21× 105 Hz/(A/m)). Extending the equation of motion of a
single spin to a multi-spin system, denoted by the magnetization vector ~M(~r, t) = Σ ~µi
∆Vr
,
we end up the following precessional motion of the magnetization ~M ,
∂ ~M
∂t
= −γ ~M × ~B. (4.15)
An instantaneous perturbation of the magnetization or of the magnetic field will
thus result in a precession of the magnetization around a magnetic field. With a zero
damping force, that is, disallowing any relaxation mechanism, the precession will con-
tinue indefinitely while the system remains at a constant energy level. However, in
real experiments energy dissipation always takes place. It is always phenomenolog-
ically described by some damping parameters that can be obtained by tracing the
temporal behavior of ~M . The detail microscopic nature of this dissipation process is
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not understood [98]. The following sections provide insight into how to add a variety
of dissipation terms into an otherwise non-dissipation model.
4.4.2 Landau-Lifshitz and Landau-Lifshitz-Gilbert equations
Landau and Lifshitz in 1935 were the first to propose a dynamic model for the pre-
cessional motion of magnetization (macro-spin system) [84]. In the model, not only
the external magnetic field is considered but also the presence of quantum mechanical
effects and anisotropy are also taken into account by phenomenologically introducing
the effective field ~Heff , which is given by
~Heff = ~Hex + ~Han + ~Hm + ~Hext, (4.16)
where ~Hex, ~Han, ~Hm, and ~Hext are the fields from exchange interaction, anisotropy,
magnetostatic interaction, and external contributions, respectively. Using this, the
Landau-Lifshitz equation corresponding to equation (4.15) is derived to be
∂ ~M
∂t
= −γ ~M × ~Heff . (4.17)
In order to introduce dissipation into the system, an additional term proportional
to ~M × ( ~M × ~Heff ) is added. This term describes the relaxation of magnetization
to a stable energy minimum. This additional term tends to force the magnetization
~M to turn towards the direction of the effective field ~Heff . When the system is
not in equilibrium, the damping term will pull the magnetization to the equilibrium
direction which is parallel to the direction of the effective magnetic field. Therefore,
this damping term points perpendicular to the precessional torque and magnetization
and can be written as
~D1 =
λ
Ms
~M × ( ~M × ~Heff ), (4.18)
where λ(> 0) is the parameter which characterizes the damping, and Ms is the satu-
ration magnetization. Then the Landau-Lifshitz equation becomes
∂ ~M
∂t
= −γ ~M × ~Heff − λ
M s
~M × ( ~M × ~Heff ). (4.19)
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Gilbert [85] in 1955 introduced another form of phenomenological damping term
into the Landau-Lifshitz equation which is derived under the framework of a La-
grangian formulation. This term is expressed as
~D2 =
α
Ms
( ~M × ∂
~M
∂t
), (4.20)
where α(> 0) is the Gilbert damping coefficient, whose magnitude only depends on
the material.
Combing Eqs. (4.17) and (4.20), one can arrive at the so-called Landau-Lifshitz-
Gilbert (LLG) equation
∂ ~M
∂t
= −γL ~M × [ ~Heff − α
MsγL
∂ ~M
∂t
]. (4.21)
The relationship between Landau-Lifshitz equation and LLG equation can be
understood by rewriting equation (4.21) in the form of equation (4.19)
∂ ~M
∂t
= − γL
1 + α2
~M × ~Heff − γLα
(1 + α2)Ms
~M × ( ~M × ~Heff ). (4.22)
One can immediately notice that the Landau-Lifshitz model and the LLG model
are equivalent mathematically if one assumes that
γ =
γL
1 + α2
, λ =
γLα
(1 + α2)
= γLα. (4.23)
It is important to note that both additional terms assume that the magnetization
magnitude is constant such that | ~M | =MS.
4.4.3 Bloch-Bloembergen equation
The Landau-Lifshitz or LLG model describes the actual dynamics of real magnetic
systems quite successfully. However, this model cannot accurately deal with the
magnetization dynamics where there is a reduction in | ~M |. This reduction is generally
caused by excited magnetic states (higher magnons or spin wave) during the precession
or reversal of the magnetization [99]. One possible model is described by the Bloch-
Bloembergen equation [86, 87]
∂Mx
∂t
= −γ( ~M × ~Heff )x − Mx
T2
, (4.24)
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∂My
∂t
= −γ( ~M × ~Heff )y − My
T2
, (4.25)
∂Mz
∂t
= −γ( ~M × ~Heff )z − (Mz −Ms)
T1
, (4.26)
where two different damping times are introduced into the equation of motion: the
longitudinal relaxation time T1, i.e., the irreversible direct dissipation of energy into
the system, and the so-called transverse relaxation time T2, which describes dephasing
of the spin-system and generation of magnons at a constant energy level. Two extreme
cases are interesting: (a) in the limit of small angle approximation, the magnetization
| ~M | can be regarded as constant when T1 = 2T2; (b) If T1 >> T2, the projection of
M onto the z axis remains constant, since the precessional energy is transformed into
the transverse components Mx and My. A schematic representation describing both
the Landau-Lifshitz and the Bloch-Bloembergen models are shown in figure 4.3.
Figure 4.3: (a) Landau-Lifshitz model and (b) Bloch model
4.5 Magnetic energy
Now let us turn to the Eq. (4.16). As we know, the effective field is given by gradient
of the magnetic energy of a given system [28]. Therefore, it is helpful to take into
account the magnetic energy. In fact, the magnetic energy can be categorized into
exchange energy, anisotropy energy, magnetostatic energy, and Zeeman energy.
The exchange energy, corresponding to the exchange field, is an approximate
representation of the quantum mechanical exchange interaction. In the Heisenberg
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model, the energy density between any two atoms i and j with spins ~Si and ~Sj is given
by U = −2J ~Si · ~Sj. Here J is the exchange integral, and is related to the overlap
of the charge distribution of the atoms i and j. The charge distribution, quantum
mechanically, is partially represented by the angular momentum number L. That
means a different L results in a different charge distribution in the system. From
the Pauli principle, any two electrons cannot have the exact same quantum numbers.
Each quantum number set (S, L) represents a certain energy state of the system.
Thus, the electrostatic energy of a multiple spin systems will depend on the relative
orientation of the spins; the difference in energy defines the exchange energy.
Magnetic anisotropy is the direction dependence of a material’s magnetic proper-
ties. A magnetically isotropic material has no preferential direction for its magnetic
moments in zero field, while a magnetically anisotropic material will align its mo-
ment to the so-called easy axis. In the easy axis direction, the magnetic energy of
the system is minimized. There are several types of magnetic anisotropy:(1) magne-
tocrystalline anistropy, (2) stress anisotropy, (3) shape anisotropy, and (4) exchange
anisotropy. Magnetocrystalline anisotropy originates from the spin-orbit coupling
between the spins and the lattice in the material. The crystal structure introduces
preferential directions for the magnetization. Theoretically, it needs to be calculated
from the electronic structure of the material. For example, in a cubic crystal with
magnetization ~M = (Mx,My,Mz), the energy is given by
e(Mˆ) = K1c(Mˆ
2
xMˆ
2
y + Mˆ
2
xMˆ
2
z + Mˆ
2
y Mˆ
2
z ) +K2c(MˆxMˆyMˆz)
2, (4.27)
where Mˆ(= ~M/M), K1c, and K2c are unit vector, first order and second order cubic
anisotropy constants, respectively. The easy axis direction is determined by minimiz-
ing the energy e(Mˆ). As a consequence of the magnetocrystalline anisotropy, once
the magnetization is aligned with an easy direction, work must be done to change it.
In order to switch from one easy axis to another, the magnetization has to overcome
an energy barrier, which is the difference between the energy in the easy direction and
that in the intervening hard direction. In addition to the cubic anisotropy, there are
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many other types of crystal anisotropies. One important anisotropy arises from uni-
axial structure symmetry. Its corresponding energy is characterized by the uniaxial
anisotropy constant.
Because the exchange energy strongly depends on the detailed interaction between
neighboring atoms, variations in atomic positions, strain, will strongly influence the
magnetic interaction. Stress induced anisotropy gives rise to a single easy axis, and
thus leads to uniaxial anisotropy. It is important to note that in the ferromagnetic
(Ga,Mn)As system under compressional strain, the detailed origin of the uniaxial
anisotropy is still being debated [100].
Shape anisotropy is due to the non-perfect spherical shape of a magnetic particle,
where the demagnetization field will not be equal in all directions. This leads to
energy minimization in certain directions. Demagnetization arises from an internal
field induced by ”surface monopoles” due to the initial magnetization. A schematic
picture of this effect is shown in Figure 4.4.
Figure 4.4: (a) Internal magnetizations within a ferromagnetic crystal; (b) Creation
of an identical external field from the surface monopoles; (c) The internal “Demag-
netizaion field” resulting from the surface monopoles.
The concept of exchange anisotropy or exchange bias [101] is relatively new, and
occurs inside bilayers (or multilayers) of magnetic materials. This class of anisotropy
causes a shift in the soft magnetization curve of a ferromagnetic film. It is believed
that the magnetic properties at the interface determine the exchange anisotropy [102].
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However, many important issue in both experiment and theory are still in question
[103].
When a magnetic moment is placed in a magnetic field, it has energy associated
with this field depending on orientation. This energy can be described by Em =
− ~M · ~H. If the magnetic field is from magnetostatic interaction, this energy is called
magnetostatic energy. If the field is applied externally, this energy is called Zeeman
energy. This energy is minimized when the magnetization ~M is aligned with the
field ~H. The magnetization in a single domain is uniform, and applying the external
magnetic field does not change the amplitude of the magnetization, but will tend to
rotate the magnetization direction toward the field. This rotation generally is not
energy free, and needs to surmount a certain energy barrier in order to rotate, due to
the above mentioned anisotropy properties.
4.6 Experimental Results and Discussions
4.6.1 Ultrafast Phonon Dynamics in GaMnAs/GaAs structures
As previously mentioned, the introduction of III-V diluted magnetic semiconductors
(DMSs) has opened up promising opportunities to combine semiconducting proper-
ties and robust magnetism into conventional electrical and optical devices, leading to
the future development of spin-based devices [27, 28]. (Ga,Mn)As is a good example
and is regarded as a benchmark material [28, 74]. Despite many time-domain carrier
and spin dynamics studies that have been done on (III,Mn)V structures over the
years, no systematic time-resolved experiments on phonon dynamics have been at-
tempted. A recent paper [91] reported pronounced coherent acoustic phonon (CAP)
oscillations in GaSb with an InMnAs capping layer, which, however, only played the
role of generating coherent phonons. In this thesis, we focus on acoustic phonons
traveling in (III,Mn)V structures which are shown to reveal important properties of
these materials.
Coherent acoustic phonons have been generated and detected in many other ma-
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terial systems using ultrafast spectroscopy. It has shown itself to be a very effective
technique to unravel equilibrium and non-equilibrium carrier and phonon dynamics
[93, 104, 105, 97, 106, 107]. In this approach, an incident ultrafast (femtosecond)
optical pump pulse is absorbed on a sample surface resulting in the generation of
a coherent acoustic phonon pulse, which subsequently propagates in the material at
the sound velocity. The resulting phonon pulse modifies locally the dielectric con-
stant of the material. This modification is detected by introducing another optical
probe pulse. Finally, the ultrafast transient reflectivity spectroscopy measurements
are realized by systematically adjusting the delay.
Here, we discuss the femtosecond optical pump excitation of ultrafast coherent
phonons generated in a thin over-layer of gold. The subsequent CAP wave (strain
pulse),which alters locally the optical properties, propagates in the Ga1−xMnxAs/GaAs
and is detected by monitoring the reflected probe pulse. The ferromagnetic Ga1−xMnxAs
thin layer is grown by a low temperature molecular beam epitaxy (LT-MBE) method.
For the samples studied, electron beam evaporation was used to deposit a 5 nm thick
film of gold on top of the Ga1−xMnxAs in order to generate acoustic waves by optical
excitation. Here, we focus primarily on the Ga1−xMnxAs (x = 0.024) sample, with a
Curie temperature TC ≈ 30 K. Similar results were observed for other samples with
Mn concentrations (x=0.018,0.023). All the studied Ga1−xMnxAs thin films have a
thickness ∼ 1µm.
All our pump-probe experiments measuring transient reflectivity changes ∆R/R
were performed at a temperature of 10 K, employing a Ti:Sapphire laser with a
repetition rate of 76 MHz, which produces ∼150 fs-wide pulses. Both pump and
probe beams were focused onto the sample at the same spot with a diameter of
around 100 µm and an intensity ratio of 10:1. The pump light typically had a fluence
of 1.7 µJ/cm2.
Figure 4.5 shows the transient reflectivity signal ∆R/R measured in the sample at
10 K with Mn concentration x=0.024. The inset is the measured oscillatory response,
45
Figure 4.5: Pump-probe response of Ga0.976Mn0.024As/GaAs at 10 K for 830 nm.
Inset: the subtracted oscillatory response divided into three regimes: regimes 1 and
2 with damped oscillations, and transitional regime indicated by the shadow area.
which is obtained by subtracting the thermal relaxation background. Both pump and
probe pulses are centered at 830 nm, with a photon energy somewhat below the band
gap of GaAs (∼817 nm). It can be seen that the total response consists of a fast
transient (on the order of a few picoseconds) followed by a tail superimposed by two
distinct damped oscillatory regimes, separated by a narrow transition region. The
initial fast transient is typical of the electronic contribution to the pump-probe signal.
In order to determine whether the oscillations originate from ferromagnetism in
the Ga0.976Mn0.024As, an external magnetic field of 0.15 T was applied. No changes
in the period of the oscillations were observed. Thus, the oscillatory behavior is not
due to a magnetically related mechanism. However, the observed oscillations may be
explained by a propagating strain pulse model [93]. In this model, an ultrafast pump
pulse absorbed at the surface of the film gives rise to a transient electron and phonon
temperature increase within the illuminated area, which sets up a transient thermal
and/or electronic stress at the sample surface. This stress induces a strain pulse
(coherent longitudinal acoustic phonon), which propagates away from the surface at
the speed of sound. This strain pulse alters the local optical properties, namely, the
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dielectric constants or the refractive index, and creates a discontinuity. When the
time-delayed probe pulse penetrates into the sample, the light is partially reflected
from the top surface, and the rest of the transmitted light reaches the strain pulse
inside, partially reflecting due to the discontinuity in the optical properties. As the
coherent phonon wave travels, the top sample surface and the strain pulse surface act
as an interferometer. Oscillations arise from the fact that the distance between the
two surfaces is constantly changing, causing a periodic phase difference between the
two reflected beams. It is clear that the wavelength of the pump light plays little role
in creating phonon waves, as long as the top layer can absorb the photon-excitation
energy. The reflectivity change ∆R/R for the oscillatory behavior and its period T
take the forms Eqs. (4.4) and (4.6), respectively.
The thickness of the top gold layer is small (5 nm), so that we assume the entire
Au layer is excited to generate the CAP wave. The generated CAP wave first travels
through Ga0.976Mn0.024As along the normal direction at the speed of the longitudinal
acoustic phonon (LAP) Vs(GaMnAs) before it reaches GaAs. After that, it continuously
propagates into the GaAs with LAP speed Vs(GaAs). We estimate that it takes about
∆t (≈ 210 ps) for the strain wave to reach GaAs layer if assuming that Vs(GaMnAs)
is approximately equal to Vs(GaAs) (4.78 × 103 m/s at 10 K [108]). It can be seen
from experimental results that 210 ps is around the transition region between the two
distinctive damped regimes. So we may reasonably conclude that the two oscillatory
regimes 1 and 2 represent propagation of the strain wave inside the Ga0.976Mn0.024As
and GaAs layers, respectively. When the photon energy is less more than 1.59 eV
(∼780 nm), the oscillations damped very fast and could not be found in regime 2.
We performed wavelength dependent studies of the oscillations near the bandgap
of GaAs(see Figure 4.6). It can be seen that oscillations in Ga0.976Mn0.024As decay
markedly at all the wavelengths studied. In contrast, the GaAs oscillatory response
may persist for very long times at probe wavelengths below the bandgap of GaAs.
Applying Eq.(4.4) separately to the two regimes with damped oscillations, we can nu-
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merically fit our experimental data at different wavelengths. Some fitted parameters
as a function of wavelength (or photon energy) are given in Figure 4.7.
Figure 4.6: Temporal profiles of subtracted oscillatory response for different wave-
lengths at 10 K.
Figure 4.7(a) shows that the oscillation periods for both materials are close to
linear versus the probe light wavelength, in good agreement with Eq.(4.6). This
agreement between experiment and theory confirms that the oscillations are only
the result of traveling CAPs propagating through Ga0.976Mn0.024As and GaAs layers
continuously. It can be seen from Fig. 4.7(a) that the period in Ga0.976Mn0.024As is
systematically larger than the period in GaAs at the wavelengths around the bandgap
of GaAs. However, the change is astonishingly small (less than 2%) compared to the
large doping levels (∼ 1020 cm−3). As we know, the speed of LAP waves propagat-
ing along [100] is given by Vs = (C11/ρ)
1/2 for zincblende-structure materials with
elastic constant C11 and density ρ. In the as-grown Ga1−xMnxAs (x > 0.01) sample,
considering the primary substitutional MnGa and the ∼ 20% interstitial MnI [28], its
density is roughly the same as that of GaAs. If we further assume that Ga1−xMnxAs
has the same elastic constant as GaAs [109], the LAP velocity Vs of Ga1−xMnxAs
approximately equals that of GaAs. Therefore, our results, together with Eq.(4.6),
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indicate that introducing Mn into GaAs leads to a reduction in the refractive index
n(ω) compared to that in GaAs. A kink-like feature in n(ω) profile of GaAs expected
by T (λ) curve was also demonstrated by previous work [110]. On the other hand, a
theoretical computation of n(ω) in Ga1−xMnxAs is non-trivial. First, the real or imag-
inary components of the dielectric constant (ω) over a wide spectral range should
be calculated. Then, using the Kramers-Kronig relations, detailed information of
n(ω) can be obtained. Especially, in first-principle calculations, the electronic struc-
ture of Ga1−xMnxAs needs to be known so as to derive the interband and intraband
contributions to the dielectric constant Im[(ω)] or Re[(ω)] [111].
Figure 4.7: (a) Oscillation period T as a function of wavelength λ for GaAs (open
triangle) and Ga0.976Mn0.024As (dot). Solid straight line is a linear fit of experimental
data for Ga0.976Mn0.024As. (b) Absorption coefficient α as a function of photon energy
for Ga0.976Mn0.024As (line+dot) and GaAs (line+open triangle).
Another experimental result is that the absorption coefficient α can be directly ob-
tained from our measured damping time τ . Analysis of the absorption resonance/band
of α(ω), attributed to different interband or intraband transitions, may reveal the elec-
tronic structure of the ferromagnetic Ga1−xMnxAs, which has been an important and
lively issue over the last several years [28]. Fig. 4.7(b) shows our experimental absorp-
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tion coefficient α in terms of different photon energies for Ga0.976Mn0.024As and GaAs
provided that Vs = 4.78 × 103 m/s. As expected, for GaAs it was clearly seen that
a sharp step-like absorption feature happens around 1.51 eV, below which α quickly
drops close to zero. This observation is in agreement with canonical characteristics of
a band model for GaAs with a direct band gap. In contrast, α(ω) for Ga0.976Mn0.024As
changes rather smoothly in the whole spectral range studied. Especially, no strong
abrupt variation was observed at around the bandgap of GaAs. The absorption co-
efficient below 1.51 eV is still very large and stays almost constant (∼ 0.66 × 104
cm−1) down to 1.34 eV. The big difference in the light absorption between the ferro-
magnetic Ga1−xMnxAs and the GaAs can be due to the LT-MBE growth technique,
where large unintentional defects such as AsGa antisites and MnI interstitials acting
as double donors are introduced except the main substitutional MnGa. These donor
levels provide additional excitation energy levels in the band structure, and lead to
the strong broadening of the gap and absorption edge [28]. Our measurements imply
that ferromagnetic Ga1−xMnxAs has a very different electronic structure and optical
properties than those of GaAs. This method, in principle, can be further employed
to directly get the information of n(ω) and α(ω) in the Ga1−xMnxAs system by mea-
suring the period and damping time of the oscillations in the visible, mid-infrared or
far-infrared spectra range, and provide an alternative way to understand the band
structure of this material in more detail.
From Figs. 4.5 and 4.6, it is clearly seen that at wavelengths close to the GaAs
bandgap (a) the oscillation amplitude as a function of wavelength for GaAs suddenly
increases, and (b) in the time domain the oscillation amplitudes experience abrupt
changes when the strain pulse traveling from Ga0.976Mn0.024As to GaAs. To interpret
the results, we note that the strain pulse (η33) can induce a small perturbation δEg to
the bandgap Eg and the absorption coefficient α behaves like a sharp step function in
terms of photon energy in the GaAs semiconductor. So ∂Nˆ
∂E
, especially ∂κ
∂E
, for GaAs
around Eg+δEg can experience a rapid change as the photon energy E passes through
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the absorption onset. According to Eq. (4.5), in the vicinity of the bandgap the am-
plitude A for GaAs manifests itself a strong peak shown in Fig. 4.6. As also discussed
above, the absorption coefficient α for ferromagnetic Ga1−xMnxAs varies smoothly in
the wavelength range studied. Thus, the change in ∂Nˆ
∂E
for Ga0.976Mn0.024As around
Eg+δEg is much smaller compared to that of GaAs. As a result, when the strain pulse
propagates across the Ga0.976Mn0.024As/GaAs interface, the amplitude of the oscilla-
tions exhibit sudden increases for photon energies around the bandgap of GaAs. This
method may be employed to determine unknown film thickness or the longitudinal
speed of sound, given that one of them is known.
Finally, we turn to the transition regime in the temporal oscillatory response as
shown in Figs. 4.5 and 4.6. At wavelengths around the GaAs bandgap, the width of
this regime in the time domain is roughly 45 ps, corresponding to a traveling distance
of the strain pulse of about 200 nm. The oscillation amplitude in this region in-
creases gradually as time increases. We therefore suspect the existence of a transition
region between Ga0.976Mn0.024As and GaAs substrate. Actually, before depositing
the studied Ga1−xMnxAs samples, a 100 nm LT-GaAs buffer layer is grown at low
temperature (LT) conditions (∼270 ◦C) following a normal (∼600 ◦C) 100 nm GaAs
buffer layer on GaAs (100) substrate. Due to the AsGa antisite defects in LT-GaAs,
the amplitude of the oscillatory response due to the strain pulse in the LT-GaAs and
GaAs is expected to be different around the GaAs bandgap. At the same time, the
residual Mn ions inside the chamber lead to the incorporation of a few Mn impurities
into these two GaAs buffer layers. Moreover, during growth of Ga1−xMnxAs, the Mn
on the top could also back-diffuse into these two GaAs buffers. Therefore, all these
factors might together provide reasonable explanations for the gradual increase of the
amplitude in the transition regions. Nevertheless, the analysis of the oscillation am-
plitudes provides a sensitive way to detect changes in the material along the growth
direction in heterostructure systems.
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4.6.2 Photoinduced Coherent Spin Dynamics in GaMnAs systems
In past years, ultrafast nonequilibrium and dynamic properties of a wide variety
of magnetically ordered systems have been investigated, and have provided useful
insights into the future application of novel magnetic devices [24, 112, 113, 114].
Especially, ferromagnetic semiconductors such as (III,Mn)V systems have attracted
intense interest because of their potential for the spintronics applications due to
carrier-mediated ferromagnetism arising from the interaction between itinerant carrier
spins and localized magnetic moments [27, 28]. Recently, using ultrafast pump-probe
magneto-optical spectroscopy, several research groups have reported a wide variety of
collective magnetic phenomena in (Ga,Mn)As [77, 30, 76, 78, 79, 82, 114, 115, 116].
The observed magnetization dynamics may be divided into two regimes in terms of
time evolution of the photoexcited (Ga,Mn)As system: femtosecond (or subpicosec-
ond) and picosecond (to nanosecond). In the subpicosecond regime, depending on
the photoexcitation strength, much research has focused on light-induced demagneti-
zation and thermal/non-thermal influence on magnetization [114, 117, 118, 83]. The
dynamics of coherent carrier and Mn spins have also been treated in the picosecond
to nanosecond regime [77, 30, 76, 78, 79, 82, 114, 115, 116]. In this regime, a recently
observed phenomenon is the precession of ferromagnetically coupled Mn spins (mag-
netization) due to light-induced magnetic easy axis reorientation. In both regimes,
the interpretations of many of the experimentally observed phenomena remain a mat-
ter of intense debate. Many of these issues revolve around questions of whether the
effects are of thermal or non-thermal origin.
In order to address these issues, we have carried out comprehensive temperature
and photo-excitation intensity dependent measurements of photo-induced magnetiza-
tion precession in Ga1−xMnxAs with no externally imposed magnetic field. By com-
paring and contrasting the temperature and intensity dependence of the precession
frequency, damping, and amplitude, we identify important light-induced nonlinear
effects and obtain information on the relevant physical mechanisms. Our measure-
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ments of photo-induced magnetization show coherent oscillations, arising from the
precession of collective Mn spins. That the amplitude of the magnetization preces-
sion saturates above a certain pump intensity is a strong indication that the direction
of the magnetic easy axis remains unchanged at temperatures above about half the
Curie temperature (TC). The precession may be explained by invoking an ultrafast
change in the orientation of the in-plane easy axis, due to an impulsive change in
the magnetic anisotropy induced by the laser pulse. We find that the Gilbert damp-
ing coefficient, which characterizes the Mn-spin relaxation, depends only weakly on
the ambient temperature but changes dramatically with pump intensity. Our re-
sults suggest a general model for photo-induced precessional motion and relaxation
of magnetization in the (Ga,Mn)As system.
The (Ga,Mn)As sample is grown by molecular beam epitaxy (MBE) using a Riber
32 R&D MBE machine at the University of Notre Dame. Firstly, a semi-insulating
“epi-ready” (001) GaAs substrate is heated to 600 ◦C under As flux for deoxidation.
After heating and thermal cleaning, a GaAs buffer layer is grown on the substrate
at normal GaAs growth conditions (∼600 ◦C) in order to obtain an atomically flat
surface. Following this, another layer of GaAs will be grown on the GaAs buffer layer,
this time under low temperature conditions to prepare the sample for incorporation
of Mn into the final layer (∼290 ◦C). As mentioned previously, a low temperature
growth MBE (LT-MBE) method must be employed to alleviate the problems of low
solubility and precipitation of Mn under normal growth conditions. Finally, with the
incorporation of Mn, a layer of (Ga,Mn)As is grown under the same low tempera-
ture conditions. Our Ga1−xMnxAs/LT-GaAs(buffer)/GaAs(buffer) samples, with Mn
concentration x from ∼ 0.01 to ∼ 0.073, can be divided into three main categories
in terms of layer thickness: (a) ∼95 nm/2 nm/100 nm, (b) ∼300 nm/100 nm/100
nm, and (c) ∼1000 nm/100 nm/100 nm. Depending on the annealing conditions,
they can be categorized into as-grown samples and annealed samples with different
annealing temperatures. The Curie temperature in these Mn incorporated layers TC
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varies from ∼ 5K to ∼ 110K. The detail optical setup used for the pump-probe
experiments is described in Chapter 2. The pump and probe beams either have the
same photon energy or are tuned to be different by putting BBO crystal in the pump
(or probe) path to double the photon energy. The pump beam which is perpendicular
to the sample can be adjusted to have a linear, right-circular (σ+), or left-circular
(σ-) polarization with a typical fluence of I0 = 0.75 µ J/cm
2 (up to ∼ 10 µJ/cm2).
The probe beam is linearly polarized and near perpendicular to the film to detect
magnetization dynamics via measuring the Kerr rotation angle (θK) or the Kerr ellip-
ticity (εK). All the experiments were carried out with no applied external magnetic
field except where noted.
Figure 4.8: Time-resolved Kerr rotation data with respect to the excitation by
linearly-polarized and circularly polarized light (σ+ and σ-) at 10 K with photon
energy 1.57 eV for three ferromagnetic GaMnAs samples corresponding to sample
categories (a), (b), and (c), respectively. The red curve arises from excitation by
linearly polarized light.
Time-resolved magneto-optical Kerr effect (TRMOKE) Measurements were car-
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ried out, where the pump and probe beams were at the same wavelength. Fig. 4.8
shows a typical time-resolved magneto-optical Kerr effect (TRMOKE) measurement
with photon energy 1.57 eV above the GaAs bandgap Eg (≈1.53 eV at 10 K) at low
temperatures for Ga1−xMnxAs. It can be clearly seen that the temporal Kerr rotation
signals are almost symmetric in the long time domain (order of ∼1 ns) with respect to
the right- and left-circular polarized photoexcitation. Similar profiles were previously
reported by other groups [78, 79]. Instead, in the curves corresponding to excitation
by linear polarized light, as shown in Fig. 4.8, we obtained an oscillatory behavior
with a period on the order of 100 ps superimposed on a tiny exponential decay signal.
The oscillations are also superimposed on the signals arising from circularly polarized
light excitation. The phase difference between the oscillations for each sample is close
to zero (see also Ref. [30]), which implies that if the excitation light is modulated be-
tween left- and right-circular polarizations, the oscillation can be totally eliminated.
This was confirmed in our experiment by putting a photoelastic modulator (PEM)
in the pump beam (see also 4.10 [119]. From observation of the data shown in Fig.
4.8, the near symmetric and the oscillatory signals arise from sources which are de-
coupled. The circular-polarization dependent curves were also found to persist at all
studied temperatures (up to 295 K). In contrast, the oscillatory behavior only existed
at temperatures below the Curie temperature TC (See Fig. 4.9). Additionally, due
to the optical selection rules around the bandgap in GaAs system, the Kerr rotation
reflecting coherent carrier spin dynamics is expected to be dependent on polarization
of the excitation laser pulse [5, 120]. At the same time, the lifetime of coherent hole
spins is ultrashort (femtoseconds) due to strong spin-orbit scattering on top of valence
band [121].
Based on the above discussion, we attribute the above nearly symmetric signals
to light-induced coherent electron spins in the conduction band of the studied Mn-
doped GaAs systems. As a part of this study, we carried out temperature dependent
measurements of coherent electron spins in the conduction band, where the pump
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Figure 4.9: Kerr rotation measurements for Ga1−xMnxAs with x = 0.036 (Category
(a)) and x = 0.035 (Category (b)) excited by linearly-polarized and circularly polar-
ized light (σ+ and σ-) at two temperatures 20 K and 60 K. In both cases the photon
energy is 1.57 eV. Oscillations due to magnetization precession are superimposed on
the decay curves measured at 20 K. No oscillations are observed at 60 K.
beam was modulated by a PEM. One example is shown in figure 4.10. We can fit the
experimental curves by two exponentially decaying components [77]. The relaxation
rate was found to vary little at temperatures around TC , but to decrease rapidly near
room temperature. This can be seen in Fig. 4.10. The almost constant relaxation
time around TC is consistent with what was reported in Ref. [77]. However, Figs. 4.8
and 4.9 show that the carrier spin lifetime and Kerr rotation signals measured using
different samples can be drastically different for different pump polarization. The
longest spin lifetime we observed is around 100 ps at room temperature in several
samples. The physical mechanism is still not clear.
As opposed to the carrier spin phenomena, the observed oscillatory behavior can
only arise from the coherent Mn spins in the ferromagnetic Ga1−xMnxAs samples.
The magnetic origin of the oscillations is confirmed by the measurements showing
the overlap of the pump-induced rotation and ellipticity through the entire time scan
range (See Fig. 4.12). To understand this experimental result, it is useful to recall the
different stages of time evolution of the (Ga, Mn)As system following photoexcitation
[83]. Initially, an ultrashort laser pulse creates excited carriers with a well-defined
coherent phase relationship. These coherent states may quickly become decoherent
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Figure 4.10: Temporal Kerr rotation profile excluding the oscillatory behavior in
terms of different ambient temperatures at sample Ga0.964Mn0.036As annealed at 286
◦C (Category (a)).
(on a femtosecond time scale) due to scattering processes between carriers involv-
ing electron-electron, hole-hole, and electron-hole scattering. During these scattering
processes, the distribution function of the excitation cannot be characterized by a
temperature, although the total excess energy of the carrier system is conserved. Due
to scattering among carriers, the energy of the carrier system is redistributed lead-
ing to the creation of a hot carrier Fermi-Dirac distribution on a sub-picosecond time
scale. Thereafter, the emission of phonons increases rapidly due to the carrier-phonon
interaction, which plays a major role in the exchange of energy between carriers and
the lattice. The carrier system transfers its excess energy to the lattice primarily in
the form of optical phonons within a few picoseconds followed by decay to acoustic
phonons. Before equilibration, the temperature characterizing the thermalized dis-
tribution function of carriers is higher than that of the lattice system. At this stage,
the whole photoexcited system can be phenomenologically described by an effective
temperature (carrier Te/h and lattice Tl) and a specific heat (carrier Ce/h and lattice
Cl). Then, the carrier system begins to equilibrate with the lattice system, which
leads to the same quasi-equilibrium temperature for both systems. By recombination
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and thermal diffusion processes, the system finally returns to equilibrium.
Figure 4.11: (a) Temperature dependence of the uniaxial and cubic anisotropy fields
(in the sample plane). The inset defines the experimental geometry. (b) Temperature
dependence of the angle of the easy axis with respect to the [110] direction. The inset
shows the magneto-optical contrast around an 80-µm hole at 16 and 34 K, which
identifies the moment orientation at H=0.
In the ferromagnetic Ga1−xMnxAs/GaAs system, it is important to note that fol-
lowing excitation both the early time nonthermal (as described above) and later time
thermal (or quasithermal) excited regimes, the magnetic anisotropies can be different
as compared to the ground state. This may be due either to the nonthermally pho-
toexcited holes (∆p) [122, 100], or to the temperature elevation (∆T ) [123]. Below the
Curie temperature TC , the magnetic equilibrium position (easy axis) is in-plane, de-
termined by an angle Φ in respect to [110] direction, depends on the interplay between
the in-plane uniaxial anisotropy constant Ku and the first order cubic anisotropy con-
stant Kc1. At very low temperatures, Φ is close to pi/4 ([100] direction). In contrast,
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Φ approaches to zero ([110] direction) when the ambient temperature exceeds about
TC/2 [123] (see Fig.4.11). After the optical excitation, the new angle of the easy
axes is then given by Φ = Φ[Kc1(T0+∆T (t), p0+∆p(t)), Ku(T0+∆T (t), p0+∆p(t))],
where T0 and p0 are the initial (ambient) temperature and hole concentration. There-
fore, the easy axis may quickly assume a new direction following photoexcitation if
∆T (t) or ∆p(t) is sufficiently strong. This transient change in the magnetic easy axis
triggers a precession of ferromagnetically coupled Mn spins (magnetization) around
a new effective magnetic field, and leads to oscillatory behavior in the TRKR signal.
Oscillations with relative long periods (∼ 100 ps) seen in the TRMOKE measure-
ments were observed before by several groups [79, 30, 115, 116]. However, whether
∆T (t) or ∆p(t) plays the key role evoking the oscillation is still an important issue.
Figure 4.12: (a) Temporal Kerr rotation profiles measured at photon energies below
bandgap of GaAs at 10 K for sample Ga0.965Mn0.035As (Category (b)); (b) TRKR
signal at 10 K with Eph = 1.38 eV for sample Ga0.964Mn0.036As (Category (a)); (c)
Transient Kerr rotation and Kerr ellipticity signals at photon energy Eph = 1.38 eV
for sample Ga0.965Mn0.035As (Category (b)) with a constant pump fluence I0/2.
Previously, all observations reported on the magnetization precession were ob-
tained using photon energies Eph larger than the GaAs bandgap Eg via the one-color
pump-probe scheme. Here, we also covered the spectral range below Eg. Typical
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TRKR profiles below Eg are shown in Fig. 4.12 for two Ga1−xMnxAs samples at
10 K. Fourier transform of the oscillation indicates only single precessional mode
existing. The signal can be fitted well by the equation,
∆θK = A exp(−t/τd) sin(ωt+ φ). (4.28)
Figure 4.13: (a) Numerically fitted precession frequency ω as a function of pump
fluence I at 10 K at different photon energies for sample Ga0.965Mn0.035As (Category
(b)); (b) Precession frequency ω as a function of ambient temperature T0 at photon
energy Eph = 1.41 eV with a constant pump fluence I0.
These measurements clearly demonstrate that with the same external conditions
(except Eph ) only pure oscillatory behavior is observed. Importantly, all the carrier
spin related dynamics in the long time domain disappears. For Eph < Eg, no elec-
trons are excited to the conduction band, and hence no Kerr rotation signal from
the net coherent electron spins is obtained. This observation confirms our interpre-
tation that the polarization-dependent signal in Fig. 4.8 is due to the photoexcited
electrons. The oscillations observed in Fig. 4.12 are related to intraband light ab-
sorption. In GaMnAs samples grown by the LT-MBE method, no distinct optical
absorption bandgap has been identified. This may be attributed to (a) the presence
of defect states within the band gap (such as AsGa antisites and MnI interstitials),
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(b) the breakdown of momentum conservation due to disorder, and (c) free carrier
absorption [28, 124]. In this case, light absorption perturbs the hole distribution in
the valence bands by exciting or introducing additional itinerant holes via electron
intraband transitions to localized defect states, and thus leads to the observed mag-
netization precession. Clearly, exciting the system with the photon energies below
Eg can eliminate the TRKR signal due to the photoinduced carrier spins in the long
time domain for all polarizations of the pump light. We also note that the amplitude
A of oscillations has no strong dependence on the probe polarization direction, which
indicates the polar Kerr rotation dominates the detected TRKR signal and the con-
tribution due to the magnetic linear dichroism [125] can be neglected. This excitation
regime is therefore useful for studying the precession of coherent Mn spins. We car-
ried out pump intensity and temperature dependent measurements on the oscillatory
behavior to see the possible difference of the effects evoked by excitation with Eph
varying below or above the GaAs bandgap. Figs. 4.13(a) and (b) show the fitted
oscillation frequency for the as-grown Ga0.965Mn0.035As (Category (b)) as a function
of pump influence (I ) and ambient temperature (T0), respectively. It can be seen that
the precession frequency ω decreases with increasing either the pump intensity or the
ambient temperature. This indicates that transient temperature rise induced by the
photoexcitation may play important role causing the oscillatory behavior. In Fig.
4.13(b), another result is that the precession frequency for Eph > Eg is larger than
that for Eph < Eg at the corresponding pump fluences. Besides, with I increasing, ω
decreases much faster for Eph > Eg compared to that for Eph < Eg. We also notice
that for Eph < Eg the frequency at 10 K with excitation intensity 5I0 roughly equals
one at 15 K with pump fluence I0. Thus, an estimation of the average light-induced
temperature increase can be made to be ∆T ∼ 1 K under the conditions: T0 = 10 K
and I = I0. This causes a ∼3% change of anisotropy constants [123], which is a small
perturbation to the system. The optically induced instantaneous increase of temper-
ature can also be estimated by ∆T = ∆E/(Cm∆m), where ∆E is the pulse energy,
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Cm is the heat capacity, and the ∆m is the mass of the illuminated volume. The
small perturbation leads to small fluctuation of the magnetization (| ~M(t)| ≈ Const)
at low pump fluences. So in the mean field approximation the phenomenological
Landau-Lifshitz-Gilbert (LLG) equation can be employed to describe the collective
magnetization dynamic in our experiments. The LLG equation is written as
∂ ~M
∂t
= −γ ~M × ~Heff + α
M
~M × ∂
~M
∂t
, (4.29)
where ~M is the local Mn magnetization, γ is the gyromagnetic ratio, ~Heff = −∂E/∂ ~M
is the effective field given by the gradient of magnetic energy E, and α is the Gilbert
damping coefficient. The effective field ~Heff includes the external static, magnetic
anisotropy, and exchange fields [28]. The first term on the right hand side (rhs) of
Eq. (4.29) describes the precession behavior of the magnetization, and the second
term represents the relaxation of collective magnetization motion. Fig. 4.14 shows
the measured Gilbert damping coefficient in samples Ga0.964Mn0.036As (annealed at
286 ◦C) and Ga0.965Mn0.035As (as-grown). It is clearly seen that α in the annealed
sample is much smaller (about ten times) than that in the as-grown sample. A similar
result was also observed in FMR experiments [126].
Since in this case there is no external applied magnetic field, within the mean
field treatment of the p-d magnetic exchange interaction, the average Mn spin < ~S >
precesses around an effective magnetic field ~Heff , which is mainly attributed to the
anisotropy field ~H and the hole-spin mean field β < ~s >. The dynamics of the
average hole spin < ~s > are determined by its precession around the mean field
βNMn < ~S > due to the Mn spins, and by its rapid relaxation due to the strong spin-
orbit interaction in the valence band with a rate Γ of the order of tens of femtoseconds
[68]. Here, β is the exchange constant. NMn are the number of MnGa per unit volume.
Due to the hole spins precessing and relaxing much faster than the changes in the
ferromagnetically coupled Mn spins, in the adiabatic limit the interplay between the
exchange interaction in Eq. (4.29) and the carrier spin dephasing results gives an
important damping contribution [83, 127]. This damping mechanism, arising from
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Figure 4.14: (a) Gilbert damping coefficient as a function of pump intensity for the
annealed sample; (b) Gilbert damping coefficient as a function of Mn concentration
x for the samples annealed at 286 ◦C; (c)(d) Gilbert damping coefficient for as-grown
sample as functions of pump fluence and ambient temperature, respectively.
the p-d exchange interaction with itinerent carriers, is believed to be essential to
understand the intrinsic relaxation of ferromagnetic (III,Mn)V semiconductors [126].
Therefore, an effective LLG equation in the adiabatic limit can be obtained [83, 127]
∂ ~M
∂t
= −γr ~M × ~H + αr
M
~M × ∂
~M
∂t
, (4.30)
where γr and αr include the kinetic-exchange contribution and other damping con-
tributions.
The following expression for the magnetic energy E provides a good explanation
of static experiments [28, 123]
E( ~M) =
Kc1
2
(Mˆ2x − Mˆ2y )2 +Ku(Mˆx − Mˆy)2 +KuzMˆ2z , (4.31)
where Mˆ = ~M/M , and Kuz is the uniaxial anisotropy constant perpendicular to
the film. A sufficiently large Kuz > 0 ensures the magnetic easy axis lies within
the sample plane. We therefore use Eqs. (4.30) and (4.31) to present a qualitative
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picture about the light-induced precession magnetization dynamics. Due to the initial
in-plane magnetization in compressive trained Ga1−xMnxAs/GaAs system [123], we
can consider a small perturbation with Mx ≈ M in the coordinate system with x-y
plane parallel and z-axis perpendicular to the sample plane, respectively. Then, Eq.
(4.30) is expanded into three components,
∂Mx
∂t
= 0, (4.32)
∂My
∂t
= −2γrKuzMz − αr ∂Mz
∂t
, (4.33)
∂Mz
∂t
= −2γrKu − 2γrKc1My + αr ∂My
∂t
, (4.34)
where we neglect the second order terms. Considering Kc1 < 0 and Kuz > 0 [123],
the above equations have one solution like
My = A cos(ωt+ ϕ)e
−t/τ ,Mz = Aη sin(ωt)e−t/τ , (4.35)
where
ω = γr
√−α2r(Kuz +Kc1)2 − 4Kc1Kuz
1 + α2r
, τ =
1 + α2r
αrγr(Kuz −Kc1) . (4.36)
According to Eq. (4.35), we notice that a sin- or cos-like signal with exponential
decay characterized by a decay time τ and precession frequency ω can be obtained
when measuring magnetization y or z component in the time domain after a small
perturbation to the initial magnetic equilibrium state. This is consistent with the
above numerical fitting Eq. (4.28). It can be seen that the precession frequency ω
is closely related the anisotropy constants (e.g. Kc1 and Kuz, which also directly
connect the Gilbert damping coefficient with the exponential decay time. Generally,
α2r is much smaller than one (see also Fig. 4.14), and can be neglected in Eq. (4.36).
Eqs. (4.35) and (4.36) can readily account for the observations in Fig. 4.13. Below
TC , it is known that both Kc1 and Kuz monotonically decrease when the temperature
increases [123, 69]. Eq. (4.36) indicates ω decreases with reducing Kc1 and Kuz. This
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conclusion agrees with the results in Fig. 4.13, where ω becomes smaller as raising
T0 or increasing ∆T (t) via enlarging pump fluence I. On the other hand, increasing
the hole concentration can also decrease Kc1 [100], leading to the results shown in
Fig. 4.13. However, in our experiments, ∆p/p0 is about three or four orders smaller
than ∆T/T0 in the thermal regimes. Therefore, we can conclude that the transient
temperature change plays a major role in accounting for the oscillatory behavior.
Actually, even in the case of ∆p comparable with p0, ∆T/T0 is so large that the
magnetization dynamics are already dominated by ultrafast demagnetization and the
subsequent magnetization quenching [114], and no oscillations should be expected
in the long time domain. When the photon energy Eph is comparable to the GaAs
bandgap Eg, in thin GaMnAs samples (less than ∼ 300 nm) the incident light can be
absorbed not only by the top GaMnAs layer but also by the bottom LT-GaAs, GaAs
buffers and GaAs substrate due to the penetration depth on the order of one micron
deduced from the absorption coefficient. In this case, the local transient temperature
change might be much larger than that with Eph far below Eg. For instance, at
Eph=1.63 eV, ∆T is estimated to be ∼3 K with T0 =10 K and I = I0, and three
times larger than that at Eph=1.38 eV. This effect may be more significant at large
pump fluences. The corresponding oscillation frequency should become smaller. This
phenomenon is clearly demonstrated in Fig. 4.13. So our data indicate that the
top ferromagnetic GaMnAs layer might be affected by its bottom layers with relative
strong photoexcitation at Eph > Eg. In order to eliminate such influence in the thin
samples (less than about 300 nm), one way is to use small Eph (much smaller than
Eg), as illustrated above. Another possible way is to employ two-color technique,
where the pump photon with its energy tuned sufficiently high enough to be confined
within the GaMnAs layer. It is important to note that when ∆T (t) increases too
much |~S(t)| cannot be regarded as a conserved value, and LLG model does not apply.
The above frequency behavior as a function of pump intensity or ambient tem-
perature was observed in different ferromagnetic GaMnAs samples such as as-grown
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Ga0.975Mn0.035As with TC ≈ 70K (Category (b)) in Fig. 4.15. As can also be seen
in Fig. 4.15, the amplitude of the oscillations increases as the ambient temperature
decreases or as the pump intensity increases. This result is in accord with the fact
that the relative change ∆T/T0 and ∆p/p0, which determines the magnitude of Φ(t)
and the photo-induced tilt in the easy axis, increases as T0 decreases or as the pump
intensity I increases. It is important to note that in our experiment the amplitude
of the oscillations saturates as the pump intensity exceeds about 8I0 at T0 = 10K.
Thus, the observed saturation may indicate that the magnetic easy axis is stabilized
at pump intensity larger than 8I0. We estimated that the increase of local hole con-
centration ∆p/p0 is about 0.4%, and the local temperature increase ∆T/T0 is about
160% using the value of specific heat of 1mJ/g/K for GaAs at pump intensity ∼ 8I0.
This leads to the transient local temperature T0+∆T close to TC/2. Our data agree
with the previously reported result that the magnetic easy axis is already along the
[110] direction for T0 +∆T close to or higher than TC/2 [123].
Figure 4.15: Amplitude A and angular frequency ω as a function of temperature T0
at constant pump intensity I = 2I0; and as a function of pump intensity (in units of
2I0) at T0 = 10K.
We now turn to the damping of the oscillations, which is intimately related to
lifetime of the excited collective spins. In the hole-mediated ferromagnetic GaMnAs
66
system, as mentioned above, the spin scattering between the local Mn spins and
itinerent hole spins, correlated by the p-d kinetic-exchange interaction, can lead to
the relaxation of collective magnetic moments [83, 126, 127]. This gives an intrinsic
contribution to the Gilbert damping coefficient. This contribution can be deduced
from the adiabatic-limit approximation as (See appendix)
αpd =
γs‖
M
Γ⊥heff
(heff +H‖)2 + Γ2⊥
, (4.37)
where Γ⊥(= 2Γ‖) is the hole spin transverse relaxation rate, heff = βNMnS, s‖ =
~s · ~S/S, and H‖ = γ ~H · ~S/S ≈ 0. In the annealed samples, the Gilbert damping co-
efficient for TRKR experiments is around 0.03, which is close to the value estimated
by Eq. 4.37 [127]. So we anticipate the mechanism due to kinetic-exchange inter-
action dominates the damping effect [126]. In the annealed samples, we measured
α as a function of the pump intensity I and Mn concentration x, respectively (see
Fig. 4.14). For the current pump intensity range as mentioned above, the transient
increase of local hole density is very small. One would not expect great changes
in the parameters of Eq. (4.37), and hence the damping coefficient αpd. This is
consistent with the results shown in Fig. 4.14(a). It is also clearly seen that α in-
creases with x increasing. This result, with Mn concentration x < 8%, may be due to
the increasing of heff , which reflects the coupling between exchange interaction and
hole density [126]. In contrast, in as-grown samples the Gilbert damping coefficient
reaches around 0.3, which is much higher than what the intrinsic kinetic-exchange
mechanism expects. So other damping mechanisms must then take over. The most
probable mechanism, classically, is the spin dephasing process characterized by T2,
in which the coherent spins, initially precessing in phase, lose their phase due to
the spatial and temporal fluctuations of the precession frequencies [86]. These fluc-
tuations are mainly attributed to the local small-scale field inhomogeneities, which
are created by such as magnetic defects, domain walls etc.. Quantum mechanically,
this dephasing mechanism is mainly explained by the so-called two-magnon scatter-
ing [128], where the excited magnon mode (created by photoexcitation) scatters into
67
other magnons having the same frequency (degenerate magnons) without requiring
conservation of the magnon momentum. In as-grown Ga1−xMnxAs, due to the LT-
MBE growth technique, a large number of defects such as AsGa antisites and MnI
interstitials are introduced. Especially, the local interstitial MnI ions are believed to
be antiferromagnetically coupled to the main MnGa substitutions, which can greatly
affect the magnetic properties [28]. Thus, these MnI magnetic defects are thought
to alter the local magnetic environments, and result in an extrinsic dephasing effect.
Removing the MnI, perhaps by a post-annealing procedure, should enlarge the mag-
netization relaxation time. This effect has been demonstrated by our experiments,
and by others as well [126]. Besides, our results indicate that this dominated extrinsic
mechanism in as-grown samples is relatively independent of the ambient temperature
(within a certain range) but largely enhances as increasing the pump intensity (See
Fig. 4.14 and also Ref. [30]). If we assume the local precession frequency ω(~r, t) and
the effective field h[T (~r, t)] are temperature dependent, then the dephasing effect is
characterized by δω, which is given by
δω = γ
∂h
∂T
∂T
∂r
δr +
∂h
∂T
∂T
∂t
δt. (4.38)
If the ambient temperature T0 is kept constant, increasing pump fluence can increase
∂T/∂r and ∂T/∂t very efficiently, and hence increase δω, which results in the ob-
served enhancement of dephasing effect. In comparison, ∂h/∂T0 changes little in a
relative temperature range. Up to now, there is still no available theoretical study
of the damping mechanism due to distribution of the interstitial MnI. However, our
experiments indicate that the local temperature distribution connects the extrinsic
dephasing effect to the local magnetic MnI defect distribution.
Our experimental results in the time domain provide information on the physical
factors that contribute to the damping effect. But further experimental and quantita-
tive theoretical work on the damping mechanisms are still needed in the (Ga,Mn)As
system. It is important to note that the LLG equation is valid only at low pump
intensities. At high pump intensities, an alternative theoretical approach must be
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introduced [129]. One approach is using the Bloch-Bloembergen equation (see Eq.
(4.24)). Experimentally, one has to measure the magnetization dynamics in three
orthogonal directions, in order to determine the exact longitudinal and transverse
relaxation rates.
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CHAPTER V
Fe/NiO(100) SYSTEM STUDIED BY MSHG
5.1 Introduction
Since the discovery of exchange bias (or anisotropy), i.e., the shift of the hysteresis
loop of a ferromagnetic (FM) layer in contact with an antiferromagnetic (AFM) layer
in the direction of the applied field [101], numerous investigations have been carried
out both from theoretical and experimental points of view due to its widespread
application in information storage technology, and due to the intriguing and still not
fully understood physics of the problem [102]. Theoretically, there is still little general
quantitative understanding of the exchange bias phenomena although several models
have been proposed [102]. The models employ different approximation methods. For
instance, they only consider ideal interface with intrinsically uncompensated AFM
spins. The magnetic couplings are expected to be influenced more significantly by
this more than by the presence of low density defective sites.
The interface formed between a ferromagnetic (FM) and an antiferromagnetic
(AFM) material has been a subject of study since the discovery of the exchange
bias phenomenon[101]. Experimentally, among all the reported investigations in-
volved in insulating AFM materials, such as FeF2, NiO, CoO, and NixCo1−xO et
al., NiO is one very promising candidate for applications[102]. It has advantages of
relatively high Neel temperature TN (525 K), excellent thermal stability and corro-
sion resistance[130], which makes it attractive for commercial applications. A com-
prehensive understanding of the chemical and physical properties of the interface
is paramount for future applications. Several studies have demonstrated that the
Fe/NiO interface is not entirely abrupt since oxygen diffusion takes place resulting
in a reduced NiO layer [131, 132]. A structural characterization of the Fe/NiO in-
terface previously conducted by X-ray absorption spectroscopy in combination with
density functional calculations has provided evidence that a FeO-like layer is formed
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at the interface between the metal and the oxide[133]. As a consequence the magnetic
moments of the Fe atoms at the interface are increased. Uncompensated moments
coming from the interfacial FeO layer, which may couple ferromagnetically with the Fe
layer, are expected to dramatically influence the exchange interaction at the Fe/NiO
interface, with deep consequences also for the exchange bias mechanism. Surpris-
ingly, to our knowledge, no investigations using magnetic induced second harmonic
generation (MSHG), which is a surface/interface sensitive magneto-optic method, on
ferromagnetic metal/antiferromagnetic oxide interfaces have been reported.
5.2 Fe/NiO(100) System
Figure 5.1: Schematically illustrates the lattice and spin structures of NiO single
crystal. Here (111) plane is the ferromagnetic sheet indicated as filled plane.
The use of NiO(001) single crystals eliminates the complexity of having small
grains with different crystallite orientation. The magnetic properties of anti-ferromagnetic
NiO single crystals have been investigated by Roth and Slack by neutron diffraction
and optical observations [134, 135]. The Neel temperature of NiO crystal TN is 525
K, which is significantly higher than room temperature. Above TN , NiO crystal is
paramagnetic. Below TN , it is anti-ferromagnetic. Its crystal structure is a perfect
face center cube (fcc) or rock-salt. The unit cell of NiO crystal is schematically il-
lustrated in Fig. 5.1. The magnetic moments of Ni ions have spin-only values with
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S = 12 [134]. The super-exchange interaction between Ni ions on opposite sides of
an oxygen ion causes the spins of nickel ions to be aligned antiparallel. The spins
of Ni ions are collinear alignment, which are parallel or anti-parallel to the charac-
terized Neel axis. The spins of Ni ions lie within their ferromagnetic (FM) planes
[135], shown as the filled (111) plane in Fig. 5.1. Besides (111) FM plane, the NiO
crystal has three other possible FM planes, (1¯11), (11¯1) and (111¯) planes (not shown
in Fig. 5.1). The Neel axis of NiO lies within the associated (111) FM plane. It
has six-fold symmetry in (111) FM plane, which has three possible Neel axes along
[211], [121] and [112] directions denoted as S1, S2 and S3 in Fig. 5.1. The NiO(001)
surface can be prepared by cleavage in air of a NiO signal crystal, followed by ultra
high vacuum (UHV) annealing at 400 oC for about half an hour [136]. The use of
NiO in the form of films on other material such as Ag and MgO substrates allow us
to study the evolution of the properties with increasing thickness. NiO films with a
very good crystal quality exposing the (001) surface have already been UHV grown
on Ag(001)[133]. MgO is a very stable wide-bandgap material, with application as
a support for metal catalysts and as an efficient protective coating material. Similar
to the case of NiO, the MgO (001) surface can also be obtained by cleavage in air,
followed by UHV annealing at 400 oC for about half an hour.
Comparing to polycrystalline bilayers, the epitaxial Fe films grown on NiO(001)
single crystals have better controlled interface conditions. The lattice constants of
fcc NiO(001) single crystal aNiO and bcc Fe film aFe are 0.4178 nm and 0.287 nm at
room temperature, respectively [137]. The lattice mismatch of them f = (aNiO/
√
2−aFe)
aNiO/
√
2
is about 2.85%, which is relative small and promotes a pseudomorphic growth of
Fe film on NiO(001) substrates. Actually, experiments have already shown that Fe
can grow epitaxially on NiO(001) with a 45o in-plane rotation[131]. Some studies on
chemistry of the interface show that the reduction of 1∼ML of NiO is induced[131].
Other studies using x-ray absorption technique (XAS) and ab initio density functional
theory (DFT) demonstrate that a Fe-Ni alloyed phase on top of an interfacial FeO
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planar layer can be formed at the interface[133].
5.3 Experimental Setup
Non-linear optical techniques have been employed to study the interfaces and surfaces
of different materials [138, 139]. In particular second harmonic generation (SHG) has
proven to be effective in the study of the magnetic state of metal surfaces and thin
films [38]. In centrosymmetric media the bulk χ(2) is zero, but a second harmonic
signal can be produced through a higher order term, namely the magnetic quadrupole
term. At the surface, the inversion symmetry is broken and SHG takes place. The
region where the second harmonic radiation is produced extends few atomic layers
around the surface or interface [140]. The magnetization of the surface lowers the sur-
face symmetry can modify the χ(2) tensor. The susceptibility tensor can be written as
a sum of two terms, even and odd in the magnetization. The non-vanishing elements
of the susceptibility tensor depend on the symmetry of the investigated surface [38].
As a consequence, by using MSHG it is possible to investigate the magnetization state
of the FM film in a region of few ML around a FM/AFM interface. This information
is of crucial importance in the understanding of the exchange bias mechanism because
the magnetic coupling between the two materials takes place near the interface..
The samples were prepared ex situ in an ultra high vacuum chamber equipped
with Ni, Fe and Au evaporating sources, following a well established procedure [136].
The NiO(100) was produced by evaporating Ni in a suitable O2 atmosphere using
MgO (100) as substrate. 10 ML of NiO were deposited in this way. On the freshly
prepared NiO surface Fe was deposited at different thicknesses, then 10 nm of Au
were deposited as a capping layer to avoid oxidation of the sample. Three different
samples were prepared with 2, 5 and 10 ML Fe deposits, respectively. The nickel oxide
stoichiometry was verified by X-Ray photoelectron spectroscopy and the epitaxial
growth of Fe was checked by low energy electron diffraction. Previous measurements
have demonstrated that the capping layer is effective against oxidation induced by air
73
[141]. For SHG measurements the output beam from a mode-locked Ti:sapphire laser
(∼150 fs pulses duration, 800 nm wavelength, 76 MHz repetition rate) was focalized
to a spot of about 100 µm at the sample surface (average laser power 190 mW).
A Glan-polarizer and a quarter-wave plate were used to obtain a s-polarized beam.
The sample was installed in a rotating stage located in the gap of an electro-magnet.
The reflected beam coming from the sample passed through a prism to separate
the fundamental from the second harmonic response. Two polarizers were used to
measure the polarization state of the two beams. The reflected beam intensity was
measured by a photodiode whereas the second harmonic intensity was measured by a
photomultiplier. The two signals were detected by means of a lock-in amplifier because
the pump beam was modulated by an acoustic optical modulator. The detailed setup
is shown in Figure 2.4. Before the SHG measurements we verified that a bare MgO
substrate produced an undetectable amount of second harmonic signal. Taking into
account that the Au capping layer is not magnetic, the magnetic signal comes from
only the Au/Fe and NiO(100)/Fe interfaces, and is determined by Eq. (2.6).
5.4 Experimental Results and Discussions
The reported SHG measurements were performed using an s-polarization configura-
tion for the pump laser impinging the sample surface [33]. In Fig. 5.2 the polarization
dependence of SHG signal for the 5 ML Fe sample is reported. The two curves are
measured by applying two values of magnetic field of 900 Oe, respectively in the lon-
gitudinal configuration (see inset in Fig. 5.2), along the [110] direction and clearly
show the strong sensitivity of the second harmonic signal to the magnetic state of the
surface. In fact, the two polarization patterns are shifted by about 17◦, indicating a
NOMOKE Kerr angle by far larger than the typical linear MOKE values measured in
bulk ferromagnetic metals. For comparison, in Fig. 5.3 the measurement of the fun-
damental reflected radiation intensity as a function of the polarizer angle is reported
for 10 ML Fe on NiO (100). In this case the effect of the magnetic field is hardly
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Figure 5.2: Polarization dependence of the SHG measured on the 5 ML Fe sample in
longitudinal configuration. The two curves were acquired for the positive (triangles)
and negative (circles) magnetization, respectively. The continuous lines are cos(θ)2
fitting curves of the experimental points.
detectable demonstrating that the NOMOKE technique is particularly well suited for
the investigation of the samples studied in this work. In fact, the linear radiation from
the sample is dominated by the light reflected from the Au capping layer. The use of
MSHG, then, opens the possibility to easily probe the capped FM/AFM interface.
The evolution of the second harmonic signal as a function of the applied magnetic
field was measured by fixing the polarizer angle and by measuring the SHG as a
function of the magnetic field. In Fig. 5.4 this measurement is reported for the 5 ML
and 10 ML samples. In the two measurements a hysteresis loop is observable. The
reported measurements demonstrate that even at this low thickness the iron film is
magnetically active.
With appropriate combinations of input and output beam polarizations and ge-
ometries it is possible to probe different elements of the susceptibility tensor, thereby
obtaining a comprehensive characterization of the interface. We now focus on the
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Figure 5.3: Polarization dependence for the reflected beam measured on the 10 ML Fe
sample in longitudinal configuration. The two curves were acquired for the positive
(squares) and negative (circles) magnetization, respectively. The continuous lines are
cos(θ)2 fitting curves of the experimental points.
qualitative aspects of the magnetic behavior of the Fe/NiO interface as a function of
the metal thickness. Comparing the 5 ML and the 10 ML measurements we notice a
strong difference. At high Fe thickness a distinct hysteresis loop is observed, which
is a clear signature of ferromagnetic behavior. Decreasing the thickness of the Fe
deposit, the hysteresis loop is smaller and is superimposed on a steep background.
This behavior can be understood in the light of the structural characterization of
the Fe/NiO interface [136]. In fact, the Fe film in the initial stage of the growth is
strained on the NiO substrate and about one monolayer is oxidized. The relaxation of
the metal film starts at 10 ML, indicating a completely formed metallic film. Below
this thickness probably the influence of the oxidized Fe layer at the interface is strong
thus resulting in the observed magnetization curve for the 5 ML sample. This picture
is confirmed by the measurements at 2 ML reported in Fig. 5.5. In this case an
almost undetectable influence of the magnetic field on the SHG polarization depen-
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Figure 5.4: SHG measurements as a function of the applied magnetic field, measured
for the 10 ML and 5 ML samples, respectively. These curves were acquired for the
longitudinal configuration of the magnetic field.
dence is observed. Clearly, at this low thickness the metal film is not ferromagnetic
any more. It is arguable that the FeO-like layer formed at the interface presents an
AFM character. On the other hand, the formation of super-paramagnetic islands,
which would depress the ferromagnetic character of the film at room temperature,
appears unlikely in this case because the structural characterization of the 2 ML film
evidenced the formation of an epitaxial growth [141].
Interestingly in the 5 ML measurements of the SHG polarization dependence (Fig.
5.2), the magnetic field not only affects the polarization angle but also the intensity of
the SHG. As mentioned before in the longitudinal configuration of the magnetic field
one should have only a Kerr rotation of the second harmonic beam. A modulation of
the intensity is observed in the transversal configuration. A further careful analysis
as a function of Fe layer and NiO layer thickness is in progress.
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Figure 5.5: Polarization dependence of the SHG measured on the 2 ML Fe sample in
longitudinal configuration. The two curves were acquired for the positive (squares)
and negative (circles) magnetization, respectively The continuous lines are cos(θ)2
fitting curves of the experimental points.
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CHAPTER VI
CONCLUSIONS
Using the time-resolved magneto-optical Kerr effect, we observed coherent magne-
tization precession induced by femtosecond optical pulses in ferromagnetic GaM-
nAs/GaAs heterostructures. At temperatures below the Curie temperature, we found
the coherent oscillations, arising from the local Mn spins, are triggered by an ultra-
fast photo-induced reorientation of the in-plane easy axis. We demonstrated that the
observed magnetization precession damping (Gilbert damping) is strongly dependent
on sample annealing conditions and pump laser intensity, but independent of ambient
temperature within a certain range. We provided a detailed physical interpretation of
the observed light-induced collective Mn-spin precession and relaxation. Oscillatory
behavior in the transient reflectivity measurments of these heterostructures is due
to coherent acoustic phonons propagating through GaMnAs and GaAs layers. The
oscillation period, damping and amplitude are found to be strongly probe photon
energy dependent. Changes in the oscillation period, damping and amplitude arising
as the phonons travel across the GaMnAs/GaAs interface reflect strong differences
in the electronic structures and optical properties of these materials. Analysis of
the oscillation amplitude indicates a transition region from GaMnAs to GaAs sub-
strate. Non-linear Kerr rotation measurements have proven to be an effective way to
investigate a ferromagnetic/antiferromagnetic Fe/NiO interface. Our measurements
demonstrate that the magnetic properties of the studied interface strongly depend on
the Fe layer thickness. A clear hysteresis loop is observed only for a thickness greater
than 5 ML, whereas for the 2 ML sample the hysteresis loop completely disappears.
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APPENDIX A
DAMPING ARISING FROM THE KINETIC EXCHANGE
INTERACTION
We derive the effective equation of motion for the collective Mn spins based on the
mean-field theory. Since the hole spin precesses and relaxes much faster than the Mn
spin, the adiabatic approximation is employed. This means that the hole spin value
can be replaced by a steady state value in the reference frame rotating with Mn spin.
The dynamics of average Mn spin ~S can be described by the Landau-lifshitz
equation
∂tSˆ = Sˆ × ~ωeff , (1.1)
where Sˆ = ~S/S, and ~ωeff = ~H−β~s. ~s is the average hole spin, β is the p−d exchange
constant, and H is due to the magnetic anisotropy.
At the same time, the dynamics of average hole spin ~s can be decomposed into
dynamics of a component ~s‖ parallel to ~S and a component ~s⊥ perpendicular to
~S. Only the unadiabatic component ~s⊥ contributes to the Mn spin precession and
relaxation. Thus, only the dynamics of ~s⊥ needs to be considered and can be described
by [83]
∂t~s⊥ = βNMnSSˆ × ~s⊥ − s‖Sˆ − Sˆ[∂ts‖ + Γ‖(s‖ + s0)]− Γ⊥~s⊥, (1.2)
where ~s‖ ‖ Sˆ, ~s⊥⊥Sˆ, and ~s = ~s⊥ + s‖Sˆ.
By projecting the components in Eq.(1.2) parallel and perpendicular to Sˆ, and
using the relations ~S · ∂t~S = ∂tS2/2 = 0 and ~s⊥ · ~S, we can obtain
∂ts‖ + Γ‖(s‖ + s0) = ~s⊥ · Sˆ, (1.3)
and
∂t~s⊥|⊥ = βNMnSSˆ × ~s⊥ − Γ⊥~s⊥ − s‖∂tSˆ. (1.4)
Assuming a rotating frame with an instantaneous angular velocity ~ω given by a
unit vector ~ei, the rate of change of any vector ~A in the inertial frame then can be
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expressed as
∂t ~A = ∂tAi~ei + Ai∂t~ei = ∂t ~A|rot + ~ω × ~A. (1.5)
Due to the much slower Mn spin dynamics, we can replace hole spin by its steady
state value in the frame of the reference rotating with the Mn spin. Thus, according
to Eq. (1.1) the hole spin in the lab frame and rotating frame is related by
∂t~s⊥|⊥ = ∂t~s⊥|rot,⊥ + (H‖ − βs‖)~s⊥ × Sˆ. (1.6)
From the Equation (1.1), we can also obtain
~s⊥ × Sˆ = 1
β
(∂tSˆ − Sˆ × ~H). (1.7)
Then, with Sˆ · ∂tSˆ = 0, the hole spin component ∂t~s⊥ can be derived from Equation
(1.7) by
~s⊥ = Sˆ × (~s⊥ × Sˆ) = 1
β
[Sˆ × ∂tSˆ − Sˆ × (Sˆ × ~H)]. (1.8)
Combining Eqs. (1.4) and (1.6), and neglecting ∂t~s⊥|rot,⊥ under the adiabatic ap-
proximation, we can get
(βNMnS +H‖ − βs‖)~s⊥ × Sˆ = −Γ⊥~s⊥ − s‖∂tSˆ. (1.9)
Inserting Eqs.(1.7) and (1.8) into Eq.(1.9), we obtain
(βNMnS+H‖)∂tSˆ = (βNMnS+H‖−βs‖)Sˆ× ~H+Γ⊥Sˆ×(Sˆ× ~H)−Γ⊥Sˆ×∂tSˆ. (1.10)
Taking a cross product on both sides of Eq.(1.10) (Sˆ×Eq.(1.10)), we get
(βNMnS+H‖)Sˆ×∂tSˆ = (βNMnS+H‖−βs‖)Sˆ×(Sˆ× ~H)−Γ⊥Sˆ× ~H+Γ⊥∂tSˆ. (1.11)
The effective LLG equation can be obtained by either eliminating the Sˆ× (Sˆ× ~H)
term or the Sˆ× ∂tSˆ term in Eqs. (1.10) and (1.11). If we eliminate the Sˆ× ∂tSˆ term
by (βNMnS +H‖)×(1.10)- Γ⊥×(1.11), we obtain
∂tSˆ = (1− λ)Sˆ × ~H + αpdSˆ × (Sˆ × ~H), (1.12)
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where
λ =
βs‖(βNMnS +H‖)
(βNMnS +H‖)2 + Γ2⊥
, (1.13)
and
αpd =
Γ⊥βs‖
(βNMnS +H‖)2 + Γ2⊥
=
s‖
NMnS
Γ⊥heff
(heff +H‖)2 + Γ2⊥
, (1.14)
where heff = βNMnS.
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APPENDIX B
JONES FORMALISM
2.1 Jones Vectors
Consider an electromagnetic wave propagating along z-axis with an instantaneous
~E(t) vector. This can be represented by
~E(k, t) = ~exEx(k, t) + ~eyEy(k, t). (2.1)
If Eξ = E0ξe
j(kz−ωt+φξ)(ξ = x, y), then
~E(k, t) = [~exE0xe
jφx + ~eyE0ye
jφy ]ej(kz−ωt) = E˜0ej(kz−ωt), (2.2)
where the term in brackets represents the complex amplitude of the plane wave, which
can be written by a 2× 1 matrix, or the so-called Jones vector as
E˜0 =

 E˜0x
E˜0y

 =

 E0xejφx
E0ye
jφy

 . (2.3)
The state of the polarization of light is determined by the relative amplitudes
(E0x, E0y), and the relative phases (δ = φx − φy). So Eq. (2.3) becomes
E˜0 = e
jφx

 E0x
E0ye
jδ

 . (2.4)
If the light is linearly polarized, and the electric field only oscillates along the x
direction, the Jones vector is then written
E˜0 =

 E0xejφx
0

 =

 A
0

 = A

 1
0

 , (2.5)
where the phase φx is already set to zero for convenience. And similarly, for the light
linearly polarized along y-axis with same intensity, the Jones vector has the form:
E˜0 =

 0
E0ye
jφy

 =

 0
A

 = A

 0
1

 , (2.6)
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where the phase is also set to zero. With these results, we can obtain the Jones vector
for linearly polarized light at any arbitrary angle α
E˜0 =

 E˜0x
E˜0y

 = A

 cosα
sinα

 . (2.7)
For circular polarized light, E0x = E0y. If we assume Ex leads Ey (counterclock-
wise rotation), then the Jones vector is written as
E˜0
(−)
=

 E0xejφx
E0ye
jφy

 = A

 1
ejpi/2

 = A

 1
j

 , (2.8)
where A = 1/
√
2 for the normalized form. The Eq.(2.8) represents the left-circularly
polarized light. Correspondingly, the Jones vector E˜0
(+)
for right-circularly polarized
light can be obtained by replacing pi/2 in Eq. (2.8) with −pi/2. In general, for
elliptically polarized light with E0x 6= E0y, the Jones vector can be written as
E˜0 =

 E0x
E0ye
jδ

 , (2.9)
where tan2α = 2E0xE0ycosδ
E2
0x−E20y
.
2.2 Jones Matrix
When light with a certain polarization passes through an optical element, its polariza-
tion state can be changed. Mathematically, this process can be regarded as applying
a particular operation on the Jones vector. This operation may be represented by
a 2 × 2 matrix, or the so-called Jones matrix. The elements often used in optical
experiments are polarizers, half-wave plates and quarter-wave plates.
The Jones matrix for a linear polarizer with a transmission axis at θ is given by
Mpolarizer =

 cos2θ sinθcosθ
sinθcosθ sin2θ

 . (2.10)
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If the light passes through a phase retarder such as a half- or a quarter-wave plate,
the Jones matrix will transform the elements in a Jones vector as follows
 E0xejφx ⇒ E0xej(φx+ϕx)
E0ye
jφy ⇒ E0yej(φy+ϕy)

 ,
where the transformation is represented by the matrix
M =

 ejϕx 0
0 ejϕy

 .
For quarter- and half-wave plates, the phase difference |∆ϕ| equals pi/2 and pi,
respectively. If we assume ϕy > ϕx, the Jones matrices for quarter- and half-wave
plates are shown as follows, respectively
Mλ/4 = e
−jpi/4

 1 0
0 j

 ,Mλ/2 = e−jpi/2

 1 0
0 −1

 . (2.11)
Another Jones matrix represents an E-vector oscillating linearly at α rotated by
an angle Θ due to an optical element or a paricular physical mechanism,
Mrot(Θ)

 cosα
sinα

 =

 cos(α+Θ)
sin(α+Θ)

 , (2.12)
where
Mrot(Θ) =

 cosΘ −sinΘ
sinΘ cosΘ

 . (2.13)
In this formulism, light propagates through a series of optical elements A1,A2,...,
which can be represented by Jones matrices M1,M2,.... The incident J
(I) and trans-
mitted J (T ) Jones vectors are then related by
J (T ) =MN · · ·M1J (I). (2.14)
2.3 Balanced Photodiodes
In our experiments, we employed a balanced photodiode scheme to measure the
MOKE signal ΘK (=θk + jεk), where θk and εk are Kerr rotation and ellipticity,
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respectively. The polarization of the incident beam is rotated by the magnetized
sample. A Wollaston prism, placed at pi/4 with respect to the polarization direction
of the incident beam, is placed in the reflected beam, and splits the beam into two
beams with perpendicular polarizations and exactly equal intensities for the zero mag-
netization. The intensity difference, measured by the balanced photodiodes, becomes
non-zero when the z component magnetization appears if probe beam is perpendicular
to the sample.
If we assume a p-polarized incident beam represented by the Jones vector
J (I) =

 0
1

 ,
then the final Jones vector J (T ) received by the detector can be calculated by Eq.
(2.14)
J (T ) =

 Esout
Epout

 =Mrot(pi/4)Mrot(ΘK)J (I) ≈ − 1√
2

 ΘK + 1
ΘK − 1

 . (2.15)
Therefore, the intensity difference ∆I is given by
∆I ∝ |Esout|2 − |Epout|2 ≈
1
2
{[(1 + θK)2 + ε2]− [(1− θK)2 + ε2]} = 2θK . (2.16)
Therefore, Eq. (2.16) demonstrates that it is possible to directly measure the Kerr
rotation with the balanced photodiodes technique.
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