The testing problem for the order of finite mixture models has a long history and remains an active research topic. Since Ghosh and Sen (1985) revealed the hard-to-manage asymptotic properties of the likelihood ratio test, there has been marked progress. The most successful attempts include the modified likelihood ratio test and the EM-test, which lead to neat solutions for finite mixtures of univariate normal distributions, finite mixtures of single-parameter distributions, and several mixturelike models. The problem remains challenging, and there is still no generic solution for location-scale mixtures. In this paper, we provide an EM-test solution for homogeneity for finite mixtures of locationscale family distributions. This EM-test has nonstandard limiting distributions, but we are able to find the critical values numerically. We use computer experiments to obtain appropriate values for the tuning parameters. A simulation study shows that the fine-tuned EM-test has close to nominal type I errors and very good power properties. Two application examples are included to demonstrate the performance of the EM-test.
Introduction
Let {f (x; θ) : θ ∈ Θ} be a parametric distribution family. A finite mixture model expands this family to include all convex combinations:
f (x; G) = m j=1 α j f (x; θ j ), with the mixing distribution G(θ) given by
Here ½(·) stands for the indicator function. When θ is a vector, the inequality is interpreted component-wise. We may also write G = m j=1 α j {θ j } and regard it as the set of all the parameters involved: {(α j , θ j ) : j = 1, 2, . . . , m}. The subpopulation parameter space Θ is generally a subset of an Euclidean space R d of dimension d.
In this paper, we consider the case where θ = (µ, σ) τ and there exists a probability density function on R with respect to the Lebesgue measure f 0 (x) such that f (x; θ) = 1 σ f 0 x − µ σ .
The parameter space for θ is Θ = R × R + , with R + being all positive real numbers. In other words, the subpopulation distributions are members of a location-scale distribution family. Location-scale mixtures are widely used in applications. Naya et al. (2006) and Salimans et al. (2017) applied mixtures of logistic distributions to thermogravimetric analysis and imaging data, respectively. Mixtures of Weibull distributions or exponential distributions are used for failure time, lifetime, wind speed, forestry data, and so on. For instance, Lawless (2003) applied a mixture of Weibull distributions to the number of cycles before failure for a group of 60 electrical appliances. Dwidayati (2013) used a mixture of Weibull distributions for the lifetimes of breast cancer patients from medical records. Zhang et al.
(2001) applied a mixture of Weibull distributions to the diameter distributions of rotatedsigmoid and uneven-aged stands. See Castet and Saleh (2009) , Qin et al. (2012) , and Kao (1959) for more examples.
Suppose we have a set of independent and identically distributed (i.i.d.) observations, x 1 , . . . , x n , from a two-component mixture f (x; G) = α 1 f (x; θ 1 ) + α 2 f (x; θ 2 ).
(1.1)
An elementary yet fundamental problem is the test of homogeneity:
Research into homogeneity testing has a long history. The earliest examples include Hartigan (1985) and Ghosh and Sen (1985) , who revealed the nonstandard asymptotic behavior of the likelihood ratio test. A famous nonstandard approach is the C(α) test of Neyman and Scott (1966) . Bickel and Chernoff (1993) , Chernoff and Lander (1995) , Dacunha-Castelle and Gassiat (1999) , , and Liu and Shao (2003) all contributed to the understanding of the classical likelihood ratio test in the context of the finite mixture model. Two waves of further development led to the effective data analysis procedures summarized in the R package MixtureInf. One is the modified likelihood ratio test of Chen (1998) , Chen et al. ( , 2004 , and Sun (2004, 2010) . Another is the EM-test; see Li et al. (2009) , Niu et al. (2011) . Because of the additional nonregularities of location-scale mixtures in the form of the unbounded likelihood, the existing results are not applicable to general location-scale mixtures.
We take up this task in this paper. We show that the EM-test approach remains effective for location-scale mixtures. In Section 2, we develop an EM-test for homogeneity tailored for location-scale mixtures, derive its limiting distribution, and obtain its specific form in three location-scale mixtures. In Section 3, we use an experimental approach to determine a set of optimal tuning parameter values. In Section 4, we show via simulation that the proposed EM-test has close to nominal type I errors and good power properties. In Section 5, we
give two real-data examples. The paper ends with an Appendix containing the technical derivations.
Main results
The location-scale mixture is nonregular in several ways. Given a set of i.i.d. observations
x 1 , . . . , x n , the log-likelihood function is given by
When G has only two support points, we also write it as ℓ n (α 1 , α 2 , θ 1 , θ 2 ). Let
has a finite lower bound for all i = 1. Hence, the log-likelihood ℓ n (G) is unbounded. This well-known undesirable property leads to the inconsistent maximum likelihood estimation (MLE) of G for location-scale mixtures. To save the likelihood-based inference, one may counter this aberration with a penalty function in σ 1 and σ 2 similarly to Chen et al. (2008) or a constraint as in Tanaka (2009) . As an alternative, we use the penalized log-likelihood
for some choice of p(·) and p n (·). Here, we have equated p(α 1 ) + p(α 2 ) and p(α 1 , α 2 ) and so on for notational convenience. We develop an effective EM-test based on (2.1) in the next subsection.
EM-test
We first choose a set {π 1 , . . . , π J } ∈ (0, 0.5], for example {0.1, 0.3, 0.5}, as the initial values for α 1 and a positive integer K, for example K = 3. We then define an EM-test statistic through the following iteration steps:
Step 1. Let k = 0. For a given j, let α
1 = π j and α
2 ) = arg max
2 , θ 1 , θ 2 ).
Step 2. For i = 1, . . . , n and the current k, use an E-step to compute
Update the parameters by an M-step such that
Step 3. Define
2 ) −l n (0.5, 0.5,θ 0 ,θ 0 ) , whereθ 0 = arg max θln (0.5, 0.5, θ, θ).
Step 4. Repeat Steps 1 to 3 for each j = 1, . . . , J. Define the EM-test statistic to be
The null hypothesis H 0 is rejected if em (K) n exceeds some critical value determined by its limiting distribution, derived below.
Asymptotic properties
The EM-test statistic is location-scale invariant when p n (·) is invariant, and this can be achieved by an appropriate choice. Therefore, without loss of generality, we assume that under H 0 , µ = 0 and σ = 1. In other words, we take f 0 (x) as the true distribution of x 1 , . . . , x n under the null hypothesis.
Two key quantities are involved in the asymptotic study: the gradient vector and the Hessian matrix of f (x; θ) evaluated at θ 0 = (0, 1) τ . They make up a vector of length 5, two partial derivatives and three second-order partial derivatives (divided by 2) with respect to θ = (µ, σ), 
Here is the main result, with the convention that when
Theorem 1. Suppose we have a random sample from model (1.1) and the EM-test statistic is defined by (2.2) with the penalized likelihood function (2.1). Assume Conditions B1-B3 on f 0 (x) and C1-C4 on p(·), p n (·); these conditions are given in the Appendix. Let π 1 = 0.5 and π 2 , . . . , π J ∈ (0, 0.5). Under the null hypothesis, for any fixed finite K, as n → ∞:
where w = (w 1 , w 2 , w 3 ) τ is a multivariate normal random vector with mean zero and variance-covariance matrixB 22 .
(ii) If B 11 has full rank, and the only null eigenvector ofB 22 has the form (
Conditions B1-B3 require f 0 (x) to be sufficiently smooth and to satisfy some integration conditions. They are satisfied by most commonly used distributions. Conditions C1-C4 are requirements on the penalty functions. Since the user can choose these functions, the usefulness of the proposed EM-test is not affected. Specific recommendations will be given later.
The conditions on the rank of B correspond to the strong identifiability introduced in Chen (1995) . Collinearity of the first, second-order, or even higher-order derivatives of the component density function often leads to complex large-sample properties (Ho and Nguyen, 2016) .
τ is restricted to a two-dimensional manifold of R 3 , the limiting distribution in Case (i) is in general not the well-known chi-square mixture.
Nevertheless, its quantiles are easily computed by Monte Carlo simulation. When B has a specific structure, as in case (ii), the limiting distribution is particularly elegant. This is also the case for the normal mixture model although it does not satisfy the conditions specified in Case (ii); see Chen and Li (2009) .
Examples
To illustrate the proposed EM-test, we identify a few location-scale families satisfying the conditions and work out theirB 22 matrices.
Logistic distribution. The density function of the standard logistic distribution is given
To a sufficient numerical precision,
which has full rank. Hence, the logistic distribution belongs to Case (i), and its null limiting distribution is given by (2.3) with the aboveB 22 .
Extreme-value distribution. The density function of the standard (type I) extreme-value distribution is
We find, to a sufficient numerical precision, that 
which has full rank. The extreme-value distribution also belongs to Case (i), and its null limiting distribution is given by (2.3) with the aboveB 22 .
Student-t distribution. The density function of the standard student-t distribution with v degrees of freedom is
We consider the situation where ν is known. We find itsB 22 has rank 2 and its null eigen-
limiting distribution under the null hypothesis of homogeneity.
Experiments for tuning parameters
To implement the EM-test, the user must select penalty functions and tuning parameter values. These choices affect the computational simplicity and precision of the asymptotic distribution as well as the power properties of the EM-test. Similarly to Chen and Li (2009), we suggest setting {π 1 , . . . , π J } = {0.1, 0.3, 0.5} with J = 3 and K = 3. We recommend
for some a n > 0 withσ being the maximum likelihood estimator of σ under H 0 . This choice is equivalent to placing a Gamma prior distribution on σ −2 . The inclusion ofσ 2 makes the EM-test location-scale invariant. The specific functional forms enable easy numerical computation.
The choice of a n influences the type-I errors of the proposed test. We take advantage of this property and use experiments to recommend a value of a n to achieve accurate test sizes.
The experiment started with pilot trials on many values of a n and the sample size n. We found that when a n ≤ 0.2, the EM-test has markedly inflated type-I errors compared to the nominal levels. We then decided to run a 4 × 4 factorial design for a n ∈ {0.3, 0.4, 0.5, 0.6} and n ∈ {50, 100, 300, 500} and to apply the data from the four location-scale mixtures as follows.
For each location-scale family, we used the Monte Carlo method to obtain precise upper quantiles for the limiting distributions of em
2). We used them to determine the rejection regions. For each combination of a n and n in the factorial design, we generated 10000 random samples of size n from f 0 (x) to obtain em
n values and therefore the rejection rateq at level q. The discrepancy betweenq and q is calculated as
The values for q = 0.05 are given in Table 1 for the four location-scale families investigated.
We included only t 10 for the student t distribution for reality considerations.
The information from Table 1 is utilized in the following way. We first build a model for y and a function of n and a n . Based on this model, for each sample size n, we find a value of a n such that the discrepancy y between the observed type-I error and the nominal level disappears.
After some exploratory analysis, we found that a linear regression of y on 1/n and log(a n − 0.2) was satisfactory. The covariate log(a n − 0.2) effectively confines the value of a n in (0.2, ∞), as suggested by our pilot study. We next regress y in 1/n and log(a n − 0.2). Solvingŷ = 0 leads to empirical formulas for a n : We have implemented the EM-test using R with these empirical formulas for a n and the other suggested tuning parameters. In the next section, we examine the performance of the EM-test with the recommended parameters.
Simulation
The purpose of the simulation study is twofold. First, we check if the limiting distribution of the EM-test adequately approximates the finite-sample distribution. Second, we compare the power of the EM-test with that of the likelihood ratio test (LRT). Here, the LRT statistic is defined as
} is the penalized maximum likelihood estimator of G under the full model andG 0 is the maximum likelihood estimator of G under the null hypothesis. The p n (·) here is from (3.1) with a n = 1/n to prevent an unbounded loglikelihood; G 2 is the parameter space for G under the full model. The distributions for the LRT are simulated.
We generated data from various homogeneous distributions with a range of sample sizes.
The rejection regions of the EM-test statistic em
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Data examples
We now examine the performance of the EM-test via two real-data examples. The second data set is from Example 3.4.1 of Lawless (2003) who suggested a mixture of two Weibull distributions for the number of cycles to failure for a group of 60 electrical appliances. Lawless (2003) argued that this mixture provides an adequate fit to the 60 failure times since its fit to the survival function is quite close to the Kaplan-Meier estimate of that function. We apply the EM-test to the 60 log-transformed observations for homogeneity with extreme-value kernel distributions. The EM-test statistic is found to be 6.595 with p-value 0.037, calibrated by its limiting distribution. For comparison, we also calculate the value of the LRT, which is found to be 9.669. Since both the EM-test and the LRT are invariant to the location and scale transformation, we obtain their finite-sample distributions by simulation with 10 5 data sets. Calibrated by their respective finite-sample distributions, the p-values are found to be 0.038 and 0.080, respectively. Again, the p-values from the finite-sample distribution and the limiting distribution are quite close. Further, the EM-test provides stronger evidence for rejecting the homogeneous model.
Appendix
SupposeḠ is a mixing distribution with two support points. Let its support points bē
, and its mixing proportionsᾱ 1 andᾱ 2 . This convention extends tô G,Ĝ (k) , and so on. We use G 0 for G when θ 1 = θ 2 = θ 0 = (0, 1) τ . Because the EM-test is location-scale invariant, we assume that G 0 is the null mixing distribution. Note that
Here are the conditions under which the various asymptotic results are proved.
B1. (Smoothness and integrability) f 0 (x) is five times continuously differentiable with respect to x. For k = 0, 1, 2, 3, 4,
and for all θ = (µ, σ) sufficiently close to θ 0 = (0, 1),
for some g(x) such that E{g(X)} < ∞.
B2. (Identifiability) For any two mixing distributions G 1 and G 2 with at most two support
Conditions B1 and B2 are natural requirements for ensuring manageable asymptotic properties of the likelihood ratio statistics. Condition B3 implies that the density function is unimodal and the mode is at x = 0. If the mode of f 0 is at x = x 0 = 0, then we may simply replace f 0 (x) byf 0 (x) = f 0 (x − x 0 ) in the definition of the mixture model. All our examples satisfy these conditions.
Next, we place some conditions on the penalty functions p(α) and p n (σ).
C1. p(α) is continuous, maximized at α = 0.5, and goes to negative infinity as α → 0.
Without loss of generality, p(0.5) = 0.
C3. p n (σ) ≤ (log n) 2 log(σ), when 0 < σ ≤ 1/n and n is large.
C4. The penalty on σ is scale-invariant: namely, for any nonrandom constants a > 0 and b, the data-dependent penalty p n (aσ; ax 1 + b, . . . , ax n + b) = p n (σ; x 1 , . . . , x n ).
These conditions serve as guidelines for choosing the penalty functions. They are not restrictive as long as such functions exist. Mathematically, C1 makes α = 0.5 the preferred value through p(·). Conditions C2 and C3 prevent the penalties from taking over the likelihood, and they discriminate against models with small σ values. Condition C4 is not needed for asymptotic considerations but it ensures location-scale invariance.
Some lemmas
We first establish some properties of the point estimators. Lemma 1 gives a result on the order of someḠ satisfying certain properties. Let m 1 and m 2 be vectors of "centered" first and second moments of G, and
Here we have used in the definition of m 2 the convention that when
Lemma 1. Assume the conditions of Theorem 1. LetḠ be any estimator of G such that
for some δ ∈ (0, 0.5) and for some constant c,
Then, for both Cases (i) and (ii) specified in Theorem 1,
Proof. Assumeθ h − θ 0 = o p (1) under the lemma conditions. Because the proof of this claim is tedious, we will present it separately. With this assumption, we define
Expanding f (x i ; θ) at θ 0 , we obtain
where the ε in denote remainders. For θ such that θ − θ 0 is very small,
by referring to similar proofs given by and .
Next, we use (A.2) and
to develop an upper bound for R 1n (Ḡ). By some straightforward algebra, we have
. Because either B has full rank orm 2 is not in the null space ofB 22 , we havem τ Bm > 0 when
The positive definiteness and the law of large numbers imply
Using Condition C1 and combining (A.1)-(A.6), we have
, this upper bound will go to −∞, which contradicts the lemma assumption. When this is the case andᾱ 1 ,ᾱ 2 ∈ [δ, 1 − δ], we must
LetḠ be estimators of G as before and
.
The EM-test updates the mixing proportions viaᾱ * 1 = arg max α H n (α 1 ). The following lemma claims that when the null model is true,ᾱ * 1 stays close to α 1 after a single EMiteration. The proof is identical to one in Li et al. (2009) , so it is omitted. Then
Proof. The EM-algorithm has the property that the likelihood increases after each iteration even with penalty terms (Dempster et al., 1977; Wu, 1983) . Hence, for any k ≤ K,
Hence, by Lemmas 1 and 2, G (k) has these properties.
Here is some preparation for the proof of Theorem 1. Letv = ᾱ 1 /ᾱ 2 (θ 1 − θ 0 ). We
In addition,
Proof of Theorem 1.
First, we consider the case where the EM-iteration starts from π 1 = 0.5. We write its outcome asĜ 0.5 . Let R 0n = 2{l n (Ĝ 0.5 ) −l n (G 0 )}. A classical result concerning regular models (Serfling, 1980) states that
Hence,
Under the theorem conditions, and with (A.7), we have
Further, by the definition of M (k)
n (π j ), we have
The leading term on the right-hand side does not depend on π j , so
Next, we show that the above inequality can be tightened to equality. Since the EMiteration increases the penalized likelihood (Dempster et al., 1977) , we need only show this result when k = 1. It suffices to find aĜ at which the upper bound is attained. Let
Further, letα 1 =α 2 = 0.5,μ 1 =v 1 , andσ 1 =v 2 + 1. Regard (µ 2 , σ 2 ) as variables in the
and let its solution be (μ 2 ,σ 2 ). The solutions clearly satisfyμ
Based on this order assessment, we get
for some multivariate normal random vector w as given in the theorem. This completes the proof of Case (i).
When B 22 has rank 2 as specified in Case (ii), we must have w 3 = aw 1 for some a < 0.
τ , and Σ = var(w * ). The limit of em
Hence, for a sufficiently small ǫ 0 and any x,
This proves (A.8).
To prove (A.9), we first notice that the condition sup
1 , we have
Noting the additive term δ 0 in g(x; G), we find log f (x; G) ≤ log g(x; G). This completes the proof of (A.10).
Lemma 5. Uniformly over σ 1 < ǫ 0 , σ 2 > τ 0 for some sufficiently small ǫ 0 and τ 0 , there exists a sufficiently small δ 0 such that E log{g(X; G)/f (X; G 0 )} < 0 (A.11)
where g(x; G) is defined in Lemma 4 and E is taken under f (x; G 0 ). (a) Uniformly on G over σ 1 ≤ σ 2 < ǫ 0 for some sufficiently small ǫ 0 , as n → ∞, almost surely,l n (G) <l n (G 0 );
(b) Uniformly on G over σ 1 < ǫ 0 and σ 2 > τ 0 for some sufficiently small ǫ 0 and τ 0 , as n → ∞, almost surely,
log f (x i ; G 0 ) = ℓ n (G 0 ), and thereforel n (G) <l n (G 0 );
(c) The above two results imply that the maximum penalized likelihood estimator of G is consistent.
Proof. We first consider (a). By Lemma 3, the number of observations within a σ 2/3 1 -neighborhood of any µ 1 is no more than n 1 = 2nσ 2/3 1 + 10 log n. Similarly, this number for µ 2 is no more than n 2 = 2nσ 2/3 2 + 10 log n. Clearly, n 1 + n 2 < n/2 when both σ 1 , σ 2 are smaller than ǫ 0 and n is large enough.
For any subset A of {1, . . . , n}, let ℓ n (G; A) = i∈A log f (x i ; G).
h } for h = 1, 2. Since f (x; θ) ≤ σ −1 , we have ℓ n (G; A 1 ∪ A 2 ) ≤ −n 1 log(σ 1 )−n 2 log(σ 2 ).
Taking the penalty p n (σ 1 , σ 2 ) into consideration, for any σ 1 , σ 2 in the specified range, we have ℓ n (G; A 1 ∪ A 2 ) + p n (σ 1 , σ 2 ) ≤ nǫ 1 (A.12)
for an arbitrarily small ǫ 1 when ǫ 0 is chosen sufficiently small. 2 ) + p n (σ 1 , σ 2 ) + p(α 1 , α 2 ) ≤ n{ǫ 1 + (1/2) log δ 0 }.
At the same time,l n (G 0 ) = n{E log f (X; G 0 )}{1 + o(1)}.
Clearly, when δ 0 is small enough, we must havẽ
almost surely. Since the inequality was obtained without considering a specific G, the inequality holds uniformly for all G. Hence, we have proved conclusion (a).
The first part of Conclusion (b) follows from the classical consistency proof for the MLE by Wald (1949) and the inequality (A.11) developed in Lemma 5. The difference betweeñ ℓ n (G) and log g(x i ; G) is bounded by n 2 log σ 2 + p n (σ 2 ), which is not large enough to change the direction of the inequality. Hence, the second part of the conclusion holds.
Conclusions (a) and (b) imply that the penalized MLE must be attained in the subspace of G in which ǫ 0 < σ 1 ; τ 0 < σ 2 almost surely. The finite mixture model on this subspace can be seen to satisfy the conditions specified in the MLE consistency proof of Kiefer and Wolfowitz (1956) . Hence, the penalized MLE is consistent.
