On the Simplicity of Eigenvalues of Two Nonhomogeneous Euler-Bernoulli
  Beams Connected by a Point Mass by Amara, Jamel Ben & Bouzidi, Hedi
ar
X
iv
:1
80
4.
06
17
2v
1 
 [m
ath
.SP
]  
17
 A
pr
 20
18
On the Simplicity of Eigenvalues of Two
Nonhomogeneous Euler-Bernoulli Beams Connected
by a Point Mass
Jamel Ben Amara ∗ Hedi Bouzidi †
Abstract : In this paper we consider a linear system modeling the vibrations of
two nonhomogeneous Euler-Bernoulli beams connected by a point mass. This system
is generated by the following equations
ρ(x)ytt(t, x) + (σ(x)yxx(t, x))xx − (q(x)yx(t, x))x = 0, t > 0, x ∈ (−1, 0) ∪ (0, 1),
Mytt(t, 0) = (Ty(t, x))|
x=0−
− (Ty(t, x))|
x=0+
, t > 0,
with hinged boundary conditions at both ends, where Ty = (σ(x)yxx)x − q(x)yx. We
prove that all the associated eigenvalues (λn)n≥1 are algebraically simple, furthermore
the corresponding eigenfunctions (φn)n≥1 satisfy φ
′
nTφn(−1) > 0 and φ
′
nTφn(1) < 0
for all n ≥ 1. These results give a key to the solutions of various control and stability
problems related to this system.
Keywords. Euler-Bernoulli beams, point mass, algebraic simplicity, subwrons-
kians.
AMS subject classification. 34A38, 34B08, 34B24, 93B05.
1 Introduction
In the last three decades there has been an increasing interest in the study of the
dynamics and control of various hybrid models for systems of rods, strings and beams
with attached masses. For the boundary controllability and stability problems related
to this type of systems we can refer to [1, 10, 15, 18, 24], see also [13, 22, 27] and
references therein. As is well known, the spectral analysis is the key tools for solving
these problems.
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In this paper, we consider a one-dimensional linear hybrid system which is com-
posed by two nonhomogeneous hinged Euler-Bernoulli beams connected by a point
mass. We assume that the first beam occupies the interval Ω1 = (−1, 0) and the se-
cond one occupies the interval Ω2 = (0, 1). The vibrations of the first and the second
beam will be, respectively, presented by the functions
y := y(t, x), (t, x) ∈ (0,∞)× Ω1 and z := z(t, x), (t, x) ∈ (0,∞)× Ω2.
The position of the mass M > 0 attached to the beams at the point x = 0 is denoted
by the function y := y(t, 0) for t > 0. The dynamic behavior of the system is governed
by the following PDE :

ρ1(x)ytt(t, x) + (σ1(x)yxx(t, x))xx − (q1(x)yx(t, x))x = 0, (t, x) ∈ (0,∞)× Ω1,
ρ2(x)ztt(t, x) + (σ2(x)zxx(t, x))xx − (q2(x)zx(t, x))x = 0, (t, x) ∈ (0,∞)× Ω2,
y(t,−1) = yxx(t,−1) = z(t, 1) = zxx(t, 1) = 0, t ∈ (0,∞) ,
y(t, 0) = z(t, 0), yx(t, 0) = zx(t, 0), σ1yxx(t, 0) = σ2zxx(t, 0), t ∈ (0,∞) ,
Mytt(t, 0) = T
1y(t, 0)− T 2z(t, 0), t ∈ (0,∞) ,
(1.1)
where T if(t, x) := (σi(x)fxx(t, x))x − qi(x)fx(t, x), for t > 0 and x ∈ Ωi (i = 1, 2).
The coefficients ρi, σi and qi (i = 1, 2) of each beam represent, the density, the
flexural rigidity and the axial force, respectively, see for instance [21, 26]. By applying
separation of variables to System (1.1), we obtain the following spectral problem :


(σ1(x)u
′′)′′ − (q1(x)u
′)′ = λρ1(x)u, x ∈ Ω1,
(σ2(x)v
′′)′′ − (q2(x)v
′)′ = λρ2(x)v, x ∈ Ω2,
u(−1) = u′′(−1) = v(1) = v′′(1) = 0,
u(0) = v(0), u′(0) = v′(0), σ1u
′′(0) = σ2v
′′(0),(
T 1u(x)− T 2v(x)
)
|x=0
= −Mλu(0),
(1.2)
(1.3)
(1.4)
(1.5)
(1.6)
where T if(x) := (σi(x)f
′′(x))′ − qi(x)f
′(x) for x ∈ Ωi (i = 1, 2). Throughout this
paper we assume that
ρi ∈ C(Ωi), σi ∈ H
2(Ωi), qi ∈ H
1(Ωi), (1.7)
and there exist constants ρ0, σ0 > 0, such that
ρi(x) ≥ ρ0, σi(x) ≥ σ0, qi(x) ≥ 0, x ∈ Ωi (i = 1, 2). (1.8)
There exists an extensive mathematical and engineering literature devoted to the
spectral analysis for various systems of vibrating beams. The asymptotics, the sim-
plicity of eigenvalues and the oscillations of the eigenfunctions with their derivatives
of vibrating beams without point mass have been investigated in [4, 5, 9, 12, 17]
for different boundary conditions. These results were extended in a number of works
to Euler-Bernoulli beams with end masses, see [2, 3, 8, 11, 25]. However, the spec-
tral proprieties related to a series of beams with interior attached masses have been
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considered only in the case of constant physical parameters. Namely, by using a pre-
cise spectral analysis together with the theory of non-harmonic Fourier series Castro
and Zuazua [14, 15, 16] proved the exact controllability for two type of homogenous
flexible beams connected by a point masse. Later on, Mercier and Re´gnier [23, 24],
extended their results to the case of network of Euler-Bernoulli beams with interior
attached masses.
The main result of this paper is the following.
Theorem 1.1
(a) The eigenvalues (λn)n≥1 of the spectral problem (1.2)-(1.6) are real, algebrai-
cally simple and form an infinitely increasing sequence such that
0 < λ1 < λ2 < ....... < λn < ..... −→
n→∞
∞.
(b) The corresponding eigenfunctions (φn)n∈N∗ have the following properties :
φ′nT
1φn(−1) < 0 and φ
′
nT
2φn(1) > 0 for all n ≥ 1. (1.9)
The proof of this Theorem is mainely based on some properties of fourth-order linear
differential equations (see [19]) and the associated theory of subwronskians (see [6, 7]).
This paper is organized as follows. In Section 2, we associate to Problem (1.2)-
(1.6) a self-adjoint operator with compact resolvent defined in a well chosen Hilbert
space. In Section 3, we establish several lemmas that are used in the proof of Theorem
1.1, and that we believe are of independent interest. Finally in Section 4, we give the
proof of Theorem 1.1.
2 Operator framework
Let us define the Hilbert space
H = L2(−1, 0)× L2(0, 1)× R,
with the scalar product 〈./.〉H defined by : for all yi = (ui, vi, zi)
t ∈ H (i = 1, 2),
where t denotes the transposition, we have
〈y1, y2〉H =
∫
Ω1
u1u2ρ1(x)dx+
∫
Ω2
v1v2ρ2(x)dx+Mz1z2.
Let
V = {(u, v) ∈ H2(Ω1)×H
2(Ω2) : satisfying (1.4), (1.5)},
endowed with the norm
‖(u, v)‖2V =
∫
Ω1
|u′′(x)|2dx+
∫
Ω2
|v′′(x)|2dx.
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Here and it what follows Hk(Ωi) (i = 1, 2), refers to the standard Sobolev space,
with H0 = L2. It is easy to see that V is algebraically and topologically equivalent to
H2 ∩H10 (−1, 1). Let us consider the following closed subspace of V × R
W = {(u, v, z) ∈ V × R : u(0) = v(0) = z},
equipped with the norm ‖(u, v, z)‖2W = ‖(u, v)‖
2
V. We introduce the operatorA defined
in H by setting :
Ay =


1
ρ1(x)
((σ1(x)u
′′)′′ − (q1(x)u
′)′,
1
ρ2(x)
((σ2(x)v
′′)′′ − (q2(x)v
′)′,
− 1
M
(T 1u(x)− T 2v(x))|x=0 ,
(2.1)
where y = (u, v, z)t on the domain
D(A) = {(u, v, z) ∈ W : (u, v) ∈ H4(Ω1)×H
4(Ω2)}
which is dense in H. Obviously, Problem (1.2)-(1.6) is equivalent to the following
spectral problem
Aφ = λφ, φ = (u, v, z)t ∈ D(A),
i.e., the eigenvalues (λn)n≥1, of the operator A and Problem (1.2)-(1.6) coincide toge-
ther with their multiplicities. Moreover, there is a one-to-one correspondence between
the eigenfunctions,
φn(x) = (un(x), vn(x), zn)
t ↔ (un(x), vn(x))
t, zn = un(0), n ≥ 1.
Theorem 2.1 The linear operator A is positive and self-adjoint such that A−1 is
compact. Moreover, the spectrum of A is discrete and consists of a sequence of positive
eigenvalues (λn)n∈N∗ tending to +∞ :
0 < λ1 ≤ λ2 ≤ ....... ≤ λn ≤ ..... −→
n→+∞
+∞.
Proof. Let y = (u1, u2, z) ∈ D(A), then by integration by parts, we have
〈Ay, y〉H =
2∑
i=1
∫
Ωi
(
(σi(x)u
′′
i )
′′ − (qi(x)u
′
i)
′
)
uidx−
(
T 1u1(x)− T
2u2(x)
)
|x=0
z,
=
∫
Ω1
(
σ1(x)|u
′′
1|
2 + q(x)|u′1|
2
)
dx+
∫
Ω2
(
σ2(x)|u
′′
2|
2 + q(x)|u′2|
2
)
dx
Since σi > 0 and qi ≥ 0(i = 1, 2) then 〈Ay, y〉H > 0, and hence, the linear operator A
is positive. Furthermore, it is easy to show that Ran(A− iId) = H, and this implies
that A is selfadjoint. Since the space W is continuously and compactly embedded in
the space H, then A−1 is compact in H. The proof is complete. 
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3 Basic Lemmas
In this section, we establish several basic results that will be used frequently in
the next section. We consider the linear fourth order differential equation defined on
the interval [a, b], a ≥ 0 :
(σ(x)u′′)′′ − (q(x)u′)′ − ρ(x)u = 0, (3.1)
where the functions ρ(x), σ(x) are uniformly positive, and q(x) is nonnegative such
that
ρ ∈ C(a, b), σ ∈ H2(a, b), q ∈ H1(a, b).
We start by mentioning the following lemma due Leighton-Nehari [19].
Lemma 3.1 [19, Lemma 2.1] Let u be a nontrivial solution of the differential equa-
tion (3.1) for q ≡ 0. If u, u′, u′′ and (σu′′)′ are nonnegative at x = a (but not all zero)
they are positive for all x > a. If u,−u′, u′′ and −(σu′′)′ are nonnegative at x = b (but
not all zero) they are positive for all x < b.
The following lemma was stated in [5, Lemma 2.1]. For the reader’s convenience, we
propose here a simpler proof.
Lemma 3.2 Let u be a nontrivial solution of Equation (3.1). If u, u′, u′′ and Tu =
(σ(x)u′′)′ − q(x)u′ are nonnegative at x = a (but not all zero), then they are positive
for all x > a. If u,−u′, u′′ and (−Tu) are nonnegative at x = b (but not all zero),
then they are positive for all x < b.
Proof. Let h be the unique solution of the following second order initial value pro-
blem : {
(σ(x)h′)′ − q(x)h = 0, x ∈ (a, b]
h(a) = 1, h′(a) = 0.
(3.2)
(3.3)
It is known, by Sturm comparison theorem [20, Chapter 1] that h(x) > 0 on [a, b].
Hence, the following modified Leighton-Nehari substitution [19, Theorem 12.1]
t(x) := γ−1(b− a)
∫ x
a
h(s)ds+ a, γ =
∫ b
a
h(s)ds,
transforms Equation (3.1) into(
σ˜(t)¨˜u
)..
= ρ˜(t)u˜, t ∈ [a, b], (3.4)
where σ˜(t) = (γ(b−a)−1h(x(t)))3σ(x(t)), ρ˜(t) = γ(b−a)−1h−1(x(t))ρ(x(t)) and · :=
d
dt
. If u is a nontrivial solution of (3.1), then u˜(t) ≡ u(x(t)) is a nontrivial solution of
(3.4). Furthermore, we have
˙˜u = γ(b− a)−1h−1u′, γ2(b− a)−2h3 ¨˜u = hu′′ − u′h′,
(
σ˜ ¨˜u
).
= Tu. (3.5)
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It is easy to see from (3.3) and (3.5), that u, u′, u′′ and Tu are positive at x = a.
Hence, in view of Lemma 3.1,
u˜ > 0, ˙˜u > 0, ¨˜u > 0, (σ˜ ¨˜u)
.
> 0 in (a, b]. (3.6)
Since σh′(x) =
∫ x
a
qhρ(x)dx, then h′(x) > 0 on (a, b]. Therefore, combining (3.5) and
(3.6), one gets
u > 0, u′ > 0, u′′ > 0, Tu > 0 in (a, b].
For the proof of the second statement it is sufficient to replace the initial conditions
(3.3) by
h(b) = 1, h′(b) = 0.
By Sturm comparison Theorem, h > 0 on the interval [a, b]. The Lemma is proved. 
Using Lemma 3.2, we can establish the following lemma.
Lemma 3.3
1. Let Eu be the space of solutions of Equation (1.2) for λ > 0, satisfying one of
the following sets of boundary conditions :{
u(−1) = u′′(−1) = 0, α1u
′(0) = β1u
′′(0),
u(−1) = u′′(−1) = 0, α1T
1u(0) = β1u(0),
(3.7)
(3.8)
where (α1, β1) ∈ R
2\{(0, 0)} and α1β1 ≤ 0. Then DimEu = 1.
2. Let Ev be the space of solutions of Equation (1.3) for λ > 0, satisfying one of
the following sets of boundary conditions :{
v(1) = v′′(1) = 0, α2v
′(0) = β2v
′′(0),
v(1) = v′′(1) = 0, α2T
2v(0) = β2v(0),
(3.9)
(3.10)
where (α2, β2) ∈ R
2\{(0, 0)} and α2β2 ≥ 0. Then DimEv = 1.
Proof. Suppose that there exist two linearly independent solutions ui(i = 1, 2) of
Problem (1.2)-(3.7) . Both u′1(−1) and u
′
2(−1) must be different from zero since
otherwise it would follow from Lemma 3.2 that u′iu
′′
i (0) > 0(i = 1, 2) and this is in
contradiction with the last boundary condition in (3.7). In view of the assumptions
about u1 and u2, the solution
u(x) = u′2(−1)u1(x)− u
′
1(−1)u2(x)
satisfies u(−1) = u′(−1) = u′′(−1) = 0 and u′u′′(0) ≤ 0. This again contradicts
Lemma 3.2 unless u ≡ 0. The other statements of the Lemma can be proved in a
same way. 
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Lemma 3.4 Every solution φ0(x) of the regular problem (1.2)-(1.6) for M = 0 has
only simple zeros in (−1, 1).
Proof.Without loss of generality, assume that there exists x0 ∈ Ω1 such that φ0(x0) =
φ′0(x0) = 0. If φ
′′
0T
1φ0(x0) < 0, then the second statement of Lemma 3.2 yields a
contradiction with the boundary condition φ0(−1) = 0. Now, if φ
′′
0T
1φ0(x0) ≥ 0, then
φ′′0T
1φ0(0) ≥ 0, and hence from (1.5) with M = 0, we have φ
′′
0T
2φ0(0) ≥ 0. Therefore
by the first statement of Lemma 3.2, φ0(1) 6= 0, a contradiction. The proof is com-
plete. 
It is known that any solution of Equation (1.2) which satisfies the initial conditions
u(−1) = u′′(−1) = 0 may be expressed as a linear combination of y1(x) and y2(x),
where yi (i = 1, 2), are the fundamental solutions of (1.2) satisfying the initial condi-
tions :
y1(−1) = y
′′
1(−1) = T
1y1(−1) = 0, y
′
1(−1) = 1, (3.11)
y2(−1) = y
′
2(−1) = y
′′
2(−1) = 0, T
1y2(−1) = 1. (3.12)
In view of Lemma 3.2, yi, y
′
i, y
′′
i and T
1yi (i = 1, 2) are positive in Ω1 ∪ {0}. We
introduce the following subwronskians (see [6, 7]) :
σ1 = y1y
′
2 − y2y
′
1, σ
′
1 = y1y
′′
2 − y2y
′′
1 , τ 1 = y1T
1y2 − y2T
1y1. (3.13)
Clearly, if for some λ > 0 and x0 ∈ Ω1∪{0}, σ1(x0, λ) = 0, then λ is an eigenvalue and
u(x) = y1(x0)y2(x) − y2(x0)y1(x) is the corresponding eigenfunction of the problem
determined by (1.2) and the boundary conditions
u(−1) = u′′(−1) = u(x0) = u
′(x0) = 0. (3.14)
Similar conclusions for the other subwronskians τ 1 and σ
′
1.
Analogously, we introduce the following subwronskians associated with Equation
(1.3) :
σ2 = z1z
′
2 − z2z
′
1, σ
′
2 = z1z
′′
2 − z2z
′′
1 , τ 2 = z1T
2z2 − z2T
2z1, (3.15)
where z1 and z2 are two linearly independent solutions of (1.2) which satisfy the initial
conditions :
z1(1) = z
′′
1 (1) = T
2z1(1) = 0, z
′
1(1) = −1, (3.16)
z2(1) = z
′
2(1) = z
′′
2 (1) = 0, T
2z2(1) = −1. (3.17)
Obviously, we have
zi > 0, z
′′
i > 0, z
′
i < 0, T
2zi < 0, i = 1, 2. (3.18)
If one of the subwronskians σ2, σ
′
2 and τ 2 vanishes for some λ > 0 and x0 ∈ Ω2 ∪
{0}, then λ is an eigenvalue of the problem determined by (1.3) and the boundary
conditions
v(x0) = v
′(x0) = v(1) = v
′′(1) = 0. (3.19)
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Lemma 3.5 The following formulas hold :
τ 1 = y
′
1σ1y
′′
2 − y
′
2σ1y
′′
1 and τ 2 = z
′
1σ2z
′′
2 − z
′
2σ2z
′′
1 . (3.20)
Proof. By multiplying Equation (1.2) (for u = y1) by y2, and twice integrating by
parts from −1 to x, yields
y1T
1y2(x)− σ1y
′′
1y
′
2(x) = λ
∫ x
−1
y1y2ρ1(x)dx−
∫ x
−1
(σ1y
′′
1y
′′
2(x) + q1y
′
1y
′
2(x)) dx.
Similarly,
y2T
1y1(x)− σ1y
′′
2y
′
1(x) = λ
∫ x
−1
y1y2ρ1(x)dx−
∫ x
−1
(σ1y
′′
1y
′′
2(x) + q1y
′
1y
′
2(x)) dx.
Subtracting these equalities together with (3.13), we get the expression (3.20). The
proof of the second expression in (3.20) is similar. 
Lemma 3.6 Let λ > 0 and fixed x0 ∈ Ωi∪{0} (i = 1, 2). If one of the subwronskians
σi, σ
′
i, and τ i (i = 1, 2) vanishes at (x0, λ), then all the other subwronskians are
different from zero at (x0, λ).
Proof. Without loss of generality, suppose that σ1(x0, λ) = σ
′
1(x0, λ) = 0, for some
x0 ∈ Ω1 ∪ {0} and λ > 0. Then there exist two eigenfunctions u1 and u2 of the
problems determined by Equation (1.2) and the boundary conditions (3.14) and
u(−1) = u′′(−1) = u(x0) = u
′′(x0) = 0, (3.21)
respectively. Since ϕ1 and ϕ2 satisfy in common u(−1) = u
′′(−1) = u(x0) = 0, then
by Lemma 3.3, they are colinear, i.e., ϕ1 = cϕ2, c ∈ R. This means that ϕ1(x0) =
ϕ′1(x0) = ϕ
′′
1(x0) = 0, and this is in contradiction with the second statement of Lemma
3.2. The proof is complete. 
4 Proof of Theorem 1.1
In this section we prove Theorem 1.1.
Proof of Assertion (a). Let λ be an eigenvalue of Problem (1.2)-(1.6) and let
Eλ be the corresponding eigenspace (i.e., Eλ = Ker (A− λI)). We shall prove that
DimEλ = 1. To this end, let ϕ1, ϕ2 and ϕ3 be three solutions of Equation (1.2),
satisfying the boundary conditions
ϕ1(−1) = ϕ
′′
1(−1) = ϕ1(0) = 0, (4.1)
ϕ2(−1) = ϕ
′′
2(−1) = ϕ
′
2(0) = 0, (4.2)
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and
ϕ3(−1) = ϕ
′′
3(−1) = ϕ
′′
3(0) = 0, (4.3)
respectively. By virtue of Lemma 3.3, ϕ1, ϕ2 and ϕ3, are the unique solutions, up to
a multiplicative constant, of Equation (1.2) satisfying the boundary conditions (4.1),
(4.2) and (4.3), respectively. Similarly, let ψi (i = 1, 2, 3) be the unique solutions of
Equation (1.3), satisfying the boundary conditions
ψ1(0) = ψ1(1) = ψ
′′
1 (1) = 0, (4.4)
ψ′2(0) = ψ2(1) = ψ
′′
2 (1) = 0, (4.5)
and
ψ′′3(0) = ψ3(1) = ψ
′′
3(1) = 0, (4.6)
respectively. It is easy to see that ϕi and ψi (i = 1, 2, 3), can be written as follows :
ϕ1(x) = y1(0)y2(x)− y2(0)y1(x), (4.7)
ϕ2(x) = y
′
1(0)y2(x)− y
′
2(0)y1(x), (4.8)
ϕ3(x) = y
′′
1(0)y2(x)− y
′′
2(0)y1(x), (4.9)
for x ∈ [−1, 0], and
ψ1(x) = z1(0)z2(x)− z2(0)z1(x), (4.10)
ψ2(x) = z
′
1(0)z2(x)− z
′
2(0)z1(x), (4.11)
ψ3(x) = z
′′
1 (0)z2(x)− z
′′
2 (0)z1(x), (4.12)
for x ∈ [0, 1]. Let φ1(x, λ) and φ2(x, λ) be two solutions of Equation (1.2) and (1.3)
which satisfy the initial conditions u(−1) = u′′(−1) = 0 and v(1) = v′′(1) = 0,
respectively. For clarity, the rest of the proof is divided into three steps.
STEP 1. Assume that the subwronskians σi(0, λ) 6= 0 for i = 1, 2.
This implies that ϕ′1(0) 6= 0 and ϕ2(0) 6= 0 (resp. ψ
′
1(0) 6= 0 and ψ2(0) 6= 0). Under
this assumption ϕi (resp. ψi), i = 1, 2, are linearly independent solutions of Equation
(1.2)(resp. Equation (1.3)). Therefore, there exist constants a, b, c and d such that
φ1(x, λ) = aϕ1(x, λ) + bϕ2(x, λ) and φ2(x, λ) = cψ1(x, λ) + dψ2(x, λ).
From the first two conditions of (1.5), we have
c =
ϕ′1(0)
ψ′1(0)
a and d =
ϕ2(0)
ψ2(0)
b. (4.13)
Using this together with the last condition of (1.5), we get
a
(
σ1ϕ
′′
1(0)−
σ2ϕ
′
1ψ
′′
1 (0)
ψ′1(0)
)
+ b
(
σ1ϕ
′′
2(0)−
σ2ϕ2ψ
′′
2(0)
ψ2(0)
)
= 0. (4.14)
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It is obvious that if (σ1ψ
′
1ϕ
′′
1(0)− σ2ϕ
′
1ψ
′′
1 (0)) 6= 0 or (σ1ψ2ϕ
′′
2(0)− σ2ϕ2ψ
′′
2 (0)) 6= 0,
then DimEλ = 1. Assume now the alternative case, i.e.,
σ1ψ
′
1ϕ
′′
1(0)− σ2ϕ
′
1ψ
′′
1(0) = 0 and σ1ψ2ϕ
′′
2(0)− σ2ϕ2ψ
′′
2(0) = 0, (4.15)
then a, b ∈ R. From (1.6) and (4.13), one gets
a
(
T 1ϕ1(0)−
ϕ′1T
2ψ1(0)
ψ′1(0)
)
+ b
(
T 1ϕ2(0)−
ϕ2T
2ψ2(0)
ψ2(0)
)
= −Mλbϕ2(0). (4.16)
It can be easily verified from (3.13), (3.15), (4.7)-(4.8) and (4.10)-(4.11), that
σ1ϕ
′′
2(0) = τ 1(0) = T
1ϕ1(0) and σ2ψ
′′
2 (0) = τ 2(0) = T
2ψ1(0). (4.17)
Using this and (4.15), we get(
T 1ϕ1(0)−
ϕ′1T
2ψ1(0)
ψ′1(0)
)
=
(
σ1ϕ
′′
2(0)−
σ2ϕ2ψ
′′
2(0)
ψ2(0)
)
= 0. (4.18)
Now, if b 6= 0, then by (4.18), Equality (4.16) takes the form
T 1ϕ2(0)
ϕ2(0)
−
T 2ψ2(0)
ψ2(0)
= −Mλ. (4.19)
On the other hand, in view of Lemma 3.2, ϕ2 satisfies one of the following properties :
Case 1. ϕ2(0) > 0, ϕ
′′
2(0) ≥ 0 and T
1ϕ2(0) ≥ 0.
Then the first inequality in (4.18) together with Lemma 3.2, imply that ψ2ψ
′′
2 (0) ≥
0, and ψ2T
2ψ2(0) < 0. As consequence, the left hand in (4.19) is nonnegative, a
contradiction.
Case 2. ϕ2(0) < 0, ϕ
′′
2(0) ≤ 0 and T
1ϕ2(0) ≤ 0.
The Case 2 can be handled in a same way.
Case 3. ϕ2ϕ
′′
2(0) < 0.
Then from (3.13) and (4.7)-(4.8) together with (4.17), we obtain
0 > σ1ϕ2ϕ
′′
2(0) = −σ1τ 1(0) = −ϕ
′
1T
1ϕ1(0),
whence, ϕ′1T
1ϕ1(0) > 0. Again by Lemma 3.2, we have ϕ
′
1ϕ
′′
1(0) > 0. According to
(4.15) and (4.18), ψ′1T
2ψ1(0) > 0 and ψ
′
1ψ
′′
1(0) > 0. This is in contradiction with
Lemma 3.2 and the condition (1.4).
Therefore b = 0, and hence, from (4.13) we deduce that DimEλ = 1.
STEP 2. Assume that σi(0) = 0 for i = 1, 2.
Under this assumption together with Lemma 3.3, we have ϕ′1(0) = ψ
′
1(0) = 0, ϕ
′′
1(0) 6=
0 and ψ′′1(0) 6= 0. On the other hand by Lemma 3.6, σ
′
i(0) 6= 0 for i = 1, 2. This means
that all of the functions ϕ3, ϕ
′
3, ψ3 and ψ
′
3 does not vanish at x = 0. Therefore, ϕ1
and ϕ3 (resp. ψ1 and ψ3) are linearly independent solutions of (1.2) (resp. of (1.3)).
Consequently, there exist constants a, b, c and d such that
φ1(x, λ) = aϕ1(x, λ) + bϕ3(x, λ) and φ2(x, λ) = cψ1(x, λ) + dψ3(x, λ).
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Substituting these expressions into the condition (1.5), one gets
b
ϕ3(0)
ψ3(0)
= d, b
ϕ′3(0)
ψ′3(0)
= d and c =
σ1ϕ
′′
1(0)
σ2ψ′′1 (0)
a. (4.20)
This implies that
b
(
ϕ3(0)
ψ3(0)
−
ϕ′3(0)
ψ′3(0)
)
= 0.
Clearly, if (ψ3ϕ
′
3(0)− ϕ3ψ
′
3(0)) 6= 0, then b = 0, and hence, DimEλ = 1. Now, suppose
that
ψ3ϕ
′
3(0) = ϕ3ψ
′
3(0), (4.21)
then a, b ∈ R. A combination of (3.13), (3.15), (3.20) and (4.7)-(4.12) yields
ϕ′′1(0) = σ
′
1(0) = −ϕ3(0), T
1ϕ1(0) = τ 1(0) = −σ1ϕ
′
3(0),
and
ψ′′1(0) = σ
′
2(0) = −ψ3(0), T
2ψ1(0) = τ 2(0) = −σ2ψ
′
3(0).
Using these relations together with (4.21), one has
σ2ψ
′′
1T
1ϕ1(0)− σ1ϕ
′′
1T
2ψ1(0) = 0. (4.22)
Since ϕ1, ϕ
′
1 , ψ1, and ψ
′
1 vanish at x = 0, then by (1.5) and (4.22), the function
φ0(x) =
{
σ2(0)ψ
′′
1(0)ϕ1(x), x ∈ [−1, 0] ,
σ1(0)ϕ
′′
1(0)ψ1(x), x ∈ [0, 1] ,
is a solution of the regular problem (1.2)-(1.6) for M = 0, which satisfies φ0(0) =
φ′0(0) = 0, and this is in contradiction with Lemma 3.4. Therefore, b = 0, and hence
by (4.20), we deduce that DimEλ = 1.
STEP 3. Assume that σ1(0) = 0 and σ2(0) 6= 0 (or conversely).
Then ϕ1(0) = ϕ
′
1(0) = 0. Let us recall from Step 1, that ψ1 and ψ2 are linearly
independent solutions of (1.3). Furthermore, from Step 2, ϕ1 and ϕ3 are linearly
independent solutions of (1.2). Hence there exist constants a, b, c and d such that
φ1(x, λ) = aϕ1(x, λ) + bϕ3(x, λ) and φ2(x, λ) = cψ1(x, λ) + dψ2(x, λ).
Substituting these expressions into the condition (1.5), we find
d =
ϕ3(0)
ψ2(0)
b, c =
ϕ′3(0)
ψ′1(0)
b, (4.23)
and
aσ1ϕ
′′
1(0) = b
(
σ2ϕ
′
3ψ
′′
1(0)
ψ′1(0)
+
σ2ϕ3ψ
′′
2(0)
ψ2(0)
)
. (4.24)
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Obviously, ϕ′′1(0) 6= 0 since otherwise σ
′
1(0) = 0, and this is in contradiction with
Lemma 3.6. Hence from (4.23) and (4.24), Eλ is generated by an unique solution, i.e.,
DimEλ = 1.
From the above, we deduce that the geometric multiplicity of the eigenvalue λ is equal
to one. On the other hand, by Theorem 2.1, the linear operator A is self-adjoint in
H, then λ is algebraically simple. The proof is complete. 
Proof of Assertion (b). It should be noted that by (1.6), T 1u(0) and T 2v(0) do
not necessarily coincide. Then it is not possible to apply directly Lemma 3.2. Let
λn, (n ≥ 1) be an eigenvalue of Problem (1.2)-(1.6) and φn be the corresponding
eigenfunction. Obviously, φn can be written, up to a multiplicative constant, in the
unique form
φn(x, λn) =
{
un(x) = u(x, λn), x ∈ [−1, 0] ,
vn(x) = v(x, λn), x ∈ [0, 1] .
Suppose that
φ′nT
1φn(−1) = u
′
nT
1un(−1) ≥ 0 for some n ≥ 1,
say u′n ≥ 0 and T
1un(−1) ≥ 0. Since un(−1) = u
′′
n(−1) = 0, then by the first
statement of Lemma 3.2, un, u
′
n, u
′′
n and T
1un are positive at x = 0. Thus from (1.5),
one has
vn(0) > 0, v
′
n(0) > 0 and v
′′
n(0) > 0.
Since λn > 0, it follow from (1.6), that T
2vn(0) > 0. Again the first statement of
Lemma 3.2 yields a contradiction with the boundary condition vn(1) = 0. The proof
of the second inequality in (1.9) is similar. 
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