We are using a three-dimensional convection-driven numerical dynamo model without hyperdiffusivity to study the characteristic structure and time variability of the magnetic field in dependence of the Rayleigh number (Ra) for values up to 40 times supercritical. We also compare a variety of ways to drive the convection and basically find two dynamo regimes. At low Ra, the magnetic field at the surface of the model is dominated by the non-reversing axial dipole component. At high Ra, the dipole part becomes small in comparison to higher multipole components. At transitional values of Ra, the dynamo vacillates between the dipole-dominated and the multipolar regime, which includes excursions and reversals of the dipole axis. We discuss, in particular, one model of chemically driven convection, where for a suitable value of Ra, the mean dipole moment and the temporal evolution of the magnetic field resemble the known properties of the Earth's field from paleomagnetic data.
Introduction
Reversals of the dominant dipole component of the Earth's magnetic field are comparatively rare but conspicuous events, occurring a few times per million years in the recent geological past. Excursions, the transient periods during which the magnetic dipole deviates considerably from its customary near-axial state, are even more frequently observed, and possibly arise from a similar process in the Earth's outer core (Gubbins, 1999) . A compilation and critical assessment of what is known about reversals and the paleomagnetic field in general has been given recently by Merrill and McFadden (1999) and Dormy et al. (2000) . They identified robust observations: (i) the rapid changes of the virtual geomagnetic pole direc-tions associated with both reversals and excursions generally take place within a few thousand years, i.e. approximately 0.01-0.05 magnetic diffusion times of the core; (ii) a reversal is usually preceeded by a gradual decrease of the magnetic field intensity at the Earth's surface, then the virtual geomagnetic pole (VGP) moves into the opposite hemisphere, where the intensity recovers again; (iii) excursions are also associated with intensity lows; (iv) during a reversal, the field is probably dominated by nondipole components. Dormy et al. (2000) suggest that geodynamo models for which an "Earth-like" magnetic field is claimed should be tested against these observations.
In recent years, numerous numerical dynamo models have been published, which reproduce principal aspects of the Earth's magnetic field. The first self-consistent, fully three-dimensional computations of convection-driven dynamos by Glatzmaier and Roberts (1995a) and Kuang and Bloxham (1997) generated dipole-dominated magnetic fields resembling the Earth's field. They also showed properties that have been suggested as characteristic for the geomagnetic field, such as westward drift of magnetic structures at reasonable rates, regions of low secular variation as in the Pacific hemisphere (Kuang and Bloxham, 1998) , and flux patches at the core-mantle boundary (CMB) at about 60 • latitude (Christensen et al., 1998) . Despite many differences between the models, i.e. various approximations to the magneto-hydrodynamic equations, different boundary conditions, and different choice of parameter values, these and other authors (Kageyama and Sato, 1997a,b,c; Katayama et al., 1999; Sakuraba and Kono, 1999; Olson et al., 1999 ) report a strong dominance of the axial dipole. In most of these models, the dipole axis remains very stable within a few degrees of the rotation pole without any sign for reversals. Glatzmaier and Roberts (1995a) were the first to report a dipole reversal in a numerical simulation. Several polarity reversals occured in the models of Kida et al. (1997) and Kida and Kitauchi (1998) , although in a nearly periodic fashion. Kageyama et al. (1999) found one reversal in their simulation. Sarson and Jones (1999) studied reversals in the so-called 2.5-dimensional model in which only one non-axisymmetric mode is retained and suggested that "buoyancy surges" in the rising plumes located in the polar axes trigger reversals. Glatzmaier et al. (1999) demonstrated in computations with different heterogeneous heat flux conditions at the CMB that the pattern of the imposed heat flow has a strong effect on the reversal frequency. However, despite some progress, both the mechanisms of reversals and the conditions for reversals to occur remain poorly understood.
Apart from one exception (Kida and Kitauchi, 1998) , stochastically reversing dipolar fields have been observed so far only in models that either use hyperdiffusivities (Glatzmaier and Roberts, 1995a,b; Glatzmaier et al., 1999) or apply unphysical magnetic boundary conditions that might influence the dynamic behaviour (Kageyama et al., 1999) . The concept of hyperdiffusivities means that the viscosity and/or magnetic diffusivity strongly increases with the harmonic degree , resulting in effective damping of small scaled structures. It is mainly an expedient to ensure numerical stability, but the anisotropic diffusivities affect the dynamics of convection significantly (Zhang and Jones, 1997) and could artificially produce magnetic field reversals, as demonstrated by Grote et al. (2000b) .
Obviously, the reversals and excursions are not a common feature of dynamo models and it is unclear what conditions are required for obtaining them. A few systematic parameter studies in which the fundamental control parameters have been varied did not provide a clue on the question of reversals. Grote et al. (1999 Grote et al. ( , 2000a found regions in the parameter space of non-reversing dipolar, quadrupolar and hemispherical dynamos, respectively. Christensen et al. (1999) mostly obtained solutions dominated by a strong and stable dipole at parameter values comparable to the ones used by Grote et al., which suggests that the different thermal and mechanical conditions employed in the two studies have a decisive effect. This was further demonstrated by Kutzner and Christensen (2000) , who obtained with purely internal heating small-scaled magnetic fields with negligible contribution of the dipole, whereas chemically driven convection was found to stabilize the axial dipole field.
Here, we extend our systematic study for different modes of driving convection towards higher Rayleigh number (Ra). We concentrate in particular on the time-dependent behaviour of the reversing dynamos that we find when Ra exceeds a critical value.
The numerical model

Model and governing equations
We use a three-dimensional numerical model that solves the equations of convection and magnetic field generation in a rotating spherical shell with the geometry of the Earth's outer core, i.e. the inner radius is 0.35057 times the outer radius. Inbetween the co-rotating and rigid boundaries, there is an electrically conducting Boussinesq fluid whilst the mantle and the inner core are assumed to be insulating. Hollerbach and Jones (1993) and Gubbins (1999) suggested that the finite magnetic diffusion time of the Earth's inner core strongly influences the reversal behaviour and in particular precludes too frequent reversals. However, in a study parallel to ours, Wicht (submitted for publication) found only small differences between dynamo models with conducting and insulating inner core in the same parameter range as we use.
We solve the following dimensionless equations:
where B, u and P are magnetic induction, velocity and pressure perturbation, respectively. either the imposed temperature contrast (model type 1) or needs to be calculated for the different source/sink distributions for T in model types 2-9 (see later). The combination E/qPr has been termed the (magnetic) Rossby number by Kuang and Bloxham (1999) .
Driving convection
In our models, the convection can be driven in various ways, for example, by a fixed temperature contrast (model type 1), by internal heating, or compositionally, which corresponds to the release of a light element at the inner core boundary (ICB) as the inner core freezes. An overview of the investigated sets of boundary conditions and values of the source/sink term S is given in Table 1 . Model types 2-5 keep the temperature at the outer boundary constant while the rate of internal heating is varied. Internal heating and secular cooling are formally equivalent. The internal heat sources S are assumed to be homogeneously distributed in the volume V of the outer core. In model type 2, all the heat is generated in V , in model type 3 only half of the total heat is generated in V , whereas the other half comes from an imposed heat flux at the inner boundary. The time-averaged heat fluxes at the outer boundary are the same for these four models.
Following Weinstein and Olson (1990) , we show that a volumetric sink term (negative S) and a no-flux condition on the outer boundary are appropriate for modelling purely chemical convection. For an endmember model, we assume that the heat transported in the core equals exactly the flux that is conducted along the adiabat, and convection is due to compositional density differences alone. The compositional transport equation is:
where C the concentration of the light constituent of the core fluid. Since the light element cannot leave the core, a no-flux condition holds at the outer boundary. We split C into a mean (reference) value C 0 and the
As the light element gets released constantly at the inner boundary, there is a secular increase of C 0 with time. For simplicity we assume linear growth:
By inserting Eqs. (6) and (7) into Eq. (5), one obtains an effective sink term in the transport equation for the perturbation concentration ∂T ∂t
The scaled form of Eq. (8) is formally equivalent to the temperature Eq. (3) with a negative S.
Numerical method
We use a modified version of a code originally developed by Glatzmaier (1984) . The velocity and magnetic field vectors are expressed in toroidal and poloidal scalars that are expanded along with the temperature (compositional) field and the pressure field in spherical harmonic functions in the angular variables θ and φ and in Chebychev polynomials in the radial direction. The non-linear terms in the equations (advection and Lorentz forces) and the Coriolis force are treated explicitly and are computed on a grid in physical space. The transformation between grid space and spectral representation is alias-free. For each harmonic mode the radial variation is calculated by a collocation method operating on the linear terms in the equations and the six scalar variables are advanced simultaneously by a second-order Adams-Bashforth method at each time step. The length of the time-step is controlled by Courant criterion based on both the fluid velocity and a modified Alfvén-velocity. We do not use hyperdiffusivities. A more detailed description is found in Glatzmaier (1984) and Olson and Glatzmaier (1995) , and concerning the time-step control in Christensen et al. (1999) .
Initial conditions
Most of the simulations have been started from the results of other runs with not too different parameters in order to minimize the time that the dynamo needs to adjust to its new conditions. We monitored the variation of kinetic and magnetic energy with time to make sure that the models reach statistical equilibrium. Integration times for the approximately 50 runs were between 1 and 23 magnetic diffusion times, with approximately 7 being a typical value.
In one case whose parameters are close to a regime boundary (model type 4 with E = 3×10 −4 , Ra = 585, q = 3) we verified that the solution does not depend on the initial condition. The dynamo settled after two to five magnetic diffusion times into a state characterized by a non-reversing dipolar magnetic field, irrespective of the starting condition, which was in one case a dipolar dynamo at lower Ra and in the other case a model with a weak and chaotically reversing dipole contribution to the magnetic field. Christensen et al. (1999) suggested that a dynamo calculation is decently resolved if the kinetic and magnetic energies drop by more than a factor of 100 from the spectral maximum to the cut-off wavelength. But even when the resolution was so low that the criterion was violated, they found the time-averaged energies and energy distributions at long wavelengths and near the spectral maximum to be very similar. Here, we choose the numerical grid such that the rule of thumb of a factor 100 decay in the spectra is always satisfied for the kinetic energy and for the dipole-dominated dynamos at low and moderate Ra also for the magnetic energy. Unfortunately, at high Ra the magnetic energies fall off so slowly with the harmonic degree that even at resolutions with max = 85, which is the practical limit for our simulations, this criterion cannot be satisfied. To test whether this has a serious influence on the solution, we performed a resolution test for one of the models with the highest Ra. Fig. 1 shows that the long-and intermediate-wavelength structures in the magnetic field up to approximately = max /2 are not affected by the choice of the spectral cut-off. The peak of the spectrum is in good agreement for all truncations, merely the total magnetic energy is overpredicted by about 25% for the coarsest resolution max = 42. We use max ≥ 64 and Chebychev expansions up to 39 or 47 in all cases with high Ra.
Spatial resolution
Results
For each model, we calculated several time-averaged properties. The magnetic Reynolds number Re m = u rms D/η is based on the rms velocity in the shell. The Nusselt number Nu is given by the boundary heat flow relative to the conductive heat flow in model type 1, whereas in other cases it is definded as Nu = T cond / T conv with T conv the time-averaged temperature (compositional) contrast between the inner and outer boundaries. The magnetic energy density in the shell is given by:
and the kinetic energy as:
where V s refers to the volume of the fluid shell. Overbars indicate the time-average. Aside from the volume-averaged field, we also list the rms intensity of the magnetic field on the outer boundaryB CMB . Because the dipole, in comparison to the total field, is of particular interest, we calculate the contribution of the dipole to the magnetic energy density in the shell, E =1 mag , and to the CMB field strength,B dip . We generally find that the relative contribution of the dipole to the CMB field agrees with the contribution of the = 1 term to the poloidal magnetic field averaged over the volume of the shell. Finally, the average tilt of the dipole axis of the external field is listed for those cases which show a stable dipolar field. Tables 3 and 4 . In some figures we also include data that have been reported before by Christensen et al. (1999) and Kutzner and Christensen (2000) .
Fixed temperature contrast
We explored the parameter space most extensively for convection driven by a fixed temperature contrast (model type 1), by systematically varying all the control parameters except the Prandtl number. In all three values of the E that we studied, we find two distinct dynamo regimes that are separated by a surprisingly clear boundary. Fig. 2 shows the time-averaged rms values of the magnetic field at the outer boundary (or CMB). At small Ra or q, no self-sustaining dynamos are found. The magnetic energy merely decays away exponentially (dark shaded region, model runs with decaying magnetic fields are indicated by stars). For moderate Ra, magnetic fields with a strong dipole contribution are obtained. At the onset of dynamo action at comparatively low Ra and low q, the dipole contributes more than a third to the total magnetic energy inside the sphere. At the CMB, more than 50% of the rms field strength is carried by the dipole field. The tilt angle of the dipole axis is a few degrees on average and rarely exceeds 10 • during brief periods. The dipole dominance vanishes at a certain Ra R which is indicated by the dashed vertical line. Beyond Ra R , the energy of the dipole part typically drops to less than 3% of the total magnetic energy averaged over the sphere. At the CMB, the dipole field contributes approximately 10% to the total rms field, but the fraction is highly variable in time. The dipole tilt angles range between 0 and 180 • , but still with a preference for high latitudes (shown later). A particular case with a weak dipole contribution is a hemispherical dynamo described by Grote et al. (2000a) , where the dynamo is active only in one hemisphere. Here, we found a single example of this type, marked by an "H" in Table 3 .
The boundary between the two regimes exhibits no obvious dependence on the q. It shifts to higher Table 3 . a Here, q = 6. supercritical Ra as the E decreases, with an approximate dependence Ra R /Ra crit 0.1E −3/5 in the range of E covered by our calculations. Fig. 3 shows the kinetic and magnetic energies for a line through the parameter space at E = 10 −4 and q = 2. While the kinetic energy grows continuously with Ra, the magnetic energy nearly saturates in the dipolar regime and drops significantly at the boundary to the reversing regime, before it rises again with increasing Ra. At this boundary the kinetic energy starts to exceed the magnetic energy.
At low q, the two regimes can be separated by a gap. At E = 10 −3 (upper plot of Fig. 2 ) and q = 4, there is self-sustained dynamo action for low and high Ra, but not at intermediate values (≈5-11 times supercritical). For E = 10 −4 the two regimes are more interlocked.
As mentioned in Section 2.4, we tried to determine if hysteresis occurs at the transition between the regimes, i.e. whether both solution branches coexist for values of Ra close to Ra R , but we did not detect any. Though it sometimes took several magnetic diffusion times until the new state was established, our final solution did only depend on the control parameters.
Influence of boundary conditions and driving modes
As the next step, we compare the dynamos at fixed parameters E = 3×10 −4 and q = 3 for different driving modes (model types 1-9) at different Ra. Since the scaled temperature (or compositional) contrast between the inner and outer boundaries is less than one, if a flux condition is involved at one of the boundaries, we compare the cases 2-9 as a function of the effective Rayleigh number Ra = RaNu. Fig. 4 shows the intensities of the total magnetic field and of its dipole component at the CMB as a function of Ra . The tilt of the dipole axis of the non-reversing models is a few degrees on average throughout and there is no obvious dependence of the average tilt on Ra or the driving mode. For virtually all driving conditions, we find a regime with strong dipolar magnetic fields of stable polarity (S) at low Ra and a regime with weaker dipole contributions of reversing polarity (R) at high Ra. This implies that the existence of two regimes is a robust feature that does not depend on a particular thermal boundary condition. Only for the largely internal heated model types 2 and 3 there is no dipole-dominated regime here, even the dynamos near the boundary to the non-magnetic regime have dipole parts that contribute no more than 2% to the total magnetic energy. In one case with 100% internal heating at E = 10 −4 and q = 2, we find a field with a quadrupolar symmetry (B r symmetric with respect to the equator) at the onset of dynamo action.
The domain boundary for model types 4-8 is not as sharp as for fixed T (model type 1). There is a smooth transition from the dipole-dominated regime towards dynamos with smaller dipole contributions. Fig. 5 shows mean energies for the chemical convection case at E = 3 × 10 −4 , q = 3 (model type 8 in Fig. 4) . In contrast to the fixed T case the total magnetic energy changes little, even across the regime boundary whereas the dipole contribution steadily decreases with Ra. For Ra that are up to 15 times supercritical, the magnetic energy is higher than the kinetic energy and the dynamos have stable dipole axes with the dipole contributing 50-75% to the rms field at the CMB. The dynamo at Ra = 24 × Ra crit is stable during most of the time but occasionally the dipole moment drops strongly and an excursion of the dipole axis occurs. The dynamos for Ra > 24 × Ra crit are in the reversing regime with E =1 mag < 2% of the total magnetic energy in the sphere. Nevertheless, the field at the CMB is dipole-dominated during extended periods of time. On time-average, the dipole contributes approximately 25% to the rms field at Ra = 31×Ra crit and 15% at Ra = 38 × Ra crit .
Polarity reversals
For dynamos far beyond the regime boundary Ra Ra R or for the largely (≥50%) internally heated dynamos the polarity reversals of the dipole have probably not much significance, because the dipole makes only a minor contribution to the CMB field. However, although the dipole axis now assumes all possible tilt angles, it still shows a distinct preference to align with the rotation axis. Fig. 6 shows the example of such a case where the dipole contributes on average 9% to the total rms field strength at the CMB. Despite strong fluctuations of the dipole axis, it stays preferentially within 30 • of either rotation pole. Dynamos in the vicinity of the regime boundary Ra Ra R build up a significant magnetic dipole component for certain time spans. These are interrupted by stages where the energy of the dipole breaks down, leading to erratic fluctuations of the dipole axis until the dipole stabilizes again. Fig. 7 illustrates the variation with time of the CMB magnetic field for the chemical convection dynamos from Fig. 5 at different Ra. The dipole axis is stable and closely aligned with the rotation axis for the lowest Ra (16 times supercritical). The most frequent value of the tilt angle is 3 • , and it never exceeds 14 • during the run. The dipole component dominates at the CMB and its intensity fluctuates only in a fairly narrow interval.
At the intermediate value of the Ra (24 times supercritical), the dipole dispersion curve is a bit broader with a peak at 5 • . The dipole is stable during most of the time, however, we observe three events during which the dipole axis temporarily crosses the equator and the dipole moment drops by roughly an order of magnitude. The time spans during which the tilt angles greater then 45 • occur, lie between 0.05 and 0.25 magnetic diffusion times for the different events, whereas the associated periods of low dipole intensity are somewhat longer in between 0.2 and 0.4 diffusion times. Since in all three cases, the dipole builds up in the same direction as before, we characterize them as excursions. In the time between two excursions, the dipole field has an amplitude of 40-50% of the total field strength. The changes in the total CMB field strength are partly due to fluctuations of the dipole intensity, but the higher multipole contributions also decrease during an excursion, though less strongly. The fluctuations around the mean are stronger than in the case of lower Ra.
In the reversing case at the highest Ra (31 times supercritical), the dipole tilt angles cluster at 7 and 173 • . Apart from completed reversals there are, as in the intermediate Ra case, some excursions, e.g. at t ≈ 0.6 and 5.5. Both the mean CMB field and the relative dipole contribution to the field are weaker than in the other two examples. Periods of a weak dipole, which may typically last 0.3 magnetic diffusion times, are correlated with erratic behaviour of the tilt angle. Periods of near-axial dipole orientation are correlated with strong dipole intensity. During the ≈7 magnetic diffusion times covered by the calculation, the field polarities are not yet evenly distributed. The unbalance of the dipole dispersion indicates that very low frequencies in the time behaviour exist.
Apart from the periods of erratic fluctuations of the dipole axis, we also observe some well-defined and rapid reversals between stable dipolar states of opposite polarity. Fig. 8 shows snapshots of the radial magnetic field, upward continued as it would appear at the surface of the Earth. The variation of dipole tilt and magnetic field strength at the CMB in the relevant time-span can be seen in Fig. 9 where in contrast to Fig. 7 the rms field strength is plotted only for the first eleven harmonic degrees. This is more suitable for a comparison with the geomagnetic core field whose energy content at small scales is unknown. The field changes from normal polarity at snapshot t 1 to inversed polarity at t 3 . Inbetween is a period with low dipole field intensity and slightly reduced total field intensity (t 2 ). During the transitional period, the surface field is dominated by higher multipole components.
The field of the dynamo model at the CMB (Fig. 10 ) is quite small-scaled in comparison to geomagnetic core field models (e.g. Jackson et al., 2000) . In an animation, small field patches pop up, migrate and wane. They can have either polarity in a given hemisphere, but usually there is a bias for one or the other sign. For example in the snapshot in Fig. 10 , taken before the reversal, positive B r dominates in the northern hemisphere but there are several pronounced patches with negative B r . Preceeding the reversal, this bias is reduced and eventually one or two strong spots of the opposite polarity emerge, which then dominate the magnetic flux in that hemisphere. At large the overall behaviour looks very agitated, but field patches often form at low latitudes and migrate in a north-west direction.
Sometimes a pair of flux patches of opposite polarities forms in polar regions and quickly decays. We observe such an event shortly after the start of the reversal at t ≈ 1.866 and find it correlated with a buoyancy surge in the polar plume. Sarson and Jones (1999) found that such surges cause a reversal in their model. However, in our case it does not seem to play an essential role for the reversal, which has started well before the surge occurs. We observe such enhanced plume flow also during intervals with stable polarity. The flux pair can be interpreted as expulsion of toroidal field by the upwelling flow, and the patches of opposite flux annihilate rather quickly.
Comparison with the Earth
We scale our model to the Earth assuming a density of 10 4 kg/m 3 and a conductivity of 6 × 10 5 S/m of the highest Ra model is thus lower than that for present-day Earth (8 × 10 22 A m 2 ), but it can exceed this value during periods with a strong dipole field. From paleomagnetic data, the Earth's long-term average dipole intensity is in the range of (4-6)×10 22 A m 2 (Dormy et al., 2000) . Hence our reversing dynamo model has a dipole moment slightly on the low side, whereas the model that shows excursions but no reversals is slightly on the high side. Chaotic fluctuations of the dipole strength are present on various time-scales for any of the models from Fig. 7 , however, they are most pronounced in amplitude for the higher Ra cases. Fig. 11 compares the CMB field spectra, averaged for different periods in time, from the high-Ra chemical convection model with the spectrum of the Earth's field from 1980. During periods of a stable axial dipole, the model spectrum is in relatively good agreement with that of the present-day Earth, however, the average dipole contribution is a bit lower and the power in degrees ≥ 8 is a bit higher in the model. During excursions and reversals the contribution of the dipole is smaller than any other component up to degree 11.
In order to compare the reversal frequency in the model with that from the paleomagnetic record, we have to define what constitutes a completed reversal. To exclude periods of erratic fluctuations of the dipole tilt that have little significance when the dipole strength is low, we require that not only the dipole axis crosses the equator but also that the dipole field strength exceeds 0.1 at one time in the new polarity state. In the high Ra case of Fig. 7 , we observe five reversals during seven magnetic diffusion times, which is slightly high compared to the mean reversal frequency from paleomagnetism. However, the model run time is still somewhat short for a reliable statistics of the reversal frequency.
When we define the duration of a reversal as the time interval during which the dipole axis deviates by more than 30 • from the rotation axis, we arrive at about 0.01-0.04 magnetic diffusion times for the reversals in Fig. 7 , bottom (see also Fig. 9 ). With our chosen scaling, this translates into ≈1500-6500 years, in agreement with the estimated duration of geomagnetic reversals (Merrill and McFadden, 1999) . Also, as in the case of the Earth, the reversals are associated with dipole intensity lows that last longer than the phases of intermediate dipole tilt and the field structure is non-dipolar during reversals. Excursions are very similar to reversals in our model, but the dipole just builds up in the same direction as before its intensity low.
However, while several aspects agree well with what is known for the Earth, we also find in our preferred model rather long periods of low dipole intensity with large and erratic fluctuations of the dipole axis (e.g. between t 1 = 1.5 and t 2 = 1.7), which do not seem to exist in the paleomagnetic record.
Conclusions
Here, we show that the occurrence and frequency of dipole reversals is not only controlled by the heat flow pattern at the CMB or possibly by the conductivity of the inner core (Hollerbach and Jones, 1993) , but also by the fundamental control parameters, in particular Ra. We find in numerical dynamo models two regimes that differ in the structure of the large-scale magnetic field and its variation with time. At relatively low Ra above the critical value for the onset of dynamo action the magnetic field is dominated by a stable (non-reversing) axial dipole. At high Ra, the dipole contribution is comparatively weaker and fluctuates in direction, but still shows a statistical preference to align with the rotation axis. Aside from Ra, the mode of driving convection, i.e. the distribution of sources and sinks of buoyancy, controls the regime selection. For convection driven by a fixed temperature contrast the regime boundary is very sharp, but with a flux condition on one or both boundaries or with internal sources/sinks of heat, the transition between the two regimes is more gradual. The regime boundary is shifted towards higher supercritical Ra with decreasing E.
In the transitional range between the two regimes we find dynamos that resemble the geodynamo in different aspects. Here, the dynamo switches back and forth between two states, one with a dominant axial dipole and one with a weak dipole contribution and unstable directions. Reversals or excursions occur when the dynamo enters into the latter state and then recovers the stable dipole regime. The semblance to the geodynamo can be surprisingly good for some dynamos in terms of average dipole moment, reversal frequency, duration of reversals and variation of field intensity before and after a reversal. However, this requires fine-tuning of Ra. When Ra is slightly too low, the dipole is too strong and stable and vice versa for too large Ra. Since it is unlikely that "Earth-like" behaviour of the geodynamo depends on Ra falling into a narrow range, the significance of our result is not clear. All current numerical models of the geodynamo strongly overemphasize viscous friction, i.e. they assume too low values of Ra and too high values for E and the q. We can only speculate that in a regime where viscosity becomes negligible the parameter range for dynamos with an Earth-like time-dependence of the dipole and non-dipole parts of the magnetic field may become much wider.
