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1. Introduction
In this paper we consider the exponential sum
Sd =
∑
n∼x
n≡c (mod d)
Λ(n)e(αn). (1)
Here and throughout the paper Λ(n) is the von Mangoldt function, x is a large positive number, c = 0
is an integer, and α is a real number with a rational approximation a/q satisfying∣∣∣∣α − aq
∣∣∣∣< 1q2 , where (a,q) = 1 and q 1. (2)
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K. Matomäki / Journal of Number Theory 129 (2009) 2214–2225 2215Balog and Perelli [1] have given a non-trivial bound for (1) when α − a/q = O (1/x), q ∈
[log7 x, x/(log x)7] and d  x1/3/(log x)6.
In order to get non-trivial estimates for Sd with large d and assuming only (2), we have to average
over the modulus d. When we apply such results in the linear sieve (Lemma 11 below), it is enough
to have a bound for the sum
∑
dD
λd Sd,
where λ is a well-factorable function of level D . In other words, for any R, S  1 such that RS = D ,
there exist bounded functions γ and δ supported in (0, R] and (0, S] respectively such that λ = γ ∗ δ.
For our ﬁrst application we need a bit more general sum. Indeed instead of Sd we need to bound
∑
k∼K
ck
∑
n∼x
n≡c (mod d)
Λ(n)e(αkn)
on average. Here K  1, k ∼ K means K  k < 2K , and coeﬃcients ck are assumed to be divisor-
bounded, that is ck  τ (k)C for some C > 0. So will be all other occurring coeﬃcients am,bn, . . . .
Here and later C is a positive constant, which is not necessarily the same at each occurrence.
We prove the following result.
Theorem 1. Let η > 0. For any well-factorable function λ of level D, we have
∑
d∼D
(d,c)=1
λd
∑
k∼K
ck
∑
n∼x
n≡c (mod d)
Λ(n)e(αnk)
 K (log x)C x3/4+η
(
x
q
+ q
K
+ D2 + x7/9+4η +min
{
D4+20η, x
D
})1/4−η
. (3)
The result is non-trivial as soon as q ∈ [(log x)C1 , x/(log x)C1 ] and D  x1/2(log x)−C2 . This improves
the range D  x4/9(log x)−C2 in [8].
We will apply Theorem 1 to prove the following theorem, where Pl is a number with at most l
prime factors and ‖x‖ denotes the distance from x to a nearest integer.
Theorem 2. Let α ∈ R \ Q, β ∈ R and θ < 1/1000. Then there are inﬁnitely many primes p such that
‖αp + β‖ < p−θ and p + 2 = P2.
This improves a recent result of Todorova and Tolev [9]. In their result P2 is replaced by P4. Our
improvement arises from two reﬁnements. Firstly Theorem 1 lets us increase the level of distribution
from 1/3 − θ to 1/2 − 2θ . Secondly we take advantage of Chen’s technique that led to his famous
proof [2] that there are inﬁnitely many primes p such that p + 2 = P2. Either of the changes would
improve P4 to P3 but to achieve P2 we need to take advantage of both of them.
A related problem was studied by Harman [4]. He showed that the inequality
|λ0 + λ1p + λ2P3| < p−1/300 (4)
has inﬁnitely many solutions assuming some necessary conditions for constants λi . The condition (4)
can be reformulated as
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where [x] is the integer that is closest to x, α = λ1/λ2 and β = λ0/λ2. This looks very similar to
Theorem 2, but unfortunately Theorem 1 seems to be of no use in this case.
Theorem 1 also implies the following minor arc result.
Corollary 3. For any B > 0, there exists A = A(B) such that if the denominator q in (2) satisﬁes q ∈
[(log x)A, x/(log x)A] and λ is a well-factorable function of level D = x1/2(log x)−A , then
∑
dD
(d,c)=1
λd
∑
n∼x
n≡c (mod d)
Λ(n)e(αn)  x(log x)−B .
This has an application for the Goldbach problem with primes satisfying p j + 2 = Pi j for some i j ,
which has been considered in [10] (with i1 = 5, i2 = 7) and [7] (with i1 = 3, i2 = ∞). The corollary
leads to the level of distribution 1/2 for all the terms involved in a vector sieve setting. We will
not give details here, but mention that Corollary 3 together with Chen’s technique leads to following
improvements of the previous results.
Theorem 4. Let
N = {n N ∣∣ n ≡ 4 (mod 6)}.
If E(N ) is the number of integers n ∈ N that cannot be expressed as a sum of two primes p1 and p2 with
p1 + 2 = P2 and p2 + 2 = P7 , then
E(N )  N(logN)−A
for any A > 0.
Corollary 5. Every large enough odd integer N can be expressed in the form N = p1 + p2 + p3 with
p1 + 2 = P2 , p2 + 2 = P ′2 and p3 + 2 = P7 .
2. Auxiliary results
The proof of Theorem 1 will rely on more basic exponential sum estimates. First we state a stan-
dard type I estimate [6, Lemma 13.7].
Lemma 6. For any numbers x(m) > 0 we have
∑
1mM
∣∣∣∣ ∑
n∼N
nx(m)
e(αmn)
∣∣∣∣ (M + MNq−1 + q)(logqMN).
The divisor function τ (n) will be occurring in our sums and we need the following.
Lemma 7. For any positive numbers x(m), l and η, there exists C = C(η, l) such that
∑
1mM
τ (m)l
∣∣∣∣ ∑
n∼N
nx(m)
e(αmn)
∣∣∣∣ (MN)η(MNq−1 + M + q)1−η(logqMN)C .
K. Matomäki / Journal of Number Theory 129 (2009) 2214–2225 2217Proof. We apply Hölder’s inequality to obtain
∑
1mM
τ (m)l
∣∣∣∣ ∑
n∼N
nx(m)
e(αmn)
∣∣∣∣ ( ∑
1mM
Nτ (m)l/η
)η( ∑
1mM
∣∣∣∣ ∑
n∼N
nx(m)
e(αmn)
∣∣∣∣)1−η.
Then the claim follows from the previous lemma and properties of the divisor function. 
Lemma 8. Let k 0 and η > 0. There exists C = C(η,k) such that
G = M
∑
m∼M
∑
j∼ J
τ ( j)k min
{
x
m2 j
,
1
‖αm2 j‖
}

(
M2 J + x1/2+η
(
x
q
+ x
M
+ q
)1/2−η)
(log x)C .
Proof. Our proof is similar to [8, Lemma], where a result with η = 1/4 is proved.
Let H = x/(M2 J ). If H  2, then trivially G  M2 J (log x)C . So we can assume that H > 2. Then we
have a Fourier expansion
min
{
x
M2 J
,
1
‖αm2 j‖
}
=
∑
0<|h|H2
whe
(
αm2 jh
)+ O (log x),
where wh  min{log H, H/|h|}.
We substitute this into G and use Weyl’s technique to the arising exponential sum. We start by
applying the Cauchy–Schwarz inequality, obtaining
G  M2 J (log x)C + M
∑
0<|h|H2
|wh|
∑
j∼ J
τ ( j)k
∣∣∣∣ ∑
m∼M
e
(
αm2 jh
)∣∣∣∣
 M2 J (log x)C + M(H J (log x)C )1/2( ∑
0<|h|H2
|wh|
∑
j∼ J
∣∣∣∣ ∑
m∼M
e
(
αm2 jh
)∣∣∣∣2)1/2
= M2 J (log x)C + x1/2(log x)C F 1/2,
say.
We square out to obtain
∣∣∣∣ ∑
m∼M
e
(
αm2 jh
)∣∣∣∣2 = ∑
mi∼M
e
(
α
(
m21 −m22
)
jh
)
 M +
∑
1|g|M
∣∣∣∣ ∑
m∼M
m+g∼M
e(α2mg jh)
∣∣∣∣,
where we have written
g =m1 −m2 and thus m21 −m22 = 2m2g + g2.
We go back to F and write there n = 2g jh. Hence
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1H0H2
min
{
1,
H
H0
}(
H0 JM +
4M JH0∑
n=1
τ 4(n)max
g|n
∣∣∣∣ ∑
m∼M
m+g∼M
e(αmn)
∣∣∣∣
)
(log H)2
 max
1H0H2
min
{
1,
H
H0
}(
M2 J H0
)2η(M2 J H0
q
+ M JH0 + q
)1−2η
(log x)C
by Lemma 7. This implies the claim. 
3. Proof of Theorem 1
By Vaughan’s identity (see [6, Proposition 13.4]) we can decompose the sum in (3) into O (log x)
type I sums
S I =
∑
d∼D
(d,c)=1
λd
∑
k∼K
ck
∑
mn∼x
m∼M
mn≡c (mod d)
ame(αmnk)
or
S ′I =
∑
d∼D
(d,c)=1
λd
∑
k∼K
ck
∑
mn∼x
m∼M
mn≡c (mod d)
logn ame(αmnk)
with M  x1/3 and O (log x) type II sums
S II =
∑
d∼D
(d,c)=1
λd
∑
k∼K
ck
∑
mn∼x
m∼M
mn≡c (mod d)
ambne(αmnk) (5)
with M ∈ [x1/3, x2/3].
First we estimate type I sums rather straightforwardly. We have
|S I|
∑
d∼D
(d,c)=1
∑
k∼K
∑
m∼M
(m,d)=1
τ (dkm)C
∣∣∣∣ ∑
n∼x/m
n≡cm (mod d)
e(αmnk)
∣∣∣∣,
where m is the inverse of m modulo d. We write n = cm + dl and obtain
|S I| 
∑
mDKM
τ (m)C
∣∣∣∣∑
l
e(αml)
∣∣∣∣

(
xK
q
+ MKD + q
)1−η
(xK )η(log x)C (6)
for some C = C(η) by Lemma 7. We get the same estimate for S ′I by partial summation.
We write
‖a‖2 =
( ∑
m∼M
|am|2
)1/2
for the l2-norm. For type II sums we prove the following.
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function λ of level D, we have
S II  ‖a‖2‖b‖2K (log x)C
(
xηD2N + M + x
(
1
q
+ q
xK
)1−η)1/2
(7)
and
S II  ‖a‖2‖b‖2K (log x)C
(
x
q1/2−η
+ x
1/2+ηq1/2−η
K 1/2−η
+ Dx1/2 + x
D1/2−η
+ x 23+ηM 13−η
)1/2
. (8)
Proof. The proof follows Mikawa [8] but improves the type II result of that paper by taking more
advantage of the well-factoring property of λ. We start by writing λ = γ ∗ δ, where γ is of level R
and δ is of level S . The parameters R and S satisfying RS = D will be speciﬁed later.
We need to consider
S II =
∑
r∼R
(r,c)=1
∑
s∼S
(s,c)=1
γrδs
∑
k∼K
ck
∑
mn∼x
m∼M
mn≡c (mod rs)
ambne(αmnk).
We write N = X/M , whence M  N . Rearranging and using the Cauchy–Schwarz inequality, we obtain
|S II|2  ‖a‖22K R(log x)C
∑
k∼K
∑
m∼M
∑
r∼R
(r,c)=1
∣∣∣∣ ∑
s∼S
(s,c)=1
δs
∑
mn∼x
mn≡c (mod rs)
bne(αkmn)
∣∣∣∣2
= ‖a‖22K R(log x)C S˜ II,
say. Squaring out and changing the order of summation, we see that
S˜ II =
∑
k∼K
∑
r∼R
(r,c)=1
∑
si∼S
(si ,c)=1
δs1δs2
∑
ni∼N
bn1bn2
∑
mni∼x
mni≡c (mod rsi)
e
(
αkm(n1 − n2)
)

∑
k∼K
∑
r∼R
(r,c)=1
∑
si∼S
(si ,c)=1
∑
ni∼N
|bn2 |2
∣∣∣∣ ∑
mni∼x
mni≡c (mod rsi)
e
(
αkm(n1 − n2)
)∣∣∣∣
by the inequality |bn1bn2 | |bn1 |2 + |bn2 |2.
The simultaneous congruences above are soluble if and only if
(ni, rsi) = 1 and n1 ≡ n2
(
mod r(s1, s2)
)
.
In this case they reduce to the single equation m ≡ b (mod r[s1, s2]) with some b. We write
n1 = n2 + r(s1, s2)n′ and m = b + r[s1, s2]m′
changing the variables (n1,n2,m) for (n′,n,m′).
Then
∣∣r(s1, s2)n′∣∣= |n1 − n2| N
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m(n1 − n2) =
(
b + r[s1, s2]m′
)
r(s1, s2)n
′ = br(s1, s2)n′ + r2s1s2n′m′.
Hence
S˜ II 
∑
k∼K
∑
r∼R
(r,c)=1
∑
si∼S
(si ,c)=1
∑
n′
∑
n
|bn|2
∣∣∣∣∑
m′
e
(
αkr2s1s2n
′m′
)∣∣∣∣. (9)
The terms with n′ = 0 contribute to (9)
 ‖b‖22K
∑
r∼R
(r,c)=1
∑
si∼S
(si ,c)=1
(
M
r[s1, s2] + 1
)
 ‖b‖22K
(
M(log x)3 + RS2).
For the remaining terms we can assume that n′ > 0. Write ks1s2n′ = j. Then we have
0< r j = rks1s2n′ = k[s1, s2]r(s1, s2)n′  K S2N.
Thus the non-diagonal terms contribute to (9) at most
‖b‖22
∑
r∼R
∑
jK S2N/R
τ4( j)min
{
xK
r2 j
+ 1, 1‖αr2 j‖
}
. (10)
The bound (7) follows now by arguments in proofs of Lemmata 6 and 7 by taking R = 1 and S = D .
We prove (8) using a different choice of parameters R and S . By Lemma 8 and a trivial estimate
we see that (10) is
 ‖b‖
2
2
R
(
RK S2N + xK
(
1
q
+ 1
R
+ q
xK
)1/2−η)
(log x)C .
Hence
|S II|2  K R‖a‖22 S˜ II(log x)C
 ‖a‖22‖b‖22K 2(log x)C
(
x
(
1
q
+ 1
R
+ q
xK
)1/2−η
+ NRS2 + MR + R2S2
)
 ‖a‖22‖b‖22K 2(log x)C
(
x
q1/2−η
+ x
1/2+ηq1/2−η
K 1/2−η
+ Dx1/2 + x
D1/2−η
+ x2/3+ηM1/3−η + D2
)
,
where we have chosen
R = min
{
D,
(
x
M
)2/3
+ Dx
1/2
M
}
and S = D/R.
If D  x1/2, the original claim is trivial and thus the term D2 can be assumed to be dominated by
Dx1/2, which leads to (8). 
Now Theorem 1 follows using (6), (7) and (8) and the decomposition into type I and type II sums
in the beginning of this section.
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in Theorem 1, it is enough to have λ = γ ∗ δ, where γ and δ are bounded and supported in (0, R]
and (0, S] with R  x1/3 and δ well-factorable.
4. Proof of Theorem 2
As already mentioned, the proof of Theorem 2 is similar to [9] with two improvements. Besides,
we organise the proof a bit differently.
As in [9] we begin with a periodic function χ(t) with period 1 such that
χ(t)
{∈ (0,1) if − < t < ,
= 0 if  t  1− ,
and which has a Fourier series
χ(t) =  +
∑
|k|>0
g(k)e(kt)
with coeﬃcients satisfying
g(0) = ,
g(k)  ,∑
|k|>K
∣∣g(k)∣∣ K−1 for K −1(| log|)C .
We take  = N−θ and write A = (an)nN , where
an =
{
χ(α(n − 2) + β) if n − 2 ∈ P
0 else.
We want to know whether the sequence A is supported on numbers with at most two prime factors.
To this end we will use sieve methods.
For a sequence F = ( fn)nN of non-negative numbers we write |F | = ∑nN fn and Fd =
( fdn)dnN . We also deﬁne a sieving function
S(F , z) =
∑
n∈F
(n,P (z))=1
fn,
where
P (z) =
∏
p<z
p.
In order to bound S(F , z) we need some information about F . We will assume that for all square-
free integers d we have
|Fd| = ω(d)d X + r(F ,d),
where ω(d) is multiplicative and X is independent of d. Let further
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∏
p|P (z)
(
1− ω(p)
p
)
.
We will use the following form of the linear sieve due to Iwaniec [5].
Lemma 11. Let 2 z D1/2 and s = log D/ log z. Assume that for some absolute constant K > 1
V (z1)
V (z2)
 log z2
log z1
(
1+ K
log z1
)
for all z2  z1  2. Then, for certain functions f (s) and F (s),
S(F , z) XV (z)(F (s) + o(1))+∑
l<L
∑
d|P (z)
λ+l (d)r(F ,d)
and
S(F , z) XV (z)( f (s) − o(1))−∑
l<L
∑
d|P (z)
λ−l (d)r(F ,d).
Here L = O (1) and λ± are well-factorable bounded functions of level D.
We would be ﬁnished, if we could show that
S
(A,N1/3)= ∑
p+2N
(p+2,N1/3)=1
χ(αp + β) > 0.
However, we cannot quite do that, but need to use a more sophisticated weighted sieve method.
Indeed, following Chen (see [3, Chapter 11]), we consider
S =
∑
nN
(n,P (N1/10))=1
an
(
1− 1
2
∑
N1/10p1<N1/3
p1|n
1− 1
2
∑
n=p1p2p3
N1/10p1<N1/3
N1/3p2<(N/p1)1/2
1
)
.
Here we notice that the weight of n is an if and only if n has no prime factors < N1/3 in which case
clearly n = P2. If the weight of n is an/2, then an has one prime factor in the interval [N1/10,N1/3)
and the third sum is 0. But this again implies that n = P2. Thus the weight of n is positive only if
n = P2, n − 2 ∈ P and
∥∥α(n − 2) + β∥∥< N−θ ,
and so it is enough to show that S > 0.
Using the sieve notation, we can write
S = S(A,N1/10)− 1
2
∑
N1/10p<N1/3
S
(Ap,N1/10)− 1
2
∑
p1p2p3N
N1/10p1<N1/3
N1/3p2<(N/p1)1/2
p3N1/10
ap1p2p3
= S1 − 1 S2 − 1 S3.
2 2
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the Fourier expansion of χ(n)
|Ad| =
∑
ndN
nd−2∈P
χ
(
α(nd − 2) + β)= ∑
pN−2
p≡−2 (mod d)
χ(αp + β)
=
∑
pN
p≡−2 (mod d)
(
 + 
∑
0<|k|<K
cke(αkp)
)
+ O (N/(dK ))
= 
(
li(N)
φ(d)
+ Rd + Ed + O
(
N
d(logN)C
))
,
where ck  1,
Rd =
∑
pN
p≡−2 (mod d)
1− liN
φ(d)
and
Ed =
∑
pN
p≡−2 (mod d)
∑
0<|k|<K
cke(αkp)
with K = −1(logN)C .
The Bombieri–Vinogradov prime number theorem (see [6, Theorem 17.1]) implies that
∑
dN1/2(logN)−C
|Rd|  N(logN)−A .
On the other hand, Theorem 1 implies that for a well-factorable function λ of level D <
N1/2(logN)−C/K 2, we have
∑
dD
λdEd  N(logN)−A,
when N = q2, where a/q is a convergent to α with a large enough denominator.
These let us apply Lemma 11 with
ω(d) =
{
0 if 2 | d,
d/φ(d) otherwise,
X =  li(N) and D = N1/2/(K 2(logN)C )
for S1. Since (Ap)d = Apd , we can apply Lemma 11 also to S2 with
ω(d) =
{
0 if 2 | d,
d/φ(d) otherwise,
X =  li(N)/φ(p) and D = N1/2/(pK 2(logN)C )
(see also Remark 10). Hence we obtain as in [3, Chapter 11]
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2
S2  li(N)V
(
N1/10
)(
f (5− 20θ) − 1
2
1/3∫
1/10
F (5− 20θ − 10t)dt
t
)(
1+ o(1))
= N
(logN)2
∏
p>2
(
1− 1
(p − 1)2
)
20e−γ
×
(
f (5− 20θ) − 1
2
1/3∫
1/10
F (5− 20θ − 10t)dt
t
)(
1+ o(1)).
For the sum S3 we write
S3 =
∑
p+2=p1p2p3N
N1/10p1<N1/3
N1/3p2<(N/p1)1/2
p2N1/10
χ(αp + β) =
∑
p+2∈B
χ(αp + β),
where
B = {p1p2p3  N ∣∣ N1/10  p1 < N1/3, N1/3  p2 < (N/p1)1/2, p3  N1/10}.
We deﬁne the sequence B = (bn)nN , where
bn =
{
χ(αn + β) if n + 2 ∈ B,
0 else.
Then S3 = S(B,N1/2) + O (N1/2) and
|Bd| =
∑
n∈B
n≡2 (mod d)
χ(αn + β − 2α) = 
( |B|
φ(n)
+ Rd + Ed
)
for 2  d.
Arguing as above, but using Proposition 9 (take n and m in the proposition to be p1 and p2p3
in the deﬁnition of B) and type II information that is used in the proof of the Bombieri–Vinogradov
prime number theorem (see [6, Theorem 17.4]), we can again apply Lemma 11 with level of distribu-
tion D = N1/2(logN)−B/K 2. Hence as in [3, Chapter 11]
S3  S
(B,N1/6)+ O (N1/2)|B|V (N1/6)F (3− 12θ)(1+ o(1))
= N
(logN)2
∏
p>2
(
1− 1
(p − 1)2
)
12e−γ F (3− 12θ)
×
1/3∫
1/10
(1−α1)/2∫
1/3
dα2 dα1
α1α2(1− α1 − α2)
(
1+ o(1)).
The numerical work is essentially the same as in Chen’s result, and we obtain
K. Matomäki / Journal of Number Theory 129 (2009) 2214–2225 2225S  S1 − 1
2
S2 − 1
2
S3  N
(logN)2
,
which concludes the proof of Theorem 2.
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