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Abstract
For X a smooth scheme acted on by a linear algebraic group G and p
a prime, the equivariant Chow ring CH∗
G
(X)/p is an unstable algebra over
the Steenrod algebra. We compute Lannes’s T -functor applied to CH∗
G
(X)/p.
As an application, we compute the localization of CH∗
G
(X)/p away from n-
nilpotent modules over the Steenrod algebra, affirming a conjecture of Totaro
as a special case. The case when X is a point and n = 1 generalizes and
recovers an algebro-geometric version of Quillen’s stratification theorem proved
by Yagita and Totaro.
A celebrated result in group cohomology is Quillen’s stratification theorem [Qui71,
Theorem 6.2], which says that for G a compact Lie group and p a prime, the map
H∗(BG,Fp)→ lim
E⊆G
H∗(BE,Fp)
induced by restriction maps is an F-isomorphism — every element of the kernel is
nilpotent, and every element of the codomain is some p-power of some element in
the image. Here the limit is taken over the subgroups E ⊆ G where E ∼= (Z/p)k for
some k ≥ 0, called elementary abelian subgroups, with maps given by conjugations
and inclusions. We will write E for the category of elementary abelian p-groups and
H∗G for H
∗(BG,Fp).
Henn, Lannes, and Schwartz generalized Quillen’s theorem in [HLS95] using the
theory of unstable modules over the Steenrod algebra, which is summarized in Sec-
tion 2. The cohomology ring H∗(X,Fp) of a space X is naturally an object of U
top,
an abelian full subcategory of modules over the mod p Steenrod algebra A called
the category of unstable modules over A. There is a sequence of localizing subcat-
egories U top ⊇ Nil1 ⊇ Nil2 ⊇ ..., where ∩
∞
i=1Nili = 0; the associated localization
functors Li give increasingly better approximations of objects of U
top. Theorem 5.4
of [HLS95] computes Ln(H
∗
G) for a compact Lie group G in terms of the rings H
∗
E
and the rings H∗CG(E) in degrees less than n, where E ranges over the elementary
abelian subgroups of G. For n = 1, the theorem says that L1(H
∗
G)
∼= limE H
∗
E,
which implies Quillen’s theorem.
To what extent do analogs of these results hold in algebraic geometry? Morel-
Voevodsky and Totaro defined the Chow ring CH∗BG of the classifying space of
an affine group scheme G over a field k ([MV99], [Tot99]). Let CH∗G = CH
∗BG/p.
More generally, Edidin-Graham defined the equivariant Chow ring of a smooth G-
scheme X over a field k ([EG98]); let CH∗GX denote this ring modulo p.
Compared to group cohomology, much less is known about Chow rings of clas-
sifying spaces. The groups CH iG can be infinitely generated Fp-vector spaces, even
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when G is finite and k is a field of characteristic zero [Tot16, Corollary 3.2], and it is
an open question whether CH iG must be finite-dimensional when k is algebraically
closed. Furthermore, there is no known algorithm for computing the mod p Chow
ring of a finite group. Nevertheless, some results for group cohomology still hold for
Chow rings. Yagita proved an analog of Quillen’s theorem ([Yag02, Theorem 3.1]):
for G a finite group over C, the map
CH∗G → lim
E⊆G
CH∗E
is an F-isomorphism. Since the cycle map CH∗E → H
∗
E is an F-isomorphism for
all E ∈ E , it follows that CH∗G → H
∗
G is an F-isomorphism for all finite groups G.
Totaro generalized Yagita’s theorem to apply for fields k of characteristic not p and
containing the pth roots of unity [Tot14].
Brosnan and Voevodsky constructed Steenrod operations on the Chow ring
([Bro03], [Voe03]), and for any affine group scheme G, CH∗GX can be viewed as
an object in the full subcategory of U top containing the unstable modules concen-
trated in even degrees. Suppose G is a linear algebraic group over a field k of
characteristic not p containing the pth roots of unity. In this paper, we compute
the localization of CH∗GX away from Niln, the subcategory of n-nilpotent unstable
modules concentrated in even degrees.
Theorem (see Theorem 5.6). There is a map from CH∗GX to an equalizer
Eq:
∏
E
CH∗E ⊗CH
<n
CG(E)
XE
∏
E1→E2
CH∗E1 ⊗ (CH
∗
E1 ⊗ CH
∗
CG(E2)
XE2)<n
realizing localization away from Niln.
The case when n = 1 and X = Spec(k) generalizes and recovers the results of
Yagita and Totaro. In particular, G may have positive dimension in the following
corollary.
Corollary (see Corollary 5.7). The map
CH∗G → lim
E⊆G
CH∗E
is an F-isomorphism. Here the limit ranges over all elementary abelian subgroups
E of G, with maps given by inclusion and conjugation.
Another consequence of Theorem 5.6 is Proposition 6.1, which positively answers
a conjecture of Totaro [Tot14, Conjecture 12.8]. The conjecture describes, when
X = Spec(k), the smallest integer n for which the map of Theorem 5.6 is injective
in terms of the structure of CH∗G as a module over A.
A key step to proving Theorem 5.6 is to compute TV (CH
∗
GX), where V ∈ E ,
and TV is Lannes’s functor T
top
V , restricted to the subcategory of U
top of unstable
A-modules concentrated in even degrees.
Theorem (see Theorem 4.1). Let G act on a smooth scheme X. Then
TV (CH
∗
GX)
∼=
∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ,
where Rep(V,G) is the set of conjugacy classes of group homomorphisms V → G.
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For M ∈ U top, the integers dtop0 (M) and d
top
1 (M) are the smallest nonnega-
tive integers such that the localization maps λtopn applied to M are injective for
n > dtop0 (M) and isomorphisms for n > d
top
1 (M). Henn, Lannes, and Schwartz
gave bounds for dtop0 (H
∗
G) and d
top
1 (H
∗
G) in terms of the representation theory of G
[HLS95]. Work of Kuhn and Totaro has resulted in improved bounds for dtop0 (H
∗
G)
and the analogous invariant d0(CH
∗
G) when G is finite ([Kuh13], [Tot14, Theorem
12.4, Theorem 12.7]). We give bounds for d0(CH
∗
GX) and d1(CH
∗
GX) analogous to
those of [HLS95] when G is a linear algebraic group over a field k as above.
Theorem (see Theorem 6.2). Suppose that G has a faithful representation of degree
n. Then
a) d0(CH
∗
GX) ≤ n
2 + dimX − dimG
b) d1(CH
∗
GX) ≤ 2n
2 + dimX − dimG
Suppose further that G is finite. Then
c) d0(CH
∗
GX) ≤ n(n− 1)/2 + dimX
d) d1(CH
∗
GX) ≤ n(n− 1) + dimX
Together, Theorems 5.6 and 6.2 justify the slogan that to understand the Chow
ring of (the classifying space of) a linear algebraic group G with n-dimensional
faithful representation, it suffices to understand the Chow rings of centralizers of its
elementary abelian subgroups in degrees less than 2n2 − dimG (or n(n− 1) if G is
finite).
The paper is organized as follows. Section 2 gives background information on the
theory of unstable modules over the Steenrod algebra, and Section 3 discusses how
Chow rings fit into this theory. Section 4 is devoted to proving Theorem 4.1, which is
then applied to study localization of CH∗G away from n-nilpotent modules in Section
5. In Section 6, we prove Totaro’s conjecture and give bounds for d0(CH
∗
GX) and
d1(CH
∗
GX).
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1 Notation
Let p be a prime, and let k be a field of characteristic not p containing the pth roots
of unity. All schemes are assumed to be separated and of finite type over k. Unless
otherwise specified, G will denote a linear algebraic group over k, X will denote a
smooth G-scheme over k, and V will denote an elementary abelian p-group.
We will assume that X is quasi-projective and has an equivariant ample line
bundle. These assumptions are included so that various quotients are guaranteed
to exist as schemes by geometric invariant theory; however, they should not be
necessary in order for the theorems in this paper to hold. Though not always a
scheme, the quotient of a smooth scheme by a free group action will always exist
as a separated algebraic space [KM97]. It is folklore (see also [EG98, Section 6.1],
[Sta19, Chapter 0EDQ]) that enough of the theory of Chow rings of schemes extends
in order for the facts used in this paper to hold for separated algebraic spaces.
In an abuse of notation, all Chow rings in this paper will be considered modulo
p (so that CH∗X = (CH∗X)/p, where the right hand side uses the usual notation
for integral Chow groups).
2 Unstable modules over the Steenrod algebra
The mod p Steenrod algebra A is the graded Fp-algebra of natural transforma-
tions H∗(−,Fp) ⇒ H
∗+k(−,Fp) that commute with the suspension isomorphism
H∗(−,Fp) ∼= H
∗+1(Σ−,Fp). If p is odd, A is generated by elements β of degree 1
and P i of degree 2i(p − 1), i > 0, subject to the Adem relations
β2 = 0,
P aP b =
⌊a/p⌋∑
k=0
(−1)a+k
(
(p − 1)(b− k)− 1
a− pk
)
P a+b−kP k, and
P aβP b =
⌊a/p⌋∑
k=0
(−1)a+k
(
(p − 1)(b− k)
a− pk
)
βP a+b−kP k
+
⌊(a−1)/p⌋∑
k=0
(−1)a+k−1
(
(p − 1)(b− k)− 1
a− pk − 1
)
P a+b−kβP k
for all a < pb. If p = 2, A is generated by elements Sqa of degree a, a > 0, subject
to the relations
Sqa Sqb =
⌊a/2⌋∑
k=0
(
b− k − 1
a− 2k
)
Sqa+b−k Sqk
for a < 2b.
Steenrod operations satisfy a certain vanishing property: for p > 2, if X is a
space, x ∈ H∗(X,Fp), and e ∈ {0, 1}, then β
eP ax = 0 when e + 2a > |x|. For
p = 2, Sqa x = 0 when a > |x|. A graded A-module satisfying the above vanishing
property is called an unstable module over the Steenrod algebra. Let U top denote the
full subcategory of graded A-modules comprising the unstable A-modules.
The cohomology of a space X is an Fp-algebra, and for x, y ∈ H
∗(X,Fp), the
Steenrod operations satisfy the Cartan formula
β(xy) = β(x)y + (−1)|x|xβ(y)
P a(xy) =
a∑
i=0
P ixP a−iy
for p > 2, and
Sqa(xy) =
a∑
i=0
Sqi xSqa−i y
for p = 2. Finally, we have P |x|/2x = xp for all x ∈ H2i(X,Fp) when p > 2 and
Sq|x| x = x2 for all x ∈ H∗(X,Fp) when p = 2. An unstable A-algebra is an unstable
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A-module that is also an Fp-algebra satisfying the two above properties. Let K
top
denote the category of unstable A-algebras.
For an elementary abelian p-group V ∼= (Z/p)k, we have
H∗V
∼= Fp〈x1, . . . , xk, y1, . . . , yk〉,
where |xi| = 1 and |yi| = 2. The notation means the free graded-commutative
algebra on the generators xi and yi if p is odd and free commutative algebra if
p = 2. The functor − ⊗H∗V : U
top → U top has a left adjoint T topV that plays a key
role in this paper.
Let M be an unstable A-module. For x ∈ M , let Sqa x = Sq
|x|−a x if p = 2. If
p > 2 and |x| = 2k + e, e ∈ {0, 1}, then let Pax = P
k−⌊a/2⌋x. Our interest in T topV
is motivated by the following proposition.
Proposition 2.1. [Sch94, Proposition 6.1.1] The following are equivalent.
a) M is a colimit of unstable A-modules Mi, where each Mi has a finite filtration
whose quotients are nth suspensions of unstable A-modules.
b) The operations Sqa (for p = 2) or Pa (for p > 2) are locally nilpotent for all
0 ≤ a < n.
c) HomUtop(M,H
∗
V ⊗ J(k)) = 0 for all V and for all 0 ≤ k < n.
d) HomUtop(M,H
∗
V ⊗N) = 0 for all V and for all N ∈ U
top concentrated in degrees
at most n− 1.
e) (T topV M)
i = 0 for all V and for all i ≤ n.
Here J(k) denotes the kth Brown-Gitler module, which represents the functor
from U top to Fp-vector spaces given byM 7→ (M
k)∨. We call an unstable A-module
satisfying the conditions in Proposition 2.1 n-nilpotent.
The functor T topV has surprisingly good properties. Lannes showed:
Theorem 2.2. [Lan85, The´ore´me 3.1] The functor T topV is exact.
Furthermore, the tensor product of two unstable A-modules over Fp is again an
unstable A-module via the Cartan formula, and Lannes showed that T topV commutes
with tensor products:
Lemma 2.3. [Lan85, The´ore´me 3.2.1] For M,N ∈ U top, the maps M → T topV M ⊗
H∗V and N → T
top
V N⊗H
∗
V adjoint to the identity maps on T
top
V M and T
top
V N induce
a map M ⊗ N → T topV M ⊗ H
∗
V ⊗ T
top
V N ⊗H
∗
V . Composing with multiplication on
H∗V gives a map adjoint to a natural isomorphism
T topV (M ⊗N)
∼=
−→ T topV M ⊗ T
top
V N
Lemma 2.3 allows for describing the left adjoint to −⊗H∗V at the level of unstable
algebras.
Lemma 2.4. [Lan92, Theorem 0.1] For K ∈ Ktop, T topV K is naturally an unstable
A-algebra via the map
T topV (K)⊗ T
top
V (K)
∼= T
top
V (K ⊗K)
T topV (µ)−−−−−→ T topV (K),
where µ is the multiplication map K⊗K → K. With this Fp-algebra structure, T
top
V
is left adjoint to the functor −⊗H∗V : K
top → Ktop.
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3 Chow rings as unstable modules over the Steenrod
algebra
For this section, let G be an affine group scheme of finite type over k. The Chow ring
of the classifying space of G was defined by Morel-Voevodsky [MV99] and Totaro
([Tot99], [Tot14]), and Edidin-Graham [EG98] extended the definition to equivariant
Chow rings.
We say that G acts freely on a scheme Y if the map G× Y → Y × Y , (g, y) 7→
(y, gy) is an isomorphism to a closed subscheme (this definition differs from others
in the literature; cf. [Sta19, Tag 07S1]). For each i, fix a faithful representation Vi
of G such that the open subset Ui ⊆ Vi on which G acts freely has complement
with codimension more than i. If X is a smooth scheme with a G-action, the
equivariant Chow ring ofX is defined by CH iGX := CH
i(Ui×GX) (here the quotient
Ui×GX exists as a scheme by the assumptions of Section 1). The definition does not
depend on the choices of representations and G and enjoys all of the usual functorial
properties of Chow rings [EG98, Sections 2.2 and 2.3].
Remark 3.1. We think of the Ui and Ui/G as finite-dimensional approximations
to algebro-geometric analogs of the spaces EG and BG in topology. Indeed, we can
pick the Vi so that we have inclusions Vi → Vi+1. Then the geometric classifying
space BgmG of G and its universal principal G-bundle EgmG can be defined in the
A1-homotopy category H(k) as hocolimm Um/G and hocolimm Um [MV99, Section
4.2].
We will frequently abuse notation and write EG, BG, and EG×GX instead of
the schemes Ui, Ui/G, and Ui ×G X approximating them.
Let U denote the full subcategory of U top containing the unstable modules con-
centrated in even degrees. We will regrade the objects of U as follows. For M ∈ U ,
if x ∈ M has degree 2i as an element of an unstable module in U top, it will have
degree i as an element of an object of U .
Brosnan constructed Steenrod operations on the mod p Chow ring of a smooth
algebraic space over k [Bro03]. Independently, Voevodsky constructed Steenrod
operations for motivic cohomology when k is perfect [Voe03], and Hoyois-Kelly-
Østvær extended his definition to all fields [HKØ13]. For X a smooth scheme, we
have operations
P a : CH iX → CH i+a(p−1)X
when p is odd, and
Sq2a : CH iX → CH i+aX
when p = 2 (recall that all Chow groups in this paper are considered modulo p).
For Steenrod operations on Chow groups, the operations Sq2a are sometimes also
denoted P a.
The motivic Adem relations — which were given in [Voe03] with some mistakes
that were corrected in [Rio12, Theorems 4.5.1 and 4.5.2] — differ from the topo-
logical Adem relations when p = 2, but the relations agree after restricting to the
subring of operations of even topological degree. In particular, the motivic Adem
relations agree with the topological ones after restricting to the Chow ring. The
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operations P a satisfy the Cartan formula, and for x ∈ CH iX,
P ax =
{
0 a > i
xp a = i
Thus CH∗X is an object of U .
For V ∼= (Z/p)k an elementary abelian p-group, we have CH∗V
∼= Fp[y1, . . . , yk],
where |yi| = 1. The functor − ⊗ CH
∗
V : U → U has a left adjoint TV which is
naturally isomorphic to the restriction of T topV to U .
Lemma 3.2 ([Lan92, Section 2.2.6]). For M ∈ U , let ϕM : T
top
V M → TVM be the
map adjoint to the composition M → TVM ⊗ CH
∗
V → TVM ⊗H
∗
V , where the first
map is adjoint to the identity and the second is induced by inclusion. Then ϕM is
an isomorphism.
Since it’s isomorphic to the restriction of T topV , the functor TV is also exact and
commutes with tensor products.
Lemma 3.3 ([Lan92, Section 2.2.6]). For M,N ∈ U , the maps M → TVM ⊗CH
∗
V
and N → TVN ⊗ CH
∗
V adjoint to the identity and the multiplication map CH
∗
V ⊗
CH∗V → CH
∗
V induce a map
M ⊗N → (TVM ⊗ CH
∗
V )⊗ (TVN ⊗ CH
∗
V )→ TVM ⊗ TVN ⊗ CH
∗
V
that is adjoint to a natural isomorphism
TV (M ⊗N)
∼=
−→ TVM ⊗ TVN
Note that the discussion in [Lan92, Section 2.2.6] refers to the case p > 2, but
when p = 2, the categories U and U top are equivalent, with the equivalence given by
changing the grading. Furthermore, the A-modules H∗V and CH
∗
V are isomorphic
after changing the grading in the p = 2 case.
We will need the following lemmas later.
Lemma 3.4. Suppose M,N,K,L ∈ U top and f : TVM → K and g : TVN → L are
isomorphisms adjoint to maps f˜ : M → K⊗CH∗V and g˜ : N → L⊗CH
∗
V . Then the
map
M ⊗N → (K ⊗ CH∗V )⊗ (L⊗ CH
∗
V )→ K ⊗ L⊗ CH
∗
V
induced by f˜ , g˜, and the multiplication map CH∗V ⊗ CH
∗
V → CH
∗
V is adjoint to an
isomorphism
TV (M ⊗N)
∼=
−→ K ⊗ L
Proof. We have a commutative diagram
M ⊗N TVM ⊗ CH
∗
V ⊗ TVN ⊗ CH
∗
V TVM ⊗ TVN ⊗ CH
∗
V
K ⊗ CH∗V ⊗ L⊗CH
∗
V K ⊗ L⊗ CH
∗
V
∼=
∼=
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This gives a commutative square
M ⊗N TVM ⊗ TVN ⊗ CH
∗
V
K ⊗ L⊗ CH∗V K ⊗ L⊗ CH
∗
V
id
,
so by adjunction the following square commutes.
TV (M ⊗N) TVM ⊗ TVN
TV (K ⊗ L⊗ CH
∗
V ) K ⊗ L
∼=
∼=
ǫ
The desired adjunction follows.
Lemma 3.5. If M ∈ U is bounded above, the map TVM → M adjoint to the
inclusion M →M ⊗ CH∗V is an isomorphism.
Proof. This follows from Lemma 3.2 and [Lan92, Proposition 2.2.4], which is the
analogous fact for a bounded-above M ∈ U top.
4 Computation of TVCH
∗
GX
The purpose of this section is to prove Theorem 4.1, which computes TV CH
∗
GX.
Given ρ ∈ Hom(V,G), we write CG(ρ) for the centralizer of the image of ρ in G.
The group homomorphism V × CG(ρ)→ G, (v, h) 7→ ρ(v)h induces a map
fG,X : BV × ECG(ρ)×CG(ρ) X
ρ → EG×G X.
This induces a map CH∗G(X)→ CH
∗(BV ×ECG(ρ)×CG(ρ)X
ρ). By [Tot16, Corol-
lary 9.10], BV satisfies the Chow Ku¨nneth property, meaning that the product map
CH∗BV ⊗ CH∗X → CH∗(BV ×X) is an isomorphism for all schemes X. It fol-
lows that CH∗(BV × ECG(ρ) ×CG(ρ) X
ρ) ∼= CH∗V ⊗ CH
∗
CG(ρ)
(Xρ), giving a map
CH∗GX → CH
∗
V ⊗ CH
∗
CG(ρ)
(Xρ). This induces a map
l˜G,X : CH
∗
GX →
∏
[ρ]∈Rep(V,G)
CH∗V ⊗ CH
∗
CG(ρ)
(Xρ),
which is adjoint to a map
lG,X : TV CH
∗
G(X)→
∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ,
where Rep(V,G) is the set of conjugacy classes of group homomorphisms V → G.
Let F1(X) and F2(X) be the domain and codomain of lG,X , so that lG,X defines a
natural transformation of two functors F1 and F2 from smooth schemes to U .
Theorem 4.1. The map lG,X is an isomorphism.
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Let S ∈ E . We will first prove Theorem 4.1 for the map lS,pt, then for lS,X , then
for lG,X×GL(n)/S , and then finally in full generality.
Lemma 4.2. The map lS,pt : CH
∗
S →
∏
ρ : V→S CH
∗
S is an isomorphism.
Proof. The forgetful functor Ktop → U top has a left adjoint U , which sends an
unstable A-module M to the symmetric algebra on M quotiented by the ideal
generated by elements of the form Sq|x| x−x2 (for p = 2) or P |x|/2x−xp (for p > 2).
These functors restrict to an adjunction on K and U , where K is the category of
unstable A-modules concentrated in even degrees.
The inclusions U → U top and K → Ktop have a left adjoints O¯ and O¯K , given
by quotienting out by the submodule or ideal generated by elements in odd degrees.
We then compute that if F (2) is the free unstable A-module on a generator in degree
two, then UO¯F (2) ∼= CH∗
Z/p. For A ∈ K, by a series of adjunction isomorphisms
together with the isomorphism HomUtop(F (2), A⊗CH
∗
Z/p)
∼= Hom
top
U (F (0)⊕F (2), A)
we have that
HomK(TZ/p(CH
∗
Z/p), A)
∼= HomK(UO¯F (0)⊕ UO¯F (2), A).
Since F (0) ∼= Fp{x}, we have UO¯F (0) ∼= Fp[x]/(x − x
p) ∼= F
p
p. It follows that
TZ/p(CH
∗
Z/p)
∼=
∏
ρ : Z/p→Z/p CH
∗
Z/p. Since CH
∗
V
∼= (CH∗
Z/p)
⊗ rkV ,
TV (CH
∗
Z/p)
∼= (TZ/p)
◦ rkV (CH∗
Z/p)
∼=
∏
ρ : V→Z/p
CH∗
Z/p.
Then TV (CH
∗
W )
∼=
∏
ρ : V→W CH
∗
W by the fact that TV commutes with tensor prod-
ucts. That the map lW,pt is an isomorphism follows from the commutative diagram
TV CH
∗
W T
top
V CH
∗
W T
top
V H
∗
W
∏
ρ
CH∗W
∏
ρ
CH∗W
∏
ρ
H∗W
lW,pt
∼=
ϕ ∼=
id
.
Here the group homomorphism V ×W → W , (v,w) 7→ ρ(v)w and inclusion induce
the composition CH∗W → CH
∗
W ⊗ CH
∗
V → CH
∗
W ⊗ H
∗
V , which is adjoint to ϕ.
The rightmost vertical map is given by the adjoints of the maps H∗W → H
∗
W ⊗H
∗
V
induced by V ×W → W , (v,w) 7→ ρ(v)w; it is an isomorphism by [Hen01, Theorem
18].
We will need the next lemma in this section and again in Section 6. The exact
sequences of parts (a) and (b) may appear more familiar if the reader imagines, in
the notation of the lemma, ed,WCH
∗
SXd,W to be the equivariant Chow ring of the
Thom space of the normal bundle Nd,W . With the appropriate equivariant model
structure for A1-homotopy theory, it should be possible to make this analogy literal,
but we will not need this. One technical issue in doing so would be that the fixed
points functor is not homotopy invariant.
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Lemma 4.3. Let X be a smooth scheme acted on by an elementary abelian group
S. Let Xi ⊆ X be the open subscheme of points with isotropy group of rank at most
i, X(W ) ⊆ X be the subscheme of points with isotropy group W ⊆ S, and Xd,W be
the union of the connected components of X(W ) of codimension d in X. Let Nd,W
be the normal bundle of Xd,W in Xi, and denote its Euler class χ(Nd,W ) by ed,W .
Then there are short exact sequences of unstable A-modules
a)
0→
⊕
d,W
ed,WCH
∗
SXd,W → CH
∗
SXi → CH
∗
SXi−1 → 0
and
b)
0→ ed,WCH
∗
SXd,W → CH
∗
SNd,W → CH
∗
S(Nd,W −Xd,W )→ 0.
Moreover, there are maps hd,W defining maps of short exact sequences
c) ⊕
d,W
TV (ed,WCH
∗
SXd,W ) TV (CH
∗
S(Xi)) TV (CH
∗
SXi−1)
⊕
d,W
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W
∏
ρ
CH∗SX
ρ
i
∏
ρ
CH∗SX
ρ
i−1
⊕hd,W
lS,Xi lS,Xi−1
and
d)
TV (ed,WCH
∗
SXd,W ) TV (CH
∗
SNd,W ) TV (CH
∗
S(Nd,W −Xd,W ))
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W
∏
ρ
CH∗SN
ρ
d,W
∏
ρ
CH∗S(Nd,W −Xd,W )
ρ
hd,W lS,Nd,W lS,Nd,W−Xd,W
Here d ranges from 0 to dimX, W ranges over all subgroups of S isomorphic to
(Z/p)i, and ρ ranges over all homomorphisms V → S.
Proof. Proof of (a) and (c). By [Tot14, Theorem 6.7], there is an exact sequence
0→
⊕
d,W
CH∗−dS Xd,W
⊕(id,W )∗
−−−−−−→ CH∗S(Xi)→ CH
∗
S(Xi−1)→ 0
where id,W is the inclusion Xd,W → Xi and the map CH
∗
S(Xi)→ CH
∗
S(Xi−1) is the
pullback of the inclusion Xi−1 → Xi. Note that pushforward maps generally do not
commute with (cohomological) Steenrod operations, so ⊕d,W (id,W )∗ is not a map of
unstable A-modules.
The map i∗d,W ◦ (id,W )∗ : CH
∗−d
S Xd,W → CH
∗
SXd,W is given by multiplication
by ed,W [Ful98]. The proof of [Tot14, Theorem 6.7] shows that in this case ed,W is
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not a zero-divisor in CH∗SXd,W , so that i
∗
d,W ◦ (id,W )∗ is an injection. Thus ⊕i
∗
d,W
defines an isomorphism of A-modules
ker(CH∗S(Xi)→ CH
∗
S(Xi−1))
⊕i∗d,W
−−−−→
⊕
d,W
ed,WCH
∗
SXd,W
Thus we have an exact sequence
0→
⊕
d,W
ed,WCH
∗
SXd,W
(⊕i∗d,W )
−1
−−−−−−→ CH∗S(Xi)→ CH
∗
S(Xi−1)→ 0,
which is the exact sequence (a). Applying TV gives the first row of (c). Considering
The spaces Xρ instead of X gives an exact sequence
0→
⊕
d,W
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W
⊕d,W,ρ(i
∗
d,w,ρ)
−1
−−−−−−−−−−→
∏
ρ
CH∗SX
ρ
i →
∏
ρ
CH∗SX
ρ
i−1 → 0,
which is the second row of (c). Here id,W,ρ denotes the inclusion Xd,W → (Xi)
ρ.
Let Nd,W =
⊕
α∈hom(im ρ,Gm)
Eα be the isotypic decomposition of Nd,W . Note
that E0, the subbundle of Nd,W on which im ρ acts trivially, is Nd,W,ρ. Thus ed,W =
ed,W,ρ · χ(
⊕
α6=0Eα). Let Wρ ⊆ S be such that S = im ρ×Wρ. Then
CH∗SX
ρ
d,W
∼= CH∗WρX
ρ
d,W ⊗ CH
∗
im ρ,
and since im ρ acts trivially on E0, ed,W,ρ lies in the subring CH
∗
Wρ
Xρd,W ⊗ 1 of
CH∗SX
ρ
d,W . We have a commutative square
CH∗SX
ρ
d,W CH
∗
SX
ρ
d,W ⊗ CH
∗
V
CH∗WρX
ρ
d,W ⊗ CH
∗
imρ CH
∗
Wρ
Xρd,W ⊗ CH
∗
imρ ⊗ CH
∗
V
∼= ∼=
where the top map is induced by V ×S → S, (v, s) 7→ ρ(v)s and the bottom map is
induced by the comultiplication map CH∗im ρ → CH
∗
imρ ⊗ CH
∗
imρ and the inclusion
CH∗imρ ⊆ CH
∗
V . It follows that
l˜S,Xd,W (ed,W ) ∈
⊕
ρ
ed,W,ρCH
∗
SX
ρ
d,W ,
so l˜S,Xd,W induces a map h˜d,W in the commutative square below.
ed,WCH
∗
SXd,W CH
∗
SXd,W
⊕
d,W
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W ⊗ CH
∗
V
∏
ρ
CH∗SX
ρ
d,W ⊗ CH
∗
V
h˜d,W l˜S,Xd,W
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Thus we have a commutative square
ed,WCH
∗
SXd,W CH
∗
S(Xi)
⊕
d,W
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W ⊗ CH
∗
V
∏
ρ
CH∗S(Xi)
ρ ⊗ CH∗V
(i∗d,W )
−1
h˜d,W l˜S,Xi
(i∗d,W,ρ)
−1⊗id
Let hd,W be the map adjoint to h˜d,W . It follows that the first square in (c) commutes,
so (c) is a map of short exact sequences.
Proof of (b) and (d) The basic exact sequence for Chow groups gives an exact
sequence
CH∗SXd,W
(fd,W )∗
−−−−−→ CH∗SNd,W
(gd,W )
∗
−−−−−→ CH∗S(Nd,W −Xd,W )→ 0
where f and g are the inclusions Xd,W → Nd,W and Nd,W − Xd,W → Nd,W . We
again have that (fd,W )
∗◦(fd,W )∗ : CH
∗
SXd,W → CH
∗
SXd,W is given by multiplication
by ed,W . Since ed,W is not a zero divisor, (fd,W )
∗ defines an isomorphism of A-
modules ker(CH∗SNd,W → CH
∗
S(Nd,W −Xd,W )) → ed,WCH
∗
SXd,W . This gives (b)
and exactness of the first row of (d), where the first map is given by (f∗d,W )
−1.
Exactness of the second row of (d) follows from a similar argument, with the first
map given by (f∗d,W,ρ)
−1, where the inclusion fd,W,ρ : X
ρ
d,W → N
ρ
d,W induces an
isomorphism ker(CH∗SN
ρ
d,W → CH
∗
S(Nd,W −Xd,W )
ρ)→ ed,WCH
∗
SX
ρ
d,W .
By the definition of h˜d,W , we have a commutative square
ed,WCH
∗
SXd,W CH
∗
S(Nd,W )
⊕
d,W
∏
ρ
ed,W,ρCH
∗
SX
ρ
d,W ⊗ CH
∗
V
∏
ρ
CH∗SN
ρ
d,W ⊗ CH
∗
V
(f∗d,W )
−1
h˜d,W l˜S,Nd,W
(f∗d,W,ρ)
−1⊗id
It follows that (d) is a map of short exact sequences.
Lemma 4.4. The map lS,X : TV CH
∗
SX →
∏
ρ : V→S CH
∗
SX
ρ is an isomorphism.
Proof. Let r(X) = maxT (rkT ), where T ranges over all isotropy subgroups of points
on X. If r(X) = 0, then S acts freely on X, so CH∗SX
∼= CH∗X/S, and the claim
follows from Lemma 3.5. Now suppose r(X) > 0.
By Lemma 4.3(c) for i = r(X), it suffices to prove that hd,W is an isomorphism,
where 0 ≤ d ≤ dim(X) and W = (Z/p)r(X) ⊆ S. By Lemma 4.3(d), it suffices to
prove the lemma for Nd,W and Nd,W −Xd,W .
By A1-homotopy invariance, CH∗SNd,W
∼= CH∗SXd,W
∼= CH∗W (Xd,W /W
′), where
S = W ⊕ W ′. Since W acts trivially on Xd,W /W
′, CH∗W (Xd,W /W
′) ∼= CH∗W ⊗
CH∗(Xd,W /W
′), and the lemma for Nd,W follows from Lemmas 4.2, 3.5, and 3.4.
Since Xd,W is the subscheme of X with isotropy subgroup equal to W , W
′ acts
freely on Nd,W − Xd,W . Moreover, the isotypic decomposition of Nd,W contains
no trivial representations of W . Thus every point in Nd,W − Xd,W has a proper
subgroup of W as its isotropy subgroup, so r(Nd,W −Xd,W ) < r(X), and the lemma
holds for Nd,W −Xd,W by induction on r(X).
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Lemma 4.5. The map lG,X×GL(n)/S is an isomorphism.
Proof. For λ : V → G, let λY be the closed subscheme of GL(n) of points a ∈ GL(n)
such that a−1ga ∈ S for all g ∈ im(λ) (so that (GL(n)/S)λ = λY/S). Similarly, for
ρ : V → S, let Yρ be the closed subscheme of GL(n) of points a ∈ GL(n) such that
asa−1 ∈ G for all s ∈ im(ρ) (so that (G\GL(n))ρ = G\Yρ). Let λYρ be the closed
subscheme of points a ∈ GL(n) such that a−1λa = ρ. Then λY =
∐
ρ : V→S λYρ, and
Yρ =
∐
λ : V→G λYρ.
Letting H = GL(n), Cλ = CG(λ), and R = Rep(V,G), we have the following
commutative diagram.∐
λ∈R
Cλ\
(
BV × ECλ ×X
λ × λY
)
/S G\ (EG×X ×H) /S
∐
λ∈R
Cλ\(BV × ECλ × ES ×X
λ × λY )/S G\(EG × ES ×X ×H)/S
∐
λ∈R
Cλ\(BV × ES ×X
λ × λY )/S G\(ES ×X ×H)/S
∐
ρ : V→S
λ : V→G
G\(BV ×ES ×Xλ × λYρ)/S
fG,X×H/S
ϕ
θ fS,(X×H)/G
The unlabeled vertical maps are all A1-homotopy equivalences induced by projec-
tion. On BV × ECλ × ES × X
λ × λYρ, ϕ is induced by inclusion and the map
V × Cλ × S → G × S, (v, h, s) 7→ (λ(v)h, ρ(v)s). The map θ is an isomorphism
induced by the identity maps BV × ES ×Xλ × λYρ → BV × ES ×X
λ × λYρ.
Since X has an equivariant ample line bundle, the quotient (X ×H)/G exists
as a scheme by geometric invariant theory. It is smooth because X is smooth, by
[Sta19, Lemma 05B5]. Thus lS,(X×H)/G is an isomorphism by Lemma 4.4, and it
follows that lG,X×H/S is an isomorphism.
Lemma 4.6. Let ρ be anm-dimensional representation of G. Let G act on GL(m)/S
by multiplication, where S is the subgroup of diagonal matrices in GL(m) of order
1 or p. Then we have
CH∗G(X ×GL(m)/S)
∼= CH∗G(X)⊗CH∗GL(m) CH
∗
S,
where CH∗G(X) is a CH
∗
GL(m)-module via the composition
CH∗GL(m)
(Bρ)∗
−−−→ CH∗G → CH
∗
G(X).
Proof. This is a straightforward generalization of the proof of [Tot14, Lemma 6.6],
which establishes the lemma in the case that G is finite and X is a point. First we
consider the Chow ring of Y := G\(EG×X ×GL(m)/T ), where T is the subgroup
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of diagonal matrices in GL(m). We have that Y is the total space of a GL(m)/T -
bundle over X//G := G\(EG × X) given by the pullback of the bundle BT over
BGL(m) by the map X//G → BG → BGL(m). By A1-homotopy invariance,
such a GL(m)/T -bundle has the same Chow ring as a GL(m)/B-bundle, where
B is the subgroup of upper triangular matrices in GL(m). This is the same as a
flag bundle Fl(E), where E is the vector bundle corresponding to the given map
X//G→ BGL(m). The Chow ring of Fl(E) was computed for a vector bundle over
a smooth scheme in, for example, the proof of [Tot14, Theorem 2.13]. We have
CH∗(Y ) ∼= CH∗(Fl(E)) ∼= CH∗G(X)[y1, . . . , yn]/(ei(y1, . . . , yn) = ci),
where |yi| = 1, ei is the ith elementary symmetric function, and ci is the ith Chern
class of E.
Next, G\(EG×X ×GL(m)/S) is a (Gm)n-bundle over Y corresponding to the
pth powers of the line bundles L1, . . . , Ln induced by the map Y → BT . Thus
CH∗G(X ×GL(m)/S)
∼= CH∗G(X)[y1, . . . , yn]/(ei(y1, . . . , yn)− ci, c1(L
p
j))
∼= CH∗G(X)[y1, . . . , yn]/(ei(y1, . . . , yn)− ci),
where the second isomorphism follows from the fact that c1(L
p
j) = pc1(Lj) = 0.
Since CH∗GL(m)
∼= Fp[c1, . . . , cn], the right hand side is isomorphic to CHG(X)⊗CH∗
GL(m)
CH∗S.
We will need the following lemma in this section and again in Section 6.
Lemma 4.7. With the set up of Lemma 4.6, the coequalizer diagram of G-schemes
X ×GL(m)/S ×GL(m)/S X ×GL(m)/S X
p1
p2
p
induces an exact sequence
0→ CH∗G(X)
p∗
−→ CH∗G(X ×GL(m)/S)
p∗1−p
∗
2−−−−→ CH∗G(X ×GL(m)/S ×GL(m)/S)
Proof. By Lemma 4.6, the exact sequence becomes
0→ CH∗GX
p∗
−→ CH∗GX ⊗CH∗H CH
∗
S
p∗1−p
∗
2−−−−→ CH∗GX ⊗CH∗H CH
∗
S ⊗CH∗H CH
∗
S
Since CH∗S is a faithfully-flat CH
∗
H-module, this is exact by faithfully flat descent
[Sta19, Lemma 03OA].
Proof of Theorem 4.1. Let H = GL(n), K = GL(n)/S, and Cλ = CG(λ). We have
a coequalizer diagram of G-schemes
X ×K ×K X ×K X
p1
p2
p
This gives a commutative diagram
0 F1(X) F1(X ×K) F1(X ×K ×K)
0 F2(X) F2(X ×K) F2(X ×K ×K)
p∗
lG,X
p∗1−p
∗
2
lG,X×K lG,X×K×K
p∗ p∗1−p
∗
2
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We will show that the rows are exact. The two rightmost vertical maps are isomor-
phisms by Lemma 4.5, so this will finish the proof. The top row is TV applied to
the sequence
0→ CH∗G(X)
p∗
−→ CH∗G(X ×K)
p∗1−p
∗
2−−−−→ CH∗G(X ×K ×K),
which is exact by Lemma 4.7. Thus the top row is exact by the exactness of TV .
The bottom row is the sequence
0→
∏
λ
CH∗CλX
λ p
∗
−→
∏
λ
CH∗Cλ(X ×K)
λ p
∗
1−p
∗
2−−−−→
∏
λ
CH∗Cλ(X ×K ×K)
λ.
Using the notation from the proof of Lemma 4.5, Kλ =
∐
ρ λYρ/S, where ρ ranges
over all group homomorphisms V → S. Thus it suffices to show that for a given
ρ : V → S and λ : V → G,
0→ CH∗CλX
λ p
∗
−→ CH∗Cλ(X
λ × λYρ/S)
p∗1−p
∗
2−−−−→ CH∗Cλ(X
λ × λYρ/S × λYρ/S)
is exact. For a matrix a ∈ λYρ, left multiplication by a
−1 defines an isomorphism
λYρ
∼=
−→ CH(im(ρ)) ∼= GL(n−k)×G
k
m, where k = rk(im(ρ)). Since k contains the pth
roots of unity, Gm/(Z/p) ∼= Gm, and — using that Gm satisfies the Chow Ku¨nneth
property and that CH∗Gm is trivial — we have
CH∗CH(λ)(X
λ × λYρ/S) ∼= CH
∗
CH(λ)
(Xλ ×GL(n − k)/S′),
and
CH∗CH(λ)(X
λ × λYρ/S × λYρ/S) ∼= CH
∗
CH(λ)
(Xλ ×GL(n− k)/S′ ×GL(n − k)/S′),
where S = S′ × im(ρ). Thus the sequence is exact by Lemma 4.7.
5 Localization away from n-nilpotent modules
In this section, we compute the localization of CH∗G away from Niln = Nil
top
2n ∩U
(Theorem 5.6). One consequence of this result is a generalization of the results of
Yagita and Totaro on an algebro-geometric analog of Quillen’s stratification theorem
(Corollary 5.7).
For I a set of injective objects in an abelian category A, let N (I) be the subcat-
egory of A comprising the objects A ∈ A such that HomA(A, I) = 0 for all I ∈ I.
We say that A ∈ A is N (I)-closed if whenever f : B → C is a morphism with ker(f)
and coker(f) in N (I), the induced map
HomA(C,A)→ HomA(B,A)
is an isomorphism. Equivalently, A is N (I)-closed if ExtiA(N,A) = 0 for all N ∈
N (I) and i = 0, 1.
Subcategories of the form N (I) are always Serre subcategories. We say that
N (I) is localizing if the functor r : A → A/N (I) has a right adjoint s. In this case,
the localization functor L = s ◦ r and unit λ : idA → L are characterized up to
natural equivalence by the facts that for every A ∈ A, the kernel and cokernel of
λ : A→ LA are in N (I) and LA is N (I)-closed.
Note that the inclusion functor U → U top has a right adjoint O˜: for M ∈ U top,
O˜M is the largest submodule of M concentrated in even degrees.
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Lemma 5.1. Let M ∈ U . The following are equivalent.
a) M ∈ Niln
b) The operations Sqa (for p = 2) or Pa (for p > 2) are locally nilpotent for all
0 ≤ a < n.
c) HomU (M,CH
∗
V ⊗ O˜J(2k)) = 0 for all V and for all 0 ≤ k < n
d) HomU (M,CH
∗
V ⊗N) = 0 for all V and for all N ∈ U concentrated in degrees at
most n− 1.
e) (TVM)
i = 0 for all V and for all i ≤ n.
Proof. The implications (a) ⇔ (b) and (a) ⇔ (e) follow immediately from Propo-
sition 2.1 and Lemma 3.2. The implications (a) ⇔ (c) and (a) ⇔ (d) follow
from Proposition 2.1 and the fact that, by [LZ86, Proposition 8.3], O˜(H∗V ⊗ N) =
CH∗V ⊗ O˜N for all N ∈ U
top.
The unstable A-modules H∗V ⊗ J(2k) ∈ U
top are injective in U top for all k and
for all V ∈ E , so the unstable A-modules CH∗V ⊗ O˜J(2k) = O˜(H
∗
V ⊗ J(2k)) are
injective in U . Let In be the set of objects CH
∗
V ⊗ O˜J(2k) in U for V ∈ E and
0 ≤ k < n. By Lemma 5.1, N (In) = Niln.
Lemma 5.2. The subcategories Niln are localizing for all n.
Proof. Since Niln = N (In), Niln is a Serre subcategory. Moreover, U has injective
hulls, and every object M ∈ U has a subobject maximal among all subobjects in
Niln, because the same things are true for U
top and Niltop2n — the injective hulls and
maximal subobjects in U are given by applying O˜ to the respective constructions
in U top. Thus by [Gab62, Corollaire III.3.1], rn : U → U/Niln has a right adjoint
sn.
Lemma 5.3. a) A limit of Niln-closed unstable modules is Niln-closed.
b) If 0 → M1 → M2 → M3 → 0 is an exact sequence in U and M1 and M3 or M2
and M3 are Niln-closed, the third module is as well.
c) For all N ∈ U concentrated in degrees at most n − 1 and V ∈ E, CH∗V ⊗ N is
Niln-closed.
Proof. Parts (a) and (b) are straightforward. Part (c) follows from (b) and the fact
that CH∗V ⊗ O˜J(2k) is Nilk+1-closed for all k and for all V ∈ E .
The groupoid of maps from a smooth scheme Y into the quotient stack [X/G]
is the category of diagrams of G-schemes of the form
E X
Y
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where G acts freely on E and trivially on Y , and E → Y is a principal G-bundle.
Given such a diagram and a map of smooth schemes f : Z → Y , we have the diagram
E ×Y Z X
Z
inducing a functor f∗ : [X/G](Y )→ [X/G](Z). Let A∗GX denote the ring of charac-
teristic classes for these diagrams valued in equivariant Chow rings. That is, A∗GX
is the ring of assignments α : [X/G](Y ) → CH∗GY that are natural with respect to
the pullback of diagrams described above.
The following lemma is a straightforward generalization of [Tot99, Theorem 1.3].
Lemma 5.4. The natural map ϕ : A∗GX → CH
∗
GX that sends α ∈ A
∗
GX to
α


EG×X X
EG×G X


is an isomorphism.
Proof. Given a diagram of G-schemes
Y X
Y/G
we have induced maps
Y/G← EG×G Y → EG ×G X.
The first map is an A1-homotopy equivalence, so these maps induce a map CH∗GX →
CH∗Y/G, giving a map ψ : CH∗GX → A
∗
GX. It is straightforward to check that ψ
defines an inverse to ϕ.
Lemma 5.5. Let h ∈ G. Let G act on EG × X by g · (e, x) = (ge, gx) and on
EG×EG×X by g ·(e1, e2, x) = (ge1, hgh
−1e2, gx). Let pi1, pi2 : (EG×EG×X)/G →
EG×GX be the maps given by pi1((e1, e2, x)) = (e1, x) and pi2((e1, e2, x)) = (e2, hx).
Then ψ := pi∗2 ◦ (pi
∗
1)
−1 : CH∗GX → CH
∗
GX is the identity.
Proof. We have a commutative diagram of G-schemes
X EG×X EG× EG×X EG×X X
EG×G X (EG× EG×X)/G EG×G X
f1 f2
π1 π2
where f1 and f2 are given by (e1, e2, x) 7→ (e1, x) and (e1, e2, x) 7→ (h
−1e2, x). Both
squares are pullback squares.
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By Lemma 5.4, an element x ∈ CH∗GX is equal to α(EG×X) for some charac-
teristic class α ∈ A∗GX (where we suppress the maps to X and EG×G X from the
notation). From the diagram above, we have that
ψ∗(α(EG ×X)) = (pi∗1)
−1(pi∗2(α(EG ×X))) = α(EG×X)
as desired.
For E an elementary abelian subgroup of G, we have a map CH∗GX → CH
∗
E ⊗
(CH∗CG(E)X
E)<n given by composing the map CH∗GX → CH
∗
E ⊗ CH
∗
CG(E)
XE in-
duced by E×CG(E)→ G, (e, g) 7→ eg with the quotient map CH
∗
E⊗CH
∗
CG(E)
XE →
CH∗E ⊗ (CH
∗
CG(E)
XE)<n. For elementary abelian subgroups E1 and E2 of G and
h ∈ G such that hE1h
−1 ⊆ E2, we have a conjugation map ch : E1 → E2, e 7→ heh
−1.
The group homomorphism
E1 × E1 ×CG(E2)→ E1 × CG(E1)
(e1, e2, g) 7→ (e1e2, h
−1gh),
together with the map XE2 → XE1 , x 7→ h−1x induces a map
φ1 : EE1 × EE1 × ECG(E2)×CG(E2) X
E2 → EE1 × ECG(E1)×CG(E1) X
E1 ,
and the group homomorphism
E1 × E1 × CG(E2)→ E2 × CG(E2)
(e1, e2, g) 7→ (he1h
−1, he2h
−1g).
together with the identity map XE2 → XE2 induces a map
φ2 : EE1 × EE1 × ECG(E2)×CG(E2) X
E2 → EE2 × ECG(E2)×CG(E2) X
E2 .
By Lemma 5.5, the compositions of φ1 and φ2 with the maps Ei × CG(Ei) → G
induce the same compositions
CH∗GX → CH
∗
Ei ⊗ (CH
∗
CG(Ei)
XEi)<n → CH∗E1 ⊗ (CH
∗
E1 ⊗ CH
∗
CG(E2)
XE2)<n.
Theorem 5.6. Let λn be the map from CH
∗
GX to
Eq:
∏
E
CH∗E ⊗CH
<n
CG(E)
XE
∏
ch : E1→E2
CH∗E1 ⊗ (CH
∗
E1 ⊗ CH
∗
CG(E2)
XE2)<n
induced by the maps above. Then λn is localization away from Niln.
Note that Theorem 5.6 doesn’t follow from [HLS95, Theorem 4.9], since CH∗GX
need not be finitely generated as a module over CH∗G, and CH
∗
G need not be noethe-
rian.
Proof. By Lemma 5.3, CH∗E ⊗ N is Niln-closed for all E ∈ E and N concentrated
in degrees less than n. The product of Niln-closed unstable modules is Niln-closed,
as is the kernel of a map between Niln-closed unstable modules. It follows that the
codomain of λn is Niln-closed, so it remains to show that ker(λn) and coker(λn) are
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in Niln. By Lemma 5.1, it is equivalent to show that TV (λn) is an isomorphism in
degrees less than n for all V ∈ E .
Applying lemmas 3.5, 4.2, and 3.4, TV (λn) becomes∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ ϕ−→
ker

∏
E,ρ′
CH∗E ⊗ CH
<n
CG(E)
XE
ϕ1−ϕ2
−−−−→
∏
ch,ρ′′
CH∗E1 ⊗ (CH
∗
E1 ⊗ CH
∗
CG(E2)
XE2)<n

 ,
where ρ′ ranges over all maps V → E and ρ′′ ranges over all maps V → E1. For
some ρ and ρ′ : V → E, the map CH∗CG(ρ)X
ρ → CH∗E ⊗ CH
<n
CG(E)
XE given by ϕ is
trivial if ρ and ρ′ are not conjugate. If ch(ρ
′) = ρ for some h ∈ G, then the map is
the one induced by
φ : E × CG(E)
mult
−−−→ CG(E)
ch−→ CG(ρ)
and the map XE → Xρ given by x 7→ hx.
For some ρ′ : V → E, ρ′′ : V → E1, and α : E1 → E2, the map CH
∗
E ⊗
CH<nCG(E)X
E → CH∗E1 ⊗ (CH
∗
E1
⊗ CH∗CG(E2)X
E2)<n given by ϕ1 is trivial unless
E = E1 and ρ
′ = ρ′′, in which case it is the map induced by φ1. The map given by
ϕ2 is trivial unless E = E2 and ch(ρ
′′) = ρ′, in which case it is the map induced by
φ2.
It suffices to show that
0→
∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ ϕ−→
∏
E
ρ′ : V→E
CH∗E ⊗ CH
∗
CG(E)
XE
ϕ1−ϕ2
−−−−→
∏
ch : E1→E2
ρ′′ : V→E1
CH∗E1 ⊗ CH
∗
E1 ⊗ CH
∗
CG(E2)
XE2
is exact. We have already seen that ϕ1 ◦ ϕ = ϕ2 ◦ ϕ, so it remains to show that ϕ
is injective and that im(ϕ) ⊇ ker(ϕ1 − ϕ2).
Consider the composition∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ ϕ−→
∏
E
ρ′ : V→E
CH∗E ⊗ CH
∗
CG(E)
XE →
∏
[ρ]∈Rep(V,G)
CH∗CG(ρ)X
ρ,
where the maps CH∗E ⊗ CH
∗
CG(E)
XE → CH∗CG(ρ)X
ρ are trivial unless im(ρ) = E,
in which case they are induced by the inclusion CG(ρ) → im(ρ) × CG(ρ) and the
map Xρ → XE , x 7→ h−1x. The composition
CG(ρ)→ im(ρ)× CG(ρ)
φ
−→ CG(ρ)
is the identity, so the induced composition on Chow groups is the identity, so ϕ is
injective.
Finally, let (xE,ρ′) ∈
∏
CH∗E ⊗ CH
∗
CG(E)
XE with |xE,ρ′ | = k for all E and ρ
′.
Then
xE,ρ′ = yE,ρ′,k ⊗ 1 + yE,ρ′,k−1 ⊗ zE,ρ′,1 + . . . + 1⊗ zE,ρ′,k
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for some yE,ρ′,i and zE,ρ′,j. We will show that ϕ((zim(ρ),ρ,k)) = (xE,ρ′). For a given
E and ρ′, consider the composition
CH∗E ⊗ CH
∗
CG(E)
XE
ϕ1−ϕ2
−−−−→ CH∗E ⊗ CH
∗
E ⊗ CH
∗
CG(E)
XE → CH∗E ⊗ CH
∗
CG(E)
XE ,
where the second map is induced by the identity on XE and the inclusion
E × CG(E) ∼= 1× E × CG(E)→ E × E ×CG(E).
Since (xE,ρ′) ∈ ker(ϕ1 −ϕ2), the first map sends xE,ρ′ to 0. On the other hand, the
composition sends xE,ρ′ to xE,ρ′ − ϕ
′(zE,ρ′,k), where ϕ
′ : CH∗CG(E)X
E → CH∗E ⊗
CH∗CG(E)X
E is the map induced by multiplication. If ρ is conjugate to ρ′ via
ch, the map ϕ : CH
∗
CG(ρ)
Xρ → CH∗E ⊗ CH
∗
CG(E)
XE factors as ϕ′ ◦ ψh, where
ψh : CH
∗
CG(ρ)
Xρ → CH∗CG(E)X
E is the map induced by CG(ρ)→ CG(E), g 7→ hgh
−1
and Xρ → XE , x 7→ hx. Thus it suffices to show that ψ∗h(zim(ρ),ρ,k) = zE,ρ′,k. Con-
sider the compositions
CH∗im(ρ) ⊗ CH
∗
CG(ρ)
Xρ
ϕ1
−→ CH∗im(ρ) ⊗CH
∗
im(ρ) ⊗ CH
∗
CG(E)
XE → CH∗CG(E)X
E ,
and
CH∗E ⊗ CH
∗
CG(E)
XE
ϕ2
−→ CH∗im(ρ) ⊗ CH
∗
im(ρ) ⊗ CH
∗
CG(E)
XE → CH∗CG(E)X
E ,
where the second maps are induced by the inclusion CG(E)→ im(ρ)×im(ρ)×CG(E)
and the identity on XE . The first composition sends xim(ρ),ρ to ψ
∗
h(zim(ρ),ρ,k), while
the second sends xE,ρ′ to zE,ρ′,k. Since (xE,ρ′) ∈ ker(ϕ1 − ϕ2), it follows that
ψ∗h(zim(ρ),ρ,k) = zE,ρ′,k.
Taking n = 1 in Theorem 5.6 gives the following corollaries.
Corollary 5.7. The map
CH∗G → lim
E⊆G
CH∗E
is an F-isomorphism. Here the limit ranges over all elementary abelian subgroups
E of G, with maps given by inclusion and conjugation.
Proof. This follows from Theorem 5.6, Lemma 5.1, and the fact that the domain
and codomain are unstable A-algebras.
Corollary 5.8. If G is a linear algebraic group over C, then the cycle map
CH∗G → H
∗
G
is an F-isomorphism.
Proof. This follows from Quillen’s stratification theorem, Corollary 5.7, and the fact
that the cycle map CH∗E → H
∗
E is an F-isomorphism for every E ∈ E .
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6 The invariants d0(CH
∗
G) and d1(CH
∗
G)
For M ∈ U , define d0(M) and d1(M) to be the smallest integers n0 and n1 such
that the map M → λni+1M given in Theorem 5.6 is injective and an isomorphism,
respectively. If no such ni exists, we define di(M) =∞. In this section, we prove To-
taro’s conjecture regarding d0(CH
∗
G) (Proposition 6.1) and give bounds for d0(CH
∗
G)
and d1(CH
∗
G) in terms of the representation theory of G (Theorem 6.2).
For G a finite group, Totaro defined d0(CH
∗
G) to be the smallest integer d such
that the map
CH∗G →
∏
E
CH∗E ⊗ CH
≤d
CG(E)
is injective, and conjectured that d0(CH
∗
G) is equal to the largest integer d such
that CH∗G contains a dth suspension of an unstable A-module [Tot14, Conjecture
12.8]. By Theorem 5.6, the two definitions of d0(CH
∗
G) agree, and the following
proposition positively answers Totaro’s conjecture.
Proposition 6.1. The invariant d0(CH
∗
G) is equal to the largest d such that CH
∗
G
contains a nonzero submodule of the form ΣdM , for M an unstable A-module.
Proof. Note that d0(CH
∗
G) is equal to the largest d such that Md 6= 0, where Md ⊆
CH∗G is the largest unstable submodule of CH
∗
G contained in Nild. (Such a d exists
by Theorem 6.2, which will give an upper bound for d0(CH
∗
G).) By [Sch94, Lemma
6.1.4], Md/Md+1 is the dth suspension of an unstable A-module. On the other hand,
by Proposition 2.1, any unstable module of the form ΣdM , M ∈ U , is 2d-nilpotent
when regarded as an object of U top, hence d-nilpotent as an object of U .
Theorem 6.2. Suppose that G has a faithful representation of degree n. Then
a) d0(CH
∗
GX) ≤ n
2 + dimX − dimG
b) d1(CH
∗
GX) ≤ 2n
2 + dimX − dimG
Suppose G is finite. Then
c) d0(CH
∗
GX) ≤ n(n− 1)/2 + dimX
d) d1(CH
∗
GX) ≤ n(n− 1) + dimX
I expect that the bounds of Theorem 6.2 can be improved. By [Tot14, Theorem
12.7], d0(CH
∗
G) ≤ n − c, where G is a finite p-group, n is the degree of a faithful
representation of G, and c is the p-rank of the center of G. Furthermore, Totaro
and Guillot ([Tot14], [Gui05]) have observed that d0(CH
∗
G) is often less than known
bounds in examples, particularly when p is odd.
Lemma 6.3. (cf [HLS95, Proposition 3.6(b)]) Let M1,M2,M3 ∈ U .
a) If 0 → M1 → M2 → M3 is an exact sequence, then d0M1 ≤ d0M2 and d1M1 ≤
max(d1M2, d0M3).
b) If 0→M1 →M2 →M3 → 0 is an exact sequence, then d1M2 ≤ max(d1M1, d1M3).
Proof. The localization functor Ln is given by the composition of an exact functor
with its right adjoint, so it is left exact. The bounds in (a) follow from the five
lemma. Lemma 5.3 implies (b).
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Lemma 6.4. [Tot14, Lemma 5.3] Suppose a split torus T acts on a smooth scheme
X with finite stabilizer groups. Then CH iX = 0 for i > dimX − dimT .
Lemma 6.5. Suppose S ∈ E acts on a smooth scheme X, T is a split torus acting
on X with finite stabilizer groups, and the actions of S and T commute. Then
d1(CH
∗
SX) ≤ dimX − dimT .
Proof. Let r(X) = maxE(rkE) where E ranges over all isotropy subgroups of S of
points on X. If r(X) = 0, then S acts freely on X, so CH∗SX
∼= CH∗X/S. As T
acts on X/S with finite stabilizers,
d1(CH
∗
SX) = d1(CH
∗X/S) ≤ dim(X)− dim(T )
by Lemmas 5.3 and 6.4. Now suppose that r(X) > 0.
By Lemma 4.3 for i = r(X) and Lemma 6.3, it suffices to prove the claim for
CH∗SNd,W and CH
∗
S(Nd,W−Xd,W ), where 0 ≤ d ≤ dim(X) andW = (Z/p)
r(X) ⊆ S.
(Since the action of T commutes with the action of S, the action of T restricts to
an action on Xd,W , inducing actions on Nd,W and Nd,W −Xd,W .)
By A1-homotopy invariance,
CH∗SNd,W
∼= CH∗SXd,W
∼= CH∗W (Xd,W /W
′) ∼= CH∗W ⊗ CH
∗(Xd,W /W
′),
where S =W ⊕W ′. Thus the claim holds for Nd,W by Lemmas 5.3 and 6.4.
As in the proof of Lemma 4.4, r(Nd,W −Xd,W ) < r(X), so the claim holds for
Nd,W −Xd,W by induction.
Proof of Theorem 6.2. LetG→ GL(n) be a faithful representation ofG. By Lemma
4.7, we have an exact sequence
0→ CH∗G(X)
p∗
−→ CH∗G(X ×GL(n)/S)
p∗1−p
∗
2−−−−→ CH∗G(X ×GL(n)/S ×GL(n)/S)
Since
CH∗G(X ×GL(n)/S)
∼= CH∗S(X ×G GL(n))
and
CH∗G(X ×GL(n)/S ×GL(n)/S)
∼= CH∗S×S((X ×GL(n)×GL(n))/G),
parts (a) and (b) follow from Lemmas 6.3 and 6.5.
Now suppose that G is finite. Let U ⊆ GL(n) be the subgroup of strictly upper
triangular matrices. As U is an iterated extension of copies of the additive group
Ga, we have that
CH∗S(X ×G GL(n))
∼= CH∗S(X ×G U\GL(n)),
and
CH∗S×S((X ×GL(n)×GL(n))/G)
∼= CH∗S×S((X × U\GL(n)× U\GL(n))/G)
by A1-homotopy invariance. Furthermore the subgroup T ⊆ GL(n) of diagonal
matrices normalizes U , so T acts on (X×U\GL(n))/G on the left by multiplication.
Moreover, the action of T commutes with the action of S, so parts (c) and (d) follow
from Lemmas 6.3 and 6.5.
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