The proposed control strategy presented in this paper makes use of conventional control algorithms in combination with an evolutionary optimization technique. The resulting strategy is applied to a non-linear MIMO system and several implementations of genetic algorithms are tested. Results show better performance when tuning conventional interdependent control loops by means of genetic algorithm optimization. The authors present the implementation of a data acquisition and control system for a 3-dimensional crane.
INTRODUCTION
Technological advances over the past decades made possible the integration of computers in control systems. From embedded microcontrollers to fully operational PC control units with friendly user interfaces, the basic structure of discrete control systems remains the same. Data acquisition and command transmission are important steps in the proper functioning of such a control architecture.
If one would want to control a process using a computer, first a solution must be found on how to make it aware of the dynamic of process and, after that, the computer must be given capabilities to influence the process' parameters. The first problem is solved by using sensors and the second problem is solved by using actuators. This means that the computer receives information from sensors about the dynamic of the controller system and, using the actuators, modifies it. Of course, the computer does not modify the dynamic randomly, but according to the control strategy designed by the system engineer.
However, another problem occurs. The computer must be capable of interaction with the sensors and with the actuators. This means that there must be a compatibility between the signals that the computer, the sensors and the actuators are using. Most of the times, there is not any direct compatibility, therefore data acquisition boards and command transmission units are used in order to achieve this compatibility.
One type of data acquisition board and command transmission unit is implemented with the use of microcontrollers (Panfil (2004) ). The big advantage when using microcontrollers is that, if it is necessary, for example, to improve the performance of the data acquisition process, there is no need to change the hardware structure of the data acquisition board. All what should be done is to change the firmware.
The question as to why one would even need a PC in order to close a control loop is found in the inherent non-linearities and complexity of real life systems. Whether analytically modeled or just experimentally identified, there will always be an amount of uncertainty associated with the process at hand's model, thus making the design of a control system less than perfect and requiring further tuning. Such is the case of MIMO (multiple input, multiple output) systems, especially when full decoupling is impossible.
A relevant example of a MIMO non-linear system is the 3-dimensional (3D) crane. This system presents up to 5 output and 3 input signals, has a complex model and inherent nonlinearities (as presented in the following section). In literature, the crane system is controlled via advanced or intelligent control architectures. In Wu (2006) the authors present a study in which the crane mounting is considered, in order to obtain a finite element model for a better approximation of the non-linear crane model. However, when not possible, the control method must compensate for modelling uncertainties. Thus, in Hua et Shine (2007) an adaptive controller is implemented, based on plant parameter estimation. A fuzzy system strategy is used in Chang et Chiang (2008) , where the strategy implemented makes use of the parameter estimation data to design the fuzzy controller. However, both intelligent and advanced techniques have been used together in order to obtain better performances. In Liu et al. (2005) the authors present an adaptive fuzzy controller for a 2-dimensional crane by tackling the issue in two separate sub-problems and using the fuzzy logic to perform further controller tuning, while in Yu et al. (2009) a fuzzy system is used to compensate for gravity and friction along with a proportional-derivative control scheme.
Control strategies for MIMO systems employed over the years include a wide range of techniques, from intelligent control, such as hybrid fuzzy-logic-neural-network control strategies Lin et Lian (2009) , to adaptive control, some ensuring global stability through control schemes based on linearization, in Zhoua et Wu (2008) , others resorting to multirate sampling in order to resolve the different number of inputs and outputs issue, in Mizumoto et al. (2007) .
The paper is organized as follows. The authors start by presenting the experimental setup and the model of the process (Section 2). Afterwards, in Section 3, the authors present the proposed control strategy using genetic algorithms for conventional controller tuning. In Section 4, the authors present the case study discussed in this paper. The results from simulation are compared with the experimental ones. Finally, Section 5 contains the conclusions and the directions for future research.
EXPERIMENTAL SETUP AND CRANE MODEL
The non-linear MIMO system taken into study in this paper is a 3-dimensional (3D) Crane. This electromechanical system has a complex dynamic behavior, being controlled from a PC. The 3D Crane setup consists of a payload (lifted and lowered in the Oz direction by a motor mounted on a cart) hanging on a pendulum-like lift-line. The cart is mounted on a rail, giving the system capability of horizontal motion in the Ox and Oy direction. Thus, the payload can move in 3 dimensions. . As actuators, the system makes use of three RH158.24.75 DC motors. Data acquisition is performed by means of five encoders that measure five process variables: the three coordinated of the payload in space and two deviation angles of the lift-line, with a resolution of 2048 pulses per rotation (ppr) for the spatial coordinates and 0.0015 rad for the deviation angles. A brake-out box contains an interface module that amplifies the control signals which are transmitted from the PC to the DC motors.
The hardware setup includes a data acquisition board (DAQ), a command transmission unit (CTU) and a computer that implements the control algorithms and user interface (PC).
The DAQ and the CTU each have an ATMEL microcontroller, namely ATMEGA16, a MAX-RS232 module and a clock signal generator. The CTU microcontroller is used to convert the controller outputs into PWM signals used to command the motors (Barrett et Pack 2008) . The DAQ microcontroller counts the rising and falling edges of the signals provided by the encoders and sends them in digital format to the PC. The MAX-RS232 module is used for the communication between the PC and the DAQ, also between the PC and the CTU. The clock signal generator sets the working frequency of the microcontroller at the value of 16MHz.
The PC receives the data from the DAQ, computes the command and then sends it to the CTU. Also, on the PC runs a user-friendly graphic interface, developed using Java programming language, which allows to modify the setpoints for the Ox, Oy and Oz directions, the tuning parameters of the discrete controllers and to view, in real time graphical representation, the movement of the payload over the three axes.
The 3D Crane is a MIMO system, having three input variables (control signals for the three DC motors) and five output variables (encoder signals). The non-linear characteristic is given by the pendulum-like motion of the payload in space, with a variable line length. Figure 1 (InTeCo (2000)) presents the crane system, where: x w (not represented) is the distance of the rail with the cart from the center of the construction frame; y w (not represented) is the distance of the cart from the center of the rail; R is the length of the lift-line; α represents the angle between the Oy axis and the lift-line; β represents the angle between the negative direction on the Oz axis and the projection of the lift-line onto the Oxz plane; m c is the mass of the payload; m w is the mass of the cart; m s is the mass of the moving rail; x c , y c , z c are the coordinates of the payload; S = F R -T R represents the reaction force in the lift-line acting on the cart; F x is the force driving the rail with cart; F y is the force driving the cart along the rail; F R is the force controlling the length of the lift-line; T x , T y , T R are friction forces. The non-linear model with three control forces and three degrees of freedom is described by:
(1) where the following notations have been used: 
PROPOSED CONTROL STRATEGY
GAs represent a valid approach to the control of a non-linear MIMO process. The control strategy implemented in this paper makes use of GA optimization in order to find the necessary tuning parameters for a set of PID class controllers.
The main issue when dealing with MIMO (multiple outputmultiple input) processes is the inability to perform a complete decoupling of the controlled plant outputs in regard to the control variables. A MIMO process usually presents variable dependencies that are impossible to model, hence modeling approximations are performed. The 3D crane model taken into consideration in this paper presents a high level of complexity. However, simulation and experimental results showed that the implemented controllers require further tuning in order to obtain the specified performance criteria. The tuning parameters are adjusted, in this paper, by means of GA optimization, both in an offline and online implementation.
The proposed control strategy makes use of conventional PID class controllers for the three space coordinates of the payload (figure 2), where: x c , y c , z c represent the controlled variables, r xc , r yc , r zc are a set of setpoints for the controlled variables, u i {i=1:3} are the control signals for the three axes and Π i {i=1:3} represent a set of three tuning parameters for the three PID controllers employed in the system and F is the performance index to be minimized. Figure 3 presents the simulated and experimental responses for a set of manually tuned controllers. As expected, the response of the system can be considerably improved by fine-tuning the chosen PID parameters. This is a difficult task, given the large numbers of interdependent parameters that require further adjustment.
Genetic algorithms (GAs) are one of the most cited evolutionary optimization techniques in literature. Based on a heuristic approach, GAs are suitable for a wide range of optimization problems, specifically those that deal with modeling uncertainties and gross approximations.
GAs are based on the evolutionary "survival of the fittest" concept. The problem's possible solutions are thus coded into a population, which is then allowed to "evolve". The passing from one generation to another is obtained by means of natural selection.
The main steps of a GA are as follows (Dumitrache et Buiu (1999) ):
-Population initialization; -Fitness evaluation for initial population; -While the termination condition is not met, for each generation: -Selection of the new population; -Recombination of individuals; -Fitness evaluation for current population;
Thus, GAs perform a search on multiple directions in order to find the solution amongst a given population, by evaluation the fitness of each individual. The fitness is a function modeling the objective of the procedure. Its description is
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problem-specific, but its purpose is to eliminate unfit/unwanted solutions from the gene pool. The fitness function returns a minimization performance index which in turn will be used for the selection of the new generation. The lower the performance index, the higher the fitness of an individual, the closer it is to the solution. The performance index of the entire procedure is given by the fitness of the best population, or, should the case be, by the fitness of the solution.
This paper tests three different selection functions for the evaluated population. The roulette wheel selection generates a roulette wheel in which each individual is represented according to its fitness, proportionally. The larger the fitness value, the more room it will have on the wheel. The selection occurs by generating a random number and counting the wheel sections. The individuals with greater fitness are more likely to be selected since they have a larger section of the roulette wheel assigned. The rank selection function makes use of a fitness-based sorted population list, from which the extremes are eliminated. The resulting population will then have greater chances to be selected. The method has a slower convergence than roulette wheel selection. The tournament selection procedure involves running several tournaments among a specified number of individuals chosen at random from the evaluated population. The winner of each tournament is considered to be the one with the best fitness value, and therefore is selected for recombination.
By means of this evolutionary optimization technique, the parameters of the chosen PID controllers are fine-tuned in a simulated environment and then tested on the real system. Therefore, the procedure makes use of offline tuning. Given the complexity of the search and the large number of variables, the implemented GA requires large computing times and resources, making an online implementation difficult on a single computer.
The control architecture implemented in this paper is presented in figure 4 . The Offline Module contains a PC that deals with running the GA used for the fine tuning of the conventional controllers. An Online Module represents the implemented control loop, with the discrete PID controllers running on a PC and the DAQ and CTU boards respectively.
The main steps of the implemented genetic algorithm are presented as follows. The initialization of the algorithm performs a random generation of the first solution pool, taking into consideration the constraint requirements for each variable. An individual in the algorithm is represented by the binary coding of the nine tuning parameters of the three PID controllers, proportional, integral and derivative gains. For each generation, an evaluation is performed, taking into account the fitness of each individual. The fitness is computed by analyzing the step response on each axis. When an individual is deemed unfit (the solution does not meet the controller design performance requirements), it is eliminated from the population. The selected individuals are then recombined into a new generation. When the stop condition is met (reach of a user defined number of generations), the algorithm provides a solution to the problem. Based on a GA performance index, the solution is accepted as viable or not. 
CASE STUDY

Platform Implementation
The platform implemented in this paper makes use of a specially designed communication protocol and discrete PID controllers running in real time on a PC. In the Loop A:
-The PC computes the current value of the error, as the difference between the setpoint and the current process output;
-Computes the current value of the command u(k);
-Converts the current value of the command u(k) into percents, considering the highest possible value for u(k);
-Creates an XML message containing, as information, the converted values for u(k);
-Sends the XML message to the CTU;
-Waits for a message from the CTU to have the confirmation that the CTU received the message and that the command was successfully transmitted into the system; -The CTU receives the message from the PC and extracts the useful information from it;
-Creates the PWM signals and sends them to the motors (the PWM signals have a frequency of 1 KHz);
-After the command is applied, the CTU sends a message to the PC to confirm the fact that the command was successfully transmitted into the system; -The PC waits for an XML message from the DAQ containing, as information, the process outputs;
-Parses the XML message and extracts the useful information;
-Gives a real time graphical representation of the payload's movement over the three axes.
In the Loop B:
-The DAQ receives three digital signals from the three encoders and counts the rising and falling edges of the signals;
-Creates an XML message containing, as information, the values of the three counters;
-Sends the XML message to the PC.
The discrete PID controllers are obtained from the continuous PID forms using a sampling time of 0.75 seconds and a bilinear approximation method. The general form of the controllers implemented in this paper is:
where: k is the current time step; u(k) represents the command value computed at the current time step; u(k-1) is the command value computed at the previous time step and u(k-2) is the command values computed two time steps prior; e(k) represents the error value between the setpoint and the system's output at the current moment; e(k-1) is the error between the setpoint and the system's output at the previous time step, while e(k-2) is the error between the setpoint and the system's output two time steps before; a 1 , a 2 , b 0 , b 1 , b 2 are the coefficients resulted when the discrete PID controllers were obtained from their continuous PID forms.
Experimental Study
The case study presented in this paper presents the comparative results obtained using both simulation and the experimental setup. Making use of three different termination conditions for the GAs implemented, and also three different selection procedures, respectively, the proposed control architecture is tested. The performance criteria taken into account includes settling time, overshoot and steady state error of the step responses for each direction. Table 1 presents both simulation and experimental results for each of the cases considered in this paper. The total run time for the GAs varies between 100 and 150 seconds, using an Intel Pentium Dual CPU 2.16 GHz processor. The cases analyzed in this paper are (Table 1) Figures 5 presents the experimental and simulation responses for the best controller out of all the analyzed cases (AG25G RWSF). The simulated response has better performance than the experimental one, hence pointing out the uncertainties in the model. However, comparing this result with the implicit set of controllers found manually by a human operator (figure 3), the decrease in settling time is significant for the system working with GA tuned controllers. 
CONCLUSIONS
This paper presents a genetic algorithm control of a nonlinear MIMO 3D crane system. The main issue solved in this paper is finding a suitable set of controllers for the considered system and designing a platform specific data acquisition and command transmission boards, together with an especially developed communication protocol. Results show considerable improvement in the system's performances after implementing the GA offline module. Authors present an elegant controller design method with increased efficiency and reliability. A major issue in this paper was the initialization procedure of the genetic algorithms, that can influence the outcome of the optimization performed. Another issue to be addressed in future developments is the sampling period for the data acquisition board, that can be reduced by implementing parallel data acquisition for all encoders. The authors consider of major importance the further study of the genetic algorithm control module, that can be enhanced by real-time optimization implementation in a distributed fully-online control system.
