We de ne Dumont's statistic on the symmetric group S n to be the function dmc: S n ! N which maps a permutation to the number of distinct nonzero letters in code( ). Dumont showed that this statistic is Eulerian. Naturally extending Dumont's statistic to the rearrangement classes of arbitrary words, we create a generalized statistic which is again Eulerian. As a consequence, we show that for each distributive lattice J(P ) which is a product of chains, there is a poset Q such that the f-vector of Q is the h-vector of J(P ). This strengthens for products of chains a result of Stanley concerning the ag h-vectors of Cohen-Macaulay complexes. We conjecture that the result holds for all nite distributive lattices.
Introduction
Let S n be the symmetric group on n letters, and let us write each permutation in S n in one line notation: = 1 n . We call position i a descent in if i > i+1 , and an excedance in if i > i. Counting descents and excedances, we de ne two permutation statistics des : S n ! N and exc : S n ! N by des( ) = #fi j i > i+1 g; exc( ) = #fi j i > ig:
It is well known that the number of permutations in S n with k descents equals the number of permutations in S n with k excedances. This number is often denoted A(n; k + 1) and the generating function or equivalently, #f 2 S n j stat( ) = kg = #f 2 S n j des( ) = kg; for k = 0; : : : ; n ? 1 is called Eulerian. A third Eulerian statistic, essentially de ned by Dumont 6] , counts the number of distinct nonzero letters in the code of a permutation. We de ne code( ) to be the word c 1 c n , where c i = #fj > i j j < i g: Denoting Dumont's statistic by dmc, we have dmc( ) = #f`6 = 0 j`appears in code( )g: Example 1.1. = 2 8 4 3 6 7 9 5 1; code( ) = 1 6 2 1 2 2 2 1 0:
The distinct nonzero letters in code( ) are f1; 2; 6g. Thus, dmc( ) = 3.
Dumont showed bijectively that the statistic dmc is Eulerian. While few researchers have found an application for Dumont's statistic since 6], Foata 8] proved the following equidistribution result involving the statistics inv (inversions) and maj (major index). These two statistics belong to the class of Mahonian statistics. (See 8] for further information.) Theorem 1.1. The Eulerian-Mahonian statistic pairs (des, inv) and (dmc, maj) are equally distributed on S n , i.e. #f 2 S n j des( ) = k; inv( ) = pg = #f 2 S n j dmc( ) = k; maj( ) = pg:
Note that the statistics des, exc, and dmc are de ned in terms of set cardinalities. We denote the descent set and excedance set of a permutation by D( ) and E( ), respectively. We de ne the letter set of an arbitrary word w to be the set of its nonzero letters, and denote this by L(w). We will denote the letter set of code( ) by LC( ). Thus, des( ) = jD( )j; exc( ) = jE( )j; dmc( ) = jLC( )j:
It is easy to see that for every subset T of n?1] = f1; : : : ; n?1g, there are permutations ; , and in S n satisfying
In fact, Dumont's original bijection 6] shows that for each such subset T we have #f 2 S n j E( ) = Tg = #f 2 S n j LC( ) = Tg:
However, the analogous statement involving D( ) is not true.
Generalizing permutations on n letters are words w = w 1 w m on n letters, where m n. We will assume that each letter in n] appears at least once in w. Generalizing the symmetric group S n , we de ne the rearrangement class of w by R(w) = fw ?1 (1) w ?1 (m) j 2 S m g:
Each element of R(w) is called a rearrangement of w.
Many de nitions pertaining to S n generalize immediately to the rearrangement class of any word. In particular, the de nitions of descent, descent set, code, letter set of a code, and Dumont's statistic remain the same for words as for permutations. Generalization of excedances requires only a bit of e ort.
For any word w, denote by w = w 1 w m the unique nondecreasing rearrangement of w. We de ne position i to be an excedance in w if w i > w i . Thus, exc(w) = #fi j w i > w i g:
If position i is an excedance in word w, we will refer to the letter w i as the value of excedance i. One A well known result concerning word statistics is that the statistics des and exc are equally distributed on the rearrangement class of any word w, #fy 2 R(w) j exc(y) = kg = #fy 2 R(w) j des(y) = kg:
Analogously to the case of permutation statistics, a word statistic stat is called Eulerian if it satis es #fy 2 R(w) j stat(y) = kg = #fy 2 R(w) j des(y) = kg for any word w and any nonnegative integer k.
In Section 2, we state and prove our main result: that dmc is Eulerian as a word statistic. Our bijection is di erent than that of Dumont 6] , which doesn't generalize obviously to the case of arbitrary words. Applying the main theorem to a problem involving f-vectors and h-vectors of partially ordered sets, we state a second theorem in Section 3. This result strengthens a special case of a result of Stanley 9] concerning the ag h-vectors of balanced Cohen-Macaulay complexes. We prove the second theorem in Sections 4 and 5, and nish with some related open questions in Section 6.
Main theorem
As implied in Section 1, we de ne Dumont's statistic on an arbitrary word w to be the number of distinct nonzero letters in code(w). Calculation of e 1 ; : : : ; e 5 and e 9 is straightforward since the positions i = 1; : : : ; 5 and 9 are excedances in v or satisfy c i = 0. We calculate e 6 , e 7 , and e 8 as follows. Since c 6 = 2, and the second excedance in v with value at least v 6 = 4 is 3, we set e 6 = 3. Since c 7 = 2, and the second excedance in v with value at least v 7 = 5 is 4, we set e 7 = 4. Since c 8 = 1, and the rst excedance in v with value at least v 8 = 3 is 1, we set e 8 = 1.
We prove Theorem 2.1 with a bijection : R(w) ! R(w) which satis es
and therefore
De nition 2.3. Let w = w 1 w m be any word. De ne the map : R(w) ! R(w) by applying the following procedure to an arbitrary element v of R(w). The letter e i , being one of these excedances, is therefore at most k.
Thus the map is well de ned and satis es (2.1) and (2.2). We invert by applying the procedure in the following proposition. To prove that the biword z = ? v e produced by our procedure satis es e = etab(v), we will calculate the excedance set of v and will verify that e satis es the conditions of De nition 2.1. Since c i k by (2.3), we may rewrite #fj 2 S j c j kg as #fj 2 S j c j kg = #fj 2 S j c j c i g + #fj 2 S j c i < c j kg:
Using the de nition of and noting that (j) < (i) implies u j < u i , we may rewrite #fj 2 T j (j) < (i)g as #fj 2 T j (j) < (i)g = #fj 2 T j (j) < (i)g = #fj 2 T j u j < u i g ? #fj 2 T j u j < u i ; (j) > (i)g = #fj 2 T j u j < u i g ? ( (i)th letter of code(u ?1 (1) u ?1 (t) )) = #fj 2 T j u j < u i g ? d i = #fj 2 T j u j < u i g ? #fj 2 S j c j c i ; u j u i g:
Applying these identities to (2.5), we obtain #fj 2 S j u j < u i ; c j > c i g > #fj 2 S j c i < c j kg: (2.6) Inequality (2.6) is false, for if j belongs to the set on the left hand side and satis es c j > k, then we have u j > u c j u k = u i ? 1; which is impossible. If on the other hand each index j in this set satis es c j k, then we have the inclusion fj 2 S j u j < u i ; c j > c i g fj 2 S j c i < c j kg; which contradicts the direction of the inequality. We conclude that no element of the set f (j) j j 2 Tg is an excedance in v, and that we have E(v) = L(c) = fc j j j 2 Sg:
Finally, we show that e has the de ning properties of etab(v). For each index j in S, we have de ned e c j = c j so that e satis es condition (1) where f i counts the number of (i + 1)-element chains of P. Again By placing an additional restriction on the complex , one arrives at a special case of the theorem which has an elegant bijective proof. Let us require that be the order complex of a distributive lattice J(P). In this case, h = h J(P) counts the number of linear extensions of P by descents. (See 4].) That is, h k is the number of linear extensions of P with k descents. Therefore, Theorem 3.1 asserts that for any poset P, there is a bijective correspondence between linear extensions of P with k descents and (k ? 1)-faces of some simplicial complex ?. f j a linear extension of P; des( ) = kg 1?1 ! f j a (k ? 1)-face of ?g: Using 3, Remark 6.6] and 7, Cor. 2.2], one can construct a family f n g n>0 of simplicial complexes such that for any poset P on n elements, the complex ? corresponding to = (J(P )) is a subcomplex of n . On the other hand, any additional restriction placed on the complex in Theorem 3.1 should allow us to prove more than a special case of the theorem. It should allow us to strengthen the special case by asserting speci c properties of the complex ? in the conclusion of the theorem. In particular, let us require that be the order complex of a distributive lattice J(P) which is a product of chains. (See 10, Ch. 3] for de nitions.) We will prove the following result. where d is the maximum cardinality of LC(u) over all rearrangements u of w. Then, there is a poset Q whose f-vector is h. To prove the proposition, and therefore Theorem 3.2, we will work directly with codes of rearrangements of a word. Let us denote C(w) be the set of codes of all rearrangements of w. Proposition 3.3 asserts that for any word w, there is a bijection between k-letter elements of C(w) and k-element chains in some poset Q, fc 2 C(w) j c a k-letter codeg 1?1 ! f(v 1 < Q < Q v k ) 2 (Q)g:
We will construct such a poset Q = Q(w) as follows.
De nition 3.1. Given an arbitrary word w, let Q be the subset of one-letter codes in
In Sections 4 and 5 we will demonstrate that for any word w, the procedure in De nition 3.1 gives a poset Q satisfying the bijections of (3.1). We will give an explicit bijection : C(w) ! (Q), taking k-letter codes in C(w) to k-element chains in Q. 4 The chain map Fix a nondecreasing word w = w 1 w m on n letters, and de ne the poset Q as in De nition 3.1. We will de ne a chain map : C(w) ! (Q) which will identify a code c with a chain (c) = v 1 < Q < Q v k ; of elements in Q. If c is a code on the k letters`1 < <`k, then each poset element v i will be a code whose unique nonzero letter is`i. Speci cally, we will determine v i by applying a vertex map `i : C(w) ! Q to c.
After proving that `i (c) < Q `j (c) whenever`i <`j, we will de ne the chain map to be a product of vertex maps,
We begin by observing that several simple operations on codes in C(w) yield other codes in C(w). (1) We have u i > u i+1 and c 0 = code(u 0 ). (2) We have u r+1 < u i < u i+1 ; ; u r and c 00 = code(u 00 ). (3) We have u i < u i+1 and c 000 = code(u 0 ).
Using this observation we will de ne two families of maps from C(w) to itself, 1 ; : : : ; m?1 and 1 ; : : : ; m?1 . Then, composing maps from these two families, we will de ne the family of vertex maps 1 ; : : : ; m?1 .
The map `i : C(w) ! C(w) removes from a code c all letters`j which are greater than`i. It essentially changes each such letter`j to`i and moves it`j ?`i places to the right in c. If we identify c with the k-element chain v 1 < Q < Q v k , then we will identify `i (c) with the i-element subchain v 1 < Q < Q v i .
De nition (1) and (2) . Note that the composition ` `p roduces a code on the single letter`. This code is an element of Q, and a vertex of (Q).
De nition 4.3. Let`be a nonzero letter. De ne the vertex map `: C(w) ! Q by `= ` `:
5 Inverting
We will de ne a map : (Q) ! C(w) which takes a k-element chain in Q to a kletter code in C(w). By demonstrating that inverts , we will complete the proof of Proposition 3.3.
We begin by de ning an operation _ on a subset of C(w) Q. This operation joins a new letter to a code.
De nition 5.1. Let d 2 Q be a code whose unique nonzero letter is`0, and let c 2 C(w) be a code whose greatest letter is`and which satis es `( c) < Q d. Let =`0 ?`and de ne the code e = c _ d by the following procedure. Note that L(e) = L(c) f`g. Therefore, we may map a chain of k one-letter codes to a single k-letter code by iterating the join operation.
De nition 5.2. Let v 1 < Q < Q v k be a chain of one-letter codes on the letters`1 < <`k, respectively. De ne the map :
The following proposition shows that the join operation is well de ned. It follows that is well de ned also. We conjecture that the answers to both questions are a rmative. In fact, we conjecture that the answer remains a rmative for any choice of a poset P. Conjecture 6.1. Let J(P) be any distributive lattice. Then there is another poset Q such that the h-vector of J(P) is the f-vector of Q.
This conjecture has been tested by computer for all distributive lattices J(P) arising from posets P having up to seven elements. Other open questions place requirements on ? instead of on . Question 6.3. For which balanced Cohen-Macaulay complexes is h the f-vector of a graded poset (or (3 + 1)-free poset, or ag complex)?
To begin to answer Questions 6.1 -6.3, it would be interesting to utilize any Eulerian permutation statistic stat to de ne posets such as Q in De nition 3.1 which satisfy the following two conditions.
1. For each k, the k-element chains in Q bijectively correspond to the linear extensions of P with stat( ) = k.
2. For each poset P in some class P, the statistics stat and des are equidistributed on the set of linear extensions of P, so that h J(P) = f Q . One might also consider a variation of this method based upon objects other than permutations, such as Motzkin paths or either of the tree representations in 10, pp. 23-25] .
A result similar to Theorem 2.1 (in the sense that word rearrangements correspond to linear extensions of certain posets) states that the statistics inv and maj are equally distributed on the linear extensions of posets known as postorder labelled forests 5]. Perhaps Theorem 2.1 could be extended similarly. Question 6.4 . For what conditions on a poset P are the statistics des and dmc equidistributed on the set of linear extensions of P?
One might apply another variation of the method above by de ning a rule which maps each n-element poset P to a subset K(P) of S n which is not a set of linear extensions of P. This subset should have the property that the elements in K(P) satisfying stat( ) = k are in bijective correspondence with the linear extensions of P which have k descents.
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