Abstract: This paper explores the continuity and di erentiability properties for the distribution function for a polynomial.
Introduction
It is the purpose of this article to discuss the basic properties of the distribution function (for de nition see below) of a complex analytic polynomial on the unit circle in the complex plane. We discuss the continuity and di erentiability properties of this function. Although some of these properties are probably known we have not been able to locate them in a convenient reference so we include some proofs for completeness and clarity of exposition. The setting here is perhaps the simplest (using polynomials) for distribution theory but it will su ce to show the di culties in working with the distribution function. Further, in the last section we will discuss some of the generalizations of the case of the polynomials to analytic functions and mention motivations as to why the study of the polynomial cases are of interest to us.
De nitions, notation and supporting material
We use the notation D for the unit disc in the complex plane and T for its boundary, the unit circle. We use mIt is a well known fact that real analytic functions on such intervals possess a uniqueness property similar to that of analytic functions on domains in the plane. That is if f is zero on a countable set of points {x j } ∈ I with limit point in I then f is the zero function. Note that for p a complex polynomial p(ζ) = p(e iθ is a real analytic function of θ o its zero set. For a given value of λ we use the notation
to denote the Lebesgue measure of A(λ).
The continuity
We rst list some elementary properties necessary for our discussion. Note that rst if
then for λ > p ∞ the set A(λ) is empty and so m(A(λ)) = in that case, and this will not be of interest for our discussion. We write
where the I j (λ) are disjoint arcs of T. For < λ < µ < p ∞ we use the notation A(µ) ⊂ A(λ) for two purposes. First to denote that for each j there is a k = k(j) for which the interval I j (µ) ⊂ I k (λ), and second considering A(µ) as a point set that each point in the union of the intervals of A(µ) is a point of the union of the intervals in A(λ). Similarly, for < ν < λ < p given I j (λ) there is a k = k(j) for which I j (λ) ⊂ I k (ν) and each point in the union of the intervals of A(λ) is a point in the intersection of the intervals for A(ν). Then for < λ < λ ≤ p ∞ and each j, we have A(λ ) ⊂ A(λ ) and hence the distribution function D(λ) is decreasing to zero. This implies, by well known properties of decreasing functions, [3] that D is di erentiable almost everywhere in the sense of Lebesgue and hence is continuous almost everywhere. We will show that D is continuous at all points of ( , p ∞ ). Furthermore, except for one special case the graph of D has no at spots. We have need of the following basic proposition. Proof. The "if" part of the theorem is obvious. Assume the zeros of p are {d k , k = , , ..., K}. Factor p as
is continuous on T and real analytic on T, except perhaps at the nite number of zeroes of p, we have that p(ζ) = C for all ζ ∈ T. In particular, p has no zeros on T. We wish to prove that there are no zeros of modulus larger than one and all the remaining d j are all equal to zero. Let b be the nite Blaschke product
R is a polynomial with R(ζ) = C on T and R is non-zero on D. Hence, R( ) ≤ C. Now if equality holds (i.e., R( ) = C) by the maximum modulus theorem there is a unimodular constant λ for which
But if there is a d k > this produces a contradiction. Hence, there are no zeroes with modulus larger than one and so
This handles the case where R( ) = C.
If on the other hand, R( ) < C we set V(z) = R(z) which is analytic on D and zero free. Then V(ζ) = C. We have in this case
which again is a contradiction. This establishes the proposition.
We now state our rst theorem.
Theorem 3.2. For an analytic polynomial p the distribution function D is continuous on
, and hence,
D(λ).
Implying that D is continuous from the right.
To check the continuity from the left we assume λ < λ . Then A(λ) ⊃ A(λ ), and we set
We have A(λ ) ⊂ M, and we claim M ∖ A(λ ) is a nite set. For if ζ ∈ M ∖ A(λ ) then there is θ so that p(e iθ ) = λ . But since p is real analytic this can only occur for a nite set of points say ζ k = e iθ k , with
This establishes the claim.
Di erentiability of the distribution function
As noted earlier the distribution function D(λ) is a non-negative, decreasing function on the open interval ( , p ∞ ) and as such has a derivative at "most points" (in the sense of Lebesgue) of this interval. However, for polynomials we have the following stronger result.
Theorem 4.1. The distribution function D(λ) of a polynomial is di erentiable except at a nite set of points of its domain.

Proof. Writing p(z) = U(z) + iV(z)
, where U and V are real valued, we have
For ζ = e iθ ∈ T we denote p(ζ) = S(θ) and observe that S is real analytic o the zero set of p. So if the zeroes
we consider S on the set T ∖ M. Note if p is a monomial then the function D(λ) is constant on ( , p ∞ ) and so the conclusion of the stated theorem is obvious. Next we consider the zero set of S. The function S (θ) is real analytic on T and
We claim S ′ can not vanish on a countable set of points of its domain. If not, there is an arc, say I ⊂ T, and points
is a trigonometric polynomial function of θ and hence is real analytic on T.
is a constant on I. By Proposition 3.1 this implies the p is a monomial and we have already discussed this case. So now let
Then excluding the nite set Z we show that
with α j (λ ) < β j (λ ) < α j+ (λ ) and for λ near λ
we see that J(λ) = J(λ ). This will follow from the fact that S is strictly monotone in an open neighborhood of each point λ ∈ ( , p ∞ ) ∖ Z. We use the same notation as above for the intervals I j (λ), namely,
We claim the I j (λ ) = [e iα j (λ ) , e iβ j (λ ) ] are pairwise disjoint. For if not we have a value of j ∈ { , , . . . , J(λ )} for which
and S(β j (λ )) = λ = S(α j+ (λ )). This implies that S has a minimum at e iβ j (λ ) and since S is di erentiable at this point S ′ (e iβ j (λ ) ) = .
This is a contradiction. Hence, there is a positive distance between the closed arcs I j (λ ). We know S ′ (θ) ≠ for e iθ ∈ I j (λ o ) and so is strictly monotone at the end points of the interval. With out loss of generality assume S is strictly increasing at α j (λ ) and strictly decreasing at β j (λ ). For λ su ciently close to λ o we have
With out loss of generality we may assume j = . The numbers λ can be chosen with λ > λ and so close to λ that the associated
and S(θ) > λ for e iθ ∈ I (λ). Similarly, λ can be chosen with λ < λ so close to λ that the associated
and S(θ) > λ for e iθ ∈ I (λ ).
If we consider the di erence quotient for D, it involves
We consider one of these terms, say for j = , and show the appropriate limit exists. The limit in question (for
Let us consider the expansion of S at α (λ ),
Since S is strictly monotone increasing near α (λ ) given λ su ciently close to λ there is a unique value of θ = θ(λ) for which S(θ(λ)) = λ. So it follows that
For the term β (λ) − β (λ ) we use the expansion of S at β (λ o ) to obtain
Hence, for the rst term
Obviously then for λ ∈ T ∖ Z,
This completes the proof.
Examples and motivations
It is clear that the results above are valid with the assumptions that p is again a polynomial and instead of the unit circle we may use any circle Γ = {ζ ∶ ζ − A = R}, where A is a point in the complex plane. This is clear since setting
the pullback polynomial P(w) = p(z(w)) on the unit circle, we observe that the measure of the pull back of intervals on Γ is a constant multiple of the original intervals. Further, since we use no special polynomial properties of p (that is we use only analyticity on the closed disc [2] ) that the results hold for functions f analytic on the closed disc. A natural step is to ask if the results hold for functions continuous on the closed disc and analytic on the disc (disc algebra functions)or functions in H ∞ (the bounded analytic functions on the disc)? The following examples show that the theorems as stated are close to sharp. Example below was shown to us by our colleague Prof. W. Wogen and we thank him for it.
Example 5.1. Let p be the polynomial p(z) = + z. It is obvious that D(λ)
= = π π for < λ < . For < λ < , D(λ) = π − arccos( λ − ) π .
It is clear that
is not de ned at λ = . Example 5.3. Choose values < θ < θ < θ < ⋯ < π, with lim n θ n = π, and form the disjoint intervals on the unit circle I n = (e iθ n , e iθ n+ ) ). De ne a bounded function f (ζ) = n for ζ ∈ I n . Now form the Herglotz integral
Taking the real part gives 
Open problems
We think the following problems are worth consideration. 
as a function of n.
The study of distribution functions is really set more generally in the setting of a measure space (X, dµ) and a measurable function on the space [1] . That is one de nes
We list two rather signi cant results from the literature and refer the reader to the references as to their applications. In this setting the "semi-norm" expression sup λ> λD(λ), makes sense, and if this expression is nite we say that the function f is in weak L (X, dµ). A signi cant result concerning this more general distribution expression is the following well known theorem. A further result due to John and Niremburg [4] , which arises in harmonic analysis and partial di erential equations is the following. We refer the reader to the reference [4] for the terminology appearing in the statement of the result. 
