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Le thème original de ce doctorat a forcément évo lué depui s le début de mon inscription, 
il y a un peu plus d ' une douzaine d ' années maintenant. Lors de ma présentation 
prédoctorale, le suj et centra l portait sur un li en poss ible entre les multiples facettes de 
la temporalité et son implication dans le phénomène de l' inte lligence. Cette hypothèse 
demeure toujours en fi li gra ne de l'actuell e thématique proposée, mai s ne sera plus 
développée de façon concrète dans ce cadre doctora l. 
Au s i, le format déposé est maintenant devenu celui d 'une thèse par artic les. En effet, 
trois articles déjà publiés ont maintenant li és par un seul thème dan ce doctorat (vo ir 
annexe B, C et D). En con équence, la structure du document normalement attendue 
change légèrement. Les chapitre de méthodologie et d' analy e des résultats e 
retrouvent plutôt à l' intérieur de chacun des articles. Dans cette même perspective, 
l' introduction offre une mise en contexte théorique détaill ée, toutefois organi sée en une 
séquence logique. Il ' agit d 'un complément à la revue de la littérature de chacun des 
articles, permettant de mieux les intégrer dans la thématique g lobale de la thèse. Cette 
introduction repré ente le condensé d ' une réfl ex ion long itudina le nécessaire, ayant 
permis d'aboutir au suj et actuel. Ell e refl ète auss i l'ampleur et la convergence de 
connaissances de plusieurs domaines diffé rents, ayant signiftcativement contribué au 
choix final du thème de ce doctorat en informatique cognitive. Incidemment, par mon 
bagage académique antéri eur en médecine et en neurosc ience, le modèle 
computationnel d 'apprenti age propo é implique un accent sur le plan biologique. 
De faço n parallèle, un outil logiciel unique (SIMCOG: lA-Futur) a été développé pour 
fac ili ter l'é laboration des artic les de la thèse. En effet, aucun logiciel ne rassemble 
actuellement la capacité d ' éditer rapidement des architectures de réseaux de neurones 
à impulsion qui sont complexe , a ymétriques et hétérogènes en propriétés neuronales 
xii 
et un transfert rapide de ce contrôleur vers un monde virtuel 30 dédi é au bio-inspiré 
ou vers des plateformes physiques de robots. Cette suite log icie ll e est déta illée dans 
l'annexe A, tout comme 1 'ajout de deux autres a rticles scienti fi ques qui ont été produits 
(annexe F et G). Bi en que ces lectures supplémentaires so ient facultati ves en regard du 
suj et principal, e ll es offrent une meill eure compréhension de l'outil qui est utili sé dans 
les artic les de la thèse. 
Également, un quatri ème article scientifique a été produit et aj outé (vo ir annexe E). 
Bi en que non essentiel, cet article complète, rés ume et oriente la thèse vers une 
thématique d 'apprenti ssage de plus haut ni veau pour des recherches futures. 
Enfin, ce doctorat représente l'abouti ssement d ' un trava il soutenu et pass ionné. Par 
cette contributi on du domaine en in fo rmatique cogn iti ve, j 'espère s incèrement avo ir pu 
atte indre l'obj ectif doctora l d 'acquérir la démarche scientifique condui sant au rôle de 
chercheur autonome. Chers membres du jury, j e vous souha ite un e agréable lecture .. . 
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Cette thèse a comme obj ecti f de permettre une avancée originale dans le domaine 
de 1' informatique cognitive, plus préc isément en robotique bio-inspirée. L'hypothèse 
défendue est qu'il est possible d'intégrer différentes fonctions d 'apprentissage, 
élaborées et incarnées pour des robots virtuels et physiques, à un même paradigme 
de réseaux de neurones à impulsions agissant comme cerveaux-contrôleurs. 
La conception de règles d 'apprenti sage et la va lidation de 1 ' hypothèse de recherche 
reposent sur la simulation de mécani smes ce llula ires à base de plasticité syn aptique et 
sur la reproducti on de comportements adaptati fs des robots. Cette thèse par arti c les 
cible trois types d 'apprenti ssage de complex ité incrémentale : l' habituation comme 
forme d'apprenti ssage non associati f et les conditionnements classiques et opérants 
comme formes d 'apprenti ssage associat if. L'analyse détaillée, de la synapse au 
comportement, e t validée par des études expérimenta les provenant d ' invertébrés tels 
que le ver nématode Caenorhabditis elegans . Pour chacune de ces règ les, un a lgorithme 
novateur a été proposé, condui sant à la publicati on d 'un article scientifique. 
Ces règles d 'apprentis age ont été modéli ées en développant certains paramètre 
tempore ls et des circuits neuronaux précis. Incidemment, la granularité du temps des 
réseaux de neurones à impulsions (RNA!) est établie au ni veau du simpl e potentiel 
d 'action plutôt qu 'au ni veau du taux moyen de décharge par unité de temps, comme 
c'est le cas pour les réseaux de neurones artific iels traditionnels. Cette propriété des 
RNAI s'est avérée être un atout suffi sant pour préférer leur utili sation pour des robots 
évoluant dans le monde rée l. 
L 'élaboration du modèle computationnel d 'apprenti ssage pour des robots a requi s 
de tester d 'abord les hypothèses sur des simulations virtuell es . Pui squ ' aucun simulateur 
n'avait les capacités suffi santes pour tes ter notre hypothèse, soit d ' intégrer des RNAI, 
des structures de robots, et des interfaces pour l'exportation des RNAI vers des plates-
form es phys iques et des env ironnements virtuels 30 suffi samment complexes, il a été 
nécessa ire de développer, en para ll è le de la thèse, un log iciel novateur (SIMCOG), 
permettant une étude analytique par le sui vi dynamique des vari ables, des synapses de 
RNAI ju qu 'aux comportements d ' un ou plusieurs robots virtuels ou physiques . 
Finalement, outre l' intégration de plus ieurs fo nctions di fférentes d 'apprenti ssage 
dans des RNAI, une autre des conclusions de ce travail suggère que des robots virtue l 
et phys iques peuvent apprendre et s'adapter au ni veau comportemental, de faço n 
similaire aux agents naturels. Ces observa ti ons comportementales sont basées ur la 
simulation de mécanismes de plasti cité synaptique modulés par des vari ables 
temporelle relati ves aux stimuli phys iques et aux acti vités ce llulaires neuronales. 
Mots-clés: Inte lligence arti fic ie ll e, Cognition, Simulateur, Robotique bio- inspirée, 
Réseaux de neurones art ificiels à impulsions, Apprentissage, Habituati on, 
Conditionnement class ique, Condi tionnement opérant, Pl asti cité synaptique 

ABSTRACT 
The main goa l of this"PhD thes is is to validate a set of original ideas in the cogn iti ve 
informatics, and more specifica ll y in the fie ld of bio-inspired robotics. The main 
hypothesis is that it is possible to integrate different leaming rules , embedded and built 
for virtual and physical robots, in an artificia l spiking neural networks (ASNN) 
paradigm. 
The conception of the learni ng rule and the validation of the hypothe i re ton the 
s imulat ion of the natural cellular mechani sms of synaptic plasticity wh il e reproducing 
adapti ve behaviors at the leve! of the complete cognitive agents. Thi s three-article 
thesis targets three types of learning fu nction that are incrementai in complex ity: 
habituation as a form of non-associative leaming, and classical and operant 
condition ing as forms of as ociative learning. 
Detailed analyse , from synapses to behaviors, are based on invertebrate neural 
experimentalmodels such as the worm Caen.orhabditis elegan.s. For each learning rule, 
a novel a lgorithm and a scientifi c artic le was produced. 
The leam ing functions were modelled by developing spec ifi e temporal parameters 
and neura l c ircuits. Indeed, ASNN computes w ith a sing le sp ike resolution, instead of 
the rate-coding methods used by traditional artificia l neural networks . This temporal 
property was enough to prefer these neural models for our robot ' brain-controllers. 
However, the computational ASNN mode! and the connected learn ing rule 
e laborated for robots required virtua l simu lations to test the research hypothesis. Since 
no si mulators could easi ly link AS N , robots structures, as we il as transfer interfaces 
for virtual and physical robots and a virtua l 3D world complex enough to test various 
learni ng scenarios, we developed a novel imulation package (SIMCOG), in para! le i to 
the presented thesis. This software a ll ows exhaustive analys is, from the dynamics of 
synapses to the behaviors of one or many virtua l and physical robot . 
Finally, beyond the integration of different leaming ru les in an ASNN, one of the 
conclusions drawn from this work i that robots can learn and show adaptive behaviors 
based on cell ul ar mechanisms simi lar to those found in natural cognitive agents. 
Keywords: Artificia l intelligence, Cognition, S imul ator, Bio-inspired robotics, 
Spiking neu ral networks, Learning, Habituation, C la ica! conditioning, Operant 

















































































1.1 Contexte généra l 
L ' intelligence est un thème largement étudié dans plusieurs di sciplines sc ienti fi ques . 
Malgré cet engo uement pour le phénomène, la terminologie exacte ne fa it aucunement 
l'unanimité et reflète probablement les différents angles abordés par les multiples 
experts. En sc iences cogniti ves (Matlin, 2005), l' intelligence représente la conséquence 
de 1 'ensemble des processus mentaux de haut ni veau ainsi que leurs interrelati ons. Pour 
ne nommer que ceux-ci , la mémoire, le raisonnement, la connaissance, 1 'apprenti ssage 
et le langage sont des thèmes communément explorés dans ce domaine. 
Partageant une part ie du spectre des sc iences cogni tives, 1' inte lligence artific ie ll e 
(lA) comme discipline (Luger, 2002; Russell et Norvig, 2010), aspire auss i à 
comprendre le phénomène, mais, en tentant plutôt d 'en reprodui re certa ines 
caractéri stiques ciblées à travers des artéfacts non biologiques. Ces IA sont 
développées par di ffé rentes approches, dont cell es de l ' inspiration biologique. Un des 
buts de l' lA est de dépasser l'étude théorique du phénomène par la conception d 'agents 
cogniti fs pouvant, par exemple, prendre l'aspect d 'un robot. U n obj ecti f partagé par 
l' lA et la robotique est de réaliser un jour, un artéfact physique autonome exhibant les 
caractéristiques essenti elles de la cognition humaine. 
Dans cette perspecti ve, certains chercheurs (Pfe ife r et Sche ier, 1999) défi ni ssent 
l' intelligence comme étant le résultat observé par une personne externe selon des 
critères préci , d 'un agent incarné percevant et agissant dans son monde par des 
comportements adaptati fs. Il dev ient ains i poss ible de comprendre le phénomène 
général, autant dans le monde naturel que dans le monde arti fic ie l. 
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Une autre avenue traditionnell e d'exploration de l' intelligence est celle des 
neurosciences, où le neurone biologique est souligné comme élément central dans le 
phénomène. Incidemment, l'étude du cerveau, du ni veau molécu laire et génétique au 
ni veau comportemental, passe par un éventail de techniques d'investigation aidant à la 
compréhension globale de l' intelligence (Kandel et al. 2012). 
C'est dans ce contexte d ' intégration , au ca iTefour des connaissances en science 
cogni tive, TA, neuroscience et robotique, que s' inscrit cette thèse en informatique 
cogniti ve. L'apprentissage en neuro-robotique est le suj et et la contribution principale. 
Un modèle computationnel d' inspiration biologique est présenté, intégrant trois 
fo nctions d 'apprentissages primaires, développées pour des robots avec une 
perspective globale d 'étude de l' intelligence en tant que phénomène général. Ce 
modèle unifi é d 'apprenti ssage aspire à la réa li sation d 'agents cognitifs artificie ls plus 
complexes, qui rivaliseront peut-être un jour avec ceux de l' intelligence naturelle. 
1.2 Problématique, hypothèse et méthodologie 
Cette thè e en in format ique cogni tive e t art icul ée spéc ifiquement dans le domaine de 
la neuro-robotique par une approche biologiquement insp irée. L' hypothèse Hl 
représente le thème centra l et ce qui a été démontré alors que 1 ' hypothèse H2 représente 
une intuition des processus sous-j acents, qui pourrait être explorée ultéri eurement : 
Hl :Il est possible de reproduire différents types d'apprentissage biologique 
dans un même paradigme de réseau de neurones art~ficiels à impulsions 
(RNA/) agissant comme cerveau-contrôleurs de robots virtuels et physiques. 
H2 : La cohérence du modèle computationnel implémenté pour des agents 
complets situés et incarnés émerge des relations temporelles qui existent entre 
les stimuli physiques, les réponses neuronales, les mécanismes de plasticité 
synaptique des règles d'apprentissages et l 'adaptation comportementale 
observable modifiée par l 'expérience. 
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L' apprentissage est évalué au ni veau comportemental des robots avec des données 
empiriques comparables à cell es des modèles animaux. L ' appli cation pratique de cette 
étude concerne le développement de capacités adaptatives pour des robots, résolues par 
1' implémentati on de fo nctions d ' apprentissage reposant sur des mécani smes cellulaires 
s imilaires à ceux observés avec les agents biologiques. 
Afin de parvenir aux résultats, des propriétés critiques structure ll es et fo ncti onnell es 
soutenant l'apprentissage ont été c ibl ées, en s' inspirant de modè les animaux neuronaux 
s imples, mais de complex ité incrémentale. Les organi smes bi ologiques te ls que le ver 
nématode Caenorhabditis elegans, la limace de mer Aplysia calif'ornica, la mouche 
Drosophila melanogaster, ainsi que l'abeill e Apis mellifera représentent des choix qui 
fo nt consensus dans la communauté scienti fi que et le domaine de 1 'apprentissage 
(Menzel et Benj amin, 20 13). Ces modèles animaux ont permi s d 'étudi er à de mul tiples 
niveaux d 'analyse, de la cellul e au comportement, différents types d 'apprentissage. 
L'approche méthodologique de cette thèse a été de reproduire certaines foncti ons 
primaires d 'apprentissage, dont l' habituati on, le conditionnement class ique (CC) et le 
conditionnement opérant (CO) . Le niveau de biomimétisme visé pour la réa li sati on des 
di fférents types d ' apprentissage a été celui des éléments cellulaires neuronaux, 
particulièrement la composante synaptique des RNAI. L 'efficience des algorithmes et 
des s imulati ons a été continuell ement ajustée avec la rétroaction des résul tats obtenus 
au ni veau comportemental des robots. 
Pour élaborer les a lgorithmes, il a fallu sélectionner certaines vari ables des 
processus bi ologiques soutenant ces règles d 'apprenti ssage pour ensuite les modéliser 
et les intégrer dans un RNAI. Des aspects novateurs ont été produits pour chacune de 
ces règles. Pour 1 ' habi tuati on, 1 'application de la fonction primaire a été étendue dans 
le domaine tempore l. L 'algorithme proposé intègre des réponses vari abl es aux moti fs 
entrants de stimuli asynchrones, aux différentes magnitudes des stimuli ainsi qu 'aux 
effets de potentialisati on entre les différents temps de sess ions d 'apprentissage. Pour le 
CC, un mécanisme interne associati f de type spike-timing dependent plasticity (STDP) 
a été proposé avec un algori thme permettant des réponses synaptiques modulées en 
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re lation avec le pairage temporel pré-postsynaptique, mai s auss i par l' hi storique des 
fréquences individuell es des potenti e ls d 'action (PA) pré et post a insi que la fréquence 
des paires pré-post. Pour le CO, cette thèse propose un mécani sme d 'apprenti ssage basé 
sur un motif singuli er, composé de quelques ce llules, synapses et des fonctions 
d 'apprenti ssage précédemment développées. Ce moti f a été suffi sant pour reproduire 
plusieurs scénario canoniques associés avec le CO. L'ensemble de ces fo nctions 
d ' apprenti ssages a été implémenté et validé dans des agents roboti sés complets, virtuels 
et physiques. 
Une rev ue de la littérature des différents dom aines a été effectuée tout au long des 
recherches en vue et de la rédacti on de la thèse, afin d 'acquérir l'experti se nécessaire 
condui sant à la réa li sation de l'ens mble de ces tro is fonc ti ons d 'apprenti ssages. Une 
des conc lusions de cette recherche a été de constater que trè peu d 'études jumell ent 
les RNAI, 1 'apprenti ssage et la robotique. Ce suj et doctora l a donc démarré à partir de 
résultats expérimentaux et des lacunes observées dans ces différents domaines . 
Ains i, le survol de ces thématiques a révélé l'absence d 'outil s perm ettant de 
réso udre adéquatement la problématique d ' intégra ti on de multipl es fo ncti ons 
d 'apprenti ssage à des RNAI visant des applicati ons de robots virtuels ou physiques. Le 
manque de logicie ls fac ilitant l'élaborati on rapide de RNAI variés, coupl és à des 
simulateurs de robots, a a ins i justifi é le beso in d ' innover pour répondre sur mesure aux 
so lutions anti c ipées . Ce qui a conduit au développement de S[MCOG, une suite 
log icie lle intégrant un éditeur de RNAI (NeuroCode) a insi qu ' un éditeur et s imulateur 
de monde virtue l 30 (NeuroS im). NeuroCode permet auss i l'exportati on des 
architectures de RNAI vers plus ieurs plates-fo rmes phys iques par le bia is de simples 
interfaces. SIMCOG po sède au si un outil d v isua lisation (NeuroData) des données 
en temps diffé ré et en temps rée l. Enfin, dans une optique de lTavail académique, des 
avatars permettent à plusieurs utili sateurs d 'éditer des RNAI et des mondes virtuels en 
mode partagé à di stance. 
Dans cette th èse, S [MCOG a permi s d ' in tégrer di fférents ni veaux de concepti on 
d ' lA bio-inspirées, fac ilitant la validation d' hypothèses re li ées aux fo nction 
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d 'apprentis ages à travers l' incarnati on de di vers robots virtuels et physiques. Le 
résultat est que ces règles d 'apprentissage peuvent être mimées pour des robots situés 
et incarnés, dans un paradi gme de RNAI et réso lues par des mécani mes de plastic ité 
synaptique similaires à ceux du monde biologique. 
Bien que SIMCOG se so it avéré un élément essentiel pour parvenir efficacement à 
la va lidation des hypothèses de recherche formulées ci-dessus, son développement ne 
consti tue pas le cœur de cette thèse, mais une bonifi cation facultati ve de la composante 
info rmatique doctorale. 
1.3 Plan de la thèse 
L'organi sation de cette thèse s'établi t comme suit : tout d 'abord, l' introduction se 
poursuit par un survo l nécessaire des domaines de la robotique bio- inspirée, de 1 'lA, 
des sciences cogni tives et des neurosc iences, contextua li sant plus en profo ndeur 
l'abouti ssement et la réfl ex ion vers le suj et principal. La section ui vante décrit les 
agents mobiles autonomes virtue ls et incarnés comme étant les cibles appliquées, 
justifi ant le développement d ' un nouveau modèle intégrateur de fo nctions 
d 'apprentissage. Ensuite, une sous-section sur la temporalité explique le déclencheur 
et le li gand des di ffé rents concepts dans cette thèse. Enfi n, ce premier chapitre se 
termine par une revue générale des RNA, préc isant le choix des RNAI comme modèle 
pour l' impl émentation des fo nctions d 'apprentissage. 
Le deuxième chapitre concerne l'apprentissage en robotique. Le cœur de la thèse y 
est développé avec l'é laboration de règles d 'apprentissage bio-inspirées pour des 
robots. Ce chapitre inclut l ' habituati on, le conditionnement class ique (CC) et le 
conditionnement opérant (CO). Pour chacune de ces fonctions d 'apprenti ssage, un 
article a été produit, que l' on retrouve en annexe. F inalement, cette thèse doctorale aura 
démontré que des robots v irtuels et phys ique peuvent simuler de 1 ' habituat ion, du CC 
et du CO. La contribution au domaine info rmatique aura été de développer un modèle 
computati onne l unifi cateur de ces algorithmes dans un paradi gme de RNAI. La 
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contribution en sc iences cognitives aura été de simuler ces mécanismes d 'apprentissage 
naturels au niveau fonctionne l de la plasticité synaptique, en reprodui sant des résultats 
au ni veau comportemental, comparable à ceux retrouvés avec les agents cognitifs 
biologiques. 
La di scuss ion suit au chapitre suivant où l' intégration des différentes hypothèses et 
démonstration des résultats obtenus sont réuni es dans une perspective critique, 
contextualisée par le domaine de la robotique bio-insp irée. Dans ce chap itre, un lien 
est soul evé entre les fonctions d 'apprentissage, la temporalité, les st imu li physiques et 
l'adaptat ion comportementale des agents cogniti fs. 
Ensuite, un chap itre est consacré à la conclusion et aux futures directions de 
recherches, prélude à l'élaborat ion d 'un laboratoi re en neuro-robotique. U n article 
complémentaire sur la é lection d 'action a été ajouté dans cette section, puisque produit 
lors du doctorat, et qui intègre toute les fo nctions d ' apprent issage de la thèse. 
Puisque cette thèse et les artic les produits utilisent le logiciel SIMCOG, un dern ier 
chap itre fa cu 1 tati f y est consacré, sans pour autant dé tai li er exhaustivement toutes les 
fonction nalités disponibles. Un bref tour de l'éditeur de RNAI (NeuroCode) ain i que 
l'éditeur et s imulateur de mondes virtuels (NeuroSim), permettra au lecteur de mieux 
cerner le projet global et la pertinence de développer un tel logiciel. Ce chapitre se 
termine avec l' insertion d'un article et d ' un chapitre de li vre é lectronique paru sur cette 
.suite log ic ie ll e. Enfin, les sections références et annexes clôturent cette thèse doctorale 
par artic les. 
1.4 Intelligence arti fic ie ll e 
Depuis longtemps, l'homme rêve de fabr iquer une machine pensante. L'arrivée des 
premiers ord inateurs a dramatiquement accentué cet intérêt et permis de concrétiser le 
projet autou r d ' une nouvelle di cipline scientifique vers la fin des années 1950, l'lA. 
Pour les fondateurs de 1 ' lA, John McCarthy, Allen Newell, Nathanie l Rochester, 
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Marvin Lee Minsky, Herbert Simon, Alan Turing et Claude Shannon, une machine 
serait perçue comme inte lligente s i e ll e reproduisait le comportement d ' un humain . 
Par la suite, certains chercheurs du domaine ont expl oré 1 ' IA conceptualisée du haut 
vers le bas, à 1 'aide de représentations internes et centrales, afin que ces machines 
pui ssent percevo ir et agir par rai onnement sur le monde. L 'explo ion combinato ire a 
vite limité la capacité computationne ll e à abstraire symboliquement les obj ets du 
monde et à les définir explicitement. Ce système symbolique caractéri se bien le courant 
de pensée cogniti viste. Pour d 'autres, l' lA pouvait se réali ser par des unités s imples 
interconnectées, émulant les principes de base auto-organi sateurs d ' une cellule 
neuronale naturell e; ce qUI définit le connex ionni sme . Ces deux approches 
fondamentales et compl émentaires reposent sur des hypothèses de trava il di fférentes. 
Dans les années 1970, plusieurs éléments et obj ectifs de l ' lA ont été remi s en 
question. Entre autres, que les caractéri stiques de la vie et de la conscience ne 
pol!lrraient être reprodui tes dans des tructures non biologiques ! Une décennie plus 
tard, avec Rodney Brooks, 1 'approche de 1 ' lA a opéré une transition maj eure, plus 
pragmatique et sans repré entati on symbo liquement défi ni e, en proposant des modè les 
d 'lA basés sur une coordination sensori-motri ce simple, mais incrémentale en 
complexité (Brooks, 1986; 199 1a; 199 lb). Cette approche visait le ni veau cogniti f 
atteint par celui des insectes (Brooks, 1999). 
La quali té de ce paradi gme conceptuali sant 1 'IA du bas vers le haut a été de recadrer 
le champ d 'experti se vers des obj ectifs plus modestes et réa li stes. L 'archi tecture des 
contrô leurs, décomposée en mul tiples couches class ifiées et hi érarchi sées par fonctions 
et comportements, était née. La robotique par comportement hi érarchisé possède un 
certa in degré de similari té avec le monde naturel ; le développement phy logénique et 
ontogénique est orchestré par le moteur évo lutif de la sélection naturell e et les principes 
fo ndamentaux de la génétique. Cette approche est cependant encore li mitée par les 
ass ises mêmes défini ssant les comportements à reproduire, parce que la complexité et 
la gestion de pri orités des comportements par critères sont auss i de éléments qui 
atteignent rapidement une explosion combinatoire (Crev ier, 1997). 
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Parall èlement, l' lA comme di scipline est auss i fondée sur deux axes de recherche, 
so it une science visant la construction d 'artéfacts qui exhibent des comportements 
intelligents et qui sont généra lement conçus pour acco mpli r des tâches précises (IA 
class ique ou fa ible) ou, so it vers l'émulation d 'agents complets cogni tivement 
comparables aux huma ins, caractéri sant l' in te lligence artific ie ll e générale (IAG) ou 
1 ' lA forte 1• Dans le premier cas, par exemple, un programme de reconna issance de 
caractères est perçu comme une forme simple d ' lA, où l'appari ement d ' un symbole 
avec un autre incomplet ou brouill é, acco mpagné d ' un processus d ' optimisati on par 
apprenti ssage, représente le miméti sme d ' un processus cogni tif spéc ifique, so it la 
catégori sation. Autre exemple, le robot-rover envoyé sur Mars est qualifi é d ' lA fa ible, 
ma is compl exe, car à des degrés vari ables, son autonomie décisionne ll e et ses capacités 
adaptati ves miment certa ines fo ncti ons bio logiques cogni tives supéri eures . Pour 1 ' IAG, 
l'émul ati on vise une cognition p lus large, en cibl ant des caractéri stiques de haut ni veau 
conceptuel te ll es que le langage, les émotions et l' apprenti sage sous toutes ses formes. 
Enfi n, l ' IA est auss i scindée en deux groupes conceptue ls. Certa ins sc ienti fi ques 
adhèrent au principe d ' inca rnati on, et supportent comme prémi e une IA située dans 
le temp et dans un environnement, basée sur une structure phys ique. Il s ' ag it d ' une IA 
ayant des capacités adaptatives cohérente en regard de la tr iade corps-contrô leur-
environnement (Beer, 1995; Chiel et Beer, 1997; C lark, 1997; C hri s ley, 2003; Pfe ife r, 
2007, Z iemke, 2003b). Ce champ de la recherche caractéri se bi en la robotique bio-
inspirée avec la vision d ' une lA qui est incarnée. Dans le second groupe, les agents 
virtuels et progra mmes log iciels étendent la défi ni tion et rempli s ent partiellement 
certai ns cri tères d ' une IA. Auto ur de ces di fférents pali ers tax inomiques grav itent auss i 
des disc ip lines ' mergente qui alim nt nt 1 domaine de l' lA, te l que celui de la vi e 
artifi cie lle et de la robotique développementale. 
1 Dans son sens initial (Searle, 1980), l' lA fo rte réfère à la t hèse selon laquell e la manipulation de 
symboles, ou com putation, sera it une condition suffi sa nte pour posséder de l'i ntel ligence. Dans un 
sens commun et pour cette thèse, nous comprendrons l' lA forte comme référant à la possibil ité de 
dup liquer dans un même système, l'ensemble des ca pac ités générales de la cognit ion hum ai ne avec 
des ordinateurs (Turing, 1950) . 
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L' implémentation d ' lA, et plus spécifi quement de contrôleurs, requiert une 
méthodologie de travail. À cet effet, les mathématiques en ingéni erie, les algorithmes 
informatiques et les programmes symboliques fo rmels servent tradi tionnellement de 
base conceptuelle. Auj ourd ' hui , plusieurs méthodes computationnelles sont également 
disponibles et complètent 1 'arsenal des outil s. Une liste non exhaustive de celles-ci 
comprend notamment les a lgorithmes évolutionnaires, dont les algorithmes génétiques 
(AG), les réseaux bayésiens, la logique floue, les ondelettes et l'optimisati on par 
essaims parti culaires. Somme to ute, ces dernières méthodes sont basées sur des 
algorithmes et des mathématiques qui permettent d ' infé rer, d 'approximer et 
d 'optimiser des résultats à obtenir en foncti ons de données entrantes et de critères de 
sélectivité des données sortantes. 
Comme a lternati ve méthodologique de développement de contrô leurs d ' lA, la bio-
inspirati on offre aussi des algorithmes basés sur des programmes. Cette vo ie de 
recherche tend à max imi ser le miméti sme du monde biologique sur de multiples 
ni veaux conceptue ls. Les RN AI peuvent ainsi être considérés dans cette catégorie, 
cumulant plusieurs caractéristiques majeures des systèmes neuronaux nature ls, comme 
une communication par émiss ion de PA et une plasti cité synaptique reposant sur de 
multiples règles d 'apprenti ssage. Auss i, les RNAI pourraient être conceptualisés par 
une phase développementale reposant sur des gènes art ific iels et une modu lation 
épigénétique secondaire à une évo lution des envi ronnements. 
Dans cette perspecti ve d ' lA bio- inspirée, les contrôleurs de robots à base de RNAI 
(Wang et al. 2008) sont di visés en deux approches conceptue ll es di stinctes . Les 
neurosciences computationnell es étudient le cerveau avec l'a ide de modèles 
mathématiques détaillés qui reproduisent les différentes act ivités neuronales; 
l' implémentati on de modèles théoriques dans des robots phys iques vérifie ensuite la 
plausibi lité des hypothèses. À l' opposé, la neure-robotique vise d'abord à réa li ser des 
agents artific iels inte lligents, ma is qui utilise une modélisati on fonctionnell e des 
neurones et des comportements. 
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En résumé (F igure 1.1 ), l' lA cherche à comprendre et réa liser des agents cogni tifs 
artific iels à l' a ide de théories d iverses et de multipl es méthodologies. Cette thèse 
souti ent la théori e connex ionni ste avec les RNAI et le concept d ' une l A générale, en 
mire avec l'éventue lle réalisation d ' un agent complet, autonome et non asserv i (blocs 
verts de la F igure L.l ). Dans ce doctorat, la méthodologie utili sée pour réali ser et 
étudi er l' lA, incline préférenti e ll ement vers l' im plémentation de robots phys iques, 
mais par souc i d ' effi cience et d ' optimisati on, assume au préalable l'élaboration 
parti e ll e des modè les par des simulati ons virtuell es . Enfin , dans le développement de 
contrô leurs pour des robots, cette thèse favo rise une stratégie d ' inspiration bio logique, 
spécifi quement pour ce qui est de la réalisation des fo nctions d ' apprenti ssages, à travers 
des algorithmes de gestion des synapses artific ie ll es de RNAI. 
lA forte lA faible 
Connexionisme Cognitivism e 
1: 
: 
Agent physique Agent virtuel 
Méthodologie bio-inspirée [ 1 ... ~-----IIIJII-~ M éthodologi e ingé nieure 
F igure 1.1 Concepts dichotomiques principaux en intelligence artificiell e. 
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1.5 Robotique bio-insp irée 
La robotique bio- inspirée est un champ émergeant de l ' lA (Bekey, 2005; Bolland, 
2003 ; F loreano et Mattiussi, 2008; Liu et Sun, 20 12; Lakhtakia et Martin-Palma, 20 13; 
Webb et Consi, 2001) . Cette disc ip line vise à émuler l ' intelligence à travers di fféren ts 
artéfacts physiques. La méthodolog ie privilégiée pour atte indre ce but est celle de 
mimer les structures, fonctions et comportements des agents biologiques. Par exemple, 
sur le plan des structures, la bipédie est un thème exploré en robotique bio-inspirée bien 
que non exclusif à ce dom aine, favorisant ce type de locomotion plutôt qu ' un 
déplacement sur roue. Pour la simul ation de fonctions biologiques, l' intégration et la 
transmission d ' info rmation à travers un RNAI illustrent aussi le domaine. Ainsi , les 
données entrantes provenant des capteurs de robots sont encodées numériquement et 
convergent vers des entités abstra ites qui émulent les champs dendritiques récepteurs 
des RNAI. La communication entre les unités, lorsqu 'ell es sont en réseau, passe par 
des li ens synaptiques, et l'émission d ' un message binaire de type tout ou ri en qui s imule 
les potentiels d'action. La finalité de cette intégration trouve une correspondance en 
robotique par le fonctionnement d 'actuateurs et la génération de mouvements ou 
d 'actions dans le monde réel. 
Dans les RNAI, les connaissances résident à l' instar de l' hypothèse naturelle dans 
la var iab ilité des poids synaptiques . L'adaptabilité provient par l' inclusion de règles 
variées d 'apprentissage modulant les synapses. Un exempl e de comportement naturel 
simulé en robotique bio-inspirée est celui de la coopération de robots qui , reflète le but 
d 'accomplir une tâche commune et où souvent, celui-ci est inatteignable par un seul 
individu. Ainsi , le comportement social pourrait être calqué ur le monde naturel , tel 
qu ' observé empiriquement à di fférents niveaux conceptuels parmi des modèles 
am maux. 
Dans une perspective généra le de roboti que, les avantages à uti liser une 
méthodologie bio-inspirée plutôt qu ' une autre dépend év idemment des objectifs. Par 
exemple, l'effic ience d 'un y tème de dép lacement ur roue par des robots s'avère 
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parfo is supéri eure aux agents naturels. Cependant, la locomotion sur pattes est en 
général plus polyvalent, entre autres lorsque les types d 'environnements sont variés . 
Indépendamment du type de locomotion visée et sans égard à la méthodologie utili sée, 
1 'a lgorithme permettant de ré oudre la problématique est auss i un facteur déterminant 
dans l'atteinte du miméti me. Ainsi, la robotique bio-inspirée vise une généralisati on 
des capaci tés adaptatives des IA produites, tell es que retrouvées dans les agents 
naturels. Une prémis e du domaine repose sur le fa it que la nature e t non eul ement le 
meilleur exemple ob ervé du phénomène de 1 ' intelligence, mais de plus, il est le seul 
qui ex iste actuell ement comme modèle à imiter. 
1.6 Agents autonomes complets virtuels et phys iques 
Le suj et de cette thèse concerne l'apprenti ssage bio-in piré en robotique. L'application 
est celle des robot phy iques mobiles et autonomes et vise à augmenter leurs capacités 
adaptati ves en général. À cet effet, pour les raisons pratiques, de ouci d 'économie et 
d 'efficience, le développement des hypothèses et des tes ts a préalablement débuté sur 
des modèles virtuel . Ainsi, à l'aide de imulateur muni s d 'engins de physique 30 , les 
résul tats obtenus de expérienc s pennettent d'approx imer ceux envisagés en situations 
réelles et conduisent parfois même à l' émergence de nouvell e olutions. 
Cependant, il n'y exi te pas de meilleure représentations du monde que le monde 
rée l lui-même, pour paraphraser Rodney Brook . Les détail et la complex ité sont 
fo rcément éludés dan l'élaboration d' un modè le d' lA et une simulation virtuell e 
'avère être une approche encore plus réductionniste pouvant aiguill er le chercheur 
vers des conclusions erronées. 
Incidemment, l' incarnati on ou la corporéité de agents cogni tifs représentent un 
thème majeur avec lequel, les scientifique œuvrant aux fronti ères des sc iences 
cognitives et de l' lA doivent maintenant composer dans l' étude du phénomène de 
l' in telligence (Anderson, 2003; Brooks, 199 la; Brooks, 199 lb; Clark, 1997; Mataric, 
1997; Pfe ife r, 2007; Riegler, 2002; Sporns, 2002; Varela et al. 199 1; Ziemke, 2001 ). 
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Selon ces auteurs, en plus de construire des contrôleurs d 'agents artificie ls intelligents, 
leurs structures et morphologies phys iques précises, tout comme le contexte 
environnementa l dynamique, peuvent influencer la perfo rmance observée de 1 'acte 
intelligent. De leurs interactions, peuvent émerger des propr iétés et des phénomènes 
uniques. Dans une certaine mesure, l 'étude de robots physiques powTait contribuer à 
une compréhension de 1 ' in te lligence par 1 ' observation comportementale, de modèles 
d ' lA complets, situés et incarnés. Négliger ces fa its poutTait conduire vers de fausses 
interprétations de résultats obtenus comparativement à ceux du monde nature l, si tel 
était bien le but (Chandana, 2004). 
Dans le développement de modèles d ' lA à l'aide de simulations virtuell es, le choix 
des vari ables et conditions expérimentales s'avère crucial, car les représentations 
étudiées ne sont qu ' une fraction d ' une compréhension déj à approximati ve du monde 
réel, dans lequel a émergé 1' inte lligence naturell e. Dans cette perspecti ve, 1 ' inte lligence 
biologique est envisagée comme un épiphénomène résultant de la tri ade corps, cerveau 
et environnement. De la réunion de ces composantes émergerait un système cogniti f 
dynamique ne pouvant être observé que lorsque toutes les conditions y ont réunies 
(Chie! et Beer, 1997). Pour cette thèse, il s' agit de raisons suffisantes pour passer 
rapidement au développement expérimenta l d ' une implantation phys ique d 'une lA et 
la réalisation éventuelle d 'une lA complète. 
Indubitablement, 1 'agent cogniti f matéri alisé est situé dans un espace-temps (Steels 
et Brooks, 1994). Les aspects de linéarité, de direction et d ' irréversibilité du temps dans 
un monde réel dev iennent des facteurs clé de tempora lité qui doivent être pris en 
compte dans le phénomène de l' intelligence. Par exempl e, l' apprenti ssage, la mémoire 
et la causalité des actions engendrées par un agent cognitif conditionnent son futur et 
ne peuvent être que très pauvrement approx imés par des modèles dynamiques 
théoriques ou simulés. L' implémentati on d 'algori thmes d 'apprentissage dans des 
robots phys iques devrait intégrer ces différentes notions temporelles contr ibutives au 
phénomène de l' intelligence. À ce titre, la robotique mobile bio-inspirée évo luant en 
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milieu et temps rée l peut certainement fournir des pistes de so lutions dans l'étude du 
phénomène de 1' intelligence générale. 
Les agents physiq ues, lorsque dotés de capacités cognitives même rudimentaires, 
ag issent et transforment leurs environnements. Par exempl e, une tâche minimale d'un 
robot pourrait concerner des déplacements de matéri el dans son environnement, 
jumelés à des associations perceptuelles afin de parvenir à une gestion autonome de ses 
beso ins en énergie. Ainsi , les actions posées par le robot pourraient produire des 
modifications maj eures de son environnement et potentiellement augmenter la 
complex ité de 1 'ensemble du système cognitif observé. 
Actuell ement, cette seule thématique de la locomotion représente un rée l défi pour 
un roboticien avec des résultats imprévus à anti ciper avec des robots qui possèdent un 
nombre inférieur de degrés de liberté en comparaison avec les insectes les plus 
primitif . Aussi, les roboticiens doivent composer avec une rigidité inhérente des 
matériaux utili sés, un temps réel à gérer ainsi que la compréhension d'un monde 
dynamique complexe, où il existe une non-linéarité temporelle des phénomènes 
courants s'y déroul ant sur de multiple échell es. De plus, les déplacements dans le 
monde physique ex igent une consommation d 'énerg ie, ce qui implique du transport de 
charge supplémentaire, rendant le modèle physique lourd et imposant, en comparaison 
aux modèles vivant qui eux emblent être optimaux en la matière. Enfin , les divers 
phénomènes physiques tels que l'équilibre, l' inertie et la fr iction occas ionnent aux 
chercheurs, de sérieux écueil s dans leurs modèles artificie ls et simulés, ce qui les ob lige 
parfois à recourir à des so lutions qui ri quent de perdre leur sens au niveau comparati f 
de l ' intelligence naturelle. Un des axes principaux de la recherche en robotique mobile 
se situe justem nt à cc niveau de maîtrise du jeu de la coordination sensori-motrice en 
temps réel. 
En résumé, non seulement 1 'agent cognitif artificiel devrait être matérialisé dans un 
corps, se dép lacer et agir dans un monde situé, mais il devra aus i être autonome. À cet 
égard , le terme d 'autonomie est large de sens et souvent galvaudé par la communauté 
scientifique du domaine. De façon intuitive, l'autonomie comp lète d' un robot 
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consistera it en une absence totale d ' intervention de la part des humains. Cependant, la 
gestion autonome du ni veau d 'énergie dans un environnement spécifique par des 
comportements exploratoires primi tifs pourra it déjà être un obj ectif satisfaisant. Par 
exemple, percevo ir 1 'endroit où recharger ses batteries en retrouvant des bornes 
électriques ou se diriger vers des endroits lumineux dans le cas de pile photosensible 
serait des buts acceptables répondant aux besoins et à une définiti on minimale de 
1 'autonomie d 'un robot. 
Une dernière pierre angulaire des agent cogniti fs situés et incarnés est celle de la 
considération de 1 'environnement dans lequel ils évoluent. Idéa lement, ce lui-c i devrait 
être le monde physique et non virtue l, celui dans lequel notre type d ' inte lligence a 
évolué et sert de base comparati ve. Donc, un environnement destiné aux robots devrait 
être non déterministe, dynamique et extrêmement versatil e. L'exempl e ci-haut 
mentionné de l'autonomie par recharge de batterie verrait le côté complex ité et 
adaptatif rehaussé s i la source d 'énerg ie varia it constamment sa locali sati on et sa 
péri ode de di sponibilité. Ainsi, la survie de ces types d ' lA ainsi que leurs évo luti ons 
phys iques et cogni tives devraient être des préoccupati ons pour les chercheurs dés irant 
réa liser des IA complètes. Bien entendu, cette thèse ne vi e pas tous ces buts en 
robotique bio-inspirée, mais le modèle d 'apprentissage est développé en tenant compte 
de ces di verses perspecti ves, évitant possiblement des pièges futurs en s'engageant 
dans un formali sme théorique étroit ou dans un cadre expérimenta l ri gide. 
Enfin, l' incarnation et l 'aspect situé d 'un ensemble d 'agent cogni tifs arti fi ciels 
impliquent une dimension supplémenta ire à retenir dans un modèle comp let d 'lA, so it 
l ' impact de l' individualité et de la co ll ectivité . Entre autres, des robots uniques et 
hétérogènes offriraient possiblement de meilleures capacités adaptati ves, en particuli er 
lorsque ceux-c i capitaliseraient sur des situations d 'apprenti ssage par comportements 
d ' imitation. D 'a ill eurs, une des forces de l'évolution biologique repose justement sur 
cette di versité, engendrée par la génétique et sur laquelle agit le mécani sme de la 
sélecti on naturelle. Une des branches de la robotique bio-inspi rées' intéresse justement 
à ces aspects. Cependant, l' in verse de l' individualisme semble avo ir été plus attrayant 
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à modéli ser en IA . En effet, l' in te lligence co llecti ve est un des créneaux largement 
explorés actue ll ement par les chercheurs dans le domaine de la robotique cogni tive et 
bio-inspirée. 
En résumé, vo ici les é léments c lés de cette section sur les robots phys iques et les 
simulati on virtue ll es : 
• La structure corpore ll e, la situati on spatio-temporell e a ins i que 1 'env ironnement 
d ' un agent cogniti f co ll aborent au phénomène de 1' inte lligence. 
• Un agent cogniti f est adaptati f et innove en termes de so lutions aux problèmes 
rencontTés . 
• Un agent cogni tif artifi c ie l complet devrait être mobil e et autonome, agissant et 
modifi ant dynamiquement son environnement qui lui auss i est changeant et 
imprév isible. 
• Le déve loppement de modèle d ' lA à l ' a ide de simulation virtue ll es est une 
vo ie de départ ra isonnable afi n de te ter les hypothèses visant l' implémentati on 
de fu turs modè les phys iques. 
• L ' approche de l' lA v irtue ll e est limitati ve, réducti onni ste et suj ette aux erreurs 
in terprétati ves en regard des conc lusions obtenues sur les structures, les 
fo nctions ou les comportements simulés. Par conséquent, 1 ' approche de 1 ' l A 
phys ique est la méthodo logie tratégique à adopter à long terme. 
1.7 Temporalité 
Le thème de la tempora li té e t brièvement abordé dans cette ection, car il a été le 
déc lencheur et 1' idée maîtresse derrière ce projet doctora l. L ' hypothèse posée est que 
la temporali té représente un élément clé dans le phénomène de l' in telligence. C'est-à-
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dire qu'il ex isterait une relation de cohérence à toutes échelles conceptuell es, de 
diffé rents é léments temporels impliqués dans 1 'observation d ' un acte inte lligent produit 
par un agent cognitif dans un env ironnement physique. Donc, dan un processus de 
réali sation d ' une lA complète, toutes les vari ables re latives au temps devraient être 
défi nie , correctement initiali ées et implémentées, surtout en regard de leurs 
interrelations, particulièrement dan un contexte de temp rée l. 
Ainsi , le temps est une vari able déterminante dans la réalisation d'un robot s itué et 
incarné, évo luant dans un environnement dynamique. En particulier, la coïncidence des 
évènements neuronaux est une dimension cruciale à gérer lorsque celui -ci possède un 
cerveau-contrô leur bio-inspiré à l'a ide de RNAI. Deux hypothèses sont à valider : 
H 1 :Les motifs de stimuli physiques environnementaux perçus et les réponses 
comportementales adaptatives secondaires des agents cognitifs représentent 
des évènements où les relations temporelles sont causales. 
H2 : Ces dijjërentes relations temporelles sont particulièrement importantes 
dans la modélisation de fonctions d'apprentissage. 
Le temps est une propriété fondamentale de notre univers. C'est une dimension 
mesurable. À l'échelle non quantique, le temps s'écoul e dynamiquement de faço n 
unidirectionne ll e et continue; il est particulièrement remarqué lors de changements 
évènementi e ls s'opérant en temps réel. La quantification du temps dépend de 
l' interva ll e entre les évènements et de l'échell e de grandeur du phénomène observé. 
Le temps peut être impli c ite au modèle d 'étude avec un passage inhérent à la durée 
des évènements, comme lors d ' un cycle de rotation terrestre. Il peut être aussi explicite 
et fixe, avec une durée prédéterminée elon des paramètre telle que la milliseconde. 
Le temps pourrait être auss i modélisé de façon continue, comme avec des capacitances 
é lectroniq ues, une transmission de ignaux ou bien encore discrétisé et échantill onné 
elon des noi·mes fixées par un expérimentateur. 
Indéni ab lement, les vari ables temporelles sont déterminantes dans 1 'ob ervati on du 
phénomène de l' inte lligence. Entre autres, le processus de la mémoire implique une 
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gesti on d 'évènements chronologiques et causals se déroul ant sur des échell es 
tempore ll es de durées vari ables . Le temps est auss i ba li sé pour les systèmes cogniti fs 
naturels avec ce lui de leur ex istence. Cette fi xation de la fenêtre temporelle est cruciale 
pour les péri odes ontogéniques et phylogéniques des entités cogniti ves naturell es et 
devrait être tenue en compte dans la conception de systèmes in te lligents artificie ls. 
Une faço n d ' interpréter un système cogniti f dynamique (Van Gelder, 1998) est de 
le forma li ser à travers une séri e d 'équations di fférentielles décrivant la traj ectoire du 
système se lon un espace d 'états et un état initi a l. Ains i, il est poss ible de connaître les 
valeurs des paramètres à un temps t, d 'explorer les fronti ères, les bifurcations, les 
comportements et les moti fs importants du système dynamique. Les modèles 
théoriques dynamiques nous a ident à effectuer des prédi cti ons analytiques . Cependant, 
il s ne sont pas fac il es d ' usage lorsque le modè le comporte un grand nombre de 
dimens ions et sont peu utiles lorsqu ' il n' ex iste aucune solution analytique. Il conv ient 
aussi de di fférencier les simulations théoriques et les analyses a po teriori d ' un modè le, 
de l' implémentati on dans un robot phys ique d 'algorithmes s'exécutant en temps réel, 
tel que ceux retrouvés dans cette thè e. Une alternative méthodolog ique do it a lors être 
envisagée afin de réso udre ce problème d 'algorithmes computa ti onnels et de la gestion 
du temps réel dans la réa lisation d ' une lA. Spécifiquement, en ce qui concerne cette 
thèse, les vari ables concernant le temps ont toutes été di scréti sées en cycles 
d ' a lgorithmes. 
L ' hypothèse de la contiguïté tempore ll e est auss i une piste intéressante à investiguer 
(Çev ik, 20 14) sur ce thème. E ll e sous-tend que la perception de certa ines propriété 
phys iques de stimuli possède un impact sur le comportement des agents cogniti fs. Plus 
précisément, c'est la di tance en termes de mes ure entre un stimulus t le corps qui est 
en re lati on directe avec 1 ' organi sati on topolog ique des stru ctures neuronales et La 
cohérence des mécani smes sous-j acents qui tra itent le stimulus. Par exemple, un 
timulu neutre répété tel qu ' un fl ash de lumière sera tra ité par un mécani sme 
d 'apprenti ssage non assoc iati f de bas ni veau so it, l ' habituati on. Cette habituati on 
entraîne une décrémentation de la répon e comportementale au fil du temp . À 
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l ' inverse, un stimulus tactile nociceptif te l qu 'un choc électrique sera traité par le 
mécani sme de la sens ibilisation , soit avec une réponse comportementale accentuée au 
fi l du temps. La contiguïté temporelle dans ce phénomènes est que la vision traite des 
stimuli distaux au corps en premier li eu, en rapport avec le sens tactil e qui lui est plus 
prox imal. Le corrélat en apprenti ssage associati f tel que le conditionnement class ique 
serait que les stimuli neutres peuvent servir une fois conditionné à prédire les stimuli 
inconditionnels, simplement parce que la di stance temporelle et la topologie 
structurell e sont ainsi préalablement organi sées . 
En conclusion, la temporalité poutTait être considérée comme un élément clé du 
phénomène de l' intelligence. Il s'ag it d ' un suj et complexe qui méri te un v if intérêt, 
mais qui devra fa ire l' obj et d 'une autre étude. Avant d 'entamer de hypothèses sur un 
li en plus direct entre la temporalité et l' intelligence, il fa ll a it au préalable, réaliser un 
modèle minimal d ' [A complet et bio-inspiré. L ' obj et de la présente thèse, soit 
l'é laboration de fonctions d 'apprenti ssage pour des RNAI contrô leurs de robots, en li en 
avec le concept de temporalité, y procure à présent un terreau plus propice à une 
investi gati on future, dans un contexte théorique plus général. 
1.8 Réseaux de neurones artifici els 
L 'ancêtre des RNA d'aujourd ' hui a été créé par McCulloch et Pitts (1943), en 
utilisant un archétype du neurone fo rmel. Il s'agit d ' une unité mathématique abstraite 
possédant des propriétés particuli ère de ca lculs logiques . Ces propriétés sont 
explo itées par les connexionniste afin de ré oudre de multipl e problèmes dans 
maintes sphères scientifiques, dont 1 ' IA. Bien que plus ieurs chercheurs en 
neurosciences et en sciences cogniti ves ex priment leurs intuitions par des modè les 
connex ionnistes s imples, certa ins optent pour des modè les basés sur des 
mathématiques plus complexes, refl étant plus fid èlement les véritable propriétés des 
neurones biologiques (Hodgkin et Huxley, 1952; Koch, 1999; Van Leeuwen, 2003; 
Wilson , 1999). D 'autres encore, s'écartent vo lontairement des ori entations cogniti ves 
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pour se concentrer sur 1 'essentiel des caractéri tiques des fonction s mathématiques et 
statistiques re li ées aux RNA, avec des applicati ons et buts d 'optimi sation dans le 
champ de l' ingénierie (Dreyfu s et al. 2002) . 
Dans a forme 
princ ipalement de 
impie (F igure 1.2), le neurone artifi c ie l reço it de entrée , 
données numériques, qu ' il intègre et, selon une fo ncti on 
d 'activa tion linéa ire ou non linéaire avec ou an eu il , déclenche une réponse en sorti e, 
habitue llement de même nature. Le neurone artifi c ie l est un modè le s impl e d ' un 
neurone naturel. Minimalement, le neurone arti ficie l accepte, intègre et transmet de 
l' informati on. Le neurone est le support, l' unité de tra itement et en réseau le ni veau 
interprétati f de l' info rm ati on. Le neurone se déc line en structure indi viduell e 
(représentati on loca le) et sous fo rme co ll ecti ve (représentation di tribuée) . 
Mis en ré eau par de li ens et selon la complex ité de diffé rents paramètre re li és, 
il devient poss ible d 'y ob erver des propri été émergente . Dan les réseaux à couches 
multipl es, le neurones qui se trouvent entre les couches d 'entrée et de sorti e forment 
la ou les couches cachées. Ce lles-ci, couplées à de foncti ons d 'acti vation non linéaire 
rendent comptent de plusieurs des capac ités compu tati onnell es des RN A. En 
contreparti e, e ll e en augmentent éga lement l'opac ité d ' interprétat ion. A in i, les RNA 
se caractérisent par une architecture, une règ le d ' activat ion ou de transmiss ion ainsi 
qu ' une règ le d 'apprenti s age qui module les po ids synaptiques entre les neurones. 
Cette demièr représente un des points forts du connex ionnisme et probablement le 
véritable pont vers les sciences cogniti ves (Matlin , 2005) et la modé li ation de 
processus bio logique . 
Bien que le neurone naturels so ient nettement plus complexe , il ex i te des 
analogies intéressantes et certa ins RNA ont bon ifié le neurone artific ie l de base avec 
des paramètres additi onne ls. Cependant, que ll e que so it la complex ité des paramètres 
utili sés, l'amplitude du s igna l émis ou potenti e l d ' action (PA) est con tante et 
l' in tens ité d s stimuli entrants est intégrée par une fréquence proport ionnell e des PA à 
la magnitude de timuli. 
Axone )lo Sortie 
Exemple : 
x, = 0.5, x2 = 0.3 , x3 = 0.1 
w, = 0.2, w2 = 0.3, w3 = 0.4 
f =fonction d'activation 
Seuil 8= 0.8 
Si I(xN * w.J > 8) Alors 
Sortie = 1 
Sinon 
Sortie = 0 
(0.5 * 0.2) + (0.3 * 0.3) + (0.1 * 0.4) = 0.23 
0.23 < 0.8 
Sortie = 0 
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Figure 1.2 Le neurone fo rm el représente une abstraction mathématique impli ste, ma is fo nctionne ll e du 
neurone bio logique. Il se caractérise pa r une intégrati on de signaux entrants, modulée par des poids 
synaptiques, qui suite au dépassement d' un seuil , act ive la production d ' w1e réponse en sorti e. 
Théoriquement, les RNA fo nctionnent en parall è le. Pratiquement, des unités doivent 
être tra itées en premier dans les algori thme , car le calculs s'effectuent par des 
processeurs à architecture séri elle qui n 'offrent qu ' une pâ le imitation du para ll éli sme. 
Les RNA implémentées électroniquement en Very Large Scale Integration (Ki er et al. 
2006; Mehrtash et al. 2003) ou neuro-proce seurs sont une des vo ies d 'avenir, 
puisqu ' ils pourraient contrer ce go ul ot d 'étrang lement inhérent aux approches 
classiques. 
Les connaissances dans les RNA sont modéli sées et distribuées à travers un réseau 
de poids synapti ques. Il en résulte une mémoire et une plasticité associée avec, comme 
incidence pos itive, une to lérance aux données bruitées ainsi qu 'une robu tes e du 
système. Malheureusement, la traçabilité des info rmati ons est di ffi cile entre les entrées 
et sorti es . Cette opac ité oblige les chercheurs à une analyse a posteri ori , complexe. Il 
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existe également des problèmes communs aux méthodes de calculs imp li qués dans les 
RNA, particu li èrement lors de la modélisati on du phénomène de l'apprent issage. Entre 
autres, il y a le surapprenti ssage et la surgénéralisation, tout comme les pièges de 
l' atteinte des m1mma locaux dans l'optimisation des solutions ainsi que dans la 
stabili sation des RNA. 
Les questions et problématiques scientifiques abordées par les RNA sont mul tip les. 
La cogniti on est un thème majeur, et s i les problèmes visés acceptent des solutions de 
généralisation , d 'approximation, d ' optimisation ou de reconna issances de motifs, les 
RNA peuvent être envisagés . En exemples, les RNA sont uti les comme outi l de 
calibration , de prédictions financi ère , de reconnaissance vocale ou lors d' études 
comparati ves d 'empreintes digitales. Concrètement, les différents a lgori thmes ont 
surtout été introduits pour parfa ire des systèmes d 'analyses déj à ex istants. En sciences 
cogn itives, les RNA sont généra lement envisagés comme méthode d 'approche 
ascendante et explicative d 'un phénomène biologique spécifique à modéliser. Ils sont 
couramment utilisés comme outil s d 'apprenti ssage et d 'optimisation dans le domaine 
de l' lA et de la robotique. 
Le Perceptron de Rosenb latt ( 195 7), modèle de RNA avec une architecture 
monocouche, a fa it figure de proue dans ce domaine. Il a cependant été attaqué 
rapidement sur on imposs ibilité à ré oud re le prob lème du «ou » exclusif, ou tout 
autre problème non linéairement séparable (Minsky et Papert, 1969) . Les RNA 
multicouches et l'a lgorithme d 'apprenti ssage à rétropropagation d 'erreur (Bryson et 
Ho, 1969; Rumelhart et al. 1986) ont levé cet assaut maj eur contre les connex ionnistes 
en incu lquant un second souffl e à l'approche. 
Depuis, les RN A se sont constamment améliorés et di vers ifiés avec l 'architecture 
modulaire de Grossberg (1 982), 1 'architecture récurrente avec centre attracteur de 
Hopfi eld ( 1982), le cartes topolog iques auto-organi atri ces de Kohonen (1 982) et bien 
d 'autres encore. Chacun des paramètres généraux des RNA s'est donc vu grandir en 
termes de vari abilité, de complexité et de puissance computationnell e. A insi, les 
données d'entrée et de sortie peuvent être numériques ou non, di scrètes ou continues, 
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umques ou multiples, homogènes ou hétérogènes. Les architectures peuvent être 
monocouches ou multicouches, acycliques ou récurrentes et homogènes ou 
hétérogènes . Enfin, les li ens les unissant peuvent être exc itateurs ou inhibiteurs. La 
Figure 1.3 représente un exemple poss ible d 'architectu re avec les RNA. 
Architecture de réseaux de neurones artificiels 
Exemple d'une structure hétérogène multicouche 
Couche caché-e 
Figure 1.3 Exemple d ' une architecture de RNA. 
En généra l, un RNA utili se une règle d'activation avec seuil (p. ex. une fo nction 
sigmoïdienne) qui, pour chaque neurone, intègre non linéairement les données 
entrantes pour les transfonner en un signal de sortie, équivalent à un taux moyen de 
déclenchement des PA dans les neurones naturels. Pour les li ens entre les neurones, des 
règles d 'apprenti ssage modulent les poids synaptiques et reflètent l'efficacité 
proportionnelle des données entrantes sur la cellule de réception. Ces poids synaptiques 
permettent une certaine plastic ité des RNA qui est à la base des propriétés des di verses 
formes d 'apprenti ssage. 
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Il ex iste plusieurs types d 'apprenti ssage, se regroupant minimalement en ceux 
supervisés et non supervisés. L'apprentissage superv isé implique une approximation 
de la solution recherchée, fournie ou non par le programmeur, où il y a correction de 
l'etTeur en regard de l'atte inte de la so lution. Pour les apprenti ssages non supervisés, 
les algorithmes doivent trouver les so lutions selon des critères anticipés par 1 ' usager. 
L'apprentissage peut également se faire en mode compétitif entre les neurones où selon 
les algorithmes, les poids synaptiques de cet1ains neurones augmentent aux dépens de 
ceux des autres dans le réseau, dont 1 'apport est non contr ibutif à la so lution finale . 
Enfin, 1 'apprenti ssage de type Hebbien (assoc iat if) propose une règle de coïncidences 
de PA, c'est-à-dire que s i un neurone émet Lm PA et qu ' une de ses cib les est auss i act ive 
dans une fenêtre temporelle simi laire, il y aura renforcement de la synapse les uni ssant. 
Ce puissant mécanisme d 'apprentissage, basé sur la plasticité synaptique act ivité-
dépendante, e t biologiquement réaliste et représente un des points d ' in térêt ayant 
conduit à 1 'élaboration du suj et de la thèse. 
Cependant, dans les RNA classiques, les valeurs d'entrées et de sorties sont 
considérées comme des moyennes reflétant la fluctuation de PA par unité de temps, en 
analog ie à l'observation empirique de cet1a ins neurones naturels, dans des conditions 
méthodologiques spécifiques (périodes pouvant varier de lOO à 500 milli econdes 
d ' intégrat ion selon le type de phénomènes observés (B ialek et Zee, 1990). Bien que ce 
type de codage permette de si muler des systèmes cogniti fs (Bienenstock et al. 1982) 
reposant sur des populations neuronales, cette caractéristique exc lut cependant des 
exp li cations relatives aux données empiriques pour des phénomènes s'observant sur 
une fenêtre temporelle étro ite (par exemple, sous les 50 millisecondes). 
D façon g ' n ' ral , 1 'obstacle maj ur dans la modélisation de la cognition ou la 
réalisation d'une lA est de bien transposer le problème naturel étudié vers les bonnes 
méthodes computationnell es. Il est difficile de jauger les variab les contextuell e où ces 
méthode sont app liquées, tout comme 1 'importance de boîtes noires inhérentes aux 
modèles, par définition réductionnistes. En effet, il n'ex iste pas de mode d 'emploi pour 
le choix d'une architecture de RNA ou la façon d'ajuster les paramètres. Le jeu d'essais 
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et erreurs est hasardeux pour un novice dans le domaine et rébarbatif pour un spécia liste 
de la méthode. Les RNA demeurent cependant de préc ieux outils pouvant servir autant 
à la compréhension de la cogni tion ainsi qu 'à la réa li sation d 'une IA. Par ailleurs, des 
modèles hybrides ex istent maintenant et permettent d 'automatiser certaines valeu rs des 
paramètres. Pour les di ffé rentes ra isons invoquées c i-haut, l' approche de RNA 
classiques et les outil s algo ri thmiques auxiliaires ne eront pas utili sés dans cette thèse, 
car les obj ecti fs fixés de cette thèse en rapport avec les contraintes temporelles 
nécessitent de rehausser d ' un cran le ni veau de bio- inspiration du modèle neuronal. 
Néanmoins, il aura fa llu au préalable avo ir une compréhension exhaustive de ce type 
d 'outil avant de pouvo ir réfuter leur utilisation dans l' élaborati on des fonctions 
d ' apprentissage pour de la robotique bio-inspirée. 
1.9 Réseaux neuronaux artific iels dynamiques c lass iques 
L' apprenti age de connaissances comportant des é léments temporels significa ti fs 
n'est pas nouveau. Ell e req ui ert une forme de mémoire ayant la capacité de rappeler 
les évènements antér ieurs. NETta lk (Sejnowski et Rosenberg, 1987), un RNA de type 
perceptron mul ticouche à propagat ion avant et à apprentissage par rétropropagation, 
réuss issait bien à déterminer les bons phonèmes d ' une phrase, en passant Lm texte d 'une 
lettre à l'autre. L 'aspect temporel provenait a lors du séquençage approprié des entrées 
fo urnies au RNA. Une autre façon d'envisager une per i tance mnésique dans un RNA 
est de répliquer dans le temp l' info rmati on entre des neurones success ifs, suivant une 
fenêtre temporell e coulissante de durée déterminée ou Time Delay Neural Network 
(Lang et H inton, 1988). D' autres types d ' archi tectures de RNA sont également 
poss ibles afi n de réuss ir des apprentissages de patrons d ' information codés dans le 
temp , comme par l' établi ssement de liens récurrents entre des neurones art ific ie ls, 
représentant a insi une fo rme de mémoire assoc iati ve dynamique (Chartier et 
Boukadoum, 2006) . 
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Dans les RNA à propagation avant, directe, de type perceptron multi couche, il est 
possible d'implémenter des mécan ismes capables de transformer un RNA statique en 
un réseau dynamique. Us peuvent ainsi offrir une mémoire à court terme en insérant un 
délai temporel synaptique, so it à la fin du réseau ou Focused Time Lagged Feedforwarcl 
Netvvorks, so it en di stribuant le délai dans toutes les synapses ou Distributed Time 
Lagged Feedforward Netvvorks. Il est auss i poss ible de trouver des éq uations qui 
permettent de résoudre une implémentation de cette mémoire dynamique, en temps 
continu ou en temps di scret. Ces équations s'appliquent également pour des RNA à 
architecture bouclée ou à connex ions récurrentes ou Continuous Time Recurrent 
Neural Networks (Beer, 1995). Ces derniers types de RNA sont représentatifs de 
modèles dynamiques ayant la capacité de simuler certains phénomènes cognitifs 
simples. Néanmoins, des lacunes importantes dans la constitution é lémenta ire de ces 
types de RNA limitent l'accès à des processus cognitifs plus comp lexe , favorisa nt le 
passage vers la dernière génération de RNA, les RNAI. Notamment, l'obtention d ' une 
réponse de sortie à un patron d 'entrée qui doit généralement passer par un grand 
nombre d ' itérations pour la stab ili sation des poids synaptiques . 
1.10 Réseaux neuronaux artifici e ls à impulsions ou pulsés 
Depuis les années 1990, les RNA class iques ont vu un nouvea u modèle 
computationnel si mulant les neurones biologiques avec les RNAI (Gertsner et Kistler, 
2002; Maass, 1997; Maass et Bi shop; 1999; Ponulak et Kasinski , 20 11 ). L ' hypothèse 
théorique derrière le concept des RNAI est qu ' il ex iste de l'i nformat ion pertinente au 
niveau du codage unitaire des PA, dans l'ordre séquentie l des PA, dans leur 
coïncidence temporelle, dan leur synchronisme ains i que dans leur in terva ll e de temps 
(Bohte, 2004). Il s'ag it d ' un paradigme contrastant avec les RNA class iques, qui eux 
fo nctionnent plutôt avec des fréq uences moyennes de PA représentant des données 
populationnelles et statiques à court terme (Rieke et al. 1997). 
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La pertinence d ' introduire ce n1 veau de résolution temporell e dans la 
compréhension du traitement de l' information neuronale provient de plusieurs sources 
expérimentales. Par exemple, le temps de réaction de certains animaux lorsque des 
stimuli visuels leur sont présentés est aussi rapide que 25 rn sec pour une chaine de 
traitements minimalement composés de que lques neurones. Auss i, la ensibilité de 
1 'audition du hibou exige une coïncidence temporell e de 1 'ordre de 3 msec entre les 
deux aires auditi ves afin de bi en localiser ses proies (Kempter et al. 1996). De plus, 
dans certaines conditions d 'apprenti ssage, dont cell es qui s'opèrent en un seul essai, la 
plupart des RNA ne conv iennent pas avec leurs nombreuses d ' itérati ons nécessaires 
pour stabiliser les poids synaptiques. F inalement, une des formes d 'apprentissage 
reconnues en neurosciences est ce lle de la potentialisation de la mémoire à long terme 
(long-term potentiation) (LTP) (Biiss et L0mo, 1973). Un de mécani smes sous-j acents 
au LTP ex ige une coordination dans la séquence tempore ll e des PA pré et 
postsynaptique ainsi qu 'une exactitude de la fenêtre tempore ll e de l'ordre de 50 msec 
(STOP). Cette coïncidence des PA possède auss i une sens ibilité de mo ins de 10 msec 
des PA pour l' orientation vers une dépress ion ou une potenti a li sation de la plas ticité 
synaptique (Markram et al. 1997). Ces quelques exemples marquants représentent des 
raisons suffi santes pour priori ser un modè le neural computationne l te l que les RNAI 
plutôt que la form e class ique des RNA. La granularité tempore lle du temps réel en 
robotique et dans les di fférentes fo rmes d 'apprentissage bio-inspirées modéli sées dans 
cette thèse est une vari able qui favori se ains i le choix des RN AI. 
Des chercheurs ont démontré de faço n théorique les capacités computationnelles du 
codage pulsé (Benda, 2002), généré par 1 ' information au niveau uni ta ire des PA. Dans 
une perspective appliquée et pratique, lorsqu ' utilisés comme cerveau-contrôleur de 
robots, les RNAI semblent également mieux adaptés pour accomplir des tâches 
cogni tives où les di fférentes variab les re li ées à la tempora li té y sont prépondérantes 
(Brette et Guigon, 2003). Ainsi, les RNAI se di stinguent de leur prédéce seurs par un 
plus grand réa lisme biologique tout en conservant les avantages acquis des 
caractéri stiques des RNA tradi tionne ls te ls que la catégori ati on, l' apprenti ssage et 
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l'auto-organi sation (Ruf et Schmidt, 1998) . En outre, il est auss i possible de imuler 
avec les RN AI, des phénomènes cogniti fs qui n 'ex igent pas cette préc ision temporell e 
et ainsi ca lquer des ré ul ta ts préa lablement obtenus avec des RNA class ique . 
Cette diffé rence conceptuell e de la représentation de l' info rmation neuronale en 
corrélation avec le degré de précision du temps soulève un problème encore non réso lu 
en neuroscience, so it celui de notre rée ll e compréhen ion de la tran fo rmation des 
ignaux d 'entrées et des ignaux de sorti es neuronales (Rieke et al. 1997). La 
problématique e t qu ' il ex iste une relation non linéa ire entre le info rmations 
neuronales entrantes et la sorti e dans le neurone intégrateur. Cette non-linéarité 
implique des variables mul tip les qui ne sont pa encore toutes identifiée (dépress ion 
ynaptique, taux de décharge, flu ctuation des ions calciques, bruit synaptique, etc.). De 
plus, e ll es possèdent de cinétiques couvrant des multiples réso lutions temporell e . En 
conséquence, les modèle actuels de RNA et RNAI sont forcément réducti fs et 
implémentent de équations qui approximent cette relation transformationnell e de 
l' info rmation. En proportion, l'effic ience computationnelle est diminuée lorsque la 
préc i ion du modèle e t augmentée. Ainsi, le ca lcul moyen de taux de décharge par 
unité de temps représente le compro mis fa it par les R A traditionnels, mai ce lui des 
RNAl pousse d' un cran la bio-i nspiration du modèle neuronale avec le PA unitai re 
comme échantillonnage temporel des évènement . 
Ces deux derniers modèles neuronaux foncti onnent comme de neurones-points 
avec une absence totale de la dimension spati ale, qui pourtant offre un potentiel 
computationnel supplémentaire. Ainsi, les modèles de neurone artifi ciels à 
compartiments comblent cette lacune et augmentent le réalisme biologique. Cependant, 
à cette échell e de détai ls, l'effic ience d' un algorithme développé pour une entité 
phys ique artific iell e complète est un objectif di ffic il ement atteignable actuell ement. 
En général, la computation naturelle des évènements neuronaux se tradui t par 
l' intégration des fluctuations de courants entrants t sortants, au ni v au de l'arbre 
dendri tique (Koch, 1999) . Ainsi, chacun des potentiels postsynaptiques (PPS) 
excitateurs (PPSE) ou inhi biteurs (PPSI) joue un rô le lor de cette in tégrat ion en faisant 
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vari er le potentie l de membrane (PM) à tout instant. En foncti on des ions et des types 
de canaux impliqués, la cinétique de ces PPS peut va ri er grandement et devenir 
déterminante pour l'émiss ion de PA, particulièrement lor que le PM est près du seuil 
de déclenchement (Bohte, 2007). Lorsque 1 ' intensité et la cadence des PPS augmentent, 
tout comme la locali sation topologique stratégique (vers le cône d 'émergence où une 
densité de canaux ioniques prédomine), le point de non-retour est franchi , déclenchant 
un PA avec consommation d 'énergie pour la cellule. Il s'agit donc d ' un processus acti f, 
relati f au besoin de transmiss ion de 1' information sur une longue distance, dans une 
entité qui est multicellulaire. 
Quelquefo is, il s'agit d 'une salve de PA ou bouffée, déclenchée par le jeu complexe 
de récurrences axonales s'exprimant en de multiples configurations ou par di verses 
cinétiques parti culières de canaux ioniques. De plus, certains neurones possèdent la 
propriété d 'être autonomes pouvant déc lencher eux-mêmes des PA par une série de 
cascades chimiques impliquant des canaux ioniques, proté iques et de fui tes de courant, 
sans aucun apport de courant externe. Ces neurones dev iennent ainsi des oscillateurs 
nature ls ou intr insèques . Il ex i te auss i des configurati ons neurales simples qui s'auto-
stimulent sans réception de courant extrinsèque ou d'autonomie intr insèque. Ces 
circuits peuvent conduire vers des rythmes vari és de sorti e de PA, comme des 
comportements chaotiques (Freeman, 1994) ou des générateurs de motifs centraux 
retrouvés, entre autres, dans p lus ieurs fo rmes régulatr ice de locomotions (Grillner, 
1985). Avec l'ajout de la précision uni ta ire du PA, les RNAI condui sent à des moti fs 
de sortie qui ressemblent de plus en plus aux multiples vari ations d 'émissions de PA 
d 'un neurone naturel (F igure 1.4). 
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Figure 1.4 Exemples de motifs de sorties avec les RN AI. (Tiré de la fig . 1, p. 1064, lzh ikev ich, 2004) 
Plusieurs outil s logiciels sont di sponibles en neuroscience. À l'aide d 'algori thmes, 
ils permettent de modéliser le comportement des neurones naturels sur plusieurs 
ni veaux conceptuels à la fois (de la molécule au comportement d ' une entité complète). 
Ces simulateurs visent à mi eux comprendre 1 'ensemble des processus neurobiologiques 
soutenant la cognition et le phénomène de l' intelligence (MCell, NEURON, GENESIS, 
Neural Network Toolbox, The MathWorks Inc.). Cependant, peu introduisent dans 
leurs applicati ons une gamme étendue de fa its et phénomènes neurobiologiques dans 
le but précis de réa lisati on d 'une lA. Parmi ces logiciels, aucun ne pouvait établir un 
lien efficient entre l'édi tion de RNAI et leur imp lémentati on dans des agents virtuels 
et physiques évo luant en temps rée l. C'est pourquoi un outil adapté et pécifique à cette 
problématique (SIMCOG) a été développé en para llèle à cette thèse. 
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Dans les RN A traditi onnels, les entrée et sorties sont modélisées comme des 
moyennes ou évènements par unité de temps, car il existe une certaine relation 
constante entre celles-c i, ce que souligne la dualité du codage neuronal par moyenne et 
celui par impulsion. Cette relati on a notamment été validée et observée empiriquement. 
Les points maj eurs fa isant g li sser les sc ientifiques vers ces moyennes de PA plutôt que 
vers le calcul unitaire sont que l'observation des PA neuronaux a insi que la fluctuati on 
des PM sont vari ables pour un stimulus constant et ressemblent à une distribution de 
Poisson à ce ni vea u spécifique d 'abstraction. Cette di stribution stochas tique facilite les 
calculs math ématiques appliqués pour des populations neuronales ainsi que pour 
l'analyse dynamique des di fférents paramètres étudiés. De plus, il ex iste une 
corrélati on fonctionne lle entre des PA de moyennes et certains phénomènes 
neurobiolog iques ou de ni veaux cogni tifs supéri eurs. 
Cependant, de plus en plus de preuves scientifi ques (Abeles, 1994; Ri eke et al. 
1997) tendent à démontrer que ces évènements d ' impulsions neurona les unitaires sont 
importants à con idérer à ce niveau d 'éche ll e précis, afin de mieux comprendre et 
expliquer les phénomènes neurobiologiques concernant entre autres l'exactitude 
temporell e. Notamment, il est di ffi c il e d 'expliquer et de modéli ser tous les phénomènes 
neuronaux s'exécutant sous la fenêtre des 10 milli secondes (Gerstner et al. 1996). De 
prime abord, ces phénomènes sont plus courants que 1 'on imagine. Des décisions 
complexes telles qu 'attraper une balle ex ige parfois des temps de réponse sous les 250 
millisecondes . Dans cet exemple, la captati on du stimulus débute aux couches 
rétiniennes, sui t le traj et vers l'a ire occ ipi tale, entame un relais vers le thalamus et l'aire 
préfrontale, puis passe par une chaîne motri ce descendante afi n d 'accomplir l'action 
appropriée. Ceci représente minima lement une bonne douzaine de synapses avec une 
réception, une intégration et une réponse sous les 25 milli secondes par neurone! 
Un modèle intermédiaire est celui du codage neuronal par phase, parti culièrement 
en rapport avec l'encodage dans la mémoire à court terme. Il s'agit ni plus ni ma in 
d ' une intégrati on de PA dans une péri ode de temps défini e dynamiquement et 
intTin èquement par un ou des circui ts neuronaux, lorsque 1 'ensemble des neurones 
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acti fs sont en phase par des oscill ati ons synchrones (modè le Thêta/Gamma) (Lisman 
et ldiart, 1995). Dans ce paradigme, le codage unita ire préc is devient moins important 
à cette fenêtre de lecture. L'aspect c ritique du codage et du décodage réfère plutôt aux 
cycles phas iques entre neurones ou populations neuronal es et qui soulignent la dualité 
onde et impuls ion neuronale. Cette cohérence émergente est cependant envisagée et 
étudiée empiriquement sur des populations neuronales mass ives. Il s'ag it d ' un e 
perspective intéressante, mais se s ituant à une autre éche ll e de modéli sation . 
Globalement, les phénomènes neuronaux signifi cati fs à réponse rapide peuvent être 
classés en quatre catégories . Il s'agit de la déterminati on d ' un évènement sur un 
premier PA, la coïncidence de deux PA comme évènement déc is ionnel, la 
synchroni sati on rapide entre deux neurones ainsi que l' ini tia lisation des P A (Na undorf 
et al. 2006) comme avec les osc ill ateurs intrinsèques . Il est au si possible d ' inc lure les 
processus d 'apprenti ssage se lon la théorie de Hebb ( 1949). L' hypothèse de cette 
théorie est qu ' il y a renforcement de la synapse entre le neurone présynaptique et le 
neurone postsynaptique, où l'exactitude de la fenêtre temporelle par laquell e ces deux 
évènements se succèdent, ce qui contribue à modifi er les synapses impliquées. Selon 
certa ines études, un mince décalage séquentie l de 20 milli secondes renfo rcerait au 
maximum une synapse, avec un effet de courbe en cloche pour des temps s'é lo ignant 
de ces valeurs. À l' inverse, il y aurait une diminution de l'effi caci té de la synapse pour 
les PA asynchrones ou encore, lors des situations où 1 'é lément postsynaptique précède 
la décharge du neurone présynaptique (Song et al. 2000 ; Roberts et Be ll , 2002) . 
De plus, 1 'exactitude tempore ll e ou le dé la i à respecter lo r d ' une associati on de type 
récompense avec ou ans stimulus inconditionnel sont de caractéristiques majeures 
des modè les computationnels de ce phénomène ou Temporal Difference Learning 
(Alexander, 2007; Suri , 2002; Suri et Schultz, 1999; Sutton et Barto, 1990). En 
analogie, les neurones naturels de type dopaminerg ique semblent potentia li ser une 
association favorab le entre deux évènements séquenti e ls s ignificat ifs pour 1 'entité et 
dev iennent a in i un rouage suppl émenta ire dans le proce us de l 'apprenti ssage. Cette 
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modu lation favorable au renforcement synaptique pourra it impliquer un processus de 
gestion à fi ne g ranularité tempore ll e pour bien en assurer la foncti onnalité. 
Tl ex iste plusieurs modè les décri vant le aspect dynamique pnnctpaux des 
synap es (Nat chl ager et al. 200 1; Poznan ki , 1999). À cause du ni veau de déta il et 
du coût computati onnel, peu de chercheur utili sent ceux-ci conj oin tement avec des 
implémentati ons v isant des concepts cogn iti fs de haut ni veau ou vers une plate-forme 
phys iq ue, te l qu' un robot. L 'effici ence des a lgorithmes ut ili sés et les caractéristiq ues 
visées doivent donc être choi sies adéquatement. Par exempl , les PA une fo i 
déclenchés ne produi sent une réponse po tsynaptique que dans 1 0 à 30% des cas. 
Également, 1 'effet de renfo rcement de la ynapse qui , dan un temps court, peut se 
modifi er de plusieurs centa ines de pourcents en efficac ité, et ce à des échell es 
tempore ll es variab les. Enfin , il y a auss i les ·di fférents phénomènes de base de la 
plasticité, du remodelage et de 1 ' homéostas ie synaptiques qu ' il faudrait tenir en compte 
dans un modèle synaptique plus comp let. 
te ituati ons mentionnée ci-haut, ex igent un codage et décodage de l' info rmation 
au ni veau temporel unitaire de PA, a contrari o des RNA class iques qui fo nctionnent 
par codage de moyennes de P A. (Gertsner et Ki stler, 2002; Izhikev ich, 2003; Maass et 
Bishop, 1999; Ri eke et al. 1997; Wil on, 1999). Dépendamment des questi ons po ées 
au préalable et du niveau de modé li ation recherchée, le codage unita ires, de 
moyenne ou de phase ne sont pas tota lement mutuell ement exclu ifs. Au tant au niveau 
théorique que ur le plan fo ncti onne l, une modélisati on d 'entité cogniti ve artifi cie ll e 
devrait intégrer les info rmations di sponibles sur des éche ll es tempore ll e vari ables . 
Une caractéri stique essenti e ll e des RN Al est celle d 'être représentée par un état 
interne, mimant le potenti el de me mbrane (PM) des neurones bi o log iques . Cette 
vari able à base de conductance é lectrique peut être affectée dynamiquement par les 
différentes entrées simulées de courants pos itifs et négati f: . Le neurone art ific ie l 
possède ainsi un e diffé rence de potenti e l entre le milieu intérieur et extéri eur de la 
cellule. Ainsi, une vari ation de vo ltage dans le mili eu intrace ll ul a ire, lorsque perturbé 
par des entrée et orties de courants, entraîne le PM vers une autre vari able e sentie ll e 
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des RN AI, le seuil. Lorsque celui est attein t, l'état sui vant du neurone atteint 
inévitabl ement ce lui d ' une émi ss ion de PA. 
Incidemment, il ex iste plusieurs types de RNAT. Le leaky integrate-and-fire (LIF) 
et le modèle général de LIF ou spike response mode! (SRM) en sont deux exemples 
class iques. Des modèle biophys iques plus complexes ex istent également tel que les 
abstractions neuronales à compartiments et ceux de modèles à canaux ioniques tel que 
le modèle de Hodgkin et Huxley ( 1952). Il devient év ident que plus le ni veau de détail s 
simulé est important, plus il en sera coûteux au ni veau computationnel. 
Le modèle de RNAJ est donc intére sant pour ce doctorat, car il permet 
intrinsèquement de coder l' informati on avec la résolution temporell e d ' un seul PA 
comme évènement phénoménol ogique signi ficat if. Cependant, les modèles de RNAI 
utili sés actuell ement requièrent auss i de grande capac ités computat ionnell es (Brette, 
2004) . Toutefo.is, certa ins modèles sont potentie ll ement exécutabl es dans des robots 
phys iques entièrement autonomes (Christodoul ou et al. 2002). 
Le choix du modèle neuronal bio- inspiré utili é a donc été crucial pour cette thèse 
ayant co mm uj et 1 ' apprenti sage en neuro-robotique. Les caractéri tique retenue 
étant d 'être capable de supporter le temp réel pour l' implémentation dans un robot 
phys ique ainsi qu ce ll e du ni veau de déta il temporel de l'o rdre de la durée d ' un PA, 
nécessa ire pour les associations neuronales et le changements synaptiques consécuti fs . 
Le nombre de paramètres du RNAI choisi ainsi que la taille max imale du RNAT ont 
également été de éléments essentiels à con idérer dan le choix du modèle neuronal 
afi n de ne pa excéder le limites et capac ités computa tionnelles de ordinateur lors 
des simulation et des robots phys iques. 
n somme, cette thèse défend la po sibili té de réali er plusieurs fonctions 
d 'apprenti ssage primaires dans des RN AI, réso lues par des mécanismes de plas ticité 
synaptique pour un contexte d' application robotique. L' hypothèse est soutenue par des 
ré ul tat comportementaux imi laire au monde nature l, pour des robot impie 
possédant que lques en eur et effecteur et comptant tout au plus, une cinquantaine 
de neurone et une centa ine de ynapses. Cette per pective e veut un ca lque du cerveau 
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des animaux invertébrés les plus primitifs . La stratégie employée a été d 'adapter les 
caractéristiques de base des RNAI dans un algorithme effic ient, capable d ' effectuer un 
cycle dans un interva lle de temps près de la mi ll iseconde et dans un environnement 
physique réel (Brette et Guigon, 2003; Izhikevich, 2003). Au modèle de RNAI choisi 
a été incorporée de façon cohérente une des trois fonctions d'apprentissage primaires 
bio-inspirées et incrémentales en complex ité, soit 1 ' habituati on, le CC et le CO. La 
modélisati on de ces règles d'apprentissage reflète un large éventail de phénomènes 
neurobiologiques avec producti on de résultats adaptati fs du niveau de la synap e au 
niveau comportemental d 'entités virtuelles et phys iques . 
En résumé sur les RNA class iques, dynamiques et les RNAI: 
• Le connexionnisme est un courant de pensée qui tente d 'expliquer la cognition 
et l' intelligence par un modèle conceptuel ana logue aux neurones naturels. 
• Le neurone artificiel est un modèle abstrait pouvant être connecté en réseau, 
possédant des propriétés émergentes re latives à la complex ité de l' architecture. 
• Les RNA fon ctionnent théoriquement en parallèle avec une réception simple 
ou multip le, une intégration, un traitement et une émi ssion du type tout-ou-ri en 
de l' information . 
• La connaissance des RNA est di stribuée à travers des poids synaptiques. 
• Les RNA sont capables de simuler p lusieurs types d ' apprentissage dynamique, 
supervisé et non superv isé. 
• Les RNA dynamiques s'avèrent être un bon choix comme contrôleurs d 'agents 
cogniti fs pour l'adaptation aux situations se déroulant en temps réel. 
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• Les RN AI représentent une alternati ve biologiquement plus pl ausibl e que les 
RN A avec un modèle de codage de l' in fo rmation au niveau unitaire du potentiel 
d 'action. 
• Les RNAI possèdent des caractéri stique temporelles uniques qui les favorisent 
dans le développement de fo nctions d 'apprentissage pour la robotique bio-
inspirée, notamment les coïncidences de PA et les temps d ' interva ll es. 
l.ll Cognition et apprentissage en robotique 
Poursui vre le but de réa li ser des lA dont les capacités cogni tives simuleraient les 
capac ités humaines représente un défi de taille pour les chercheurs d' auj ourd 'hui. 
Malgré l' argumentation philosophique de certain qu i anti cipe l' échec inév itabl e du 
projet, plusieurs sc ientifiques persistent à voul oir résoudre les mystères de 
l' intelligence, pendant que d'autres 'engagent sur la vo ie de reproduire les 
caractéri stiques principale dans des artéfacts virtuels et réels. Cette thèse doctorale 
s' inscrit dans cette derni ère démarche et apporte une contribution au domaine. 
Une de prémi sses en IA est qu'i l exi te des composantes fo nctionnelles 
élémentaires défi ni ssant l' intelligence biologique, identifi able et tran fé rable vers de 
ubstrats non biologiques. À cet égard, Il convient de sc inder le di ffé rents àspect du 
phénomène de l' intelligence naturelle afi n de cibler des élément préc i pour ensui te 
échafauder un modèle artificie l. Bien que les définiti ons de l' intelligence et de la 
cogni tion di vergent dan leurs concepts sous-jacents, la communauté scienti fi que 
' entend toutefois sur le point que la pos e sion de capacités adaptat ives 
d 'apprenti age représente un réel attribut du phénomène de l' in te lligence et, par 
extension, de la cognition. Te l est le suj et péc ifique de ce doctorat, visant à explorer 
le thème de 1 'apprentis age en robotique à traver une per pective de bio-in pi rat ion. 
Cette exp loration dépa e le cadre de l'étude théorique du phénomène, pui sque les 
règle d 'apprentis age ont mises de l'avant et vérifiées dans des robot phy ique . La 
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démarche e t de reproduire un certain nombre de phénomène de l'apprenti ssage 
naturel, puis d ' équiper les robots de ce modèles. Ainsi, dans ce paradigme de neuro-
robotique et du cadre de troi règles d 'apprenti ssage primaire, cette thèse démontre que 
les robots apprennent par des mécani smes internes s imilaires aux agents biologiques, 
so it par une modulation de la plasticité synaptique. 
À ce tade, il convient de défi nir plus précisément l'apprentissage. De faço n simple 
et acceptable, 1 ' apprentissage représente un processus de changement de la 
connais ance qui résulte de l'expérience (Mazur, 2013). Il s'agit cependant d ' une 
capacité adaptat ive nature ll e complexe, composée de plusieur mécani smes et 
structure . La mémoire représente un de ces concepts clés sous-j acents au phénomène 
de l' apprenti ssage et qui est enco re non ré o lu. La mémoire implique minimalement 
un support physique des informations et un mécani sme d ' encodage lors de la phase 
d 'acquis ition. Un processus di fférent est tout aussi essentie l pour retrouver cette 
information et enfin , un mécani sme suppl émentaire est néce sa ire pour modifier 
l' information dan les cas d ' oubli et de apprenti age . Accessoirement, le proce us 
de la mémoire semble devo ir recourir également à des acti v ités de maintenance pour 
parer à la dégradation de l' information dans le temps. 
Dans le domaine de 1 'apprenti age, le neuro ciences et la psychologie fo urni ssent 
une quantité impress ionnante de données empiriques, a idant à la compréhension 
g loba le du phénomène. C'est en regard de certaines de ce récentes avancées ou 
insp irations biologiques que le méca ni me d ' apprentissage pour les robot ont 
é laborés dans cette thèse. L ' actuelle compréhension de la dynamique des ce llules 
neuronales impliquées dans l' apprentissage est telle qu ' il est ma intenant permis 
d 'échafauder des modè les d ' analyses computationnelles complexes (Baxter et al. 
2013), te l que des contrôleurs de robot de type RNAI et des fonction s synaptiques 
dynam iques, mimant la capacité adaptative de phénomènes naturels. 
Incidemment, l' apprentissage est un thème large, incluant plu ieurs sous-types 
déclinés à di vers niveaux conceptuel . Au bas de 1 'échell e e trouve 1 'adaptation 
sensorie lle. Il 'agit d ' une diminution d la réponse à des stimuli constants par une 
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usure locale des structures et en rapport avec les c inétiques des cascades biochimiques. 
Une autre catégorie est ce ll e des apprenti ssages non assoc iati fs avec 1 'habituation et la 
sensibili sation . Ces phénomènes diffèrent de 1 'adaptation sensorie ll e par différentes 
formes de mémoires pro longées des ex péri ences passées et répétées . Ces changements 
se situent majoritairement au niveau présynaptique. L ' habituation est un phénomène 
modélisé pour cette thèse . 
La catégorie sui vante d 'apprenti ssage est ce lle des associations, soit entre deux 
stimuli pour le conditionnement class ique ou par le conditionnement opérant entre une 
action et un stimulus. Ces deux derni ers phénomènes sont éga lement modéli sés dans 
cette thèse et présentent une complexité incrémentale en rapport avec 1 ' hab ituation, soit 
d ' inclure un élément neuronal postsynapt ique et une règle d'apprentissage modifi ant 
les poids synaptiques. 
Des types d 'apprenti ssage de plus haut ni veau, tels que l' imprégnation, l' imitation 
par observation, l' apprentissage soc ial et culturel, requièrent probablement des 
structures et mécani smes plus comp lexes qui ne seront pas abordés dans ce doctorat. 
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F igure 1.5 Diagramme représentant de faço n incrémenta le, la complex ité des di ver ty pes 























2.1 Volet neuroscience 
L'habituation est une forme d 'apprentissage élémentaire qut est conservée 
phylogénétiquement depuis les modèles animaux à système nerveux simple comme le 
ver Caenorhabditis elegans jusqu 'à l' homme. Le caractère universel de l'habituation 
souligne son aspect critique dans la surv ie des espèces. Bien qu ' il s'agisse d ' un type 
primaire d'apprentissage, les mécani smes de l' habituation sont complexes et soulèvent 
encore bien des questions de la part des chercheurs. 
L' habi tuation est une forme d'apprentissage dite non associative, car la réponse 
comportementale ne dépend que d ' un élément, les stimuli entrants. La propriété 
majeure de cette réponse, lorsque des stimuli sont répétés, est que la fréquence des 
comportements consécutifs s'adapte selon une cinétique exponentielle décro issante 
(Castelluci et al. 1974). Un deuxième élément caractérisant l' habituation est celui de 
la phase de récupération spontanée lorsque les stimuli cessent, graphiquement 
représenté par une courbe exponentiell e croissante et qui n'est pas simplement l' inverse 











Figure 2.1 Le phénomène de l'habituation décrit une diminution comportementa le de la réponse à un 
stimulus répété. Lorsq ue les stimuli cessent, une phase de récupération débute, décri vant une fo nction 
qui n'e t pas stri ctement l'opposé de celle de la phase précédente de décrémentation. 
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L'intérêt d 'étudier cette fo nction est multiple, ma ts repose avant tout sur une 
meill eure compréhension du processus général de la mémoire et des bases biologiques 
communes aux diverses formes d 'apprentissage. L'étude de l' habi tuation s'avère 
avantageuse, car selon les différentes techniques utili sées, ce processus d 'apprenti ssage 
est observab le du ni veau molécul aire et génétique, jusqu 'au ni vea u de son express ion 
comportementale (Rose et Rankin, 2001; Dong et C layton, 2009; Giles et Rankin, 
2009). Outre le résultat évo lutif, les fo nctions apparentes de 1 ' habituation semblent être 
l'économ ie d ' énergie face aux stimuli répétés, le fi ltrage d ' informat ion non pertinente, 
la suppress ion de comportements non ouhaitable, ·mais aussi, le rehaussement de 
stimuli nouveaux. Cette dernière fonction est possibl ement une étape précurseure au 
phénomène de 1 ' attention (Ba lkanius, 2000). 
L ' habituat ion e t défi ni e comme un processus d 'apprenti ssage. Su ite à l'expéri ence 
de la répétition de sti muli similaires, di vers changements neuronaux sont induits et 
produi sent une atténuati on durable des réponses comportementales. Cette réponse est 
observab le sur plusieurs niveaux d 'abstraction , var iant d ' une légère diminution 
d ' amplitude d ' un PPS pour une synapse à celui de l' arrêt complet d ' une acti on 
complexe impliquant la dynamique de milliers de neurones . Préc isément, l' habituation 
est un processus qui est soutenu par des phénomènes de plasticité synapt ique en 
majorité par une dépress ion homosynaptique (Stopfer et Carew, 1996) indui te par des 
stimuli sensori e ls répétés. 
L ' étude de l' hab ituation a débuté en 1956 (Thorpe, 1956), mais ce n 'est qu 'à la fi n 
des années 60 (Thompson et Spencer, 1966; Groves et Thompson, 1970) que ' établit 
un modè le théorique défi ni par une séri e de caractéristiques. Récemment, de 
chercheurs du domaine (Rank:in et al. 2009) ont actuali é ces critères. Le modèle 
d ' hab ituation déve loppé dans le cadre de cette thèse doctorale est forte ment inspiré de 
cette derni ère li ste de propriétés (vo ir plus bas le résumé des caractéristiques). 
Dans un premier temps, 1 ' apprenti sage par habituation a d'abord été distingué du 
mécan isme d 'adaptation sensorie ll e qui , a priori , aboutit à la même finalité, oit de 
limiter 1 ' effet de stimuli répétés. Par exemple, en réponse à une petite frappe ( 1 newton) 
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sur un plat de pétri contenant des vers nématodes C. elegans nageant sur une surface 
de Agar, ceux-ci arrêtent brusquement leur mouvement avant, en effectuant un bref 
mouvement arri ère, approxi mativement de longueur équivalente à cell e de l'animal, 
soit près de 1 millimètre (Rankin et al. 1990). 
Ce phénomène est une réponse comportementale mécanosensori e ll e non locali sée 
et réversible qui est équi valente à ce ll e de la surprise chez les animaux supérieurs. Le 
circuit neuronal de C. elegans impliqué dans cette habituation à la stim ul ation 
mécanosensorielle répétée (Kitam ura et al. 2001 ), est comp lètement é lucidé (Chal fie 
et al. 1985; Wicks et Rankin, 1995). Pour une multitude de raisons, cet invertébré est 
un modèle de choix pour l'étude de l' hab ituatio n ainsi que pour tous les autres type 
d 'apprentissage (pour un art icle de revue, vo ir Ardiel et Rankin, 20 10). 
En produisant des frap pes répétées dans une même sess ion d ' apprenti ssage, un 
certain nombre de fo is avec un intervalle interstimulus défini (liS: secondes à minutes) 
et en mesurant les mouvements relatifs de recul des vers, des chercheurs ont observé 
que ce comportement décroît progressivement avec le temps (Rankin et al. 1990). Ce 
paradigme expérimental tandard pour C. elegans a permis d 'observer la 
caractéristique essenti e ll e de 1 ' hab ituation , so it une diminution de la réponse 
comportementale face à des st imuli répétés. Cette décrémentation comportementale en 
amplitude et en fréquence de la réponse demeure stable pour un certai n temps, quai ifiée 
comme une mémoire à court tenne (minutes à heure ) des st imuli antérieur . 
Cependant, une fois l' habituation max imale complétée, l' app lication d 'un faible choc 
électrique (autre type de st imulus) sur le pétri, résulte de nouveau en une observat ion 
du comportement de recul complet, éliminant la causalité du processus d ' adapta tion 
sensori e ll e, qui repose sur une fatigue du système support et qui nécess ite une période 
de repos pour le recouvrement. 
Ce phénomène nommé déshabituation, observé par l' ajout d ' un stimu lus nouveau, 
différent ou fort, est encore mal compris au ni veau moléculaire (Steiner et Barry, 2014) . 
C ' est une caractéristique importante de l' hab ituation que d ' être spéc ifique à un type de 
stimulus. Cette spécificité peut être parfois généra lisab le à d'autres stimu li lorsqu'i ls 
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ont dans une même modali té sensori e ll e, li é probablement à des préférences 
neuronales génétique (Pi lz et al. 20 14). Par exemple chez la souri s, 1 ' habi tuation est 
maximale pour des ti mu li sonores répétés avec une to nalité pure et un fréquence fixe 
de 14kHz. Ce qui correspond à la captat ion optimale dans cette modalité sensoriell e 
chez cet animal. 
Les chercheur ont auss i trouvé une relati on directe entre la fréquence de IlS et la 
réponse comportementale de l' habituation. Plus le IlS e t court, plus l' habituation est 
rapide et inversement (Davis, 1970; Bro ter et Rankin , 1994). Cette autre 
caractéri stique a contribué à révéler qu ' il ex iste une hiérarchie de mémoire reliée à 
l' habituation (Steidl et al. 2003), classifiée selon leur durée d 'action all ant de quelques 
minutes à plusieurs jours (Beek et Rankin, 1995). Incidemment, un IlS court induit une 
mémoire à court terme et un IlS long condui t à une mémoire à long terme de 
1 ' habituation. 
Plusieurs autre types de mémoires intermédiaires (Sutton et al. 2001 ) ont été 
ob ervé , soutenu par des processus bi ophy iques et génétiques di stincts. 
Majoritairement, le di vers processus li és à l' habi tuation reposent ur un d ' pre ion 
ynaptique activité-dépendante (Byrne, 1982) ain i que ur une modulat ion de 
l'excitabilité neuronale. La morphologie de l' élément présynaptique (nombre/ta ille des 
vari cosités et des vés icule contenant des neurotran metteurs) (Rose et al. 2002), le 
nombre de canaux ionique K+ et Ca++ (Cai et al. 2009) ainsi que le nombre et le type 
de récepteurs postsynaptiques (ratio NMDA/ AMPA et types de sous-unités pour le 
processus de mémoire à long terme, Rose et al. 2003; Glanzman, 20 Lü), repré entent 
autant de vari ables me urée à la baisse pendant 1 ' habituation. 
Autre ar iable crucial , la vitesse de récupération post-habi tuation e t inversement 
proporti onnelle à la fréquence des IlS. Cette fi·équence s'avère donc être un bon 
prédicteur de la vitesse de récupération, bien plu préci que la mesure du taux courant 
d 'hab ituation, ou encore le nombre abso lu de timu li répétés (Rankin et Bro ter, 1992). 
Cette autre caractéri tique e en ti elle de 1 ' habituation a ainsi condui t le chercheurs à 
fo rmer l'hypothèse que les différents types de mémoires de l' habi tuation repo ent entre 
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autres sur des mécani smes bi ophys iques qui sont liS-dépendants. Ainsi, selon les 
di ffé rents p atrons de IlS, les changements synaptiques consécutifs proviennent de 
processus biochimiques spécifiques, en lien ou non avec la transcription d ' ARN et la 
synthèse p roté ique (Beek et R ankin , 1995 ; Ba iley et al. 1996; Nuttl ey et al. 200 l ; 
Ezzeddine et G lanzm an, 2003; McNamara et al. 2008). 
En d 'autres termes, la cellule neuronale semble encoder la fréquence des stimuli 
entrants en empruntant des vo ies di verses de changements synaptiques, reflétant des 
catégories déterminées de IlS qui conduisent à autant de types di ffé rents observables 
du phénomène de cette mémoire non associative. L'élaboration du modèle 
d ' habituati o n de cette thèse a précisément capita li sé sur cette hypothèse et des 
propriétés tempo re ll es que sont les durées variables des péri odes d 'habituation et de 
récupérati on en li en avec des catégori es di stinctes d ' liS. A ucun algorithme modé li sant 
1 ' habituati on pour des RNAI n'avait encore intégré autant de ces paramètres temporels, 
corroborant les études expérimenta les actue ll es du domaine. 
U n autre modèle d ' invertébré ayant contribué aux découvertes re li ées à 1 ' habi tuat ion 
est celui du mollusque marin Aplysia californica (Pinsker et al. 1970; Byrne, 1982 ; 
Hawkins et al. 2006). Par exemp le, 1 ' habituation du réfl exe défensif de retra it du s iphon 
de 1 'Aplys ie, lorsq ue stimulé répétiti vement par une force mécanique, est démontrée 
aussi du ni veau ce llula ire au niveau comportementa l. Les chercheurs tentent de 
résoud re le processus complet chez cet in vertébré possédant un cerveau de plus de 20 
000 neurones, en in vesti guant aussi 1 ' habi tuation au niveau molécul a ire et génétique. 
Il a été démontré que le réfl exe de retra it du s iphon est observable et modulable par 
de l'habituation en timulant n' importe quels c ircuits afférents sensori-moteurs, te l que 
ce lui la queue de l' Aplys ie. Cette observati on permet de déplacer le li eu foca l de 
l' habi tu ati on, de la synapse usue ll e sensori-motrice impliquée pour le s iphon, vers des 
interneurones de deuxième ordre, puisq ue dans ce dern ier réflexe (stimulation 
mécani que de la queue et retrait du s iphon), il n ' existe pas de lien synaptique direct 
entre la queue et le s iphon. À cet égard, des chercheurs (Bristol et Carew, 2005) ont 
mi s en év idence le rô le c lé de neurones inhibi teurs (Krasne et Teshiba, 1995) dans la 
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modulation mono et postsynaptique par une archi tecture de neurones de premier et 
deuxième ordre. Dans ces circuits, le rôle des neurones inhibiteurs est interprété comme 
limitant l'amplitude des PPS, soit directement aux motoneurones impliqués ou 
indirectement par d'autres microc ircuits, avec ou sans ajout d ' habi tuati on. Cet axe de 
recherche est important dans l' élaborati on d ' un modèle computati onnel complet de 
l' habituation naturell e, dépassant simplement le ni veau de la fonction à une seule 
synapse sensori-motrice pour migrer vers une compréhension globale de la diminution 
comportementale au niveau d ' un circuit. 
Les conditions expérimentales retrouvées dans les protocoles vari ent beaucoup dans 
la littérature sur l' habituation, selon le type de stimulus, l'animal, l' espèce (c .-à-d. 
souris vs rat), la modalité sensori ell e et le but de l'observation. En particuli er, il exi ste 
une bonne vari ance dans l'applicati on des patrons temporels de stimuli (liS), a llant de 
la milli seconde aux journées ! Par exemple, une frappe mécanique de 30 stimuli répétés 
à lü secondes d ' intervall e est un protocole d ' habituation standard pour C. elegans afin 
d 'observer une mémoire à court tenne, pour une récupération complète en 10 minutes 
du comportement atténué de recul. Si la fréquence de liSe t augmentée à 60 secondes, 
la récupération complète se fa it alors en 50 minutes . À noter qu 'afi n de tester le taux 
d 'apprentissage par habi tuati on d ' une séri e de stimuli , une mesure indirecte du ta ux de 
récupérati on est effectuée à des temps vari és après les derniers stimuli , tel que 30 
secondes, 10 minutes et 20 minutes pour un protocole standard avec C. elegans. Une 
mesure de la réponse comportementa le pendant l'entraînement révè le le ni veau 
d'habituation et les mesures tests après l'entraînement, ce lui de la récupération. 
Pour I'Aplys ie, un protocole de 10 frappes mécaniques d' une durée de 25 
mill isecond s, appliqu ' à 10 s cond s d' in tervall e sur la queue de l' Ap lys ie entraîne 
un processus d' habituati on du réfl exe de retrait du siphon sur une péri ode d' environ 5 
minutes (mesure indirecte des PPS indui ts sur le motoneurone receveur du siphon) 
(Bristo l et Carew, 2005). 
Dans le sy tème olfacti f chez la souri s, 5 applications d' une odeur pendant 20 
seconde avec un IlS de l 0 secondes résul tent en une récupération complète en moins 
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de 10 minutes pour la mémoire à court terme. Lor que la durée e t augmentée à 50 
seconde et l' liS à 5 minutes, la récupération complète prend un peu plu de 30 minu tes 
pour la mémoire à long terme (Mc amara et al. 2008). À noter que dans cette dernière 
étude, 1 'engagement vers la vo ie de la mémoire à long terme selon le type de protocole 
utili sé, détermine aussi le degré de générali sation pos ible des types d ' odeurs avec 
comme résultat, qu ' il n'y en a aucune à court terme et un max imum avec la mémoire à 
long terme. 
Dans d 'autres protoco les, la répétition de bl oc de stimulation avec des interva ll es 
de temp défini s produit au si une mémoire à long terme de l' habituation. Pour obtenir 
une mémori sation à long terme, les es ai pendant le entraînements doivent être 
di stribués ou espacés dans le temps selon de interva ll es interbloc (liB) et non 
appliqués en masse (Beek et Rankin, 1997; Ma ini et al. 2008). 
Ces fenêtres de temps d 'apprentissage à UB ont auss i vari ables se lon les protocoles 
utili sés. Avec l' exemple de C. elegans, trois blocs éparé par une heure de repos, où 
20 stimuli sont répétés à 60 secondes d ' interva ll e, condui sent à une rétention à long 
terme de l' information sur plus de 24 heures (Rose et al. 2002). Ces blocs de 
stimul ati ons provoquent une accumulation graduell e de la mémoire ou potentia li sati on 
de l' habituation. Cette vo ie de mémoire à long terme de l' habituation semble être re li ée 
à une plus grande effi cacité synaptique du système gluta mate et des récepteurs 
NMDA/ AMPA. Cette efficacité dépend a us i du temps entre les blocs ainsi que du 
nombre de blocs d 'entraînement. 
Diffé rentes autres propriétés défi nissent auss i l' habituati on. L 'effet de l'amplitude 
et la durée d 'application des stimuli , le type de timulus, l'effet ontologique (Rankin et 
Carew, 1987), la modulation par des neurotransmetteurs (Hill eL al. 2004· Kindt eL al. 
2007), la comparaison sur di fférents sites d ' un même sy tème sen orie l (Frost et al. 
1997), la compara i on ur diffé rents ystème ensoriels et di ffé rents systèmes nerveux 
animaux, ont autant d' éléments étudiés qui caractéri sent le phénomène. 
Enfin , même si l' habi tuati on e t une fo rme d ' apprenti age pécifique aux stimuli 
(Vogel et Wagner, 2005), le phénomène semble générali sable en intramodal avec des 
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exceptions (Pi lz et al. 2014 ). L ' habituation est aussi démontrée comme étant 
dépendante du contexte (Rankin, 2000). En effet, les expérimentati ons sur C. elegans 
fa ites en présence de bactéries E. coli, montre que 1 ' habituation dev ient plus rapide si 
l' expéri ence est répétée sans les bactéri es . Donc, l' habituation semble auss i interagir 
avec les autres mécanismes d 'apprentissages qui sont de types associati fs (Kindt et al. 
2007). En résumé, les critères principaux de 1 'habituation sont: 
1- Réponse diminuée en fréquence et/ou magnitude et/ou en durée lorsque des 
stimuli non nocicepti fs sont répétés. 
2- Récupération spontanée complète (éche lle tempore ll e vari able) de la réponse 
habituée lorsque les stimuli cessent. 
3- Potentialisa ti on de l ' habituati on seconda ire aux expéri ences d 'apprenti ssage 
se lon les IIS/IIB . 
4- Modulation de la cinétique de l' habituation selon la vari abilité des liS. 
a. Plus le liS est court, plus l' habituati on et la récupération sont rapides, 
fo rtes, complètes et inversement. 
5- Modulation de la cinétique de l' habituation se lon une variabili té d 'amplitude 
des stimuli dans une même modalité. 
a. Plus le stimulus est faible, plus l' habituati on est fo rte et inversement. 
6- Effet sur le début du temps de la récupération spontanée lorsque les stimuli 
persistent au-delà de l'asymptote. 
7- Spécificité intrasensorie ll e et de site dans 1 ' habi tuati on aux stimuli avec 
poss ibilité de généra lisati on. 
8- Augmentati on d ' une réponse habituée lorsqu ' un stimulus di fférent ou fo rt est 
appliqué (déshabituation). 
9- Une habituation de la déshabituati on est poss ible lorsqu 'un stimulus di fférent 
ou fort e t répété. 
10- Certaines variables tempore lles (IISIIIB) utilisées dans les di vers protoco les 
expérimentaux condui sent à une mémoire à long terme de 1 'habituation. 
a. Plus les intervalles sont longs, plus la rétention de 1 ' habituation est fo rte 
et longue. 
2.2 Vo let lA 
Dans la littérature en lA, 1 ' adaptation de modèles théoriques du phénomène de 
l' habituation bio logique n' a pas tardé à suivre avec l'apparition des premiers 
algorithmes computationnels capables de mimer la dynamique de l' habituation. À cet 
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égard, Stanley (1 976) a produit un premier modè le d ' habituati on à l'a ide d 'une simple 
équati on di ffé renti e ll e de premier ordre. D 'autres chercheurs ont emboîté le pas (Inni s 
et Staddon, 1989; Sutton et Barto, 1990; Wang, 1994; Staddon et R iga, 1996; Staddon 
et al. 2002; Alonso et aL. 2005; Staddon, 2005), avec des modèles computationnels de 
l' habi tuation mathématiquement de plus en plus complexe incluant un nombre 
grandissant des caracté ri stiques o rig inellement proposées par Thompson et Spencer 
(1966). 
L'aspect fo nctionnel et appliqué de 1 ' habituation a auss i été modélisé pour des 
robots, reprodui sant le phénomène dans ses grandes lignes, tel qu 'observé 
expérimenta lement avec les agents bio logiques (Mars land et al. 1999). L' habituati on a 
été démontrée dans que lques contextes seul ement, dont l'ajustement de mouvements 
latéraux lors de déplacements de robots dans des corridors étro its (Chang, 2005). 
Inc idemment, l'ajout d ' une fo ncti on d ' habituati on a permis une navigati on plus fluid e, 
en atténuant les stimuli perçu par les senseurs de distance. Normalement sans ce type 
d 'apprenti ssage, le mode réacti f a urait conduit les robots à des changements brusques 
d 'ori entation. 
L ' habituati on a aussi été re liée au phénomène de 1 'attention par un processus 
biomimétique appliqué à la vision des robots (Marsland et aL. 1999). Dans cette 
expérimenta ti on, des robots s' habituaient avec la fréquence des stimuli visuels 
confo rmément à une hi érarchi e de mémoires, distribuée selon l' intens ité (biais 
neuronal) et la locali sation des stimuli (p lusieurs cellules photo-électriques). La 
réponse comportementale à la nouveauté était de se tourner vers la lumière par 
phototaxie, pour gradue ll ement ignorer les stimuli déj à rencontrés et se concentrer sur 
le nouveauté . Dans cette même perspective, l' habituation a auss i été implémentée 
comme modèle de détection de nouveautés pour des robots (Marsland et aL. 2005) et 
. des interface robots-uti 1 isateur (Déni z et aL. 2004 ). 
C'e t dans cette logique d' inc lure l' hab ituation dans des RNAI agi sants comme 
contrôleur de robots qu ' un des articles de la thèse a été développé, comme premier outil 
d 'apprentissage en robotique bio-inspirée. Tel que mentionné ci-haut dans les que lques 
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exempl es d ' applications pour des robots, ceux-ci devraient trouver avantage à posséder 
cette foncti on d 'apprenti ssage (Marsland, 2009), notamment pour év iter la computati on 
inutil e de stimuli répétiti fs, en rehaussant ceux qui sont nouveaux et en exploitant au 
maximum les di verses propriétés temporell es des informations perçues. Ainsi, 
1 ' habituation dev ient une fonction d ' apprenti ssage adaptati ve comportementale 
généra li sable qui devrait être autant va lide pour le monde nature l qu 'artifici e l. 
Les motivations de proposer un nouveau modèle d ' habi tuation ont d ' une part, été 
ce ll es d 'adapter cette foncti on nature ll e dans une perspecti ve spécifique d ' utilisation 
dans des RNAI et d 'autre part, d ' une optique d ' implémentati on de la fo ncti on dans un 
corpu d 'apprenti ssage de base pour des robots. À la lecture des articl es du domaine, il 
s'est avéré que certa ines lacunes des modèles computati onnels actue ls exi taient, 
conduisant à la pertinence d ' introduire des aspects novateurs. Ains i, le modè le 
d ' habituati on proposé dans cette thèse permet d 'é larg ir le spectre des motifs tempore ls 
re liés à certa ines vari ables du processus, en regard des données expérim entales. À notre 
connaissance, aucun modèle computati onnel de 1 ' habituat ion pour des RNAI n 'éta it 
enco re capable de trai ter autant de motifs temporel hétérogène de timuli , so it le 
mode qui es t le plus fréquemment rencontré dans le monde réel. 
Dans un premier temps, il a d ' abord fa llu reproduire et valider les propriétés de base 
de l' habituation à travers des a lgorithmes de programmati on et ensuite les in tégrer à un 
RNAI. La conjoncti on des th èmes de recherche, habituati on et réseaux de neurones, a 
déjà été expl orée pour des RNA traditionnels (Stil es et Ghosh, 1997; Chang, 2005), 
mais trè peu de chercheurs ont exploité l' habituati on en li en avec les RNAI et leur 
capacité computati onnelle intrin èque augmentée dans le doma ine de la temporali té. 
Auss i, p lu rares sont les chercheurs qu i ont tenté d 'i ncarner un modèle d ' hab ituation 
pour de robots et encore moins ont opté pour le paradigme de la tripl e combinaison 
habituation-RNAI-robots, la issant un vide à combler dans ce champ spécifi que de 
1 'apprentis age en robotique bio-in p irée. 
Tout comme sa contrepartie bio logique, le modèle computati onnel d ' habi tuation 
proposé dan l'artic le a été réali sé simultanément ur plusieur ni veaux conceptue ls. 
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Notamment, le mécanisme de décrémentation de la réponse ainsi que 1 'orientation vers 
le type de mémoires sont basés sur des catégorie temporell es imp licites de l' IlS. Les 
effets de la fonction introduite sont observés du ni veau de changements de l'efficacité 
synaptique au niveau comportemental des robots. La conclusion est que le modèle e t 
val ide et englobe tous les types de patrons temporel d ' IlS, avec une réponse 
comportementale complètement bio-in pirée, similaire aux données expérimentales. 
2.3 Thématiques connexes à explorer 
L'habituation est une fonction d 'apprenti ssage primaire repré entée par une diminution 
de la réponse compotiementale lorsque de timu li non vitaux sont répétés. Le 
mécanisme interne de ce phénomène repo e sur la dépres ion synaptique et plus 
spéc ifiquement, sur la diminution des éléments constituti f: et fo ncti onnel 
présynaptiques, en li en avec la fréquence des IlS . Ce processus di ffè re de la 
sensibilisati on qui lui repose avant tout ur une fac ilitati on synaptique en rega rd de la 
répétition de stimuli à forte amplitudes ou nocicepti fs (Antonov et aL. 201 0). 
Cet autre phénomène d 'apprenti ssage non as ociati f primaire devrait être aus 
modéli sé. Dans le monde naturel, le timu li entrant sont de types variés et fréquence 
multip les, conduisant à un chevauchement permanent de 1 'habituation et de la 
sensibi lisation . Dans la perspecti ve de réa liser une lA bio-in pirée comp lète, 
l' inclusion du phénomène de sen ibi li ation ain i que la déshabituation (Rankin et 
Carew, 1988) dan le modèle computationnel a~tue l pourrait permettre de di cerner le 
chevauchements de ces formes d 'apprenti ssage et même aider à comprendre 
1 ' interacti on de ces fo ncti ons dans le monde biologique. Trouver des application 
concrètes en robotique et justi fie r cet ajout de la sensibi li ation au modèle ont des 
questions qui demeurent toutefoi s à être approfondies, car moins év idente que pour 
l'habituation. Ce qui est éga lement refl été par une absence de li ttérature ur 
l' intégration d 'un modèle de la ensibi lisation à des modèle actuels ur l' habituation 
dans le domaine de la robotique. 
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Dans un autre ordre d ' idée, il serait intéressant de comprendre les mécanismes 
biologiques qui guident les changements au ni veau moléculaire, entre l'augmentation 
ou la diminution de la répon e comportementale en regard de la nature et de l' intensité 
d 'un stimulus? Sur quel critère un stimulus est-il spécifique et n'e t plus considéré 
si milaire ? À cet égard, des recherches sur l' habituation des odeurs chez la souris 
(McNamara et al. 2008) indiquent que la structu re des odeurs di scrimine la spécificité 
du stimulus. D 'autre part, est-ce qu ' il ex iste une va leur cible d'inten ité absolue ou 
relative qui enclenche oit la sensibilisation ou l' hab ituation ? Comment ce deux 
processus interagis ent-il ? 
Aussi, un aspect encore peu connu de l' habituation qui mériterait une clari ficat ion, 
est ce lui du passage de la mémoire à court terme vers le long-terme. Bien qu'une piste 
reliant le IlS et les expérimentations ur des bloc d 'apprentissages offre une 
COITélation phénoménologique, l'explication au mveau moléculaire manque 
actue ll ement. Il doit ex ister des va leurs seuils qui aiguillent la bifurcation d' un type de 
mémoire à l'autre. Un uivi de ces paramètres dans la littérature aidera it éventuell ement 
à réaliser un modèle computationnel plu complet. Il en va de même pour le phénomène 
de reconsolidation de la mémoire à long terme, lorsqu' il y a so lli citation par de 
nouveaux stimu li (Cai et aL. 20 12). 
Également, la plupart de expérimentat ions sur 1 ' hab ituation ont été réalisées sur des 
circuits neuronaux réflexes sensori -moteurs, donc de premier ordre (S imons-
Weidenmaier et al. 2006) . Très peu d 'études (Engel et Wu, 2009; Lm·kin et al. 2010) 
relatent le phénomène au ni veau de synapses centrales situées entre les neurones 
ensoriels et des interneurones ou entre interneurones. Il en est de même sur la 
contribution d l'habituation aux différents réseaux para ll èles abouti sant à un même 
motoneurone. Est-ce que 1 ' hab ituation est un mécanisme propre au type particu lier des 
cellules sensorie ll es ? E t-ee que l'hab ituation s'exprime dans tous les types de cellules 
neuronales ou seu lement sur certaine cellules pécifiques ? Si 1 'habituation est 
ubiquitaire, il en résulterait que ce mécani me agit comme régulateur intrinsèque de la 
fréquence des PA en le atténuant aus i selon leur liS. Si cette hypothèse s'avère être 
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vra1e, il s'agirait d 'une propriété neuronale qlll aura it certa inement de grandes 
répercuss ions au ni veau des c ircuits et des comportements, recadrant notre 
compréhension actue lle du processus de l' info rmation. Il va s'en dire qu 'au niveau 
computationne l, les avantages devra ient être les mêmes à incorporer cette propriété 
neuronale théorique dans des RNAI et pour des robots bio-inspirés. 
Auss i, le rôle modulateur extrinsèque des neurones inhibiteurs dans la 
décrémentati on des comportements est observé et impliqué dans certains circuits, 
parfoi s en ajout du processus d ' habituati on (Brystol et Carew, 2005), parfois sans 
aucune trace de ce type d 'apprenti ssage (Agin et al. 2006). Ains i, il est poss ible 
d ' inhiber un comportement par simple association pass ive d 'év itement. La diminuti on 
comportementale, lorsqu 'ell e est l'obj ectif à simuler, se résout au moins par trois 
mécanismes di ffé rents, soit 1 'adaptati on sensorie ll e, 1 ' habi tuati on et les circui ts 
impliquant des neurones inhibiteurs. Une réponse comportementale diminuée le 
moindrement complexe résulte probablement de la superpositi on de ces différents 
mécani smes internes évo luant sur des éche lles tempore lle et c inétique différentes . Il 
serait pertinent de capitali ser sur cette divers ité phénoménale biologique, dans la 
réali sation d ' un modè le computati onnel complet sur l'apprentissage en robotique bio-
inspirée, particulièrement pour l' implémentation sur le pl ates-formes phys iques . 
Hormis les conditions de laboratoire, l' habituati on n'est pas un processus isolé. Les 
neurones sont des éléments dynamiques et un phénomène de maintenance module les 
changements d 'exc itati ons membranaires en permanence, même ob ervés lors 
d 'habi tuati on (Fischer et al. 2014). En fa it, to us les types d 'apprenti ssage dans toutes 
les modalités sensorielles se déroul ent en concomitance, et ce, sur une gamme 
d 'échell es temporell es étendues (Szyszka et al. 2008; Çevik, 2014). 
Dans un but de mimer le réa li sme bi ologique, l' intégrati on de plusieurs types 
d 'apprenti ssage est une avenue de recherche peu explorée encore (Ba lkanius, 2000; 
Lloyd et al. 2014). Le domaine de la robotique bi o-inspirée pourrait favo riser ce genre 
d 'étude intégrati ve de fo nctions d 'apprenti ssage de par son mode analytique privil égié 
et l'access ibili té des données produi tes. C'est dans cette perspective d ' in tégrat ion des 
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phénomènes d'apprentissage en robotique bio-inspirée que le modèle d'habituation de 
cette thèse a été développé. Ainsi , au modè le g loba l d 'apprentissage par modulation 
synaptique, pounait s'aj outer d 'autres fonctions telles que 1 'adaptation sensori e lle, la 
sensibili sation , la déshabituation, le conditionnement classique, le conditionnement 
opérant et potenti e ll ement auss i des types d 'apprenti ssage de plus haut niveau. 
Cette intégration pennettrait auss i d 'étudi er les interrelations des di ffé rents 
mécanismes d'apprentissages. Entre autres, il a été démontré que si un stimulus neutre 
est préalablement habitué et postérieurement assoc ié à un stimulus inconditionnel dans 
un protocole de CC, alors la force consécutive des nouveaux li ens créés conduira à une 
réponse comportementale qui est diminuée (Çev ik, 20 14). Ces observations sont 
également valables pour la sensib ili sation et le conditionnement opérant. Cet effet de 
jumelage des processu n'e t pas strictement additi f. Aussi , tous les mécani me 
d ' apprenti ssages dépendent de état intem es, systèmes de valeurs ou motivat ions des 
agents biologique . Ainsi , se lon le contexte, un même protoco le d ' habituation, de CC 
ou de CO, abouti ra à des observations comportementales différentes selon les états 
internes. Ce états internes sont nécessairement reliés à d 'autres neurones qui 
influencent et modulent les changements synapt iques. A insi, les apprentissages de plus 
haut niveau te l que le CC et le CO sont influencés par l' hi storique des forme 
d ' apprenti ssages de plus bas ni veau hi érarchique tel que l' hab ituation et la 
ensib ilisation, tout comme les contextes de va leur internes . Or, aucune étude n 'est 
actuellement disponible sur les interdépendances entre les di fférents mécanismes 
d 'apprenti ssage et leur impacts au niveau comportemental autant au ni veau biologique 
que robotique. C'est précisément l'axe principal exp loré dans la thèse, que de 
dév lopp r un ensemble compatib le de fonctions d'apprentissage en bio-inspiration 
robotique afin d 'étudier ultérieurement les possibles intenelations et leu rs impacts. 
Un autre suj et d ' intérêt en li en avec l' hab ituation est ce lui du bruit amb iant. Des 
chercheurs ont démontré qu'il y avait peu d'habituation lor que les timuli sont 
chaotiques, multiples et dont l'occunence s ' établit sur plusieurs échelles tempore ll es. 
Pour de robots évo luant dans le monde réel, il semble primordial d 'avoir un modèle 
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d ' habituation cohérent avec les données biologiques observées empiriquement, car peu 
importe la modalité sensori e ll e en cause, cette vari able du bruit ambiant est 
indéniablement présente dans la nature. 
A uss i, l' habituation est reconnue comme ayant une capacité indirecte et intrinsèque 
de détection de la nouveauté par atténuation des stimuli per istant . Il pourrait s'agir 
d ' une étape préliminaire permettant d ' orienter de façon réflexe, l'attention vers un 
obj et plutôt qu'un autre. Ainsi , ce mécanisme permettrait potentie llement d ' influencer 
la sélection d ' actions et même la prise de décisions. À cet égard, un atiicle 
complémentaire, mai en li en avec la thèse a été produit sur ce suj et (Vo ir annexeE). 
Dans cette perspective, bien qu ' il so it intéressant de vérifi er ces hypothèses dans 
des conditions expérimentales contrô lées s~ déroulant sur des stimuli unimodes, il 
serait encore plus pertinent de pousser le raisonnement sur des robots possédant un 
répertoire de plus ieurs actions hi érarchi sées lorsque mis en contexte avec des moti fs de 
stimuli multi sen ori e ls en provenance d ' objets complexes. 
Enfin, comme les éche lles temporelles di ffèrent grandement d ' un protocole 
expérimenta l à l'autre concernant la durée des stimuli, le nombre de st imuli pour 
obtenir un max imum d ' habituation, les IlS , le temps de récupération, les durée des 
mémoires à court et long terme, la moda lité sensori elle, l'espèce et le type d 'anima l 
étudié, alors comment et sur quelle base devrait-on paramétrer un modèle 
computationnel de l' habituation chez un robot ? Comment généra li ser la valeur d ' un 
signal lorsque transformé en un motif de PA ? Autant de questions ouvertes qui 
trouveront probablement une réponse dans la contrepartie naturell e ... 
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ARTICLE l 
Hab ituation: a non-associati ve leaming rule des ign for sp iking neuron and an 
autonomous mobile robots implementat ion 
Bioinspirat ion & biomimeti cs 
Résumé 
Cet artic le propose une nouve lle fonction d ' habituation appli cable aux robots contrô lés 
par des réseaux de neurones artificiels à impu lsions. Cette règ le d'apprenti ssage de type 
non associatif est modélisée au ni veau synaptique. Ell e est validée par les modifi cations 
de comportements de robots physiques et vi rtuels dans un monde 30 , con écuti vement 
à l'app li cation de di ffé rents motif de timuli. L' habituation e t minimalement 
représentée par une réponse atténuée après une expos ition répétée de timuli externes 
persistants. Basée sur le récentes données de la li ttérature en neuroscience, 
l'originali té de cette règ le d 'apprentissage repose sur une répon e quie t modulée en 
fo nction de différente fréquences d 'application de motifs de stimuli . Le fi ltrage de 
stimuli répétitifs par le phénomène naturel de 1 ' hab ituation a été uggéré comme étant 
un facteur clé dans le phénomène de l'attention.lnsérer une telle règle d'apprentis age 
fo nctionnant sur de multipl es échelles temporelles de stimuli pouiTait ainsi, en 
augmenter d'autant les capacités adaptatives comportementale de robot , en ignorant 
un plus large éventail d ' info rmation contextuell e qui ne sont pas pertinente . 
(Vo ir l'annexe B pour l' arti cle intégral) 
CHAPITRE III 
CONDfTIONNEMENT CLASSIQUE 
3.1 Volet psychologie 
Une autre forme élémentaire d 'apprenti ssage est celle du conditionnement classique 
(CC). Cette procédure issue du domaine de la psychologie implique une assoc iat ion 
entre un stimu lus initialement neutre (neutra / stimulus) (NS) provenant généra lement 
de l'envi ronnement et un stimulus inconditionnel (unconditioned stimulus) (US) qui 
est essentie l pour l'organi sme. La nature de l' US peut-être de type aversif ou 
récompense et induit une réponse inconditionnelle naturelle (unconditioned response) 
(UR), souvent de forme réfl exe. Une des théories ex pliquant le CC est cel le que le CS 
se substitue à l'US, l'UR ag issant comme renforçateur dans l'associat ion entre leNS 
et 1 'US. Pavlov (1927) a fa it figure de proue dans ce type d'apprentissage en exp loitant 
le comportement du chi en qui sa li ve (UR) devant de la nourriture (US). 
L'exemp le méthodologique canonique a été de fai re sonner une cloche à diverses 
reprises juste avant de nourrir un chien. Pavlov avait alors démontré que suite à cette 
procédure d 'apprenti ssage par conditionnement et un cettain temps d 'acqui sition, le 
seul son de la cloche (conditioned stimulus) (CS), sans être sui vi de nourriture (US), 
suffisa it à obtenir une réponse conditionnée (conditioned response) (CR), so it de faire 
sa li ver le chien. L'interprétation résultante est que le chien aurait pass ivement appri 
que le son d ' une cloche devenait prédicteur de nowTiture, anticipant un renforcement 
po iti f dans ce contexte. Les autres recherches de Pav lov l'ont conduit à élaborer une 
théorie et à suggérer des mécanismes biologiques du CC, avec les diverses relations 
tempore lles et de magnitudes qui ex istent entre les CS, US, CR et UR, donnant : 
US ~ UR NS + US ~ UR CS ~ CR 
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Le modèle de CC a été raffi né par les psychologues contemporains te ls que Rescorla 
et Wagner ( 1972) en incluant plusieurs phénomènes secondaires . Cependant, le CC 
demeure mal compri s, notamment pour certa ins phénomènes connexes du domaine 
observés expérimenta lement (Schmajuk, 201 0). Entre autre, le phénomène de 
généra lisati on implique qu ' une CR peut être obtenue également par des CS partageant 
des caractéri stiques sembl ables au stimulus neutre de base. Auss i, il semble possible 
d 'obtenir sous certa ines conditi ons, une di scriminati on de stimulus par CC. Une autre 
caractéri stique importante re liée au CC est ce ll e de 1 'extinction , c'est-à-dire qu 'une CR 
diminue ou di sparaît si le CS est présenté souvent sans être sui vi du US . Dans cet ordre 
d ' idée, après une période d 'extincti on défini e, une récupérati on spontanée de la CR 
peut être observée sous certa ines conditi ons. Bien que chacune de ces observati ons 
empiriques ex ige un redres ement du modèle théorique du CC, l'élucidati on des 
mécani smes sous-j acents à l'échell e ce llula ire est encore lo in d 'être accompli . 
3.2 Volet neurosc ience 
Le CC impl ique l'établi ement d ' un li en a oc iati f entre un timulus neutre et une 
répon e conditi onnée qua i identique à celle de la réponse incondi tionne ll e obtenue 
lo r de la présentation d 'un stimulus incond itionnel. En général, cette associat ion est 
ob ervée lorsqu ' il y a répétition de l'assoc iation entre leNS et l' US . Il existe toutefois 
des cas où l' apprenti ssage peut être réali sé lors d ' une unique phase d ' acquisition 
(Alexander et aL. 1984; Andrew et Savage, 2000; Michel et aL. 2008; Suga i et aL. 2007) . 
Les chercheurs tentent de trouver le substrat et les mécanismes impliqués dans la 
formati on de ce li en associati f. Hebb (1 949) a été un des premiers à fo rmuler des 
hypothèse au nivea u cellula ire dans le phénomène du CC, imp liquant que des 
changements sont observables entre deux neurones s' il s sont simul tanément acti fs . Il a 
cependant fa llu attendre plus ieurs décennies avant de mieux comprendre les bases 
biochimiques et les transformations ce llulai res imp li quées dans le CC. 
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À l 'aide de modèles animaux possédant des systèmes nerveux simples, tels que le 
ver nématode Caenorhabditis eiegans, 1 'escargot Lymnaea stagnaLis, la mouche 
Drosophila meianogaster et la limace de mer Apiysia caL~fornica, les hypothèses sur la 
nahtre du lien associatif pointent actue ll ement so it vers une ou de molécul es de 
coïncidence des évènements dans un même neurone (Brembs et Plendl, 2008). 
Dans ces modèles réductionnistes, 1 'apprenti ssage par CC résulte d ' une 
modification au ni veau molécul a ire et éventuellement ce llulaire, témoignant de la 
séquence temporelle ordonnée et spéc ifique des évènements passés. Ce lien associatif 
représente une forme de mémoire imp li cite, qui perturbe 1 ' homéostas ie neuronale 
(Kandel, 2001). Cette altération de cau a lité qui repose sur un changement structurel 
et consécutivement de la fo nction neuronale se répercute parfo is sur le réseau entier et 
pouvant auss i mener à l'observance d ' un changement comportemental au niveau de 
l'agent complet. 
Une caractéristique importante du phénomène de la mémoire et de 1 'apprenti ssage 
est celle de la plasticité synaptique, li eu présumé du changement correspondant à la 
trace mné ique (Mayford et aL. 2012) et du li en associati f impliqué dans le CC. En 
effet, la synapse est une structure dont la di vers ité traduit une vari abilité de fonctions. 
La synapse est auss i un élément neuronal fortement dynamique (Smythies, 2002), 
continuell ement modul ée par des s ignaux homo et hétérosynaptiques. En ce sens, 
l'activité neurona le présynaptique conditionne la réponse postsynaptique par plusieurs 
mécani smes correspondant à la plasticité synaptique (Zucker et Regehr, 2002). Parmi 
la variance des cinétiques d 'activités neuronales, certaines ont une corrélati on positive 
entre 1 ' ordre temporel d 'émission de PA de deux neurones 1 iés et le changement de 
1 'efficience synaptique consécuti f 
En exemple, le réflexe de retrait du siphon chez l'ap lysie e t plus fort et dure plus 
longtemps si une touche légère est précédée d'un st imulus nociceptif électrique 
(Antonov et aL. 200 1). Chez cet invertébré, la modulation du réflexe de ba e a été 
démontrée in v itro et in vivo dans un protocole expérimental sensori-moteur à un seul 
li en monosynaptique. Le changement neuronal consécuti f de sen ibili sation a été 
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constaté au mveau synaptique avec des mesures observab les et quantifi ables du 
changement, se répercutant au ni veau com portemental de l'animal. La durée de la 
persistance de cette modi fica tion synaptique a auss i été démontrée comme étant 
sensible aux patrons spatio-tempore ls des stimuli entrants a insi qu 'aux activités 
neuron ales sous-jacentes, condui sant à la de cription d ' une hi érarchi e de mémoi res 
(short- intermediate- long-term memory) (Hawkins et al. 2006). 
À plus petite éche ll e, le diverses cascades biochimiques intrace ll ula ires observées 
lors de l'apprenti ssage par CC imp liquent des échanges de communications avec le 
maté ri e l génétique intranuc léa ire qui sont respo nsable des modifi cations ynaptiques 
plus permanente (Kande l, 200 1 ) . Ces modifi cations synapt iques repo ent sur la 
synthèse de nouve lles protéines, conduisant à a ltérer l'efficience d ' une synapse et/ou 
en modifier le nombre. Cette modulation per i tante dan le temp de l'efficacité 
synapt ique rend plu fac il ement ob erva bl le phénomène de lor des 
expérimentations. 
Une des hypothè e outenant le CC comm mécani me modifiant l'efficience 
ynaptique e t celle du TDP (Capora le et Dan, 2008; Markram et al. 20 Il ), un modèle 
cellula ire théorique robu te ayant de propriété as oc iat ives qui corroborent les 
in tuit ions de Hebb. En effet, i une ce llule neuronale émet un PA vers une autre dans 
une courte fenêtre temporelle déterminée (p lu ou moins 50 m ec), a lor il y aura 
modification de ynapse uni ssant ces deux neurones (F igure 3.1). L'ordre temporel 
de la séquence de PA détermine le ens de la modification ynapt ique, oit une 
potential i a ti on pour une paire pré-post de PA et une dépress ion synaptique pour une 
paire po t-pré. Plu 1 temps entre le deux PA est court, plus la modification era forte 
et inv rsement. Ain i, le mod ' le de STOP véri fie de façon rai onnab le, un ensemble 
d données obtenues par de expérimentations effectuées sur plusieurs type de cellules 
in vitro et in vivo (Usrey et al. 1998), entre autres sur des neurone corti caux 
pyram idaux de la couche V et sur des neurones de la région CA 1 de 1 ' hippocampe 
(Abbott et Ne l on, 2000; Markram et al. 1997; Shouva l et al. 2002; Sjostrom et al. 
2002) . 
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Figure 3.1 STDP. Courbes qua litati vement représentative de changements synaptiques observés lors 
de l' app licati on d ' un protoco le de stimu lati on électrique, temporell ement et séquentiellement associée 
dans de neurones pré-post synaptiques (Schémati a ti on adaptée d 'après Bi et Poo, 1998). 
Dans un modèle STDP, la coïncidence entre des paires de PA provenant de neurones 
pré-post ou post-pré ynaptiques, suppose une« rencontre» biochimique dont la nature 
est présumée être diffé rents taux de concentrations moléculaires avec comme 
résultante, un changement local de 1 'effi cience synaptique. Ce bref changement 
d'efficacité de la synapse acti v ité-dépendante est produit par des modifications 
fonctionnell es et structurell es. EntTe autres dans certains neurones, cette modul ation 
.refl ète une substitution des sous-types et du nombre relati f de canaux AMPA!NMDA 
ainsi qu 'un changement morphologique du bouton synaptique et même de l'arbre 
dendritique, ce qui modifi e la cinétique éventuelle des PPSE/PPSI (mémoire à court 
terme) reçus par le neurone postsynaptique. 
Par exemple, certains neurones émettent des neurotransmetteurs excitateurs de type 
glutamate consécutivement à 1 'émission d 'un PA. Ces molécules pos èdent une affi nité 
pour des récepteurs ioniques de type NMDA situés ur 1 'élément postsynaptique. Ces 
canaux perméables aux cations (Na+, K+ et Ca++) sont sensibles au voltage et 
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normalement bl oqués par la présence phys iologique extrace llulaire d ' ions Mg++. 
Lorsqu ' il y a une dépolari sati on neuronale postsynaptique, les ions Mg++ sont dé logés, 
laissant les pores membranaires des canaux NMDA ouverts et permettant une entrée 
de Ca++ (sui vie d ' une autre par l'entremise de canaux Ca++ vo ltage-dépendant). Ce 
changement de voltage postsynaptique requiert non seul ement un PA postsynaptique, 
mais aussi 1 'a ide des canaux AMPA éga lement sensibles au glutamate. Les canaux 
AMP A possèdent une c inétique de PPSE plus courte que les canaux NMDA, mais de 
fo rte intensité, servant à amplifi er le signa l présynaptique. L 'arri vée de glutamate 
pré ynaptique et la dépolari sati on postsynaptique tro uvent une résonance comme 
détecteur associati f de coïncidences. Dans des étapes successives, des cascades 
biochimiques plus complexes impliquent des ni veaux de concentrati on de Ca+ et une 
rétropropagation du signal postsynaptique. Ces messages ciblés loca lement aux 
ynapses impl iquées causent le changement durable et observable de l'effic ience 
synaptique so it vers une potentia lisation ou une dépress ion (Rudy, 20 14). 
Ce mécani sme de ciblage synaptique spéc ifi que est encore actuell ement au stade 
d ' hypothèse de recherche avec des alternati ves au modèle théorique de base 
(Izhikev ich, 2007; Redonda et Morri s, 2011 ; Papper et al. 2011 ). L ' idée générale est 
que certaines synapses subiraient des modifi cations temporaires leur conférant des 
pro priété mnés iques à court te rme. Puis, lorsqu ' identifiées dans un contexte précis et 
stimulées à nouveau, e ll es entreraient dans une phase de conso lidat ion et même de 
reconso lidation pour des passages plus durables vers de la mémoire à long terme. Une 
meill eure connaissance de tous les états synaptiques poss ibles en corrélation avec leurs 
di fférents potenti els temporels mnés iques, a insi que les mécani smes opérant chacune 
des transitions, représentent des c lés maîtresses du prob lème. 
La pers istance du changement de 1 'efficac ité synaptique trouve aussi un coro llaire 
avec le phénomène de L TP (fréquence de stimulation 100-200 Hz) et Long-term 
depression (LTD) (1 -5 Hz), effet STDP supposé de prolongement qui est observé dans 
le temps (Biiss et L0mo, 1973). Plusieurs phases temporelles ont d 'aill eurs été 
constatées avec LTP/L TD (Lüscher et Malenka, 20 12), imp liquant d ' abord des 
63 
changements synaptiques transito ires mineur (phase précoce), puis une participat ion 
du matéri e l génétique loca l (phase intermédi a ire), et fin a lement centra l (phase tardive) . 
Ces changements synaptiques évo luant sur di fférentes éche ll es de temps semb lent être 
impliqués dans la trace mnés ique et représentera ient la ba e du mécani sme de 
l'apprentissage (Rudy, 2014). Plusieurs types d 'expérimentations (Dan et Poo, 2004) 
ont d 'aill eurs démontré un li en entre les phénomènes STOP, NMDA dépendant, LTP 
et l' observation de changements co mportementaux significati fs. 
Outre le pa irage de PA et l'effet de fréq uence des PA selo n les ty pes de neurones, 
la compo ition tructure ll e et la loca lisati on synaptique, les neurotransmetteurs 
impliqués (c.-à-d . G lutamate, Gaba) et les patrons en vo lée de PA, déco ulent une 
grande variété de sou -types de fo ncti ons STOP qui refl ète un riche ensemble de 
mécanisme in te rnes répondant a ux di verses communicati on neurona les poss ibles 
(Capora le et Dan, 2008). D e ces vari antes de modèles STDP résul te l' observation de 
di fférentes courbes de changement de 1 'effi cacité synaptique, tant au niveau de 
l'étendue des fenêtres tempore ll e qu dans leur magnitude (Dan et Poo, 2006). En 
généra l, un ordre de grandeur de 100 msec comme fenêtre tempore ll e, un changement 
d 'efficacité synaptique de 100% (courant excitateur de 0.4 nA ou PPSE de 4mV) et 
une fréquence d 'applica ti on de stimuli d 'env iron 60Hz, repré entent des va leurs limite 
courantes en termes de données expérimenta les recue i Il ies (Lüscher et M alenka, 20 12). 
Les paramètres et résu ltats recue ill is semb lent auss i être asymétriques, avec un e fenêtre 
tempore lle p lu longue pour po t-pré et un e amp litude de changement plus forte avec 
pré-post. De plus, puisque l'acti vité de neurones li és affecte les synapse par des règles 
STOP, il en découle un aspect dynamique de modi ficat ion de ce règles avec des 
résultats di ffi c il es à reproduire en termes de c ircui ts in v ivo (Jacob et al. 2007). Il ex iste 
même des cas où les résultats STDP sont inversés, impliquant que des paires de PA 
pré-post occas ionnent une ba isse de 1 'efficac ité synaptique (Be ll et al. 1997) ! 
Au ni veau mathématique, la règle de base modé li ant la phénoméno log ie du pa irage 
tempore ll e de PA dan s le STDP s'exprime par une fonction exponenti e ll e doub le : 
64 
W(x) =±A * e(xiT) 
où, 
W variati on du poids synaptique 
x intervall e de temps entre les PA pré-post ou post-pré 
A sens du changement synaptique (+ pour pré-post/- pour post-pré) 
t constante de l' ordre de lü msec refl étant les données expérim entales 
À cette règle de base du phénomène STOP s'ajoutent auss i des vari antes qut 
reposent sur d 'autres prémisses que le simp le pairage uni ta ire de PA pré-post ou post-
pré (Feldman, 20 12) . En effet, il a été démontré que lors de certa ins protoco les 
condui sant au phénomène de LTP/LTD, l'applicati on de pa ires consécuti ves de PA à 
fréquence défini e, offre des caractéri stiques non seule me nt de changement de 
l'efficience ynaptique en regard d ' une séquence et d ' un ordre tempore l préci s de cette 
paire de PA, mais auss i en regard à la fréquence et composition interne du patron de 
ces PA lorsqu ' il y en a plusieurs. Ainsi, des triplets de PA (pré-pré-post, pré-post-pré, 
post-pré-post ou post-post-pré) représentent d 'autres poss ibilités de communicati on 
neuronale et condui sent auss i à des changements de 1 ' effi c ience synaptique, qui 
di ffére nt du simple pairage dans la c inéti que observée. De p lus, dans le cas où la 
fréquence de PA est stable, il a été démontré que les premières paires de PA ou tr ipl ets 
ont plus d ' effet sur le changement synaptique que les sui vantes avec, encore une fo is, 
une re lation de type fonction non linéaire décro issante (Froemke et al. 2005) . Dan le 
cas pré-post-pré, aucun changement synaptique n'est constaté. Cependant, dans le cas 
post-pré-post, une potenti alisati on de 1 'effi cacité synaptique est observée (Froemke et 
Dan, 2002), ce qui implique un gain de la potentia li sation sur la dépre sion synaptique. 
Auss i, 1 'apprentissage de masse versus 1 'apprentissage par protoco le espacé, infl uence 
grandement les variati ons de poids synapt iques; ce qui ex ige somme toute, un modèle 
STDP qui tient compte de toutes ces variables, dont la fréquence des pa ires de PA ainsi 
que de 1 'effet du tau x poss ible de récupérat ion de ces synapses, vers leurs états 
potentie ls homéostatiques. 
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Ainsi, un ensemble de données expérimentales (Bi et Poo, 1998; Sjostrom et al. 
200 l , Wang et al. 2005) remet en cause la règ le simple des paires de PA parce que 
minimalement, la prédiction du changement de l'efficience synaptique obtenu par des 
protoco les de tripl ets ou quadruplets de PA, est erronée. Premièrement, une fréquence 
faible de PA avec dé lai ne peut prédire le phénomène LTP avec une formule STDP 
standard. Deuxièmement, si plusieurs paires de PA sont rapprochées dans le temps, 
l' interaction avec les sui vantes occasionne au niveau computationnel, l'annulation des 
effets sur la synapse. Troisièmement, que ce so it par des paires de PA, de triplets ou de 
quadruplets, une asymétrie des résultats se constate expérimentalement, mais ne peut 
se vérifi er computati onnellement par une formule générale de STDP. En ce sens, des 
modèles théoriques de STDP plus complexes ont été élaborés (Pfis ter et Gerstner, 
2006; Gjorgj ieva et al. 2011 ) avec plus ou moins de succès. 
À cet égard, ,en addition au changement de l'efficacité synaptique selon une 
dépendance temporelle entre des PA pré-post ou post-présynaptique, la modéli sation 
computati onnell e d ' une dépendance de fréquence individue ll e de PA pré et post ainsi 
qu 'un effet de fréquence des paires de PA repré entent 1 'essenti e l de la contribution de 
l'arti cle sur STDP dans le CC (vo ir plus bas). Cette règ le STDP élargie de type 
interacti on totale démontre une capaci té à gérer tous les types de motifs de PA par 
l' inclus ion de plus ieurs règles non linéaires imbriquées. De plus, cette règle a été 
vérifi ée par des applications concrètes d ' lA complètes virtue lles et phys iques. Il est à 
noter que, pour cette règle STDP du modèle présenté dans cette thèse, aucune référence 
à des paramètres biophysiques n 'est explicite, favorisant plutôt la phénoménolog ie et 
les femcti ons a insi que la cohérence tempore ll e entre les diffé rentes variables. 
Bien qu 'encore incomplète en termes de détail s bi o-inspirés, cette fo nction STDP 
permet d 'être en accord avec un plus grand nombre de données empiriques . Cette règle 
d 'apprentissage est notamment mieux adaptée aux signaux complexes issus du monde 
réel comme ceux retrouvés lors d ' implémentations sur des robots ph y iques. Outre la 
vérificat ion du postul at de Hebb avec une coïncidence dans le temps de PA, des cas de 
LTP ont auss i été rapportés uniquement avec une stimulati on présynaptique (Bliss et 
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Co llingridge, 1993), ce qui vraisemblablement requi ert l' inclusion d ' une règ le de 
changement de l'effic ience synaptique qui est auss i indépendante du pairage de PA. En 
l'occurrence, le beso in d ' un modèle d 'apprenti ssage qui inclue une règle assoc iati ve et 
non associative . 
Donc, à ces diffé rentes dépendances tempore ll es assoc iatives de PA par des règles 
STDP, le CC doit être compris et étudi é dans un modèle d 'apprenti ssage plus large, 
incluant aussi les phénomènes non associatifs résultant de la plasticité présynaptique 
te ll e que l' habituation et la sensibili sation , condui sant respecti vement à une dépress ion 
et une faci litati on synaptique par répétition de stimuli entrants, de fa ibles et fortes 
amplitudes. Pour cette thè e, lorsque la règle STDP comme mécani sme du CC est 
conjuguée avec les changements présynaptiques de l' habituation pr ' cédemment 
di scutée, 1 'adaptation des robots dans le domaine temporel est grandement accrue dans 
le modèle g loba l de fonctions d 'apprentissage bio-insp irée. 
3.3 Volet IA 
L'lA comme di sc ipline sc ientifique v ise à simuler l' intelligence nature ll e. Dans le 
paradigme de la bio-inspiration et plus spécifiquement dans le champ de la neuro-
robotique, la simulation du CC est basée sur les informations actuelles en neurosciences 
(Dan et Poo, 2006; Caporale et Dan, 2008) et les modè les computationnels di sponibles 
(Balkanius et Morén, 1998; Schmajuk, 20 l 0) . Seulement quelques recherches ont été 
fa ites sur le CC en conjugaison avec les RNAI (Li u et Shapiro, 2008) ou en croi sement 
avec le domaine de la robotique (Di Paolo et al. 2002; Di Pao lo, 2003;Alnajj ar et 
Murase, 2006; Alnajjar et Murase 2008; A lnajj ar et al. 2009, Aréna et al. 2009) . 
A insi, ba é sur les phénomènes STDP 1 LTP-L TD, différent modèles 
computationne ls du CC peuvent être testés et implémentés sur des plates-formes 
phy ique tel les les robots . Il devient alors possible de vérifier les hypothèses 
biolog iques a ll ant d ' un changement d 'efficience synaptique jusqu 'à 1 'observation d ' un 
changement durab le du comportement pour une per pective d 'agent artifici e l robotisé. 
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C'est dans ce cadre expérimenta l contrô lé qu ' il est permis d 'aborder des moti fs de PA 
plus compl exe et d 'en étudi er les résultats au ni veau comportemental. L'analyse de la 
trace d ' une modi fica ti on synaptique dans un circuit neuronal bio logique complexe à 
parti r de entrées ensorielles jusqu 'aux act ions motri ces est actuellement imposs ible 
chez un animal, mai tout à fa it possible pour un robot! 
Récemment, de chercheurs (So ltoggio et al. 201 3) ont proposé un mécanisme 
a lternati f à STDP, so it des corré lations stati stiquement rares, pou vant ex pliquer des 
associations entre une récompen e, des stimuli et des actions. Ce processus également 
basé sur la plasti cité synaptique implique une gestion des diffé rentes traces des 
synapse é li g ible n regard des bon éléments à li er. Cette étude démontre du CC et 
du CO avec un robot phys ique ( iCub) upervisé par un humain, offrant un contexte 
robuste en regard des di ffé rents délai impliqués dans l'appli cati on des stimuli , des 
actions et des récompenses . 
En l' instar du suj et de cette thèse, il est intéressant de constater que d 'autres 
chercheurs tentent aus i d ' intégrer di f férents mécani smes d 'apprenti ssage dans un 
même paradigme de robotique bio-in pirée et de RNAI. La s imilitude des tâche 
acco mplie en temp réel a insi que la ges ti on des évènements sur di ffé rentes échelles 
temporell es entre le art icles de cette thèse et ce lui-ci suggère auss i que le ni veau de 
complex ité actue l du domaine est enco re minimaliste. Cependant, cet arti c le n ' incluait 
pas de fon cti ons d ' habituation et les réseaux de neurones pour le CC et le CO étai ent 
séparés, principa lement pour une raison de di ffé rence des données entrantes. 
En résumé pour cette section, la contribution de l'article sur le CC à cette thèse a été 
de conceptua li ser un modè le basé sur un mécanisme bi ologiquement inspiré de 
modulati on synaptique de type STDP. Cette règle d 'apprentissage STDP inclue la 
gesti on de pa ires individue ll es pré-post de PA, de 1 'effet indi vidue l pré et post des PA 
ainsi que l'effet cumulat if de multip les paires de PA. Cette règle d 'apprent issage 
adaptée pour des RNAI a été va lidée pour de robots, de la synapse au comportement. 
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ARTICLE 2 
Class ica l conditi oning in di ffe rent temporal constraints: an STDP leaming rul e fo r 
robots contro ll ed by spiking neural networks 
Adapti ve behav ior 
Résumé 
Cet arti cle propose d ' in vestiguer certains comportements adaptati fs d 'agent cognitifs 
de type robot phys ique et virtuel. Le cont,exte de l'étude porte sur l'associati on 
temporell e entre des stimuli en provenance d ' indices sensori e ls et ceux d ' acti ons 
réfl exes simples. Cette assoc iati on est modéli sée par un e règ le d 'apprentissage 
novatrice de type STDP. Cette fo ncti on est insérée dans des RNAI servant de cerveaux-
contrô leurs pour les robots. Ces systèmes cogniti fs bi o- inspirés sont va lidés par 
di ffé rentes procédures et tâches de conditionnement class ique dans un environnement 
virtuel 3D et où les di ffé rents paramètres re li és aux timuli conditionnels et non 
conditionnels sont vari és en termes de fréquences et de coïncidences tempore ll es. Les 
résul tats de ces simulations sont analysés sur différents ni veaux conceptuels, de la 
capture des stimuli sensoriels, à la génération des potentiels d 'action, jusqu 'à 
1 'observation du changement de comportements des robots virtue ls et phys iques. Par 
cette règ le d ' apprenti age assoc iatif, la conclu ion offerte est que les robots pos èdent 
des comportements adaptatifs plus étendus dans le domaine de la temporalité. 
(Vo ir l' annexe C pour l' art icle in tégra l) 
CHAPITRE IV 
CONDITIONNEMENT OPÉRANT 
4.1 Volet psychologie 
Le conditionnement opérant (CO) ou conditimmement instrumental est une forme 
d'apprentissage de type associatif, liant une action et sa conséq uence. Il s'ag it d ' un 
concept en psychologie, issu du courant de pensée comportementaliste, initi alement 
développé par des pionniers comme Thorndike (Thorndike, 1901) et Skinner (Skinner, 
1938). Le CO a d 'abord été observé expérimentalement au niveau comportemental et 
se caractérise par 1 ' inclu ion de divers sous-éléments conceptuels. 
Dan une procédure de CO, la composante centrale est 1 'action. Cette action est 
acco mplie par un agent cogn itif dont le choix d 'action est libre parmi un répertoire 
di sponible. À 1 ' aide de renforcements et de punitions, une action contextua li ée dev ient 
privilégiée, favorisant l'acq ui s ition d'un comportement spécifique parmi un ensemble. 
Il s'agit d'un obj ectif principal du CO que d 'amener un agent cognitif à accomplir un 
comportement particuli er, qui de façon naturelle aurait peu de chance d 'être observé 
ou de se produire aléato irement. 
Les renforcements et les punitions sont donc le deuxième élément clé du CO. En 
général, un renforcement augmente la probabilité d'occurrence d'un comportement et 
une punition vise à en diminuer la fréquence. Il a été démontré que la force de 
1 'assoc iation entre 1 'action et son renforçateur est inversement proportionnelle 
(fonction logarithmique) au temps de délai entre ceux-ci (Hull , 1932). Les 
renforcements peuvent être de type primaire s' il s sont en lien direct avec les beso ins 
vitaux ou de type secondaire si le lien est indirect, tel qu'un objet neutre qui aura it été 
préalablement associé par CC à des besoins primaires. 
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Le renfo rcement est pos iti f s' il augmente la fréquence d ' un comportement suite à 
l' aj out d ' un stimulus appétitif, tandi s qu ' il est négatif si la fréquence d ' un 
comportement est augmentée suite au retrait d ' un stimulus aversif. La punition est dite 
positi ve si le comportement diminue avec l'ajout d ' un stimulus avers if. La punition est 
dite négati ve s i le comportement diminue avec le retra it d ' un stimulus appétiti f La 
F igure 4 .1 résume les quatre types poss ibles de procédures visant à produire du CO. 
Un exempl e typique de CO est illustré à la F igure 4 .2. Un rat, placé dans une boîte 
de Skinner, munie d ' un lev ier re li é à un magas in di stributeur de nourriture est 
encouragé à peser sur celui-ci par di vers moyens de renfo rcement (c. -à-d. lumière, son, 
nourriture si le rat s'approche du lev ier) ou de punition (c.-à-d . choc électrique par le 
planch r si le rat s'élo igne du lev ier) . Il ex iste énormément de variantes de ces 
procédures qui sont adaptées selon les espèces animales (pieuvre, abe ill e, pigeon, etc.) 







Ajout d 'un stimulus appétitif 
suivant un bon comportement 
F uite 
égatif Positif 
Ajout d'un stimulus nociceptif 
suivant un comportement 
Retrait du stimulus nociceptif 
suivant le bon comportement 
Évitement actif 
Comportement penne! 
d'éviter le stimulus nociceptif 
Positif: présence de stimulus 
1 Négatif: absence de stimulus 
Récompense: augmentation du comportement 
Punition: diminution du comportement 
Fuite : retrait du stimulus 
Évitement: prévient le stimulus 
F igure 4.1 Types de procédures dans le conditionnement opérant. 
Négatif 
Retrait d'un stimulus appétitif 
suivant un comportement 






é lectrifiab le 
Figure 4.2 Exemple des principales composante utili sées expérimentalement dans le CO. 
(Tirée de : http://fr . wikipedia.org/wiki/Conditionnement opérant) 
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Le CO est auss i assoc ié à plusieurs autres concepts généraux en psycholog ie te ls 
que la générali sation, la di scrimination , l' extinction, la récupérat ion spontanée et le 
façonnement. D' un niveau plus complexe, ce derni er phénomène est observé lorsqu 'un 
expérimentateur obtient un comportement final d 'un agent à 1 'aide d ' une séri e 
consécut ive de sous-comportements construits à partir de plusieurs CO. Au final , le 
CO s'avère une technique util e, efficace et universelle pour fa ire de l'apprenti ssage 
supervisé. 
4.2 Volet neuro c ience 
Le neurosciences contemporaines tentent d 'expliquer les bases biologiques du CO 
qui vont au-delà de l'observation comportementale, en y recherchant un substrat 
(Schultz et al. 1997) . Les modèles animaux à systèmes nerveux simples d ' in vertébrés 
(Brembs, 2003) te ls que la drosophile (Drosophila melanogaster), la limace de mer 
(Aplysia californica) et le ver nématode (Caenorhabditis elegans) servent· 
présentement de phare dans ce domaine de recherche. À partir de préparations in vitro 
et in vivo, ces modèle animaux fourni ssent des exp li cation du phénomène de CO du 
niveau moléculaire, génétique, ce llula ire au niveau comportemental. 
Les modè les de CO représentent le ou les évènements constituant la coïncidence 
spatio-tempore ll e d'une action et de sa conséquence (renforcement). Bien que ces 
modèles animaux démontrent une capacité de faire du CO avec une réso lution au 
ni veau de petits ré eaux neuronaux, certains chercheurs trava ill ent même au ni veau de 
la cellule indiv iduell e avec l'observation de li ens de convergence entre les di fférentes 
cascades biochimiques (Brembs et al. 2002; Lorenzetti et al. 2008). 
Par exemple, une ce llule neuronale qui émet un potentiel d 'action (action) et qui 
reçoit un influx de dopamine par la sui te, modifie consécutivement 1 'efficac ité de 
certa ines de ses ynap es ou ses propriétés membranaires (excitabili té intrin èq ue), ce 
qu i résume bien les principes du CO dans un modèle réd uctionniste. En général, le 
système de renforcement est conceptua li sé au niveau cellulaire et molécu laire par des 
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neurotransmetteurs te ls que la dopamine (Bédécarrats et al. 20 13) et la sérotonine 
(Fri ck et a l. 20 14). A insi, comme autre type d 'apprentissage associati f, le CO se 
di stingue du CC au ni veau conceptue l et cellul a ire (Baxter et Byrne, 2006; Brembs et 
Plend l, 2008, Mozzachiodi , 20 13). 
4.3 Yolet lA 
Le CO e t auss i un phénomène d 'apprenti ssage qui est étudi é et simulé en IA. La 
pertinence d 'émuler les processus internes nature ls sous-j acents au phénomène du CO 
ti ent au fa it que les modèle appliqués en IA pourraient bien souffr ir de lacunes en 
élaguant des subtilités de la réa lité bio logique. En effet, certains de ces processus 
pourra ient s ' avérer être influents et détenn inants. 
À l'aide de RNA class iques, di fférentes implémentations de CO ont été développées 
(Sutton et Barto, 1998). D 'autres var iantes utili sant des RNAI ont auss i modéli sé le 
CO. Incidemment, 1 ' imp lémentation de ces modèles dans des agents artific iels 
complets virtue ls (F iore et al. 2008) et phys iques a été explorée dans le domai ne de la 
robotique (Gaudiano et Chang, 1997). Divers avantages et lacunes existent pour chacun 
des modèles propo és. En général, élaborer une procédure de CO pour un robot qui e t 
contrô lé par un RNAI 'avère une tâche ardue et requiert une puissance 
computationnell e élevée. C'est dans un but d 'optimisation et de générali sation de cette 
tâche de reproduire du CO avec de RNAI et en robotique qu ' un arti cle de recherche a 
été produit dans le cadre de cette thèse doctorale. 
À l'aide du logic ie l SlMCOG, les quatre ituati ons de base du CO ont été reproduites 
avec des robots virtuels et phys iques contrô lés par des RNAI. Ces réa li sati ons ont 
permis de dégager une in variance structure ll e et fo ncti onnelle des RN AI. En effet, il 
suffit d' une ce llul e sensorie ll e, d ' un e cellule motri ce, d ' une cellu le p rédi cteur de 
réco mpenses ou de puni tions et d 'un contexte d ' apprenti ssage par renfo rcement pour 
constituer la base minimale d ' un CO. Dans la Figure 4 .3, les li ens synaptiques sont 
précisés avec une synapse sans apprentissage entre la cellule prédi cteur et la cellule 
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motri ce, une synapse avec une foncti on d ' habituation entre la ce llule sensori e ll e et la 
cellule motrice et une synapse avec une fo nction STDP entre la ce llule sensori ell e et la 
cellul e prédi cteur. À l 'aide de simulati ons randomisées, nous avons démontré que la 
fo rce des li ens synaptiques peut vari er légèrement sans en modifie r pour autant l' issue 
comportementale du phénomène. Ces composantes fo nctionnell es minima li stes du CO, 
se sont avérées suffisa ntes pour 1 'exploration de scénari os d 'apprentissage vari és, dans 
un agent complet v irtuel et phys ique. 
Lege nd 
e Neuron 
e Neuron Motor 
o6 Neuron Vibe 
• Neuron Visuat 
• Synapse Excaatory 
e Synapse Habauation 
' Synapse STOP 
Transducer Vibe 
Transducer Visu al 
~ Motor Sound 
Cue 
Reinforcer 
Figure 4.3 Motif cellulaire singul ier capab le de simuler un CO. 
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ARTICLE 3 
Operant conditioning: a minimal component requirement in artifici a l spiking neurons 
des igned for bio-in pired robot's contro ll er 
Frontiers in neurorobotics 
Ré umé 
À travers un paradi gme de bio-inspiration , cet articl e in vesti gue le conditionnement 
opérant (CO) comme processus d 'apprenti ssage pour des RNAI utili sés comme 
cerveaux-contrôleurs de robots. Pour les agents naturels, le CO résulte de changements 
comportementaux appris par les con équence d 'acti ons passées, influencées par di vers 
aj ustements concernant la prédiction de récompenses ou de punitions antic ipées. Dans 
un contexte de neuro-robotique, des robots autonomes virtuels et phy ique pourraient 
éventue ll ement bénéficier d 'aptitude d'apprentissage imil a ires, particu lièrement 
lorsque ceux-c i évo lueraient dans des environnements inconnus, imprév is ibles et non 
superv isés. Dans cette expérimentation, nous démontrons qu ' une architecture s imple 
de RNAI suffit à soutenir le processus d CO lorsqu'app liqué à de mul tiples scénario 
d ' apprentissage. La motivation d ' implémenter ce nouveau modèle de CO est basée sur 
les récente littérature en ciences computati onnelles et en neurobio logie, relatives 
aux di ffé rents modèles du phénomène. Le noyau élémentaire du CO proposé dans cet 
artic le est composé par l'association de seul ement quelques neurones et synapses, mais 
aussi par l' inclusion orig inale d ' une règle d 'apprenti ssage STDP et d ' hab ituat ion . Lors 
de di fférents scénarios de complexité incrémenta le, nos résultats démontrent que ces 
campo ante neuronales minimales sont uffisa nte pour produire plu i urs procédures 
canoniques de CO. Ce module ingu li er v i e à réaliser et implémenter plu 
efficacement de tâches d 'apprenti ssages complexes par CO, lor qu 'appliqué pour des 
RNAI ag issant comme contrô leur dans un contexte de bi o-inspiration robotique. 




5.1 Robotique bio-inspirée et apprentissage 
Modéliser une IA complète et autonome en robotique bio-inspirée représente une 
avenue émergente dans la communauté du domaine. L'hypothèse de travail de ce 
paradigme repose sur la possibilité de mimer une structure ou fonction biologique par 
1 'appariement de constituants artificiels. La simulation et prédiction adéquate de 
données expérimentale nature lles y est souvent le but recherché. 
C'est dans cette perspective que ce suj et doctoral aborde la simulation de 
phénomènes d'apprentissage pour de robots virtuel et physiques avec l'hab ituation, 
le CC et le CO. En termes de réalisations, un algorithme novateur adapté aux RNAI a 
été développé pour chacune des trois règles d 'apprentissage, conduisant à autant 
d ' articles sc ientifiques. L'analyse détaillée à partir de composantes primitives 
neuronales artificie ll es ains i qu'une méthodologie incrémentale en complexité, a 
permis de conclure que les robots peuvent apprendre par des mécanismes et fonctions 
qui sont s imila ires aux agents biologiques, d'un niveau cellulaire jusqu'à un niveau 
comportemental. Équiper des robots avec de te ll es fonctions cogn itives pourrait 
permettre de meilleures capacités adaptatives dans le monde réel. La portée et les 
applications de cette recherche demeurent cependant à être approfondies et comparées. 
Outre la réalisation de fonct ions d'apprentissage biologiquement inspirées pour des 
robots , une visée secondaire de la thèse a été d ' intégrer de façon cohérente celles-ci 
dans un même modèle de RNAI. À ce jour, aucun modèle computationnel n 'offrait 
cette caractéristique de réunir et d'inclure ces trois règles d'apprentissage de base. Un 
troisième objectif de la thèse a été d'incorporer les RNAI dans des agents cognitifs 
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complets s itués et incarnés, ajoutant un comp lément de réa li sme au modèle s imulé et 
une dimension augmentée à celle de la compréhension des phénomènes. Enfi n, la 
validati on du modèle computati on ne! g loba l dans le monde rée l à 1 'aide de robots 
phys iques a auss i permis d 'augmenter la puissance du modèle d 'apprenti ssage, mais 
auss i d 'articul er l' important concept de temporalité qui est commun aux tro is types 
d 'apprenti ssage étudi és. 
L'approche de la robotique bio-inspirée opte pour le miméti sme du monde naturel 
dans la conception de leurs modèles. Comme autre stratég ie poss ib le en robotique 
traditi onnell e, la méthodologie ingéni eure conço it ouvent les modè les dans une 
optique de l'atteinte d ' un e effi c ience dans des obj ecti fs préc is. De faço n générale, les 
chercheurs en IA ciblent d 'abord une foncti on, une structure ou un comportement à 
mimer avant d 'en réa liser le mécani sme sous-j acent. À cet égard, di ffére nts ni veaux 
conceptue ls théoriques et prat iques de ces é léments peuvent être envisagés. 
Par exemple, déve lopper un patron de marche bipède pour un robot peut être 
implémenté par diverses so lutions autant d ' ingéni eri e que bio- inspirées . Cependant, 
une problématique survient lorsque les chercheurs tentent d ' intégrer au modè le 
d 'en emb le, des phénomènes connexes et hétérogènes, te ls que sauter par-dess us un 
obstacle ou courir. Dans cette perspecti ve, il dev ient pertinent pour certa in chercheurs 
d 'envisager à réunir l' ensembl e des fo nctionna li té dan un même paradigme d ' lA et 
d ' intégrer tous les phénomènes avec un ni veau simi la ire de déta ils de la modéli ati on. 
La robotique bio-inspirée permet justement de rassembler et d'offrir une cohérence 
de modélisation pour un miméti sme de structures, fo nctions et comportement pour un 
même agent cognit if artific iel. Ainsi, la stratégie déve loppée dans cette thèse sur le 
sujet de fonctions d 'apprentissage sim ul ées a ét ' ce ll e d ' apparier des données 
expérimenta les obtenues auprès d ' animaux à systèmes nerveux simpl es aux 
comportements des robots. En ce sens, 1 'amalga me des foncti ons dans un agent 
complet diffère complètement du but recherché en neuro cience, qu i est de valider un 
concept bio logique spécifi que par un modèle computationnel, voire robotique. B ien 
qu ' i 1 pui se y avo ir des avantages et bénéfices dans les deux approches, cette thèse 
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doctorale cons idère surtout 1 'élaboration d ' une IA complète et autonome, qui simule 
les résultats d ' un maximum de phénomènes biologiques, sans devoir toutefo is 
démontrer qu ' il expliquent complètement les mécani smes naturels. 
5.2 RN AI 
En robotique bio-inspirée, le cerveau-contrôleur peut être envi agé par un RNAI afi n 
de mimer les phénomènes nature ls . LI s ' ag it d 'un é lément cruci al dans cette thèse que 
de c ibler le bon ni veau d ' abstracti on des fonctions à simuler tout en permettant 
d 'observer l'adaptation comporte mentale des agents artifi c ie ls te ls que les données 
empiriques le montre pour les agents naturels. La suite log icie ll e SIMCOG a permis 
cette étude analytique détaill ée, a ll ant de la cellule neurona le jusqu 'au comportement. 
L 'élément ce llula ire consti tuti f d ' un RNAI est le neurone. La dynamique d ' un 
neurone de RNAI fluctu e se lon le vari ations de son potenti el de membrane qui , 
lorsqu ' une valeur seuil est atte inte, mène à l' émiss ion d 'un PA unitaire. Les PA ne 
représentent qu ' un des modes po ibles de communication d ' un agent afin de s'adapter 
au monde environnant. L' interface entre deux neurones est la synapse, une autre 
composante majeure d ' un RNAI. Les synapses modulent la communicat ion neuronale 
par ses propriétés de plasticité. Les synapses sont considérées par une majorité de 
chercheurs, comme le s iège de engrammes, la trace de nos souvenirs qui selon le 
contexte, ont retenus (à court ou long terme) ou s'effacent. 
L ' impact d ' une modé lisation détaill ée des synapse dan un RNAI demeure un e 
avenue en ple in essor dans le dom aine des neurosc iences computati onne lles . 
Minimalement, di ffé rents états synaptiques sont poss ibles (Pan et Zucker, 2009) en 
conj onction avec une activ ité-dépendante des patrons de PA pré et post-synaptiques et 
influencent les réseaux neurona ux, incluant l' observati on de di ffé rentes fo rmes 
d 'apprenti ssage (Abbott et Regehr, 2004) . Quel sera it le bon ni veau descripti f de la 
plasti c ité synaptique (Shouva l, 20 Il ) que 1 ' on devrait modéli ser dans un RNAI, 
particuli èrement lorsque 1 'obj ecti f es t celui d 'un contrô leur en robotique bio-inspi rée? 
Demeur r au ni veau phénoménologique (mécanique interne non précisée) permet une 
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bonne di ssociat ion avec les structures réelles, mais crée une distance d ' interprétation 
des données produites alors qu 'une simulat ion plus réa li ste au ni veau biophysique 
rapproche des données empiriques naturell es, mais au détriment d ' une extrapolation du 
modèle vers des agents artificiels. 
La question n'est pas encore tranchée et dépend beaucoup des buts recherchés et des 
intérêts de chacun. Dans cette thèse, les synapses ont été modéli sées par des 
changements dynamiques détaillés, vari ant en fonction des patrons de PA pré 
(habituation) et pré-post (STDP). En ce sens, les différentes règ les modulant les 
synapses tendent à reproduire les données au ni veau phénoménologique (IA) plutôt 
qu 'en termes biophysiques (neurosciences) . 
Dans chacun des arti cles produits, les architectures étaient vo lontairement simples 
contenant tout au plus une douzaine de neurones excitateurs et inhibiteurs avec une 
vingtaine de ynapses, transducteurs et effecteurs. Le but recherché dans cette thèse 
était d 'appari er les connai ssances et données empiriques des trois règles 
d'apprentissage avec des exemples de systèmes nerveux simpl es et offrir une 
compréhension détaillée de bas ni veau. Bien que les caractéri tiques essentie lles de 
chacune des fonctions d'apprentissage ont été simulées dans ce cadre préci , rien 
n'exclut que diverses propriétés émergentes puissent surveni r avec des architectures 
complexe de types populationnels. 
Modéli ser de phénomènes cognitifs humains de ba ni veau à 1 'a ide de petits circuits 
n uronaux artific iels spécifiques est un premier pas, mais ne garanti t en rien l'atteinte 
d ' une modéli sation de plus haut ni veau. Dans ce contexte actuellement restrictif, il est 
di ffic il e d 'anti ciper i ce modèle d 'lA bio-inspiré pourra éventuell ement simuler des 
structures te ll es que 1 ' hippocampe ou le cortex cérébral et constater ultimement 
1 'émergence de phénomènes cognitifs complexes. D'un autre côté, 1 'étude et la 
modélisation de systèmes nerveux simples, tel que celui de C. elegans avec ces 300 
neurones et 5000 ynap e , est envisageable actuellement en IA. De plus, presque tous 
les phénomène d 'apprentissage de base e r trouvent dans de tels microcircu its et 
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expliqués par plasti cité synaptique (Bozorgmehr et al. 20 13), justifiant la pertinence de 
continuer les recherche en neuro-robotique à cette échell e de grandeur. 
Dan le modèle in tégré de fo nctions d ' apprentissage de cette thèse, les RNAI 
représentent les contrô leurs des robot autant virtuels que phy iques. Une propriété 
remarquable des RNAI, tout comme les neurones bio logiques, est ce ll e de 
communiquer dynamiquement par le bia i de PA, qui eux ont modul és par plastic ité 
synaptique. Cependant, il ex iste un e grande variété de modes de communicati on 
neurona le dans le monde nature l au tre que celui des PA, qui n ' en repré ente qu ' une des 
facette po sible . Entre autres, certain neurones ont p lu tôt une réponse tonique et 
graduell e ans émi ss ions de PA (Cha lasani et al. 2007) . Pour les types de synap es, 
ce ll es dites à j oncti on é lectrique affectent di ffé remment la communicati on neuronale 
que cell e des synap e chimiques. À une autre éche ll e, la synchroni e d ' ensemble 
popul at ionnels de neurones évoque aus i un auh·e mode de communication neuronal 
(c. -à-d . rythme thêta). À cet égard, les fo nctions d ' apprenti sage développées dan cette 
thèse impliquent seulement un type re tre in t de communication entre les neurones avec 
un modèle conceptue l de base de RN A I incluant une modéli sation simpli ste de 
synapses chimiques et exc luant des phénomènes émergent au ni veau popul ati onne l de 
neurones . Dépasser ce limi tes serait un e pi ste in té ressante à in vestiguer dans le cadre 
de la bio-inspirati on robotique. 
Un auh·e sujet à ex plorer li ant les RN A l et l'apprenti s age e t lorsque le résultat 
d ' une action (superv isée ou non) et la rétroaction des évènements (contexte, action, 
conséquence: neutre, récompense, puni tion) impliquent de distances tempore ll es 
variables entre eux, ce qui réfère au problème du crédit d 'a signement (S utton, 1984) 
ou de récompense ta rdi ve (distal reward problem) (Izhikevich, 2007; Soltogg io et Ste il , 
20 13). La durée entre les évènements est généralement plus grande que la seconde, ce 
qui dépasse la fenêtre d ' interactions de PA d ' origine, surtout en ce qui concerne les 
fo nction d 'apprentissage développée dan cette thè e. L' hypothèse d ' une trace 
événementi e lle en re lat ion avec le souti en de la dopamine et érotonine comme 
neurotransmetteurs est actue ll ement ou in vestigation, autant dans le domai ne des 
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neurosciences que dans celui des sc iences computationnelles. À ce jour, aucune théorie 
ne peut unifier et exp liquer l'ensemble des relations temporelles liant les évènements 
externes et les perturbations internes d 'un agent naturel ou artificie l. 
Aussi, dans un paradi gme de RNAf tTaditionnel, chacune des règles d 'apprenti ssage 
modélisées implique que le li eu du changement par l'expéri ence passée se trouve 
directement au niveau de la synapse. Cependant, il ex iste d 'autres alternatives non 
synaptiques, notamment celui du changement de la composition des canaux 
membrana ires ou de l'excitabilité neuronale intrinsèque. En effet, dans un exemple de 
CC (Jones et al. 2003), 1 'augmentat ion du nombre de canaux sod iques dans un 
interneurone suffit à créer une assoc iation entre un CS et un US ! Donc, les modèles 
ce llulaires actuels des fonctions d 'apprentissage sont encore incomplets et 
potentiellement add iti fs à d 'autres modèles préexistants. De plus, l'impact d ' inclure 
dans un modèle d 'apprentissage, 1 'effet de neuromodulateurs dans 1 'espace de la fente 
synaptique, une régulation de l'activité basale des neurones par de cellules non 
neuronales a insi que 1 'ajout de jonctions é lectriques, offrira ient certainement des 
capacités adaptatives non négligeab les à développer. Enfin, le niveau de détail d 'un 
modèle d 'apprentissage s'arrête-t-il au niveau cellulaire et fonctio nnel des neurones? 
Y aurait-i l avantage à explorer les niveaux moléculaires et génétiques? 
En résumé, à l'a ide de cerveaux d 'animaux simples et de préparations minimalistes 
in vitro et in v ivo, les recherches en neuroscience ont permis d 'établir les bases 
cellulai res de 1 'apprentissage et de la mémoire. Il existe des preuves suffisantes révélant 
les mécani smes internes par lesque ls un agent naturel aj uste son comportement futur 
de façon observable, en fonct ion des évènements passés. U ne de ces voies d 'adaptation 
e t cell e de la pla ticité ynaptique et la thè e complète de ce doctorat repose sur cette 
prémisse, avec une simu lation des phénomènes au niveau cellulaire à celui d 'un agent 
cognitif artific ie l complet. Ce doctorat souligne donc, le pot ntiel des robots v irtuels et 
physiques comme moyen d ' incarner de modèles d 'apprentissage bio-in pirée, en 
exp liquant et en montrant la capacité de mimer de mécanismes naturels vers 
1 'a rtificiel, et ce de la synap e au comportement. 
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5.3 Habituati on 
Dans l'article produit sur l' habituation, il a été montré que les robots peuvent 
s'habi tuer aux stimuli simples, te l que les agents naturels en sont capables, avec des 
changements comportementaux observab les et quantifiables. C'est-à-dire qu' un 
ensemble de caractéri tiques de 1 ' habi tuation en tant que procédure, processus et 
mécani sme interne, a été mimé avec un degré de s imilitude acceptable. Cette 
contribution scientifique a permi s d 'élargir le spectre du modèle de cette fonction 
d 'apprentissage non associative en incluant un peu plus de vari ables temporell es re li ées 
aux données expérimentales du phénomène. Le modèle proposé permet dorénavant la 
gestion d' un plus grand nombre de motifs tempore ls de stimuli avec des réponses 
comporteme ntales s imilaires aux données emp iriques. 
Les algori thmes traditi onnels utilisé avec les RNA! en conjoncti on avec les robots 
incorporaient généralement une fonction ex ponentielle négati ve simpl e en regard du 
nombre de timuli entrants ; le comportement observé étant a lors in versement et 
proportionnell ement réduit avec la fréquence des stimuli . L 'arrêt consécuti f de ces 
stimuli entraîne alors un recouvrement de la réponse avec une foncti on inverse. 
L'articl e souli gne la prise en charge d ' une habituation du comportement malgré une 
répétiti on hétérogène dans le temps des stimuli entrants. Une autre caractéristique de 
l 'habituati on qui a été modé li sée est celui de l' impact inter essai de la répétition de 
stimuli qui offre une meill eure concordance des données empmques avec le 
phénomène de potenti a li sation. Auss i, le ISI a été démontré déterminant dans la 
fonction d ' habituation avec un maximum d 'effet pour un ISI cou11 et inversement. 
Par exemple, l' applicati on d 'un st imulus physique de fa ible intensité provoque 
lorsque répété, une habituati on du comportement. C'est-à-dire que l' acti on consécutive 
aux stimuli fa iblit en fréquence et en amplitude. Cette baisse comportementale 
s'expli que au ni veau neuronal cellul a ire par une dépre ion présynaptique entre le 
neurone sensorie l et le neurone moteur. La mécanique interne de cette diminuti on 
d 'efficac ité synaptique est compl exe. La li ttérature poin te vers une dépendance avec 
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plusieurs vari abl es temporell es reli ées aux moti fs de stimuli entrant, un des aspects 
développés dans l'article produit dans cette thématique. Par ailleurs, outre la réa lisation 
d ' un modèle computationnel plus détaill é au ni veau temporel de cette fo nction 
d 'apprenti ssage non as oc iative, celle-ci a été développée spécifiquement pour des 
RN AI. De plus, il a été poss ible de transférer cette fonction d ' habi tuation vers un robot 
phys ique. La résultante est que l'adaptation comportementale des robots t similaire 
à ce ll e des agents naturels, mais surtout que les changements de comportement 
observés, reposent aus i ur le miméti sme de processus cellulaires internes. 
Toutefo is, de que ti on subsistent sur 1 ' habituat ion comme en témoigne encore 
l' intérêt soutenu de la communauté des neurosc iences. Premi èrement, l'atténuati on 
présynaptique repose ur plusieurs cascades bi ochimiques, en relati on avec les 
di ffé rents contexte expérimentaux. La contribution relative de chacune de ces vo ies 
n' a pa été modéli ée n lA, probablement parce que ce mécanisme e t toujours mal 
compris au ni veau neurobiologique. Deuxièmement, la trace de 1 ' habi tu ation dans des 
circuits neuronaux complexes demeure di ffïc il ment quantifiable. E t-ee po ible 
d 'extrapoler le phénomène d ' habi tuation dans un modèle de RNA[ plu compl exe ? 
Troisièmement, la li ttérature nous indique que les synap es inhibi tri ce sont 
certa inement des élément à considérer dan le mécani me de 1 ' hab ituation, car ayant 
une modulation di ffé rente. Quel serait l' impact d' inclure ces vari antes structure ll es 
dans un RNAI pour habituation dans un contrôleur de robot ? Enfin , le fonctions 
mêmes de l' habi tuation demeurent incertaines et théoriques. Est-ce un filtre pour év iter 
de timuli répétés? Est-ce un phénomène à la ba e de l'attention (Balkeniu , 2000)? 
E t-ee que de reproduire le phénomène de l' habituation en détail à traver un modèle 
d' IA contribu ra it mieux à comprendre cett prob lématique? 
5.4 Condi tionnement ela ique 
Le CC trouve e fondem nts en neurosciences a insi que des exp lications au niveau 
génétique et moléculaire. Le corrélat neurophy iologique du CC e t a ez bien compris 
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à l'aide de nombreux modèles animaux. Entre autres, le c lignement réfl exe de l'œil 
chez le lapin ou encore l'acte de e noun·ir chez l'aplys ie ont permis de dégager un 
mécani me théorique détaillé, li ant un stimulus neutre, un stimulus vita l, une réponse 
condi tionnée et une réponse inconditi onne ll e. 
Simuler un te l phénomène à traver de agent arti fic ie ls a conduit les chercheurs 
du domaine à extrapoler les propriétés foncti onnell es principa les de cette procédure 
d 'apprenti ssage et d 'en préci ser le bon ni veau du modèle à reproduire. En robotique 
bio-inspirée, cette tâche cons iste à mimer le CC à 1 ' aide de RNA ou RNAI et de 
fonction s d 'apprenti ssage associati ves simulées au ni veau synaptique. Pour ce doctorat, 
le cho ix a été celui des RNAI et de la règ le STDP comme é léments de base de 
l' implémentat ion du CC pour des robots. 
Par souc i de cohés ion de 1 'ensembl e du projet, 1 'aj out de cette deuxième règle 
d 'apprentis age cible auss i la répli cation phénoménologique du CC à un niveau 
cellula ire. C'est-à-dire que les composante de ba e ont de neurones et synapses 
artific ie l comportant quelques paramètres dynamiques primaires inhérents à la 
catégori e de modè le computationne ls de R Al utili sés. 
Outre la réa li sa tion d ' une règle non as oc iat ive (habi tuation) et d ' une règle 
assoc iati ve (STDP) dans un même modè le synaptique de RNAI, l' implémentation 
commune dans des cénarios d 'apprenti age en robotique con titue déj à un pas vers 
1 'avant, compte tenu de la rareté des études dans ce doma in . Cependant, le cœur de 
l'arti c le re li é au th ème du CC et produit dans cette thèse, propose plutôt une fonction 
STDP qui é larg it les paramètres standard de celle-c i, en accord avec les derni ères 
avancées des neurosciences . Ainsi, au-de là de la impie modifi cation synaptique 
produite par la cooccurrence tempore ll e préc i e de PA entre deux neurones li és, ce 
nouve l a lgorithme intègre un effet de fréquence de paire a in i qu ' un effet de fréquence 
individuell e des PA comme règle de modi fica ti on synapt ique. 
Cette règle STDP élargie permet une plu grande adaptati on en di cernant certa ins 
moti fs temporels li és au monde phys ique. En effet, l'occurrence des PA, simulée dans 
un robot ou réa li ste avec des animaux bio log iques, n 'offre pa touj our des moti fs 
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réguliers de décharges pouvant être di scréti sés et corré lés. Ces irrégularités temporell es 
de PA correspondants à la perception dynamique de stimuli variés et imprédictib les 
pointent ver un modè le d 'apprent issage associati f qui peut être cotTélé avec un 
maximum de données empiriques. 
Cette règ le STDP est un peu plus fl ex ib le, mais n 'exp lique cependant pas encore 
toutes les données bio logiques observées. Se lon les théori es récentes du domaine, il 
ex isterait probab lement de multip les règ les de modification synaptique, dépendantes 
non seu lement de 1 'occun ence préci se dans le temps de PA, de leur fréquence de pa ires 
et de leur fréquence ind ividuell e, mais auss i e lon que les PA so ient en mode pulsée ou 
en vo lée, se lon le type de neurotransmetteurs impliqués ou même se lon le type de 
ce llules neurona les . Un des facteurs responsables de cette di vers ité es t le nombre élevé 
de récepteurs NMDA di fférents, qui selon l'express ion génétique, la phase 
déve loppementa le et l' acti vité de neurone aju tent dynamiquement la composition 
des sous-unités, ce qui se traduit par autant de propriétés di ffé rentes de règles STDP 
(Sanz-Clemente et al. 201 3). À ces facteurs observés, s'aj oute auss i qu ' une bonne 
modé lisation du phénomène STOP, devra it probablement passer d ' un ni veau de 
compréhension des modifications synaptiques cellulaires à un niveau moléculaire. 
Ainsi la corré lation associat ive trouvera it es substrat entre le différentes cascades 
bi ochimiques. 
Doit-on pour autant rejeter un modè le incomp let et qu i repose probablement sur une 
mécanique trop simple, voire erronée ? La réponse rés ide encore dans le but. 
Actuell ement, reproduire du CC dans un paradi gme simp le est réa lisable et les 
comportements observés autant en [A qu 'en bio logie sont s imilaires. 
5.5 Condi tionnement opérant 
Le CO est une autre de fo rme pnmatre d ' apprenti s age a ociati f. Il s ' ag it d ' un 
mécani sme adaptatif observé et préservé, des invertébrés primitifs te ls que le ver C. 
elegans jusqu ' à l' homme. Une des ra isons théoriques de la conservati on d ' une te ll e 
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fonction ré ide probablement dans sa capacité à générer des solutions rapides dans un 
contexte à multip les variables inconnues. Ainsi, les agents biologiques tirent avantage 
à augmenter un comportement particuli er lorsqu ' il est sui vi d ' une récompense et 
in versement, à en diminuer la fréquence s' il s reçoivent une punition. De telles 
associations contextuell es aux actions, qui se produisent dan de ri ches environnements 
dynamiques et où le répertoire des actions poss ible est grand , requièrent 
nécessairement une forme d'apprenti ssage effi cace. 
Bien que la dynamique précise du CO demeure encore avec plusieurs variables 
inconnue , lorsqu 'étudiée à l'échell e ce llulaire et biochimique, l'a ociation d'une 
action (PA) et d ' un signal de rétroaction fo rme tout de même la base fonctionnell e du 
changement de la réponse neuronale. Incidemment, le modèles analogues 
unicellul aire actuell ement proposés ori entent cette as ociation ver la rencontre de 
di verses concentrations moléculaires (deuxième et même troisième messager) 
(Lorenzetti et al. 2008). Est-ce qu ' une modéli sation plu fin e du CO offrirait un 
quelconque avantage au niveau d 'une impl émentation en robotique? 
Une bonne raison d ' inclure l'en emble des fo nction d 'apprenti age primaire dans 
un même modèle provient de l'étude de certa ins phénomènes connexes. En effet, 
certa in chercheurs (Balkenius, 2000) ont démontré qu 'un des buts de 1 'attention est 
d'a ider le ystème neurologique dans son choix d'action. En ce en , l' habituation, le 
CC et le CO parti cipent indirectement à ce choix et pourraient même poss iblement à 
eux euls représenter l'essenti el du phénomène de l'attention. 
Dan le même ordre d ' idée, des chercheur (McSweeney et Murphy, 2009; Lloyd et 
al. 2014) ont démontré l' implication de apprenti s age non a ociati f dans le 
processus du CO. Notamment, lors d ' une même es ion de CO, une baisse de l'effet 
du renfo rçateur y e t remarquée. Cette diminution emble être attribuée au phénomène 
de l' habi tuat ion. L' in tégration de toutes les fo nctions d'apprenti ssage dans la 
compréhens ion et la reproduction de phénomènes comportementaux biologiques 
emble donc être une voie de recherche à sui vre (Salotti et Lepretre, 2008). 

CHAPITRE VI 
CONCLU SION ET PERSP ECTIVES 
L ' apprenti ssage est une caractéristique importante de l' intelligence, permettant aux 
agents biologiques d 'adapter leurs comportements en fo nction des expériences passées. 
Cette capacité cogniti ve trouve une explication parti ell e au niveau de la plasticité de 
synapses, où les multiples transitions d 'états opèrent dynamiquement par di ffé rents 
mécanismes neuronaux. 
Pour ce doctorat, l 'étude du phénomène de l' apprenti ssage est proposée par un 
modèle computationne l dans un paradigme de robotique bio-inspirée. La méthode 
utili sée a été de modéli ser certains paramètres de l' habi tuati on, du conditionnement 
c lass ique et du conditionnement opérant, à partir de données expérimentales retrouvées 
chez les invertébrés. Le règles d ' apprentissage proposées ont été contextua li sées par 
de simples scénari o , sans viser des applicati on spéc ifiques. Les types d ' apprenti ssage 
ont été expliqués du ni veau ce llula ire au comportement, par des algorithmes novateurs 
reposant sur une vari abi lité de modulations synaptiques. Ces fon ctions incrémentales 
en complex ité ont été déve loppées et unifiées à traver un paradigme de RNAI, ag issant 
comme contrôleurs de robots virtuels et phys iques . 
La réalisati on de chacune de ces trois fo nctions primaire d 'apprentissage permet de 
conclure dans ce cadre précis que des robots ont capables de reproduire certa ins 
résultats au ni veau phénoménologique, par des processus internes similaires aux agents 
bio logiques. Spéc ifi quement, le modèle expliqué au ni veau cellulaire (F igure 6. 1) 
propose pour 1 ' habi tuati on et le CC, d 'étendre les limites de certains paramètres dans 
le domaine de la temporali té. L 'aspect novateur déve loppé dans le CO a été de 
reprodui re le scénarios de base de cette p rocédure d 'apprenti ssage par un motif 
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Figure 6.1 Troi s différents type d ' apprenti age conceptua lisés au ni veau cellula ire . 
Légende : = neurone, R = réponse et S = Stimulus 
En ré umé pour les contributions sc ientifiques de cette thèse: 
• Intégration de tro is fonctions primaires d 'apprenti ssage dans un RNAI. 
• Implémentation de RN Al comme contrô leur de robots virtuel et physique 
• Éva luation des résultats du ni veau ce llul aire au ni veau comportemental. 
• Résultats obtenus de comportements adaptatifs temporels complexes . 
o Habituation 
• Gestion de moti fs de st imuli asynchrones 
o Conditionnement class ique 
• Gest ions de moti f: de stimuli asynchrones 
• Effet non linéaire des paires et indi viduel des PA 
o Conditionnement opérant 
• Motif singulier à compo ante minima liste 
L'impact g loba l de ce trava il de recherche en robotique bio-inspirée demeure 
toutefois à être plus étudi é, notamment lors de situati ons réa li stes et complexes, 
nécessitant un grand nombre de dimen ion au niveau des senseurs, neurones et 
effecteurs. Les autres types d ' apprentissage devront auss i s'ajouter au modè le actuel. 
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Enfi n, la pertinence d ' utili ser un modèle de RN Al et de plasticité synaptique dans la 
simulation de phénomènes d 'apprenti ssage en robotique devrait également être 
soutenue par des études comparatives avec d 'autres méthodes computa ti onnell es. 
6. 1 Directions fu tures 
La robotique bio-inspirée est une discipline en ple in essor. Ce doctorat ne représente 
qu ' une porte d 'entrée vers ce domaine. Bien que le but ultime de l' lA so it de pouvo ir 
un jour construire un agent cognitif artific iel possédant un maximum de 
caractéri stiques, fon ctionnalités et capacités cogniti ves semblables aux humains, divers 
chemins peuvent être emprunté pour atteindre cet objectif. Dans un premi er temps, il 
semble opportun de se positionner dans cette communauté, en s' identifiant comme un 
joueur parti cipant activement à cet obj ecti f g lobal et en offrant du matériel novateur 
dans un créneau unique. Dans cette perspecti ve de capita li sati on sur les acquis de la 
thèse, dématTer un laboratoire dédié à l'apprentissage en robotique bio- inspirée, en 
co ll aborati on avec des uni versités possédant des ressources connexes à ce domaine de 
recherche représente un choix d 'avenir logique. Réali ser un modèle intégrateur en 
neuro-robotique de complex ité cogniti ve incrémentale, te ll e est 1 'ambition et la vision 
du projet de ce laboratoire. Accesso irement, transformer SIMCOG en logiciel libre est 
un obj ecti f à venir, justifi ant l'é laborati on de cet outil unique tout en offrant un transfert 
de conna issance de cette application pour le bénéfice de la communauté. Les points 
suiva nts représentent des projets réa li sabl es à court terme. 
6. 1.1 Évoluti on verti cale des champs d 'expert ise déjà développés 
Pour chacune des fo ncti ons d 'apprentissage déve loppées dans cette thèse doctorale, 
di verses autres propriétés supp lémentaires demeurent à être exp lorées dans le domaine 
de la robotique bio-inspirée. Par exemple, pour l' habituation, un modèle plus complet 
devrait inclure notamment la sensibilisati on et la déshabituati on comme mécani sme 
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complémentaire , afin de mieux refléter les observa ti ons empirique de l'ensemble de 
ces fo rmes de mémoire non assoc iati ve. Dans 1 'apprentissage par conditi onnement 
e la sique et par conditionnement opérant, de multiples concepts connexes do ivent 
encore être formalisés pour un modè le plu complet. Éga lement, de modèles 
d 'apprenti ssage plus complexes te ls que l' imi tati on, l'apprenti ssage socia l et même 
1 'apprenti ssage de 1 'apprentissage (Sehga l et al. 20 13) sont autant de phénomènes 
cogniti fs qui devraient se juxtaposer dans un modèle computati onnel complet. 
A us i, une des caractéristiques communes aux tro is fo rmes d 'apprenti ssage qui 
devrait être modéli sée est ce lle de la mémo ire à long terme. En effet, la problématique 
est encore enti ère sur ce point, car les échell e tempore ll es utili ée actue ll ement dans 
le modèle présenté refl ètent plutôt des ba li ses entre la milli seconde t le econdes a lors 
que dans le monde rée l, les stimuli extern e et le proce us naturels 'étendent parfo is 
au-delà des années. Des pi tes intéres ante émanent de la communauté des 
neuroscience avec notamment le tag synaptique et ce lle de la convergence de 
concentrati ons d ' ions ca lciques, mais ces hypothèses de recherche ne demeurent 
toutefo is qu 'au tade embryonnaire. 
La conso lidation de l'expertise déjà acqui e dans le domaine de l'apprentissage est 
centrale dans les plans futurs et permettra it de déve lopper di vers pô les de conna issances 
autour de la thématique de la mémo ire et de son coro ll a ire peu encore étud ié, celui de 
l'oubli . En généra l, le modè le d 'apprentissage à base de RNA! trouvera it au si avantage 
à être systématiquement fo rmali sé afi n d 'offrir des ni veaux comparatifs. 
6. 1.2 Évo lution hori zonta le des champs de la cogniti on en lA 
Le concept d 'agent cognitif artificie l complete t large de sen en lA. e lui de robot 
phys ique autonome bi o-in pi ré 1 'est tout autant et 1 'ajout de caractéri st iques 
d ' apprentissage n ' e t pa suffisant pour capturer to ute l'ampl eur du phénomène de 
l' in te lligence. Maîtriser un éventa il de comportements locomoteur , exp lorato ires et de 
nav igati on, gérer es re ources interne d 'énergie, manipuler de ymbole et 
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raisonner, communiquer et socia li ser représentent autant d'autres objectifs à atteindre 
afi n de constituer un modèle intégrateur d' une lA complète. Cependant, dans chacun 
de ces processus cognitifs, l'apprentissage joue un rôle certain, d'où la pertinence de 
doter minimalement un modèle d 'lA avec cette caractéristique. Bien que la science 
traditionnelle segmente et isole les problématiques à étudier, celle d' intégrer les 
composantes dans un même paradigme est une tâche qui demeure à être exp lorée. 
Par exemple, la compagnie A ldebaran robotics offre une plate-forme robotisée 
souple et avant-gardi ste qui pourrait permettre d ' inclure plusieurs de ces autres 
caractéristiques cogniti ves propres aux humanoïdes. Le p~ototype bipède de la taille 
d'un enfant nommé Nao, possède une capacité computationnelle relativement élevée 
(CPU 1 RAM) et plusieurs composantes sensorielles et motrices permettant 
possiblement d'atteindre des comportements plus complexes lorsqu 'associés à un 
contrôleur adapté. 
6.1.3 Standards de tests 
Un des axes futurs qu'il sera it intéressant de développer est ce lui de la standardi sation 
de tests en robotique bio-inspirée, en regard de l 'observation du phénomène général de 
l' intelligence. En effet, très peu de cadres expéri mentaux, critères et balises existent en 
ce sens. La compétition internationale de soccer pour les robots de tout acab it est un 
pas bien étab li dans cette direction en fa isant la promotion de multiples aspects relatifs 
à la cognition, mais tout de même qui demeure assez spécifique. Différents autres tests 
inspirés de ceux en neuroscience et en psychologie sont aus i reproduits à travers di vers 
simulateurs et laboratoires, mais aucune norme n'est encore vraiment établie dans la 
communauté. Ainsi, au-delà de nommer et d ' inclure certaines caractéristiques de 
l' intelligence dans une IA, il serait opportun d'encadrer et offrir une approche 
systématisée de la modélisation d ' une IA, à travers une hiérarchie incrémentale de tests 
faisant l'unanimité du domaine. 
------------------------------------------ ---
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6.2 Autre article paru et complémentaire de la thèse 
6.2.1 La sé lection d 'action 
Pour les agents biologiques et artifici els, le choix d ' une act ion plutôt qu ' une autre est 
une forme de décision, dépassant rapidement les stades stochastiq ues, déterministes et 
réflexes comme mécani sme interne de résolution de ce problème. Ce thème est 
largement exp loré dans la communauté du domaine sur di ffé rents ni veaux conceptuels, 
sans toutefois encore avoir de réponse préc ise en regard des fo ndements 
neurobiologiques et d ' un poss ible substrat sous-jacent à la problématique (Bryson, 
2007; Humphries et al. 2007). 
La compétition de hiérarchie structurell es neuronales semble être un de ces 
mécanismes de base gérant les conflits dynamiques entre les di fférents états internes et 
les stimu li externes perçus par les agents cognitifs. Est-ce poss ible de simuler ce 
mécanisme biologique à l'aide d'un modè le computationne l (Seth et al. 20 11 ), d ' un 
paradigme de RNAT (Skorheim et al. 2014) ou de robots ? Comment développer des 
architectures de RNAI et quels paramètres doivent être inclus lorsque le nombre 
d 'actions risque d 'augmenter exponentie ll ement te l que dan un env ironnement réel ? 
La stratégie ou 1 'a lgorithme employé pour 1 ' implémentation systématique d'u n 
mécanisme de sélection d 'action demeure donc à être élucidé. 
Di ffé rents modè les sont proposés en lA, mais encore peu sont élaborés dans une 
per pective spéc ifique de robotique bio-inspirée. Cet art icle tente de comb ler cette 
lacune en offrant une compréhension de bas ni vea u du phénomène de sélection d 'action 
avec notamment, la démonstration qu ' il est possible de mimer la fo nction de sé lection 
d 'actions en incluant un motif commun et sim ple qui repose sur un mécani sme 
générateur de motifs. Ce motif singulier construit à partir d 'é léments constitutifs 
cellulaires neuronaux primaires, permet de systématiser 1 'élaboration de RNAI en 
regard de multiples action di ponible et même non encore apprises . Dans cette 
perspective, la sélection d 'action reposerait sur l' influence des entrées perceptuelles et 
de systèmes de valeurs internes, modulés par des fo nctions d'apprentissage. 
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En corrélat avec les études de C. elegans (Faumont et aL. 20 12), les décisions 
comportementa les en contexte avec la localisati on de l' habitat et les ressources de 
nourriture associées, des pistes sur le mécani sme de sé lection d 'action contenant peu 
d 'éléments organi sés en petits circuits nous sont indiquées. Notamment, des 
différences avec les modèles actuels sont soulignées avec l ' implication de jonctions 
électrique (Rabinovitch et aL. 20 14) et la modulation des propriétés neurona les 
membranaires en sus des changements d 'effic iences synaptiques. Parmi ces di ffé rents 
axes de olutions, un modèle de déc ision est suggéré dans cet article paru dans un 
numéro spécia l de la revue JournaL of robotics: BioLogicaLLy inspired robotics (vo ir 
annexe D). L 'ajout de cet art icle représente un complément à la thèse. Bien que non 
essentie l, cet article reflète bien la continuité du corpus de fo nctions d 'apprentissage 
qui a été produit et pour lequel l ' intégrat ion de cell es-ci a permis d ' incrémenter le 
ni veau de complexité de la modé li sation du phénomène généra l. 
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ARTICLE 4 
Action se lection and operant conditioning: a neurorobotic implementation 
Jou mal of Robotics 
Résumé 
La sélection d 'action (SA) représente le processus qui est impliqué avec les agents 
naturels lorsque ceux-ci doivent choisir la prochaine action à accomplir. Est-ce qu ' il 
ex iste un corpus é lémenta ire fonctionnel qui sous-tendra it ce processus cognitif? Est-
ce que l'on peut reproduire ce méca ni sme avec des agents artificiels et plus 
spéc ifiquement à travers un paradi gme de neuro-robotique? Des robots autonome non 
supervisés devront nécessa irement recourir à un processus de pri se de décision afi n 
d 'évoluer dans le monde rée l et l'approche bio-insp irée est l'avenue qui est exp lorée 
dans cet article. Nous proposons de simuler un mécani sme de SA en utili sant un réseau 
de neurone artifici el à impulsion (RNAI) tel que retrouvé dans des microcircuits 
neuronaux d ' invertébrés, afin d 'agir comme contrô leur de robots virtue ls et physiques. 
Ce mécani sme de SA est basé sur un simple générateur central de patrons, des neurones 
décideurs, des neurones sensorie ls et des neurones moteurs comme composantes 
principales du circuit. En nouveauté, cette étude cible spécifiquement le 
conditi onnement opérant (CO) comme contexte, ce qui est pert inent dans le processus 
de SA; les choix influencent les futures rétroactions sensoriell es. À l'a ide d ' un scénario 
expérimental simple, mais adaptatif, nous démontrons la comp lémentarité des deux 
phénomènes. Nous suggéron aus i que ce noyau constitutif du proces us de SA 
repré ente un modèle efficient permettant de concevo ir des RNAI qui pourraient 
inclurent un nombre grand i sant d 'entrées sensorielles et de sorties motrices. Nos 
résultats démontrent que de lier un processus de SA et de CO conduit à une p lus grande 
flex ibilité comportementa le lors de situations contextuel les dynamiques. 
(Voir l'annexeE pour l'articl e intégra l) 
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6.3 Arti cles en préparation 
6.3. 1 Le faço nnement comportemental 
La poursuite logique du développement incrémentai d 'outil s d'apprenti ssage en 
robotique bio-inspirée est de cibler une étape supéri eure, et le façonnement 
comportemental représente une de ces thématiques dans le domaine. Cette 
méthodologie grandement utili ée en psychologie, permet à un expérimentateur de 
récompenser séquentiell ement par CO, un agent biologique afi n de 1 'amener à 
accomplir un obj ectif préci s. Le façonnement comportemental capitali se sur les actions 
poss ibles du répertoire d ' un agent et une modulation de leur fréquence d'apparition par 
une méthode de renforcement. Cette technique est appliquée dans le monde naturel 
lorsque les obj ectifs dés irés ont une chance trop infime de s ' accomplir aléatoirement 
dans une fenêtre temporell e raisonnable ou lorsque 1 ' action vi ée n'est pas encore 
apprise par 1 'agent cogniti f 
Les avantages en robotique bio-inspirée d 'appliquer cette technique par 
façonnement expérimental serait hypothétiquement les mêmes que pour les agents 
biologiques. Ce qui év iterait une programmati on lourde, redondante et spécifique pour 
chacun des nouveaux obj ecti fs à accomplir, si on pouva it y pali er par un algori thme 




SlMCOG est une suite logicielle conçue pour l'étude de l' lA. Ce nouvel outi l dans le 
domaine permet de tester rap idement des hypothèses émises sur l' in te lligence à travers 
des app lications en robotique bi o- insp irée. La méthodologie de SIMCOG repose 
principalement sur la réalisation de cerveaux contrô leurs de type RNAI, implantés pour 
des agents artifi ciels virtuels ou phys iques autonomes et complets. SIMCOG est 
unique, car il est conçu pour s imuler et analyser les processus cogni tifs d 'un ni veau 
subce llulaire au niveau comportemental sur une ou plus ieurs entités complètes. À 
l' inverse, cette sui te log icielle peut éga lement être utile pour va lider des modèles en 
sciences cognitives ou en neurosciences, par des simulations robotiques. 
SlMCOG est actuell ement composé de trois diffé rents modul es autonomes, mais 
interreliés: un éditeur de RNAI (NeuroCode), un édi teur et simulateur de monde 3D 
(NeuroSim) ainsi qu ' un outil graphique d 'ana lyse de données (NeuroData) . Cette suite 
logicie lle est réa lisée par lA-Futur, une compagnie de recherche et développement en 
IA, en coll aboration avec Obj ectif 8, une compagn ie de développement de log iciels. 
La force du logic iel rés ide véri tablement dans la combina ison des différents 
modules. En seulement que lques étapes, un utili sateur inexpérimenté peut élaborer un 
RNAI re lativement complexe et transférer quas i instantanément 1 ' archi tecture 
compilée vers des agents cogn itifs évo luant en milieu virtuel 3D ou dans un monde réel 
avec des robots physiques . Ce coup lage fort à l' interne fac ili te l'automatisation de 
tâches répétitives te ll es que les aj ustements de paramètres des RNAI et la validation de 
fonctionnalités des contrô leurs de robots . Un avantage indéniable du prod ui t prov ient 
de sa grande convivia li té des interfaces graphiques et l' absence com plète de 
programmation à effectuer. La Figure A.l décri t sommairement la structure de 
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Figure A.l Schémati sati on de la stTucture de la suite logic ie ll e S IMCOG. SIMCOG est composé de 
tTo is modul es indépendants, ma is dont les app licati ons sont re liées. La simul ation sur un robot rée l est 
une option dans le logic ie l, dont les données produites peuvent être analy ées par euroData. 
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Figure A.2 Pseudo-a lgorithme décri vant les principales étape foncti onnell es du logiciel STMCOG . 
102 
A. 1 NeuroCode 
NeuroCode est un éditeur de RNAI, déve loppé pour fac iliter la réa li sati on 
d ' architectures neuronales et permettant l'expl orati on de différentes propriétés 
in trinsèques des neurones bio logiques. Le type de RNAI proposé dans NeuroCode est 
unique. Il est davantage basé sur un modèle phénoménologique plutôt que sur des 
équati ons bi ophys iques réali stes tel que le modèle ana lytique à conductance de 
Hodgkin-Huxley. Il s'agit d ' un modèle neuronal descripti f et fo ncti onnel où la 
dynamique principale repose sur des quantités numériques re lati ves aux vari ati on de 
courant et de potentiel de membrane. Ce modèle de RNAl bio-inspiré possède la 
maj ori té des propriétés principales des neurones a insi qu 'une cohérence d ' échell e 
tempore ll e entre les di fférents paramètres, res pectant leurs contreparties nature ll es. 
Bien que 1 but recherché avec ce nouveau modèle computationnel de RNAI ne füt pas 
de se comparer avec les autres types de RNAI, l' é lément central de l'émiss ion de PA 
unique, basé sur une montée de potenti el de membrane atteignant un seuil de 
déclenchement, est tout de même comparable avec les modè les courants de RNAI, tel 
que ce lui proposé par Izhikev ich (2003). La di ffé rence principale avec les autres 
modè les de RNAI rés ide dans son effi cience computationnelle, part iculi èrement lors 
de l' ajout d ' algori thmes d ' apprenti ssage. La compos ition ori g inale du RNAI utili sé 
dans SfMCOG provient notamment de 1 'absence de calcul s mathématiques compl exes. 
Ce fac teur permet d 'exploiter des central processing unit (CPU) de fa ible puissance et 
auss i de viser des implémentati ons sur des plates-form es matéri e ll es de petite taill e et 
de fa ibl e capac ité de mémoire. L 'effic ience computationne ll e couplée à une soupl esse 
d 'édi tion des diffé rents paramètres neuronaux de NeuroCode détermine les obj ectifs 
primaires de conception du logicie l, permettant de créer des modèles de contrô leurs 
novateurs en neuro-robotique bio-inspirée . 
Dans NeuroCode, l'éditeur est constitué d ' uni tés de base retrouvées 
tradi tionne ll ement dans les RNA[ et minimalement composées de neurones comme 
éléments centraux. Lorsque plus ieurs neurones ont aj outés dans une architecture, 
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différents types de liens synaptiques permettent de les unir. Ces li ens peuvent être so it 
uniques, autoréférentiels, bidirectionne ls et/ou récunents. La nature des synapses peut 
être so it inhibitrice ou excitatrice. Le ni veau d 'abstraction du modè le neuronal de 
NeuroCode cib le à la fois des éléments subce llu laires tel que la gestion dynamique de 
fo nctions pré et postsynaptiques, que 1 'observation comportementale de circuits 
complexes implémentés dans des robots complets. NeuroCode est conçu pour la 
gestion de RNAI à faib le taill e, c'est-à-dire sous une centaine de neurones et synapses 
dans les limites computationne ll es actuelles . Dans les RNAI de NeuroCode, les 
neurones ne tien nent actuellement pas compte de leur aspect morphologique, donc 
aucun para mètre d 'atténuation du courant avec la di stance n'est di sponible tel qu 'avec 
les modè les de neurones à compartiments. 
Un prem ier aspect d ' innovation dans cet éditeur de RNAI ré ide dans la possibilité 
d ' insérer à même l'architecture, des éléments transducteurs et effecteurs pouvant 
directement se connecter aux neurones. Ces deux é léments dépassent le simple cadre 
théorique de représenter des entrées et sorties de RNAI, en individua lisant des 
fo nctionnalités qui sont ultérieurement rattachées à de rée ll es composantes physiques. 
Ainsi, pourvus de ces éléments, les neurones deviennent qualitat ivement sensoriels ou 
moteurs. Incidemment, le type de transducteurs disponibles dans NeuroCode reflète et 
approxime les composantes usuelles en robotique. En outre, il est poss ible de défi ni r 
un champ de portée de ces transducteurs. Par exemple, que ce so it des capteurs de 
pression, de lumière, de vibration, thermique, d ' inclinaison, gyroscop ique, infrarouge, 
ultrason, son ou caméra, les sous-composantes neuronales visent ultimement à tradui re 
les sti muli environnementaux (v irtuels ou physiques) en données numériques. Les 
types de moteurs varient également afi n d 'offrir une gamme étendue d ' actions aux 
futu res entités cognitives. 
Les signaux entrants et sortants par les transducteurs et effecteurs sont aussi sujets 
à des modulation par des fonctio ns d'adaptations sensorielles et de fatigue ou baisse 
d ' efficience, tout comme le sont les é lément biologiques analogues. Également, à 
l'éventail de senseurs externes di ponibles, s ' ajoute des enseurs internes mimant par 
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exemple, l'effet comportemental d ' hormones art ifici e lles ou encore, di ffé rents types 
de systèmes de va leurs internes qui régul erai ent les RNAI. 
Pour chacun de é léments de base de euroCode, il existe une icône dan le men u 
situé à la gauche de l'écran . Ainsi, un utili sateur a implement beso in de cliquer sur les 
icônes et de les déplacer dans la fenêtre centra le afi n de constituer une architecture 
pécifique de RNAI (Figure A.3). Chacun des é léments insérés est identita ire et visib le 
en 3D. De plus, les é léments sont aisément accessib les par des outil diversifiés tels 
que différentes pri es de vue (panoram ique, orbita le, etc.), zoo m et affichages 
sélectifs. Outre la conv ivia lité d ' utili at ion, l' ensemble de ces caractéristiques 
esthétiques trouve écho en facil itant la compréhension d 'architectures complexe . 
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Figure A.3 Exemple de sa isie d 'écran typique de euroCode, démontrant le différent menus. À 
gauche, on retrouve les éléments constituti f: des RNA 1 qui peuvent être déplacé ver la fenêtre central e 
3 D. Dan cet exemple, une truc ture circul aire de robot à tro i roue , supporte un tran ducteur tacti le 
fi xé au bas à dro ite. e transducteur est li é à un neurone en ori e l (Neurone 2), qui lui-même reçoit un 
li en ynaptique exc itateur du Neurone 1. Chacun de élément se relTouve dan le menu arbo rescent de 
droite, organi é en groupe fo nctionnels. La équence de création des élém nts est di penible à la con o le 
dans le menu du ba . Dan cet exemple, l' utili ateur a d ' abord chargé le projet à l' aide de la barre menu 
ituée dan le haut de l'écran pour en uite sauvegarder l'image et le projet. 
105 
NeuroCode permet auss i l' insertion de structures primaires (cube, sphère, cy lindre) 
ou complexes te l qu ' un robot (c.-à-d. circu laire à deux roues), par le menu général situé 
au haut de 1 'écran ou lorsque réa li sées au préalable par une importati on de fi chi ers dans 
le projet en cours. Le but de cet amalgame (structure et RNAI) est de greffer les 
éléments y étant re lat ifs aux deux composantes et d 'offrir un upport matéri el concret 
aux RNAI. Les avantages de cette caractéristique du logicie l sont multiples. Entre 
autres, la fixat ion des transducteurs directement sur la structure d ' un robot a un rée l 
impact sur les neurones associés. De cette faço n, le codage spati o-temporel des 
info rmations dev ient inhérent au couple structure-RNA!, sans devo ir recourir à de la 
programmati on supplémentaire. Par exemple, si plusieurs senseurs tactil es sont 
distribués le long de l' axe avant-arri ère d ' un robot, les neurones sensoriels associés 
déclencheront leurs patrons de sortie en relation directe avec les stimu li perçus dans le 
temps et dans l'espace. Inc idemment, le tandem RNAI et structure phys ique associée 
concrétise le concept bio-inspirée dans le modèle d ' lA 
Pour chacun de é léments de bases qui sont insérés dans l' architecture de RNAI, 
une arborescence vi ible de catégorie ordonnée par nom est construite au fur à mesure 
de l'élaboration du projet, dans le menu situé à la droite de l'écran. La pertinence de ce 
menu est de pouvo ir rapidement c ib ler un é lément en parti culi er, so it par son nom ou 
sa catégorie. C'est éga lement par ce menu qu ' il est possib le d 'accéder à des 
regroupements logiques de neurones qui auraient été préa lablement constitués, te ls que 
par exemple, des neurones moteurs consacrés à la propulsion du robot. Le 
regroupement d ' une populat ion de neurones offre une portée fo nctionnelle et des 
possibilités supp lémentaires de visuali sati on lorsque l'architecture s ' avère complexe. 
Par exemple, un utilisateur pourrait rendre complètement in vis ible ou parti ell ement 
opaque certains groupes de neurones, améliorant la compréhension détaillée d ' un 
modèle globa l plus comp lexe. Ces groupes logiques créés peuvent aussi être exportés 
vers une bibliothèque afin d 'être importés ultéri eurement. 
Lorsqu ' un é lément est créé, un menu au bas de 1 'écran apparaît, donnant accès à une 
fenêtre de propri étés de cet item et une autre pour les propriétés visuelles générales . La 
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modulation des paramètres s'opère par des fenêtres à roul ette avec limites numériques 
ba li sées. Une initia li sati on de base est fa ite au préa lable afin de faciliter le travail d ' un 
nouve l utili sateur. Par exemple, les coordonnées x, y et z, les dimens ions et la coul eur 
de l' item créé sont des variables communes à tous les obj ets, tout comme la possibilité 
d ' introduire ce nouvel é lément dans un groupe log ique. 
Plus ieurs autres vari ables sont déterminantes pour qualifier un modèle de RNAI. En 
ce qui concerne les neurones, la variati on du PM, l'atte inte d ' un seuil critique de 
déclenchement, l'émi ss ion d ' un PA, la détem1inati on d ' un potentie l de repos (PR), la 
durée de la péri ode réfractaire absolue (PRA) et la fi xation du retour du PM en phase 
d ' hyperpolari sati on post-émiss ion de PA sont autant de pÇi ramètres clés qui sont inclus 
dans le modèle à vari ance de courants de NeuroCode (F igure A .4). Ainsi, un utilisateur 
peut indi viduali ser chacune des va leurs numériques re lati visées en pourcentage, mais 
auss i en changer les foncti ons de base produisant les di ffé rentes courbes . Un utilisateur 
peut aus i aj outer des attributs stochastiques ou même des fu ites de courant (fonction 
d 'osc illation intrinsèque) a fin d 'engendrer des aspects dynamiques internes dans les 
RNAI sans devo ir recourir à des entrées externes. Enfi n, dans NeuroCode, chaque 
neurone, synap e et tran ducteur peut avo ir des paramètre di fférents, pavant a insi la 
vo ie pour la conception et 1 ' étude de propriété hétérogènes de RN AI. 
Pour les synapse , le modèle de NeuroCode e t basé sur ce lui des synapses 
chimiques nature ll es . Les synapses reço ivent des signaux entrants en provenance de 
autres neurones et modul ent ceux-c i en foncti on d ' une fo rce de connex ion. Un 
utili sateur peut initi a li ser cette force de connex ion, mais auss i fi xer un dé lai de 
transmi ss ion. Donc, lorsqu ' un PA émis par un neurone A vers un neurone B est modulé 
par un li en synaptique S de fo rce de connexion W, la résultante est de produire une 
vari ati on loca le du PM dans le neurone récepteur B. L'arrivée de ce courant entrant 
(PPSE ou PPS[) prend une forme graphique caracté ri stique de type foncti on alpha 
(Figure A .5) . A insi, le modè le des PPS conceptua li sés dans NeuroCode est dynamique, 
possédant une durée et une amplitude variant selon la fo rce de connex ion et la fo ncti on 
mathématique utili sée. En outre, les para mètres de cette fo ncti on sont éditables et 
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individualisable pour chacune des synapses insérées dans l'architecture. Le but 
derrière la modéli sation de ce concept est de permettre une simulati on concomitante de 
plusieurs types de canaux ioniques et de neurotran metteurs, afi n d 'engendrer des 
propriétés émergentes à partir de RNAI hétérogènes. C'est éga lement au niveau 
synaptique que l' uti lisateur peut insérer de fonctions d 'apprentissage non as ociatives 
telles que l' habituat ion ou as ociatives de type STDP. Ces derni ères seront di cutées 
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Figure A.4 Principa les composantes de la variance d ' un potenti el de membrane neuronal. 
Figure A.S Grap hique d'une fonction de type alpha, représentant la variat ion du PM d' un neurone B, 
recevant un PPS d ' un neurone A et affecté d ' un coeffic ient d'efficacité d ' une synapse W re li ant les 
neurones A et B. Les .PP sont intégrés au PM de faço n non 1 inéaire, tel que retrouvé dans les neurones 
naturels. 
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Dans NeuroCode, le menu supéri eur de type barre à onglets offre à l' utili sateur une 
panoplie d 'outil s standards. Il est auss i poss ible d ' insérer une légende ainsi qu ' une 
grill e de coordonnées pour l'organi sation spatial e des architectures . L' utili sateur peut 
également recourir à un éditeur de texte et un éditeur de paramètres, organi sés en 
tableaux comparati fs lorsqu ' il y a beaucoup d 'éléments semblables à modi fie r. Un outil 
important de ce menu est celui du générateur aléatoire d 'é léments (neurone, synapse et 
transducteur) et de paramètres (force de connexions synaptiques). C'est auss i par ce 
menu qu ' il est poss ible de compiler l'architecture de RNAI, soit vers une pl ate-fom1e 
phys ique défini e ou vers un monde virtuel 3D créé à l'aide de NeuroSim. Cette option 
versatil e est poss ible grâce à une imbrication de code Cet Java dans le programme de 
SIMCOG. Enfin , toutes les acti ons réali sées par l' utili sateur sont visualisées par une 
fenêtre console apparaissant au bas de l'écran, assurant un sui vi et une traçabilité du 
projet. Les Figures A. 6 et A.7 démontrent di verses sa isies d 'écran représentati ves de 
RNAI, élaborées avec NeuroCode. 
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Figure A.6 Exemple d ' une sa isie d ' écran typ ique d ' un RNAI réa li sé avec New·oCode. Dans cet 
exemple, la fenêtre centrale inclut une structure de robot à 2 roue et un appui sur lequel une archi tecture 
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à plu ieurs neurone , synapses et tran ducteurs est incorporée. Il est poss ible de vo ir le champ de lecture 
des transducteurs et la taille proporti onne ll e des nem ones en rapport avec le nombre de synapses. À 
l' a ide de la barre menu du haut, l' utili sateur a sélecti onné l'ong let Affichage, puis Type de vue avec 
cho ix sur orbita le. Dans le menu de droite, chacun de é léments est individua li é et tructuré en groupes 
logiques. le i, le neurone osc ill ateur ava it été sélecti onn é, ouvrant la fenêtTe du ba en référence aux 
propriétés de cet obj et. Dans le men u de gauche, le cur eur est an-êté sur une icône de senseur exteme, 
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Figure A.7 Exemp le d ' une saisie d'écran en vue panoramique réalisée avec euroCode. On observe un 
RNAl assoc ié à une structure de robot avec différents types de capteurs et synapses . L'élément 
é lecti onné dan le menu de droite est un e synapse excitatri ce avec une fonction d'apprentissage de type 
STOP. Dans cet exemple, l' utili sateur tente à l'aide de l'ong let Outil de la barre menu du haut, de 
paramétrer le générateur a léatoire pour divers é léments du RNAI. 
A.2 NeuroSim 
NeuroSim est un éditeur et simulateur de mondes virtuels 3D. Ce modul e de la suite 
logicie ll e SIMCOG est conçu pour simuler des expérimentations portant sur 1 'étude du 
phénomène de l' intelligence. L' utilité de NeuroSim est de vérifier des hypothèses de 
recherche dans un monde v irtuel avant 1' implémentation dans des robots réels. À cet 
égard, il n 'est pas exclu que des propriétés émergentes so ient découvertes grâce à 
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l'é laboration de modèles simulés. Ce module se di stingue de ses concurrents entre 
autres par son ori entation spécifique v rs la robotique bio-inspirée, et par s s outil s 
uniques qui en font un véritable laboratoire expérimental dédi é à l'exploration de l' lA 
et des grands thèmes en sciences cogniti ves et neurosciences tels que l'apprenti ssage. 
Le degré d 'analyse et de contrôle poss ible des simulations est extrême, se situant 
auss i bien au ni veau du sui vi d'un changement dynamique d ' une synapse spécifique 
dans un RNAI, que de l'observation d ' un comportement émergeant d' un groupe de 
robots effectuant une tâche. De plus, l'ensemble des paramètres di sponibles pour 
moduler les simulati ons aspire à reproduire des paradigmes de méthodologies 
employées avec les ex périmentations nature ll es. 
NeuroS im est développé avec le langage Java et utili se la librairie jMonkeyEngine2 
pour le rendu 3D. La phys ique des objets est simulée par ODE4J3, une librairie gratui te 
simulant la phy ique du monde. La séquence log ique du logiciel est d 'abord de créer 
un monde virtuel ouvert ou fe rmé, d' insérer des obj ets, puis d 'exécuter la simulation 
dans laquell e un ou des robots interag issent avec l'environnement afin de produire de 
donnée relati ves à cell e-c i pour interprétati on ultéri eure (Figure A.8). 
2 http :// jmonkeyengine.org/ 
3 http://www.ode4 j.org/ 
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Schéma logique de NeuroSim 




Insertion d'objets Formes 
Effets 
'> """- ~ 
Exécution d'une Simple ou multiple 1 simulation Critères de sélection 
Interaction dynamique Décision sur les 
des objets comportements 
Production Décision sur les 
de données graphiques 
Figu•·e A.8 chématisation d'une séquence logique typ ique utili sée par un usager dans euro tm . 
La di position des menu et des types d ' interfaces est similaire à celle de 
euroCode. Ainsi, dans le menu de ga uche, on retrouve, sous fo rme d ' icônes, le di vers 
objet qu ' il est poss ible d ' in érer dans la fenêtre centrale afin d 'y créer un monde 
virtue l dynamique riche et comp lexe. L'é lément central est général ement un robot, 
mais il peut éga lement 'agir d ' une structure spécifique importée par un fichier externe 
ou même de composantes qui seront as emblée directement dans le module de 
Neuro im. Dans le logicie l, un ou des robots peuvent être insérés dans le monde virtue l 
et doi vent être instanciés à un cerveau-contrôleur basé sur une log ique de RN AI. Ainsi, 
un monde v irtuel peut contenir simultanément plusieurs robots d 'aspect structurel 
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di fférent, de fonctionnalités di verses, possédant des RNAI à caractéristiques 
individuell es hétérogènes. 
Outre les robots, les objets disponibles de ce menu sont des cubes, sphères et 
cylindres. Les dimensions, pos itions, angles, masses, ancrages au so l, coul eurs, groupes 
d 'appartenance et diverses autres propriétés représentent autant de paramètres 
accessib les dans le menu du bas. Parmi ces autres propriétés intéressantes, un usager 
peut, par exemple, ajouter à un objet créé un ou plusieurs effets phys iques et/ou un 
mouvement avec di ffé rentes trajectoires et vé locités. 
Incidemment, la simulation d 'effets physiques est un aspect novateur dans le 
développement de cette composante logiciell e de SIMCOG. Les effets phys iques sont 
multiples et concernent la lumière, le son, la vibration et la température. Ces effets 
peuvent donc être des propriétés ajo utées et li ées à un objet tel qu ' une sphère, un 
assemblage complexe d 'objets dynamiques ou même un robot. Il peu vent également 
être créés seuls, sans aucune référence à un objet phys ique. Les caractéristiques de ces 
effets sont so it di scrét isés en st imulu simple ou continu et avo ir une di spersion 
constante ou dégradée dans l'espace. Un patron temporel d 'application des st imuli peut 
auss i être assoc ié aux effets phys iques, permettant de concevo ir une ga mme élargie 
d ' expérimentat ions. Par exemp le, un usager peut créer dan le co in supérieur droit du 
monde, un projecteur émettant une lumière tamisée et c lignotante. Ce clignotement 
pourrait être paramétré pour une exécution en 3 blocs avec des dé la is interbloc de 100 
cyc les, où chacun des blocs comprend au total 5 répét iti ons avec des délais inter-
répéti tions de l 0 cycles, pour une durée de 2 cycles par stimulus, sans effet dégradé de 
la lumière (Figure A.9). 
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Figure A.9 Sai ie d 'écran typ ique de euro im. La fenêtre centra le inclue quatre murs ba li sant un 
mo nde fermé, tro i robots et une lumière spot dan le co in supéri eur dro it, associé à un patron d 'effet de 
clig notement, te l que paramétré dan le menu au ba de 1 'écran. Une trace bleue au so l condu it à une 
zone rouge. Sur ce can·é a été ajou té un déc lencheur répondant à un stimulus tactile. i un robot touche 
cette zo ne, le monde virtuel renverra au même endro it, un stimulus de chaleur. Le scénario pré umé de 
cet exempl e implique une recharge d 'énergie so laire et thermique en as oc iat ion avec de apprentissages 
de locali sation et de conditi onnement opérant. Le cur eur est arrêté sur de menus déroul ants de la barre 
de tâche située en haut de l'écran, décri va nt l' a ffi chage de la trace de tous le tran ducteurs. 
Un effet phys ique peut auss i être li é à un déclencheur non phys ique, ce lui-c i pe urra it 
fa ire référence à un e pos iti on préc ise dans le monde pour qu ' un obj et puis e 
éventuellement y interag ir à un temp préc is de la simulati on. Un déclencheur peut 
auss i être un obj et du monde te l qu ' une tui le spécifique (c.-à-d. rouge) au sol ou un e 
sphère que l'on touche ou applique un e certa ine force ou déplacement. L 'acti on re li ée 
au déclencheur peut se déroul er à un endro it di fférent de la pos ition du déclencheur 
to ut comme il es t poss ible d ' insérer un déla i ou d 'associer un patron d ' effet spéc ifique 
à cette action. Également, un u ager peut à tout instant, act ionner dynamiquement un 
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bouton spécial extern e pendant l'exécuti on d ' une simulati on, un déclencheur de son 
choix, préalablement instanc ié. 
Comme autres obj et que l'on peut insérer dans la fenêtre centrale, il y a des 
modifi cati ons de so l incluant, des outil s pour colorer les tuil es selon le moti f de cho ix 
de l' usager ou même la poss ibilité de créer des déni ve llations à l' infini pour des 
environnements plus réa li stes . Enfin , un obj et inusité de N euroS im est ce lui des 
substances. U ne substance peut être créée afin d 'explorer des thématiques cogniti ves 
te ll es que cell e des va leurs internes re li ées à de la nourriture virtuell e, par exemple. Ces 
substances ont, entre autres, des propri étés spécifi ques de patron d 'évaporati on et de 
densité, ouvrant la vo ie aux dimensions sensori e ll es olfacti ves et gustati ves, des thèmes 
encore peu explorés en robotique. Cette caractéristique pourrait éventuell ement trou ver 
une résonnance dans le monde phys ique. 
To ut comme Neuro ode, le menu de droite consiste en une arborescence des obj ets 
créés par 1 'usager, c lass ifiée par type et ordonnée par nom. Le menu du bas représente 
la conso le et feuill e de route indicatri ce des événements produits séquentie ll ement lors 
de l'édition du monde ou lors de simulati ons. Alternativement, le menu du bas dev ient 
la fenêtre de paramètre di sponibles et éditables de l'obj et créé ou pointé par l' usager. 
La barre et menu du haut permet la gestion usuell e des fichi ers et graphiques en termes 
d 'ouverture, fe rmeture, importati on et impress ion. À travers ce menu, il est poss ible de 
contrô ler les types de vues, les zoom et les di ffé rents autres modes d 'affichages . C'est 
auss i par ce menu qu ' un usager peut chois ir d ' insérer des structures préalablement 
assemblées te ls que des labyrinthes (c. -à-d . en Y, en T, en éto ile, etc.). 
Enfin , un onglet de cette barre de tâches située au haut de l'écran est dédi é aux 
caractéri stiques du mode simul ati on. A ins i, il ex iste un bouton de démarrage, de pause, 
d 'arrêt, de mode photos ou v idéos, de té léportation dynamique d 'objets, d ' interact ion 
avec des déclencheurs, de fi xation du temps de simulati on et de la vitesse de la 
simul ati on par cycle. Un outil in téressant de cette secti on réside dans la possibilité 
d 'effectuer plusieurs simulati ons itérati ves avec ou an modi ficateurs sélectifs de 
critères. Par exemple, cette caractéri tique devient in téressante lorsqu ' un usager doit 
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répéter des simul ations avec changements aléato ires de positions de départ des obj ets 
et des robots. 
Lors des simulations, les informations pertinentes aux robots sont access ibles en 
temps réel dans une nouvelle fenêtre située à droite. Ce qui permet à 1 'usager de prendre 
des décisions d'arrêter ou non la simulation sur la base de critères observés. Par 
exemple, les positions x, y, z, axe de rotation et la v itesse de déplacement sont de bons 
indicateurs de mouvements. Une absence prolongée d 'une variation sur ces paramètres 
en concomitances avec un robot qui ne semble pas bouger permet à l'utilisateur de 
rapidement cesser la simulation en cours et modifier les paramètres du RNAI et/ou du 
monde virtuel. Les Figures A.lû et A. ll sont des saisies d 'écran représentatives de 
NeuroSim. 
------.  
-- .... _ 
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Figure A.IO Exemple d'une ais ie d'écran dans euroSim qui démontre un comportement exp loratoi re 
d ' un labyrinthe complexe par quatre robots . L'évitement des obstac les est effectué par deux type de 
senseurs de proximité rapprochée (IR) et é lo ignée (US), visible par les champs de transd ucteurs des 
robots dans l'écran centra l. La trace du parcours effectué par les robots e t visible. Rapidement, il est 
possib le pour l'usager de constater que le robot no .! a de la difficulté à gérer LU1 obstacle de fro nt, 
indiquant des modifications d'architectures du RNA! à effectuer. La console au bas de l'écran indique 
en temps réel, les robots qui perço ivent des s timuli avec le type de senseurs et stimuli. Le menu de droite 
indique les données intéressantes en temps réel afin de fac iliter la prise de décision de l'usager de 
continuer ou suspendre la simulation en cours. 
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Figure A.ll Exemple d ' une a is ie d 'écran du même proj et que la Figure .1 0, mais avec une vue 
orb ita le rapprochée, permettan t de mieux apprécie r le champ des transducteurs, la di rec ti on de fl èche 
du chemin parcouru par les robots et les pos ibles co lli sion entre le robots et les mur du labyrin the. 
A.3 NeuroData 
La composante log icie ll e NeuroData a été conçue dans le but spéc ifique de produire 
de repré entati on graphiques à part ir des donnée issues de imulati on exécutées 
dans NeuroS im ou pour les robots réels. Tout comme les autres composantes de 
SIMCOG, l'a pect convivial de l' interface de NeuroData est un atout important. Le 
côté pragmatique et appliqué est auss i souli gné en rapport avec des sorti es de fichi ers 
de tinés à un u age d ' inserti on dans des arti cle pour de revue cientifiques. 
De faço n généra le, un usager ouvre le fichi er correspondant au nom d ' un robot qui 
est associé à une imulation, à l'a ide d ' un onglet dan le menu supérieur. Le contenu 
de ce fichi er apparaît en ui te dans le menu arborescent situé à la dro ite de l' écran, où 
figurent toutes les vari ables di sponibles à visua li ser, class ifi é par groupements 
logiques, types d ' objet et ordonnée a lphabétiquement (F igure A. l2) . Fa it à noter, ces 
vari ables incluent auss i bien des paramètres du RNA! du robot que ceux de la gestion 
interne et externe des obj ets de euroS im pour les simulation effectuées . Par exemple, 
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il est possible de visualiser dans un même graphique le potentiel de membrane d ' un 
neurone J, la vitesse de simulation par cycle exécuté dans NeuroSim, le pas de 
déplacement sur l'axe des X d 'un robot R et l'état de l' intensité d 'une lumière L dans 
le monde virtuel. En cliquant sur un objet dans le menu de droite, un graphique apparaît 
dans la fenêtre centrale, con·espondant aux données numériques y étant reli ées se lon 
l'ordre chronologiq ue des cycles de la simul ation. 
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Figure A.12 Exemple d ' une sai ie d 'écran ty pique de euroData. L ' utili ateur a d ' abord ouvert le 
fichier Robot! d ' Lme simulation et cliqué dans le menu arborescent de droite sur une variable di sponibl e. 
Dans cet exem pie et en référence au monde virtuel des F ig mes A.l 0 et A. ll , la vi tes e de déplacement 
a été chois ie avec la visuali sa tion de cette variable sur une fenêtre de 500 cyc les. C'est peu aprè le cycle 
325 (vo ir marqueur vertical ur l'abscisse où la va leur correspondante de la vitesse est de 0.9 cm/sec) 
que le robot! a dû rencontrer le mur et décélérer. À l'a ide du menu du haut, l' utilisateur a cho i i l'ong let 
Affichage, puis Titre grap hique a fin de centrer le titre cho isi. 
Les outi ls disponibles sont multiples dans NeuroData tels que des zooms, des 
fonctions d 'éditions de texte, de paramètres concernant le trait des courbes, grill es, 
axes, marqueurs d 'axes, échelles et titre. Une page graphique typique peut contenir plus 
d ' une courbe à la fois afin de permettre des comparaisons s imultanées et des su ivis 
spatio-temporels sur plusieurs variab les. Il est également poss ible de comparer des 
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var iables en provenance de robots di ffé rents dans un e même simulati on ou même pour 
des simulations di ffé rentes. Enfin , une fonctionnalité intéressante de NeuroData st 
cell e de pouvo ir visualiser en temps réel les données produites so it par les simulations 
virtue ll es de NeuroS im ou même avec les robots rée ls. Les Figure A.l3 et A.l4 sont 
représentatives de saisies d 'écran de cette composante de la suite logicie ll e SIMCOG. 
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Figure A.13 Exempl e d ' une sa isie d 'écran en rapport avec la s imul ation des F igures A. lü à 
A. 12, qui démontre une. compara ison d ' une même var iable dans un même graphique pour les 
quatre robots de la même simul at ion. D ans cet exempl e, la va ri able cho isie est ce lle du stimulus 
capté à 1 'a ide des transducteurs à ultrason de gauche. 
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Figure A.l4 Dan la même s imulat ion que les F igures A. l 0 à A.l 3, sa isie d 'écran démontrant une 
séquence logique temporell e pour le robot4. D'abord , il y a captati on du stimulus par le transducteur (A) 
et convers ion de ce stimu lus en courant entrant, causant une dépo lari sa ti on loca le. et iso lée en abso lu (B). 
Ce potenti el récepteur fait varier le potentie l de membrane du neurone (C) qui e lon le seuil déclenche 
w1e série de potentiels d'action (0). Ce potentiels d'actions traversent une synapse et selon la force 
affectent le courant (E). Cette synapse e t as ociée à un effecteur, convertissant le courant en potentiel 
moteur. L' act ivati on du moteur-ro ue occas ionne un changement rotatif du robot qui est v isua li sé par le 
tracé de l'axe (F) . 
A.4 NeuroSync 
Élaborer une architecture de RN AI complexe en vue de ré oudre une tâche cogni tive 
ou mimer un comportement bio logique à travers une expérimentation sur des robot 
virtuels ou phys iques demande ouvent une co llaboration entre plusieur indi vidu . 
L'atteinte d 'objecti fs upéri eurs en lA et en robotique cogniti ve ex igera à coup sûr le 
travail par de mu ltip les équipes. Trava iller derri ère un écran à plusieurs intervenants 
dans un même li eu physique est parfo is laborieux, voire souvent non réali ste. Ainsi, le 
morcellement et la répartition du travail sont inévitab les avec un beso in d 'orchestration 
sans toutefo is perdre de vue l'en emble des pa rticularités de chacun . À l'ère numérique, 
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de 1 ' internet et du trava il à di stance, SIMCOG a su s' adapter à cet incontournable 
paradigme méthodologique. 
NeuroSync est un outil suppl émentaire actue ll ement di sponibl e dans SIMCOG, 
permettant à l' aide d 'avatars, d 'offrir la poss ibilité à plusieurs utili sateurs de construire 
ensemble et simultanément des RNA! , peu importe leur li eu de trava il. 
Bi en que l' idée de NeuroSync soit déjà assez novatrice et pratique, l'arri vée des 
réalités virtuell es augmentées précipite auss i l'expl oration plus ava nt de cette nou velle 
technologie. Notamment, par le biais d ' un e interface avec des lunettes à écran 3D, tel 
que la compagnie Oculus en produit. Dans cette perspecti ve, non seul ement NeuroSync 
permettra it à di ffé rents utili sateurs de créer ensemble des RNAI et des mondes virtue ls 
complexes, ma is cette créati on pourrait se fa ire de mani ère libr , sans c lav ier par 
l' inclusion complète des avatars dans le log icie l. A in i, la manipulation de palettes 
d 'outil s et des obj ets s'e ffectuerait directement dan un monde virtue l. Cette avenue 
est actuellement sous la loupe et en discuss ion. 
A.S NeuroGene 
Les RNAI te ls que modéli sés et utili sés dans la thèse semblent être de n1 veau 
conceptuel adéquat pour résoudre des prob lématiques de base en apprentis age pour la 
robotique bio- inspirée. Cependant, force est de constater qu ' i 1 y aura touj our un goulot 
d 'étrang lement avec la complexification de l'architecture neuronale. Par exemple, lors 
d 'aj outs de propriétés neuronales ou de comportements à mimer, le nombre de 
va ri ables pourrait rapidement atte indre l'explos ion combinato ire. 
A insi, l'étape manue ll e d 'ajustement de multipl es paramètre e t un rée l fardeau 
dan le déve loppement d ' un contrô leur de RNAI complexe, te l que ce lui permettant de 
réso udre un ensemble de tâches divers ifi ées et inhomogènes. Traditi onne ll ement, les 
chercheurs utili sent di verses méthodes computati onne ll es afin de palli er à cet obstacle. 
Les AG représentent un e de cell es-ci en expl oitant des critères de sélecti on basés sur 
les foncti ons des processus génétiques et du moteur évo luti f. Cette méthode pourrait 
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être une alternative bio-inspirée pour le paramétrage des RNAI (Cacha n et Vazques, 
2015) te l que celui du codage initial des poids synaptiques. 
D 'a ill eurs, il existe des so lutions efficientes qui incorporent des algorithmes 
évo luti onnai res comme méthodes de vari ation de paramètres dans les RNA! (Carl on 
et al. 20 14, Fontana et al. 2014) . Cependant, il sera it opportun d 'évaluer SIMCOG en 
ce sens, avec 1 ' ajout d 'un module supplémentaire dédi é aux AG. À ce jour, NeuroGene 
est à l'étape de développement avec toujours comme obj ectif l' innovation , la 
convivialité d ' utilisation et son intégration fluid e avec les autres modul es . 
Deux autres rai sons de joindre des AG aux RNA! en robotique bio-inspirée sont la 
réalité bi ologique des changements synaptiques qui reposent sur un mécani sme 
dynamique de communication avec le matérie l génétique (LTD/LTP) ainsi que tout le 
champ d 'experti se de l 'épigénétique. Enfin, cet outil pourrait permettre d 'explorer un 
autre champ en IA et en robotique bio-inspirée, celui de l'aspect du développement, à 
tout le moins le développement structure l des RNA! basés sur des AG (NeuroDev) . 
Cette vo ie de recherche dev ient particu lièrement intére ante lorsqu 'ell e inc lut en 
corré lation , les études neurobiolog iques actue ll es sur le déve loppement des processus 
d 'apprenti ssages du CC et du CO (Va lente et al. 20 12). 
Utili ser des fonctionnali tés génétiques et développementales en robotique bio-
inspirée permettrait aussi d 'explorer un champ émergeant en AI, celui de la robotique 
évo lutionnaire (Doncieux et al. 20 15 ; No l fi et F loreano, 2000; Bongard, 2013). Évo luer 
des robots grâce aux principes de variat ion et de é lection (structurell e et fo nctionne ll e) 
représente à mon avis, la seule avenue valabl e pouvant conduire à s'approcher un jour 
du mimétisme de la cognition humaine. 
Enfin , que ce so it un contrô leur de type RNA!, une fonction d 'apprenti ssage, une 
structure robotique avec déc linaison de di ffé rents senseurs et effecteurs, le parallèle 
dans le monde naturel est que 1 'ensemble des informatio ns condui sant à 1 'élaborat ion 
de l'agent complet se situe sur un brin d 'ADN et un contexte env ironnemental précis. 
Développer une lA complète à partir de l' insp iration biologique devrait donc 
logiquement conduire à simuler un jour ce blueprint pour réaliser ce modèle d ' lA. 
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ARTICLE 5 
AI-SIMCOG: a simulator for spiking neurons and multiple animats' behav iours 
Neural computation & applications 
Résumé 
Construire une architecture neurale bio-in pirée pour un contrôleur de robot afi n de 
tester des hypothèses en cognition et sur l' intelligence n'est pas trivial, surtout si ce 
contrôleur est un réseau de neurones art ific iels à impulsions (RNAI). En conséquence, 
les simulateurs intégrant des RNAI à des environnements de mondes art ific iels ou à 
des robots phys iques sont peu nombreux. Dans cet article, nous présentons un 
simulateur d ' intelligence artificielle permettant d 'exploiter la force computationnelle 
des RNAI lorsqu 'associée à de petits systèmes cognitifs artific iels. Cet article souligne 
la conviviali té d' utili ation d ' interfaces graphiques, les simulations en temps réel et la 
modéli sation de synapses dynam ique adaptatives pour les RNAI. L'inclusion de 
transducteurs et de composantes hormona le , d'o cillateurs intrin èque ainsi que 
différentes règ les d'apprentissage incluses dans un algorithme di scret de RNAl 
repré entent autant d 'aspects di stinctifs de ce logiciel. Une caractéristique 
additionnell e majeure est celle d' un lien efficient entre les architectures de RNAI et le 
simulateur de monde 2D, permettant l' impl émentation d 'un ou plus ieurs animats en 
temps rée l. Incidemment, avec ce logiciel, il est possible de transférer directement 
l' architecture de ces contrôleurs vers des robots physiques. Enfi n, ce modèle neural 
computationnel permet d ' investiguer plusieurs aspects tempore ls re liés aux divers 
problèmes en cognition. 
(Voir l'annexe F pour l'article intégral) 
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ARTIC LE 6 
NeuroS im: a virtual 3D world to inves tigate the inte lligence phenomenon within the 
perspective of bi o-inspired robotic agents 
Chapitre dans le li vre: Virtua l world 
Résumé 
Cet arti c le décrit NeuroSim, un nouveau simulateur dans la communauté de 
l' inte lligence artifi c ie lle. Composante intégrée de la suite logicie lle SIMCOG, 
NeuroS im a été déve loppé pour l' in vestigati on du phénomène de l' inte lligence 
générale en utili ant une approche de robotique bio-inspirée. Par une importation 
d ' architectures composées de réseaux de neurones artifi c ie ls à impulsions agissants 
comme cerveaux-contrô leurs de robots, NeuroSim perm et d 'étudi er en détail les 
comportements reproduits dans le monde virtuel 3D. Dans cette perspective, plusieurs 
types de vues offrent des observati ons en temps réel et permet une production massive 
et détaill ée des données de sortie, a idant les utilisateurs à mieux comprendre les 
résultats de leurs simulations . Au-delà de la création de robots v irtue ls et d 'objets 
primaire ou de canevas de labyrinthes qui peuvent être ajoutés dans l'environnement, 
l'orig inalité de ce s imulateur con iste avant tout à intégrer les stimuli en provenance 
de multipl es moda lités sensori e ll es a insi que l'application de patrons temporels 
complexes d 'effets phys iques simul és, pour des contextes variés d 'étude de 
l' apprentissage. 
(Voir 1 'annexe G pour 1 'article intégral) 
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Abstract 
Thi paper presents a novel bio- in pi red habituati on functi on for robots under contro l by an 
artifi cial pi ki ng neural network. This non-assoc iati ve lcarning rul e is modelled at the synapti c 
leve! and validated through robotic behaviours in reacti on to di fferent stimuli pallerns in a 
clynamical virlual 30 worl cl. Habituation is minimall y representee! to show an auenuated 
re pon e after ex posure to and perception of persistent ex tern al stimuli . Basee! on current 
neuroscience re earch, the ori ginal ity of thi s rul e includc modu latcd re ponse to vari able 
frequencie of the capturee! stimu li . Fi ltering out repetiti ve data from the natural habituati on 
mechanism has been clemonstrated lo be a key factor in the attention phenomenon, and 
insening such a rul e opcrating at multiple temporal dimensions of stimuli increa es a robot's 
aclapti ve behaviours by ignoring broaclcr contcxw al in·eicvant information. 
(Some figures may appear in col our only in the online j ournal) 
1. Introduction 
A recognizecl hallmark of nalural intelligence is the capacity 
of an organi m to adapt to its environmenl. Even for simple 
organisms, adaptation means coping with internai and ex ternal 
con train ts in a complex and clynamic rea l-lime environ ment. 
Adaptations can be ·mali or big, transient or permanent, 
and can be explained on many different conceplual lcvels. 
Severa! adaptation mechanism are known, but learning is 
probably one of the most helpful during the l ifetime of 
nalural organisms. One of the primary universal low- level 
mechani m of learning is habituati on, a non-as ociati ve 
process of adaptation [ 11. 
Traditionall y, habituati on has been understood from two 
viewpoints: psychologica l and ncurobiological. A a re ult, it 
has been studied through animal behaviour, animal learning 
and nervou y tem perspectives . A convenicnt definition 
for both viewpoints repre enl habituati on a a temporary 
graduai clown-modulati on f the inten ity and frequency of 
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the behav ioural response to repetiti ve timuli or events. The 
main charactcri sti cs of the habituation process were delai led 
in the late sixti es [2, 31 and recentl y revisited by Rankin 
et al [4]. 
Habilllalion ha been ex plorecl in severa! ways in 
nalllral organisms. Vari ati on of the presynaptic element is a 
major factor to ex pl ain the non-associati ve learnin g functi on 
val idated through the synaplic pla licity phenomenon, hence 
inve tigati on invo lving experiments on ynap es and ingle 
neuron [5], neural ci rcuits [6] and even well -defined brain 
tructurc [7] . M oreover, habituation has been demonsLraled in 
almost every sensori al modality and in many li ving creature , 
from lower organisms uch as worms [8] to higher ones such 
a rats [91 or hu man [ 1 0]. ln fact, habilllation is a fundamental 
fealUre of the memory processes and is linked lo other 
learning mechanisms [ 11- 16] . Understanding the foundalion 
of habituati on in different species and aero s en ori al 
moclal itie can advance our knowledge about learning and 
© 20 13 !OP Publ i hi ng Ltd Printcd in the UK & the USA 
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Figure L. The temporal sequence of the habituation mechani sm: i f 
repeated stimuli are applied. then an exponenti al decay of the 
normal response is ob erved. If the stimulus cease, after a certain 
ti me window a recovery phase i obscrved, where the exponential 
pos iti ve lope i not identicaJ to the previous negati ve decay phase. 
mcmory, two major mechanism thaL tri gger adaptati on in 
naLUral intelligence agent . 
The propenies of habituation are numerou . IL is a 
non-as ociali ve proce where the timuli are unconditional, 
automatica lly tri ggering a constalll response, unrclated to a 
sccondary post-response event. A lso, the timuli should not 
be biologicall y relevant or vital ta the organi m; othcrwisc, it 
would lead LO a fi xed-pattern responsc for surviva l purposes. 
ln tead, the stimuli should be novel and innocuous. l n ù1is 
sense, habiLUation may be a key point in arou al and allention, 
scrving highcr general cognitive mechani m . lt may act 
a a sen ory gate and as a filter, by clearing non-e ential 
or insigni ficant timuli and indirecll y highlighting novel 
environmental features ù1at may be meaningful to learn for 
the organism. HabiLUati on could help di criminate, egment, 
and in certain ways, categorize the stimuli . The habiLUati on 
process is also stimulus specifie [17, 18], but generali zation is 
poss ible in speci fi c contexts [ 19]. 
ln addition , habituaLion is also locus specifie [6, 20] and 
depend on the stimulus modality, the modality' fi eld width , 
new·on propertie and ù1e complex ity of the circuit involved. 
Habituation can also be obtainecl from differcm concomitant 
input moclalities and multiple ti mu li [2 1 ]. Furthcrmore, 
it depends on the exact developmemal tage of naLUral 
organisms [221. Finally, habituati on mani fe Ls itselfdifTcrcmly 
in animal phy logeny, increasing it complcx ity and capacity 
from invcnebratc Lo venebrate animal . 
evcrthele , habiLU ati on refer minimall y to the 
observa ti on of two main phenomena thaL occtn· in cqucncc 
(Agu re 1 ) : an exponcntial decay of the rcsponsc to rcpcated 
stimuli followed by a recovery phase. After the stimulus 
disappcar or change , a recovery ph a e tan a a parti al reLU rn 
to the original baseline response, but it incurs a certain delay 
during which a positiveexponential function is ob crvcd, with 
a ti mc constantlllat is not simply the oppos ite of the negati ve 
cxponential ob erved during habiLUation. If llle recovery phase 
i hon , it refers Lo the short-term habituati on mcchanism, a 
u·ansient minute memory thought to be a modulati on of the 
presynapti c element; if habituati on goes on for severa! hours, 
one or many intermedi ary-tenn mechanisms occurs with the 
impl icalion of translation proleins (not R A synthesis) . If l11e 
habituated response is till present after 24 h, iL i ela ifi ed 
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as long-term or long-las ting proce , a relati vely permanent 
memory thal relies on the producti on of new materi als from 
0 A tran cripti on [23- 25]. These di ffcrclll routing patterns 
reveal a habituation hierarchy thal i based on multiple 
temporal features of l11e timuli and reli es also on the timing 
of the recovery phase [26, 27] . 
Con equenlly, the limulus temporal dimen ion 
( timulu Jength, interva l stimulus, inter- timulu interval : 
!SI, inLerval training and interval vari ability) influence 
lllc habiLU ati on response through severa! palllways. The e 
relati on hips characteri ze the habiwation mechani m from 
a behav ioural to genctic perspecti ve [28- 3 1]. Rankin and 
Broster [32] showed that proper ca libration of llle ex periment 
parameters with precise IS! cou id Jead to an accu rate predicti on 
of the recovery pha e. To ummari ze [331: the shorter the ISI 
i , the more significalllthc habituati on re pon e wi ll be and the 
fa. ter the recovery is from the initial ba cline response. As a 
re ult, high frequency stimuli pallern lcad to more habituati on 
Lhan lower frequency inputs. A l o, the longer the ISJ is, the 
longer the memory trace will be. Short! I in habiwation and 
rccovery processes are not only fa ter, they are also su·onger 
and more complete l11an with longer ISI . Consequentl y, the 
recovery pha e of habiwati on depends on the exact lime 
window of llle frequcncic and magnitudes of the timuli. 
From a computati onal viewpoilll, the 1 1 represent a useful 
indicator, giving the opportunity Lo reproduce many functional 
aspect of the natural habituati on mcchani m, including the 
di tincti on between short-lerm, intermediary and long-Lerm 
habituati on. A nother observati on from nawral experiments 
i thal habituati on can be accumulatcd bctwccn u·ials. This 
per istence can be regarded as a mcmory trace or a p tentiati on 
of habituation. 
Many aulllor now view habituati on a multiple processe 
tri ggered from the integrati on of stimuli ampli LUde, Frequency 
and timing, number, types, locati on and contcxt [341. 
M oreover, individual neuron cx hibit their own kineti c 
ignatures For the habituation proces and recovery phase [33], 
a factthat dramatica ll y in crea es the adaptat ion of sm ali neural 
networks. Therefore, habituati on could be at !east explained 
computati onall y as a stimulu capture dev iee w ith severa! timc-
scale parameters [35, 36] or a ki nd of signal-fi ltcr procc [37]. 
In thi respect, different !SI and stimuli pallcrn protoco ls lead 
to div iding the habiLUati on mechanism into a hierarchy within 
multiple memory phase [38] and di ffcrcnt lime course . 
A general observati on cmerging from this brief survey of 
researches on habituation is thal thi s impie learning rul e is 
sustained by complex mechani ms covcring many conceptual 
levels, from synapti c change to the manifc talion of global 
behavioural adaptations. 
Different madel in ani fic ial intelligence (A l ), w il11 
vary ing levels of abstracti on, have been uscd in aLLempls to 
understand the habiLUati on phenomcnon. Biologica lly inspiree! 
approaches (39-4 1] are common to explore and wdy natural 
learning mechanisms. For instance, many ab tract neural 
models have been employed in the anificial neural network 
(ANN) paradigm used in the Al community. Thi paper favours 
the artificial piking neural network (ASN ) [42-45], a more 
biologicall y rea li tic ubset of A thal put emphas is on 
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informati on timing, a process whose resolution is at the leve! 
of the neural spike instead of traditional rate cod ing. When 
used as controllers of AI agents possess ing sets of virLUal or 
phys ical sensors and actuators, ASN models allow a bigger 
abstracti on oftheir biological counterparts with the integrati on 
of input stimuli and the ou tput signal to produce behav iours. 
Depending on the architectural complex ity and detail s, these 
models permit different types of temporal computation. 
Learning functi ons in conjuncti on with ASNN have 
recentl y been a focus of auention [46]. Using an ASN 
a a controll er for robots or animats is al so generating 
growing interesl among A l cientists [47] . Less common 
are efforts to combine propert ies of natural learning process 
w ithin an ASNN, embedded in physical or virtual A l agent. . 
Previous researches on computational models of habituation 
have demonstrated specifie biologica l learning features 
148- 54]. Some re earch proposes a mode! w ith traditional but 
dynamic ANN (55- 57], other use an A SNN, and still others 
embed habiwation within an animal [58] or phys ica l robot 
platform [59- 6 1]. As examplcs, Chang [601 demonstratcs 
the pertinence of apply ing the habilll ation rul e to optimi ze 
roboLic hallway nav igati on, but using a Lrad itional A and 
fixed temporal stimuli (ob tacles in relation to short Lerm IR 
readings). M ars land [55] u ed a computati onal neural mode! of 
a hierarchi ca l habilllati on rule for rea l mobile robot, but fai led 
to show all the temporal features . A ll these work were appl icd 
in relati ve! y impie conditions, and none of them has reached 
a leve! of complex ity thal renects the current comprehension 
of the natu ral habituati on madel, w ith a view of exploiting 
the multip les temporal fea tures of the learning functi on for 
autonomous mo bi le robots. 
A iso, many eientist have soughtto enrich the theoreti ca l 
modelling aspects of habituati on by going beyond mere 
neuronal properti es to encompas the brain, body and 
environment tri ad. ln thi s perspecti ve, habituation i defined 
through the observati on of an embod ied and silllated agent 
behaving in its worl d [62- 65] . The embodiment approach 
highlight the importance of LUdying AI vari ables, even in 
imulated and virtual agents, within a rea l i ti c systemic contex t 
LO captu re intell igence as an emergent property. M 01·eover, 
severa! roboti cs re earcher bel ieve that the inve ti gation of 
A l requires a phys ica l deviee such as an autonomous mobile 
robot to fui fi l the criteria ofbeing embodied and situatcd[66j . 
Another per pecti ve to take into account in A l i. the 
distincti on between the creati on of speciali zed intelligent 
artefacts and broader fonns of intelligence general enough Lo 
solve problems of different type and under vari ous conditions. 
These latter forms are re pre entative of ani fi cial general 
intelligence [67), an emergent trend within the o-ca lled new 
A l, referring to a minimal cognitive system as found in 
complete autonomou agents such as mobile robots [68, 69], 
which put empha i on learning functi ons. 
Thi s paper stands at the cros road between Al, cogniti ve 
science, neurosciences and robotic in the context of the 
habituation phenomenon. Recent re earch ha advanced the 
knowledge of the naLUral habituati on proce s, in pi ring us Lo 
emulate thi complex learning function in arder to study it and 
ex tend conclu ion from a complete Al agent 's perspecti ve. 
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ln parti cular, the multiple mechani ms behind the habilllat ion 
mechani sm suggest the possibility of dealing with di fferent 
tempora l sets of stimuli , producing adaptive behav iours 
in response. Sllldy ing the naLUral habituati on process [70] 
can also support the hypothesis that biologica ll y in pired 
modelling is a sound choice for bui lding A l agents. ln 
thi s regard, the impact of modelli ng a deeper bio-inspired 
habituati on ru le and its effects on the adaptive behaviour of A l 
agents is yet to be determined. 
Beyond the design of a detailed habi tuation rule, the issue 
addressed in thi s paper concern s how an artificial agent should 
cope with the relati vely huge amount of repetiti ve stimuli 
arising in vari ous modali ties and over different timescales 
in the real world. N ature found a parti al respon e in the 
habituation process whose outcome is pre umably to filter 
out redundant and persistent data. ln fact, perception in 
cogniti ve agent i lim ited and the ava ilable phy ical stimuli 
far exceed their computati onal capacities. As a biologica l 
solution, the higher-level cogniti ve attenti on process perm its 
Lo focus on ome stimuli , but the exact mechani ms are still 
unknown. Which information should be ignored and how Lo 
hand le it represent a real challenge for an Al implementation. 
Fortun ately, the habilllation process give a clue to at !eas t 
reduce the impact of repetiti ve stimu li tl1at may be not 
necessary Lo geL ali the auention. [mitating thi s mechanism 
will cnable AI agents Lo learn onlinc how to ignore repetiti ve 
stimuli eoming from the rea l world . Specifi cally, ba ed on 
knowledge from neurosciences and consistent with empirical 
data, we pre ent a habituation madel tested on a complete bio-
inspired cogniti ve system, and val idated through the ensuing 
behav ioural re ults of virtual and phys ica l robot . From the 
inclusion of a few temporal learning fcaturc to the algorithm, 
tJ1e robots will dea l with many frequency patterns of stimu li . 
Wc show thaL implcmcnLing such a habilllation rul e helps 
robots keep focus on curremly des ired tasks regardl ess of 
the temporal patterns of stimuli . To reach these conclusions, 
il eems natural to embed the lcarning rule in an ASNN 
as the core of the robot' controller, w ithin a mo tl y bio-
inspired paradigm, a opposed to other algorithm or hybri d 
mathematical solution that could implement the habituati on 
learning function with les biologica lly plausible scenar io . 
ln summary, we demonstrate first thal il is poss ible 
to mode! a multi-fealllred habilllation ru le in an ASNN, 
and econd tJ1at thi s learning algorithm leads to adapti ve 
bchavioural responses when embedded in a robot w ith severa! 
temporal contex t . Our result suggest thal empowering 
an A I agent witJ1 thi s non-associative habilllation functi on 
improves the range of auention and adaptability by capturing 
and ignoring redundant stimuli Lhrough experi ence. l n 
order Lo demonstrate the habituati on mode!, simulati on 
experiment were conducted in a virtual 3D-world and 
phys ical platforms, where robots perceive repetitive timu li 
of different frequencies, both when the robots are at rest and 
move freely. The habituati on process is analysed and Lrackcd 
at multiple leve! , from ynapse , neurons, neural network Lo 
global roboti c behav iour observati on. The results reftect the 
main characteri stics of the nalllral habituation proce s: 
( 1) Exponential decay of the behav ioural re panse for a 
repeated neutra! timulu . 
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(2) Rccovcry back to the natural response when the ti mu lus 
cea e . 
(3) Potentialion of habilll ati on when protoco ls are repeated 
among differentlSL 
(4) Fast and strong habituati onj recovery re pon e for short 
ISI ; slow and weak re pon e for long ISI. 
(5) Short-Lerm memory (STM) observed for short ISI and 
long-Lerm memory (LTM) for longer ISI. 
(6) Fast and strong habituati on for stimulus of lower 
ampli LUde and the inverse for higher amplitude. 
ln secti on 2, we de cribe the methodology and ba is of 
the ASNN mode! used to embed the habiwation rule, and we 
descri be the external shape and internai neural architecture 
of the simulated robot. An incursion into a phys ica l robot 
plalform is also briefl y presented . Our results are pre ented 
in secti on 3. Finall y, a di scu ion and future researche are 
founded in secti on 4. 
2. Methodological approaches 
The literalllre describe everal biological experiment from 
which to draw inspirati on for highlighting the application and 
role of habilllation in a mode! Al agent. A short list fo llow : 
( 1) The de fen ive siphon and gill withdrawal reflex of 
Aplysia [5] is one source of inspiration whcn studying 
a habituation mode! in the context of robotic applicati on 
and artificiallife simul ati on . Extensive ex periment have 
been conducted with thi primary organism, the neural 
circuit of which is greatly understood. M any direct 
(electrical stimulation, water jet, sti ck touch) and indirect 
(Petri -tap-v ibrati on, ai r-puff) stimuli are u ed in the touch 
modality. Touch tolerance behav iour may be suitable for 
a robot to sociall y closely interact as a theoretical but 
plau ible scenari o. 
(2) The freeze and tarLie response induced by flashe 
of light, tactile or sound stimulati on in rats represent 
common protocols used to investigate the habituation 
process [9]. Sudden changes in the environment are 
known to draw the attention of biologica l organisms. A iso, 
enhanced arou al behaviour seems to be correlated w ith 
the organisms' 'stop ail acti vity ' reflex . Thi s behav iour 
has a protecti ve si le elTect in biology, if we refer to the 
situati on of a prey freezing so as not be perceived by 
a predator, because of the sensibility gain in eye-brain 
movement over stati c frame observations. Expcriments 
on the ab ility of toad [57] to distinguish between prey 
and lure focuses on habituation w ithin the vi ual sys tem 
at ail neural relay levels. Enhancing auention drawn by 
novel stimuli by topping current behaviours may al o be 
wise for mobile robots. 
(3) The Petri dish tap stimulus and the touch reflex circuitry 
with C. Elegans [6] are also classical procedures where, 
during the hab ituation process, one can ob erve a graduai 
red uction of the normal backward wimming response 
when severa! temporal timulus patterns are applied. 
Again, A l agents might also respond in this fashion a 
a precautionary behaviour to repetiti ve timuli . 
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A il of the previou scenario capture the essen ti al components 
of the habituati on process at various levels of analy is . We 
propose to appl y a imilar trategy of inve tigation to a mode! 
A l agent, using AI-SIMCOG [7 1 ] . a oftware package th at 
offers an environment to develop and analyse virtual and 
embodied bio-inspired autonomous robots thanks to merging 
a 3D -world imulator [72] , an ASNN editor and a transfer 
function for phy ica! robot platforms. The characteri sti cs 
of A I-SIMCOG's ASNN clas ify it in the leaky integrate-
and- fire family, allowing the pre entation of a decper bio-
in pired per pecti ve of the habituati on process, modelled as 
an integrati ve online synaptic property. 
First, we show the feature of the presented hab itualion 
rule by appl y ing different repetiti ve temporal pauern of non-
locali zed mechanical vibration timu l i to modulate, through 
experience, a backward movement as negative behavioural 
response of a simulated robot at re t. Then, a econd round of 
simulati ons shows the impact of the habituation mode! when 
the robot moves [reel y. 
The next section prov ides a descripti on of the robot, 
fo llowed by the detail of its internai neural architecture. 
Next, we outline the expected robot behaviour, andthen give 
a brief description of the dynamic of the ASNN with an 
emphasi on the habilllati on algorithm. Afterward , we ex plain 
our experimemal protocol. Lastl y, we present two simulation 
wiù1 physica l robots as proofs of concept before concluding 
the paper w ith discussions and perspeclive for future work. 
2.1. Exrerna/ trucrure of the simulcued robor 
The vi rtual robot (figure 2, left) is imilar to common physical 
robot frame and includes an external circular truclllre 
and a two-wheel configuration to move about a simulated 
30 -world . ln thi study, we focus on tacti le, vibration and 
light stimuli which are relevant in both artificial and natural 
worlds. Thcrefore, the ex ternal design for the robot includes 
one vibration sen or in the centre and one light ensor disposed 
at the front. The vibration sensor perceives its modality over 
a 360° range and the visual en or over a 60° cone of light 
ahead. ln add ition, four tactil e sensors cover 90° each. These 
close- range sen sors prevent dead-end situations wh en the robot 
makes contact w ill1 Ll1e wa lls delimiting the virtual world . A il 
types of transducers return a ingle sca lar value as a percentage 
of their fie ld ranges. 
2.2. Interna/ structure of the simulated robot: neurons, 
synapses and transducers 
The neural architecture (figure 2, right) i compo ed of one 
transducer for each sensory neuron: one vibration, one light 
and four tactile. One intrinsic oscillatory neuron is added 
to generale dynamicity in the AS N. Two motoneurons 
drive each wheel. One pair i excitatory and lead to a 
forward moti on and the other is inhibitory inducing backward 
movements. Sensory neurons ynapse onto motoneurons. The 
habilllati on rule i di engaged for the oscillatory neuron 
since it receives no input. The habituati on function is also 
di sengaged for the tactile neuron which ju t mooth the 
reflex re pon e of backward and turn movemenr , adding 








Figure 2. Left: examplc of robot 's external structure and scnsors ranges. Right: neural architecture. 
Table 1. Initial synaptic weights. 
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S-Tact- -Mot-I -L 100 
S-Tact-t -Mot-I-R 75 
S-Tact- -Mot-E-L 100 
S-Tact-S-Mot-E-R 75 
S-Tact-W-Mot-E-L 85 






















unncce sary complex ity to the simulation. StiJl , in a close 
world with the aim of increas ing the frequency of encountering 
stimu l i, Lhese c io e range scnsory neuron are helpful. 
The de ign of the inter-neural type connections and 
the a ociated synaptic weights has a direct impact on the 
robot 's behavioural poss ibilitie . The stan -up synaptic weights 
(tables 1 and 2) were intuiti vely initiali zcd and adju ted LO 
produce basic locomotion behaviours ( forward, backward, LU rn 
left or right) and avoicling stimuli (v ibration, tactile, l ight). The 
neural network was set to contain a li ght imbalance in the 
ynaptic weight ; thi functional asymmetry helped prevent 
dead-end situations. With the excepti on of the inhibitory 
synaptic links fromtwo motoneurons connecting to the wheels, 
ali other neura l l inks are excitatory. 
The vibration neur n is connected to the inhibitory 
motoneuron . Thercfore, thi s type of stimulus wi Il genera te 
a momentary backward movement until it ceases when the 
robot is in a tationary tate. If the robot is in a forwarcl 
move statc, a ki nd of transicn l freeze response is observed, 
depending on the motion speed and the stimulu s strength. 
The lightj vi sual neuron i also connected to the inhibitory 
motoneurons, lead ing to the similar backward behaviour 
when stimulated by thi s ensory modality. The four tactil e 
neurons allow touch perception ail over the struc ture of the 
robot. These sensory neuron connect Lo different pairs of 
motoneurons; the north tactil e neuron is connected to the 
inhibitory motoncurons, the south tactil e neuron i connected 
to the excitatory motoneurons, the east tactile neuron is 
connectecl to the left inhibitory and the right excitatory 
motoncurons, the west tactile neuron i connected Lo the 
left excitatory and the right inhibitory motoneurons. These 
cho en link pallcrn ensure avoiding prolonged contact with 
sol id objects and justify their tronger ynaptic w eight and 
respon es. Fin all y, the inLrinsic osci llatory neuron is connected 
Lo the excitalory motoneurons for a constant pulse forward 
motion purpo e. 
Table 2. Mau·ix used for the numerica l percentage scalar numbcrs of post- ynaptic and scnsory local potentials. Each entry corresponds to a 
specifie temporal equence of membrane potential variation. 
0,0,0,0,1 0,0,0,1 , 1 0.0,0,2,1 0.0,0,2,2 0.0, 1,1,1 0.0, 1,2, 1 0,0,2.2, 1 0.0.2.2.2 0. 1.1.1 ' 1 0. 1.2. 1.1 
0, 1,2,2, 1 0,2,2,2. 1 0,2,2,2,2 0,2,3,2, 1 0,2,3,2.2 0.2,3.3.2 1,2,2,2, 1 1,3,2,2,1 1,3,2,2,2 1,3,3,2,2 
1,3,3,3,2 2.3,3,3,2 2,4,3,3,1 2.4,3 ,3,2 2.4,3,3.3 2,4.4.3. 1 2,4.4.3,2 2.4.4.3,3 2.3.5 ,3, 1 2,3,5.3,2 
2,3,5,3,3 2,4,5,3, 1 2,4,5,3,2 2,4,5.3,3 2.4.5.4,2 2.4.5,4,3 2,4,5,4,4 3,5,4.3,2 3,5,4,3,3 3,5,4,4,2 
3,5,4,4.3 3,5,4,4,4 3,5,5,4,2 3.5.5.4.3 3,5.5.4,4 3,5.5 ,5,4 3.6,5.4,3 3,6,5.4,4 3.6.5.5.4 4,6,5.4,3 
4,6,5,4,4 4,6,5,5.3 4,6,5,5,4 4,6,6.5,4 4,6,6.5,5 4,7,6,4,4 4,7,6,5,4 4,7,6,6,4 4,7,6,6,5 4,7,6.6.6 
5.7 ,6,6,4 5.7 ,6,6,5 5,7,7 ,5,5 5,7,7,6,5 5,7,7,6,6 5,7,7,7.6 6,7,7,7,6 6,8,7,6,5 6,8,7 ,6,6 6,8,7,7,5 
6.8.7.7,6 6,8,8,6,6 6,8,8.7 ,6 6.8,8,7,7 6.8,8,8,7 6.9,8,6,6 6.9,8,7.6 6,9,8,7,7 6,9,8,8,7 6,9,9,6,6 
6,9,9,7,6 6,9,9,7,7 6,9.9,8,7 6,9,9,8,8 6,9,9,9,8 7,9,8.7,6 7.9,8,7 ,7 7,9,9,7,7 7,9,9.8,7 7,9,9,8,8 
7,9,9,9,8 8,9,8,7,7 8,9,8,8,7 8,9,8,8, 8,9,9,8,7 ,9,9,8, 8,9,9,9,7 8,9,9,9,8 8,9,9,9,9 9,9,9,9,9 
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Table 3. Le ft : neural parameters. Right: plot of the membrane potential. 
M embrane potential variation: 1, 13, 23 , 30. 35. 38, 40, 4 1. 42. 43. 44. 46. 49, 55. 63. 100 
Refractory period: 1 cycle 
Ini tial membrane potential : 4 1 
Resti ng potcmial: 4 1 
After hyperpolarization: 38 
Threshold potential : 63 
2.3. Expected robot behaviour 
The robot's behavioural repertoire i defined by it ex ternat 
truc tura l configuration, the neural network controller, the 
synaptic type connection , the a sociated ynaptic weights, the 
lea rn ing functions usecl (habiLUati on in this experiment) and 
the object present in the virtual 30 -worl d. A li behaviours 
are produced by a dynamic loop that entai ls sensing the 
virtua l 30 -world, integrating the stimuli onl ine through the 
AS and generating action in the environment. The robot 
use essentiall y a en or-ba ed fecdback su·ategy to behave. 
Adaptat ion th rough learning experi ences will be howed wi th 
the hab ituation proce s implcmented at the synaptic leve! 
between the vibration and light en ory neurons and the 
motoneuron . 
Robot locomotion depend on the produced temporal 
spike sequence combined with the ynaptic weights of the 
l ink 10 the motori zed whcels. Wi thoul any ex ternat stimuli , the 
robo tmoves straightforward because of the endogenous neural 
o ci llator connected to the a sociated motoneurons and the 
motorwheel . Thi s biologicall y plausible pacemaker genera tes 
periodic firings and the robot 's displaccment and peed are 
constan t in the ab cncc of obstacles or timulation caught 
by it en or . Whenevcr the robot encounters a wall , the 
tactil e sen ory neuron and the asymmetric weight connecti ons 
produce a path change as a mali movcment backward and a 
light turn to the opposite sidc. When ù1e robot reaches a 
light or vibration zone, rcnex ive backwarcl movements are 
observed. Habituation will modify these responses. 
2.4. Dyna111ics of the ASNN 
ln thi s point, we provide details about the intrinsic dynamic 
of the AS mode! in AJ-S[M OG. Fir t, the algorithm scans 
ali transducers for timuli inputs at cach cycle. Depending on 
the fi eld range, its mean intensity is calculated and converted 
to a sing le scalar percentage number. Thi s value is mu ltiplied 
by the efficiency (0- 1 00~) of the transducer atlachcd to it 
ensory neuron to obtain a new value. Thi va lue then serves as 
a pointer to a row vector w ithin a scalar mau·ix. The vectors are 
mean! to renect the temporal amplitude variation of simulated 
current th at conLributc to the membrane potential. The mau·ix i 
hard-coded and enab les the pairing of any response described 
by a veclor component w ith ali po ible st imulus strength 
(0- 1 00%; ee table 2). 
The vector va lue follow an alpha- function shape [ 16, 42], 
nonl inearl y ummed up w ith ali où1er inputs into the CUITent 
neural tate (refractory pcri od, action potential or integrati ve 
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pha c). The modulation of the membrane potential co mes a Iso 
from the applied learning functi ons (adaptati on) and virlllal 
ionie pumps thal constantly push to maintain the homeo tasis 
of ù1e neural 'electrica l charge ' acros membrane. Thi s 
last phenomenon is not fu ll y compen ated by the intrinsic 
osci llatory neuron propcrty which substantiall y leaks current 
at every cycle to periodica ll y generale spikes. The neural 
integrati ve phase includes a thrcshold functionthat gencrate a 
spike to ù1e connected componcnts if the membrane potential 
crosses a certain trigger point. Thi is summarized in the nex t 
equation where v111(k) i the membrane potential at cycle k and 
v,(k) is the um of tran luccr outputs: 
Vm(k) = f k (L u1 (k) + ... ) with f k(x) = { ~ if x ~ e oterwi c 
The whole neural dynamics depend on the de igner's 
choice of parameters. Table 3 prov icles the ones used in thi 
work. A combination of ascendant cxponcntial functions LO 
reach a threshold va lue, an abso lute refractory period, then 
a descendant logarithm function Lo a hyperpolarization statc 
after a pike and fi nall y anothcr a cendant exponential function 
to rcach a resting membrane potential compose the major 
elements to set. ln the present design, the previous variab le 
mentioned were ali set for ali ncurons. 
When a pike occur , a imilar calcu lati on to thal of 
the tran duction phase is appli d. Oepending on the synaptic 
trength , a ingle scalar numbcr (0- 100%) is gencrated and 
iden tifies the vector corrcsponding Lo the vari ati on (exc itatory 
or inhibitory) of membrane potcntial to be reccived by the po t-
synaptic elements. J fa lcarning function su ch a habituation 
is activated in ù1e A editor, a set of rules i applied 
(cie cribed below) to ca lcu latc a new percentage va lue. Thi s 
modulatcd post-synaptic potcntial (PSP) move the pointer in 
the matrix , producing a different vari ati on equence of the 
membrane potential in the post-synaptic element. The latter 
elements could be othcr ncuron (including motoneurons) 
or dircctl y effectors (musclc- likc or motors). Finall y, the 
sequence received by an c fTector lcads to actions in the virtual 
or real world as dictated by another tran form mau·ix that 
helps de cribe and understancl the complete A I agent at the 
bchavioural leve!. A li the e prcviou event are performed in 
ba teh at each tep cycle. Thu , the ASS in A [-S fMCOG re fers 
to a leaky integrate-and- firc neural mode! wi th clynamical 
ynap e and learning functions. Figure 3 summarizes the 
algorithm and ASN functioning. 
Bioinspir. Biomim. 8 (201 3) 0 16007 • A Cyr and M Boukadoum 
Tran s d ucer Matrlx Neural Dynamlc 
Dlacretc Stimu lu• 




7 ,8 ,9 ,6 ,2 
Receptor Potentia l Nonllncar lntcgr•_tJon to Membrane P otentJa l 
! 
Tnnaducer Effic lency 





3 ,5,3 ,2 ,1 
0 , 1 ,3 ,2 , 1 
W elght Matrix r Transformlng Matrix 
Curront 
100% 
Vector Po.t-Synaptic potentlal V eetor Relative Movea: X , Y Z 
Splke 7 ,8 ,9 ,6 ,2 7 ,8 ,9 ,6 ,2- + 3 , -6,+1 
! 3 ,5 ,3 ,2 ,1 3,~,3 ,2, 1 - + 1 ,+2,-2 
1% 0 , 1 ,3 ,2 ,1 0 ,1 , 3 ,2 ,1- + 1 ,-1 ,-1 
r 
Figu•·e 3. Logica l algorilhm steps of SIMCOG 's AS 
Oependong on &hmulus tllpt4:udo and ISI 
RQSC)C)nH • E.xponendal neg;;allve lunction 
Asslgn response value ln rnemory buffet 
Oependng on tmulus omplitude and ISI 
R85pCIOSe • ExponentlôU poU:Iv• func:uon 
Update fMPOnS8 vaU. fn fTleoi'TlOry bulfer 
Figure 4. Habituat ion algorithm. 
Table 4. Mau·ix of the percentage scalar number for the habituati on ru le. 
lSi t 
0-5 cycles 
6- 10 cycle 
11- 25 cycles 
26- 50 cycles 
5 1- 100 cycles 
55 ,30,20. 15. 13 
60,35,25.22,20 
65,40,33,3 1 ,30 
75.55.48.45.43 
85 .70,65 ,62.60 
2.5. Habi1ua1ion implemelllcllion 
6- 10% 
50.25. 15. 1 O. 
55,3 1 ,22, 19 .1 7 
62,39.3 1 ,29.28 
7 1.50.44.42.4 1 
83.66,6 1.60.59 
The habiwati on algorithm i ba cd on the qualitat ive curve 
shape de cribed · in the experimental literature [32] . The 
functi on con ists of multiple conditional paths ( fi gure 4) 
implcmcnted in the A control 1er of the complete A 1 agent. 
U ing multiple pointers in the conditional tree, the habituation 
ru le keep track of the recent pi ke hi tory in term of 1 1 
for each synap e involved. Since the pi ke hi tory renect 
the nonlinear integration of prev ious receptor potcntials 
producccl by Lhe magnitude and ISI of ex terna l stimul i, 
ù1i process results in panicular sequences of spikes, with 
the correspondent temporal patterns subject to a habituati on 
response at the ynapse bctwcen the concerned pre- and post-
ynaptic neurons. 
Specifically, Lhe habituati on rul e produce a new 
coefficient va lue at each cyc le (see table 4), constantl y 
modulating the synapti c weights a a result. The c efficient 
depends on which pre-determined category the ISI history 
7 
S trength ~ 
11 - 25% 26-50% 5 1- 100% 
45 .20. 12. ,5 40. 15. 10.7.4 35. 12.8.5.3 
50,25, 19. 16, 14 45 .20, 15. 12, 10 40. 15, 1 0.8.7 
60,35.30.28.25 55 .30.25.20, 15 50,25 , 15. 12, 10 
70.45.42.40.35 65.40.38.35.30 60.35.30.25 ,20 
80.65.60.55.50 75 ,60.55 ,50.45 70.55.45.40,35 
falls into, aftcr averaging ali the launched equential pikcs 
within a specifie temporal w indow as a result of the caught 
ex ternal stimuli . Consequenll y, merging ali !SI patterns onlinc 
lcads to many output in Lhc lcarning mau·ix, wiLh a ingle 
coeffi cient at the end, a scalar pcrccntagc va lue clynamicall y 
affecting the synaptic weight. I 1 categori e were defined to 
corre pond to fi ve non-uniform lcngths per unit cycle of the 
algorithm : 1- 5, 6- 1 0, 1 1-25, 26- 50 and 5 1- 1 00. The numbcr 
of categories and thcir li mit can be et otherwi e a long as 
they allow imulating Lhe general hape of the behavioural 
re pon es. Con i tcncy wiù1 ex perimental parameter couic! 
a Iso be adjusted in real ti me, but it was not a goal of Lhis work 
to specifica ll y match experim ental data. 
When di fferent value of timulu trcnglh and !SI ari c 
imultaneously in the same ti me window, an average i clone. 
Bccau c habituation i brought forth by a ct of repetiti ve 
ex ternal Limuli , a recovcry pha e follows when the stimuli 
cease. As the recovcry function is not simply the rever c 
of habituation, a different et of coefficients is used for the 
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backtrack sequence. 1 f habi tuation occurs du ring the middle of 
a recovery pha e, then an average of impact is computed. The 
ame principle i appli ed in the case of multiple co-occurrence 
of habituati on and recovery pha e . Thu , both habituati on 
and recovery coeffi cients move conti nuously across two vector 
tables from cycle to cyc le, dcpcnding on the historical stimulus 
temporal sequence, includ ing the ti mu lus magnitude, the ISl 
and the current pha e of habilllation and recoveri es . 
2.6. Experimental protoco/ 
Thi eclion how Lhe main fealllrcs of the habilllation proce 
(decrementing re pon e, rccovery phases, potentiation, effect 
of multiple simultaneou !SI and bi-modalitie ). For each 
timulus, we varied the ampl i lUde, fSI and duration propenies, 
and each block of experiments con isted of five consecuti ve 
tria ls to demonstrate the potcn tiation of habiwalion . The 
number of timu lus repeti tions for each u·ial within a block 
wa fixed to six to allow for the asymptoti c pan of the decay ing 
exponcntial funclion to be pre cm. For each stimu lus, the 
normali zed inten ity was et lO 10%, 25% and 50%, and the 
l l was setlO 10, 25 and 50 cycles of algorithm. The stimulus 
du ration was set to 1, 3 and 5 cycle , and the ti me delay for 
the Lest ph a e after each u·ial varicd from 10 to 100 cycle , 
preventing the complete resct of the habiwation proce . In 
a nawral organism, the full recovery period is highly variable 
and depends on slimulu type, inten ity and the input temporal 
panern. ln our ex periment, we u ed a max imal recovery per iod 
of ten times the time ittakcs to rcach fu ll habituati on for th is 
parameter. For example, a timu lu thal i totall y habituated 
with an fSI of 100 cycles wi ll fu ll y rccover after 1000 cyc les. 
For ali cond ition , the robot complcted the test with and 
without the habilllation ru le with the same initial parameters. 
Among the many cenari o to explore, we focu ed on three 
different situation permining to highlight ali Lhe behavioural 
features of Lhe habilllation procc : 
• Block A : a wavc stimulus of constalll intensity is created 
at the arena 's centre w ith a vibration range effecl covering 
the entirc world . The timing of the emi ion depended on 
set parameter . 
• B lock B: simultaneou vibration and light timu lu are 
perceived by different en ory neuron , and affect the 
ame motoneuron to show bimodality integration through 
ù1e hab ituati on proccss. The vibrations and fla he of 
light are produced with the same temporal and amplitude 
parameters. 
• Block C: threc vibration waves' timuli blink 
imultaneously w ith their own ti me- cale patterns. 
The behaviours obtaincd tem primari ly from the 
bui l t-in neural circuiu·ics, but adaptation comes from the 
pla, tieity prov ided by the non-associative habituation learning 
mcchani m. Beyond dem n trating how the learning rul e 
affects the weight var iation observed in a static robot, the 
las t pan of the protocol show the impact of habitualion when 
a robot move freely in a cio ed environment, but is perturbed 
by Lwo differelll kinds of timuli simultaneously, in different 
combinati ons of temporal and intcnsity patterns. Finally, the 
repcatability and sen iti vity of the vi nuai experiments is 100%, 
thanks to Lhe fixed initi al condition . 
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2. 7. Experimentation with physica/ robots 
a proof of concept, we wcn t one tep beyond Al virtual 
agent mode! by embcdding the lcarning rule and the AS 
model into phys ical Legomindstorm NXT (Lego Co.) robots. 
In thi part of Lhe protoco l, the neural archi tecture includes or 
Jack the habituation function ( figure 5, top-left). Tt has one 
vi ual u·ansducer re ponding max imall y with the black co lour 
(a bar on the noor) or the wh ite col our (a structural component 
added to the robot). The colour transducer connect to its 
en ory-motoneuron, linking to Lhc wheel wilh inhibitory 
synap e . We al o added a con tant forward motion lO move 
the robot ahead. 
Two simu lations were first conducted in the virtual 30 
world imulator ( fi gure 5, top middle and right). Then, the 
ame contex t wa app l ied to phys ica l robots evo lvina in the 
rea l world (figure 5 boÙom lcft and ri ght) . The first in~u l ati on 
aimed to how how different ti mu li pauern of black bar on 
the noor are habituating. The large black bars refer to stimuli 
of long duration in compari on to the liny repetiti ve strips 
contex t. The econd imulati on demon trated how nonlinear 
temporal stimuli paucrns (different timing of Lhe perceived 
white structural component in the approach of the oppos ing 
robot) impact the hab illlati on mechanism. The repeatability 
and sensitivity of the ph y ica l cxpcriments wa not 100% 
bccause of the precision of the en orsjmotor and Lhe timuli 
timing were not perfect. cvertheles , without any adju tment 
of the Lransferred AS to the robots, stable results were 
obtained in a few consecutive tria ls. 
3. Results 
Block A: figure 6 hows the pre ynaptic adju tment responsc 
for repetiti ve stimulus, plotted a an cxponenliall y decreasi ng 
slope for Lhe hab iwation procc and an exponentiall y 
increa ing lope for the rccovery pha e. Due lO Jack of pace, 
only a few re ult are reponcd. First, for stimuli of vari able 
strcngths with one cycle durati on and an IS f of ten cyc les, we 
ob erve a max imum of habituation with the min imal strength 
(lop- left) . For stimu li . trcngth of 10% and one cycle du ration 
and vari able ISI , the hOitcr the lSl the fa ter and tronger 
ù1e habi tuation re pon c (top right), with a maximum cffcct 
for the lowest timulu trength and the shortest !SI. A t ù1c 
bottom left and right of the figure, wc observe Lhc recovcry 
rcspon e for the ame parametcrs as at the top, howing a 
positive exponemial functi on that is not ymmetric to that of 
habituation, not only in the ti me domain, but a iso in Lhe curve ' 
general hape. Again, the recovery i tronger and faster for 
hort fSI when a minimal strength ti mu lus is chosen ( 10% in 
thi example). 
l n biologica l agent , the timuli are perceived by 
transducers, and sensory reccptor adaptati on occurs i f the 
timulus period exceeds ù1c transducer ensiti vity. In our 
algorithm, the transduccrs' sensibilities are lllned to capture 
any event wiù1in a ti me ca le of one cycle, which corTe ponds 
to the smallest time unit allowcd to produce phys ical stimu li 
in the simu lati on. To determine the rea l cffect of a duration 
stimu lus from habituation, but w ilhout transducer adaptation, 
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Figure 5. Top-lert : neural architecture of the robots. Top-middle and bollom-left: two different contexts of dark bars patterns on the noor. 
where robotl and robot3 uscd the habituation rule and robot2 and robot4 lack the learning function. Top and bottom right : robots face up 
and are equipped white structural components to demonstrate visual habituation. Robotl and robot3 include the habituation func tion, 
contrary a robot2 and robot4. 
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Figure 6. Top- lefl. habituation of responsc fo r different stimulus strengths with 1-cyc le duration and 10-cycle ISI repea ted 5 times. 
Bottom- left. rccovcry over normali zed initial resp nsc lime for di fferent timulus strength with 1-cyclc durati on and 10-cycle fSI repeated 
5 times. Top-ri ghi, habituati on of response at di fferent 1 1 for a stimulus of 10% strength and 1 cyc le du ration rcpea tcd 5 times. Bottom-right, 
recovery over normalized initial respon e ti me at di fferentiSI fo r a stimulus strength of 10'1! and 1 cyc le duration repea ted 5 times. 
we should implement a lower tw nsducer sensibility or procluce will ra i se the membrane potenti al fas t and ultimately affect 
stimuli at a higher frequcncy. In our simulati ons, habituati on sp ike production, rcaching a saturati on ceiling of one pike 
is applied without a transducer adaptati on phenomenon. The every two cyc les (500 H z i f one cyc le corresponds to one 
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Figure 7. Effec t of timulus duration (v ibration in this case) : the stimulus lcngth is l cyc le for Robot! , 3 cyc les for Robot2 and 5 cyc les for 
Robo t3 fo r 6 repeals and an r 1 of 9 cyc les. On the lefl si de, Lhe robots palh courses are i llustratcd. On lhe ri ght si de, the timing and different 
du ration of the stimuli (A) lû (C) arc reponcd in relat ion of the correspondent presynaptic modulations from the applicd habituation rule (D) 
to (F). 
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cycle. Correlation with the !SI pattern also changes with 
the exact duration of the perceived stimuli , affecting the 
pre ynaptic parameter andleading to a more rapid habituati on 
for the longe t duration (fi gure 7). 
Here, the habituati on process i demon trated in a 
temporal event sequence wherc six vibrati on timuli o f 50% 
trength and nine cycle !SI, for one cycle durati on cach, arc 
launched during the simulati on. l n figure , the timulu i 
pcrccivcd by a tran ducer (T-Yib-R2) (A); th en, it i converted 
into a local variati on of receptor potential (8 ) thal affects the 
overall membrane potenti al of the sensory neuron ( -Yi b-R) 
(C); finall y, a spike is produced (D). Thi s occur for each 
timulus and, following the produccd spi kes, the habituation 
procc take place at the ynap e between the sensory neuron 
and the motoneuron. A s ex pected, a pre- ynapti c adjustment 
is ob erved (E) because of the con ecuti ve timuli and the 
habituati on function application, refl ecting a clown modulation 
cffi c iency of the incoming pi ke train. lt can be seen that 
habituati on happens when two or more consecuti ve stimuli 
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occur in a certain timeframe and the time delay between 
them i shorter than ù1e intern ai va lue parameter thal triggcrs 
re toration of the na tura! respon e or the rccovcry pha e tart 
Lime. Then, the received pikes are convened to a vari ation 
of receptor potential at the ynapse (F), refl ecting a clown 
regulati on a weil a the inducti on of a variation of the 
membrane potential (G); consequently, the spi ke emi sion 
pattern induced by the motoneurons also fo llow a negative 
modu lati on (H). 
From this simulation, it can be seen thal only two spikes 
were produced by the motoneuron because of the habituation 
proces, instead of the ix pike ex pected from the ix stimuli 
generatcd by the sensory-neuron onto the synaptic site of 
the motoneuron. A s a result, the backward movement i !css 
pronounced in the ca e of a robot implemented with the 
habituati on functi on. !n the comparative ituati on of an animaL 
without habituation (not shown), the responsc to a repetiti ve 
vibrati on timulu corre pond to a fixed, idemical and reactive 
hon backward movement, resulting in a reduction of the 
absolute distance travelled forward during the simulati on. ln 
one cnse, the habituati on function help the animat to ignore 
a repeLiti ve and neutra! ti mu lus thal cou Id slow it down in its 
paù1 course. 
The habituati on proces can be potentiated in Lime by 
peci fic temporal patterns of event . To ob erve thi hon -
lerm memory, the ti me delay between block is set ju t below 
the total recovery ti me of the ynap eor before the las t teps 
of the algorithm during the recovery pha e. If a test ti mu lus 
is app lied just before total recovery (figure 9(A), left), the 
synapti c effi ciency parameter w ill keep track of the previou 
events generated in the antcri or blocks. The ynap c kceps 
a memory trace of the habituati on whil e adjusting back into 
the recovcry algorithm and not fu lly recovering (!SI = 50) 
(figure 9(8), left). The habituation process (figure 9(8), ri ght) 
also how the potentiati on effect when multiple blocks in 
sets of repetiti ve stimul i occur close together ( figure 9(A), 
right). The ynapti c efficiency i progre ive! y reduced in thi 
protocol, due to the repetiti ve block of stimuli appli ed cio c 
cnough in time to avoid complete restoration of the normal 
synaptic re ponse. ln ummary. ali the main characteri tic 
Bioinsp ir. Biomim. 8 (20 13) 0 16007 A Cyr and M Boukadoum 
A A 
B B 
100 150 ~ ~ 300 350 400 
Cycles 
100 150 :zoo 250 lOO ~ 400 
Cycles 
..... 000 
Figure 9. Short-lerm memory is shown (lefl) with a stimulus test occurring within 100 cycles, bef ore full recovery. Potemiation is 
demonstrated (right) with the some steps back in the recovery algorithm. 
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Figure 10. Left: bimodality integration without habituation. Midd le: bimodality imegration with habituat ion. Ri ght: difference in the robot's 
path course. Blue trace i without habituation and red trace is with habituation. 
of the habituati on proccss mcntioncd in the introducti on are 
demonstrated in thi s first part of the ex periment. 
Block B: merging two stimuli of di fferent modalitie in 
one sensory neuron is the ame as integrating two stimuli of 
the ame modali ty for this neuron, reflecting the univer ality 
of clecu·ical current fluctuation. Hence, one should expect 
the producti on of double amount of the exc itatory po t-
synapti c potentials (EPSP) generated by sp ikes, refl ecting 
stimuli of similar strength and temporal shape, and receivcd 
at two di fferent synapti c sites pacing at the same rhythm. 
T hcrcfore, the habituati on should happen in both ynap e a 
dcmonstrated in Block A , according to the pec i fi c temporal 
1 auern and strength feature of the repetiti ve pi kes. Thi s 
mcans thal for subsequent stimuli , ali repetiti ve beats start 
habituated, leading to a negati ve ex ponential curve of the 
neural response. Then, adaptati on happens at the presynaptic 
site between the sensory-neuron and the linked motoneuron, 
modulating the EPSP strength . Even if habituati on slows 
Il 
clown timu lu effect, mcrging two timu l i provokes an 
accelerati on of the spikes generated from the motoneuron 
to the motor in compari son lO a one- ynap e receiver setu p. 
However, the electrica l acti vity i nol doubled because of the 
nonlinear integration of the membrane potential. To illustra te 
the bimodality effect, we chose a sequential graph ( figure 1 0) 
and drew the animal paths for 1000 cycle . 
Figure 10 (left and middle) hows ti mu li th at occur in 
total temporal coordinati on at the tran ducer ite for both 
modali tie (A and B). A l o, they u·igger pike in the same 
manner w ithin their respecti ve en ory neurons (C and D). 
In fi gure 10 left, the habituati on functi on is LUrned off at both 
ynapses (E and F); in fi gure 10 (middle), synapti c adjustments 
due to the habituati on functi on have been made. Intere tingly, 
after pike reception at ù1e motoneuron, we already ob erve 
a change of receptor potential betwecn the two simulated 
robot (G) as weil a in the membrane potential vari ation (H). 
A expected, the pike pattern i di fferent depending on the 
A Cyr and M Boukadoum 
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Figure 11. Left: path traces for bimodali ty when combine with a stimulus duration effect. Middle: comparative graphie showing the 
difference in stimuli duration in both modalities. Right : differences at the pre ynaptic site. 
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Figure 12. Temporal sequence of thrce ources of vibrati on input occu1Ting in different phases, perceived by one transducer and lead ing to a 
habituated stimulus. 
state of the learning functi on (1). Finally, the effects on the 
motori zed wheels, the movement behav iour of the animaL 
and its abso lute pos ition in the environment (J and K ) are 
qui te different during the firsl 200 cycle period, renecting the 
effect of the habiwalion and recovery phases. M ore prec ise! y, 
the backward movemenL i reduced because of the hab ituati on 
fu nction, altering ù1e an imat 's path cour e. Patll traces are 
differenL depending i f the habituati on rule is lllrn on (reel) or 
off (blue). 
In a robustne test of the habituation rul e, we combine 
( figure Il ) the bi-moclality and stimulus durati on efTects (initial 
condition of figure 7), showing differences in the robot's 
path course. When comparing to ù1e resu lts of both figure , 
th i difference happens not LO be additi ve, but is nonlincarl y 
integrated. 
Block C: when multiple sources imultaneously em it 
signais out of phase, tracking Ùle individual ISI pauerns is 
complex, and the overall temporal differences dictate the 
behaviour of the pre ynaptic mod ifi cati ons. To di fferentiate the 
ti mel ines of each event, many transducer and neurons should 
exhibit the i r own ignature for a specifie bandwidth or a dcsired 
phase at wh ich to capture or emit timuli. The e mechanism 
support biologica l data and imply a heterogencous neural 
network with some of the neural units showing the properties 
of pecific fi lters, frequency tuned or input selecti ve, main! y in 
the temporal domain. This i defi ni tel y beyond ù1e capac iti es 
of ù1e ·present ASN algorithm moclel. 
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ln thi s ex perimenta l block, three emiuing sources of 
vibrati on generale stimuli w ith differentlSl patterns, Larting 
at the second cyc le wi th 50% strength and six repetitions, for a 
total imulation duration of 500 cycles. ln the example below, 
the !SI for the Ùlree different OLII·ces was et to 9, 19 and 29, 
leading Lo the following temporal spike pauerns (each va lue 
represents the cycle number of the Lime-evem): 
Source 1: 2, 1 1, 20, 29, 38, 47 
Source 2: 2, 2 1, 40, 59, 78 , 97 
Source 3:2,3 1, 60, 89, 11 8, 147. 
A transducer w ith enough ensiti vity to capture ali stimuli 
with in one cycle will re ult in the three independenL stimulus 
sequences shown above being reorganized into the following 
linear sequence of event ( ee also figure 12(A) below): 
Sou rce 1 10 3: 2, 1 1, 20, 2 1, 29 , 3 1, 38, 40, 47, 59, 60, 78, 
89, 97 , 11 8, 147. 
From the e stimuli , ù1e membrane potential change of the 
sensory neuron (figure 12(8)) leads Lo an emiss ion of pikes 
(ngure 12(C)) thal ex hibit ù1e same freq uency as the simulated 
physica l vibrati on Limuli . Thus, instead of perceiving Ùlree 
different source beating individuall y at 9, 19 and 29 ISI, 
the actual perception at the synap e between the sen ory-
neuron and the motoneuron will be of one ource exh ibiting 
the fo llowing heterogeneous ISI pallern: 
!SI : 9, 9, 1, 8, 2, 7, 2, 7, 12, 1, 18, Il , 8, 2 1, 29. 
The spikes emiued by ù1e sen ory-neuron affect the 
membrane potential of the motoneuron (figure 12(0 )) . 
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Figure 13. (see a Iso figure 4) An i mat 1 represents the robot with a habituation rule wh en facing a large clark bar on the noor (A) and the 
spike producti on of the sensory-neuron. IL results in fas t habituation (C) shown by a brief backward movement (D) and a relati ve ly constant 
forward movement (E). ln the same contex t. Animat2 lacks the function and. consequently. always avoids the barby stepping back (D). (E) 
in a reacti ve behaviour. Animat3 is equipped with the learning rule and adapts progress ive ly (C) to four black bars (A). wh ile Animat4 
slowly move forward (E) because of it inner drive and reacti ve backward behaviour (D) when facing a black bar. 
Presynaptic adjustments occur according to the temporal 
input sequence from the sensory-ncuron through the ynaptic 
component shared by the receiving motoneuron ( figure 12(E)) . 
The observed line how an osc illati on between multiple 
habiLUation and recovery phases overlapping in different 
timclines, leading to the observed output pattern from the 
motoneuron ( fi gure 12(F)) . In total , a mild adaptati on occur 
and fewer backward movements are produced, from which 
we can conclude that habituati on still happens in a complex 
temporal pauern of inputs, even if repetiti ve stimuli came from 
multiple out-o f-phase sources . 
ln thi example, the response of repeated stimuli does 
habiLUatc rapidl y and strongly because of the small ISI value 
used, but parti al rccovcry occurs whcn the !SI incrca cs. 
Oscillations between phases of habiwation and recovery 
are observed until stabili zation after the final stimu lus. The 
goal of thi vinual ex perimcnl, fu ll y rcproduciblc sincc 
the initial condition is fi xed, was to sLUdy the perception 
of and habituation to repetitive stimuli thal do nol follow 
a regular beat. Because of the transducer tuning limi l, 
in tead of re ponding to three different captured input , the 
algorithm re pond w ith a middle trategy. The Lime difference 
between two stimuli leading to habituati on wi ll follow specifie 
individual rules o f recovery depending on the tarting !SI. 
If another stimulu occur in a different timeline than the 
previ ously habituated timulus, a mean is computed for both 
Lhe habituation and recovery phases. As another ex ample, two 
re1 etitive timuli of 9 lSI wi ll generale approx imately 60% 
negati ve adju tment o f the nawral response. ff anothcr stimu lus 
occurs 30 cycles later, then the algorithm will combine the 
adjustment of the prev iou 9 IS! and 60% adjusunem with the 
new 2 1 I I. To summarize, any linear equence of timuli w ill 
be interpreted by ù1e transducer via the mean of ali prev ious 
habituated and rccovered events, w ithin the upper limits fi xed 
in the temporal buffer memory. ln natural mode! , biochemical 
ca cade events are probably launchcd each time a stimulus is 
detccted . Thi led us to a Iso implcmcnt a Lrade-oiT bctween ali 
poss ible parallel sLreams occurring in the proces . 
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Finall y, two simulations are rcl ated to phys ical 
ex periments (sce also fi gure 5) . In the first simulation 
( fi gure 13), the robot move forward and perceive black bar 
on the fl oor. Depending on the inclusion of Lhe habituation 
rul e and the stimuli pauern , the behavioural responses change 
total! y. A ni mati rapidl y ignores the constant stimulus w iLh the 
habituati on functi on, moving forward preuy much. Animat2 
which Jacks the rule cannot move forward through the constant 
black bar stimulus and keeps avoiding it. Animat3 faces four 
tiny black bars on the Ooor and, with the rule progre ively 
learn to ignore ù1c stimuli. Animat4 (lacking the rule) move 
backward in a reacti ve mode in front of the timuli , but till 
move forward slowly because the strength of ù1e constant 
forward force exceeding the negative backward movement 
provokc by the tiny black bars on the fl oor. In the second 
imul ati on, we show w ith a neural equence graphie how a 
habilllation lcarning rul e ( fi gure 14, left) could result in the 
appearance of oc ial tolerance, by decrcasing the response 
of avoiding white robots, while the situation is only reacti ve 
with the robots lacking the non-associative functi on ( figure 14, 
ri ght). 
4. Discussions and future works 
ln the preceding secti ons, we showed how the natural 
habituati on proces can be emulated in a virlllal robot 
contro lled by an ASNN. The proces was implemented to 
all ow complete bottom-up explanati on , from stimulus to robot 
behaviours by using the Al-S IMCOG so ftware which permits 
simultaneou step-by-s tep track.ing of the process at many 
leve! of crutiny. The shapes of the obtaincd data curves 
how a go d approx imati on of the maj or characteri ti c f 
habituati on, although accurate biological modelling was not a 
priority in our work . The results reveal behavioural adaptation 
al the agent leve!, obtained by including ù1is primary non-
as ociati ve learning process in the ASNN . The maj or adaptive 
cfTect was to prevent unneccssary responscs to repetitive 
stimuli . Extending the temporal feature of the habituati on rul e 
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Figure 14. On the left, Animatl and Animat3 behave similarly. slowly habituating white stimuli pair (A) with spike production (B), 
resulting in getting closer to each other in relation to the pre ynaplic modulation (C). The situation for An imat2 and4 which both lack the 
learning function is to react w ith a con tant behaviour of avoiding white object, resulting in wide backwardmovements (E) . 
empower the robot to behave differenLiy regarding the capture 
of repetitive stimulus pattern . Although our conclu ion in 
thi regard are po iti ve, funher di cu sion i warranted about 
the model 's limits and power. 
ln experimental Black A, we demonstrated six essential 
feaLUres of natural habituati on with the same computati onal 
rul e implemented within an AS Exponential decay to 
repeated slimuli and the foliowing exponential positive slope 
for the recovery phase when stimuli cea e were the minimal 
phenomena Lo madel. The potentiation of habituation bet ween 
black of tri als was another concept aliowing extension of 
leru·ning in the temporal domain. Ali the e temporal feature 
were abj ect of modulation in terms of re pon e latenc ies and 
amplitude a a re ull of the length of the timing between 
cach timu l i event, whcthcr il wa bctween timuli (ISI) or 
bctween block of trial . The intensity of the stimu l i a iso offered 
a modu lated response from the habituation fu nction in our 
proposee! madel. 
One interesting question that we addre sed wa whether 
habituation can work across a full temporal continuum or, 
more naturali y, in finile steps related Lo the pecific lime 
con tant of everal po sibly overlapping chemical cascade 
pathways. What is the effecl of repetitive but heterogeneous 
timuli patterns on learn ing and memory processes? ln a 
natural agent, the behavioural implication rai e question 
ab ut the choice of training protocols used and the type 
of organi m involved. A bbou and Kandel [73] rever e the 
que Lion by fincling the optimal training sel to optimize 
the behavioural response, funher revealing the dynamics 
of the unclerlyi ng proce . The au thors find thal sets of the 
nonlinear timing of timuli pattern seem Lo be the optimal 
olution for training, reflecting the dynru11ical complex ity of 
the underly ing biochemical proce e . At Ll1e light of these 
fi ndings, we may also in fer thal temporal random izali on and 
ymmetry of the caught in formation cou id also have a po itive 
effect on the learning curve from the habituation mechani sm. 
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A lthough our currentmodel doe not include alithese finding , 
at leasl the habituati on algorithm upport variable ob erved 
re ponse Lo nonlinear timing of any stimuli patterns. 
Another point to mention i thal we deliberately avo ided 
the use of fitne s functi on w ith genelic algorithms or other 
optim ization methods for parameter wning. Thi might have 
led to more effi ciency of the obtained results. But, one can 
also argue thal the habiLU ati on is a learning phenomenon thal 
happens relati vely quickly during the ' life' of an organi m; 
thi i not coherent w ith the lypical evolutionary process 
optimizati on. On the other hand, il was relalively ea y Lo 
produce a heuri tic choice of percentage parameter and our 
compulational mode! of habituation showed thal repetiti ve 
stimuli lcad to a tcmporali y decreas ing behavioural response 
due Lo modulation of the synaptic efficiency. 
Even though behavioura l pred ictions are di ffi cull lo 
establi h in a multi-level description of a dynamic cognitive 
system, complex neural circuit arch itectures including second-
arder interneurons, po lysynapti c contacts, central pauern 
generalors and large neural network w ith a habituation rule 
hou id be inve tigated, LO furtherelucidate the li mit and power 
of adaptive behaviours production in robolic agents. 
Proposing thal the purpose of the habituation process is 
to capwre novelti es, emphasize elective attention and fi lter 
information redundancy i not new, but many aspect of it 
deserve scrutiny in the con tex l of robotic implementations. 
Could habituation participate to other higher cogniti ve 
concepts as intuition or fee ling ? How often is this mechani m 
used in an organism's day-to-day ex istence? Doe repetitive 
stimulation in a di ordered or chaoti c temporal manner alway 
trigger habituation? What happens when the input i comp lex 
and comes from cro s-modalitie ? What is i ts re levance in 
li felong adaptati on considering Ll1e variety of li fe pans in 
natural organi m and the mostly fixed dynamics of the neural 
components involved in the habituation process? Above ali , 
should A l agents, such as mobile robots. include thi s kind 
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of natural learning proce ? We des igned blocks B and C of 
the experimental protocol in an auempt to tart an wering 
these questions. The situati ons thal we investigated were very 
impie, but they shed ome light on the poss ible implications of 
the habituation process on larger cogniti ve cenario , pav ing 
the way to include higher natural complexity in fulllre AJ 
agents, both simulated and phys ical models. 
In the bimodality test (Biock B), two diff erent ensory 
neuron generated pi kes on a ingle motoneuron in thecontex t 
of repetiti ve incoming stimuli from two different ource . 
This elllp inevitably reduces the overall pike fi ring rate and 
leads to a decrease in the observed behavioural di placement . 
The present mechanism implies a negati ve down modulati on 
applied at the presynaptic leve!. l t re ult in the reducti on 
of the po t- ynapti c potential, slowing down the motoneuron 
spike rate and reducing the e!Tector activiti es through the 
nonlinear combinati on of the two pcrceived sou rce . One 
can easil y imagine what happens to firing patterns when 
multiple sensors are repetiti vely stimulated, converging and 
merging onto a particular ccli : the response should increase 
but not proportionall y until it reache saturati on or the 
max imum firing li rnit controlled by the refractory period. 
Thu , habituation i just one more way of lowing down the 
input traffic at a specifie synaptic , ite. ln fact, for a nawral 
neural cell , the incoming spikes from several di fferent input 
ource are integrated indi fferentl y, providing only pikes a 
output respon e . Regarding the habilllati on proce s and the 
bimodal ity contex t a input sources, the neural architeclllre 
and connecti ons involved should have al mo t equal impact on 
a neural cell ' output behav iour. 
Input pallerns occurring simultaneously in severa! 
different phys ical modal itic and at multiple temporal cales 
are the rul e in the real world . Some equences are probably 
di tinct and weil organized in the temporal domain, and 
di fferem sources may be perceived at the ame Lime by 
natural organi ms. ln Block C, we tried to figure out how 
to di criminate di fferent temporal inputs at the leve! of an 
arti fic ial synapse through the habituation mechanism. The 
idea wa to reproduce differelll biochemicaJ ca cades involved 
in the nawral process by dynamicall y switching the input 
sequence according to the cho en categorie , based on their 
own temporal characteri ti c . Thi s is a hypothesis thal might 
create an opportunity to enhance the learning arsenal of Al 
agent via a more complex habituation function . 
Synap es pcrturbed by a repetiti ve input adjust their 
response in a given directi on but al so return to their baseline 
leve! eventually when the stimuli cea e. Keeping track of one 
repetiti ve timulu pallcrn wa ea y becau e it wa a oc iatcd 
w ith a specifie !SI and recovery category in the algorithm. 
When severa! stimulus pallerns are captured simultaneously 
on everal time- cales and different amplitudes, the online 
synaptic efficiency modulati on turn out to be fair! y difficultto 
anlicipate. The perception of complex temporal input pattern 
may nced other learning procc ses to full y grab the picrure w ith 
an A S . Thi s may be ba ed on selective stimulus caplllre, 
a in the naLUral neural stimuli preference (i .e. frequencies in 
auditory cell and orientation in place cell) propertie known 
phenomenon. Otherwi e, achiev ing the goal of input de-
multiplexing computati on could be obtained with recun·ent 
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links from neuron to où1er ynap e to maintain ome ignal . 
Al so, neuron parameters such as the refractory period could 
be tuned to a specifie value to filter a small bandwidth, o 
as to re pond only to a preci e temporal partern . M oreover, 
different spatial synaptic configurati ons could capture time 
events differently; the sensor topology and the shape of the 
dendritic tree could al so hclp re olve time-related problem . 
Finally, elaborating or dedicating functi onal artifi cial neural 
circuits such as the hippocampu cou id certainly compute data 
incoming from different sources in severa! temporal sca le . 
Becau e under tanding the world partiall y means perceiving 
silllations in the Lime domain in order to behave and react 
appropriately, manag ing complex temporal cale o f repetiti ve 
input pattern stimuli is a minimal capability to implement in 
an ani fi cial entity. Thi s was our moti vati on for exploring ù1ese 
siLUations, extending the habituati on mode! in the ti me domain 
tore pond to the e ev idence , ba edon current experimental 
knowledge but applied to artificial agents. 
Habituation is involved in broader types . of learning 
and memory, and it i only one piece in the puzzle of 
cognition and adaptation po sibiliti es. Moreover, it may 
interfere or cooperate w ith other types of proce e a in the 
pike-tim ing-dependent pl a ti city [74] 1earning rule. A lthough 
computati onal modelling is often a reducti onist approach , it 
allow one lO rapidl y test hypothe e and explore the limits of 
a mode!' variables. However, simulations may not necessaril y 
renect the real world and the interpretati on of d1e habituation 
algorithm thal is presented in thi s paper may be ri sky without 
uch reali sm. In fact, mimicking a natural process w ith a 
computational mode! in a multi-levcl sy tem such as a mali , 
dynamic artifi cial entity i full of bias inherent to the virtual 
seLUp. 
M odelling biologica l properties for AI agent controllers in 
an allempt to imulate ob ervation of the natural intelligence 
phenomenon is one way to procccd . ln the fiftie , the trend 
wa ba ed on logica l propo itions; later the connectionist 
movement put forward an alternati ve, an implementati on of 
which being the ASNN. AS are more complex, more 
biologicall y plausible, and also more able lO accounL for the 
tcmporal ity aspects of cognition . One might ask: Do we rca ll y 
need to draw from such a decp biological inspiration in Al 
models? The black box between input and output in the real 
world bas to be fi lied somehow and certain! y other models will 
continue to be devcloped wid1 other paradigm . Our po ition 
thal the best example of intelligence aclllall y l ie with 
li ving creatures. atural organisms, however primitive ù1ey 
may be, exhibit frank igns of intelligence. As a bio-in pired 
roboti c branch, we think that caplllring the functi onal aspects 
of some chosen biolog ica lmechanisms and tran fen·ing those 
incrememally in an A 1 agent mode! represents a reasonable 
approach to reproduce the intelligence phenomenon. One 
of these mechanism wc tri ed to highlight in thi article 
wa the habiLUation learning proces . Designing a mali 
artifi cial neural circuit enriched w ith a low leve! but complex 
learning rule such as habituati on rcvealed thal the bio-in pi red 
paradigm used in AJ and robotic cience could fi nd a link at 
the behavioural leve!. 
Wc a Iso validated re ult with ph y ica! robot ( ecti on 2.5, 
ee fi gure 5) and videos are available on the following web 
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site: www.ai future.com/ neurocode/id/ 18/learning-functi ons/ 
non-associati ve-/habiLUati on. In these simulations, we can see 
how robots equipped with the habituation function graduall y 
ignore dark trip stimuli on the floor or to lera te more the faci ng 
oppo ing robot. 
ln conclusion, our study howed thal a habituati on 
func tion can be inc luded in an ASNN mode!. An AS with 
augmented learning coment was embedded in an autonomou 
simulated robot behaving w i thin a dynamic v irtual 30-world. 
Thi s small cognitive system allowed u to imultaneously 
inve tigate the habituation process at many levels, from the 
descripti on o f presynaptic modulation and pike production 
to the ob ervation o f ac tual robot behav iour. Our intention 
wa not ju t to inc lude a standard habiruati on function in an 
A S algorithm ; rather, we expanded the standard model to 
include severa! important recent known feature o f the natural 
process, grounding the computational mode! in a deep bio-
in pirati on to drive the AI agent's adaptive behaviour. ln our 
mode! , habituati on resul ts in rea l changes based on experience; 
it helps robots to ignore vari ous kinds o f repetitive timuli 
patterns and potentiall y concentrate on ù1c ir main task s. 
References 
[ 1) Thorpe W H 1956 Lea rni11g a11d III S! inc/ i11 A11imals 
(Cambridge: Harvard Uni versity Press) 
[2) Thompson R F and Spencer W A 1966 Habituation: a mode! 
phenomenon for the wd y of neuronal substrates of 
behavior Psycho!. Rev. 73 16-43 
[3 ) Graves PM and Thompson RF 1970 Habilllati on: a 
dual-proce s theory Psycho/. Rev. 77 4 19-50 
[4) Rankin C H el a/ 2009 Habituation rev isited: an updated and 
revised description or the behavioral characteri sti cs of 
habilllaLion Neurobiol. Lean 1 .. Mem. 92 135-8 
[5) Castellucc i V F and Kandel E R 1974 A quanta! analys is of the 
synaptic depression underlying habituation of the 
gi ll -withdrawal refl ex in Aplysia Proc. Ncul Acad. Sei. USA 
71 5004-8 
[6) Wicks S R and Rankin C H 1995 Integration of 
mechano ensory Li mu li in Cae11orhabdil is elegans J. 
Neurosci. 15 2434-44 
[7) Acevedo S F, Froudarakis E 1, Kanellopoulos A 
and Skoulakis E MC 2007 Protection from premature 
habituati on requires functional mushroom bodie in 
drosophila Leam. Mem. 14 376- 84 
[8) Rankin C H, Beek C D 0 and Chiba C M 1990 
Caenorhabdi1is e/ega11s: a new mode! sy lem for the sllldy 
of learni ng and memory Behav. Bra in Res. 37 9- 92 
[9) Leu si M P and Bolivar V J 2006 HabituaLion in rodents: a 
review of behavior, neurobiology. and geneLics Neurosci. 
Biobehav. Rev. 30 1045- 64 
[1 01 Sirois Sand Mareschal D 2004 An interacting y tem mode! 
in infant habituat ion J. Cogn. Neurosci. 16 1352- 62 
[ 11) Antonov !. Kandcl E R and Hawki n R D 1999 The 
contribution of facilitalion of monosynaptic PSPs to 
di shabituation and sensiti zaLion of the Aplysia siphon 
wilhdrawal reflex J. Neurosci. 19 10438- 50 
[12) Ba laban PM 2002 Cellular mechanisms of behavioral 
plasticity in terrestria l snail New·osci. Biobehav. Rev. 
26 597- 630 
[ 13] Glanzman DL 2006 The ce llular mechanisms of learning in 
ap l y ia: of blind men and elephants Biol. Bull. 210 27 1- 9 
[ 14) Hawkins RD, Kandel E R and Bai ley C H 2006 Molecular 
mechanisms of memory storage in Aplysia Biol. Bull. 
210 174-9 1 
16 
A Cyr and M Boukadoum 
[ 15] Ye H-Y, Ye B-P and Wang D-Y 2008 Molecular control of 
memory in nematode Cae11.orhabdi1is e/ega11s Neurosci. 
Bull. 24 49- 55 
[ 16] Rudy J W 2008 The Neurobiology of Leaming and /V/emOI)' 
(Sunderland, MA: inauer Associate ) 
[ 17] Whitlow J W 1975 Shan lerm memory in habilllation and 
di habituation J. Exp. Psycho/. 104 189- 206 
[ 18] Vogel E H and Wagner A R 2005 Stimulus speci fi city in the 
habituaLion of the tart le respon e in the rat Physiol. Belwv. 
86 5 16-25 
[ 19] Burrell B D and Sahley C L 1998 Generaliza tion of 
habituation and intrinsic sensitization in the leech Leam . 
Me111. 5 405- 19 
[20] Wang D 1994 Modeling neuralmechanisms of venebrate 
habiwat ion: locus speci fic ity and pattern discrimination 
J. Co111p111. Neurosci. 1 285- 99 
[2 1) Del Ra al E, A lonso L and Moreno R 2006 Simulation of 
habituation 10 simple and muiLiple sLimuli Behav. Proc. 
73 272- 7 
[22] Rankin C H and Carew T J 1987 Developmenl of learning and 
memory in Aplysia: TI . Habiwat ion and dishabituation 
J. Neurosci. 7 133-43 
[23] Beek C D and Rankin C H 1995 Hcat shock disrupts long-lerm 
memory con olidation in Caenorhabcli!is elegans Leam . 
Mem. 2 16 1- 77 
[24] Rose J K, Kaun KR and Rankin C H 2002 A new 
group-training procedure for habituation demonstrates thal 
presynaptic glutamate release contributes ta long-term 
memory in Caenorhabdilis elegans Leam. Mem. 9 130-7 
[25] Ezzeddine Y and Glanzman DL 2003 Prolonged habituation 
of the gill -withdrawa l refl ex in Aplysia dei ends on protein 
synlhesis, protein phosphatase ac ti vity, and po l ynaptic 
glutamate receptors J. Neurosci. 23 9585- 94 
[26] Amano S, Kitamura K and Hosono R 1999 Hierarchy of 
habilllati on induced by mechanica l stimu li in 
Caenorhabdilis elegans Zoo /. Sei. 16 423- 9 
[27] Wang D and Ewen J P 1992 Configurational pattern 
di scrimination re ponsible for dishabilllation in common 
toads Bufo bu fo: behavioral tes ts of the predictions of a 
neural madel J. Camp. Physiol. 170 3 17-24 
[28] Davis M 1970 Effects on interstimulus intervallenglh and 
variability on startle-response habituati on in the rat 
J. Camp. Physiol. Psycho/. 72 177- 92 
[29] Staddon J E R 1993 On rate- ensiti ve behavior Adap1. Behav. 
1 42 1- 36 
[30] Broster Band Rankin C H 1994 EfTects of changing 
intersLimulus interva l during habituati on in Caenorhabdilis 
elegans Be ha v. New·osci. 108 1 0 19- 29 
[3 1] Giles AC and Rankin C H 2009 Behavioral and geneLic 
characteri zalion of habituaLion usi ng Caenorhabdi1is 
elegans Neurobiol. Leam. Mem. 92 139-46 
[32] Rankin C 1-1 and Broster B S 1992 Factors affecting 
habituat ion and recovery from habituat ion in the nematode 
Caenorhabdi1is elegans Behav. Neurosci. 106 239-42 
[33) Rose J K and Rankin C 1-1 200 1 A nalyses of habituation in 
Caenorhabdi1is elegans Leam . Me111. 8 63-9 
[34] Rankin C 1-1 2000 Contex t condili oning, in habituation in the 
nematode Caenorhabdi1is elegans Behav. Neurosci. 
114 496-505 
t35] Staddon J E R 2005 ln terval Li ming: memory, not a clock 
Trends Cogn. Sei. 9 3 12-4 
[36] Mc amara A M . M agidson PD, Linster C. Wilson D A 
and Cleland T A 2008 Distinct neural mechanisms mediate 
olfactory memory formaLion at di fferent Lime ca le Leam. 
Mem. 15 117- 25 
[37] A lonso L, Moreno R, Vazquez M and Santacreu J 2005 
Simulation of the lîltering raie of habituation ta stimuli 
Span. J. Psycho/. 8 134-4 1 
Bioinspir. Biomim. 8 (20 13) 016007 
[38] Steidl S, Rose J K and Rankin C H 2003 Stages of me mory in 
the nematode Caenorhabditis elegans Bella v. Cogn. 
Neu rosci. Rev. 2 3-14 
[39] Bekey G A 2005 Awonomous Robots: From Biological 
Inspiration ta Implemenlation and Control (Cambridge, 
MA: MIT Press) 
[40] Floreano D and Mauiuss i C 2008 Bio- Inspired Artijicial 
Intelligence: Theories, Methods and Technologies 
(Cambridge, MA: MIT Press) 
[41] Belatreche A 20 10 Bio!ogically Inspired Neural NeMorks: 
Models, Leaming, Otld applications (Berlin: VDM Verlag) 
[42] Gerstner W and Kistler W 2002 Spiking New·on Models: 
Single Neurons. Populations. Plasticity (Cambridge: 
Cambridge University Pres ) 
[43] lzhikevich E M 2003 Simple mode! of spik.ing neurons IEEE 
Trans. Neural Ne/W. 14 1569-72 
[44] Maass W 1997 Networks of spi king neurons: the third 
generation of neural network models Neural Nerw. 
10 1659-7 1 
[45] Maa s W and Bishop CM (eds) 1999 Pu/sec! Neural Ne11 vorks 
(Cambridge, MA: MIT Press) 
[46] Di Paolo E A 2002 Spike timing dependent plastici ty for 
evolved robots Ac/apt. Beha v. 10 243-63 
[47] Wang X, Hou Z-G, Zou A, Tan M and Cheng L 2008 A 
behav ior controller ba edon spik.ing neural networks for 
mobi le robots Neurocompwing 71 655- 66 
[48 1 Stan ley J C 1976 Computer simu lation of a mode! of 
habituation Narure 261 146-8 · 
[49] lnnis N K and Staddon J ER 1989 What should comparati ve 
psychology compare? !111. J. Camp. Psycho!. 
2 145- 56 
[50] Wang D L 1993 A neural mode! of synaptic plasticity 
underl ying short-lerm and long-lerm habituation Adapr. 
Behav. 2 111 - 29 
[5 1] taddon J ER and Hi ga J J 1996 Multiple ti me sca les in 
simple habituation Psycho!. Rev. 103 720- 33 
[52] Staddon J E R 200 1 Adaprive Dynamics: The Theoretica/ 
Analysis of Behavior (Cambridge MA: MIT Press) 
[53] Gutierrez-Osuna R and Gutierrez-Galvez A 2003 Habituation 
in the Klil olfactory mode! with chemica l sensor arrays 
IEEE Trans. Neural Nerw. 14 1565-8 
[54] Marsland S 2009 Using habituation in machine learn ing 
Neurobiol. Leam . Mem. 92 260- 6 
[55] Mars land S, Nehmzow U and Shapiro J 1999 A mode! of 
habituati on applied to mobile robo ts Proc. TIMR 99 
'To11 ·anls Iwelligent Mobile Robots' (Bristol) Report 
UCMS-99-3- 1 
[56] ti le B W and Ghosh J 1997 Habituation based neural 
networks for spat io-remporal classificati on Neurocompuring 
15 273- 307 
[57] Lara R and A rbib M A 1985 A mode! of the neural 
mechani m re ponsible for pattern recognition and 
stimulus specifie habituation in toad Biol. Cybem. 
51 223- 37 
17 
A Cyr and M Boukadoum 
[5 8] Broekens J, Koe ters W A and Verbeek F J 2007 Affect, 
anticipation, and adaptation: affect-controlled selec tion of 
anticipatory simulation in anificial adapti ve agents Ac/apt. 
Beha v. 15 397-422 
[59] Marsland S, ehmzow U and Shapiro J 2005 On-li ne novelty 
detection for autonomous mobile robo ts Robot. 
Auronomous Sysr. SI 19 1-206 
(60] Chang C 2005 Using sensor habi tualion in mobile robots to 
reduce osci llatory movements in narrow corridor IEEE 
Trans. Neural Nerw. 16 1582-9 
[61] Si rois S 2005 Hebbian motor control in a robot-embedded 
mode! of habituation Proc. IEEE lnr. Joinr Conf on Neural 
Ne11vorks 5 2772 
[62] Chie! H 1 ;md Beer RD 1997 The brain has a body: adaptive 
behavior emerge from Interactions of nervous sy te m. 
body and environment Trends Neurosci. 20 553-7 
[63] Chris leyR 2003 Embod ied artifi cial intelligence Arr if ft llell. 
149 131-50 
[64] Pfeifer R 2007 How rhe Body Shapes rhe Way We Think: A 
New View of Imelligence (Cambridge, MA: M IT Pres ) 
(65] Z iemke T 2003 What's that thing ca lled embodiment? Proc. 
25th Annual Meering of the Cognitive Sei. Society (Boston, 
MA) ed R A lterman and D Kirsh (Mahwah, J: Lawrence 
Erlbaum) pp 1 134-9 
[66] Mataric M 2007 The Roborics Primer (Cambridge, MA: MLT 
Press) 
[67] Wang P and Goenzel B (eds) 2007 lntroducti on: aspects of 
arlificial general intelligence Advances in Artific ial General 
Intelligence: Concepts, Architectures and Algorithms 
ed B Goenzel and P Wang (Amsterdam: lOS Press) 
(68] Johnston J 2008 The Allure of Machinic Life: Cybem erics, 
Artijicial Life, and the New A l (Cambridge. MA: MLT Press) 
(69] Sendhoff B, Korner B, Sporns O. Ritter H and Doya K 2009 
Crea ting Brain-like lnrelligence: From Basic Princip/es ro 
Camp/ex Imelligent Systems 1 t edn (Berlin: Springer) 
[70] Krohs U and Kroes P 2009 Functions in Biological and 
Artificial Worlds: Comparati ve Philosophica/ Perspectives 
The Vienna Series in Theoretica l Bio logy (Cambridge: MIT 
Press) 
(7 1] Cyr A. Boukadoum M and Poirier P 2009 Al -STM COG : a 
simulator for spi king neurons and mu ltiple animat 's 
behav iours Neural Comput. Appl. 18 43 1-46 
[72] Cyr A. Thériault F and Boukadoum M 201 2 NeuroSim: a 
virtual 30-worldto inves tigate the intelligence phenomenon 
within the perspecti ve of' bio-inspired robotic agents Virrual 
Worlds- Anificial Ecosystem and Digiwl Arr Exploratiou 
ed S Bornhofen, J-C Heudin. A Lioret and J C Torre! (Pari s: 
Science eBook) pp 167-85 
[73] Abbott L F and Kandel E R 20 12 A computational approach 
enhances leaming in aplysia Na ru re Neurosci. 5 178- 9 
[74] Cyr A and Boukadoum M 2012 Classical conclitioning in 
di fferent temporal constraints: an STOP learning rule for 
robots controlled by spi king neural networks Ac/apt. Behav. 
20 257- 72 
ANNEXEC 
ARTICLE 2 :CONDITIONNEMENT CLASSIQUE 




20(4) 257- 272 
Classical conditioning in different 
temporal constraints: an STOP 
learning rule for robots controlled 
by spiking neural networks 
© The Author(s) 2012 
Reprints and permissions: 
sagepub.co.uk/journalsPermissions.nav 
DOl: 10.1177/1 059712312442231 
adb.sagepub.com 
® SAGE 
André Cyr and Mounir Boukadoum 
Abstract 
This work investigates adaptive behaviours fo r an intelligent robotic agent when subjected to temporal stimu li consisting 
of associations of contextual eues and simple reflexes. This is made possib le thanks to a novel learn ing ru le based on 
spike-timing-dependent plasticity and embedded in an artificial spiking neural network serving as a brain-like controller. 
The subsequent bio-inspired cognitive system carries out different classical condition ing tasks in a controlled virtual 30-
world whi le the timing and frequency of unconditioned and conditioned parameters are varied. The results of this simu-
lated robotic environment are analysed at different stages from stimu li capture to neural spike generation and show 
extended behavioural capabilities by the robot in the temporal domain. 
Keyword 
Spike-timing-dependent plasticity, spiking neuron, bio-inspired robotics, classical conditioning 
Introduction 
One consensua l fea ture of intelli gent behaviour is adap-
ta ti o n through experience. Beca use o f thi , lea rning a nd 
memo ry have received wide a ttention in the neu-
roscience litera ture a nd certa in neura l structures a ppea r 
Lo play a n essenti a l ro le in these processes when een 
fr om a high-level perspecti ve (Rud y, 2008) . La ma iler 
bi o logica l ca le, the yna pse a ppea rs Lo be of pa ra-
mo unt importa nce, underlying phy ica! changes tha t 
dri ve these lea rning a nd memo ry processes. In pa rti cu-
la r, the yna ptic informa tio n excha nge a nd modulation 
effect a re thoughl to be the unde rl ying mecha ni 111 o f 
the pla ticity pheno meno n (Cowa n, Südho f & Stevens, 
2001 ). The bi ochemica l yna pse ca n thu be viewed as a 
highl y adapted dynamica l deviee tha t can d istingui h 
be tween loca l ac ti vitie resulting fro m distinct tempo ral 
events occurring a t bo th ends o f a ne UI·on . These fea-
tures a llow the synapse to act a a plas tic ga te ex hibit-
ing coincidenta l detecti o n a nd directiona l syna ptic 
cha nge in response to a tempora l o rder o f pre- a nd 
post-spikes (Markra m, Lubke, Frotscher & Sa kma nn , 
1 997) , where the precise spike timing a nd frequencies 
a re a mo ng the elements causing these physica l changes. 
Fo r insta nce, it is known tha t repetiti ve spike pa iring 
induces short- a nd long-term po tenti a ti o n o r depression 
(L TP/ L TO) o f the syna pse, bence showing experimen-
ta l co rrela te o f the H ebbi an the01·y. The e proces es 
a re tho ught to lead to the elementa ry memo ry trace 
in the bra in , fo rma li zed by syna ptic weight (Letzku , 
Kampa, & Stua rt , 2007). 
The tempo ra l co rrela tio ns o f pre- a nd post-syna ptic 
spiking acti vity a re known to result pa rtia lly in a spike-
timing-dependent plas ticity (STOP) process (Bi & Poo, 
1 998) . However, there rema in pending is ue with the 
theo reti ca l STOP concept (Pfi ter, 2006) a nd its future 
directi o n (Ma rkra m, G erstne r, & Sjo trom, 201 1 ). 
One is ils no n-linear regula ti on (Sho uva l, Wa ng, & 
Wittenberg, 2010) a nd a tura ti o n mecha ni ms to pre-
vent the endless build-up o f weights fro m repeti tive 
associa tio n . a tural burt piking a nd indi vidua l spike 
frequencies a lso influence the TOP learning curves . . 
The introductio n of bomeosta tic bo undarie a nd 
d own-sca ling processes from other pa ra meter may 
a l o re train weight growth. A biologica ll y plausible 
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mecha nism bas been pro po ed (R obert & Leen, 20 1 0) 
to exp lain the dawn-regu lation synaptic weight cause 
from non-correla tiona l pike time-pa iring. As a result , 
the curren t computa tiona l syna ptic models ap pea r to 
di splay a proper ba lance between plas ticity leve ls in 
response to co ntinuous dynamical input- output in for-
ma tion , and ufficient tab ility for the memory reca ll 
process. 
Recently, the STDP feature have been re-exanlined 
in the light of the la rge experimenta l data accumulated 
o n the subjec t (Capora le & Da n, 2008). The ensu ing 
models point to va ri o u econda ry me enger pathways 
a ca uses for the dynamic of STDP (Bi & Poo, 200 I· 
Bo hte & Mozer, 2007; Da n & Poo, 2006; Kistl er & va n 
Hemmen, 2000; Robert & Bell , 2002; Song, Mille r, & 
Abbott, 2000) , that mostly impact the syna ptic we ights 
by dyna mically modula ting the widtb a nd amplitude of 
the critical time window from the co incidenta l pre--po t 
o r post- pre pike respon e. These fïndings ca li fo r new 
integra tive models of synaptic effect that acco unt 
for both the temporal a nd rate co nstra ints of s pike 
coding. The artifïcial sp iking neural network (ASNN) 
(Chri todoulo u, Bugma nn , & Clarkso n, 2002; Gerstner 
& Kis tler, 2002; Izhikevich, 2003; M aass & Bishop, 
1999) is o ne such unita ry spike reso luti on model 
(Bohte, 2004) that has been popula r for cognitive and 
robotic modelling in recent yea rs. Synaptic p las ticity 
(M ehrta h et a l. , 2003) a nd more specifica ll y STDP 
lea rning have a l o been combined with AS to inve -
tigate biologica l netwo rk (Bu h, Philippide , 
Husba nds, & O 'Shea, 20 1 0; F lo ria n, 20 1 0; K emp ter, 
Gerstner, & H emmen, 1999; o ula, Alwan , & Beslon , 
2005; Wang, Hou , Zou, Ta n, & C heng, 2008). 
However, efforts to combine STDP, LTP/LTD a nd 
AS s for ro botic a pplica tions a re less co n1J11 on 
(A lnajj a r & Mura e, 2008; A lnajja r, Zin , & Murase, 
2009; Arena , D e Fiore, Pa ta ne, Pollino & Ventura , 
2009; Di Pao lo, 2002). A po ible explana ti on fo r thi s 
is that the added layer of tempora l constra ints from the 
sensory stimulu protocol (F roemke & D a n, 2002) ca ll s 
for integrat ive models acco unting for the whole chain 
of delays that ex ist between timuli , from their detec-
tion by transducers , to the pro pagation of interna i 
spikes patterns in the neura l circuit, to the final m o to r 
behaviour. 
This paper contribute to the ubject by examining 
associa tive lea rning, a well- known aspect of class ica l 
conditi on ing (Schmajuk, 20 1 0) th at bas a lready been 
tudied with ASS (Lieu & Shapiro, 2007) , when 
reduced to the leve! of a sma ll neura l circuit that o per-
a tes under a STDP rule. The objective is to expand the 
temporal d omain of adap tive behaviour in the robotic 
field by explo ring the lea rning responses from diffe rent 
a ociative temporal s timuli co ntexts. A bio-inspired 
ASS mo del with a novel STDP lea rning func ti o n i 
u ed fo r thi pUL·pose. The propo ed brain- Li ke contro l-
1er is embedded in a virtua l robot tha t evo lves in a 
Adoptive Behavior 20(4) 
dynamical 3D-world to addres the fo llowing question: 
how does a robot learn a ociation between ex terna t 
tempora l stimuli patterns a nd modulate its reflex beha-
vio ura l repe rtoire as a result? As a partia l answer, we 
propo e a STDP rule thaL modulates synaptic strength 
from the occurrence of pre- po L o r post- pre spikes, 
tempo ral~ y co rrela ted with in a critica l time window, 
a nd a lso integra tes the influence of traditiona l pa ired-
spikes timing with paired a nd indi vidua l spikes fre-
quencies within the STDP rule, thus leading to a tem-
po ra l a ll-to-a ll spikes interacti on model. 
C urrent STDP mode! ca n exp la in experimenta l 
data under contro lled protocols, but remain incapable 
Lo do so fo r random spiking pa llerns Lh a t a ri e in natu-
ral situatio ns (Dan & Poo, 2006). These models fa il 
a Iso to encompass the en tire di ve rsity of synaptic plas ti-
city a nd rela ted experimenta l data for a li known STDP 
a ttributes . A step to address these shortcomings is the 
development of a STDP rule where each individua l 
pre- o r post- yna ptic spike pattern, o r timed combina-
tien of pa ired pr po t or post- pre pi ke , tri gger a 
unique time-delayed event that modifie the syna p e. 
D epending on the paired- pike timing, pikes pairing 
frequencies a nd indi vidua l pre- a nd po t- pike fre-
quencies (Verhoog & Man ve lder, 20 11 ), different 
cour es of action ca n take place to produce ynaptic 
cha nges in reaction to tempo ra ll y co rrela ted neura l 
inputs a nd o utputs. The post-spike effect bas been 
inve ti gated in experimenta l tudies, but few reports 
ex i t in literature o n a pre- pike effect (Sho uva l, Wa ng 
& Wittenberg, 20 1 0) . In this wo rk, we pro po e to use 
pa ired- pikes timing, spikes pairing a nd indi vidua l pre-
a nd po t-spike frequencie a features in an a ll-to-a ll 
STDP m ode!, where the syna ptic changes integratio n 
influences the a rtifici a l agent 's lea rning curve a t the 
behav ioura l level. When spike frequencies a re put in 
co rrelat ion with ex te rnat s timuli pa tterns occurring 
over diffe rent timesca les, they may help the agent cate-
go ri ze o r respond differentl y to ce rta in inputs, a in 
ela sica ! conditio ning observatio ns. Communica ti on 
a nd context eue in navigation a re examples of situa-
tions where temporal structured in forma ti o n could 
potentia Uy be mean ingful to Al agents. 
In the simulations we repo rt, the AI agent reflects 
two po le : relevant bio logica l facts at the tempo ra l sca le 
a nd actual robotic possibilities. This enables compari-
sons between AI a nd na tura l agents without seeking to 
achieve the strict accuracy of the latte r. In th is sense, 
bio logy becomes a too l fo r bu ilding bio- insp ired AI 
agent (Florea no & Mattiussi , 2008), and there may be 
a l o ad va ntage to the rever e cena ri o. 
The ba la nce of thi paper i o rga nized as follows: 
fir t we extend a tandard STDP rule by merging non-
linea r effects, saturatio n mecha nism , relat ive spike 
timing, spike pairing frequency , a nd individua l pre-
a nd post- pike frequency vari a bles. Second , we inc lude 
the no vel STDP rule in a n ASNN mode!. Third , the 
Cyr and Boukadoum 
ASSN ac ts as a bra in-controller fo r a simula ted robot 
eq uipped with enso rs a nd effectors, ena bling it toper-
ceive a nd act in a virtua l 30-wo rl d. Fourth , different 
tempora l se ts o[ timulus spikes are app li ed into the 
vir tua l world whi le the robot is al rest a nd when it 
moves freely. We present the results of the lea rning 
funct ion a t the behavioura lleve l of a minimal cogniti ve 
system. Fina ll y, we cha llenge the imulated robot in 
trad itio na l Pavlovia n ta ks. 
2 Methodology 
The A l agent i a imula ted robot (rep lication o f 
Khepera III , K-Team co.) using an ASNN a brain-
contro ll er. The robot i made to perform conditio ning 
ta ks within a virtua l 30 wo rld . Different stimuli 
protocols a re a pplied to cove r the different tempora l 
aspects of the STOP lea rning rule. The framework 
is prov ided by AI-S IM COG (Cyr, Bo ukado um , 
& Po irier, 2009), a neura l simulato r softwa re dedicated 
to investiga ling the globa l intelligence phenomeno n. 
A l -SIMCOG ca n simultaneo usly ha ndle multiple 
a bstracti o n leve ls, from the deta iled ynaptic mode! to 
the behav io ur observed in severa ! autonomous mo bile 
robo t . The platform is large ly inspired from low-leve l 
biologica l knowledge, neura l info rmation processing 
and the embod iment paradigm (Chie! & Beer, 1997), a li 
app lied to cognitive robotic a nd a rtifï cia l li fe models, be 
they virtua l o r phy ica! A l age nts. An impo rta nt feature 
o f AI-SIMCOG i it AS ed ito r, which includes 
buill-in ba ic lea rning funct ions a nd the faci li ty to 
lran la te the ASNN description in to code for a ph ysica l 
ro bot. 
To better understand the enhanced STOP rule, a 
brief survey of A l-SIMCOG 's ASNN implementa tion 
i given in Section 2.1. Then, a descript ion of the exte r-
nal hape a nd the neural a rchitecture of the simulated 
robot follow in Section 2.2. F ina ll y, the experimenta l 
protocol including the context a nd Lasks 'tccompli shed 
by the virtua l robot to demonstra te the strength of the 
STOP a lgo rithm a nd its impact on the ro bo t' s beha-
viour a re described in Section 2.3. 
2.1 ASSN: interna/ dynamic description 
The AS N a lgo rilhm of AI-SIMCOG relie o n 
repeated discrete-time cycle th a l use pre-slored 
sampled function hape . The different variables a re 
updated through pre-determined numerica l look- up 
tables instead of u ing differentiai equa ti ons as do ne in 
tandard leaky in tegrate-and-fïre (LIF) ASNNs. The 
table co ntent a re percentage sca la r numbers deri ved 
from respon e curves a nd relevant co nstants represenl-
ing the majo r phenomenologica l a pects of CU ITent 
neura lmodels. An ad va n tage of this equi va lenlmethod 
is a significa nt ga in in computa ti o na l efficiency, since 
no com plex ca lcula ti o n a re needed o nline, a nd the 
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a bility to use a rbitra ry response sha pes without the 
need for prior a na lytic formulas; the di sad va ntage i a 
potenti a l loss of accuracy in compariso n with using 
continuo us time fu nctions, and the lack of c losed form 
o luti ons. Depending on the ize and comp lex ity of the 
neural arch itecture under inves tiga tion , the du ra ti o n of 
one step cycle ca n be tuned to o ne-milli second resolu-
ti o n for rea l-world app li ca ti o ns, whi le taki ng into 
acco unt the limitat io n of the Lime buffers of physica l 
sen o rs a nd the minimal CPU effïci ency. 
The ma in property of AI-SIMCOG's neurons is 
based on the membra ne potentia l's dyna mic behavio ur, 
va rying accord ing to vario us s tored non- linea r curves 
in response to the integration o f mu ltiple inputs. An 
in put con is ts o f simu la ted excita tory o r inhi bitory cur-
rents inducing a loca l post-synaptic potentia l varia ti o n. 
The a rtifici a l elect rica l CUITent come from different 
so urces: ex terna l sti mulus proce es perceived fr om 
tra nsducers attached to en o ry-neuro n , neuromod u-
la to rs, neura l sp ike and virtual electrodes . The thresh-
olds a re fïxed by the user a nd , when crossed , lead to a n 
acti o n potentia l of a prede termined shape. The Lime-
frame fo r the refrac tory period variable is settable . The 
after- pike return va lue i a no ther pa ra meter, crea ting 
a momentary hyperpolarized state and modulating the 
behaviour of the membra ne potential curve. An inter-
nai neural leak feature is a lso included , a llowing the 
membrane potential to relax to a steady homeosta tic 
re ting state if desired , as done in AS models with 
LIF neuro ns. A tronger leak for neurons is an o ption , 
~ntroduci ng continuo us intrinsic spike oscill a tions or 
endogeno u pacemaker beats. Thi cha racte ri st ic add 
a usefu l dynam ic feature to the AS in ituatio ns 
lacking sensory input, as often seen at the tart of a 
imulatio n. The ini tia l conditi ons for a li AS con-
sta nts a nd va ri ables a re manually set, ' but co uld a lso 
be tuned by compu tationa l a lgo rithms or evolutiona ry 
strategies . 
eurons connect via single o r multiple synaptic link 
for a rbitra ry ne twork topologies. The synaptic proper-
ties determine the e ffect o n the post-synaptic unit: a 
positive o r negative inwa rd CU ITent. AI-SIMCOG's 
ynaptic models a ll ow simulta neou integration of mul-
tiple lea rning rules , occurring over different tempora l 
sca les. The static number found in traditiona l AS 
models for the weight va lue is rep laced by a row in the 
built-in look-up tables, operating on a determined time 
interval. Therefore, a specifie yna ptic weight co r-
re ponds to a percentage number that mul t iplies avec-
tor in the ta ble, a nd it in tantaneou va lue is one of 
the resulting vector element . When a weig ht vecto r is 
so li cited , it mimics a tandard a lpha curve (modelled as 
the difference or two exponenti al shapes) fo r a n excita-
tory o r inhibito ry post-synaptic potenti a l, EPSP or 
IPSP, wl1ile o ne of the weight vectors in the look-up 
table (synap ti c ma t!·i x) will provide the po t-synaptic 
potential varia ti o n sequence depending o n the 
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Figure 1. AI-S IMCOG general description. 
intensity ra nge of the loca l membrane potenti a l va ri a-
tio n produced by ynaplic acli vity. The e a re simula ted 
by loca l current cha nges, summed up and integrated 
with the membrane po tenti a l, eventua ll y crossing a 
de termined threshold for the emissio n of spikes. When 
the output spikes ta rget syna pses, the effect is to gener-
ale a fluc tua tion in the membra ne potentia l o f the 
receivi ng post-syna ptic neuro n, depending on the 







Vector AMPA : PSP Vector NMDA : PSP 
100 = 9, 14, 11, 7, 3 100 = 3, 6, 9, 8, 6, 4, 3, 1 
50 = 6,11, 8,5,2 50 = 2, 4, 8, 7, 5, 3, 2, 1 
10 = 3, 7, 5, 3, 1 10 = 1, 2, 5, 4, 3, 2, 1, 1 
1 = 1, 5, 3, 2, 1 1 = 1, 2, 4, 3, 2, 1, 1, 1 
Adoptive Behavior 20(4) 
neura l netwo rk re ponses a re furt he r processed a 
input to va ri o u target (inlerneuro n, mo toneuron a nd 
effecto r), eventua ll y producing acti on in the rea l o r 
virlua l wo rld . Figure 1 summa ri ze the AI-SIMCOG 
general action sequence and a give n interna i configura-
lion is illustra ted in Figure 2. 
2.2 STDP mode/ 
The main parameter in vo lved in thi s proposed STDP 
mode! a re the spike timing, the frequency of pa ired 
pike , the individua l frequency of pre- a nd po t-sp ikes 
a nd dyna mic et of syna ptic weight vecto rs associa ted 
with these va ri ables. A vo ltage va ri a ti on scheme is used 
fo r the determination of the spike timing as we il as the 
100 
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Figure 2. Arti fic ial spiking neural networks (ASNNs) primary internai mechanisms. Top left: Capture of a discrete external stimulus 
by a transducer component and normalization after sigmoid processing, resulting in a single scalar percentage number. Top right: 
Percentage stimulus intensity corresponding to a pattern of receptor potential variation of an alpha function shape (S I-S4) 
integrated in the membrane potential of the sensory neuron . Bottom left: Normalized synaptic weights ( 1- 1 00), where each weight 
corresponds to vectors composed of scalar numbers varying in ti me and ampl itude. These vecto rs are the post-synaptic potential 
(PSP) to integrate an d depend on the current state of the membrane potential. Bottom r ight: Typical mem brane potential (Pm) curve 
starting at the rest potential (Pr), non-linearly ascending to reach the threshold and provoking a spike of a given absolute refractory 
period. lt is followed by a short hyperpolarization state, and a graduai return to the rest potential. 
Cyr and Boukadoum 
representation o f the syna ptic weights. T herefore, th is 
STDP rule could be qua lj fted as a membra ne po tenüa l-
dependenl proce s. A il kine tics funct io ns used in the 
a lgo rithm are based o n the qua lita ti ve shape of the 
functi o ns found in expe rimenta l da ta. 
The STDP a lgo rithm i ba ed on m ultip le condition 
(F igure 3, left) pa inting to a ma u·ix of numerical vectors 
a nd a pp li ed on li ne a l each t ime step. Vectors a re bui lt 
with pe rcentage sca la r numbers repre enting the goal of 
the ex pected syna ptic change. The ftrst rule imp lies a 
sy na ptic weighl varia tio n in response to the tempo ra l 
o ff el between pre- and posl-synaptic ft ring (Figure 3, 
ri ght). H ere, the pre- yna ptic neuron is designa ted A 
a nd the post- ynapl ic neuro n B. lf nelll·on A fires 
before neuro n B (ca usa l mode) in a de lim ited narrow 
lime window, the syna ptic weight increase with some 
va riat io n from the c ui-rent weigh l depending of the 
exact timing. The closer the paired spikes a re in Lime, 
the mo re the syna ptic strength will change. This no n-
linea r tempo ra l rela tio n constilutes the ftr t index of the 
syna ptic ma tJ·ix embedded in the STDP lea rning ru le. 
ln the oppo ile situation , o r aca usa l mode, if neuron B 
ftre befo re neuro n A, the synap tic weight decrea e . 
The re ulta nl curve shape is no t the perfect mirror 
image of the cau a l mode a nd a slight asymmetry ex ists 
between the two re pon es. The ri ghl side of Figure 3 
highlights the e rela ti o n between synaptic changes a nd 
p ikes t iming from a STDP pa rad igm (ba ed o n a sell e-
ma tie drawing of experimenta l da ta from Bi & Poo, 
1998) . 
O nce a spike i detected , a n internai clock s ta rts for 
the neuron emitter (A) with a reset delay timefram e of 
100 cycles. l f a ta rge t ne uron (B) emits a spike with in 
the relevant time period (causa l mode), then the applied 
STDP ru le hift momenla ry the synapti c vector poin-
te r Loward a h igher number wh ich increa e the effect of 
eventua l EPSP or IPSP . On the conlra ry, if the pre-
synaplic ne uro n (A) receive a pike from the posl-
synaptic ne uron (B) prior to it pike emissio n, mea n-
ing a non-correla ti ona l associa tion , the n the ynaptic 
vecto r po inter o r we ighl will decrease. othing 
If paired spikes occured within a defi ne ti me steps 
Set lndex1 = Paired-Spike lnterval 
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happens when a spike occurs out o f the t ime bound-
a ries (which can be set Lo co rre po nd Lo a ny desired 
times) , exceed ing the ex pected biologica l syn ap tic beha-
viour. Tbu , for each pair of pikes occurring on the 
deftned tempo ra l wind ow, rega rdless of the causa l or 
aca usa l mode, a unique sca la r number is d ynamica lly 
a ttr ibuted from the precise timing of the spike . Th is 
number i co nve rted to one of ftve predete rm ined cate-
go ries , corresponding Lo the ftrs t index of t he synaptic 
vector or the desire we ight modu la tion to come. 
To reach a ny reassigned yna ptic we ight in the 
ma tJ· ix, higher o r lower, the respon e is nol instanla-
neou but occurs witbin a predeft ned period of cyc les 
(positive exponentia l a nd decay functions sel a rbit rary 
on ftve cycles). T hi la tency pa ra meler reli es on bio logi-
ca l p la usib ili ty where syna ptic cha nges occ Lu· on va ry-
ing timesca les a nd differen t tempora l lengths, from 
mi lli seconds Lo minutes, depending o n the underlying 
biocbemica l mecha ni sm route (may renects a n ea rly 
phase of L TP/ L TD) . A l o, if successive co rrela ti o ns of 
different t imings of pa ired pi kes occur, then the inte-
gra ti on of this pa rt of the STDP rule i done by aver-
aging a li processes o n li ne. 
The second index refers to the lime interva l between 
each pair of pikes o r the effect of d ifferent frequencie 
of pa ired spikes o n the synap tic weigh l va ri a ti on 
response. T hu , the d ifferent paired spikes contribute 
unequa ll y to the dynamica l yna ptic process , depending 
on a tempora l o rder pa rameler o r the nea res t-neighbour 
in teraction. For example, two pa irs of spikes with the 
ame timing between the pre- and post- pike, occur ring 
with 20 cycles of d ifference wi ll produce m o re syna ptic 
cha nges than when they a r sepa ra ted by 50 cycle . This 
freq uency- STDP fea ture sta nds o n the same logic fo r 
trace (vo ltage) left by a specifie event. The ft ve tem-
po ra l ca te go rie a re the sa me as the timing pa ramete r. 
In add iti on to the tim ing of pa ired sp ikes a nd fre-
quency of pa ired pikes, we a lso model synaptic plast i-
city depende nce for indi vidua l spike freque ncies a ri sing 
independentl y on both ynap ti c side . The pre-syna ptic 
spike frequencies may a lte r the yna pse as fo und in 
Syn:apUo 
Ch:m ges 
Set lndex2 = Mean of frequencies (lnter-Paired-Spike lnterval) 
Set lndex3 = Mean of individual pre and post-spike frequencies 
Categorize each index = [1 -5)-[6-1 0)-[11 -25)-[26-50)-[51 -100) 
Depending on causal or acausal mode 
-> Point to a specifie vector number in the matrix (synaptic change) 
Adjust the current synaptic weight with the synaptic target 
If there is a forgetting term (recovery function) 
-> Ad just the current synaptic weight to the original value 
Ti me 
Figure 3. Left: summary of the spike-t im ing-dependent plas t icity (STOP) algorithm. Right: general qualitative curves representi ng 
the synaptic changes as a function of timed pre-post an d post-pre spikes, leading to long-term potentiation or depression (LTP or 
LTD) for specifie protocols. Si milar curves are obtai ned for paired-spikes interval and the individual spike frequency parameters. 
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s h o r t - t e n n  p l a s t i c i t y  c o n c e p t ,  w h e t h e r  i t  i s  w i t h  p a i r e d -
p u l s e d  f a c i l i t a t i o n ,  p o s t - t e t a n i e  p o t e n t i a t i o n ,  a n d  s e n s i -
t i z a t i o n  o r  h a b i t u a t i o n  m e c h a n i s m s .  T h e  i d e a  i s  t h a t  
s e v e r a ]  c o n s e c u t i v e  p r e - s y n a p t i c  s p i k e s  i n f l u e n c e  t h e  
s y n a p s e ,  e v e n  w h e n  t h e y  a r e  n o t  p a i r e d  w i t h  a  p o s t -
p i k e .  T h e  p o s t - s y n a p t i c  s p i k e  f r e q u e n c y  a l s o  m o d u -
l a t e s  t h e  s y n a p s e  f r o m  b a c k - p r o p a g a t i o n  c u t T e n t  a n d  
c a l c i u m  c o n c e n t r a t i o n  m o d i f i c a t i o n .  F o r  e x a m p l e ,  i f  
n e u r o n  A  e m i t s  t w o  c o n s e c u t i v e  p r e - s p i k e s  f o l l o w e d  b y  
t h e  e m i s s i o n  o f  a  s i n g l e  p o s t - s p i k e  f r o m  n e u r o n  B  
w i t h i n  t h e  c r i t i c a l  L i m e  w i n d o w ,  t h e n  t h e  s y n a p t i c  
w e i g h t  w i l l  i n c r e a s e  m o r e  t h a n  i n  t h e  c a s e  o f  a  u n i q u e  
p a i r  o f  s p i k e s .  T h i s  s i t u a t i o n  i s  d e s i g n a t e d  b y  a  2 :  1  o r  
p r e - - p r e - p o s t  s p i k e  c o n d i t i o n .  C o n s e c u t i v e  e m i s s i o n  o f  
p r e - o r  p o s t - s p i k e s  w i l l  b e  s a t u r a t e d  b y  t h e i r  o w n  r e f r a c -
t o r y  p e r i o d .  T h e  h i g h e s t  f i r i n g  f r e q u e n c y  r e s u l t s  i n  t h e  
s t r o n g e s t  s y n a p t i c  c h a n g e .  F o r  e x a m p l e ,  i f  n e u r o n  A  
p r o d u c e d  t w o  c o n s e c u t i v e  s p i k e s  w i t h i n  10 0  c y c l e s ,  i n  
o n e  c a s e  s e p a r a t e d  b y  e i g h t  c y c l e s  a n d  i n  t h e  o t h e r  b y  
8 0  c y c l e s ,  t h e  f i r s t  c o n d i t i o n  w i l l  h a v e  m o r e  i m p a c t  o n  
t h e  s y n a p t i c  c h a n g e  i f  i t  i s  f o l l o w e d  b y  a n y  s p i k e  o f  n e u -
r o n  B  o c c u r r i n g  w i t h i n  t h e  t i m e f r a m e  l i m _ i t  o f  t h e  S T D P  
f u n c t i o n .  T h e  s a m e  l o g i c  a p p l i e s  i f  n e u r o n  B  t i r e s  t w i c e  
a f t e r  t h e  p r e v i o u s  e m i s s i o n  o f  a  s p i k e  f r o m  n e u r o n  A .  
T h  u s ,  i f  m o r e  p r e - o r  p o s t - s p i k e s  o c c u r ,  m o r e  s y n a p t i c  
e f f e c t  i s  e x p e c t e d  d e p e n d i n g  o n  t h e  t i m i n g  a n d  i n d i v i d u a l  
s p i k e  f r e q  u e n c y .  T h i s  f a c t o r  c o n s t i t u t e s  t h e  t h i r d  i n d e x  o f  
t h e  s y n a p t i c  m a t r i x ,  v a r y i n g  b e t w e e n  0  a n d  10 0  a n d  s e g -
m e n t e d  i n t o  t h e  s a m e  f i v e  p e r c e n t a g e  n u m b e r  c a t e g o r i e  
a s  i n  t h e  p a i r e d  s p i k e s  t i m i n g .  T h i s  a d d i t i o n a l  t e m p o r a l  
r e l a t i o n  f e a t u r e  a l s o  s u s t a i n s  a s y m m e t r i c  c u r v e s  b e t w e e n  
c a u s a l  a n d  a c a u s a l  m o d e s .  S p i k e  f r e q u e n c i e s  c a n  c h a n g e  
i n s t a n t l y  d u r i n g  a  s i m u l a t i o n  a n d  a  s u m m a t i o n  i s  a v e r -
a g i n g  o n l i n e ,  i n t e g r a t i n g  a l i  p r e v i o u s  s p i k e  f r e q u e n c i e s  
o c c u r r i n g  o n  b o t h  n e u r a l  s i d e  e l e m e n t s .  T h i s  i n d i v i d u a l  
s p i k e  f r e q u e n c y  v a r i a b l e  g i v e s  n o w a  c o h e r e n t  i n t e r p r e t a -
t i o n  t o  m a n a g e  a n y  n e u r a l  s p i k e  p a t t e r n ,  i n c l u d i n g  p o s s i -
b l e  f u t u r e  a d d - o n s  i n  t h e  A S N N  i n  t h e  f o r m  o f  n e u r a l  
b u r s t  f e a t u r e s  o r  n o i s e  f u n c t i o n v .  
A f t e r  p r o c e s s i n g  t h e s e  t h r e e  i n d i c e s  o f  r e l a t i v e  e q u i v -
a l e n t  i m p a c t  o n  t h e  s y n a p t i c  v a r i a t i o n ,  t h e  S T D P  r u l e  
u s e s  a  r e c o v e r y  f u n c l i o n  t o  b a c k t r a c k  t o  t h e  o r i g i n a l  
w e i g h t .
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T h u s ,  a  n o n - l i n e a r  d e c a y  s t a r t s  w h e n e v e r  a  
w e i g h t  c h a n g e  s e q u e n c e  i s  l a u n c h e d ,  w i t h  a n  a r b i t r a r y  
t i  m e  c o n s t a n t  o f  2 0 0  c y c l e s .  D e p e n d i n g  o n  t h e  t a r g e t  o f  
t h i s  m o d u l a t i o n ,  t h e  b a c k t r a c k  L i m e  l e n g l h  t a k e s  t w o  
t i m e s  l o n g e r  t h a n  t h e  r a i s e  o f  t h e  p r e v i o u s  c h a n g e s  ( t h e  
p e r i o d  i s  a r b i t r a r y  s e l ) .  F i n a l l y ,  t h i s  S T D P  m o d e !  c o u l d  
b e  a p p l i e d  t o  o l h e r  c o m p u t a t i o n a l  p a r a d i g m s ,  b u t  
b e t t e r  u n d e r s t o o d  a s  a n  i n t e g r a t i v e  p a r t  o f  t h e  A S  
a l g o r i t h m  c l o s e l y  l i n k e d  t o  a n  A I  a g e n t .  
2 . 3  R o b o t  e x t e r n a l  s t r u c t u r e ,  i n t e r n a /  a r c h i t e c t u r e  
a n d  e x p e r i m e n t a l  p r o t o c o l  
T h e  v i r t u a l  r o b o t  ( F i g u r e  4 )  h a d  a  c i r c u l a r  b o d y  3 0  c m  
i n  d i a m e t e r  a n d  w a s  e q u i p p e d  w i t h  s e v e r a !  t y p e s  o f  
A d o p t i v e  B e h a v i o r  2 0 ( 4 )  
F i g u r e  4 .  R o b o t  e x t e r n a l  s t r u c t u r e .  
s e n s o r s ,  r e p r e s e n t e d  a s  v i r t u a l  t r a n s d u c e r s  a t t a c h e d  t o  
s e n s o r y  n e u r o n s  i n  t h e  A S N N  e d i t o r .  T o  i n t e r a c l  w i t h  
i t s  e n v i r o n m e n l ,  t h e  r o b o t  s t a r t s  w i t h  p r e - w i r e d  
r e f l e x e s ,  a l l o w i n g  b a s i c  l o c o m o t i o n  p a t t e r n s  a n d  a c t i v e  
p e r c e p t u a l  a b i l i t i e s .  T o  a l l o w  p e r c e p t i o n ,  f i v e  l o n g -
r a n g e  u l t r a s o u n d  s e n s o r s  a r e  i m p l e m e n t e d  a r o u n d  t h e  
r o b o t  a t  0 ,  4 5 ,  9 0 ,  2 7 0  a n d  3 1 5 ° .  T h e  f i e l d  r a n g e  o f  L h e s e  
t r a n s d u c e r s  i s  t u n e d  t o  b e t w e e n  2 0  a n d  3 0  c m ,  w i t h  a  
m a x i m a l  r e s p o n s e  w h e n  t h e  r o b o t  i s  c l o s e  t o  a n  a b j e c t .  
T h e  r o b o t  i s  a l s o  e q u i p p e d  w i t h  n i n e  s h o r t - r a n g e  i n f r a -
r e d  s e n s o r s  c a l i b r a t e d  t o  t r i g g e r  a  r e s p o n s e  b e t w e e n  0  
a n d  1 0  c m ,  w i t h  a  m a x i m a l  r e s p o n s e  w h e n  t h e  r o b o t  i  
c l o s e  t o  a n  o b s t a c l e .  T h e s e  s e n s o r s  a r e  a l s o  c a p a b l e  o f  
r e a d i n g  t h e  a m b i e n t  l i g h t  i n  p a s s i v e  m o d e ,  a n d  t h u s  
p r o v i d e  n i n e  a d d i t i o n a l  s e n s o r s  i n  t h e  v i s u a l  m o d a l i t y .  
O n e  o f  t h e s e  a m b i e n t  l i g h t  s e n s o r s  i s  f o u n d e d  u n d e r  t h e  
r o b o t ,  g i v i n g  t h e  p o s s i b i l i t y  t o  d e t e c t  d i f f e r e n c e  i n  t h e  
c o l o u r  p a t t e r n  o f  t h e  f l o o r .  I n  t h e  n e x l  s i m u l a t i o n s  
d e s c r i b e d  b e l o w ,  t h e  a m b i e n t  l i g h t  s e n s o r s  s e r v e  t o p e r -
c e i v e  t h e  n e u t r a !  c o n d i t i o n i n g  s t i m u l u s  ( C S ) ,  p r e s e n t e d  
a s  d i f f e r e n t  t e m p o r a l  l i g h t  p a t t e r n s .  T h e  v i s u a l  s e n s o r  
m o d a l i l y  d o e s  n o t  L r i g g e r  a  p a r t i c u l a r  b e h a v i o u r  b e f o r e  
t h e  c o n d i t i o n i n g  t a s k s .  
T h e  r o b o t  i s  a l s o  e q u i p p e d  w i t h  a  v i b r a t i o n  s e n s o r  
a l l o w i n g  p e r c e p t i o n  o f  t h e  s t i m u l i  f r o m  t h e  w o r l d .  T h i s  
m o d a l i t y  s e r v e s  a s  u n c o n d i t i o n e d  s t i m u l u s  ( U S )  i n  t h e  
s c e n a r i o .  A s  s u c h ,  a n y  v i b r a t i o n  t r i g g e r s  a n  i n n a t e  a v e r -
i v e  b e h a v i o u r  i n  t h e  f o r m  o f  a  b a c k w a r d  m o v e m e n t ,  
t h e  u n c o n d i t i o n e d  r e s p o n s e  ( U R ) .  T h e  l e a r n i n g  t a s k  
c o n s i s t s  o f  a l s o  a s s o c i a  t i n g  t h e  C S  w i t h  t h i s  f e a r  r e f l e x  
( n e g a t i v e  t r o p i s m ) .  T h e  g o a l  i s  t o  h a v e  a  c o n d i t i o n e d  
r e s p o n s e  ( C R )  t o  a  n e u t r a !  s t i m u l u s  d e v e l o p ,  b y  a s s o -
c i a t i n g  t h e  r e p e t i t i v e  o c c u r r e n c e  o f  a  C S  f o l l o w e d  b y  a  
U S .  T h i s  u n s u p e r v i s e d  l e a r n i n g  p r o c e s s  i m p l i e s  a  f o r -
w a r d  c o n d i t i o n i n g  w i t h  v a r i o u s  t e m p o r a l  d e l a y s  
b e t w e e n  t w o  h o m o g e n e o u s  s i m p l e  e x t e r n a l  s t i m u l i .  
C o n s e q u e n t l y ,  t h e  C S  p r e c e d e s  t h e  U S ,  b o t h  s t i m u l i  
l e a v i n g  a n  o b s e r v a b l e  t r a c e  o r  m e m o r y  w h e r e  t h e  
r e s p o n s e  o f  t h e  a s s o c i a t i o n  i s  a  s y n a p t i c  c h a n g e .  T h i s  i s  
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a typical fo rm o f classica l conditioning. ln a n AI learn-
ing co ntex l, we conveniently ass ume a tempo ra l shi ft 
from the psycho logica l leve! (Pavlovia n conditioning) 
to the molecula r leve! (STOP), co nsidering tha t the 
time delay between the CS a nd the US is adjusted to be 
consi lent wilh the STOP interva l window (These tem-
pora l pa ra meters could be tuned differentl y). In sum-
ma ry, a n ex terna l set o f s timu li genera le an interna i 
neura l spi ke pa ttern a nd thro ugh the STOP ru le, mod-
ula te the behavio ur of the ro bo t from past experience. 
The sequence is predictable beca use, as synaptic 
changes cumu la te o r reinfo rce the upda ted weight, it 
turns eventually the neutra! respo n e o f the CS into a 
C R: a n o bservable backwa rd movement when a li ght 
stimulus is perceived a lone. 
The ASNN a rchitecture (Figure 5) u e o ne senso ry 
neuro n per transduce r, co nnected to a mo toneuron. 
M o to neurons a re connected to effecto rs, the moto rized 
wheels. The ASNN adds a n intrinsic lea ky neuro n that 
pe ri odi ca ll y spikes a nd lead to co ntinuo us fo rwa rd 
locomo ti on behav io ur. F o r the sa ke o f simp licity, only 
the syna pse between the vi ua! senso ry neuro n a nd the 
mo to neuro n is ac ti va ted fo r plas ticity. The ASN 
a rchitecture a nd the s ta rting yna ptic we ight ma tri x 
we re intuiti vely ha nd-coded . A t thi s stage, there was no 
po int achieving so rne effi cient o r fitness criteri a from 
evolutio na ry tra tegies like genetic a lgo rithms to fi x the 
pa rameter , th o ugh thi s co u id have been do ne ex ter-
na ll y. Tn the same vein , randomizing inputs uch a 
ex terna l ph ysica l timuli , spike tra ins genera ted by the 
neuro n o r the La rting syna ptic weightma LJ·ix were no t 
pur ued a they frequentl y caused a no n-interp re tab le 
chaotic behavio ur o f the ro bo L. 
The virtua l wo rld con i t of a 30 a rena of 6 X6 m 
de limited by wa ll s, in which the robo t is exposed 
equentia ll y Lo the CS fo llow by the S. In the first 
pa rt o r the experimenta l pro tocol, ex terna l stimuli pa t-
te rns are achieved a di screte uni fo rm nas hes o r li ght 
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Figure 5. Robot internai neura l architecture with some 
synaptic links, based on Khepera Ill. 
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a nd vibra ti o n emis io ns deli ve red into the entire world 
with the ro bo t a t res t. Ya rying frequency pa tterns a re 
e l fo r the CS a nd US Le ted under both causal a nd 
acau a l conditions (Figure 6) , in o rder to demon tra te 
the STDP features. ln the seco nd pa rt of the pro tocol, 
the illustra ti on o f a specifie co nditio ning tas k sup-
ported by the STOP mecha ni sm during no rm al loco-
mo ti on behaviour is provided . The ex periment section 
ends with a web link to a rea l-wo rld conditi o ning a ppli -
ca ti on using a modified Khepera II I ro bo t, which 
reproduces the behaviour ob erved in the virtua l world . 
3 Simulations and results 
The first secti on to fo llow conce rn a robot a t res t, with 
diffe rent co mbina tions o f CS a nd US a ppli ed a long a 
trace fo rwa rd co nditioning, with one stimulu produc-
ing one spike. The va ri o us tempo ra l pa tterns show the 
main fea tures o f the STOP rule, from the tra nsduce r 
leve! to the robo t' behavioura l response. Beca u e o f 









Figu re 6. Examples of external stimulus patterns generating 
spiking activity. (a) Few cond itioning stimuli (CS) occurring 
before and after a single unconditioned stimulus (US) . (b) One 
CS applied before a US, expecting a posi tive association. (c) This 
CS is likely to evoke a weaker association, because of an 
increase time length, compared with the trial in (b). (d) Two 
consecutive CS occur before a US, reinforcing the assoc iation 
compared with (b). (e) Stronger association compared with (d) , 
because of the higher individual frequency and the short timing 
of the CS. (f) Higher frequency of the CS leads to a stronger 
association than in previous traces. (g) T he same frequency of 
the CS and the same ti me frame, but with a shorter timing for 
the middle stimulus, resulting in a stronger association 
compared with (f). (h) Complex temporal pattern of CS and US 
with hard to predict association , but still computationally 
tractable from the presented spike-timing-dependent plasticity 
(STO P) rule and its related temporal features . 
----------------- --
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Figure 7. After testing the reflex response from the 
unconditioned stimulus (US; vibration) and the neutrality of the 
conditioning stimulus (CS; visual) in the outer time li mit of the 
spike-timing-dependent plasticity (STOP) window, a short 
sequence of CS followed from few cycles in ti me by US is 
launched at cycle 250, allowing the CS alone to trigger a 
backward movement after a few pairs of spikes. The external 
stimuli are caught by transducers (T) producing a correlated 
spike pattern (slightly time delayed) from their sensory neurons 
(N) (a-d). These induced spikes generate excitatory post-
synaptic potentials (EPSP) (e). which are integrated into the 
membrane potential of the motoneuron (f). Spikes are produced 
from the associative motoneuron (g). The cumulative positive 
process is observed from the weight variation when paired 
spikes are recorded at the synapse (S) between the visual 
neuron and the motoneuron (h). Whenever the motoneuron 
launches spikes, it induces a backward movement (i). 
the pre-determined wiring and synaptic weights in the 
AS , the robot exhibits a refl ex backward movement 
whenever it perceives a vibra tion (US) (F igure 7) . 
This acti o n rep re ents the nece a ry trace within the 
embodiment paradigm, which erved to monitor a li the 
behavioura l respo nses from the Al agents. As Lime pro-
gresse , no movement is observed when the robot is 
exposed Lo severa! light stimuli (CS) without enco unter-
ing a vibra ti on stimulus (US) within the critical Lime 
window. When the CS a nd the US occLu· during the 
sa me a bso lute range of 100 cycles, a n associa ti ve tem-
po ral relatio n is made at the co rrespo nding synap e 
acco rding to the STDP rule. Because the CS immedi -
ately precede the US, the causa l mode i triggered in 
the a lgorithm. These paired spikes lead Lo a po iti ve 
synaptic cha nge indicated by the STDP trace o r we ight 
va ri ati o n, with modula ti o n trength set by the sp ikes 
timing. When cumulated a t the visua l ne lll·on, the repe-
titi ve yna ptic changes eventua lly reach the leve! to trig-
ger a backwa rd movement (C R) from the perceptio n of 
a s ing le li ght timulus, engaged thro ugh the associa ti ve 
m o toneuron pathway. When the CS ceases , the synap-
tic we ight returns to the o rigina l ba eline because of a 
Adoptive Behavior 20(4) 
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Figure 8. Three simulations with different paired-spikes 
intervals and a fixed inter-paired-spikes interva l. ln each case, a 
conditioning stimulus (CS; light flash) is paired with an 
unconditioned stimulus (US; vibration wave) to generate a single 
spike within the same temporal order. The associative 
motoneuron responds automatically (strong synapse) to each 
pre-synaptic spike incom ing from the vibration sensory neuron . 
A weak synaptic weight between the motoneuron and the visual 
sensory neuron is set at the start of simulation, but repetitive 
causal association of the pre- and post-spike increase the weight 
until the visual sensory neuron generates spikes to the 
motoneuron. The arrow points to the new conditioned 
response (CR). The results confirm experimental data that the 
strongest synaptic weight variation cornes from the smaller 
timing between the pre- and post-spike. 
decay functi o n. At the end of this simulatio n, further 
vi ua l timu li were una ble to induce reflex backwa rd 
movement (no t shown in the gra phie). 
F igure 8 illu trates the effect of pike timing on 
yna ptic plasticity a nd ro botic behaviour. Three sepa-
ra te simula ti on we re co nducted with different va lues 
for the time difference between the pre- a nd post-sp ike 
(paired pike interva l) with a fixed Lime delay between 
each pa ir of sp ikes (inter-pa ired-spi kes interval) . As 
expected , the result show that synaptic weight grows 
mo re rapidly when the paired sp ike timing is horl. The 
C Ri the resu lt of consecuti ve increases of the synapt ic 
weight a t the vi ua l neuron , inducing a pike re ponse 
a t the mo to neuron . As a correlated result, the robo t 
moves backwa rd mo re ra pid ly in the sma lles t spike tim-
ing condition. Thus, sta rting from the same sta rting 
Cyr and Boukadoum 
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Figure 9. Three simulations highlight the effect of the ti me 
interval between each paired-spike on the synaptic changes and 
the robot's behaviour. Ail three simulations show that increasing 
the length interval induces a positive slope to reach the critical 
weight for the synapse between the associative motoneuron and 
the visual sensory neuron. The repetitive association of the 
external light stimulus (CS) preceding the external vibration 
stimulus (US) leads to a corre lated temporal spike sequence at 
the neural component, resulting in a positive weight variation 
because of the spike-timing-dependent plasticity (STOP) rule 
and the particular feature of inter-paired-spikes interval 
management. The strongest variation occurred when the 
interval is close in t ime. 
yna ptic weight, it ta ke fewer a socia ti ons to reach the 
c riti ca l thre ho ld fo r pike inducti o n. 
Figure 9 how the effec t o f introducing different 
time interva ls belween repe titio ns of pa ired- pike 
(inter-paired- pike interva l) with a consta nt pa ired-
pi kes interva l o r ni ne cycle betwee n the pre- a nd posl-
neuro n . The graphie show the impact o f different 
tempo ra l sets o r homogeneou Lime-pa ired pike o n 
the ynaptic weight dynamic , favo uring the ma il er 
interva l fo r grea le r ynaplic modula tio n. When repeti -
tive equence o r cs preceding a s a re perceived , the 
a ocia ti o n ca tche o n from the TOP rule a pplied to 
the synapse between the mo to neuron and the vi ua l 
neuron, moving the weight toward a higher va lue. 
ga in , when the c rili ca l po int i reached, the CS a tone 
elicits the de ired lea rned fea r respo n e. Thus, higher 
rrequencie o f ho mogeneo u pa ired spikes induced 
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Figure 1 O. Effect of different pre-spike frequencies on the 
parameter that affect the synaptic weight variation . The same 
logic applies to the post-spike frequency variable and the acausal 
mode. First. we show one pre-post spike association that does 
not trigger a response from the pre-spike effect parameter. lt is 
followed by a 2: 1 (pre-pre-post) trial around cycle 200, which 
induces a variation of the pre-spike effect variable. This variation 
increases non-linearly in the 4: 1 situation. At the end, we offer 
another 2: 1 trial , but where the timing of the first pre-spike is 
more distant than in the previous condition, wi th Jess effect 
from the pre-spike parameter. 
Figure 10 shows the impact o f different indi vidua l 
pre- pikes pa tterns. Fir t, the itua ti o n of a single pre-
pike wilhin a pa ired pre- po t pike associa tion ( 1:1 ) 
induce no cha nge in the pre-sp ike effec l va ri a ble, 
which a ltered the yna ptic weight va ri a ti o n in o ur 
STOP rule. The gra phie shows tha t two consecuti ve 
pre-spikes coming from the vi ua l senso ry neuro n, fo l-
lowed by the emiss io n of a ingle pi ke from the mo to r 
neuro n (2: 1) (ind uced by the vibra ti o n neuro n), modify 
the pre-spi ke effect va ri ab le in o me pro po rtio n. The 
situa ti o n o f (4: 1) increa e thi va ri a ti on. Adding o ther 
pre-spikes increases thi s va ri a bl but g iving more 
impo rta nce to the fir tlwo event a nd les to the ro llow-
ing o ne in a no n-linea r rela ti on. We o b erved a lmo L no 
effect when the pre- pi ke event exceeded eighl con ecu-
li ve pi ke during the criti ca l peri od . The ame logic 
a pplie lo the po t-spike e ffec t with sli ght asymmetric 
re ult (no t shown). Thus, wh n ma ny pre- a nd/o r post-
spike a re ob e rved cio e in lime (high indi vidua l pike 
frequencie induced by repe titi ve o r high-amplitude ti-
muli ) the ynaptic weight va ri a ti o n change fa ter a nd 
stro nger tha n when the pi ke frequencies a re low. The 
tempora l a peel of a li previo us pre-spike within the 
tempora l window i a l o acco unted fo r. When the previ-
o u (2: 1) situa ti o n i compa red with a tri a l where the 
two consecuti ve spikes a re mo re di ta nt a t the end , it 
offers a reducti o n of the pre- pike e ffect va ri able. 
[n the previo u experiment , the ex terna t in fo rma-
ti on pattern was structurecl a nd to ta ll y contro lled in 
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Figure 1 1. Random external flashes of light (CS) and vibration 
(US) inputs caught by the respective neural transducers 
components, leading to corresponding spikes (a- d). The 
dynamic integration of the induced excitatory post-synaptic 
potentials (PSP) is done at the associative motoneuron, leading 
to spike pattern (e) . Continuous associations (causal and 
acausal) are made at the concerned synapse, causing small 
oscillations (y-axis scale is adjusted down 50% for observation) 
of the weight around the original state (h). As expected, the 
motoneuron spikes match the US spike pattern and lead to a 
cumulated reflex backward movement (i). 
contra t with natura l neurons, often ubject to random 
timuli witho ut mentioning complex internai noise of 
different so urces. Figure Il illustrate the example of 
different uch patterns of ex terna l tempora l timuli. 
The con ecuti ve effect of the ra nd om sequences o f pre-
a nd post-spikes give ri e to a well-ba la nced variation 
o f the synapti c change among the cau a l a nd acau a l 
Adoptive Behavior 20(4) 
mode, the timing of the paired sp ike, the cumulative 
frequency of the pa ired sp ikes a nd the hi tory of pre-
a nd post-synaptic firing rates. Multiple tria ls with va ri -
o us stimuli freq uencies show a mea n located aro und 
the preferred a nd o ri gina l teady state of the synaptic 
weighl when the external information is unstructured . 
This simulatio n revea ls no persis tence in the spike pat-
te rn correlations, which do not lead to the creation of a 
s table association. 
Among ma ny po ible scena ri o , the next simulatio n 
invo lve a robot tha t lea rns a ocia ti o n between a neu-
tra! stimulus (da rk strips on the fl oo r caught by ambi-
enl light enso rs) and a behavioura l refl ex of ob tacle 
avo idance because of tactile senso rs surrounding the 
robot. Considering the ituatio ns when physical robot 
may have undesired contact with object , it might be 
wi e to lea rn fast how to avoid these situations. 
Associating co ntex tual signs in a n un upervi ed learn -
ing paradigm co uld help so lve the problem. In o the r 
word , a ro bot ab le to associa te a nd remember a CS 
(neutra ! sign) with a U S (re fl ex avo ida nce behav io ur) 
from co nditioning may improve il global behavio ur. 
In thi s experiment, the robot moves freely in a cio ed 
a rena with wa ll s a nd conlextual se ls of dark st rips o n 
the floor. In Figure 12 (left part), the robo t's trace 
hows tha l with the neura l a rchitecture including the 
STOP rule, the robot does associate in one trial , the 
dark trip on the fl oo r a nd the fir t contact with the 
wa ll. Con equentl y, the next enco unter with a dark 
t ri p elic its a C R as backward a nd lurning movemenl 
behaviour. In compa ri on (Figure 12 righi pa rt), the 
ame vertica l black band doe not trigger a ny particu -
la r avo idance reflex since, in th is situatio n, the neura l 
a rchitecture lacks the STOP function. In other proto-




Figure 12. Screen shots of part of the virtual world. On the left side, the robot's artificial spiking neural network (ASNN) uses a 
spike-timing-dependent plasticity (STDP) rule. ( 1) At the start, seeing three neutral horizontal dark stripes (conditioning stimulus, 
CS) on the floor elicits no particular behaviour from the robot; (2) then, reaching the dark-grey delimiting wall (unconditioned 
s t imulus, US) triggers a sequence of US -> unconditioned response (UR) backward and turning movements and, at the same time, 
the STOP ru les creates an association between the preceding CS with the US, increasing the synaptic strength of a CS -> 
conditioned response (CR) circuit; (3) as a result, the next dark stripe seen (the first vertical bar) elicits a CR. (4) The same 
unsupervised learning behaviour persists for the next horizontal stripe seen. (5) Here, the robot shows a forgetting feature because 
the strength of the synapse was at the fringe of triggering spikes, previously stimulated by only one CS- US association (This 
behaviour is explaining by the backtrack sub-function include in the STDP rule) . (6) Finally, the robot still exhibits an unconditioned 
response when facing a US. On the right figure, the same robot without the STDP rule shows no su ch CS -> CR behaviour and sees 
al i dark stripes as neutral stimuli (7), even when they are wider (8). 
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Figure 1 3. This figure shows the effect of introducing a decay factor on the persistence of previous associations in the context of 
the spike-timing-dependent plasticity (STOP) algorithm. On the left, the decay starts after a very short period, unlearning the causal 
association of the dark stripes on the floor and the collision with the wall, before encountering the next stripe. ln the middle, the 
decay was set to a medium value, allowing the robot to react to the first dark stripe as a conditioned response but it 'forgets ' the 
association when nearing the next strip. The right side of the figure shows the case when the decay factor is set to infin ity, not 
affecting the synaptic changes made from either causal or acausal associations. 
stripes modula tes the behaviour in te rms of mo re o r 
less ra pid ada ptation to the co ntex l associa tio n. Also , 
the frequency of the pre- a nd pos t- pikes could be 
a lte red by di fferent combina ti on o f spa ti a ll y di stribu -
ted s tripe pa tterns on the fl oo r as weil as their width , 
which aga in modi fied the lea rning curve. 
Figure 13 illustra tes the effect of the decay pa ra-
meler o n the ro bo t 's behavio ur. When pr po t o r 
post- pre spike pa irings a re made within a delimited 
Lime window, the STDP proces does modula te the 
yna ptic weight o f the a socia ti ve ne uron in rela ti o n o f 
the number o f events occurring a nd the rela ti ve timing 
of the a ocia ti o n . If there is no associa ti ve event co n-
tex t a nd depending on the va lue of the decay pa ra-
mele r, the STOP proce s sta rts lowly to backtrack to 
it o rigina l weigh t va lue . Thi kind of fo rgetti ng facto r 
is no t o b erved if the decay va ri a ble is removed from 
the STDP a lgo ri thm . 
In the nex t imula lio n, we introduce the STDP rule 
a a po ten tial computa ti ona l means to witch between 
two o pposing mo to r behavio urs. This na tura l pro blem 
could be co nceived a a bi-directi ona l a ocia ti ve beha-
viour in bio logica l o rga ni sms (Ta nimoto , Heisenberg, & 
G erbe r, 2004). U ing the STOP di ve rsity fo rms a nd its 
tempo ra l as ocia ti ve fea tures to achieve bi-directi ona l 
associa tive behavio ur may improve significa ntly the 
computa ti ona l power o f the lea rning rule in AI agent . 
ln Lhi re peel, we present a cena ri o invo lving two vir-
lua l robo t with the ame neura l a rchitectu re (Figure 
14, top lefl), but confronted to two di fferent tem pora l 
equence of stimuli . The neura l a rchitecture ena bles 
two locomo ti on behaviours, o ne to move backwa rd a nd 
the other to move f01·wa rd , and an inve r e STOP rule 
o r TDP (i) where a pr post pike lead to decrea e 
the yna ptic weight a nd a po t- pre spike pa tte rn leads 
to po tentia ti on. The STDP (i) rul e is o nl y sel a l the 
yna pse between the therma l new·on and the excitatory 
moloneuro n. This bio logica lly pla usible mecha ni m will 
permi t to switch from one locomo ti on behavio ur to the 
o ther, depending of the tempora l event associa tio n the 
ro bo ts enco unter during the simula ti on. 
The experiment proceeds as fo ll ows: robo t! enco un-
te r a CS prio r Lo a US whi te ro bo t2 enco unters the 
reve rse itua ti o n. The CS is represented by a brief ther-
ma l s timulus a nd the U S by a s ingle vibra ti o n wave 
(Figure 14, to p ri ght) . The contro l situa ti o n fo llow in 
lime, resulting in a demon tra ti o n o f the lea rned CR . 
The e timuli a re lriggered when the ro bo t cro s ce r-
ta in coo rdina tes in the ma p. Beca u e the yna ptic 
weights o f the two a ocia ti ve neuro ns a re set to sub-
thresho ld firin g, a ny pa ired- pi kes will lead to o ne of 
the two behavio urs. The bo tto m of Figure 14 provides 
a li info rma ti o n a bout the precise timing of the switch. 
In the las t ro und o f imul a ti o ns, by perfo rming rea l-
lime adjustment of the tep cycle, we we re a ble to 
reproduce the previo us lea rning cena rio w ith a phy i-
ca ! modified Khepera III ro bot (K-Team co.) , na mely 
T a ll -Boy ( Road a rrow co.) . Fo r instance, in a im pie 
cond itio ni ng lask, the ro bot learn afte r a few tria ls to 
a socia le properly a CS (fl a h o f li ght) with a U S 
(avo ida nce o bstacle from in fra red senso rs). The C R 
(backwa rd movement when stimula te by a fl as h of 
li ght) ho lds fo r a white, a nd then eventua ll y come back 
to the homeos ta tic ne utra ! re pon e (no t hown in the 
simu la ti o n). This prelimina ry, but convincing, incursio n 
tri a l into rea l-wo rld co nditio ns co nfirms the va lidity 
and reproducibility of the presen ted da ta . Additio na l 
a nd mo re complete results co nce rning phy ica ! ro bo t 
and rea l-world experimenls a re pla nned in the fu ture. 
A il vir tua l a nd phy ica ! simula ti o n a re availa ble a t the 
website: http: / fa ifulure.comfneurocodefid/ 13/ lea rning-
f une ti ons/associa Li vefstd p . 
4 Summary and discussion 
In thi s pa per, we ex plo red o ne tempo ra l face t o f condi-
tio ned lea rning through a modified STOP rule, from 
the pe rspecti ve of complete Al agents. Us ing s imula-
ti o n in virtua l wo rlds a nd rea l-wo rld implementa ti on, 
we presented a tep-by tep a na ly is o f the associa ti ve 
mecha nism in the co ntext of a bio- inspired bra in-like 
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Figure 14. Top left: Neural arch itecture producing two opposing behaviours. The left motoneuron connects to the motorized 
w heels with inhibitory links, while the right motoneuron does so with excitatory lin ks . As a resu lt , the spikes generated by these 
neurons will lead to a backward or forward movement (reciprocal inhibition is not included in the schema for simplicity). A 
comextual or reward neuron links to beth motoneurons and has a synapse with the vibration neuron. Top right: This figure 
represents a scenario with a partial view of the virtual world. The two robots will first move forward un der two consecutive stimuli 
pattern : robotl starts with a thermal effect (conditioning stimulus, CS, yellow square), followed by a vibration effect (unconditioned 
stimulus, US, white square), while robot2 encoumers the reverse situation . Afterward, beth robots encounter another CS for 
conditioned responses (CR). Bottom left: Temporal sequence for robotl showing the thermal neuron (CS) spikes, none followings 
from the excitatory motoneuron since the synaptic weight is below the firing threshold. Then, the Vibration neuron spikes (US) are 
followed by the comextual neuron (N-Reward) , the inhibitory associative motoneuron (N-Ass-lnh) and the excitatory motoneuron 
(previously exci ted by the N-Reward) (a li strong synaptic weights) . As a result of a duality effect in the spike-timing-dependent 
plasticity (STOP) rules, the synaptic weight decreases (STOP(i): pre-post) between the Thermal neuron and the excitatory 
motoneuron (S-Therm-Ass Exc) while it increases (STOP: pre-post) between the Thermal neuron and the inhibito ry motoneuron 
(S-Therm-Ass lnh). Strengthening the S-Therm-Asslnh synapse provokes a spike emission from the N-Thermal wh en stimu lated la ter 
for control, representing the predictive backward movement (CR) . Note that the y-axis scales are adjusted 50% down to observe 
the small synaptic weights variation. Bottom right: the inverse situation happens for robot2: the US-CS sequence results in 
strengthening the S-Therm-AssExc synapse, leading to the opposite CR: a forward movement at the control thermal stimulus. 
behav io ur, the cogniti ve sy lems were de igned a round 
AS , a computa tiona l rnodel of na lura l neura l 
systems where the pike leve! reso lution is the main 
tructure of info rma ti o n. First, we embedded a STDP 
function into a n ASN , which seems lo be a critica l 
lea rning component in bio logica l co unterparts. Second , 
instead of using a genera l STDP mode!, we designed a n 
o ri gina l a lgo rithm tha t could process a ny pike pa ttern 
from bi o- rea listic fea tures of individua l a nd paired 
spike freq uency pa ra meters, a lack in most cur-rent 
Cyr and Boukadoum 
STOP models. Third , thi s AS was embedded in a 
complete AI agent, able to perceive a nd act with in it 
environment. T he goal was to show the benefit o f add -
ing complex ity in the tempo ra l domain from the synap-
tic lea rn ing rule, as va lidated by the observa tio n o f 
significa nt changes a l the behavio ura l AI agent leve!. 
We stud ied va rio u tempo ra l pa ttern of ex terna t ti-
mu li imp leme nted a CS and US onto the ASNN 's 
synapses a nd the STOP lea rning ru le. The pro tocol 
included two d ifferent inp ut modalities invo lved in a 
specifie unsupervised co nditio ning tas k. We showed 
th a t the a bil ity of the ro bo t to capture a nd integra le 
su bsta ntia l cha racteri t ic of the informa ti on ca rr ied by 
the externa l s timu li, su ch a tempo ra l o r der and fre-
quency, helps the agent reso lve the task uccessfull y. I t 
i the STOP function tha l a llowed the embod ied a nd 
situa ted robot to g rasp the tempo ra l complex ity o f 
these ex terna t stim uli by ada pt ing the a ppro pria te inter-
na i syna ptic re pa nse. We showed a l o tha l a virtua l 
insta nce o f a ro bo t Khepera III succeeds in perfo rming 
a cond itioning tas k as a result o f the inclusion of the 
ex tended STOP fun c ti o n. 
In a ny type o f computa ti ona l pa radigm , crea ting a n 
interna i representa tion of info rma ti on tha l refl ects 
ex terna t rea l-wo rld events with in a n A I agent is still a 
cha llenge. Bi o-inspira tio n seems to be a promising 
a pproach since na tura l agents understand their own 
environment by tra nsform ing a nd integra ting di verse 
ex terna t physica l s timu li into a unique language of elec-
trica l modula ti on thro ugh d iffe rent neura l properti e . 
H owever, mimicking lower bio logica l functi o ns is no l a 
gua rantee of increased intelli gence in a rtificia l a rtefacts. 
Whi te o ther computa ti o na l pa radigms have been a nd 
a re being tested to reso lve real-world problems, for 
ma ny re ea rchers na ture repre ents a suita ble avenue 
fo r mode lli ng A l agents. As such, shifting the leve! o f 
a b tractio n from ANN to ASNN models fo r a n A I 
agent' bra in-co ntro ller design could be in terp reted as 
a benefit to move towa rd a deeper bio logica l pla u ibi l-
ity a nd functi o na l releva nce, whi le increas ing accuracy 
in the ti me domain . In thi s vein , the feas ibi li ty of inco r-
po ra ting STOP lea rning models within a n AS is 
a lready proven, as a re the ad va ntages of in erling a 
no n-supervised lea rning ru le in virtua l o r physica l A I 
agents. Put in diffe rent associa ti ve situa tio ns, lea rn ing 
fr om past experiences may result in o bserved beha-
vio ura l changes. N evertheless , combin ing STOP, 
A NN a nd co nditio ning tas k in a comp lete A f agent 
fra mework i ra rer a we menti oned p revio usly. The 
mo tiva tion of thj pa per wa th us to enha nce the l ime-
do main lea rning possibi liti e by introducing mo re com-
plex ity in a STOP rule, with the resu lt o f genera ting 
mo re fl exi bility in the 1 agent a t the behavio ura l leve!. 
Pa ired- pike event in two co nnected neuro n con-
titute the ba is of genera l STOP models (Zo u, 20 1 0). 
Synaptic plas ticity implies physical cha nges in re pa nse 
to stimu li , leading to a functiona l pe rturba tion o f the 
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current s ta te o r a ffec ting the who le effi ciency o f the 
syna pse. As in the a nima l ma del, a sma ll syna ptic 
change sometime re ult in a n o bserva ble effect a t the 
behavio ura l levet o f the whole o rga nism . The so ftwa re 
used in o ur experiments a llowed us to track the entire 
eq uence. T hese co rrela ti ons are causa l, d irectiona l and 
pred icta ble, beca u e the fi rs t ce ll compo nen t dri ves the 
behaviour o f the nex t a ttached o ne, thro ugh dynamica l 
repe titi ve upda tes a nd rero uting o f the yna ptic weight. 
In the na tura l phenomeno n, these assoc ia tio n a re 
thought to pass thro ugh a co incidenta l d etecte r: the 
MOA recepto r a nd intermedia ry medi ato rs (Sho uva l 
& K a lantz is, 2005; Sjos trom & elson, 2002) . 
T he e event o pera te within a pecifi c tempo ra l win-
dow where past a nd eut-rent spike timi ng a nd freq uency 
infl uence the connectivity between neuro ns . Under cer-
ta in cond itio n , L T P refl ects the persistence o f a posi-
ti ve bu il t-up of synaptic effi cacy when p ikes o f the 
first neuro n precede spikes o f the second a ttached neu-
ro n. The in ver e relati o n is a lso pa rti all y tnte with 
L TO. The impact is o ften a n imbala nce in the co rre-
lated processes , favo uring a pos iti ve feedback , a cam-
mo n pro blem in STOP a nd Hebbia n lea rning ru les in 
genera l. F acto rs tha t may expla in the ho meostasis in 
rea l yna ptic p las ticity a re the a ymmetry a nd the va ri-
ety o f STOP processes (Gütig, A ha ro nov, R otte r & 
So mpolinsky, 2003) . In fact, the genera l heterogeneity 
fea tu re of str uctures a nd fu nctio n in na tura l neura l 
sy tems may be pa rt o f adaptive o luti o ns in the lea rn -
ing d omain . As a tri a l in th i d irecti o n with the oppos-
ing behav io ur experiment, the ignifica nce o f using 
evera l co ncomita nt sub-types of STOP functi ons 
in tead of a unique STOP ma del in A I agent rema in 
to be explored further. lncluding more knowledge from 
ex perimenta l STOP stud ies is a lso sui table to bu il d a 
unified STOP ma del, a in the trip le t pro blem 
(Gjo rgj ieva , C lo pa th, A udet, & Pfister, 20 12). 
H owever, esta b li shing tha l STOP is a key mecha n-
ism in na tura l associa tive lea rn ing does no t reso lve a li 
the i sues in A l agent bi o-inspired lea rning. T o grasp 
the who le picture, research, o ther fo rm of lea rning 
hould be incorpo ra ted in a n integra ti ve ma del, includ-
ing IO\.ver level mecha ni sm uch a en o ry adapta ti on, 
ha bitua ti on and en itiza ti on a no n-a socia ti ve func-
ti o ns. A lso , we addressed here o nly o ne fo rm o f classi-
ca l conditioning. Each o f the ma ny fea tures of 
conditio ning proced ure merit inve tigatio n in a n 
effo rt to reproduce o ther fo rms o f ex perimenta l lea rn -
ing. A rema rk o n the Pav lovia n conditioning pa radigm 
i that it i commonly employed in the econd o r min-
LI te Lime ca le ra ther th a n in the mil li eco nd range o r 
s tep cycle o b erved in STOP models. T o fi ll the ga p, 
scientists ra i ed the hypothesi o f the so-called cred it 
a signmenl o r dista l reward pro blem as does Izhikevich 
(2007) , expla ining tha t a slowly decaying trace of the 
we ight change signa l cou ld be usta in fr om do paminer-
gic neurotra n m iller before it d isa ppear. A lso, add ing 
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co mplexity to neura l prope rtie a nd a rchitecture might 
then p rolo ng the a socia ti o n pheno menon to a lo nger 
pe ri od as with theta frequencie ob erved in hippocam-
pus. It is o ur intentio n to con tinue tudie in lhese pro-
mi sing directi ons to bring tempora l lea rning in Al 
closer in line with real-wo rld event associatio n a ri sing 
over multiple no n-linea r time ca les imultaneo usly. 
Therefo re, we intend to use more phy ica ! ro bo t pla t-
fo rms, full y embracing the embodiment pa radigm a nd 
dea ling with additio na l cha llenging con tra in ts of rea l-
Lime. Al o , othe r fea ture of the na tura l STOP need to 
be ex pl ored , such as the implica ti on o f u ing di fferent 
lea rning a lgo rithms fo r inhibito ry ynapse implemen-
ted as hete rogeneo us fonns of STOP ru les . 
The res ults o f our ex periment ugge t a fir t- ra le 
ro le fo r the di fferent facet of tempo rali ty in the glo ba l 
intelligence phenomenon. R ega rding AI agent des ign, 
we believe tha t one route to ma ter the complex ity of 
real-world info rma ti on, perceived o n di fferent lime-
ca le , requires the developmenL of well-defined up-
po rting interna i mechani m . ln a n AI bio-in pired 
pa rad ig m u ing AS as bra in-co ntro ller, the mode! 
coherence i achieved thro ugh the representa tio n of the 
o utside informatio n a t the leve! of interna i spiking 
neura l cod e, where the artifi cia l STOP func ti on repre-
ent o ne inner lea rning mechani sm. The im pac t of 
develo ping such a STOP functi o n boos ted with tem-
poral fea ture is Lo help the robo t to understa nd com-
plex en vironmenl a nd make appro pria te adap tation 
as a resull of lea rning from pa L experience , proce ing 
relevant as ocia tio n o f va rio u ex lerna l ti mu li pa tte rn 
in the tempo ra l domain . The relevant issue of thi sim-
ple bio -inspired TOP lea rning mecha ni m might be 
genera lized to make associa tio n between more complex 
neural circ uits a nd be ha vi o urs, rega rd le of the en o ry 
y tem and the wo rld il involved, because of the uni ve r-
sa llow-level language o f the spike informa tion . 
ln s umma ry, we develo ped a bo ttom-up fra mework 
to caver some tempora l aspects of a nove l STOP rule. 
t the same time, the em bedded lea rning func ti on 
a llows u lo o b erve top-down result ba ed o n the 
behaviou ra l ad apta ti ons of a virtua l a nd phy ica! 
mo bi le robo t. This propo ed TOP rule a ims prim a ri ly 
to ma ke progress in the fi eld o f bio- inspired lea rning 
mode! when put in contex t of AS N se rving as a 
ro bot' bra in . The functi o na l ignifica nce of using thi 
pecifi c STOP ru le wa howed Lhrough clas ica! co ndi -
ti oning experiments, ta nding n di ffe rent tempo ra l 
characleri stics o f perceived ex terna l timuli. Our re ults 
uppo rt the feasibili ty of inserling uch a com plex 
STOP proce in a n AS , with the o bserva ti o n o f 
co nclu ive respon e a t the robot' behaviou ra l leve!. 
They s ugge l tha l ex tended behav io ura l adapta ti o n to 
tempo ral cogniti ve pro blems is pos ible thro ugh thi 
STOP ru le, u ta ining a n o nline ynaptic plas ticity pro-
ces when expo ed to complex a nd continuo us ex te rna l 
stimuli pa tte rns tha t co uld a ri se imulta neously over 
Adoptive Behavior 20(4) 
different lime cale . T o the be l o f o ur kn owledge, no 
previous stud y has develo ped a STOP rule wiLh deeper 
tempo ra l rea li m, built fo r an ASNN co ntro lle r a nd 
designed specifi ca lly fo r the purpose of a n 1 agent. 
We believe tha t thi cogniti ve y lem ca n contribute 
new in ights a nd might serve to bui ld incrementa ll y 
higher processes rela ted to the genera l in telligence 
phenomeno n. 
Notes 
1. Membrane potentia l va na tJ on, the prod uced 
sequences = [ 1, 13,23,30,35,38,40,41 ,42,43,44,46,49,55,63, 1 00]; 
Pa ra meters: Re ting po tenti a l = 4 1; Thresho ld = 65; 
Spike = 1 00; Refracto ry peri od = 1; Afte r- pi ke = l ; 
A cendin g curve equ a tio n from res ting ta te potentia l to 
Thresho ld : y= O. Jx3-0.8x2 + 2.9x+ 38.8; Ascendin g 
curve eq uation from After-spi ke state poten tia l to re ting 
tate: y = 0.06x3- 1.8x2 + 17.4x- 14.8. 
2. Thi s single decay pa rameter renects the persistence period 
o f a sy na ptic cha nge. urrently, the fac to rs tha l innuence 
sho rt-lasting, long o r very- lo ng last ing po tentiation a re 
no t fully under tood (i.e. p rot co l paradigm . burst, rever-
berat ion or theta rhythm in micro-circui t; bra ham , 
2003; Yilla rrea l, Do, Hadclad & Derrick, 2002). 
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ln this paper, we investigate the operant condition ing (OC) learning process within a 
bio-inspired paradigm, using artificial spiking neural networks (ASNN) to act as robot 
brain controllers. ln biological agents, OC results in behavioral changes learned from 
the consequences of previous actions, based on progressive p red ictio n adjustment 
from rewarding or punishing signais . ln a neurorobotics context, virtual and p hysica l 
autonomous robots may benefit from a similar learning ski ll when fac in g unknown 
and unsupervised environments. ln this work, we demonstrate that a simple invariant 
micro-circuit can sustain OC in multiple learning scenarios. The motivation for this new 
OC implementation model stems from the rel ative ly complex alte rnatives that have 
been described in the computational literature and recent advances in neurobiology. Our 
elementary kernel includes only a few crucial neurons, synaptic links and originally from 
the integration of habituation and spike-timing dependent plasticity as learning ru les. 
Using severa ! tasks of incrementai complex ity, o ur resu lts show that a m in imal neural 
component set is suffi cie nt to real ize many OC procedu res. Hence, with the proposed OC 
module, designing learning tasks with an ASNN and a bio-inspired robot context leads to 
simpler neural architectures for achieving complex behaviors. 
Keywords: operant conditioning, robot, learning, spi king neurons, adaptive behavior, bio-inspired agents 
INTRODUCTION 
Learning is weil recognized by the scientific community as a major 
feature of intelli gence. ln bio logical agents, this co ncept impli es 
behavioraJ adapta tions from experiences, and it is esse ntial for 
confronting the hi gh va ri abi li ty of the real world. In this con-
text, lea rning brings real-ti me fl exible o lutions that a reacti ve 
response mode alone ca nna t afford. As an evo lutionary process 
during an o rga nism's li fespan, lea rning allows an anti cipation of 
th e nea r future by doing ac ti ons differently. Many description lev-
els of lea rning exist as parti al exp ia nation of the empiri caJ data 
founded on the phenomenon. Among altern atives, th e neUI·ob i-
o logica l cell ular level seems a co herent app roach to under tand 
any lea rning processes deeply. Whether studies on lea rning refer 
to natural o r artificial agents, extensive re ea rch exists in botl1 
domains. ln artifi cial intelligence (AT) , including the robotic field, 
lea rnin g rul es flourish and the direction depends on the contex-
tua l paradigm and goals they are utilized for Wa tkins ( 1989) and 
Sul to n and Barto ( 1998) . 
Among the exist ing approaches to robot co ntroUers, the bio-
in p irati on trend (Bekey, 2005; Flo rea no and Mattiussi, 2008; 
Pfeife r et al. , 20 12) suggests that th e princip les underlying natural 
intelli gence, of which th e lea rnin g phenomeno n, ca n be under-
stood theoret ically and may be used as inspiration to realize the 
core co mputation in Al agen ts. The derived computat ional mod-
els, o nce embedded in robotic "bra ins" with ensory inputs and 
moto r outputs, may then emulate naturaJ intelli gent behav ior. 
O ne important ca ndidate for the development of bio-insp ired 
co ntro llers is the artifi cial neural netwo rk (AN ), an abst rac-
tion of th e natural co un terpart. Like real neurons, a rtifi.cial neural 
units use stored weights (memory) to perform the in tegration of 
one or more inputs at an input node and generate an activat ion 
val ue. The weights are set via a lea rning strategy and a transmis-
sion function uses the integration result to generate th e neural 
output, typica lly actio n potentials that feed one or more oth er 
neural inpu ts in the AN . The AN has many interesting prop-
erties: the ab ility to proce implicit and fragmentary data, high 
computat ion para ll elism, and the capac iti es of gene ralizat io n, dis-
crimination, class ifi ca tion and pattern completion, aU possible in 
a va riety of app lica ti on co ntexts. 
Among seve ra! declinations of AN s, the latest is rep re-
sented by the artificial sp iking neural network (AS ) ub-fam il y 
(Maas, 1997; Ger tner and Kistlcr, 2002) . A Ns distinguish 
th emse lves from preceding ANN ma del in th a t tl1 e underly-
ing aJgorithm is inherently suited to resolve temporal cogniti ve 
problems. lnstead of using rate cod ing to mode! the individ -
uaJ neural firing, the time stamping used by the AS allows 
tim ing, synchron izat io n, and asymmetri ca l tempo ral co rrelation 
(Izhi kev ich, 2003) between sp ike . ASN sare also well-adapted 
for rea l wo rld app lications (see Ponulak and Kasinski , 20 ll, for a 
survey). ln particular, tl1ey do not require prior batch training as 
mu ch as A sand their weight adj ustment process is typically 
mu ch fa ster than the offli ne grad ient descent algorithm that is 
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often used for AN s (Wilso n and Martinez, 2003). Fo r in s tance, 
an AS with un supervised learn ing rules may lea rn soluti o ns 
in just o ne trial fro m a first correla ted paired o f spikes, hence 
exhibiting a c ritica l ability in a real- time co ntext, pa rti cula rly fo r 
orga nism s with sho rt !ife spans, which ca nno t affo rd a lea rning 
mechani m based o n low syna ptic adjustments. Fina ll y, a desir-
able fea ture tha t AS s share with A s is the possi bi lity of 
add -o n lea rnin g rul es to co pe with uncerta in ty a nd complexity 
when handlin g dyna mi c in fo rm atio n. 
ln thi wo rk, we use a dynamic AS adapted fo r virtu al 
and phy ica! robo tic simu latio ns. lt relies o n a disc rete- time lea ky 
integrate-a nd -fire (LIF) neural mode!, implemen ted as a pro-
gram th a t uses lookup tables to specify the synaptic a nd neural 
pro perti es. A L!F neuro n is a mathemati cal abstrac tio n of th e 
biologica l neuro n that puts emphasis o n the integra tive and out-
put func ti ons parts. impie LIF m odels (Gerstner and Kistle r, 
2002; lzhikevi ch, 2003) co nsider that tim e-va rying post-syn apti c 
potentia ls (P P) are the sources of inputs currents to the nelll·on 
(pos itive o r negative), with a subseq uent dynami c effect o n the 
membra ne po tentia l. T he process is typically modeled w ith the 
fo ll owin g tate equati on: 
du(t) 1 ( " ) 
-- = - - u (t) + io (t) + ~ wj ij (t ) 
dt R 
Il 
where u(t) tands fo r the cell mem brane po tenti al, C fo r th e 
membra ne ca pacita nce, R fo r its resistance, and i represe nt the 
input cu rrents co ming through synap es (weights) w. A spi ke is 
generated whenever u(t) reaches a predetermin ed (a nd co nstan t) 
threshold (), after which th e membrane potential is reset to a rest-
ing valu e ()0 fo r a refrac tory period Tr. T he leaky te rm ~ u (t) 
all ows em ulati o n o f pas ive io ni e diffusio n, a characteristic fo rc-
ing the m emb rane potential to co me back slowly to its o rigina l 
equilibr ium sta te. 
T he integra tio n of the in put p resyna pti c pikes to for m the 
input cu rrents could ta ke d iffe rent curve shapes, but it is ge nera L! y 
approxi m ated by an expo nentia l functio n to represent the mem -
bra ne po t nti a l' ability to reach the firin g th reshold . Hence, an 
inpu t cu t-rent i typicall y represented by: 
{8 r 
i (t) =Jo s(r- t)e-r. 
where s() represents the pre ynaptic spike train and r5 is th e 
integrati o n tim e co n ta nt. 
l t sho uld be clea r that the previous eq uatio ns are a im plifi -
catio n of the actual orga nizatio n and neurophysio logie processes 
of a rea l neuro n. ln particular, the patial structure, the map-
ping of pre-synapti c to post-synaptic po tentials and th e ro le 
of neurotran mi tte rs are lumped in to simple ynaptic weigh ts. 
However, the mode! is suffic ient to acco un t fo r many useful 
neural phe nom ena. 
O ur L!F neural m od e! includes aU the prev io us elements, but 
we u e lookup tables to represent the d ynami cs of the va rio u 
inputs va riables, and AS scan be bui lt using them th a nk to 
a so ftwa re ca ll ed SIM 0 tha t we develo ped (Cyr et al. , 2009) 
(see Supplementa ry mater ial fo r details and sta rtin g param eter ). 
Operant condltlomng w1 th art1f1C1al spikmg neurons 
--------~------
Here, we use it to dem o nstra te o peran t co ndit io ning (0 ) in a 
bio- inspired robo tic parad igm, wh en appli ed in di fferent co ntexts 
thro ugh an AS 
O bvio usly, reproducing th e na tura! OC learning process must 
stand o n critical, permanent, and tractable neural co mpo nents. 
ln this re pect, we suggest a co nsta nt co rpus o f element that a re 
commo n in mult ipl e OC scenari os. Fir t, we e tabli h a simple 
mode! of a habituatio n rule, a no n-associa tive lea rning process. 
Habi tua tio n is defi ned by man y tem po ral fea tures (Thomp o n 
and pencer, 1 966; Rankin et al. , 2009), but the main o n es a re 
a decreasing respo nse to persistent stimu li and a recovery part 
wh en they cease. ft involves more-o r- less persistent modifica tio ns 
a t the p re-syn aptic element. The fun cti o nal impact o f habituation 
is tho ught to minimi ze redundant in fo rmatio n, fi ltering input 
a nd enh ancing stimuli novelty (M arsland et a l., 2005). T he jus-
tifi ca tio n to include thi lea rn ing ru le in o ur OC mode! is to 
avo id re fl ex behaviors fro m constant input (Mc weeney et a l. , 
J 996), ac ting similarl y to an intrinsic ac tio n selection mecha-
nism. To thi end, the o riginal AS of lM OC was recently 
enhanced with a novel computa tio nalmodel of habituatio n (Cy r 
and Bo ukado um, 20 13), extended fo r tempo ral fea tures. 
T he next tep in a neuro biological per pective about realiz-
ing an 0 mode! is the imp lementatio n o f ela sica! co nd iti o ni ng 
( C) (Pavlov, 1927). T his type o f lea rning a llows agents, thro ugh 
associa tio n between repetitive pairs of co ndi tio ned (neutra!) and 
unconditio ned (mea ningful) stimuli to eventua ll y produ ce a con-
ditioned response th at is the am e as th e unco nditio ned o ne 
( chm ajuk, 20 10) . C is considered a pass ive associative lea rning 
skill , since agents have no power to intervene in the co nditio n-
ing process. Fo r instance, the sea-slug Apl ys ia alifo rnica, o ne 
well -kn own lower neural system animal mode!, ex.hibits aver-
sive of the gill and sipho n withdrawal reflex (Hawkins, 1984; 
Glanzm an, 1995). One plau ible bio logica ll y cellul ar mechan ism 
th at partially explains event associatio n in CC i the spike-
timing dependent plas tic ity ( TDP) process (Bi and Poo, 1998; 
Ma rkram et a l. , 20 11 ), which co nsists ma in! y of a directio nal and 
ca usa l m odifica tio n of synaptic st rength in relatio n to the pre-
ci e timing of pa ired -spikes witl1in a specifie tempo ral window. 
As such, an STDP computatio nal mode! of associa tive lea rn ing 
was also recently pro posed in tl1e AS of SlMCOG ( yr and 
Boukado um, 20 12). 
0 a Iso co nsists in a fo rm o f associat ive lea rning where agents 
m odi fy their behavio rs by associa ting stimu li and respo nses, 
ac tively changing their behav io r fro m pa t acqui red experiences, 
by the mo tiva tio n of rewa rds o r punishments. Hence, age nts 
a lte r their no rm al behav io rs fro m acquired knowledge by "eval-
uating" the acts they previo usly m ade and th e current changes. 
Pio neers (Tho rndi ke, 19 11; Skinner, 1 938; Hull , 1943) le ft many 
resea rches as legacy, es tablish ing the fo undatio n o f th e subj ect. 
OC is a pheno meno n recognized across modalities and develop-
menta l phases (Valen te et al. , 20 12) in a lmost ail na tural neural 
species. ln particular, the study of th e OC mechanism has grea tly 
benefited fro m invertebra te mode! such a th e sea slug Ap lys ia 
(Brembs, 2003). Still , th e structu ral elements and the p recise 
dynami c involved in the process remain to be determined. As 
a sta rting po int in the quest fo r a minimal co mpo nents require-
m ent defining OC, the present litera ture in psychology (Frieman, 
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2002; Chance, 2009) generally underscores three high-level steps: 
an agent must perform a behavior; a modification must fo Uow 
thi s action (the phenomenon ); the consequence of the modi -
fi ca tion must reinforce the action positively or negatively. As 
a result, the change in the actio n, situation, or environment 
can either strengthens or weakens the behavior. The change 
could also affect the form, ran ge, frequen cy, persistence, tim -
ing, and magnitude of the behav ioral response. ln addition, the 
0 procedures generally includes recurrent cycles of sponta-
neous, voluntary or random actions foll owed by a reinforcement 
timulu , whether it is removed or presented, rewarding or pun-
ishing and resulting in higher or lower reproduction of the 
contributive behav ior. Finall y, the behaviors could happen in 
chain and in a non-stationary environment, which dramati call y 
increases the temporal arder and co rnplexity of the phenomenon 
(Touretzky and Saks ida, 1997). 
lt has already been demonstrated that OC requires a different 
internal molecular mechanism than CC (Lorenze tti et al. , 2006). 
Nevertheless, the latter seems to be involved in OC (Holl and , 
1993), reAecting the basic terminology of co nvergence and diver-
ge nce where CC refers to stimuli -reinforcer ( S- S) and OC to 
a response- reinforcer (Behav ior-Reinforcer) contingency. A com-
parative tudy (Baxter and Byrnc, 2006) of these a sociati ve pro-
cesses indicate that the convergence of the neural acti vity and the 
reinforce r in OC lead to a change in the neural membrane prop-
erti es (modifi ca tion of the input resistance and burst threshold ), 
while C is concerned with the modulation of a tagged synap-
tic site (J zhikevich, 2007). Also, severallines of ev idence point to 
the dopamine as the excitatory neurotran mitter involved in the 
OC reinforcement process (Bédécarrats et al. , 2013) . Resea rchers 
in the domain are currently exp loring some interesting molecular 
track (Lo renzetti et al. , 2008) at the reso lution of an analog sin -
gle cell madel (Brembs et al. , 2002) to confirm which and how the 
components se rves as the co incidental detector. 
ComputationaUy modeling the OC process at different con-
ceptual levels depends on the desired outcome. The idea of 
developing an OC madel using a rate-coded A is not new 
(Grossberg, 197 1), nor is the idea to embed this lea rning process 
in a virtual robot (Graham er al. , 1994) or a real one (Ga ucli ano 
and Chang, 1997) . These OC moclels share a common goal: Appl y 
the comprehension of the natural lea rning mechanism for the 
benefit of physical robots. For example, Ga ucliano AND Chang 
demonstrate how rea l robots could lea rn from a modified version 
ofG rossberg's CC and 0 madel in an unknown environ ment, a 
simple naviga tion task of avoicling or approaching from reward-
ing or punishing eues. These opposing behaviors match different 
senso ry eues. Perhaps, one limitation of th at article is th at a robot 
co uic! eventually lea rn approaching wa ll s or any abjects to receive 
a rewarcl or, inversely, avoicl light when punished. Sti ll , based 
on rated-coded A s, their madel sustains the generaliza tion of 
environments and minimizes the tuning parameters for an ego-
centri c robotic framework. Sin ce timing of events is an important 
fac tor in OC procedure , AS is preferred. 
On the other hand, attempts to cl evelop a time-cocled AS N 
as basis for an OC mode! embeclcled in a bio-inspirecl robotic 
platform is more recent (Arena et al. , 2009; Helgacl6ttir et aJ. , 
201 3; Soltoggio et al. , 201 3) and merits further development. Our 
Operant conditioning wi th artificia l spiking neu rons 
contribution consists in a simple computational OC mode!, built 
with an elementary micro-circuit that can be generalized and 
applied in multiples OC scenarios, demonstrating tl1at this lea rn -
ing process coulcl involve on ly a small number of specifie ceLlular 
elements. More prec ise! y, an input feeding Cue neuron, an Action 
neuron and a Predictor neuron receiving a reward or punishment 
seem suffic ient to compose the co re of OC when connected by 
specifie directed links and few lea rning rules such as habituation 
and STOP. 
We base our approach on the fact that the OC phenomenon 
is seen in the Apl ys ia, and also in smaller neural organisms such 
as C. elegans (300 fixecl neurons), which are already known for 
non-assoc iati ve and associative lea rning (Qin and Wheeler, 2007) 
for adaptive behaviors. Moreover, this Aat worm is perceivecl to 
also exhibit a clerivecl dopamine implica tion in man y behaviora l 
modulation roles (Vidai-Gaclea and Pierce-Shimomura, 20 12). As 
such, the low neural cou nt in the e orga ni sms and their mu ltipl e 
aclaptive lea rning capabilities may imply that a simple integrative 
OC madel may be sufficient to reproduce them. However, until 
now, few computational models are integrating such bio-inspired 
neural knowledge for robotic training purposes and general AI 
behaviora l applicati on . ln this wo rk, we embed an OC madel 
in an ASN acting as a robot brain , using learning functions 
such as habituation and STOP, and a few neurons and synaptic 
lin ks. To reach the goa l, the paper inclucles several OC procedures 
of incrementallevel of complexity, using four general ca tego ries 
of co ntextual 0 : ( l ) Increased behavior with the expectation 
of receiving a positi ve reinforcer; (2) lncreased behavior with the 
expectation of not receiving a negative rein force r; (3) Decreased 
behavior with the expec tation of no t receiving a positive rein -
forcer; ( 4) Decreased behav ior witl1 the expectati on of receiving 
a negati ve reinforcer. 
Scenari o A uses a simple contextual procedure to demon-
strate the minimal components requirecl to builcl an inva riant OC 
kernel. lt corresponds to the first item in tl1e lis t above (bold ). 
cenario B switches to the opposite 0 primitive po larity within 
the sa me lea rning experiment; in few time-steps on line, the robot 
lea rns from the sa me sensory eue to avo id doing the action 
depencling of the contextual type of rein force r. ln scenario C, we 
sugges t a more elaborate and dynamica l experiment by va rying 
the parameters of the minimal OC components req uirement. ln 
scenario D, we embed a representative A N implementing an 
0 procedure in a rea l robo t platform. ln aU four scenarios, the 
0 kernel remains unchanged. 
To summarize, de pite tl1e fact that tl1e exact mechani m of 
0 is st ill unknown, we propose in li ne witl1 tl1e current cellular 
leve! understancling of the natural process a simple OC mode! for 
virtual and physical robots by embedcling a neural co re within 
an AS framework. As novelty, we suggest that 0 applied 
in general contexts cou lcl be unclerstood in terms of an inva ri -
ant minimal component requirement and show the benefit of 
integrating the habituat ion and the STOP lea rning rul es into the 
kernel. Our intention is not to provide new theories of the na tu -
rai phenomenon nor revising extensive features of OC. The scope 
of thi OC madel is limitecl to simple OC contexts, and remains 
to be testecl in more complex situations. Nevertlheless, we above 
ali target ge neralizable functional outcomes in robots to further 
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ground this important adaptive lea rning process into rea l wo rld 
applications, beside na tura! inte lligence . 
The balance of the paper is tructured as fo llows: ln the next 
section, methodology, we desc ribe the dynamics of the AS 
and th e software used. The va rio us tasks, scenarios and resul ts are 
detailed in Section 3. Finall y, a di scussio n and future wo rk close 
thi s a rticle . 
METHODOLOGV 
T he C procedure of thi paper were implemented with the 
SIMCOG softwa re, but other environ ment co uld have been u ed. 
ln order to create a generi c sim ulat ion environment, ali the va ri -
ab les in SI MCOG related to the AS d ynamics are normalized 
in the interval [0-100[ and on ly integer va lues are used. With ref-
erence to Figure 1, a neuron is rep resented by an activation tate 
whose membrane potential amplitude va ries between 0 and 100, 
where 0 stands for the maximum of hyperpolarization , 63 is the 
th reshold for firing and l OO the leve! of an emitted spike. The 
ynap e between two neuro ns is represented by an excitatory or 
inhibitor y link whose weight is a va lue varying also between 0 and 
lOO. The different weights serve as indices in a vector tab le co n-
ta inin g the sa mpled data of normali zed PSP curve . Depending 
on th e input and the cu t-rent membrane potential tate of a neural 
unit, a no n -linea r integration i performed across ti m e, as done in 
a biological neuron, lead in g to a new membrane potenti a l va lue 
and cventually triggering a spike emission if the fi ring thresho ld 
is reached. On e fea ture of the A ed itor in SIMCO is the 
pos ibility to add senso ry transd ucers to neurons. T hese uniqu e 
co mpon en ts are intended to simula te the naturaJ elements in the 
rea lm of robot sensor . Hence, the e transd ucer form a bridge 
between phys ical or vi rtual world timul i and their neural attach-
ment, creating a en ory st imulus or graded receptor potentia l 
that erve a input to the AS . T he sensory inputs also use a 
[0- 100[ scale, pointing to vecto rs that co rrespo nd to va ri ations 
of membrane potentia l to receive. T he sa me logic is applied for 
the m oto r neuron outputs, emitting seq uences of cu t-rent toward 
actuators, producing act io ns in virtual or physica l world. 
A B 
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Lookup tables represent a strategy in computational model-
ing, including AS models (Ro et a l. , 2006; Alhawa rat et al. , 
20 13) . T heir use is motivated by the fact tha t neural models and 
variables are not a lways described by functions in closed form 
and, som etimes, experim ental cu rves are the on ly precise data 
to rely on. ln our wo rk, we also u ed it to accou nt for th e lower 
C PU capaciti es in the robot's mode!. Notice that, sin ce th e curve 
shapes are simil ar fo r graded receptor potenti aJs, PSPs and graded 
motor potentials, the sa me lookup tables i u ed ( ee Table 2 in 
the Supplem enta ry material ). A common fixed length of 5 cycle 
and a maximum change of 10% maintain co herence in the sys-
tem rega rding eq uiva lent values in mV and ms of input/output 
and empirica l resu lts in the literature. Th us, the va lues that fi ll 
the vector table a re set quali tat ively, based o n a progressive, 
non- linea r st imulus- intensity sca le. Al i va lues are integers in the 
range [0-100]. 
For ali the neural branchin g pa rts (t ransdu cer/syn apse/ 
actuator) in the A , different additive lea rning rul es could 
be applied to obtain a desired modulation co ntrol (see 
Supplementary material , Equations 3-5). A senso ry adaptation 
rule is used to rest ri ct the data Aow at the tran ducer site. An 
exponential decay factor is ap plied for a red uction percen tage to 
occur on a short time period , thus a llowi ng the mode! to deal 
with brief as weil as co nstant timuJ i. A habituatio n rule that acts 
bet:l>veen two neuron s plays the sa me rol e essentiall y, but it filte rs 
redunda nt inpu t information o n lo nger and more va riab le tem -
poral sca!es depending on the intensity, magnitude, freque ncy, 
and inter-s timulus interval of the inpu t patte rn . The hab ituati o n 
rul e is a key factor in the 0 dynami c we present, regul a ting the 
spikes traffic in the proce s of neural integration . Depending of 
th e temporal input patte rn , d ifferent expo nential decay factor 
modulate the synaptic we ight as we LI as recovery function when 
the stimuli cease. Finally, we also applied a STOP lea rning rule at 
th e synaptic site, for mod ification of the ynaptic weight in rela-
tion of the preci e pre-post pike timing ( i.e., on a short ti me cale 
window, pre- post spike occurrences strengthen the lin k betwee n 
two neuro ns and post-pre spike occurrence weaken it. ALI these 
Neural dynamic 
- Membrane Potentl.l 
10 15 20 25 TirM/cyde 
Tlme/Cvcle 
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FIG URE 1 1 (A) Two different samples of synaptic weight values (see Table 2 1n 
the Supplementary materiall associa ted to PSPs. representing the membrane 
potent1al changes integra ted on a 5 cycles ume du ration . (B) The membrane 
potentla l vanation resulting from the Integration of a PSP (weight = 95% ) w h1ch 
starts at time x. allowing the neural dynam1c tc reach the threshold for a sp1ke 
emiSSIOn. alter wh1ch a hyperpolanzauon state rap1dly follows as weil as the 
progress1ve return tc the resung membrane potential value. Note. that at time 
x+ 4, the PSP value 1s not mtegrated due tc the absolu te refractory penod. 
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lea rning ru les are also implemen ted with integer values th ro ugh 
looku p tables and buil t qualitati vely from standard curve shapes 
in the litera ture. 
Ln th e virtual experimen ts, we choo e a 15 cm diameter fra me, 
two mo to ri zed -wheels a t th e back fo r loco mo ti on and a suppo rt 
wheel a t the fro nt fo r balance (Figure 2A). A two-segm ent arm 
at the fro nt of the vir tual robo t allows p res ure o n the gro und 
such as color circles in to co m plex scenarios. T he phys ica l robot is 
bui lt us ing a Lego Mindsto rms XT 2.0 and in tends to mi mie th e 
virtua l o ne (Figures 2B,C). 
ln tl1e simplest OC procedure, th e AS N includes a ker-
ne! (inner-box in Figure 3A) bui lt with three neurons, three 
A B 
Operant conditioning with artificial spiking neurons 
synapses, o ne habitua tion ru le, and o ne STDP syn aptic ru le. To 
acco mm oda te th e vir tual and phy ical robo ts with a wide range of 
OC scenarios, the kernel is co m pleted with a contextu al o uter-box 
th at prov ides input fro m at !east two tran ducers, o utput to o ne 
actu ato r, and th ree additi o nal syna pses th a t co nn ect to th e inner-
box kernel (outer-box in Figure 3A). These las t synapses co me 
fro m the rein fo rcer inpu t, th e eue in put and to tl1e ac ti o n o ut-
put. We submi t that thi inn er-box and outer-box co mbinatio n 
ha the min imum number of co mpo nen ts to ach ieve OC proce-
dures in va rying co ntexts fo r a bio- inspi red robotic paradigm (see 
Figures 3B,C fo r a lte rn ative dynamica l represe ntat io ns o f the 0 
mode!). 
c 
FIGURE 2 1 (A) Representative third persan view of NeuroSim. the 30-world simulator in the SIMCOG sutte. showmg a ptcture of the vtrtual robot when 
anempting tc cross several green bars on the floor. (B,C) Simtlar structures with physical robots (Lege Mindstorms NXT 2.0). 
A B c 
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FIGURE 3 J OC simulat ion w it h a minimal neural component set . (A) The 
mner-box consists of a Cue neuron feeding an Action neuron with a strong 
synaptic link (bold) and a Predtctor neuron wtth a weak link (pale); the link 
between Predictor and Action is of intermediary strength . A habttuation ru le 
between Cue and Act ton allows decreasing the associa ted synaptic wetght 
with time. leading to fade the Action . When a reinforcer input triggers a spike 





r ... ~ A ClÎOn / 
increases due tc STOP learnmg. lt eventually allows Cue alone to sttmulate 
Predtctor and from this new path Action neuron . ln the contextual outer-box, 
the input and output can be abstracted tc any type of neural structure . (B) 
Dynamic representatton of OC wtth the eructa i components. Usmg a positive 
rein forcer (reward). the results are simulated through a time line: Predictor 
leads to an Action without any Reward. (C) Dynamic step represen tation of the 
OC learn tng phenomenon wtth an emphasis on synaptic strength changes. 
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The co ntingencies of the OC procedures are tr ibu tary of 
the array of robot behav iors and the contextual environment, 
rega rdless of virtual and phys ical robot or naturaJ agents. StiJl , 
the pontaneous production of behavio rs is a necessary condition 
for any OC procedures. ln aU the vir tual experiments that we 
conducted, the robots evo lve in a closed 3D-world tha t contains 
different color ba rs painted on the floor, tactil e sensors to detect 
the robot's arm pressing the floor, surrounding sound senso rs to 
detect so und emi sions from the robot and , vibration/light/hea t 
emitter for eue inpu t or rewarding/ punishing reinforcers. 
Oepending of the protocol, the robo t' act ions consist of emitting 
sound, moving, pressing the floor with an attached arm or 
pushing color bricks. Thus, the robot has restricted navigation 
skills and the a priori knowledge comes from the behavioral 
pattern inherited from the A . The subsequent mod ulation 
of the responses co mes uniquely from the lea rning ru les, and the 
re ults depend on the temporal association of the senso ry eues, 
the rein forcers and the actions, which change with context. 
TASKS, SCENARIOS, AND RESUlTS 
Pecking a light or a co lor di sk is a common tas k with pigeons in 
many lea rning studies. Pre sing leve r into a skinner-box o r per-
fOI·m ing maze escapes are also stereotype experiments with rats, 
producing a vast literature in the lea rning domain. These appar-
ently simple behaviors are more complex than tl1ey appea r, and 
many va riables manipulations are needed to observe tl1e data on 
CC and 0 procedures. ln anim al lea rning, the positive rei n forcer 
usuall y co nsists in giving water or food wh en the anima l is hungry 
or thirsty. ln contrast, the nega tive reinforcer is often rep resented 
by brief electri ca l shocks, air puffs, or direct touches. The asso-
ciati ve neutra! stimuli used in natural contexts include flashes of 
light, so und, odor, color disks and mechanica l deviee (b utton , 
lever, an d ma ze). 
ln thi work, we abst ract the behav ior with sound emission in 
scenarios A and B. ln scenario , the action is to press on tl1 e floor 
and in scenario 0 to push blocks. The wi llingness to do or not an 
ac tion ca n be re olved in many ways. Refl ex action is a simple 
approach that we ado pt here, though intrinsic neural properties 
co ul d also lead to pontaneou endogenous random or periodic 
actions. Otherwi e, any central pattern genera tors, value systems, 
or actio n election mechanism could also result in actions. ln 
aLI experiments here, we explicitly propose an externaJ reinforce, 
though aga in , alternative experiments cou id embed internal rein -
forcers such as a second AS standing for an intentional or 
motivational behav ior. Scenarios A and B invo lve a positive rein-
fo rcer implemented as flashe of ligh t and a negative rein forcer 
implemented as a vibration wave. In aLI cenarios, ma nuai param-
eter adj u tments were clone. Efficiency was not a priority and 
more forma i tuning methods could be used, such as genetic algo-
rithms or other A s. Add itional information on tl1e parameter 
values u d for scena rio is provided in the Supplementary 
material. 
SCENARIO A: PRIMITIVE OC PROCEDURE (INCREASED 
BEHAVIOR/POSITIVE REINFORCER) 
The AS associated with the robot configura tion is hown 
in Figure 4. lt allow rea lizing the primitive OC procedure of 
Legend 
e Neuron 
! e Neuron Motor 
' • Neuron Vibe 
e Neuron Visual 
' Synapse Excitatory 
• Synapse Habituation 
' Synapse STOP 
Transducer Vibe 
Transducer Visual 
... Mot or Sound 
Operant condit1on1ng w1th art1ficiat sp1kmg neurons 
Reinforcer 
FIGURE 4J Suggested ASNN to achieve OC procedures in varying 
contexts with a minimal component requirement. This specif1c situation 
results in increased behavior when followed by a re1nforcer. The positive 
rein forcer consists of light perceived from a visual sensory neuron. The 1 
action is simulated with a sound emission. _j 
increasing (a li or none in this experiment) the behavior when 
fo ll owed with a positi ve reinforcer. This basic configuration can 
be generalized to the other primitive ca es and it represents the 
propo ed minimal neural components requ irement. ln particu-
lar, swa pping the excitatory synaptic lin k fo r an inhibitory one 
between the Action neuron and its actuator will result in dec reas-
ing the behavior. The attribution of a positive or negative aspect 
of the reinforcer co rre ponds to an internai value, which depends 
on the context. Hence, the four primitive OC scenar ios could be 
embedded in the sa me tructure. 
Referencing to Figure 5, the ue neuron reads period ic vibra-
tions emitted from the virtual wo rld . on equentl y, Cue emits 
spikes to the Action neUJ·on that triggers a reflex sound emis-
sion fro m the robot. Flashes of light (Reinforcer) are emitted 
into and from tl1e virtual wo rld ( upervised procedure) consec-
uti vely to the robot's act ion for a certain period. ln this ASNN 
configuration, the end pointis to provoke a sound emission in the 
expectation of a rewarding light. At the synaptic link between Cue 
and Predicto r, the STOP learning rule associa tes the sound emis-
sion (from the Action neuron ) and the ensuing positi ve rein forcer 
(rewa rd input) to the Predictor neuron. Oiscontinuing the reward 
(a round cycle 175), revea ls the ascend ing strengtl1 of thi s SYllaptic 
lin k, leading to predict alone the rewa rd from the eue. 
Fo ur control situations can exist (not graph icall y shown): (1) 
Without the habituation ru le, the action never stops and removes 
the benefit of predicting the reward, a well as producing the 
actio n without the possibility to stop it in the case of a nega-
tive reinforcer; (2) Without the STOP rule, the reward is always 
requested to produce the action and the eue will never be strong 
enough to predi ct the reward (3) If the reward precede the acti on, 
tl1e STOP rule will decrease the ynaptic weight and the actio n 
stops rapidl y, highlighting the non -predictive value of the link (4) 
Finall y, stopping the eue will lead to "forget" the association , an 
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FIGURE 5 1 Dynamic ASNN st ates (Figure 4) involved in an OC 
procedu re . The Cue neuron (A) emits spikes in reactiOn to regular vibes 
pacmg into the v1rtual world. The strong synaptic l1nk between Cue and 
Acuon f1rst commands the robot to do actions (C) 1mplemented as sound 
em1ss1ons. Because the synapse between Cue and Action mcorporates a 
habituation rule which decrease the synaptic efficiency (D), the PSP 
eventually fades enough to stop the action around cycle 100 (B). ~ultaneously, Cue emits spikes toward the Pred1ctor neuron. ca using smal l 
extincti o n feature of OC proced ures. We also did simula ti ons o n 
alllea rnin g rule permutations within the OC core and found no 
o ther possibility to produce OC. 
T he synapti c weights must be weil balanced in order for th e 
OC to work properl y. Within the previous lea rnin g ru le per-
mutati o n tests, we rando mized several times the initia l syna ptic 
weight and found no o ther concluding experiments. Mo re pre-
cisely, we achieved the OC procedu re o nly when there wa a 
high synaptic weight between ue and Actio n, and a low weight 
betwee n Cue and Predictor. 
SCENARIO 8: TWO OPPOSITE PRIMITIVE OC PROCEDURES (INCREASE 
BEHAVIOR/POSITIVE REIN FORCER) THEN (DECREASE 
BEHAVIOR/NEGATIVE REINFORCER) 
T his sce nario represents a small increment in the A N co mplex-
ity (Figure 6). We kept the sim ple stru cture of scenari o A, but add 
the pos ibi lity of punishment (negative reinforcer) with a brief 
hea t wave. O ne ca n see the duplica tion of the minimal co mpo nent 
tru cture. No te th at these imbricates neural circu its cou ld be used 
in sepa rate OC procedures. In compari o n to scenario A, some 
interneuro n are added to lin k both circui ts and explicitly high-
li ght the mutual exclusive opposition of behavio rs (so un d o n/off) 
500 
PSPs (E) . Du ring the first 100 cycles, the synaptic weight (F) between Cue 
and Predictor 1s not strong enough to lead to a sp1ke. The Reinforcer sensory 
neuron (G) spikes uncondit1onally from a l1ght perception produc1ng unvary1ng 
strong PSPs (H) toward the Predictor neuron (1). The reward cornes from the 
v1rtual world in response to the action . The sp1k1ng panern of Pred1ctor results 
from the integration of growing PSPs from Cue/STDP and the PSP of the 
Re1nforcer. Stoppmg the reward sti ll produces the desired behavior in an 1 
expectative manner due to OC . __j 
a nd the effect of the reinforcer (heat/ li ght). T he neural clynamic 
of th is OC proced ure (Figure 7) leads to reverse th e behav ior of 
doing a so und to get tl1e rewa rding light by sto pping the action 
from lea rning by punishment. This AS co uld be abstracted 
to any other ac tions li ke escape behaviors. One ca n see the per-
siste nce of th e PredictorR spike pat tern from the Cue inpu t. ln 
fact, the link is rein forced each ti me Cue spikes. Wh en ceased (not 
show n), the STOP eventu ally enters in a recovery mode and sim-
pl y forgets th e a sociat io n with a previo us rewa rd . The sa me logic 
co uld be applied with Pred ictorP. 
SCENARIO C: PRESSING CO LOR X IN EXPECTATION OF REWARDS OR 
PUNISHMENTS 
l n this more complex scenari o, we keep the OC kernel unto uchecl, 
but replace som e extern al elements and add e thers. ln Figure SA, 
instead of a reflex so und response when the robot perce ives a 
vib ratio n stimulus, two new Cue neurons are in trod uced , now 
sensitive to colo r patches o n the floor. Cue-Green is a senso ry 
neuron respo nd ing to the green colo r and Cue-Red to the red 
co l o r. Also, to encompass a larger type of in put patterns, in cl uding 
co nstant stimuli , we add a fast ada ptatio n lea rnin g rule (nega-
tive exponential decay factor with a fast recovery parameter) to 
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FIGURE 6 1 ASNN and associated external robot structure built to 
exhibits opposing behaviors of emitting or not a sound. The proposed 
AS NN 1ncludes the previous one (Figure 4). sharing sorne elements of the 
minimal components requ1rement. The Punishment sensory neuron (heat) 
is added as a negative rein forcer and renamed Reward neuron as in the 
positive reinforcer (light-visual) . We individualized the Predictor neurons m 
respect of the attached rein forcer. Each behavior mutually inhibits the 
oppos1te one. 
th e a ttached visual transduce rs. This biologicall y reali sti c fun ction 
prevents an overflow o f th e input data. T he co lor patches repre-
sent neutraJ stimuli . Th us, if seeing th e co lo rs persists, th e sensory 
adaptatio n resul ts in slowing down the spike emiss io n. 
In sce narios A and 8 , th e robo t was sta tic, emitting a sound 
o r not as simple behavio r. ow, the robo t move forward at a 
co nstant speed and the Ac tio n neuro n (Arm -Dow n) respond 
in moving down an attached a rm when a specifi e gree n o r red 
co lo r on th e flo or i seen, until a gentle pressure o n the co lor 
patch occurs. As a co nveni ent acce so ry seco ndary behavio r, every 
tim e the robo t to uch th e fl oor, a sensory moto r reflex (Arm-Up) 
replace the a rm in its o riginal positio n, determining a maxi-
mum ra te of pressure o n the floo r. Beca use of the im plemented 
habituati o n-learn ing rul e betwee n tl1e Cues and Arm -Down neu-
rons, the acti o n will eve ntually sto p if th e stimuli are co nstant, 
preve nting a looping and refl ex situatio n if no signifîcant events 
follow th e behav io r. 
From these scenario elements, it is easy to introduce a n OC 
procedure of any of the four primi tive types. We choose to give 
a reward when the robot presses on the green bars (I ncrease-
Behavio r-Pos itive-Rein fo rcer) and a punishm ent (Decrease-
Behavio r- ega tive-Rein fo rcer) when it presses o n the red bars. 
T he expected behavio rs are th at if tl1 e robot perceives a red o r 
green co lor o n the fl oo r, it will presses o n the fl oo r witl1 its arm 
for severa! times and th en adapt fro m the habituati o n and senso ry 
ada ptatio n lea rning ru les. Dependin g o n the input stimuli pat-
tern (Figure 88), the adapta tio n and habituati on o r their recove ry 
phases, when tl1 e co lo r changes o r cea es the robo t may eventually 
respo nd aga in to tl1 e previo usly adapted co lo r. After, if there is a 
rewa rd ( light) fo llowing the actio n of pressing a col or, th e robo t 
overpas the adapta ti o n/habituatio n lea rning ru les and co ntinues 
th e pressing behav io r, expecting a rewa rd from the PredictorR 
neuro n and the STDP rule that previ o usly increased th e synap-
tic weight. The sa me is tru e fo r the opposite situation, but the 
rôbo t respo nds by preventin g pressures if a punishment (hea t) 
fo llows the Arm -Down movement. As in scenario 8, the AS N 
could afford a dynami ca l transitio n from th e reward and punish-
ment, bu t as a novelty, it co u id also adap t fro m the associated eue 
colo r stimuli (Figures 9, 10). 
SCENARIO D: PHYSICAL ROBOT AIMING TO DISCARD WRONG CO LOR 
PIECES THROUGH AN OC PROCEDURE 
ln this las t proof o f con cept scenari o, we use a Lego Mindsto rm s 
XT 2.0 robot to tes t th e OC process implementatio n in a phys-
ica l plat fo rm . Here, a static ro bo t acts o n a conveyer bel t that 
transpo rts blue and red co lo r pieces (Cues) . T he ac tio n con-
sists in fîrst ejecting off the belt any perceived co lor pieces. 
Without re info rcement, the senso ry adaptati o n and th e habit-
uatio n lea rning rules eventu all y lead to sto p the behavio r, the 
robot beco ming no n-selecti ve fo r any colo r pi eces. Witl1 th e 
0 procedure, the goal co nsists a t lea rning to selectively dis-
ca rd pieces according to tl1eir colo r, keeping the "good" o nes 
o n th e co nveyer belt. T he rewa rding rein fo rcer is implemented 
a a tact ile input fro m a dedica ted senso r. We show th e asso-
ciated AS (Figure liA) and a picture of the co rrespo nd -
ing phys ica l robo t (Figure 118). Fo r exampl e, if the red pi eces 
are reinfo rced by to uches after they pass in fro nt of th e colo r 
senso r, eventually the blue pieces will always stay o n the belt 
and the red pi eces always be rejected (supplementary materi -
als are ava ilable a t htt p://www.aifuture.co m). O ne ca n obse rve 
ano th er co nfiguratio n of tl1 e n uronal architecture including 
tl1 e minimal compo nents req uiremen t, sharing aga in portio n 
o f th e cr itical elements with th e Actio n and the Rein fo rcer 
neuro ns. 
DISCUSSIONS AND FUTURE WORKS 
Predi cting th e future give clea r ad va ntages to natural o rga nism s 
in term s of adapta tio n to survive. Lea rning th e co nsequ ences of 
o ur ow n ac ti ons represen ts o ne of li fe's mechani sms, and it char-
acte ri zes the OC process. ln the real wo rld , auto no mous mo bile 
robo ts must deal with uncertain ty and need co ncrete and fast 
so lutio ns fo r adaptatio n to di ffe rent co n tingencies. Lea rning fro m 
0 procedures is certainly an avenu e to consider fo r seek ing 
"good" and avo iding "bad" situatio ns. 
In this paper, we howed through virtual robo ts in volved in 
few OC scenarios of di ffe rent leve! of complex.ity that a minimal 
co m po nent structure per ists in the AS con tro Uer. We also val-
idated the OC mode! in a physicaJ ro bot. We sugge t that this 
inva ri ant kernel may be a suffic ien t conditi o n to defî ne tl1 e OC 
process in terms of cellul ar elements, including a STDP and a 
habi tuati on syn aptic lea rning rule. The first experiment, scenari o 
A, po int to a stru cture th at co uld represe nt this elemental "brick" 
o f the OC process when embedd ed in an AS N. O ur incremen-
tai simulatio n approach revea ls th at a variatio n of the contextual 
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FIGURE 7 1 Extension of the OC scenario A (Figures 4, 5) by following the 
response with a punishment. The result is that the robot first learns to emit 
sound to get a reward1ng light and th en, ceases emission to avoid a punishing 
heat wave. Th us, Cue regularly catches vibes from the v1rtua l world (A) . The 
synaptic link between Cue and Action conveys PSPs w1th decreasing 
strength intime (B) from the habituation rule (C). Then, Action only sp1kes 
(D) when the temporal summation of ali incoming PSPs is strong enough . 
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FIGURE B 1 (A) ASNN corresponding to the arm-down behavior when the 
robot passes over color bars on the floor. The structure of a minimal 
components requirement is duplicated and shares a common Action neuron . 
mcreased amplitude from the STOP rule (E) . When the robot emits a sound. 
the v1rtual world responds for the f1rst 250 cycles with a rewarding light (F) . 
Thus, Cue reaches Action from PredictorP (G) and elicits sounds with the 
expectation of getting a reward. even if the world ceases to offer it. At cycle 
500, the world turns on a punishing heat wave (H) each time the robot emits 
a sound 1nstead of a rewarding light. The STOP rule (1) at the synapse 
between Cue and PredictorP increases the synaptic weight until Cue triggers 
PredictorP (J) alone withou t punishment. 
(B) The NeuroSim virtual environment shows a robot that wi ll move forward 
and experiments a stnpe of differen t color zones on the floor associated to 
reward. punishment depending on the location. 
l 
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FIGURE 9 1 Neura l dynamics detai ls of the OC-Arm-Down simulation 
wh en th e robot passes through the first three zones. The graphie shows 
the sensory color neurons (A.B) wh1ch are the Cu es and leads to the 
Arm-Down behav1or (C ). followed by touches on the floor (D) . These act1ons 
elements or copies of the minimal kernel requirement are a il th a t 
i needed for th e OC pheno menon to proceed . 
T he c hall enge in low- level expla natio ns of the OC mech-
anism is to find the co nverge nce o f behav io ral co nsequences 
and rei nforce r. We have pro posed a simple neural circuit pa int-
ing to clear elements a t the cellu lar resolutio n level. T he OC 
model see ms ge neral eno ugh to main ta in explanations in ma ny 
contexts. 
T he power of OC lea rning is, in a given context, to shi ft 
d yn amically a neutra! spo ntaneo us behav ior toward a preferred 
behavior from the a sociatio n between one actio n and its co n-
sequence. The context is often co ming fro m enso ry eues. The 
va lue of the o utcomes must al o be embedded so mehow and 
ho u id be part of the dynamica l proces . Persistence, reca ll , and 
reversibility are also e ential plas tic lea rning features that lead to 
lea rning adaptati on. ln cenarios B and C, we showed th ese mod-
ulated ca paciti e fro m changing o ppos ite behavio rs o nlin e and 
fro m reve rsing the neutra! type of initial eues. The co ncl usion is 
that a stimulus, a behavio r o r a co nsequence co uld be good o ne 
day and bad another day. T hu , a computati o nal model of 0 
sho uld be co ncerned by ali these essen ti al characteristi cs. 
In sce nario 0 , we demo nstrated that the OC process was 
possible in a physica l robo t by transferring th e AS in to it. 
We also varied the neural archi tecture as weil as the tempo ral 
a pects of so me pa rameters. By rando mizing the pieces order 
trigger au tomatically a rewarding light (E) or a pun1shmg heat (G) from the 
30 -world, depending of the zone and the color. The associated Pred1ctor 
neuron even tually spikes to ge t or av01d a reward (F) or a pumshment (H) 
w1thout the rein forcer st1muli. 
( ues), we showed that th e STOP ru le cou id modu la te th e ynap-
ti c weights with di ffe rent time interva ls, as lo ng as the !SI (inter 
spike interval) is included in the tim e-window of the STOP 
rule. Also, th e prese ntatio n of the piece-cue-stimulus was tim e-
va rying, depending of the user th at feed the chain . Moreover, 
because the timi ng of the to uch (Rein fo rce r) wa also rea lized 
with a user ( imprecise), it brings some other interes ting tem-
po ral va ri atio n into the OC procedure. ln a roboti c perspective, 
s01· ting co lo r items is easy with programing. Changing the co lor 
o n th e fl y i also possible, bu t th e system sho uld prev io usly 
have programmed th e fea ture. With o ur OC model, a upervi ed 
procedure co uld reve rse any co lo r piece (or any oth er o bject's 
fea tures). We showed also that no prio r knowledge is needed 
beca use aLI eues, actio ns, and rein fo rcer a re considered neutra! 
and co uld be changed at any ti me. uch fl exibili ty cou id be useful 
in severa! appli catio ns in the Al do main . 
In a general 0 goa l-directed ac ti o n mode!, th e Predicto r ac ts 
by pa inting the desired behav io r amo ng sets of ac tio n by p revi-
ously associating a given behav io r to a given context that impl y 
rewarding o r punishing co nsequ ences. T he transitio n of circum -
stantial acti o n into a habit fo r expectancies represents o ne fea ture 
of th e OC phenomeno n. We find that th is OC fea ture, as an 
experience-dependant p la ti city process, seem s real iza ble with a 
mai l AS N which includes few, but crucial minimal compo nents 
requirement. 
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FIGURE 10 !Integral path of the robotwhen it passes over eight co lor zones (A,B) . The data are the sa me as in Figure 9 but. the second hall portion reverses the 













FIGUR E 11 1 (A) ASNN of a robot sort1ng color pieces; it chooses between a 
red or blue one depending on an external touch remforcer. (B) Conveyer belt 
1 with bricks and robot (No. 3) fllppmg from a hall rotation movement with a 
As cnttctsms, the proposed OC including CC, habituation, 
and sensory adaptation models needs so me examples (arb i-
trary) of stimuli-spike-action fo r the demonstration . We have 
not exha ustively explored the bo und ar ies, nor defined the exact 
rela tio nship betwee n ali the temporal param eters of the learn -
ing rules that are merged into th e OC mode!. T hus, the limit 
values of the eue, actio n , and reinforcer remain to be tes ted 
s1de arm to eject the pieces. A color sensor located at the front of the robot 
allows 1t to reads the colors of the p1eces. Also. a touch sensor is attached for 
external reinforc1ng . 
further in terms of strength, rate, and lSl parameters to co m-
plete the computational mode], even tho ugh it was not o ur 
primary goal to develop a formai OC mode!. Also, val ue sys-
tems sho uld be implemented in the OC mode! (Krichmar and 
Rëhrbein , 2013) ; particu larly when co nsiderin g that lea rning 
drives do not always co mes a external reinforcers (Santucci et al., 
20 13) . 
Frontiers in Neurorobotics www.frontiers in .org July 2014 1 Volume 81 Article 21 1 11 
Cyr et al. 
-----
ln this paper, it was co nve ni ent to apply the rein fo rcer in 
the sa me tempo ral windows a the STOP, habitua tio n, and sen-
ory adaptatio n learnin g rule . T he dista l problem solving, credi t 
as ignment o r simply put, how to link an input stimuli to a 
delayed re inforcer a re hi ghlighted by many researchers (Sutlon 
and Ba rro, 1998; Izh ikevich, 2007) and different theoretica l rn od -
els upport the idea a t th e cell ul ar leve! with as examp le, th e 
tagging syn apse hypoth es is (Papper et al., 2011 ). Moreover, in th e 
fruit fli es b ea t-box, O C procedures (Bremb, 2011) show th a t th ey 
lea rn ed in few minutes to avo id a specifie punishing tube. T hu , 
lo nger te mpo ral considerati o ns manner and sho uld be included 
fo r a complete 0 mode!. 
ln a next m ode!, we plan to include a neural trace compo nent 
with a decay factor in associa tio n with a ge neral feedback system. 
Extendin g th e temporal wind ow o f th e coïncidence would th en 
in crea e the "good" synapti c lin k. It was no t a specifie aim of this 
a rticle to implement di tant temporal gap within th e process, 
th ough, to our knowledge, we d o n' t see mu ch obstacle foreseeing 
this temporal characteristic. 
Also, introducing a do pa mine- like reinfo rcer as a main exci-
tato ry input fo r rewarding signal seems a logical step inclusio n 
in a future OC mode] if achi eving higher cognitive processes is a 
target (Wang et al., 20 11). lmplementing a particular neuromod-
ula to r in an AS could transla te into a di ffe rent shape of the 
PSP wi th a higher magnitude peak and a shorter time window, 
offering s imi la r dynami c fea tures of the natural co mpone nt. ln 
th e sa me line, adding cholinergie inhibitory inputs could increa e 
th e ASN modulation possibiliti es as in biological co nditio ns 
( hubyk in et al., 2013) . 
The cuiTent understanding o f th e 0 proce s seeks th e co n-
vergence o f behavior and rewa rd signal a t the m olecula r leve! 
thro ugh the synergistic interacti on between different types of 
medi ato rs (i.e., calcium io n and ca lmodulin -sensitive ad enylyl 
cyclase co ncentra tio ns) . At the end , th e co incidence de tector may 
be unders tood by o nly o ne m olecule, inducing change in th e 
neural m embrane pro perties, whi ch produ ce CC and O C as dis-
tin ctive associative lea rning proces es (Brembs and Plendl, 2008) . 
We clearly don' t want to go tha t far in o ur present computa-
tiona l OC mode] though it is s ti ll an option. We prefer to fo cu 
o n th e functional and temporal aspects of the learning proces fo r 
bio- in pi red robo tic purposes and co ncrete AI applicatio n . 
A exten io n of this wo rk, severa! o ther behavio ral altern a-
tives sho uld be implem ented to validate this simple OC mode! 
in co mplex situatio ns. As such, we in tend to challenge this lea rn -
ing conce pt in decisio n- making pro perty (Nargeot and immer , 
20 11) and its possible impli ca tion in th e action selection mech-
anism. Adding chaotic feature to th e A N throu gh diffe renti a i 
equati ons ins tead of lookup tabl es may find benefit in the rich-
ness of the behavioral res po nse. Also, more com pl ex robots 
should embed the OC mode! to apprecia te the rea l cope of thi s 
computa ti onaJ learning rul e. Overall , with this OC core m ode!, 
building incrementai co mplex d ynamical scenarios taking adva n-
tage of ha bituati o n, STOP, and OC intrinsic charac teristi cs may 
offer mo re than additive behav ioral adaptatio n in neu ro ro botics 
appli cation . 
Al o, tud ying non -elemental fo nns of learning is far more 
difficult and characteri ze higher cognitio n in animal (Giurfa, 
Operant cond1tioning with artificial spiking neurons 
2007) . Explo ring shaping behavio rs, co llective-decision in hetero-
geneo us cognitive abiliti es, nega tive pattern di criminatio n [lea rn 
to discriminate a binary compound stimulus and reinfo rce A 
and/orB but no t AB, (A+, B+, AB -)], feature neutra! di scrimi -
nati o n (B+ , AC+, AB-, C-) o r mas tering transitive inference rule 
as in A> B, B>C th en A> ba e on 0 and CC processes may be 
a path to fo Uow. 
Ln conclusion , thi s a rticle showed a computational 0 mode! 
under coring a minimal component requirement in tenns o f 
specifie cellul ar elem ents as explanatio n o f the learning pro-
cess. Thi o riginal OC m ode! was presented in line with the 
cutTent understanding o f the neuroscience knowledge at the cel-
lular leve! of comprehension o f th e mechani sm. We applied thi s 
0 mode! in a specifie bio- inspired roboti c paradigm through 
an increm ental, but simple leve! of complexü y within th e pro-
posed sce narios. The true impact and limitations of this 0 
mode! remains to be determin ed in a wider spectrum of appli -
ca tio n . Yet, the singular modularity o f the minimal compo nent 
requirement certainl y open the door to resolve interes ting tasks 
by Al agents from this uniqu e stru cture in the OC lea rning 
process. 
SUPPLEMENTARV MATERIAL 
The Supplementary Material for this a rticle ca n be fo und 
o nlin e at: http://www.fro ntiersin. org/Journ al/ 1 0. 3389/fnbo t. 
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Action select ion (AS) is thought to represent the mechanism involved by natural agents when deciding what should be the next 
move or action. ls the re a functional elementary core sustaining this cognitive process? Cou id we reproduce the mechanism with an 
artificial agent and more specifica lly in a neurorobotic paradigm? Unsupervised autonomous robots may require a decision -making 
skill to evolve in the real world and the bioinspired approach is the aven ue explored through this pape r. We propose simulat ing an 
AS process by using a smaJJ spiking neural network (SNN) as the lower neural organisms, in a rder to control virtual and physica l 
robots. We base our AS pro cess on a simple centra l pattern genera tor ( PG) , decision neurons, sensory neurons, and mo tor neurons 
as the main circui t componen ts. As novelty, this study targets a specifie operant cond itioning (OC) context which is relevant in an AS 
process; cho ices do influence future se nsory feedback . Us ing a simple adaptive scenario, we show the complemen tar ity interaction 
ofboth phenomena. We a iso sugges t th at thi AS kernel cou id be a fast track mode! to effic iently design complex S N which incl ude 
a growing number of input stimuli and motor outp uts. O ur results demonstrate that merging AS and OC brings flexibility to the 
behavior in generic dynarnical situations. 
1. Introduction 
The vast topic of action se lec tion (AS), including decision-
making, behaviora l cho ice, and behavior-switch as nomen-
clatures, is thorough ly explored from different perspectives 
of comprehension , levels of resolution, and sc ientific com-
munities [1]. The AS biological phenomenon res ults from 
a neural process that leads to the observation of an age nt 
doing one action over severa! others. The precise neural 
substrate underpinn in g this mechanism is not yet discove red 
[2, 3]. Even though many insights [4, 5] point toward how 
to simulate th e AS natu ra l process in artificial age nts, there 
is no consensus to approach this cognitive phenomenon. In 
this view, the neurorobotic domain aims to study AS from 
bio inspirat ions but applied for artificial intelligence (AI) and 
roboti cs purposes [ 6]. As a prem ise, bu ilding controllers 
for unsupervi ed autonomous robots necessarily requires 
a dedicated mecbanism to operate behavioral transitions. 
Moreover, in real world, these action sho uld be adaptive 
in tead of being ruled by fi.xed -patterns. 'TI1us, a simulated 
A process should be fl exible enough to cope with changing 
environments. The e adaptive behaviors could come from 
learning funct ions which act as modu lato rs of the AS proces . 
Artificial spiking neural networks (SNN) [7 ] have been 
successfully used as brain -contro ll ers for robots, and sev-
era! researches have proposed different computatio nalmod -
els implementing AS through this specifie experimental 
parad igm [8, 9]. A majo r aspect of S is to understand the 
information process at the leve! of a single pike [10] . There-
fore, t iming of pikes can be used for temporal eve nt correla-
tion and associative learning. As such, it cou id be interesting 
to study an AS mechani sm in combination with an operant 
conditioning (OC) proce , ince we an ticipate that th ese 
processes add more flexibi lity to switch behavior from their 
interactions, sbaring bo th the abil ity of specifyi ng actions. 
'TI1e function of an AS process is to decide betwee n dif-
ferent actio ns depending o n the context. As a matter of fact, 
invertebrate neural organi ms like C. elegans [11, 12], cnidari-
ans [13], and fruit flies [14] do weLI in choosing among severa! 
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acti ons with on ly small circuits of neurons. Those include 
command-center neurons and central patte rn generators 
(CPG) [15-18), whi ch a re weil recogni zed fo r th eir intrinsic 
oscillatio n property. A deduction th at could be drawn is 
th at modeling an AS proces does not necessarily require 
complexity as in high brain stru ctures. Thus, the working 
hypothesis fo r th e emulation of an AS process states that a 
simple m echanism should then be derived. In thi pape r, we 
use a basic PG neura l struc ture which helps in simulating 
an AS process containing sensory inputs, motor o utputs, and 
decision neuro ns [19]. 
We propose to study the AS process within a SNN frame-
work, targeting bio inspired robots controllers. Our first m oti -
vation is to combine AS and O C processes in a single neuro-
robotic m od e!. The main goal is to build a simple yet adaptive 
AS mechanism merged with the plas tici ty feature of an O C 
lea rnin g rule, while both occur under a dynamical scen ari o. 
A secon d o bjective is to develop a fas t track meth od fo r 
implem e nting ge neral AS processes into SNN. This research 
was driven by the fa ct th at it is still a challenge to crea te a robo t 
con troUer with the abili ty to learn from multiple senso ry eues 
and actions in a SNN paradigm . 
Theoretica/ Background. In neurosciences, th e drive to acco m-
pli sh a behavior emerges from a real -time dynamic of 
external se nsory eues and interna i values, where th e different 
competitive neural signais ultimately ori ent the agent toward 
one pre ferred ac tion. In a psychological view of the AS 
problem, se ri ai processes occur from sensors to motors 
ending in a behavi ora l choice. Acco rding to the literature in 
computational cognitive science, the affo rdance competitio n 
hypothesis [20] a rgues th at such a process is paralle l and 
implies a prio r pecification of poss ible ac ti ons from ongo-
ing se nsory inputs. Specifi cally, when dynamica l processes 
include seve ral feedback Joops in high neural structures and 
an attentional mechanism , the brain focuses on a specifie win -
ning action wh ile continuously sea rching for o th e r ac tio ns to 
do, depending on the context [21]. 
In the robo tic domain, computational models of th e AS 
process have been proposed (stochas tic acc umulator, linear-
ballistic accumulato r, and integrated accumulato r models) 
[22, 23) as weU as CPG in co njuncti on with SN [24] . Since 
only a few studies in th at fi eld have investigated th e AS 
proces using N as bioinspired brain -controlle rs, our tudy 
takes an other step in this direction. Therefore, o ur focus is 
on the close interactio n betwee n AS and the OC learning 
fun ction , which we propose as a novelty in the do main. 
Empirically, the angle o f the AS problem was often to 
reach an optimal so lut ion with a stati tical approach [5, 25] 
or repro ducing biologica l data. In our research, we wa nted 
to cons ider th e modulation facto rs that may influence the 
dynamic of an AS mode] from its interac ti on with a learning 
rule. In this perspecti ve, a lea rning skill may improve a 
robot's choice of actions to determine the future solution . 
OC consists in one of th ese primary learning func tions 
allowing cogniti ve agents to associate a feedback from the ir 
own actions. The na tura! O C process is weil understood at the 
leve! of inve rtebrates [26]. Therefore, among oth ers [27, 28), 
learn ing with OC represents one potential modifier of the AS 
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mechani sm , pe rhaps allowing more flexibility from syn aptic 
plastici ty features in their adaptive behaviors. From its own 
past ac tions, which gave rewa rding o r punishin g feedbacks, a 
robo t may eventually pick up a diffe rent ac tion, accelerating 
o r decelerating the bias toward an o riented altern ative. 
We address these questions of the AS process combined 
with OC by evaluatin g a simple scenario in virtual and 
ph ysical robots. This CUITent work does no t foc u on exten-
ive tests nor eva luates the ove rall computati onal impact 
of the parameters in volved in th e AS-0 models. It was 
a lso beyo nd the scope of this paper to chall enge o th er AS 
approaches. Despite th ese li mitations, we show a bio logically 
plausible core base of these mechanisms in a neurorobotic 
implementation. A benefit fo r rob ot to include the AS and 
C critical processes is undeniabl e, since most phys ical 
robots are now able to perform a rich selection of ac tions 
that may be organi zed in hierarchical prio riti es, sequential 
fixed -patterns, competiti ve ac tions, and conflicting parallel 
behaviors. 
In resume, we show an AS mechanism based on a CPG 
structure and few elementary neural units. Thi AS process 
was subject to modulation wh en merged with an O C learning 
rule. Together, these processes offer more flexibili ty to choose 
th e best ac tion under dynamical and va riabl e contexts. 
Further demonstrati ons in more complex scenari os remain 
to be studied. 
2. Methodology 
2.1. The Spiking Neural Mode!. We propose a simple scenario 
to explore the AS and OC inte rrelation, explaining both 
processes in a neurorobo tic paradigm . The robot's contro ller 
con i ts in artifici al neural units connected by synapses. Our 
SNN model [29], similar to standard leaky integrate-and-
fi re neuron models, is based on a m embrane po tenti al varia-
ti on, integrating nonlinea rly, and temporally o ngo ing inputs 
through the SN N (1). In these neurons, when the membrane 
po tential reaches a specifi e threshold, an ali -o r-none ac tion 
po tential is triggered. To start the CPG dynamic at the begin -
ning of a simulation, a rea listic neural property of endoge-
nous pacemaker is implemented from adding a stro nger leak 
(see (1) and starte r neuron in the SNN). Consecutive to a spike 
emission, an electrica l flux is sent, tran sformed at th e syn apse 
into a local excitatory o r inhibito ry synap tic postpotent ial 
CUITent. This is then received at the targeted elements (2). 111e 
synapse is computationally modeled as a dynamical weight 
and is subj ect to be modulated from lea rning functions. The 
lea rning rule we used in this SNN is an ad apted spike- timing 
dependent plasticity ( T DP) [30-32] . The result of a STDP 
fun ction is to increase a synaptic weight if th e preneuro n 
spikes before the postn euron unit, in a defin ed shor t time 
window. If the prespike ari ses after the pos tspike, then the 
inve rse correlation leads to decreasing th e synaptic weight 
(3) . 
Equation 1: Discrete-Time Neural Input Integration Function. 
Consider the foll owin g: 
V111 (k ) = J ( V111 (k - 1) + v1 (k )) + 1. (1) 
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FtGURE 1: Dyn ami c of the A mechanism and CPG to po logies. (a) First, a stimulus is perceived from a sensory neuron. Th en, the spi kes 
emiss ion from the sensory neuron targets aU decision neurons, conserving a neut ra l aspect in the choice of poss ible actions to come. Fin ally, 
when the sensory input co ïncides with the CPG input at the decision neuron, the linked action wi ll be performed (a lternatively switching 
between actions). (b) ln ( l), the CPG represents the se ria i ci rcular excitato ry topo logy we used in thi s work. ln (2), we show one option among 
severa! poss ibilities o f tuning di ffe rently the inte rna i neural parameters such as the pos tpotential state va lue, th e refracto ry p eriod , and the 
length of the neural curves. ln (3), we show an a ll - to -a ll reciprocal inhibitory CPG circuit built with endogenous pacemaker n eurons. ln (4), 
we still keep the pacemaker neurons in the PG but it is now lin ked with excitato ry synapses. Overa ll , (b) (comparative spi ke bars in the 
sa me ti me scale on the right side) demonstrates the d ive rsity of the output patterns re fl ec ted in d iffere nt CPG, derived from sm aU st ructu ral 
and functional changes. 
v,(k) = membrane potential at cycle k , v1(k) = sum of the 
synapti c input as ca lculated in (2) , f = ascendin g exponenti al 
function set betwee n 0 and threshold (se t as 65), and 1 = leak 
cutTent fo r pacem aker property ( et as 1). 
Equation 2: General Alpha Function Representing the Postsy-
naptic Potential Curve. Co nsider 
(2) 
g =amplitude (set as 20), n: = tau (set a 7), and t = ti me since 
spike (in cycle). 
Equation 3: STDP Function Used. Consider the fo llowin g: 
(3) 
/::,.w = synaptic weight change, a1 _ 1 = l o r - 1, depending post pre 
on the sign of tpost- tpre• and n: = ti me constant. 
STOP coefficient fo r /::,.w is as fo llows. 
Maximum va riati on period = 3000 cycles. 
Maximum synapti c change = 35%. 
Maximum STOP tim e window = 25 cycles . 
2.2. The AS Process. The elements in the AS mechanism 
consist of fou r basic groups of ce lis. The fi rs t gro up represe nts 
th e dec isions o r command-neurons po inting to the ac ti on 
neurons which ac tivates ac tuato rs (second g roup). The third 
group contains th e senso ry neurons providing contextual 
inputs linked to the decision neurons. Finally, the las t group 
of cells conta ins the CPG neurons wea kly connected to the 
decision neurons. The main fun cti on of the CPG i to provide 
a regul ar oscill ati on o utput pattern to bias o ne prefe rred 
decision neuron over th e oth ers. oti ce th at, a CPG neuron 
output is neve r allowed to trigger its linked dec ision nelll·o n 
since the EPSP is too weak to reach th e spike thresho ld. 
Howeve r, when pairing se nso ry and CPG inputs, o nly then 
can it reach its threshold and spike (see Figure 2). Therefo re, 
th e tuning of th e pararneters must overlap in re lati on of the 
CPG peri od and th e senso ry duratio n. In our experiments, 
a full CPG loop takes 90 cycles; hence, one CPG neuron 
sp ikes every 30 cycles. The se n ory input duration la t 
approx imately llO cycles. A second effect of the C PG is to dis-
ambiguate egua l se nsory inputs, a kn own co nflicting problem 
difficult to reso lve in the AI domain . Finall y, CP G co uld also 
be understood as rhythmic intern ai values, feeding input in 
the AS process. 
To graphi ca ll y represe nt the AS process (F igure l, left 
side), we show it in a complete ge neric scenario o ftwo se nso rs 
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FIGURE 2: The figure shows the regular output spikes pattern from 
the seriai circ ula r excitato ry PG neUI·ons (graphies A to C), which 
i the exact topology we used in our experiments. Th e mathematical 
neural dynami c behind these neu rons is the same as the othe r 
spiking cells. W h en the CPG spike coincides with the sensory spikes 
(g raphies D to F), the membrane potential of the decision neurons 
(g raphies G to l) reaches the threshold for a pike emiss ion (see the 
AS process in a comple teS N a rchitecture 4). 
and two act ions. The SNN architecture is divided into three 
distinct layers: the senso ry inputs, the interna i integrative 
states, and the external act ion outputs. ln Figure 3, the AS 
compo nents are also clustered in a singular module with in 
the ge neric but detailed S N. 
Fo r the CPG's kernel, we chose to embed the most regular 
and minimalist structure (see optio n 1 in the highlighted 
right ide of Figure 1). The synaptic weights we re ali set to 
100%, in order to have a continuo us spike loop. To start the 
PG, we used a biologically plausible endogenous pacemaker 
that shuts d own just after initiating the dynamic. Th is starter 
opti on could be understood in ter ms of an internai va lue (i. e., 
low batteries, attentional process, and sensory- motor input) 
or could also be any o ther kind of tr igge rs. As a result, the 
three ne urons of the CPG are stimulated one after the other 
because of th e circular se riai excita tory connections 2. 
2.3. The OC Learning Procedure. The cellular components 
included in the OC process consist in sensor neurons that 
provide the contextual inputs for Deci ion-ta -Action neurons 
to generate the behaviors. Also, external reinforcer painting 
to predictor neurons are also connected to Decision-ta-
Action neurons. Sin ce senso r neurons are weakly linked to the 
predicto r neurons but co ntain an STDP rule, the repetitive 
coi ncidence of the reinforcer (followi ng the desire actio n) 
and the sensory input at the predictor neurons will increase 
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the synaptic we ight. Therefore, sensory inputs wi.ll eventually 
trigger act ions without any furth er needs of reinforcers [29]. 
2.4. The SNN Architecture. Specifica lly used for our results 
in a three-sensor and three-action context (F igure 4), the 
sensory neurons are composed of three co lor ensors (green, 
yellow, and red) in addition to one light sensor to perce ive the 
rewarding light. The mo tor output neurons are represented by 
three LEDs (green, yellow, and red). Our AS process includes, 
as a modu lating element, CPG placed at the intermediary 
neural layer. It conta ins three neurons paired with the same 
number of the possible act ions. The proposed CPG kernel 
consists in exc itatory neurons orga nized in a seria i circul ar 
topology. 
Each CPG neuron in the CPG network is connected to 
its own decision neuro n with a mali ynaptic we ight. One 
target of a decision neuron is its connected ac ti on neuron 
with a trong synaptic we ight between these units; when a 
decision neuron spikes, the linked act ion neuron spikes as 
well. Each decision neuron is also weakly connected to its 
own predictor neuron for the learning context interrelation. 
In this experiment, the predictor neurons target their output 
to aU other decisio n neurons with inhibitory strong synaptic 
links. Therefore, when the sequence senso r-action -reward is 
learn ed from a precise predictor neuro n, it will shut clown ail 
other possible act ions. This arbitrator mechanism co uld be 
understood as a type of neural competition. Initi al synapt ic 
va lues used in our S were manually tuned an d can be 
retrieved in Table l. 
2.5. The Task and the Actions. In the virtual expe riment 
(Figure 5), the SNN is implemented in a static robot. The 
robot's task consists in learn ing to match colo rs between its 
three possible act io ns of LED emission (green, ye llow, and 
red) and the co lor blacks perception. O ur 3D simulation so ft -
ware environment (SIMCOG-NeuroSim, Al -Future) allows 
three different color blacks (green, ye llow, and red) to move 
continuously, at a constant speed, in a clockwi e circular 
trajectory, passing one at a time just in fro nt of the robot. 
The time frame perceptive contact enables the robot to, at 
!east, produce one di A:èrent act ion for each block over 1000 
cycle . In the first part of the expe riment (0- 10000 cycles), a 
rewarding light (not shown) triggers only wh en the co l or LED 
action matches the block of the sa me co lor. At cycle 10500, the 
robot was moved temporar ily for 3000 cycles (cycle 10500-
13500) to a location where no senso ry input is rece ived, 
allowing a forgett ing factor to ope rate and reset the synaptic 
weights. Then , the robot was replaced to its initia l position 
for another round. However, in this part, the rewarding light 
fo llows on ly when the LED emission is on the next co lor 
block. The purpose of this part is to show how effic ient the 
AS and OC dynamics can modify the behavior, since these 
novel learning associat ions are achieved in a single trial. 
As a pro of of concept and endpoint in the robotic domain, 
we reproduced the virtual etup in a physica l experiment 
(F igure 6). The SNN is totally identical and we simply trans-
fen·ed it into the physica l robot without any further adjust-
ments. For simplicity, we chose the EV3 Lego Mindstorm 
(Lego Inc.) as physica l platform. The main processor i an 
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FIGURE 3: Generic SN of AS and OC Ln a two-sensor and two-motor configuration. 
AlU-19 core clocking at 300 MHz and itcontains 64MB RAM. 
The LEDs are similar to the virtual scenario except that there 
are only two co lor avail able, the green and the red. When the 
two of them are opened at the sa me ti me, the resulting co lori s 
orange, bence having our third co lor for the exper imentat io n. 
A light sensor is also u ed to read the external rewarding ligbt, 
wb icb was synchron ized and deli vered from a Raspberry Pi 
board, just after a desired action is do ne by the robot. A NXT 
Lego Mindstorm controller (Lego Inc.), mounted on a shaft, 
contro ls the rotation ofthree co lor bricks (green, orange, and 
red) using one attached motor. A slow stepwise speed was 
set with no possibility of modulation from the robot. In this 
co nfi guration, the bricks pass just in front of the co lor sensor. 
When a ensor catches a color black, the numerical va lue is 
converted in an artificial electrical cuiTent with an adapted 
scaling factor for the S . Only the first learning part was 
done for the demonstration. Supplementary material is avait -
able at https:/ /www.youtube.com/watch ?v=8MXA4wx]SpE 
and consists of a video of the experiment. 
3. Results 
The results from the virtual experiment were obta ined in a 
single tr ial. The following graphie data will refer to Figure 4 
for the SNN architecture and Table 1 for its associated 
synaptic weight matrix. In Figure 7, we can ob erve at the 
beginning of the simulation tbat when the Green Sensor 
neuron (N-S:G) spikes (black bar in graphie A), the robot 
tries alternat ive actions of lighting up each LED (graphie B: 
gree n, graphie G: yellow, and graphie L: red). Since there was 
no reward for any actions triggered prior to cycle 300, no 
learning from the STDP rule was observed at the synapse 
goi ng from the sensor to the predictor neuron (D, I, an d N). 
At aro und cycle 500, a first ye ll ow block is perceived from 
the sensor yellow (F), while the CPG continuo usly provides 
a lte rnative actions of LED emissio ns. Specifica lly, with the 
lighting up of the yellow LED (G), and with the following light 
reward (not shown), the as ociated predictor neuron sp ikes 
(H) . onsequently, a positive a sociat ion between the Yellow 
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FIGURE 4: SN architecture used for our experiments, demonstrating the interrelation of the AS process and the OC learning rule in a three-
sensor and three-motor configuration . See a Iso Figure 3: A = act ion, CPG =central pattern generator, D = decision, G = green, N = neuron, 
P = predictor, S = synapse, R = red, Y = yellow, and STOP = three consecutive arrows on a synapse. 
Senso r neuron and this predictor neuron starts to inc rease 
the STDP coefficient (I). This affects the synaptic weight to 
a bound li mit when severa! associations occurred, stab ili zing 
at around cycle 4000. TI1e role of the predictor neuron (H) 
in this SNN is to inhibit the other decision neurons and their 
connected action neurons (B, L). At around cycle 8500, one 
can see that the robot has fully learned the three sensory-
motor contexts by pairing the good LED action with the good 
perceived co lor block. Since the period of the CPG neurons 
and the rotation of the co lor blacks d id not fit perfectly, 
the learn ing time fra me for each sensory-motor pair is not 
identical. 
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TABLE 1: Synap tic weights as ociated with the SN of Figure 4. These 
are represented by numerical percentage va lues. Delays in cycle as 
weil as the type of the synapse are a Iso mentioned. 
Synaptic weight tab le 
ame Strength Delay Type 
S-A:G/E:G 5 0 Excitatory 
S-A: R/E:R 5 0 Excitatory 
S-A:Y/ E:Y 5 0 Excita tory 
S-C PG:G/CPG:Y 100 30 Excitatory 
S-CPG:G/D:G 30 0 Excitatory 
S-CPG:R/C PG:G 100 30 Excitatory 
S-CPG: R/ D:R 30 0 Excitatory 
S-CPG: Y /CPG:R 100 30 Excitatory 
S-C PG:Y/D:Y 30 0 Excitato ry 
S-D:G/A:G 100 0 Excitato ry 
S-D:G/ P:G 15 0 Excitato ry 
S-D:R/A:R 100 0 Excitatory 
S-D: R/P:R 15 0 Excitatory 
S-D:Y/A:Y 100 0 Excitatory 
S-D:Y/P:Y 15 0 Excitato ry 
S- Reward/ P:G 8 0 Excitato ry 
S- Reward/ P: R 8 0 Excita to ry 
S- Reward/P: Y 8 0 Excitatory 
-S:G/ D:G 15 0 Excitatory 
-S:G/ D:R 15 0 Excitatory 
S-S:G/D:Y 15 0 Excitatory 
S-S:G/ P:G 15 0 Excitato ry 
S-S:G/P:R 15 0 Excitato ry 
S-S:G/P:Y 15 0 Excitatory 
S-S:R/D:G 15 0 Exci tatory 
S-S: R/D:R 15 0 Excitatory 
S-S:R/D:Y 15 0 Excitato ry 
S-S:R/P:G 15 0 Excitatory 
S-S:R/P:R 15 0 Excitato ry 
S-S:R/P:Y 15 0 Excita to ry 
S- :Y/D:G 15 0 Excitatory 
S-S:Y/D:R 15 0 Excita tory 
S-S:Y/D:Y 15 0 Excitatory 
S-S:Y/P:G 15 0 Excitatory 
-S:Y/P:R 15 0 Excitatory 
S-S:Y/P:Y 15 0 Excitatory 
S-Starter/CPG:G 50 0 Excita tory 
S-P:G/D:R 10 0 ln hibitory 
S-P:G/D:Y 10 0 In hibitory 
S- P:R/D:G 10 0 Inhibitory 
S-P:R/D:Y 10 0 lnhibito ry 
S-P:Y/D:G 10 0 Inhibitory 
S-P:Y/D:R 10 0 Inhibi tory 
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FIGURE 5: Snapshot of the 3D envi ron ment incl uding the robot and 
three color blacks rotating constantly clockwise and pa sing just in 
front of the col or sen sor of the robot. 
FIGURE 6: Picture of the EV3 brick Lego Mindsto rm a nd the rotat ive 
col or blacks setup. The col o r sen sor poin ts to the blacks and the light 
sensor poi nts up. 
Between cycl e 10500 and 13500 , we cha nged the robot's 
locatio n to avoid pe rceptio n of th e colo r blocks. This was 
do ne in o rder to a llow the NN to rese t the syn aptic we ights 
to the ir in itia l va lu es (us ing a fo rgett ing param e te r present in 
the STDP r ule) . This was op tio na l, and learn ing forever wo uld 
be the resul t sce n ar io if the fea tu re wa n ot act ive. U nlearning 
could also be obta in ed fro m inversing th e temp o ra l sequen ce 
of the se n o r, ac ti o n , and reward . If th e re is n o co rrelatio n 
anym o re, the TDP rule w ill p rogress ively d ecrease the 
synapti c weig ht. In a nother simulat io n setup, a punish me nt 
(inhibitio n ) co uld a lso se rve as a fas t negative m o dul atio n 
fac to r of the syn apti c we ights. 
The last part (> 13500 cycle) of Figure 7 d emo nstrates 
the o nline ad aptive behavio r aspect of th e S N embedding 
OC and AS. O ne ca n o bserve tha t the robo t must c hoose a 
d iffe re n t act io n in orde r to rece ive the reward. In this case, 
ligh t ing up a green LED o n a ye llow block, a yellow LED o n a 
red b lock, an d a red LED o n a g reen block trigge r the rewa rd. 
Th e co rrespo nding TDP fac tors (E, J, and N) m atch these 
three lea rning sets. 
As for o u r p hys ica l s im ulation, the archi tecture was not 
m o di fied in a ny way, except fo r the binding of logical sen o r 
and m o to rs to the robot. F igure 8 shows the results of the 
s im ul ati o n , whic h were o bta ined in a s ing le trial. TI1ey show 
approximatively the sam e d ata, w ith m o re o r less precisio n 
and sm a ll a rtifact . 'This is due to the fac t tha t it is indeed 
much easie r to configure variables a nd th e context of virtua l 
e nviro nments than it is in the real wo rld. 
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F IGURE 7: Graphies of the neural spi kes and the STO P rule fac to rs 
occurrin g over 24000 cycles. The li rst li ve (graphies A to E) concern 
the green block and green LED. The middle live captu re th e logic 
of the ye llow black and the yellow LED. The last group of live is 
a ociate d with the red colo r. Around cycle 8500, the robot has 
lea rned to perfo rm the right action with the appropriate eue. This 
means th at, upon t rigge ri ng an actio n, if the predictor spikes from a 
fo llowing reward, the STOP coefficient will increase, boosting the 
synaptic weight between the sensor and the predictor. Once this 
synapt ic weight reaches a critical thre hold, the sensor input will 
trigger a spike to the reinfo rced predictor neuron, without th e need 
of the re ward. 
4. Discussion 
In this paper, we explored the AS process th rough a neuro-
robotic perspective. Since this ge neral mechanism directly 
involves ac tions, we demonstrated the phenomenon in the 
context of O C proced ures which also imply a selectio n of 
act ions from rein forcer. Ou r main objective was to study 
the ben efit effects of merging this lea rning rule with an 
AS process. A second concern was to provide a fas t track 
so lution to effi ciently design more complex SN used as 
brain's controller fo r virtual and phys ical robots that include 
severa! motor outputs. We propose a basic CPG motif as o ne 
Journal of Robotics 
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key component of an AS process, in arder to neutrally switch 
between its ava ilable actions. With the PG structure u ed 
in relation with a senso ry input context, a decision neuron 
ge ts all the informati on needed to bias toward one preferred 
ac tion. We also showed that the OC lea rnin g functi on 
influences the AS pro cess, conferring supplementary adaptive 
behaviors fro m synaptic plasticity. 
We chose a simple CPG topologyas one component of the 
A mechan ism. Other CPG configurat ion are possible [33), 
including tho e built with reciprocal inhibitory synaptic links 
and endogenous pacem ake r neuro ns, though the analyt ical 
issues are more complex to track and predi ct. Tun ing the 
parameters (i. e., postpotential spike va lue, threshold) of indi-
vidual neuron di ffe rent ly could also infl uence the rhythm, 
affecting the CPG network by increasing or decreasing their 
output periods. Afte r severa! options, we found that a seriai 
excitatory circular CPG m otif is a good trade-off between 
simpl icity and benefi ts. In our A madel, without any other 
synaptic feed, this PG configurat ion will spike one unit afte r 
the other, indefinitely and at a constant rate. We showed the 
AS madel in a generic two- two example and in a specifi e 
three- three senso ry input and motor output configu rations. 
Addi ng more senso rs and action will nece sary require other 
nelll·ons in the CPG network, though their numbers are 
linearly re lated to their attached deci ion and action neurons, 
ac ting as a premotor structures. In this case, hierarchical 
Journ al of Robotics 
groups of PG/ac tions co uld also replace the seriai circular 
topology, possibly avoiding useless spikes o r triggering other 
networks. Allowing different combinations and compos itio ns 
o f CPG units also dramatically increa e the behavior possibil-
ities, without considering a one- to-one CPG-action , though 
it was not explored in this paper. 
Adding the decision neurons (equiva lent to command-
neuro n in inve rtebrates) into the AS mode! allowed fl exi-
bi li ty, rega rding severa] contextual input sources. The CPG 
units bring the decision neuro ns membrane potential to a 
subthreshold fir ing leve!. Since the CPG period is fixed, the 
speed- accuracy trade-off (SAT) of the decision-making [34] 
res ult is fas t and accurate. Unfortunately, but no adjustment 
is possible, a major point to consider when modeling an 
A proce s. ometimes, cogniti ve agents must take decisions 
quickl y whil e in o ther conditions, it is necessary to take the 
time to compute the best decision. Accord ing to a recent 
hypothesis [35], fl exibi lity of the SAT's response variables 
depends on adjusting the baseline firin g rate, the sensory 
ga in and noise inputs, the firing threshold, and related bou nd 
parameters of the receiving neurons [25, 36] . 
Having those va ri ous AS modu lator fac tors in mind, 
des igni ng comp lex SNN with severa! popu lations of neu-
rons including heterogeneous ind ivid ual neura l parameters 
values is poss ible, but highly complex to tune properly. 
In this perspecti ve, progress ively integrating stronger/ lower 
and faster/slower CPG inp uts co uld add discriminative and 
fl exible response advantages as weil as offe r ing more rea listic 
behavioral features of the AS mechanism. A computati onal 
challenge in an AS mode! within the neurorobotic fi eld i 
to allow the S N to dynamicaUy change ali these initia l 
fixed parameters va lues, conferring considerable adaptive 
properties at the leve! of the cognitive agent. In this ve in , 
perhaps a questi on remains about the SAT: what are the 
va riables biases in the AS process when the reis no emergency 
to choose one ac ti on? 
In our experiments, reversing the ro tatio n order for the 
block to coun ter clockwise, accelerating o r decelerating the 
speed of rotati on as weil as mi xi ng the color order do not 
change the quali tati ve aspect of the lea rning curve. However, 
the temporal relati on between the percept ion time contact 
of the sensor inputs and the tim ing of the CPG influences 
the number of occurrences of these associati ons and, thus, 
the length of time needed to lea rn . In any case, the EPSP 
tim ing between the CPG and the senso ry neuro ns is of 
major importance and needs a full coherence into the whole 
dynamic sys tem. In this perspective, the phys ica l experiment 
shed some light on the temporal robustness of our AS and 
OC models, justi fying its inclusion in the study. Without 
changing any para meters in the SNN, the EV3 robot was 
able to learn very weil how to rece ive the reward when 
achieving the good ac tion, even if the ro tati on of the blocks 
was irregular du e to the imprecis io n of the materi a l. 
We explained how the OC lea rnin g ru le modula tes the A 
process in aS N paradigm. The enso ry- motor context does 
influence the decision to do o ne action over others. Th e e 
decisions we re not just built-in reflexes. Moreover, the behav-
ioral plas ticity was obse rved even if the CPG dynamic was 
fi xed. At this point, some interesting va riances cou ld be to add 
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o ther learn ing ru les that are not limited by an O C procedure. 
As such, integ rating nonassociative (habituation) and other 
associative lea rning (classica l conditio ning) fu nctions co uld 
complete the design of an AS mode!, but it was beyond the 
scope of th is paper. 
One conce rn we avold in this paper is the attent ional 
problem . We chose to ignore this majo r cogn itive component, 
mostly because of the current Jack of neural mechanism 
and them·y when app lied in lower neural system orga nism . 
We understand that basal ganglion or any subcortical o r 
co rt ica l implicat ions in the AS process seem to be relevant 
structures in higher biologica l neural sys tem s such as in 
humans or pr imates. However, our present pe rspect ive on 
the AS problem li es in the AI neurorobotic dom ain, which is 
still beyond the reach of lower cognit ive na tura! species. O ur 
st rategy aims to enginee r a bioinspired min imalist solut ion 
from emulating simple neural organisms such as in C. elegans, 
which selects its actions without involving huge structures. 
Instead, command-neurons and CPG neurons a re common 
cellu la r elements fo und in the primitive invertebrate neural 
circuits. No doubt, complex neural laye rs may extend and 
add profitable va lues in the simu lati on of an AS process but 
shoul d not be a necessa ry requirement to ach ieve a basic one. 
These evo lutio nary concerns may eventua lly fi nd an echo in 
a multiplici ty and hiera rchical AS mechani ms. 
The AS scope obtai ned from these results is theo retically 
not limited to only a few simple act ions or unimodal single 
senso ry stimu li. The generic aspect of the AS process co mes 
from the parsimonious components and param eters inside 
the kernel. The simplicity o f this AS module a lready all ows 
to be adaptive from a 2 x 2 to a 3 x 3 enso rs-actions scenari o 
without much changes in the SN archi tec ture. In these two 
scenarios, as long as the re are the same numbers of poss ible 
ending act ions and sensors as inpu t, the AS co re process will 
operate and tune the same. Therefo re, building m ore complex 
S N includin g seve ra! ac ti ons should be ant ic ipated as fas te r 
and easier, though it remains to be proven in o ther situations. 
In that sense, we currently wo rk on a shaping behavior 
learning technique based on the AS process, wh ile sim ulating 
an indoor dynam ical navigation task with severa! poss ible 
behaviors. This is an example that can demonstrate how this 
bioin pired AS process could help in concrete applicati on in 
the roboti c field. 
5. Conclusion 
This pape r showed an AS proce s made from simple cellular 
elements. It is based on CPG and senso ry neurons which 
influence decision neuro ns in their choice to generate a 
behavior from the action neurons. We demo nstrated thi s 
basic AS mechani sm in an OC learning context that allows 
behavio ral fl ex ibi lity from their mutual influences. The 
experiments were conducted under a biologica lly inspired 
paradigm, pec ifica ll y with a SNN acting as bra in -contro lle r 
fo r virtual and physica l robots. In addition, the simplicity and 
the generic aspect of our AS mode! may provide a fas t track 
solution to build more complex SNN, including mu ltiple 
ac tions in different dynamic scenarios. 
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Abstract Designing a biologically inspired neural archi -
tecture a a contro ller for a complete an imat or phy ical 
robot environment, to test the hypotheses on intelligence or 
cognition is non-trivi al, particul arl y, if the controller is a 
network of pi.king neuron . A a re ult, simulators that 
integrate spike coding and artifi cial or rea l-world platforms 
are carce. In thi s paper, we present artificial intelligence 
simulator of cogn ition, a software simulator designed to 
explore the computationa l power of pu lsed coding at the 
leve! of small cognitive systems. Our focus is on convivial 
graphical user interface , real-time operation and multilevel 
Hebbian ynaptic adaptati on, accompli shed through a set of 
non-linear dynamic weights and on-line, !ife-long modu-
lation. Inclusion of transducer and hormone components, 
intrin ic o ci llator and everal learning functions in a di -
crete piking neural algorithm are di tinctive features of the 
oftware. Additional features are the easy link between the 
production of pecific neural architecture and an artificial 
20 -world simulator, where one or more an i mats implement 
an input-output transfer function in rea l-time, as do robots 
in the real world. A a resu lt, the simulator code is 
exportable to a robot's microprocessor. This rea li stic neural 
mode! is thus amenable to investigate severa! time related 
cognitive problem . 
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1 Introduction 
One reason to use imulators in art ifi c ial inte lligence is to 
em ul ate natural processes. Although current simulator 
onl y pre ent a mali fragment of what real-world entities 
are capable of, they provide enough elues for researchers to 
upgrade their knowledge about the general intelligence 
phenomenon [1] and they are making the po sible reali -
sation of virtual [2] and physical artificial !i fe [3]. 
One research direction in thi s context is to simulate 
complete adaptive systems, including artificial entities that 
can capture relevant input information , integrate it and act 
upon it. We refer here to the brain , body and environment 
paradigm [4], where the concept of embodied cognition 
takes a large place [5- 7] and where the centra l hypothesis 
i that the intelligence emerges from an equal interaction 
between the three actors. From this perspective, the 
observation of animat behaviour in various environmental 
settings is a requirement for studying intellige nce. Hence, 
oftware applications th at target th.i spec i fi c view of 
inte lligence mu t focu on top-down cognition interests 
and may even ignore bio logical details for the sake of 
computational efficiency and mode! tractability. 
Before the embodiment trend , attention was solely 
dedicated to the brain part of an intelligent system, or the 
controller( ) of an artificial life form . Specifically, the 
scientific community largely explored artificia l neural 
network (ANN) to better understand biological functions 
and cognition . The formai artificia l neuron mode! [8], the 
fu nctiona l integrate-and-fire spik.ing neuron model [9] and 
~ Springer 
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the a ociati ve learning rul e between neurons [ 1 0] had a 
great impact on the development of earl y connecti oni t 
thinking . Since then, the vari ous architectures of para lle l 
artificiaJ neuron with di ffe rent learning rules and ac ti va-
tion functions that have been developed offer a rich array 
of mode ls and toolboxes to he lp investigate intelligence. 
Rece ntly , a new generati on of ANN, the spiking neura l 
mode! [ 11 - 13], or spik.ing neural network (SNN), was 
introduced on the idea of using pul ed coding instead of the 
traditional rate coding [ 14]. The underlying assumption is 
that crucia l information is conveyed by the temporal 
behav io ur of individual spikes and that it must be 
accounted fo r in neuron models that aim to tudy dynam-
ica l cog niti ve processes and real-time physical phenomena. 
Time scales at the milli second resolution leve!, synchrony 
and phase lock.ing are the key parameters when studying 
neural behaviour at the spike leve!. Severa! models and 
learning rules with computati onal effi ciency proof have 
been developed to exploit the new paradigm [ 15- 17]. 
On the e ther hand, the SNN literature is not rich with 
software products that implement rules ex tended in the 
tempora l domain and re fl ect specifi e biological functions in 
real-time, or online !ife-long learning such as habituati on, 
sensitisation and shortllong-term memory [ 18- 22]. There 
exist many general-purpose neural simulators to fac ilitate 
our understanding of single neuron firing, brain , cognition 
or inte lligence [23- 32]. For example, MA TLAB [26] does 
weil to mode! the prec ise timing of SNNs. Most of the 
important para meters are available, editable and tandard 
vi ualisation of results is possible. MA TLAB offers a good 
mean to investigate hypothese on neural models with 
tempora l dimensions. It a lso represents a good compromi e 
between low-level and more biophysically reali sti c soft-
ware toolboxes such as GENESIS [25], NEURON [28] or 
SNNAP [30], which are more relevant to neurosciences 
with their ability to investigate nemal function from sub-
cellular leve! to small networks and traditional ANN sim-
ulator such as SNNS [3 1 ]. A corn mon criticism that can be 
made against ali the e simulators concern their non-intu-
iti ve GUis and the di ffi culty to easily create a ymmetric 
architectures and heterogeneou neural functions, pa rti cu-
larly at the level of individual learning rules, synapses and 
neuro ns . ln addition, they often do not operate in real-time, 
an important fac tor fo r spik.ing neural models that intend to 
represent the real world, and one that is nece ary for 
exporting a spik.ing neural architecture to a robotic 
platfo rm. 
Fina ll y, testing hypothese in cog111t10n and roboti c , 
especia lly, potenti aJ links between temporality and intelli-
gence, at the leve! of a complete entity behaving in a 
dynamical real-world system, requires adapted simulators 
to investigate thi phenomenon. We are not aware of 
software that are dedicated to the temporal features of SNN 
~ Springer 
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to study intelligence at the g lobal leve! description of an 
animat' s adaptive behaviour, even if sorne efforts are in 
that direction [24, 29]. There i al o Webot 5 [33], a 
simulator where emphasis i put on the building ide of a 
robot, a 3D-world simulator engine and code transfer to 
sorne physical robot platforms. It accepts various kinds of 
predefined controller architectu re but, unfortunately, it 
lacks the GUI to build one, particul arl y, for SNN systems. 
In thi s paper, we describe a novel software imulator 
that pecifica lly addresse the temporal i sues mentioned 
above. ln particuJar, it has a user friendly GUI that enables 
the set up of arbi trary SNN architectures within minutes. In 
addition, a virtual world edite r and simulator faci litate the 
observation of animat behav iours, with a SNN as the 
central controller, one that implements interesting biolog-
ical functions in severa! temporal dimensions. The software 
is also designed to export ali the data produced fro m 
imulati on and offers sorne graphical possibilities. In par-
ticular , a fin al executable algorithm is produced as C code, 
the real outcome of our SNN simulator. The balance of 
thi s paper provide a description of the oftware, a short 
demonstration application, fo llowed by a discuss ion and 
conc lusion. 
2 Description of AI-SimCog 
Artificial inte lligence simulator of cognition (AI-SIMCOG) 
is a SNN simulator used to eas ily design complex reaJ-time 
S architectures, test them on complete autonomous 
entitie in a virtual world and export the con·e ponding 
code to a phy ica! robot. It can create and investi gate the 
behav iour of artific ial !ife forms from the leve! of adaptive 
dynamica l synapses to complex behaviours of one to many 
comple te animats. Spec ial emphasis is made on temporal-
ity aspects and robotic implementation issues. The software 
include two major packages: a SNN editor and a virtual 
world imulator-editor. Figure l provide the general 
workftow di agram of the software and Fig. 2 prov ides the 
global equence di agram of a simulati on run . Intuiti ve 
graphical menus and real-time emulati on of SNN acti vity 
characterise the application . Extended temporal functions 
and simulation of bio logical neural components also 
represent distincti ve features of the oftware. A de cription 
of each component is prov ided in the nex t sections. 
2.1 Neura l architecture: GUI edite r 
The creation of a neural architecture tarts by opening a 
blank project from the main menu of the edite r (Fig. 3), 
assigning physicaJ dimensions to the workspace. In its 
current implementation, Al -SIMCOG is meant to mode! 
small neural architecture comparable to the size of 
Neural Comput & Applic (2009) 18:43 1-446 
Fig. 1 General workfl ow 
diagram 
C. elegan.s, a well-known low-level animal mode! in neu-
rosciences [34] that possesses 302 neurons and about 5,000 
cherrùcal synapses. This relati vely simple neural network is 
suffi c ient for C. elegans to express many memory proper-
ties, ba ic learning functi ons and multiple behav iours. In 
our design, neural architectures of less th an 100 neuron , 
each with synapses, transducers and effector , are targeted 
for computational effi c iency and given that C. elegans 
represents the leve! of cognition we want to reach in natural 
intelligence, and later tran pose to an artificial one. 
After creating the project, the u er enters information 
about the effectors in fo ur poss ible configurations: tan-
dard fo ur-wheel drive, holonorrù c three-wheel dri ve, two-
wheel dri ve and six-wheel dri ve. Animat shape can also 
be set (only a circul ar sca lable ize ha been implemented 
in the cutrent ver ion). Then, the u er organises the ani -
mat's neura l archi tectu re with a graphical ub-menu 
where various icons for editable tools are di played. 
Neurons, synapses, transducer - sensors, hormones, elec-
trode deviee 1, effector motori sed wheels and effector 
motorised turrets2 are the mai n item offered in the menu . 
Severa! functions ex ist to set indi vidual neura l acti vity 
modes as normal , burst with various built-in kinetic 
pos ibilities, and endogenous oscillation (Fig. 4). The 
normal mode uses a standard action potential curve in 
respon e to a constant stimulus. The burst mode can use an 
arbitrary di charge pattern of three action potentials fo r the 
ame stimulu . The options of fi ve and ten spikes with 
decaying amplitudes are also possible. The intrinsic osc il-
latory or leak mode account for neural activity that may 
occur with no externat timulu , due olely to the non-
linear integration of membrane leakage current, and lead-
ing the neuron to fire repetitively [35, 36]. The speed and 
peri od of oscillation can be adjusted via a et of internai 
1 When implemented in a spec ifie neuron, provide a con tant positi ve 
inward current as a tool to investigate spontaneous neural acti vity and 
its contribution to the overal l neural dynamics. 
2 Small round structu res buil t a a different layer on top of the 
animat' s ex ternal shed, that generate their own independent 
movements. 
AI-SIMCOG Software Package 
Typical Workflow Diagram 
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parameters such as the absolute refractory pe ri od. Under 
certain circumstances related to time-events, complex 
rhythms could be realised with the inclusion of a pecial 
dynarrùcal inner switch, leading to triggering the normal 
mode thm ugh neural pacemaker behav iour. Other condi-
tions may return the activity back to the normal neural 
mode. This feature is interesting as it allows the creation of 
endogenous firing patterns that may not be the result of 
externat stimuli. In addition, if an oscillatory neuron is 
linked to one or more effectors, it can create autonomous 
and spontaneous movements in an animat or physical 
robot. Finall y, intrinsic oscillation allows the easy creation 
of central pattern generators and it may serve to mode! 
severa! small loca l neural circuits that are u eful fo r 
designing primary locomotion behaviours [37] and even 
certain circadian phenomena when combined to hormone 
dependant behav ioural issues. 
The settable parameters fo r individual neurons include 
name, initial membrane potenti al, rest membra ne potenti al, 
after-hyperpolarization membrane potential, threshold, 
abso lute refractory period and severa! non-linear temporal 
shapes for the membrane potenti al (see Fig. 5). 
In our simulator, there is no real ClllTent to manage, so 
we do not offer simulating details at the channels or ionie 
levels. We just simulate current as a steady-state numerical 
gradient representing the hypothetical difference between 
inside and outside the artific ial neuron. However, as in 
natural condition , thi gradient is subject to intensity 
modulati on in the time-domain , as required by SNN 
coding. 
The units we use in the simulator are percentages fo r 
gradient current and algorithm cycles fo r time. The exe-
cution of one cycle is relati ve to a hardware real-time clock 
but can be tuned to average of l ms in a tandard physical 
set-up. In fac t, running one cycle under the rrùlli econd i a 
major concern of the software. The highest peak membrane 
depolarisation arises when there i the emjssion of a spike, 
which turns to be 100%, and the maximum of membrane 
hyperpolari at ion is 0%. The neural references fo r these 
parameters refl ect in some ways the usually accepted 
~ Springer 
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Fig. 2 Sequence diagram of a 
typical s imulation 
Sequence Dlagram: Simulation Execution 
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vo ltage differences that are fo und in a pyramidal neuron, 
i.e. a resting membrane potential -60 mV, an after-
hyperpolarisation of -90 rn V and a depolari a ti o n of 
+40 rn V. The cale is just converted to positive pe rcentage 
va lue . The absolute refractory peri od is couoted as a one 
to three algorithm cyc le. The choice of these eleme ntary 
units allows fl exibility for specify ing the machine it runs 
on. 
Each parameter is initially et with respect to the stan-
dard shape of a fo rmai neuron's kinetic conductance. In 
u ual S NN analyti cal descriptions, this curve is repre ented 
by a set of non-linear equations. During code execution and 
depending on the accuracy or effi c iency sought, orne 
variables are skipped or approx imated by linear equations. 
ln Al-SIMCOG, the flu ctuati ons of the membrane potential 
are inltially pre-set and stored in a non-linear scalar vector 
~ Springer 
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who e element are edi table. The software prov ides three 
built-in neural kinetic igmoid curves (Fig. 6). The general 
S-curve is split to around 40% of the amplitude leve!, with 
three hyperpolarisati on logarithmic curves and three 
depolari sation exponential curves, creating nine di fferent 
combinations of neura l membrane potenti al signatures. 
This fea tu re was introduced to investigate the poss ible 
effect of intrinsic neural di versity and heterogeneou neura l 
architectu re on behaviouraJ observation. 
The functions fo r individual ynapses are split into 
exc itation and inhibition with different strength weights as 
refl ected by the various shapes and variati ons of the po t-
synaptic membrane potenti al, also pre-set in non-l inear 
scalar vector. The vari ati ons occur across a time-window 
that is fl exible in intensity (up to 10%) and du rati on (up to 
five cycles). Integration of the post-synaptic potential is 
Neural Comput & Applic (2009) 18:43 1-446 
Fig. 4 Mode of neural 
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Fig. 5 Menu of settable neural parameters 
al o performed non-linearly through the neural membrane 
potentia l and it depends on synapse sign, neural phase and 
state in the exc itation curve and applied learning rules. 
One or more ynaptic recutTences are allowed on the 
same neuron, as well as one or more links between neurons 
(e.g. forward and backward). Ali parameters are loca l, 
including both non-associati ve learning rules (habituation 
and sensiti sati on) and associati ve lea rning ru les (short and 
long term memory). These biological functions are not 
fully understood by the research community, so our 
intention is only to transpose in software, the essential 
outcome aspects of the mechanisms. Those are achieved 
through a set of counter vari ables tuned and overlapped in 
different exponenti al timescale times. Some of them con-
cern assoc iation of stimulus and pre-synaptic elements 
(non-assoc iati ve memory) ; other concern pre and post-
synaptic elements (assoc iati ve memory). We are currentl y 
investigating the extension of these functions in our soft-
ware with current knowledge in neurosciences, beyond the 
imple habituati on, bort and long-term memory processes. 
In fact, recent data include severa! mechanism fo r each 
function like short , intermediary and long habituation 
behaviours [22] and many face ts of long-term potentiation 
in the specifi e case of excitatory/inhibitor synapse , normal 
or burst effect and severa! a ymmetrical window depend-
ing on the pike-timing association (Hebb ru les) [20]. 
ln addition, three different levels of noise can be added 
in any combination for each neural activity to mimic the 
dynamic remodelling factors and the prote in turnover of 
biolog ical synap es. These remodelling parameter or noise 
function that we implemented lead to the generation of a 
transient decrease of the synapses' strength (less than 5%) 














Fig. 6 Kinetics of neural membrane potentia l 
the ynaptic weight connection will decrease by l% over 2 
cycles. Then, every 500 cyc les, it will decrease by 2% over 
4 cycles and every 10,000 cyc les, it will decrease by 3% 
over 12 cycles. In di vidual synapses are not modulated at 
the same time and a random sequence is applied to deter-
mine the order of remodell ing. Ali remode ll ing fo llows a 
bell-shaped modulation curve for smooth results. In addi-
ti on, to avoid a static routine, these modifications may be 
altered by the dynamic of individual synapses and cell 
computation activity, which in turn are tributary of the 
neural architectural setup, the virtual or physica l world 
perception and the action produced within. This is bio-
logically plausible and offers a good alternati ve to sol ely 
random mathematical equations. 
Synap e are the links not on! y between neurons but also 
between neurons and effector , with mu cles and neuro-
muscular junctions representing the natural counterpart. 
We mode! thi s feature with an operator matri x that converts 
the integrati on of each post-synaptic potential current to 
the rotati on of motor gears. The translati on and effec-
ti ve movements depend on the specifie effector-motor 
~ Springer 
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attachments (wheel or turret, mu cie remains to be imple-
mented) , the spatial config urati on implementation on the 
enti ty a nd also on the plaûorm it is as oc iated with, real or 
virtual. ln the virtual platform, movement generation is 
straightforward and is not concerned with rea l world fac-
tors such as friction. Movement speed is freely set by the 
user, be tween 1 and lOO% of the built-in initial parameters. 
It can be linked or not with an energy sensor (battery), 
giving more reali stic robot condition . With the physical 
platform, motor adj ustments may be necessary depending 
on the particular setup in use. 
Transducers are an unusual component in spiking neu-
ron imulators, which usually accept a file input, often 
ignoring the holistic view of the artificial life fo rm . In 
AI-SIMCOG, a transducer is a part icul ar case of a synapse 
that re fl ects both the outside view and the inside effect on 
neurons. The transducer repre ents the sensory part ele-
ment a ttac hed to a neuron that gives the sensory-neuron 
recepto r appellation. The transducer's main fun cti on is to 
change one physical timulu into another modality, which 
is usua lly an e lectrical signal ubject to modulation in 
various ways, as it i found in orne learning mechani sm . 
They repre ent the fi rst contact with the outside stimuli 
[38]. We think that mode ll ing transducers as integral 
components of a neural architecture is a more compre-
hensive way to design complete animats and robots with a 
bio logical inspirati on. Yarious type of transducers are 
offered in the software. They are mostly paired with 
robotic sensor components for direct code transfer in the 
physical dev iee. While, sight, touch, vibration and sub-
stance detection (for experiment dealing with sort of food 
Fig. 7 Example of a drag-and-
drop, user defined SNN 
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or seeki ng a chemical signatu re) are the physical en ory 
modalities implemented in external tran ducers, hormones 
and energy ensor are the internai tran ducers. The read-
ing of these timuli receptor dev iees is made as percentages 
of full scale. In the case of hormone , a neuron that handles 
this special type of transducer may target any other neurons 
with a standard synapse, without any spati al aspect con-
cern . Then, the neuron will pulse and emit signal 
depending on internai states. The current implementation 
looks for a kind of stimulation fu nction, similar to the 
corti so l hormone in natural organi sms. 
lnfrared, ul tra-sound, sound , magnetic, thermal and 
gy roscope sensor are planned to be implemented soon. 
Transducer sensitiv ity, fi eld range (width and depth) and 
ty pe (excitation or inhibition) are edi table parameters and 
the user may connect severa! transducers to a single neu-
ron, if bio logically plausib le, with the ai m of enhancing 
topological complex ity (e.g. Mexican-hat-type connecti v-
ity within a cel!). Infinite architectures are possible 
depending on u er needs (Fig. 7). Also, the transducer 
po ition on the structure matters, becau e it reft ects the 
exact po iti on and angle of view in the virtua1 or phy ica! 
world . The designer can ob erve the modification at the 
animat's outside tructure at any time with a special viewer 
option or animat rendering (Fig. 8). There is also a grid and 
compass option that helps the vi sual design of the neural 
architecture. Print screens in JPEG format of the neural 
architecture, rendering of the external structure of the 
animat, weight ynaptic table, lis ts of neurons, transducers 
and motors with the ir initial parameters can be made at any 
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Fig. 8 Example of a drag-and-drop, u er defined ani mat 
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2.2 Spiking neural network: algorithm 
The algorithm behind the SNN mode! is illustrated in 
Fig. 9. The corresponding code is generated from tem-
plates with all functions and parameters that are editable by 
the user. Each cycle is peri odic and repeats according to a 
real-time clock, which, in our ca e, is below 1 ms for 
moderately complex neural architectures and can be han-
dled by a standard Pentium grade rnicroprocessor. The 
input- integrate-output processing steps of natural neurons 
are respected and batch processing is used to generale the 
SNN outputs. The software provides a benchmark fo r 
speed measurement and is illustrated in Fig. 1 O. 
The input function reads and accesses the outside world 
from the relati ve positions of the transducers-sensors of all 
animats. Here also, a transformation matri x is used to 
convert artifi cial phys ical modalities into a variation of 
membrane potenti al. Then, the integration of ali incorning 
stimuli (from transducers and other neurons) is done with a 
subsequent transformation of the plastic synapses, 
depending on the applied et of learning rules. The output 
Fig. 9 Spiking neuron 
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100 000 cycles execution time: 
156 msec 
Benchmark average: 0.01 msec per cycle 
Fig. 10 Real time speed for the execution of a simple neural 
archi tecture 
functions generate spikes, fo llowed by a vari ation of cur-
rent in the post-synaptic element. If thi s element is an 
effector, an action wi ll fo llow and be performed virtually 
or physically if ca lled fo r by the frequency , intensity and 
time latency of the inpu t excitation . 
2.3 Virtual World ed itor/simulator 
AI-SIMCOG also implements a min.imalist 2D artificial 
world, which is suffi c ient to embed a SNN mode! in a 
complete virtual animat 's environment. Before starting a 
new imulation, an artific ial world project must be created 
(Fig. Il ). Initially, a fiat cio ed world of programmable 
size is presented with no objects other than externaJ walls3 . 
Again, an icon-based menu allows the selection of items to 
be added. In the tacti le mode, the designer can introduce 
many different small solid blocks of round and square 
shapes and can create custorn landscapes and labyrinths 
with them. To speed up application development and to 
standardise experiments in the learning and mernory 
dornains, spatial built-in setups like T-maze and Radial-
maze are already available (Fig. 12). Ali these tactile 
object can be edited with a name, size, weight and coor-
dinates. The weight feature finds a correspondence in the 
tran formation matrix that is lirtked to the animat's tacti le 
tran ducers-sensors. A vibration feature cao also be linked 
as a special property of sorne elements such as the tactile 
one. It use an array of multiple pararneters (nurnber of 
blocks, time delay between blocks, number of wave 
emissions within a block, intensity, decay fu nctions and 
radius) leading to a wide range of output patterns produc-
tion. Furthermore, the user can create a u eful object called 
3 An open world version of the software is in progre 
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the "Sub tance" from the left panel. This element serves to 
simulate a patch of arbitrary substance (e.g. food, chemi-
cal), with fully editable parameters such as radi us, density, 
multiple temporal delays and also a special variable con-
cerning the rate depletion of the substance with or without 
an an imat interact with it or not. This item allows the user 
to build interesting cogniti ve cenario of navigation, 
cooperation and competition. 
In the light mode, it is possible to choose between two 
light sources: a spotlight with possible distance and 
intensity decaying values or a diffused full light such as the 
sun or a neon light. The same ed itable features, including 
dynarn.ical paths as previously described, are available 
except for the irrelevant weight feature, which is replaced 
by light intensity. 
For each element (tactile, light and substance), the user 
is also ab le to generate movement by creating complex 
paths. This is achieved by clicking on the appropri ate path 
anchors . The dynarnics of the moving elements can theo be 
observed during the simulation run. 
Ali the properties mentioned above lead to more real-
istic simulations where the dynamic interaction with the 
objects is free to explore and where behaviours beyond 
standard obstacle avoidance or wa ll-following tasks may 
be investi gated. It is also poss ible to explore or capture the 
relation between relative object speed and time. 
The animat is at the heart of AI-SIMCOG and the user 
may pick one or more with theil· own neural architectures. 
Co llective intelligence and emergent social behaviours are 
common reasons fo r introducing multiple animats. Size, 
orientation and initial coordinates in the virtual world are 
free to experiment as well. At the top menu, the software 
prov ides choices to show or hide a cornpass, a helping grid, 
object name and a window to remember the outside or 
internai neural structure of a particu lar animat. A toolbar is 
also available to open a stored time-events window at the 
bottom of the screen. 
Once the simulation button is hit, the animats start 
rnoving according to their sensor inputs and defector 
outputs, under SNN control (Fig. 13 provides an example 
screenshot) . Currently, up to ten relatively cornplex ani-
mats can run without affecting the real-time response of the 
simulator, which smoothl y displays the displacement and 
action dynamics in the virtual world . A dedicated button 
i ava ilab le to decrease or increase the speed of the simu-
lation for selected parts. Another one erves for the 
production of animat visual path trace. Again, screen hot 
can be accessible at any time. Save, replay scenarios 
and offtine display running are also possible for ail 
configurations. 
Data production quickly becomes huge with longer time 
simulations, cornplex neural architecture and number of 
animats. To minimise the memory loading, an option is 
Neural Comput & Applic (2009) 18:43 1--446 
Fig. 11 Main window of the 
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Fig. 12 Avail ab le bu ilt-in mazes 
available to save the desired selecti ve variables in the log 
file . 
2.4 Software des ign 
This section presents the internai aspects of AI-SIMCOG 
fro m the software developer' s pers pee ti ve, i.e. from a 
design-ori ented standpoint, using the unified modelling 
language (UML) formalism and including a u e case and 
two class diagrams. 
The creati on and constant availability of a low-level C 
language executable was the primary concern of AI-SIM-
COG' s design, because of the requi red capability for 
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Fig. 13 Example of a custom virtual world des igned with animats 
and variou obstacles 
physical implementation in robots with small computa-
tional capacities and affordable components. Moreover, the 
mai n core algorithm fo r the piking neural controller wa 
developed to sati sfy real-time concerns, name ly the milli -
second cycle lirnit that was fi xed for biological realism in 
the temporal and cognitive domains. This led to implement 
the GUI editor for neura l architectural des ign and the 
conversion of the resulting project to an effi c ient execut-
able, readable in both virtual and physical platform modes, 
as nearly distinct components of the software. 
Becau e the GUis and graphie components are more 
ea ily developed with an object-ori ented language and only 
the executable code needs to be written in C, the software 
was written in Java with the C code generated via Java 
~ Springer 
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Fig. 14 U e ca e d iagram 
scri pt or templates with embedded C code section . Java 
was chosen to code the GUis of NeuroCode and Neuro-
World , thanks to its graphical capabilities using Swing, and 
its portability across platforms. With thi s approach, it was 
pos ible to develop the software both at the leve! of the 
inner "science" algorithm and at the leve! of GUI for 
project creation and needed graphica1 faci lities. This 
allowed the software to evolve in both a pects with no 
interfe rence and to transparently adapt to new C code 
generation in case of implementing a neural architecture in 
a new physical platfo rm ; after developing and embedding 
the newer elements' logic within the appropriate java 
scripts, the stored executable C code i easily recalled by 
the ma in program. In practice, a user-defined template 
contain ing both Java and C code produces the fin al exe-
cutable fi le. 
Since the logic of the components used by NeuroCode 
often req uires tun ing during the software development 
cycle, the u e of external template fi les or scripts prevent 
the need to recompile the Java code after every modi fica-
ti on made to the components. In addition, if the C language 
code i migrated to another language, the only fi le that 
need to be changed are the template files. Conversely, if the 
main J ava code is switched to another object-oriented 
language such as C++ or C#, the C code in ide the tem-
plate files does not need to be modified. 
~ Springer 
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AI-SIMCOG 
CCo~iler 
A for NeuroWorld applications, the virtual world runs 
under a Java environment, but using the produced C exe-
cu table fi le of the neural architecture. In case of a 
simulation that fea tures one or more ani mats, the Java code 
that is produced after project creation reads fro m and cio es 
the pecified C executable code li nk to the neural archi-
tecture for each animat during the simulation run . 
Figures 14, 15 and 16 provide an overview of 
AI-SIMCOG's architecture. Figure 14 shows a typical 
scenari o while Fig. 15 and 16 how the class di agrams of 
NeuroCode and NeuroWorld , respecti ve ly. 
A typica1 scenario involving AI-SIMCOG begin when 
a user open the NeuroCode package with the goal to create 
a spi ki ng neural architecture. The user chooses item 
(neuron, synapse, transducer, etc.) from the left menu to 
achieve his project. After compilation of the code and a 
quick save of the fi nal architecture, the user may then 
choose to export his C code to a phy ica l robot or open the 
NeuroWorld package to design a virtual world. In the latter 
case, the u er chooses again variou a bjects to produce a 
de ire world , including one or more animats that are linked 
to the previously built neural archi tecture. The nex t step fo r 
the u er i to run the imulation and to ob erve the evo-
lution of the project and examine ali the data and graphie 
generated by the simulation. The user is then free to vary 
parameters to support hi s hypothesis. 
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Fig. 16 Class diagram of NeuroWorld 
3 Application 
In order to demonstrate orne of the possibilities offered by 
the software, we created the sample neural architecture 
shown in Fig. 17 . The animat simply behaves in an empty 
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expose graphically the neura l fire pattern time sequence in 
correlation with effector di charge and stimuli events. The 
story will eventually tell us that the anjmat adapts in a 
certajn way to its environment. Thjs animat example has 
feature and is hand wired to be just a little more intelligent 
than a reacti ve animat. Also, only the habituation learnjng 
~ Springer 
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Fig. 17 Specifie neura l 
architectu re 
functio n is added in a second simulation. Habituati on is 
inc lude d since it represents a primary step in learning and 
me mory mechani sms, a known characteri sti c of the inte l-
ligence phe nomenon. 
Fir t, we want to generate movement in the animat, the 
fir t ste p for exploration and before feeding novel sensa-
ti ons to the animal. One ea y way to do so is to introduce 
ON in the neural architecture, an artific ia l Neuron that 
exhibit an intri n ic 0 ci ll atory pattern by a constant cur-
rent leak. 0 connect to actuator , M-LF and M-RF which 
are Mo tors, one at the Left Front position and the other at 
the Rig ht Front position. At thi s stage, the animat will go 
straight and forward at a constant speed until bumping into 
an obs tacle that it was not aware of. Thus, the animat need 
to sense in the tactile mode. Four en ory-neuron , each 
attached to a tactile transducer are introduced to fulfil thi s 
functi on, covering ali the c ircumference of the animat, a 
quadrant each. Thi fea ture is suffi cient to allow the ani mat 
to ada pt to pre sure sensation in any situation (TN for 
Tactile -North , TE for Tactile-East, TS fo r Tactile-South 
and TW for Tactile-West). In order to react properly with 
thi modality, connections are needed between sensory-
neurons and effectors. Because of the present fi xed built-in 
motor configuration and author choice, TN connect to 
Motor at the Left Rear pos ition (M-LR) and Motor at the 
Ri ght Rear position (M-RR), yie lding a sli ght backward 
movement until stimuli are pre ent. This is also valid for 
the opposite side, which yield a forward movement in 
reaction to a pressure at the back. Regarding TE and TW 
coveri ng the side of the animat and because of the robot 
motor configuration, the small weight connecti on will give 
~ Springer 
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an arbi trary choice of counter c lockwise movement in 
re pon e to a bump on the ri ght side and a clockwise 
movement to the left side. In thi s particul ar set-up, the 
animal tries to avoid obstacles . The neural connections are 
also designed to always turn away from the obstacle, which 
represent a tactil e negati ve tropi m or e cape re flex 
manoeuvre. 
Intuitively, sorne traps could be avo ided by adding other 
fea tu res to our SNN. Remember the ani mat goes forward 
until reaching an obstacle . If the situati on ari es at the 
front, the animat will go backward slightl y just because the 
weight connecti ons of the tactile sensory neurons are tuned 
tronger than the driving force of the ON. In addition, thi s 
is just a temporary effect on locomotion behav iours 
because when the animat top being in contact with the 
obstacle, the forward driving movement will lead again , 
putting the animat in an endless loop situation. This 
re ft ecti on caU fo r design modifications and severa! 
approache are pos ible for correcting the situation. 
Perfectly straight movement i almost impos ible in 
nature. In fact, asymmetry is everywhere and happens 
particul arly on the ground and in the complex disposure of 
objects. It also happens within natural creatures with a 
body as weil a in internai neural controller architecture. 
Furthermore, asy mmetry is increa ed by ali dynamical 
objects in the world. That is why in our simulati on, in tead 
of increas ing the complex ity of the artificial world, we 
prefer to voluntari ly use a mild a ymmetrical neura l con-
nection favo uring left over right, and front over rear 
(Fig. 18). The e modulati ons efficientl y reso lve the loop of 
forward- backward behav iour whenever encountering an 
Neural Comput & Applic (2009) 18:43 1-446 
Synapses Table 
Na me Strength Type 
0NIIu1- RF go Exc itatory 
0 NIIu1-LF 90 Exc itatory 
TNI!vl-RR 40 Exc itatory 
TNIIu1-LR 20 Exc itatory 
TSI!vl-RF . 40 Exc itatory 
TSIM-LF 20 Exc itatory 
TWIIul-LF 10 Exc itatory 
TWI1u1-RR 10 Exc itatory 
TE/ lui-R F 10 Exc itatory 
TEIIul-LR 10 Exc itatory 
Fig. 18 Synapti c weight connection table 
Fig. 19 Path trace of the ani mat 
obstacle in front of it, with a slightly fixed rotation. At thi s 
stage, with a very impie neural architecture, the reactive 
animat will move indefinite ly in the empty bounded world 
with a predictable pattern , reft ected in Fig. 19. 
These behaviours di cussed prev iou ly are correlated in 
the diffe rent temporal neural patterns shown in Fig. 20, 
where ON exhibit a regular piking pattern every lO cycles 
of the algorithm, M-LF and M-RF respond at the same pace 
with the reception of small post-synaptic potenti als. The 
first spike of TN indicate a colli sion with the wall ahead of 
the animat exactly at cycle 130. Soon after, backward 
movement is provoked by the TN excitatory po t- ynaptic 
potenti al on M-LR and M-RR. These are muted latter for a 
couple of cycles, while M-LF and M-RF are continuously 
stimulated by ON, giving another bump on the wall . Thi 
situation will on1y end with several mild turns of the ani-
mat, because of the asymmetrica l increase strength 
connecti on on one side over the other. That is why, NW 
starts to spike near cycle 200. One can observe in the 
graphie the temporal and non-linear summation of the 
EPSE on M-LF and M-RR corning from neurons TN and 
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TW. With thi s brief increase of positive current on these 
effectors, the animat is able to move away from the wall 
and take another direction with a certai n angle until it hits 
the wall again . Because of thi s, spikes are evoked in TN 
and TW at almost the same time for the next bumps. 
Another evident observation in the graphie regarding the 
neural architecture example is that there is no spike at ali in 
TE and TS, therefore, no need for them in the simulation. 
There is also another way to increase the adaptati on of 
the animat without adding other structural and permanent 
modifications to the architecture. lt relies on the well-
known habituation neural mechani sm. What happens is that 
with repeated stimuli , the neural response sho uld decrease 
at the sensory- receptors or between neurons at the syn-
apses. This response may be quite complex. If we examine 
the situation in our previous simul ation, at the first front 
bump, the refl ex to move backwards will not be as 
instantaneous. Contact with the wall la ts 41 cycles during 
which the animat operates a turn and then moves away 
from the obstacle. lt happens this way every time the 
ani mat encounters an obstacle because of a li the parameter 
setting and kinetic neural curve . With the habituation 
function (simulation not shown) and because of the specifie 
set-up, the wall contact durati on will be slightly shorter 
with 39 cycles. Also, the input stimuli amplitude overall is 
decreased in the simulation. Thus, the sensory-receptor 
model as a synapse, expresses habi tuation. Moreover, the 
ame run including fi ve sequenti al bumps aga inst wa ll s i 
shorter in length of cycle and showed differe nces in path 
trace. The interpretation is that the constant ON drive 
forward behav iour is gaining over TN and the fo llowing 
response of backward movement which decrea e with the 
habituation functi on. 
4 Discussion 
Exploring cogniti ve temporal problems in artificial intel-
ligence was the primary reason fo r deve loping 
AI-SIMCOG. This software offers a multilevel approach, 
with an empha is on investi gating learning and memory 
functions at the dynamic and plasti c synaptic level and, at 
the same time, the observations of emergent behav iours of 
one or more animats in cogniti ve setup experiments. Vali-
dating biological data or developing theori es about natural 
inte lligence and brain fun ctions are obvious applications of 
AI-SIMCOG. Testing hypotheses about the creation of 
inte lligence artefacts in a virtual world or with real robots 
represents the main avenue, which, with thi s software, can 
be of neurophysiologie inspiration. 
ln our conception of a global intelligence phenomenon, 
we believe that there is a possible link between natural and 
artific ial intelligence. Thi bridge may come through a 
~ Springer 
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dynamical integrati on of rea l world stimuli in a physical 
entity. In a biological organism, thi s process needs a fun-
damental unit called transducer, which transforms the 
physical stimuli form the outside into another modality. In 
mo t cases, these changes pas through electrical signais. 
In neural o rganisms, the timuli converge at different time 
sca le in a complex neural network to procure a rough 
sensation of the moment. This sensation represents a part ial 
comprehension of the real world and seems to be enough to 
act upon it. Wired by evolution, genetics and learning 
function , the organi sms adapt to their environment by 
acti ve loops of perception and action. Thi phenomenon, 
een by an externat observer i what many researchers cali 
intelli gence. 
Capturing the essence of these key fac tors in the inte l-
li gence phenomenon is one of the goa ls of the studies in the 
fie ld of arti fic ial intelligence. We think that type and 
d iversity, intensity and frequency at various temporal scale 
levels of inpu t stimuli , integrated in an embodied artefact 
that is developed fro m a coherent mode! of brain-body-
environment are sorne of the e main key fac tors to produce 
artific ia l intelligence. 
In o ur persona! opinion, we beli eve in a biolog icall y 
inspired road with a SNN contro ller for virtual or physical 
artefact . Natural neurons are top integrators and mimick-
ing their functions is a path worth following. Wi th SNN, 
the temporal domain is accounted for and with added 
features li.ke dynamical synapse management and bas ic 
leaming functi ons, we tep ahead in the direction of cre-
ating an intelligent artefact in a pure sen e. When equipped 
~ Springer 
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with these interna] fea tures, a sen iti ve and reacti ve phys-
ica l dev iee may generate acti ve stimuli . Thus, artificial 
inte lligence can be created by transferring natural func-
tionaliti es to an artificial creature. 
ln thi s view of AI, AI-SIMCOG represents a very useful 
deve lopment tool. It is a oftware that can test and handle 
many virtual and physical scenarios using SNN computa-
tional power for ail cogni tive problems re lated to the exact 
timing of animat behaviours, neurons and synaptic adapta-
tions. That is parti ally due to the non-associative habituati on 
and ensiti ation, and a sociati ve shortllong-term learning 
memory mechani sms that are implemented. At present, 
the e functions are at the alpha stage and need further testing 
and adjustments to be fully validated and verifi ed. The 
ultimate goal is to demonstrate a trong relation between the 
ex tracti on and retention of non-linear informati onal events 
in di fferent time scale and the corresponding animat or 
physical robot behav ioural adaptations. One can imagi ne a 
ituati on where the two co-evolve in real-time, online and in 
a !i fe- long situation to procure eues about the nature of 
intelligence, in particular, the link between all aspects of 
temporality and the globa l intelligence phenomenon. For 
example, imagine a T-shaped maze environment where a 
light eue, located hori zontally near the junction of the T, 
lights up when an ani mat that depend on light for its energy 
balance is close by. The animat could use an anticipative 
neural a sociative mechanism to progre sively adapt its 
locomoti on guided by the light source. This eventually wi ll 
lead to locomoti on behav iour that is relative to an incoming 
light energy instead of simply choosing a random pattern to 
Neural Comput & Applic (2009) 18:431-446 
explore. Of course, a change in the li ght source parameters 
and/or location should challenge the learnjng proce of the 
animat's SNN synapses, which should learn the new time 
events' association once again. Moreover, a dynamicall.ight 
eue that is timed or intermittent according to sorne tempora l 
pattern shou ld also challenge the temporal aspect of the 
synapse's plas ticity, which is one of the main goa l applica-
tions of the software. 
Another original application of thi s software is in 
robotics (forthcoming art icle). In thi s field, rea l-time and 
real-world represent strong constraints where Al must 
evolve. One of the problems that tudent , researchers and 
developers in the fie ld face today i the small number of 
SNN simulators available that can be linked to artific ial 
life form at the behav ioural leve!. Sorne simulators are 
too general or too specifie, others are difficult to under-
stand or use, with poorl y designed GUis, while others 
simply lack the parameters or special fu nctions needed. 
We think that our software provides a good starting 
framework and benchmark tool to fill thi s gap in AI 
domain. 
Al-SIMCOG also .has limi tations. lts small network 
size emulation re fl ects computati onaJ limüs that may only 
be addressed with Moore law or the arrivai of massive 
para lle l computers. Also, per onal design of a neural 
architecture may be a very di ffi cult ta k. Hand-crafted 
connection between neurons, intuiti ve ynaptic weights 
and coherent adjustments of huge amounts of parameters 
are certainly laborious in a relatively big neural archi-
tecture. Fo llowing repercuss ions of ali tempora l variables 
on the animat's behaviour, may not be ea y (or desired) 
for ali users. That is why it is possible to include in the 
future, random choice fu nctions, genetic and evolu tionary 
algorithms to more " naturall y" find the optimal set-up for 
specifie behaviours in targets. On the other hand , we stand 
to lose the low- level explanati ons of the behav iours and 
rep lace it with a set of other vari ables and criteri a. 
Another limitati on common to ali virtual simulator 
that intuiti ve phys ical transfer functions of virtual worlds 
may not be enough to get the real insight. Simulated 
worlds are possibly a dead-end, with actual physical 
robots being the only va luable avenue to create cred ible 
artificial life-forms. 
5 Conclusion 
AI-SIMCOG i a new software tool for the Al community. 
lt ajms to help explore the link between tempora li ty and 
intelligence. Specifi cally, the software offers a convivia l 
GUI to design neural architectures, and an easy link 
between a spiking neuron algori thm and a virtual world 
platform. The biological plausibility and computationaJ 
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effic iency of the former offer also a direct path for fin al 
robotic implementations. Unique features included in the 
spibng neuron algorithm, such as transducers, hormone 
components and extended learning rules may confer a c lear 
value to our softw are fo r the study of cogniti ve temporal 
problems at various levels of analys is. 
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NeuroSim: a Virtual 3D World to 
Investigate the Intelligence Phenomenon 
within the Perspective of Bio-inspired 
Robotic Agentes 
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This paper de cribes NeuroSim, novel and unique simulation software in 
the artificial intelligence co mmunity. Part of the SIMCOG uite, NeuroSim 
helps to in ve tigate the general intelligence phenomenon u ing a 
biologica ll y-in pired approach and available robotic fac ilitie . By 
importing artific ial . pi ki ng neural networks acting a "brain" controller 
into one or many robot , NeuroSim can track ali the detail of the produced 
behav iors in it virtual 3D-world . For thi , severa! view fo r online 
observation , and ub tantial data output, help the users understand their 
simulations. Beyond the creation of virtual robot and primary form or 
maze template that could be added within the environment, the originality 
of this software consists above ali in the integration of multiple sensory 
modalities and the application of co mplex temporal patterns of simulated 
physical effects for the generation of learning tudie . 
1. Introduction 
NeuroSim i a 3D-world simulator and editor co mponent of the recently 
introduced SIMCOG suite, new software in the arti fic ial inte lligence (Al) 
field (Cyr 2009). E mbracing bio-inspired robotic (Floreano 2008) and 
embodiment (Mataric 1997) paradi gms, the aim of SIMCOG i ultimately 
to crea te intelligent artifacts controlled by artific ial neural "brain ", 
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exhibiting significant element of natural cogmtwn, a in conditioned 
learning (Cyr 20 12). These produced AI agent would evol ve in virtual 
world within NeuroSim or be embedded in physical robot . The software is 
de igned to test hypotheses on the general intelligence phenomenon (Pfeifer 
1999) and explore adapti ve be ha vi ors through man y level of 
comprehension. Since the fir t presentation of SIMCOG in 2009, major 
developments have taken place to enhance its functionality , of which the 
NeuroSim module. 
Still in the R&D pha e, the current ver ion of NeuroSim is mainly 
programmed in Java, u ing external librarie uch as JMonkeyEngine 1 for 
the 3D rendering and ODE4/ for the world physics. The goal of NeuroSim 
i to rapidly develop complex cognitive scenario and adaptive behavior 
with complete AI agents in virtual reality, to implement the controller part 
after in physical robot platform . 
A specificity of NeuroSim is its link to artificial spiking neural 
networks (ASNN) (Ger tnerl999), a ub et of the connexioni rn paradigm 
as implemented by neural networks. Claiming to emulate orne of the 
critical feature of the natural neural element , the ASNN goe more deeply 
into biological reali rn, computing the smalle t quantum of information at 
the level of a ingle pike. Since the analogy with the biological brain 
require input from ensory-transducer and output to actuator to perceive 
and act on real the world, ASNN i a prorni ing tool for integration when it 
i embedded a a "brain" controller for autonomou AI agent (virtual or 
physical) equipped with sensor and actuator . Merging ASNN and robots is 
of increasing interest in severa! area of Al (Alnajjar 2008 , Paolo 2003, 
Soula 2005 , Webb 2003). Bio-in piration for robotic structures (Hopkins 
2009) is also seeing growing interest, but no software appear to currently 
exi t that is specifically dedicated to integrate all these field . 
SIMCOG' ASNN belong to the leaky integrate-and-fire family mode!, 
based on membrane potential fluctuations. It uses proce e to allow the 
nonlinear summation of ynaptic delayed current inputs, a parameter to 
backtrack to the ba eline homeostasis neural tate, a term to generate 
spontaneous firing and several synaptic learning rules. A key point of thi 
particular ASNN u ed in the oftware i it capability to run efficiently 
within the NeuroSim virtual 3D-world. A uch, the ASNN model relies on 
descriptive curve tine provided by tandard mathematical equation in the 
1 JMonkeyEngine: http://jmonkeyengine.com 
2 ODE4j: http://ode4j. source.net 
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domain, but implemented in matrices of scalar numbers in tead of solving 
complex function s online. 
Taken separately, other non-exhaustive ASNN editors (i.e. NEURON3; 
Genesis4 ; Neural Network Toolbox5) and robotic environments simulators 
(i. e. Simulink6; OpenSim7; Microsoft Robotic Studio8; Webots9) do exist, 
probably doing best in their respective domain, but pursuing different goals 
in the perspecti ve of their own field . Merging knowledge requirement of 
two scientific fi elds may find advantages in tightly coupled software uch as 
the SIMCOG suite. 
Thus, NeuroSim focuses on bio-inspired controllers, insisting on the 
neural integration of multiple sensory modalitie and the observation of 
concrete adaptive behaviors at the agent level. Emphasis is put on the 
functional over the mechanical aspects of the AI model. As such, accuracy 
of imulations regarding the graphical aspects and biological exactitude of 
the neural processes are not the main targets of NeuroSim. Instead , 
coherence of the dynamical cogniti ve system, bridging the controll er and 
the sensors/effectors components, balancing the physical robot 's structures 
and its biological agent ' s counterpart, and creating intuitive interfaces are 
the main elements kept in mind during the development of this module. 
The fir t step in using NeuroSim is the creation of an empty 3D-world. 
Then, the user add one or more robots and associates them with the 
appropriate ASNNs and body tructures files produced by another module 
of the SIMCOG uite 10• For instance, the u er can ea ily explore the effect 
of heterogeneity of interna] and external AI agent' structures on a given 
environment or task. To achieve this, the user wo uld enrich hi /her 
experimental cenario by including severa! add itional abjects available from 
a toolbox. Ultimately, the goal is to start a simulation, watching robots 
evolve in the 3D-world , perceiving stimuli and acting in the environment 
through their sensor and motors. The general functioning of the simulator 
stands on the repetition of regular discrete teps, con isting in sensory 
lecture from perceptive animats and generation of actions and timuJi into 
the environment from the a bject , where the animats represent a parti cular 
sub et of these a bjects. Temporal and spatial conflicts are managed at best 
3 Neuron: http: //www. neuron.yale.edu/neuron 
4 Genesis: http://genes is-sim.org 
5 The MathWork : http: //www.mathworks.com 
6 Simulink: http: //www. math wo rks.co m 
7 OpenSim: http://opensimulator. org 
8 Microsoft: http ://www. nùcrosoft. com/robotic 
9 Webot , Cyrberbotics: http ://cyberbotic .corn 
10 NeuroCode: http ://www.aifuture.com/neurocode 
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to respect the timeline and parallelism of the real-world, composing with the 
capabilitie of the physical engine. This simulator largely put efforts on the 
diver ity of stimuli produced from the abjects into the virtual environment 
and perceived by robots. Perception is achieved through several sensory 
modalities and the production of different physical stimuli is done from 
applying external temporal pattern from the abject or the environment, as 
it could be retrieved in experimental learning protocols applied to naturaJ 
agents. 
In resume, NeuroSim stands in the middle of neuro ciences' current 
knowledge and robotics research with the aim to develop bio-inspired AI 
virtual agents exhibiting ignificant elements of cognition through their 
adaptive behavior . This paper de cribes the graphical-user-interface (GUI) 
functionalities next, the internai aspects of NeuroSim in section 3 and issues 
of the NeuroSim module in the Discussion section. We pre ent here the 
software as a novel contribution in the domain of virtual worlds, when put 
in conjunction with the bio-inspired robotics field. 
2. GUI Description 
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Figure 1. The main GUI is composed of a top menu allowing to manage the 
input/output file and diffe rent viewing setting, a left menu used a a toolbox for 
inserting abjects into the virtual 3D-world, a right arborescent menu erv ing to 
access all included object , a centra l creen for the environment and a bottom pane 
to unravel either the console menu for action feedback produced into the imulation 
or a transient properties menu of a selected entity. 
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The GUI is simple and very intuitive (Figure 1). Thank to the presence of 
many icon and tooltips, the user can build complex environments and 
imulation with ju t a few clicks of the mou e, without programming any 
line of code. The opening window i campo ed of a main menu at the top, a 
central screen for viewing the virtuaJ 3D-world, a toolbox menu on the left, 
an arborescent menu on the right to quickly visualize all item within the 
simulation and , finally, a con ole menu at the bottom for control feedback 
of all actions taken by the software or for pop-up menus showing selected 
entity propertie . 
2.1. The Main Bar Menu 
AU essential input-output and internai parameters adjustments are found 
under the File and Edit button . Once a new project is tarted, severa} 
ettings concerning the current environment can be adju ted for viewing 
preference by the user from the View button . Selecting the type of view for 
observing the simulation (first persan, third per on , orbital, top or eus tom), 
displaying specifie kinds of tran ducer ranges or robot traces are just a few 





._. 1 " 
Figure 2. Snapshot of the main top menu acce . A an example with a third person 
viewing, a user intends to set the visibili ty for all range tran ducers from the top 
menu and the view button; fo llow by the Transducer Type bar. In thi s virtual world 
ample, a typicaJ Plus maze wa previou ly added in one click of the In ert button 
(al o in top menu ), maybe for nav igation and fo raging experiments. A red strip on 
the floor may al o be u ed a a contextual learning eue to hypotheticall y tell the 
robot that there i a ub tance to catch (painted in green) on the right arm of the Plu 
maze. 
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The Simulation ection br ings the user to a dynamical mode through a 
new left panel, offering traditional play- top-pause and single tep buttons. 
T aking pictures or creating bas ic video i al o an available option in this 
section. During the simulation, it i po ible to pop up small windows to 
show the current tate of a selected robot, visualize the neural architecture 
o r add other viewing window . Another intere ting icon in this panel 
permit to freeze the virtual world for an online object teleportation, 
instantly bringing any object (robot included) to new coordinate . Finall y, 
depending on the co mputer it run on or the purpose of the experiment, 
speed control for the cycle time length cycle can be modulated through a 
sliding bar. 
2.2. The central screen 
The opening wi ndow starts with a clo ed world of 6 meter x 6 meters that 
can be set otherwi e. In this configuration, fo ur anchored walls delimit the 
virtual environment, but they can be removed by a impie drag and drop 
option to create a world with no boundaries. Clicking in ide the world 
allows the u er to identify a nd move any object in ide or fill the 
environment with new objects fro m the Toolbox left menu. Once an object 
is elected in the central screen, the attached special properties 
automatically appear into a popup menu at the bottom of the window. The e 
propertie depend of the selected object, but tandardization lets the u er 
quickly learn how to adjust the m. Non-ex hau tively, the characteristics of 
an object con i t in: position using x, y, z coordinate , angle and 
dimensions (length , height and width). Color, mas , transparency, anchored 
or not and when it appear or di sappear during the simulation are others 
option ready to set. 
2.3. The Toolbox Menu 
It i with thi menu that a u er reall y create rich virtual world . Choosing 
to insert a robot is certainly the fir t tep to accompli h tough imulations 
could be run with without agent . After clicking on the dedicated robot icon, 
the user can point anywhere in the central screen, and, with a left mouse 
button click, the robot is deposed on the floor. Then, left clicking on the 
robot again allow temporarily leav ing the toolbox menu and making the 
tran ient menu appear at the bottom, where the robot properties are 
available. As a pecial obj ect, a robot (agent/animat) needs to be associated 
with a valid input/output contro ller to evolve in the virtual 3D-world: an 
ASNN file con i ting of a neural architecture controller inco mjng fro m 
NeuroCode (Figure 3) and an output f ile path name to wri te ali produced 
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data. Finally, severa] di fferent robots of differe nt hapes and neural 
architectures could simultaneously evolve in the ame imulation. 
Below the animat button in the toolbox menu (figure 2), basic fo rm are 
ava ilable for selection, enriching the virtual environ ment. Blacks of any size 
are u eful to create obstacles or a bj ect to be pushed or pulled. Beyond 
blacks, avals and cylinder are the other primary a bject that could be 
inserted into the world. Aggregating severa! of these simple forms of 
possibly different dimensions, colors, textures and everal other properties 
could eventuall y lead to building co mplex structures. Also, three type of 
light are available in the toolbox menu. Point lights are directed beams, 
ambient lights are u ed for general illumination and spot light represent a 
kind of directed theater Jight . For this particular sen orial modality, the 
color, intensity adjustments and fading or constant light dispersion are 
special properties that are settable. 
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Figure 3. Snap hot of the NeuroCode GUI, the ASNN editor of SIMCOG. Users 
build brain contro llers for AI agents, whether running in the NeuroS im virtual 
environment o r physical platfo rms. In thi example, severa! types of neurons were 
created with variou en ory modalities and different synaptic lin ks. The Synapsel 
element illustrated in this view demon trate the setting possibili ties for the 
parameter of thi entity at the botto m window. 
A hallmark of the NeuroSim module i the possibili ty to produce 
virtual effects of different shapes (aval or black) over se veral modalities 
(light, thermie, ound, vibration) by electing the corresponding menu icons 
and deposing the effect unto the world; clicking again on the cho en item 
gives instant access to the effect properties. From this fea ture effect, a user 
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could create almost any temporal and spatial pattern . As an example, for a 
vibration stimulus block-effect production (figure 4), au er could apply the 
following specifie pattern : 1 block of 5 repeat with an inter- timulus 
interval of 8 cycles, each timulu la ting for 2 cycles, starting at cycle 
number fifty and generated the effect at the top left corner of the 3D-world. 
This vibration wave is set to be static (dynamic path is possible), constant 
with 100% intensity ali over the field effect and the duration of application 
(fading intime and space with an infinite decrease pattern is pos ible). The 
effect is also not triggered by a specifie event (i.e. external deviee, block 
move in a certain area, switch turn-on from a robot or robot passing into the 
area). Figure 5 hows the data graph reproducing the stimulus pattern 
discussed above, when caught by a vibration sensory neuron. 
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Figure 4. Example of physical effect production: The user set al! parameters fro m 
the bottom feature effect menu, to simulate a vibration wave effect into the virtual 
3D-world , occurring from a precise spatiotemporal pattern (see text) into the 
experiment protocol. The coordinate ' grid tool helps to place the item in the world. 
The possibility to combine effect as needed and merging severa! types 
of effects with different temporal patterns is convenient to build complex 
experiments for learning and exploring adaptive behaviors in Al agents. 
Moreover, the effect pattern generator function is applicable to ail abjects, 
of which light abjects gives access through the light object properties. 
Thermie radiation ernitting from a heated block source, or emission of a 
vibration fro m a cylinder, or ound emis ion from a robot are just few 
examples of scenarios that could produce real dynarnical interactions 
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between robots and the virtual environment. At thi point of the software 
development, all modalities are represented a a 3D-map built with 
di scretized percentage numerical scalar values, accessible at every cycle in 
aJl spatial points of the world. 
Also in the tool menu, under the mi cellaneous category, a cube sensor 
of any size could be added into the world a a pecial neutra! a bj ect. 
Depending on the chosen attached en ory modality, this cube sends a file 
output of ali numerical values it percei ve inside, a long as the period is 
set. Thi feature is ometime u eful to understand effect in the 
environment. In the same category, an interesting component i propo ed 
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Figure 5. Bar data graph representing a pec if ic temporal timulu pattern of 
vibration wave caught by a vibration en ory neuron, part of a robot ' s ASSN 
controller. 
Thu , a Substance a bject could be under tood a food, odars, 
pheromone , etc. Beyond the properties of dimensions, fading or constant 
disper ion of the Substance, this a bj ect also po e e a random di per ion 
option on different pattern variation. Moreover, sub tances could be relying 
on an evaporation mode, washing out the ub tance among other settable 
spatial and temporal patterns. Thus, these a bject raise the possibility of 
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creating many different scenarios u1 learning, foraging and navigation 
cognitive themes among others. 
Finally, the last component of the Toolbox menu is a tile editor and 
initializer (floor painter and eraser). Coloring sorne tildes of the floor is 
standard protocol to observe and generate different robot' s behaviors. It is 
also possi ble to create mountains or depressions in the floor environment to 
experiment with gravity, equilibrium, acceleration, etc. This toolbox menu 
i basic at this stage, but versatile and effective enough to enhance the 
cornplexity of the virtual worlds built. 
2.4. The Arborescence Menu 
On the right side of the GUI, the arborescence menu represents all abjects 
included in the current environment, organi ed into logic categories. When 
an abject is put into the virtual world, its name is automatically added under 
the proper category in this menu. Left-clicking on the abject in the 
arborescence menu give access to its attached properties, with a pop-up 
menu appearing at the bottom of the GUI. It is helpful to use thi s viewing 
mode to reach abjects or effects when many of them may possibly overlap 
in the same area, be hidden by other abject or simply be not visible in the 
current view. 
Right-clicking on the name abjects in this menu brings new options 
to the user. As an example, for a simple block adding, a path and effect 
buttons are available for this abject. Creating a dynamically cho en or 
random path with different peed for different segments i very simple to 
add as feature for this new block. Moreover, the dynamical block could at 
the ame time emit sound, vibration or radiate warm from the effect option. 
Eventual patial conflict among abjects are resol ved with a built-in stop 
and re tart algorithm. Right-clicking on the abject in the right menu also 
brings the possibility to delete it or display the name of the abject in the 
world. Other options are available depending of the selected abjects. 
2.5. The Console 
Thi menu is ituated at the bottom of the GUI and can be closed at any 
time from the view button at the top main menu. It gives all the equential 
information of processes achieved in NeuroSim, such as when abjects are 
created or deleted. It also gives the information about the generation of 
effects at the precise cycle and the perception of any type and intensity of 
stimuli from any transducers for all animats. Thus, trace are exten ive for 
almo t all variables. Data are output in thi window but, it is possible to 
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filter the amount of information displayed with parameter setting, while 
saving the complete amount in files for future reading. 
2.6. NeuroData 
NeuroData is another module of SimCog; it allows creating basic graphs of 
any variables produced in NeuroCode and NeuroSim. Becau e there is a 
constant link between NeuroSim and NeuroData, it is possible to 
dynamically observe any parameters as graphs during a simulation from an 
add-on window, for conveniently tracking information (see figure 5). 
3. Internai Mechanics 
In an effort to be compatible under Mac, Linu x and Windows operating 
system, NeuroSim was developed in Java. Every vi ual frames and 
windows are created with Swing, except for the virtual 3D-world . 
3.1. Creating the Virtual3D World 
NeuroSim has seen major improvements over the years. After the fir t few 
releases of a virtual 2D-world using Java custom drawing, it eventually 
evolved into a 3D sceoe. In order to have satisfying performance and ali the 
fun ctionalities required, the game engine JMonkeyEngine (JME) 3.0 was 
chosen for the 3D rendering. The fac t that JME can also be embedded easily 
in Swing applications is also convenient. One of the continuous challenges 
with NeuroSim i to stay computati onally efficient while expanding the 
oftware. Given it real-time and parallelism concerns, as well as the 
processing of every component of the neural architecture at each cycle, the 
3D-world con iderably raise the amount data. NeuroSim is not event-driven 
and for a given simulation every cycle takes approximately the same 
constant time (except for internai interruptions from the exploitation system 
in virtual world , but strictJ y identic in phys ical platforms). Thus, the more 
complex the AI agent ' s controller-brain , the amount of agents and number 
of obj ects within the scenario simulation, the longer will be the ti me period 
to execute one cycle of algori thm. 
3.2. Realistic Simulations 
To be able to create simulations in NeuroSim that mimic reality as much a 
possible, ODE4j was also embedded. ODE4j is a Java port of the C++ rigid 
body dynamic Jibrary ODE. It provide all physical cqlculations for objects 
collisions, gravity, fr iction, joints and more. This allows NeuroSim to 
quickly create simulations with moving objects that reacts like real world 
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objects. For more accuracy, other mathematical tool could be used 
eventually. 
3.3. Step by Step Simulations 
When pressing the start/play button in the simulation panel, cycles are 
completed until the simulation end or is manually stopped or paused. A 
cycle consists of the following steps. 
1 
The 3 mëlin steps of a simulation cycle 
1 
l . lnternallogic executed for 
ali abjects 
ex· f~rl~. radiation. cali to ~ni mat exeru tahle liiP, 
~7 
2. Push physical forces into 
physic library (ODE) 
ex: ani mat force sent nia motors 
~ 7 
3. Notify ODE to ad vance in ti me (6msec), 
whlch trlggers updates on the world abjects 
ex: abject falls few millimaters. animat maves, etc. 
Figure 6. Logical steps describing a typical cycle of algorithm in NeuroSim. 
First, internai logic is executed for all objects. For example, if an 
ambient light object ha to fade in a given time window (i .e. lOO cycles) , its 
light inten ity will be reduced by a given function (i.e. linear: 1% at every 
cycle) under it goes dark. For an agent, the internai logic refers to run the 
executable code (the brain architecture) produced by NeuroCode. By 
communicating with the agent executable file, NeuroSim can provide sensor 
data (v ibration intensity, for example) and get to know what motor force to 
put in each of the agents 3D motors in the virtual world. Once the internal 
logic of all the object is completed, the next step is to push the force and 
physic modifications into ODE4j. Only physical object are con idered in 
ODE4j. Since a light doe n' t really respond to gravity or friction, ODE4j 
does not know that it exists. Finally, NeuroSim tells ODE4j to advance in 
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time, which makes the abjects in the virtual world move according to their 
friction, gravity, etc. A visual graph of the main teps of a cycle is shawn in 
figure 6. 
3.4 Network Server 
Since the behavior of an animat in NeuroSim can sometime be hard to 
explain due to the complexity of neural architecture , NeuroSim acts a a 
server and accepts TCP/IP connections from NeuroData. Connecting the 
two allow the u er to ee li ve plot graphs of any software variables during 
the simulation run , such as membrane potential of a particular neuron, 
ynaptic variation, number of step f01·ward, etc. 
3.5. Using Layers to Keep a Clean Development 
Flexibility for further tran formation or change in the physical engine is of 
major con ideration in the architectural choice of the development for loose 
coupling. Therefore, all component are separated from one another, except 
for the interna! Java clas es, core of NeuroSim. Reducing coupling between 
the different layers of NeuroSim allowed, for example, to easi ly migrating 
from a virtual 2D-world to a full 3D-world. Sorne of the major layer are: 
the phy ica! engine, the 3D rendering logic, the network communication 
protocol used to comrnuni cate with NeuroData, the protocol used in the 
communication between the NeuroCode executable file and NeuroSim. 
NeuroSim contain over 200 classes that are well eparated in different 
package which allow a logical eparation of ela se according to thëir 
roles. The diagram hown in Figure 7 provide a representation of the main 
packages, which reflects the interna! architecture of the application. 
In NeuroSim, aU world abjects are defined in the entitie package. 
For examples, the Animat clas defined in that package wi ll contain ail the 
necessary logic to communicate with it executable file and the Light clas 
abject will con tain ali the logic to be able to do a fade in/out option. 
The view package is re pon ible for the visual aspect of the 
applications. While it contains other smaller packages (i.e. camera, utilities, 
prompt, etc.), entities and propertie are the main ones. Ali Swing 
component are al o put under the view package. The property package is 
used for showing panels, where it i po ibJe to modify the values of each 
entity' s propertie . Finally, the entitie package und er the view package 
contain classes all owing the visual rendering for each entity into the 3D-
world . 
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NeuroSim Package diagram 
view 
properties 
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Figure 7. Overview of the internal package organ i ation of NeuroSim. 
The event package contain simple classes that are instantiated by 
the view package and then sent to the app package. An event i an action 
that change a NeuroSim project, triggered by the user. Examples of ela es 
that are defined in that package include CreateAmbientLightEvent, 
UndoEvent and DeleteEntityEvent. 
The app package contain ela es that po e the internai state of the 
applications. The main clas e are World, Simulation, ApplicationManager 
and Façade. Using the Façade singleton, ali event created by the view are 
sent to the ApplicationManager in order to be proce ed. Since the interna! 
state of NeuroSim has to update the view, the ob erver design pattern is 
used. Therefore, the view package is completely hidden from the app 
package and it prevent unnece sary coupling. Following is a ela diagram 
of the entitie package (figure 8). The diagram does not contai n ali classes 
nor do ali clas attributes and methods, but rather foc uses on showing the 
internai truc ture of the package. 
All NeuroSim abjects are derived from the Entity class, which 
obviou ly contains methods and attribute common to all world abjects. 
SpriteElement a bjects, like blacks or animats, may co ntain a list of effects 
that modifie its behavior and appearance. 
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Glass diagram of the entities package 
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Figure 8. Class diagram repre enting the main classes found in the entiti es package. 
The coupling between an Effect and its Sprite is qui te strong, but it was 
de igned this way for two reasons : an Effect needs to be able to directly 
modify its Sprite, and the lifecycle of an Effect i decided by the owning 
Sprite. Related methods are executed during a simulation and allow all 
entities to update themself at each cycle. 
3.6. Communicating with NeuroCode 
NeuroSim communicates with the neural architecture using a C executable 
file instead of other means such as TCP socket fro m NeuroCode. The 
rationale for this u e of two programming language i explained by the 
ability of the software to produce executable fi les that can run on multiple 
physical platforms like the Lego MindStorms NXT (Lego Group) robot or 
the Khepera III (K-Team Co.) . By using C executable f iles for all robots, it 
implifies the complexity of maintenance. 
4. Discussion and Future W ork 
NeuroSim is a virtual 3D-world imulator and editor still under 
development. Thi paper aimed to describe the fu nctioning of the software 
in regard of issues in the AI domain. The novelties of introducing this 
oftware are founded on merging the dual neuroscience field with ASNN 
controllers, and the bio-inspired robotic domain with the versati lity of 
structural agent ' s composition, as well as simulating the high number of 
perceptive dimensions avai lable into the real world. As such, we unified 
the e paradigm under the NeuroSim module in a virtual 3D-world 
environ ment. 
The author ' intentions are currently favo uring orientation toward 
academie goals and an open- ource product. Since robot as well as 
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individual sensor and actuator components are increasingly inexpensive and 
easier to use, the possibility to create agents with ' 'intelligent" behaviors 
goes now beyond the realm of a small restricted class of scientists . In the 
past, programing a full logic code for virtual or physical implementation in 
complete autonomou robots was difficult for most novice users; the u er-
friendly NeuroSim module now overcomes these traditional difficulties. As 
an example, without particular knowledge or documentation, a u er may in 
less than five minutes create impie phototropic behavior with few neurons 
and synapse forming a basic neural architecture created with NeuroCode, 
and view results through a robot agent in NeuroSim or transfer it to a Lego 
Mind torms NXT robot. On another hand, the software could be used by 
specialists to explore cognition at a high level, merging complex 
conditioning learning task protocol to low level natural neural ynaptic 
embedded processes as an example scenario. It is a feature of the software 
to target rapid development of hypotheses on intelligence without 
programming any code and using in tead an intuitive GUI. 
We showed in this paper, that NeuroSim i a virtual 3D-world that 
propo e ba ic object insertions but high possibilities of interaction from 
diver e perception modalities into "intelligent" robots. These are the result 
of ASNN controllers produced from NeuroCode, another module of the 
SIMCOG suite. 
The natural expansions of the NeuroSim module will be to increase the 
sensory toolbox with additional modalities, be they complex, unu ual or 
non-existing yet in robotics sensors , or natural sensory modalities. For 
example, merging force sensors of different sensitivities with "pain" 
detectors and thermal sen ors will permit to rnimic an "E-skin", a 
forthcoming robotic component. Thus, NeuroSim follows current biological 
researche , waiting for available products in the robotic industry , but 
already proposing models for virtual autonomous bio-in pired robots. 
Our very next move is to develop a CCD-grid camera ensor 
component (light: extending UV and IR) to enhance the input from the 
visible spectrum modality. This i currently a challenge given the lirnited 
computational resources to create a complex ASNN, e pecially when it is 
linked to many sensors and effectors within a rich dynamical environment. 
Also, since laser bearn are commonly used in robotics for environment 
mapping and navigation, we intend to mode! soon this sensor (although it 
has no obviou biological counterpart) . The "E-nose" i another complex 
ensorial modality we plan to implement; we already have the Substance as 
a regular component of NeuroSim, and volatility and density are just 
parameters to add. In the end, we have oftware capable of bidirectional 
L__ ________________ ------
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investi gation in parallel: robotics pos ibilities and currents understanding of 
biological neural controller , sensors and effectors. 
NeuroSim i not meant for exploration that focu e on particular low 
leve! details or go ing too deep in the comprehension of a given intelligent 
behaviour, and it may provide incoherent re ults if an attempt i made in 
these direction . As such, neural spikes and synapse repre ent convenient 
description model s of input/output integration and memory trace , without 
requiring the imulation of the precise dynamical 3D proce e of each 
protein for example. On the other hand, it may not be pertinent to simulate 
fined grained analog responses from a particular e lectronic robotic sensor 
component. Thus, a proper balance of the modeled abject as well as the 
coherence of whole agent/environment is needed, foc using on concrete 
ob ervable results of adapti ve behavior of virtual robots, which is a pre mise 
to transfer the produced contro llers in phy ical platforms. 
In conclusion, we presented in thi paper description and issues 
regarding NeuroSim, a virtual 30-world simulator and editor, ded icated to 
the investigation of the intelligence phenomenon through Al agent . Thi 
software module, part of the SIMCOG suite, bring novelty in the domain of 
bio-inspired robotic by merging ASNN controllers with current robotic 
component , exploring adaptive behavior through the integration of 
multiple sensory modalities in a virtual 3D world. 
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