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Sommaire
Les ontologies sont devenues un moyen standard de description des ressources sur le Web
[Chandrasekaran et al., 1999], offrant la possibilité de partager, et de i-éutiliser ces ressources
à l’échelle du Web. En outre, les ontologies ont ouvert la voie vers la construction des ser
vices intelligents sur le Web. Toutefois, si les ontologies constituent un moyen efficace pour
pallier à l’hétérogénéité des ressources sur le Web, leur utilisation manifeste à son tour la même
problématique [Doan et al., 2001, Noy et McGuinness, 2001, Gruber, 1995J.
L’alignement d’ontologies [Euzenat et Valtchev, 2003, Doan et al., 2001] représente la so
lution ultime pour pallier au problème d’hétérogénéité d’ontologies sur le Web. L’alignement
consiste à chercher parmi les couples d’ontologies à aligner, ceux les plus semblables.
Il est évident que l’alignement manuel d’ontologies est un processus long, fastidieux même
infaisable. On outre. il heurte considérablement à l’objectif de construire un Web sémantique
doté d’outils intelligents. Ainsi, les recherches sur les méthodes d’alignement automatiques sont
nombreuses et diverses [Melnik, 2002, Doan et al., 2003, Doan et al., 2002, Sekine et al., 1999].
En effet les méthodes proposées font recours à des techniques tiès variées souvent combinées.
Cependant, elles n’exploitent que partiellement l’information que peut contenir l’ontologie.
Par ce présent travail, nous présentons une méthode d’alignement d’ontologies décrites
dans le langage OWL-Lite. La méthode tire avantage de toutes les caractéristiques du lan
gage OWL-Lite -en vois de devenir un standard-. En effet, elle définit une mesure de similarité
par catégorie d’entités exploitant toute l’information descriptive : structurelle, contextuelle, les
types de données etc.. des entités [Euzenat et Valtchev, 20041 pour un calcul plus précis de la
similarité. La méthode fait aussi face au problème de circularité qui empêche le calcul direct de
la similarité et fait preuve d’un degré important d’automaticité.
L’implémentation de la méthode d’alignement a donné naissance au système OLA qui offre
des fonctionalités de visualisation, de production et de comparaison d’alignements d’ontologie
OWL-Lite. Avec OLA nous avons eu l’occasion de participer à la compétition sur l’alignement
d’ontologies EON dans le cadre du Workshop sur l’alignement d’ontologies sur le Web.
1’Iot clés: WEB SÉMANTIQUE, ONTOLOGIE, HÉTÉROGÉNÉITÉ, ALIGNEMENT, OWL, OLA.
Abstract
With the tremendous growth of the Sernantic Web, the use of ontologies has becorne the stan
dard way to describe, share and reutilize resources across the Web [Euzenat et Valtchev, 20041.
However, one of the stringent problems that hampers the use of ontologies is heterogeneity
[Noy et McGuinness, 2001, Gruber, 1995]. In fact, ontologies are flot necessary described in
the same forrnalisrns and languages. Hence, to transform the semantic Web to a more collabora
tive arena, it relies unquestionably on finding tools to insure reconciliation between ontologies.
Ontology alignment [Euzenat et Valtchev, 2003, Doan et al., 2002] represents an efficient
solution to tackie the heterogeneity problem . It can be described as the process of finding
relationships between entities (classes, properties. individuals, relations
...). Nowadays nume
rous tools using different technics -more likely cornbined technics- to approach the alignment
process [Melnik, 2002, Doan et al., 2003, Doan et aI., 2002, Sekine et aI., 19991.
This thesis capitalized on researches conducted jointly by the Montréal university and IN-
RIA Institute teams. The initiative lias corne up with a new rnethod that relies on sirnilarity
based approacli for OWL-Lite ontologies alignrnent. The method is proved to be powerful and
flexible enougli to match the expressive power of the OWL-Lite language. It defines an univer
sal measure for comparing entities taking advantage of ah the information encompassed by the
ontology entities description namefy, structural, contextual and data types. Its also overcomes
efflciently the circularity problem that hinders the direct similarity computation.
Finally, the implementation of this work has lead to OLA : an open source system offering
some valuable functionahities for ahigning, visualizing and manipulating the OWL-Lite ontolo
gies. The beta version of OLA is a first step towards a complete alignrnent system addressing
OWL-DL and OWL-Full languages [Euzenat et al., 2004b].
Key words: SEMANTIC WEB, ONTOLOGY, HETEROGENEITY, ALJGNMENT, OWL, OLA.
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Chapitre 1
Introduction et problématique
Le progrès du Web et toutes les technologies afférentes ont pavé la voie pour la constitution du Web
sémantique. Ce dernier est envisagé comme une extension du premier, qtti fournit plus qu’un simple
accès à l’information, des services s’apparentant au raisonnement. Pour ce faire, le Web sémantique va
s’appuyer sur une infrastructure de documents dont le contenu est décrit d’une manière strucwrée à tra
vers des langages basés sur RDF et XML [Bauder et al.. 2003. Decker et ah, 20001 et donc exploitable
par des mécanismes “intelligents” de recherche, de transformation, et d’appariement. etc.
Tout comme le Web “syntaxique”, le Web sémantique sera composé de ressources distribuées et
hétérogènes qu’il faudrait faire collaborer [Bach et al., 2004]. Pour palier à cette hétérogénéité, un effort
considérable sera consacré à produire les moyens effectifs d’assurer l’inter-opérabilité entre ces res
sources. Un premier pas dans cette direction est l’utilisation d’ontologies [Chandrasekaran et al., 19991
comme des préférentiels dans la description de ressources. L’approche basée sur les ontologies s’est
avérée fructueuse, mais n’a pas atteint une complète inter-opérabilité car l’existence de plusieurs onto
logies sur un même domaine
- un fait aujourd’hui
- est en soi une source d’hétérogénéité. La réponse à
cette nouvelle difficulté semble se situer dans le développement des méthodes de réconciliation entre on
tologies [Euzenat et Valtchev, 2004, Magini et al., 2003, Doan et al., 2001]. ou, pour employer le terme
technique, d’alignement d’ontologies.
D’une manière générale, l’alignement [Noy et Musen, 2001. Euzenat et al., 2004a] consiste, étant
donnée deux ontologies indépendantes, couvrant la même réalité totalement ou partiellement, à produire
un ensemble de couples de concepts des ontologies respectives. Les couples sont interprétés comme
des appariements entre les concepts allant d’une similitude jusqu’à l’équivalence parfaite entre les deux
concepts. Divers domaines limitrophes à l’ingénierie d’ontologies ont produit des procédés algorith
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miques [Madhavan et al., 2001, Stumme et Maedche, 2001, Euzenat et al., 2004blqui peuvent servir de
base pour le développement de méthodes effectives d’alignement. A noter en particulier la recherche sur
la modélisation conceptuelle en bases de données ou en génie logiciel. Cependant, les algorithmes exis
tants ne couvrent qu’une partie des aspects qui peuvent être exprimés dans une ontologie. Le défi majeur
aujourd’hui est donc de proposer une méthode qui soit la plus complète sur le plan de l’expressivité du
tangage de description pris en compte.
Avec te progrès des recherches menées par le World Web Consortium (W3C) sur te langage de des
cription d’ontologies sur le Web OWL -en voie de devenir un standard-, te besoin à des méthodes d’ali
gnement d’ontologies décrites en ce langage est de plus en plus ressenti. Dans cette vision, nous avons
proposé une méthode d’alignement d’ontologies OWL-Lite sur le Web. La proposition s’est concrétisée
par la mise en oeuvre d’un environnement OLA [Euzenat et al., 2004b] d’alignement, de manipulation et
de visualisation d’ontologies OWL-Lite.
1.1 Problématique
La description de ressources sur le Web sous forme d’ontologies représente une solution inéltictable
au problème d’hétérogénéité. Cependant, les ontologies manifestent à leur tour la même problématique.
Ainsi, l’hétérogénéité d’ontologies freine aussi bien leur utilisation universelle que le développement de
technologies autour du Web sémantique.
En plus des considérations techniques, t’ hétérogénéité d’ontologies trouve sa justification dans beaucoup
de facteurs, parfois conflictuels, ce qui suit quelques un les plus importants
— Multiplicité d’ontologies le même domaine d’intérêt est décrit par plusieurs ontologies.
— Chevauchement d’ontologies une conséquence directe de la multiplicité d’ontologies.
— Hétérogénéité des modèles de représentation : les ontologies sont représentées par des formalismes
différents (logiques de descriptions, réseaux sémantiques...). Chaque formalisme a ces propres
règles et artéfacts pour représenter les concepts et les relations d’un domaine.
— Multiplicité de langages : il existe une multitude de langages de description d’ontologies (KIF,
RDF, SHOE, OWL..etc). L’intéropérabilité entre ces langages est non assurée et représente une
source considérable d’hétérogénéité.
— Modélisation constitue elle aussi une source d’hétérogénéité. En effet, la modélisation d’ontolo
gies ne se base pas sur des règles de l’art claires et précises. Ceci pose des problèmes à caractère
conceptuel l’ontologie reflète la vision du concepteur sur un monde d’intérêt. Ainsi, les concepts,
les relations, les contraintes et le niveau de granularité est tributaire à cette vision. Il n’est pas
étonnant donc d’avoir de modèles différents pour une même ontologie couvrant la même réalité.
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— Multi-linguisme : Les concepts et les relations sont décrits dans le vocabulaire d’un langage na
turel, ceci fait surgir des problématiques inhérentes au traitement du langage naturel comme les
synonymes. acronymes. Le choix d’un langage naturel unique, comme l’Anglais, sort du cadre
technique; la question a une dimension plutôt éthique.
1.2 Contributions
A l’issue des réflexions menées conjointement avec l’équipe franco-québécoise, nous avons proposé
une approche d’alignement d’ontologies OWL-Lite t l’approche s’articule sur deux axes principaux
le premier consiste à représenter une ontologie OWL-Lite sous forme d’un graphe dit OL-Graph et le
deuxième s’intéresse à la mise en oeuvre d’un modèle de calcul de similarité entre les entités d’ontologies
OWL-Lite par catégorie.
Le présent travail a pour objectif de développer les propositions à un niveau suffisant de détail pour
compléter et valider les deux propositions et enfin élaborer tin environnement d’alignement et de visua
lisation d’ontologies OWL-Lite.
Sur le plan théorique nous avons complété et affiné le méta-modèle de représentation d’ontologies
OWL-Lite nommé OL-Graph. L’élaboration de ce modèle constitue le socle du modèle de calcul de si
milarité. En et’fet. l’OL-Graph représente une traduction de la grammaire OWL-Lite à une représentation
graphique qui reflète par ces artéfacts les entités et les relations d’une ontologie OWL-Lite. Ainsi,
pour pouvoir représenter toute la grammaire d’OWL-Lite, il faudrait d’une part penser à l’interprétation
sémantique des différents constructeurs du langage OWL-Lite et d’autre part trouver la représentation
adéquate par les artefacts d’OL-Graph.
L’approche d’alignement proposée s’inspire de différents travaux sur la structuration de bases de
connaissances (Valtchev et Euzenat, 1997] et l’alignement d’ontologies [Euzenat et Valtchev, 20041 ex
primées sous OWL. Le calcul de la mesure de similarité se base sur les techniques d’analyse terminolo
gique, contextuelle et structurelle des entités pour définir une mesure de similitude entre les entités par
catégorie. Nous étions amené à apporter des ajustements sur le modèle de calcul de similarité original.
En effet, l’application du modèle pénalise le calcul pour les couples d’entités dont l’une est peu décrite
par rapport à l’autre. Ainsi, il faudrait uniformiser le calcul de similarité pour tenir en considération un
tel cas.
L’implémentation de notre approche d’alignement a donné naissance au système OLA (Ontology
Lite Alignment). Le système représente le noyau d’un environnement ouvert et intégré d’alignement et
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de visualisation d’ontologies décrites en language OWL.
Dans un soucis de partager nos idées et nos travaux, nous avons pub]ié 0M sous le source Forge
dans sa première version Beta et participé à la compétition sur l’alignement d’ontologies [EON, 20041.
1.3 Plan du mémoire
Dans un premier chapitre nous définissons le cadre de l’étude et cernons la problématique; nous
présentons au lecteur les notions et le vocabulaire sur le Web sémantique, le problème d’alignement et le
langage OWL. Ensuite, dans le deuxième chapitre, nous proposons une étude de l’art sur l’alignement en
général. Nous avons recensé les démarches d’alignement d’ontologies les plus citées dans la littérature
dont pour chacune ses principes de base. Dans le troisième chapitre, nous décrivons notre approche
d’alignement, les techniques sous-jacentes ainsi que les améliorations que nous y avons apporté. Dans
le quatrième chapitre, nous abordons les questions inhérentes à la mise en oeuvre de notre approche
d’alignement et les expérimentations conduites. Finalement, nous concluons sur ce mémoire par des
recommandations sur les possibilités d’amélioration et l’extension de l’approche, nous proposons de
même des suggestions sur les pistes de recherche éventuelles.
Chapitre 2
Mise en contexte
Dans ce chapitre, nous situons le lecteur dans le contexte général de notre travail. Ainsi, nous in
troduisons les concepts autour du Web sémantique en donnant quelques définitions des mots clés et des
concepts théoriques. Nous allons sensibiliser le lecteur à l’importance de l’alignement par des cas d’ap
plication dans des domaines cruciaux. En outre, et pour aider à comprendre les fondements du langage
OWL-Lite, nous donnons une brève introduction sur les logiques de descriptions ainsi que les éléments
grammaticaux du langage OWL-Lite.
A la fin de ce chapitre, le lectetir constituera une idée sur le cadre général du sujet et sur la problématique
en question.
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2.1 Le Web sémantique
Le Web actuel décrit son contenu à travers des textes formulés dans des langages naturelles ]isibles
que par des humains. Une forme statique et très peu adaptée quand il s’agit de traiter des ressources sur
Web par des non-humains (les machines, les agents, les application). A l’encontre du Web “syntaxique”,
le Web sémantique ajoute une couche sémantique au Web. Ainsi, les ressources sont décrites sous forme
d’ontologies une façon de modéliser et de décrire les ressources
- décrire les concepts et leurs relations
sous un langage de description d’ontologies utilisant un vocabulaire commun - devenue de plus en plus
adoptée. Ainsi, le Web sémantique ouvre la voie vers la construction d’un Web doté des outils ayant la
possibilité de raisonner et de collaborer. Les horizons d’application qui s’annoncent sont nombreux et
très prometteurs.
Les recherches dans le domaine du Web sémantique ont marqué un progrès considérable. Ainsi, l’ap
parition des standards comme XML, RDF, et le langage de description d’ontologies OWL ont permis
la description des ressources sur le Web et l’expression des relations entre les concepts. Cependant,
des problématiques majeures heurtent au développement du Web sémantique, plus particulièrement la
hétérogénéité des ontologies qu’est au centre des défis qu’il faudrait surmonter.
2.2 Les ontologies sur le Web
Les ontologies constituent le socle du Web sémantique. Grâce aux ontologies, les ressources ne sont
plus décrites par des textes statiques mais plutôt, mobilisées et exprimées sous une forme permettant
de refléter les concepts et leurs relations dans un vocabulaire commun facilitant ainsi le partage de la
connaissance et son traitement par des non-humains.
2.2.1 Définition d’une ontologie
Le concept ontologie trouve son origine dans la métaphysique [Chandrasekaran et al., 1999] où le
terme fait référence au sujet de l’existence. Le mot a été Litilisé ensuite par la communauté de l’intelli
gence artificielle. Ainsi, plusieurs définitions du concept ont été proposées. Les plus souvent citées dans
littérature sont
1- An ontology1[Swartoutet al., 1996] is a hierarchically structured set of terms for describing a
domain that can be used as a skeletal foundation for a knowledge base.
‘L’ontologie est un ensemble de concepts hiérarchiquement structurés qui décrivent un domaine d’intérêt qui
peut être utilisé comme une squelette de base pour une base de connaissances.
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2- An ontology2[Noy et McGuinness, 20011 defines a common vocabulary for researchers who need
to share information about a domain. It includes machine interpretable definitions of the basic concepts
and the relations among them.
3- Une ontologie définit les termes utilisés pour décrire et représenter Lin domaine de connais
sance. Les ontologies sont utilisées pour partager un domaine de connaissance, ou un domaine d’intérêt
spécifique, comme la médecine, la manufacture d’objets, l’immobilier etc.. Les ontologies comprennent
des définitions, traitables par machine, de concepts de bases du domaine et leurs relations. Elles en
codent les connaissances afférentes à un domaine mais qui peuvent aussi s’étendre à d’atttres domaines.
De cette façon, elles doivent rendre ce savoir ré-exploitable. Le mot ontologie a été utilisé pour décrire
des artéfacts de différents degrés de complexité. Ceci va de simples taxonomies, comme la hiérarchie
yahoo, aux schémas de méta-données comme le Dublin Core, et les théories loeiques [W3C].
La définition [Gruber, 1995]. nous semble, caractériser le mieux l’essence d’une ontologie
4- An ontology3 is a formai. explicit specification of a shared conceptualisation.
2.2.2 Exemple d’une ontologie réelle
La figure FIG.2.l montre l’exemple d’une pai-tie d’une ontologie réelle, tirée de l’ontologie1 de
l’université de stanford qui décrit une bibliographie. Dans cet exemple, nous avons évité de représenter
l’ontologie dans un modèle ou dans un ]angage de représentation bien particulier. Ainsi, nous avons
adopté une représentation simple qui met en évidence principalement les éléments du domaine sous
forme d’une taxonomie hiarchisée de concepts.
2.2.3 Quelques règles de conception d’ontologies
En l’absence des règles de l’art standards et claires dans le processus de modélisation, de construction
et de maintenance des ontologies, les critères que doit vérifier une bonne ontologie restent un sujet contro
2L’ontologie définie un vocabulaire commun pour un partage de l’information d’un domaine d’intérêt. Elle
inclut les dénitions de concepts élémentaires et les relations entre eux sotis une forme lisible par les machines.
3Une ontologie est une spécification formelle et explicite dune conceptualisation partagée. Le mot conceptitali
.vation signifie un modèle abstrait d’un domaine d’intérêt dont les concepts pertinents ont été identifiés et recensés.
Le mot explicite implique que les types de concepts ainsi que les contraintes exprimés sur ces concepts soient
explicitement définies. Le mot formelle indique que l’ontologie doit être décrite dans un format (ou un langage)
lisible par les machines. Le mot partagée fait référence au fait que l’ontologie doit capturer une partie consensuelle
de la connaissance acceptée par toute ou une large partie de la communauté derrière l’ontologie.
4http ://www.ksl.stanford.edu/knowledge-sharing/ontologieslhtml/bibliographic-datal)
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FIG. 2.1
— Exemple d’une partie d’une ontologie réelle université de Stanford
versé. Cependant, l’ingénierie des ontologies met l’accent sur les qualités suivantes [Gruber, 1995]
— Clarté : Fontologie doit communiquer effectivement le sens des termes et des axiomes définis.
Ainsi, les définitions doivent être objectives, claires et indépendantes du contexte social et des
considérations techniques.
— Cohérence : les définitions des concepts et des axiomes doivent être logiquement consistantes,
cohérentes de telle sorte qu’elles sanctionnent les inférences sans contredire les autres définitions
des autres concepts.
— Extensibilité : avoir la possibilité de définir de nouveaux termes en utilisant le vocabulaire partagé
et réutilisable déjà existant. Ceci sans être obligé de revoir les définitions existantes.
— Biais d’encodage minimal t la conceptualisation doit être spécifiée au niveau de- connaissance
(knowledge level) sans dépendre d’un encodage d’implémentation particulier. Ce biais d’enco
dage doit être minimal pour permettre le partage, et la réutilisation de la connaissance le plus
efficacement et largement possible.
— Engagement ontologique minimal t l’ontologie doit satisfaire l’engagement ontologique mini
mal “minimal ontological commitment” pour supporter la réutilisation et le partage de la connais
sance entre les tiers c’est-à-dire utiliser le plus restreint nombre possible de termes et le minimum
d’assomptions sur le monde modélisé. Ceci permet la communication de la connaissance sur le
monde modélisé, tout en permettant aux tiers la liberté de spécialiser ou d’instancier l’ontologie
dted- Book)
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au besoin.
2.2.4 Les ontologies sur le Web
Il faut signaler que le développement d’ontologies autour du Web a un caractère pragmatique. En ef
fet. l’utilisation des ontologies représente une solution au problème de la description et la représentation
des ressources stir le Web. Ainsi, le gain de leur utilisation va au delà d’une simple organisation de la
connaissance à l’échelle du Web : il touche à des aspects plus importants liés au traitement automa
tique des connaissances, le partage et l’exploitation intelligente des ressources. En effet, les ontologies
définissent un vocabulaire commun sous une forme lisible permettant de faire du raisonnement. Par
conséquent, elles sont de plus en plus adoptées dans les domaines de la gestion de l’information, le
e-commerce, la fouille d’informations sur le Web et bien d’autres.
2.3 Besoin d’alignement
Face au problème d’hétérogénéité d’ontologies, il devient impératif de penser à des moyens pour
assurer leur intéropérabilité pour pouvoir les faire collaborer et permettre aux composants intelligents
d’opérer à l’échelle du Web. LI s’agit en d’autres termes de tmciver des procédés pour réconcilier entre
les ontologies.
A titre illustratif, l’ontologie5 FiG. 2.2 décrit à l’instar de l’ontologie présentée dans l’exemple précédent.
le même domaine d’intérêt celui d’une bibliographie selon WordNet. Cependant, elle ne manifeste pas la
même classification de concepts, bien que des concepts similaires -ayant la même signification- puissent
être facilement dégagées. Ainsi, les résultats des requêtes de recherche renvoyés par des engins de re
cherche automatiques sur le contenu des deux ontologies, pourraient être plus pertinantes si les deux
ontologies sont fusionées et vues comme une seule. Ceci représente, en fait, un des aspects où l’aligne
ment est nécessaire pour pouvoir déterminer les concepts similaires entre les deux ontologies. Comme
on verra ultérieurement, le recours à l’alignement touche divers domaines d’application.
A priori, il existe deux techniques de réconciliation entre les ontologies.
— La fusion t elle consiste à intégrer deux ontologies pour produire une nouvelle regroupant les
concepts, les relations et les instances des ontologies originales. Les ontologies fusionnées perdent
en revanche leurs existences.
— L’ alignement : la technique s’intéresse plutôt à trouver les entités similaires des ontologies en
question.
5L’ontologie complète est sous le lien http ://www.cogsci.princeton.edu/ wn/w3wn.html
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FIG. 2.2 — Exemple d’une partie d’une ontologie réelle de la bibiographie de WordNet.
2.3.1 Définition d’alignement
L’alignement d’ontologies consiste à chercher les concordances entre ]es concepts, les relations et
les individus des diverses ontologies. Le but c’est de trouver les points de jonctions (les entités en com
mun.) qui permettront de concevoir des ponts entre ces ontologies, ou de procéder à d’autres opérations
de manipulation comme la fusion ou l’intégration partielle. Pour cette raison, l’alignement est considéré
comme une technique à base de toute autre opération de réconciliation entre les ontologies.
Cependant. trouver les concepts en commun manuellement est une tache fastidieuse, pratiquement
infaisable dans le cas des ontologies volumineuses. Par conséquent, trouver des moyens pour automatiser
ce processus aura un apport important dans le domaine d’ingénierie d’ontologies plus particulièrement
celui du Web sémantique.
2.3.2 Quelques applications potentielles
L expansion du Web sémantique et l’adoption des ontologies comme moyen de décrire les ressources
sur le Web a accentué davantage ce besoin. Ainsi, les domaines d’applications manifestant le besoin aux
outils d’alignement sont multiples comme I’E-commerce, la fouille d’information. Le but par ces cas
d’application est de montrer l’intérêt de l’alignement en général -celui des ontologies en particulier-.
2.3.2.1 Cas 1: Communicaïton entre les agents
Les agents mobiles [Wiesman et al., 20021 sont des entités caractérisées par leur mobilité, leur au
tonomie et leur capacité d’intéraction. Les agents mobiles connaissent une utilisation accrue dans les
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domaines du E-commerce, la fouille de l’information etc.
Suivant le modèle courant, dans le cas des agents mobiles dits cognitifs, le comportement de ces agents
est considéré comme un ensemble de croyances, désirs et attentions exprimés symboliquement dans
des langage inspérés de “speech-act” pour intéragir entre eux. Ces langages déterminent “l’enveloppe”
des messages interchangés entre les agents et leur permettent de situer ces messages dans un contexte
d’intéraction. Cependant, ces langages ne speciflent pas le contenu des messages qui peut être exprimé
dans des langages de représentation de connaissances différents.. Par conséquent, pour que les agents se
comprennent mutuellement, il faudrait qu’ils soient en mesure de traduire leurs messages et de les aligner
via l’intégration des ponts d’axiomes dans leur propres modèles [Euzenat et al., 2004aJ.
Une première solution à ce problème consiste à adopter un protocole d’alignement d’ontologies, qui se
déclenche à la réception d’un message d’un autre agent faisant référence à une ontologie hétérogène.
2.3.2.2 Cas 2 : les services Web sémantiques
Les services Web [Magini et al., 20031 sont des processus qui exposent leurs interfaces pour of
frir des fonctionalités à d’autres applications pour des raisons de complémentarité. Les services Web
sémantiques offrent un moyen plus riche et plus précis pour décrire les services via l’utilisation des
]angages de représentation de connaissances et d’onto]ogies. La découverte et l’intégration des services
Web consiste à découvrir un service Web particulier et/ou combiner plusieurs services pour fournir un
autre service plus complexe. Touteftis. la description de tels services fait référence à des ontologies mul
tiples généralement exprimées dans des modèles et des langages hétérogènes. Par conséquent, l’opération
d’intégration des services nécessite l’établissement de correspondances entre les termes d’ontologies.
A tire d’illustration, pennons le cas de deux services Web A et B dans le contexte du E-commerce.
En effet, les deux services pouvent ne pas partager le même modèle (ontologie) pour décrire les fonc
tionalités qu’ils supportent. Par exemple, le service B fourni la possibilté d’annuler une commande alors
que le A ne la supporte pas, ou le cas inverse, le service A implémente la fonctionalité de changer une
commande alors que B ne la fourni pas. Dans ce genre de situation, pour que les deux services Web
s’engagent eventuellement dans des transactions de vente-achat, une vérification des fonctionalités su
portées exige une reconciliation entre les deux ontologies à l’avance pour déterminer les fonctionalités
en commun. Ceci revient à aligner les deux ontologies, en temps réel à l’aide d’outils d’alignement.
2.3.2.3 Cas 3 : les réseaux P2P
La technologie des réseaux Peer-to-Peer [Li et Clifton, 1994] a été déployée pour le partage des
resources entre les applications (exemple KaZaA, Napster). Ces réseaux se caractérisent par leur dyna
misme et leur flexibilité. Toutefois, les noeuds des réseaux sont autonomes en contenu, en langages de
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description des ressources et en la manière de les échanger. En effet, ils peuvent adopter des termino
logies disparates ou faire usage à des ontologies. Pour assurer un échange efficace d’information entre
les noeuds, il faudrait identifier et caractériser les relations de leurs schérnas/ontologies d’une manière
instantanée lors de l’échange de données.
2.3.2.4 Cas 4 : la recherche dans les catalogues d’f-commerce
Les applications B2B (le cas d’Anrncon, e-Bav etc ) ont recours à des catalogues électroniques sous
forme de taxonomies hiérarchisées de concepts avec leurs attributs afin de stocker et d’indexer le volume
important de produits. En effet, des standards comme UNSPSC6 est largement utilisé pour représenter les
besions du vendeur, alors que le standard ect@ss7 est utilisé pour représenter les besions de l’acheteur.
D’un autre côté, il faudrait permettre à des applications de fouiller et de restituer de l’information perti
nente à partir de ces catalogues dont ]e contenu n’est pas nécessairement décrit dans le même modèle (le
cas des deux standards UNSPESC et ecl@ss). Pour ce faire, il faudrait que ces catalogues soient alignés
[Ctn et al.. 2003] moyenant des procédés automatiques pour que les outils et les engins de recherche
puissent accéder à leurs contenus.
2.4 Introduction aux logiques de description
L’importance des langages de représentation de connaissances dans le domaine des ontologies sur
Web n’a guère besoin d’être rappelée. Un Web sémantique réussi, doté de mécanismes intel]igents
dépend d’ontologies bien modélisées, bien structurées et décrites dans des langages ayant les mécanismes
d’inférence permettant des exploitations et des vérifications automatiques.
Vu leurs caractéristiques ainsi que les avantages qu’elles manifestent par rapport à d’autres for
malismes de représentation de connaissances [Baader et al., 2003], les logiques de description ont été
adoptées pour fournir les fondements théoriques du langage de description d’ontologies OWL (Ontology
Web Language).
2.4.1 Aperçu sur les logiques de descriptions
Les recherches dans le domaine de la représentation de connaissances s’intéressent particulièrement
aux moyens de décrire les objets du monde réel dans un niveau d’abstraction qui permettra de construire
des systèmes intelligents. Les logiques de description[Baader et Nutt, 2002] sont les descendants de ce
6http ://www.unspsc.orgf
7http ://www.eclass-online.cornl
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qu’on appelle “les réseaux d’héritage structurés”. L’idée clé des LD est d’utiliser des concepts et des
rôles atomiques (ou prémitives) et un nombre de constructeurs pour former des concepts et des rôles plus
complexes. Un concept est une relation unaire qui peut correspondre à une classe ou à un individu alors
qu’un rôle représente un prédicat binaire qui relie deux concepts atomiques ou composés.
Les logiques de descriptions ont connu des extensions d’expressivité c’est-à-dire l’ensemble des
constructeurs utilisés. Ceci a fait des LD une famille de langages dont chacun utilise un ensemble de
constructeurs bien déterminé comme ALC. Cette famille représente la forme la p]us basique, où ]es
concepts sont définis à partir d’autres concepts atomiques utilisant les relations binaires de premier ordre
comme la conjonction, la négation etc.
2.4.2 Éléments syntaxiques et sémantiques des LD
Dans une base de connaissances formalisée sous les logiques de descriptions, on peut facilement
distinguer entre deux catégories de connaissances [Baader et Nutt, 20021
— Les TBox contiennent les connaissances mte!Iti(nlnelles sous forme «une terminologie (d’ou le
terme TBox) construite via les déclarations qui décrivent en général les propriétés des concepts.
— Les ABox contiennent les connaissances extensionneltes désignées aussi par le terme connais
sances c,ssertionnelle,ç. Elles expriment les connaissances liées aux individus du domaine d’intérêt.
Les connaissances intentionnelles sont pensées à ce qu’elles ne changent pas au fil du temps. Cependant,
les connaissances assertionnelles sont liées à des cas particuliers et donc susceptibles à des changements.
2.4.3 Raisonnement dans les LD
Le but de la représentation de la connaissance est de fournir une formalisation structurée des connais
sances ainsi que de permettre de raisonner sur ces connaissances avoir des mécanismes d’extraction
des connaissances implicitement exprimées d’une part et permettre la vérification de la cohérence des
connaissances et la validité des assertions déjà exprimées d’une autre part. Les techniques de raisonne
ment dans les LD ont connu des développements importants dans le temps, commençant par des tech
niques ad hoc les plus spécialisées jusqu’aux méthodes totalement généralisées. Ainsi, on identifie trois
catégories de techniques
— Les techniques structurées ces techniques servent à raisonner sur des concepts dans le cas des
LD moins expressives ou ce qu’on appelle LD faibles.
— Les techniques à base de tableaux t elles ont été proposées comme des techniques plus générales
pour raisonner sur des LDs plus expressives où la notion du système contraint a été introduite.
— Les techniques à base d’automates t elles sont considérées les plus réussies pour raisonner sur
les LDs qui incluent les formes fixes.
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FIG. 2.3
— L’architecture du Web sémantique : selon Tim beneer Lee
2.5 Langage de description d’ontologies sur le Web (OWL)
Le langage de description d’ontologies OWL [Smithv et aI., 20041 est le successeur d’un ensemble
de technologies qui ont con7mencé avec le langage XML, passant par RDF, RDFScherna et arrivant au
langage (Ontology Web Language) OWL. La figure FIG. 2.3 représente l’architecture du Web sémantique.
Elle résume entre autre, les différents langages et schémas de description de la connaissance sous le Web.
2.5.1 1’URI
L’URI est l’acronyme de l’expression “Unifled Resource Identifier”. C’est une chaîne de caractères
permettant l’identification des ressources d’une manière standard et unique sur le Web. L’URI représente
aussi le mot générique pour désigner la façon d’adressage des ressources sur le Web. Il englobe l’URL
(Unified Resource Locator), URN (Unified Resource Name), URC (Unifled Resource Classification).
2.5.2 XML et XMLScliema
L’émergence d’XML, développé par le W3C comme un standard, constitue une première étape vers
un langage de description d’ontologies sur le Web. XML est destiné plus particulièrement à l’échange de
données (des documents) sur le Web, rend possible la descriptior7 des concepts et leurs attributs ainsi que
leur hiérarchisation sous forn7e de taxonomies à l’aide des balises. Cependant, l’XML reste très léger
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FIG. 2.4 — Description d’une ressource selon le modèle RDF
et limité quand il s’agit d’exprimer des contraintes et des relations entre des concepts ou des axiomes.
Ces lacunes ont motivé le développement d’autres langages comme DTD (Document Type Definition)
et XMLSchema. En effet, DTD et XMLSchema offrent des grammaires qui permettent de spécifier des
restrictions sur la structure des documents (taxonomies) et préciser les noms et le typage des attributs.
Cependant, ils n’offrent aucun mécanisme pour exprimer des contraintes ou des relations sémantiques
entre les concepts.
2.5.3 RDF et RDFSchema
Le RDF (Ressources Description FrameWork) est un formalisme standard développé par le W3C
pour décrire les ressources sur le Web [Decker et al., 20001. Le RDF ne représente pas un langage mais
un méta-modèle pour décrire les ressources sur le Web en utilisant la syntaxe d’XML. Il est équivalent au
formalisme des réseaux sémantiques. Ainsi, et suivant ce modèle, chaque ressource sur le Web peut être
décrite sous forme d’un triplet composé d’une ressource, d’une propriété et d’une valeur (voir l’exemple
donné par la figure FIG.2.4).
1. ressource : décrite par des expressions de RDF et nommée souvent par des URIs. Elle peut être
une page Web ou une partie d’une page définie par une balise XML (la page Web identifiée par
I’URI
http ://wwwcs. rpi. edii/ptininj/XML]/ dans la FIG.2.4).
2. propriété représente un aspect particulier, une caractéristique, un attribut ou une relation qui
décrit la ressource (la propriété Crearor dans la figure FIG.2.4).
3. valeur t peut être à son tour une ressource, assignant une valeur à une propriété d’une ressource
spécifique (la valeur laines dans la FIG.2.4).
A priori, le modèle de données RDF ne permet ni la définition de relations entre les propriétés (les
attributs et les ressources) ni l’expression d’assomptions sur un domaine bien particulier. Le RDfSchema
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offre alors un ensemble de constructeurs pour définir des classes, des propriétés ainsi que d’exprimer des
relations de spécialisation entre elles.
2.5.4 Langage DAML+OIL
DAML+OIL [Connolly et al., 20011 est le fruit d’un projet commun de la fusion de deux langages
l’OÏL (Ontology Interchange Language) développé par l’union européenne et DAML (DARPA Agent
Modeling Langciage) développé par les États Unis dans le cadre du projet DARPA (The Defense AU
vanced Research Projects Agency). DAML+OIL est construit sur le modèle RDFs et basé sur le modèle
théoi-ique des logiques de descriptions. Il est considéré le premier langage à fournir des mécanismes
d’inférence sur les concepts d’ontologies.
2.5.5 Langage OWL
Le langage OWL est le descendant de l’ensemble des langages ci-haut mentionés, développé par
le W3C comme une révision du langage DAML+OIL. OWL lSmithv et al., 2004] permet de décrire les
structures d’un domaine en terme de classes et de propriétés dans une approche similaire à celle de l’ap
proche orienté objet. Lobjectif visé par l’OWL est de permettre de décrire les ontologies dans un langage
commun permettant ainsi le partage, l’import et l’export d’ontologies ainsi que de pallier au problème
dhétérogénéité des autres langages.
A Finstar de DAML+OIL, OWL s’appuie sur les fondements théoriques des logiques de descrip
tions t les classes et les propriétés dans OWL sont équivalentes aux concepts et aux rôles respective
ment. OWL fournit une multitude d’opérateurs pour définir des concepts (classes, objets...) plus com
plexes à partir des concepts élémentaires ou combinés. Cet aspect s’ajoutant à la possibilité de suppor
ter toute sorte d’axiomes, dote le langage d’une grande expressivité. OWL offre aussi des mécanismes
d’inférence et de raisonnement sur les ontologies à savoir la vérification de la consistance de classes, de
sous-assomptions et d’autres types d’assertions pour supporter l’intégration et le déploiement d’ontolo
2ies.
OWL vient en trois versions dont le degré d’expressivité et de décidabilité sont mutuellement inverses.
Le but est de permettre un choix de langage offrant un compromis entre le degré d’expressivité et la
qualité d’inférence permise. Les trois versions du langage sont
— OWL-Lite t il est destiné aux cas de modé]isation se limitant à une classification simple de
concepts et de contraintes. Il supporte un sous ensemble de constructeurs comparativement à
OWL-DL et OWL-Full.
— OWL-DL t permet une plus grande expressivité faisant usage un l’ensemble de constructeurs du
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langage OWL. En revanche la complétude et la décidabilité des algorithmes d’inférences ne sont
pas garanties.
— OWL-Futl : il est adressé à des utilisateurs qui cherchent un maximum d’expressivité et la liberté
syntaxique de RDF. Ainsi, une classe par exemple, peut être considérée comme une collection
d’individus ou comme un individu à part entière. OWL-Full permet par conséquent, d’augmenter
le sens du vocabulaire déjà défini de RDF et celui d’OWL. Cependant, pareil au OWL-DL, la
décidabilité et la complétude des inférences ne sont pas assurées.
2.5.6 Les éléments syntaxiques d’OWL-Lite
Les éléments syntaxiques d’OWL-Lite constituent la grammaire du langage. Dans cette section on
présente les éléments élémentaires du langage en donnant pour chacun un exemple illustratif.
2.5.6.1 Classe
La classe peut être explicite ou anonyme. Elle regroupe un ensemble d’individus appartenant au
même concept.
La classe Thing représente la classe la plus générique dans le langage OWL alors que la classe Nothing
est la plus spécifique. Les classes OWL sont décrites par des descriptions qui peuvent être combinées
avec des axiomes de classes.
Exemple cl ‘une classe simple dans OWL
<owl:Class rdf:ID=”University”>
</owl :Class>
2.5.6.2 Descriptions de la classe
— Intersection Une classe peut être définie comme étant l’intersection de deux ou plusieurs classes
oti descriptions à l’aide du constructeur ont :inteisecitonOf
Exemple dune intersection de deux classes
<owl:Class rdf:ID=”Woman”>
<owl:intersectionOf rdf:parselype=”Collection”>
<owl:Class rdf:about=”#female”/>
<owl:Class rdf:about=”#Human/>
</owl intersectionûf>
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</owl t Ciass>
La classe “Woman” est l’intersection de deux classes femate et Httnian.
— Restriction : La restriction est un cas spécial d’une description. Elle décrit une classe anonyme
dont les individus satisfont la restriction. On distingue deux types de restrictions; les restrictions
par valeur et les restrictions par cardinalités. Une restriction par valeur exprime une contrainte
sur le lange d’une propriété alors qu’une restriction par cardinalités exprime la contrainte sur le
nombre de valeurs qu’une propriété peut avoir dans le contexte de cette description.
Exemple 4 ‘taie restriction dans OWL
<owi :Restrjction>
<owi:on?roperty rdf:resource=” (some property)
</owi t Restriction>
Eeuzple d’une restriction par valeur
<owi t ciass>
<owi :Restrjction>
<owi:onProperty rdftresource=”#basparent”/>
<owitaliVaiuesfrom rdftresource”Rurnan”/>
</owitRestriction>
</owl t ciass>
L’exemple décrit une classe anonyme dont les individus sont pour lesquels la propriété “hasParent”
a toutes les valeurs de la classe Human.
Exemple d’une restriction par cardinalités
<owi t Restriction>
<owi:onProperty rdf:resource=”#basParent”/>
<owitmaxCardinaiity rdftdatatype=”sxsd; nonNegativelnteger”>2
</oWi trnaxCardinality>
</owi t Restriction>
L’exemple décrit une classe anonyme dont tous les individus sont ceux qui ont la propriété “bas-
Parent” liée à au moins une valeur de ]a classe Htnnan.
2.5.6.3 Axiomes sur les classes
— Relation d’équivalence t Dans OWL on peut définir une relation d’équivalence entre les classes.
La relation d’équivalence signifie que les deux classes ont les mêmes instances. Elle sert aussi à
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créer des classes synonymes.
Exempte d’une relation d’équivalence entre deux classes
<owl:Class rdf:ID=”baby”>
<owl:equivalentClass>
<owi : Class rdf: ID=”child”>
</owl :Class>
</owl:equivalentClass>
</owl Class>
— Sous-classement: une sous classe représente une spécialisation d’une classe donnée. La déclaration
d’une sous classe se fait par le constructeur mil :sttbClassOf
Exemple d’une sous classe
<owl:Class rdf:ID”Food”>
<rdfs subClassOf>
<owl:Class rdf:ID=”SpicyRedMeat” I>
</rdfs subClassûf>
</owl :Class>
2.5.6.4 Propriétés
Les propriétés dans le langage OWL permettent d’exprimer des faits généraux sur les instances de
classes et des faits spécifiques sur les individus. Les propriétés sont de deux types
Propriété de nature “objet” : elle représente une relation entre les instances de deux classes.
Exemple d’une propriété de nature objet
<owl:ObjectProperty rdf:ID”rnadeFrornGrape”>
<rdfs:dornain rdf:resource=”#Wine/>
<rdfs:range rdf:resource=”#WineGrape”/>
</owl ObjectProperty>
Dans l’exemple la propriété inadeFromGrape est définit par rapport à la classe Wine (domain) dont
les valeurs de ces instances sont liées aux instances de la classe WineGrape (range).
— Propriété de nature “type de donnée” : elle représente une caractéristique simple dont les va
leurs n’ont pas d’identité entre les instances d’une classe et un littéral de RDf ou un type de
36 CHÀPITRE 2. MISE EN CONTEXTE
donnée XML.
Exemple d’une propriété de nature “Rpe de donnée”
<owl:DatatypeProperty rdf:ID=”hasColor”>
<rdfs:domain rdf:resource=”#SpicyRedMeat” />
<rdfs:range rdf:resource”htzp://www.w3.org/2OO1/XMLSchema#string” />
</owl :DatatypeProperty>
La propriété hasColor est définit par rapport à ]a classe SpicyRedlieat (domain) dont les valeurs
d’instances sont de type chaîne de caractères (range).
2.5.6.5 Sous propriété
Une sous propriété représente une spécialisation de la propriété générale ayant le même
type. Elle est déclarée par le constructeur oui :sttbProperrv.
Exemple d’une sous propriété
<owl:ObjectProperty rdf:ID=”body”>
<rdfs:subPropertyOf rdf:resource=”#part” />
<rdfs:domain rdf:resource=”#Camera” />
<rdfs:range rdf:resource=”#Body” />
</owi :ObjectProperty>
2.5.6.6 Axiomes sur les propriétés
— Relation d’équivalence elle est exprimée par le constructeur owi :EquivaientPmpem’
Exempte d’une relation d’éqttii’alence entre deux plvpriétés
<owl:ObjectProperty rdf:ID=”body”>
<rdfs:equiva1entPropery rdf:resource=”#part” />
<rdfs:domain rdf:resource=#Camera” />
<rdfs:range rdf:resource=”#Body” />
</owl :ObjectProperty>
— Relation inverse : une relation définit normalement une relation d’un seul sens du domaine au
range, la relation inverse permet d’exprimer une propriété comme J’inverse d’une autre. Elle est
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introduite par le constructeur owi :inverseOf
Eveinple d’une relation inverse entre deux propriétés
<owl:ObjectProperty rdf:ID=”hasChild”>
<owl:inverseOf rdf:resource=”#hasparent”/>
</ow1:ObjecProperty>
— Relation symétrique une relation de symétrie vérifie que pour tout couple (i. y) ayant la pro
priété P, le couple (y,x) est aussi une instance de la propriété P. La relation de symétrie entre
deux propriétés est exprimée par le constructeur owl :SynunetricPi-operty
Exemple d’une relation symétrique entre deux pivpriétés
<o.i1:SymmericProperty rdf:ID=”friendûf”>
<rdfs:domain rdf:resource=”#Human”/>
<rdfs:range rdf:resource=”#Hurnan”/>
</owl SymmetricProperty>
2.5.6.7 Individu
L’individu représente une instance d’une classe. Il peut être déclaré par plusieurs syntaxes.
Exenuple d ‘tin inclii’idt,
<SpicyRedMeat rdf ID=”BeefCurry” />
L’exemple est une définition d’un individu nommé BeeJCum qu’est une instance de la classe Spicv
Redlieat.
2.5.6.8 Relations entre individus
Les relations entre les individus sont de deux types:
— Relation d’identité: elle est exprimée par le constructeur OWL :sameAs. Ceci signifie que deux
individus sont identiques.
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Exempte d’ttne relation d’identité entre deux individus
<rdf:Description rdf:about=”#football_game’>
<owl:sarneAs rdf:resource”#Soccer”/>
</rdf :Description>
— Relation de différence t elle permet d’exprimer que deux individus sont mutuellement différents.
La relation est exprimée par le constructeur owl :cliffrrentfroui. Le constructeur owlAllDijj’rent
from dans le contexte de plusieurs individus
Exempte d’tme relation de différence entre pltisieui individus
<owi :AllDiffereno>
<owi : distinct4embers rdf parseType”Co11ection”>
<ûoera rdf:about=”#Don_Giovanni”/>
<Opera rdf:about=”#Nozze_di_Eigaro”/>
<Opera rdf:about=”#Cosi_fantutte”/>
<Opera rdf:about=”#Tosca”/>
<Opera rdf:about”#Turandot”/>
<Opera rdf:about=”#Sa1ome”/>
</owl t distinctMembers>
</ow] :AllDifferent>
2.6 Conclusion
Dans ce chapitre, nous avons passé en revue les définitions de notions jugées essentielles pour cer
ner le champ de l’étude et comprendre les principes à base de méthodes d’alignement. Ainsi, nous
avons défini le Web sémantique comme une extension du web “syntaxique” et la problématique qui
freine son expansion. De même, nous avons présenté les ontologies et la problématique d’hétérogénéité.
Vu que notre approche s’intéresse à l’alignement d’ontologies décrites sous le langage OWL-Lite, une
présentation des logiques de descriptions est justifiée, du moment qu’elles sont à base du langage OWL
Lite.
Le choix de ce dernier par rapport à OWL-DL et Full se justifie d’un côté par de sa simplicité. En effet, il
constitue un bon point de départ pour mettre en oeuvre et valider notre approche d’alignement, d’où nous
pourrons par la suite, la généraliser stir le DL et le F ulI. D’un autre côté, la plus grande disponibilité des
ontologies valides décrites sous OWL-Lite constituait un élément nécessaire pour effectuer des tests et
des études comparatives.
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Le chapitre suivant met l’accent sur les travaux effectués sur l’alignement d’ontologies et les techniques
adoptées pour élaborer des outils automatiques d’alignement. La première section du chapitre fait le sur
vol de différentes méthodes de rapprochement du calcul de la similarité entre les couples d’entités. La
deuxième section est consacrée à des cas de systèmes d’alignement d’ontologies à base des techniques
présentées. Ainsi, des observations8 ont été rapportées pour certaines approches
8Certaines de ses observations sont celles citées par les auteurs des articles de ces systèmes.
Chapitre 3
Méthodes et approches d’alignement
d ‘ontologies
Ce chapitre mettra l’accent sur les approches et les systèmes d’alignement les plus cités dans la
littérature. Le but de cette étude est de mettre en lumière les différentes méthodes de rapprochement de
la notion de similarité entre les entités d’ontologies ainsi que les techniques sous-jacentes. Certaines des
approches recensées sont destinées à l’alignement d’ontologies, d’autres à l’alignement de taxonomies
XML ou de schémas de base de données [Euzenat et al.. 2004aJ.
Elles font usage à des techniques différentes comme l’apprentissage machine, l’analyse formelle de
concepts, I’ analyse statistique etc.
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3.1 Méthodes d’alignement
Les méthodes d’alignement peuvent être classifiées en deux catégories:
— Les méthodes locales : ces méthodes s’intéressent à calculer la similarité entre les couples d’entités
au niveau local. Ainsi, le calcul de similarité se base sur la définition d’une mesure de similarité
entre les couples d’entités en exploitant leurs caractéristiques sans tenir en considération l’aspect
global de l’ontologie. A titre d’exemple, calculer la similarité entre les couples d’entités deux à
deux en se basant sur le calcul de la similarité lexicale de leurs noms.
— Les méthodes globales ces méthodes en revanche fonctionnent à l’échelle de l’ontologie. En effet,
pour produire des alignements, ces méthodes utilisent les similarités calculées par les méthodes
locales en les combinant moyennant d’heuristiques, de fonctions d’agrégation, etc.
3.1.1 Définitions de la similarité et d’autres mesures
Il existe plusieurs moyens d’évaluer la similarité entre deux entités. La technique la plus répandue
consiste à définir une formulation mathématique pour évaluer le degré de similarité.
Définition 1 un indice de similarité [Etizenat et al., 2004aJ u O x O —> R est tine fonction qui
lie un couple d’entités à une valeur réelle qui reflète la similarité entre deux entités. Cette fonction doit
satisfaire les propriétés suivantes
— la positivité
V.r.y E O. u(i. y)> t)
— la maximalité
Vi. y. z E O. u(x. i) u(y. z)
— la symétrie
Vi. y E O. u(i. y) =
3.1.2 Méthodes locales
L’opération d’alignement consiste à déterminer pour une entité une autre qui lui correspond le mieux.
Ceci revient à définir une mesure qui calcule la similarité entre les couples d’entités. En d’autres termes,
une mesure qui minimise la dissirnilarité ou inversement maximise la similarité.
Les techniques pour calculer cette mesure trouvent leur existence dans des domaines multiples comme
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l’analyse de données, l’apprentissage machine, traitement de langages naturels et bien d’autres.
Les méthodes locales calculent la similarité entre les couples d’entités en exploitant les informations
locales du couple comme les URs des entités, leurs structures, etc. Ces méthodes sont à base de la
quasi-majorité d’outils d’alignement. En effet, les résultats des méthodes locales sont exploités par les
approches globales pour produire des alignements.
3.1.2.1 Méthodes à base de la comparaison lexicale
La comparaison lexicale repose sur l’analyse syntaxique [Cohen et al., 20031 de noms d’entités (URIs)
et tout autre élément textuel associé à l’entité (commentaire, URI, etc). Plusieurs mesures ont été pio
posées pour mesurer la similarité entre les couples d’entités entre autre l’égalité de chahies, la distance
de Hanuning et la recherche de sous chaînes.
3.1.2.2 Méthodes à base de traitement des langages naturels
L’analyse terminologiqtie repose plutôt sur les principes du traitement de langages naturels pour
déterminer la ressemblance entre les instances ou entre les classes. La mesure calculée indique le degré
de similarité sémantique entre deux noms d’entités. Par conséquent, ces méthodes tnt souvent re
cours à l’utilisation des ressources externes comme les thésaurus et tes dictionnaires pour construire les
listes des synonymes et des hyponymes. Ces listes servent pour determiner la relation entre deux noms
[Giunchiglia F. et Yatskevich, 2004, Bouquet et al., 20031. La bibliothèque de WordNet [Miller. 1995]
par exemple implémente diverses mesures de similarité entre deux noms faisant usage à un dictionnaire
en anglais.
3.1.2.3 Méthode à base de comparaison structurelle des entités
La comparaison de structures d’entités est une techniqcie à base de ptusieurs méthodes d’alignement.
La technique petit s’intéresser aussi bien à la comparaison des structures internes qu’aux externes.
La comparaison des structures internes
Les structures internes sont les éléments intrinsèques de l’entité à savoir les attributs, ]es cardinalités,
etc. Les méthodes de comparaison des structures internes [Melnik, 20021 exploitent des critères comme
le range des propriétés (attributs et relations), les cardinalités, la transitivité et/ou la symétrie des pro
priétés d’entités pour calculer la similarité. Les méthodes à base de structures internes sont référencées
aussi comme des approches à base de contraintes. Parmi ces méthodes, une approche proposée par
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[Li et Clifton, 1994] se base sur la comparison des multiplicités et des propriététés expoitant des ca
ractéristiques d’entités, entre autre l’unicité, les cardinalités, le domaine, l’integrité et les contraintes de
sécurité.
La comparaison des structures externes
La comparaison de structures externes d’entités [Shasha et Zhang, 1997, Shasha et al., 20021 consiste
quand à elle à comparer leurs contextes existentiels, c’est-à-dire leurs places dans l’ontologie par rapport
aux autres entités. L’approche peut par exemple, exploiter les liens d’hiérarchie et/ou de classification
entre les entités dans le calcul de similarités. Par exemple, si deux entités se trouvent similaires, il y a
une frwte probabilité que les noeuds voisins soient similaires aussi. D’une manière générale, les critères
pouvant aider à calculer la similarité externe sont
— Les super entités directes sont déjà similaires [Dieng et Hug, 1998].
Toutes ou la plupart d’entités soeurs sont déjà similaires.
— Toutes ou la plupart d’entités descendantes sont similaires Dieng et Hua, 199$].
— Toutes ou la plupart d’entités feuilles sont similaires [Madhavan et al., 20011.
— Toutes ou la plupart d’entités composant les chemins menant aux deux entités d’origines sont
similaires [Bach et al., 2004].
Les mesures tirées à base de ces critères sont agrégées par des fonctions pour déduire la similarité
entre les entités. Cependant, l’approche en cluestion faillit lorsque les deux domaines représentés par les
ontologies en question sont disjoints.
3.1.2.4 Méthodes sémantiques
Les méthodes sémantiques [Euzenat et al., 2004a] disposent d’un modèle théorique utilisé pour jus
tifier leur résultats. Par conséquent, elle sont considérées des méthodes déductives. Des exemples de ces
méthodes sont la sarisjàisabilité propositionnelle (Propositional satisfiabitity SAT) et les techniques à
base de raisonnment dans les logiques de descriptions.
L’approche pour appliquer les techniques SAT dans l’alignement consiste à traduire les requêtes d’appa
riement à une formule propositionnelle stipulant la subsomption (implication entre les descriptions des
entités), puis vérifier sa validité [Giunchiglia f. et Yatskevich, 2004]. Les techniques de logiques de des
criptions reposent sur les tests de subsomption pour établir des relations (sous classement ou équivalance)
entre les classes dans un sens strictement sémantique. En effet, les techniques procèdent par une fusion
de deux ontologies après renommage de classes. Ensuite, elles testent pour chaque paire d’entités la sa
tisfaisabilité d’une assertion affirmant la subsomption entre ces entités.
Il faut signaler que les techniques sémantiques ne sont pas très efficaces lorsqu’elles sont utilisées seules.
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En effet, elles requièrent une phase de pre-traitement initiale, souvent une analyse lexicale ou terminolo
gique, pour déterminer les couples d’entités similaires de départ.
3.1.2.5 Méthodes extensionnelles
Les méthodes extensionnelles [Doan et al., 2002] reposent sur la comparaison des extensions de
classes (les instances) au lieu de leurs interprétations.
La comparaison des instances en conmnnm : une façon de calculer la similarité entre deux classes A
et B partageant des instances en commun est de calculer l’intersection de leurs ensembles d’instances I
et 15 respectivement sous la considération suivante : les deux classes sont similaires lorsque 14 fl I =
14 = 1 ou plus généralement I n 15
= 15 ou I. n I = 1.4. De ceci découle une dissimilarité
égale à 1 lorsqu’aucune des considérations s’applique ( exemple de deux classes qui sont complètement
disjointes). Deux mesures en découlent:
— Définition 1 La différence symétrique
La différence symétrique, parfois nommée distance de Hamnnnng, entre deux ensembles est la
fonction de dissimilarité : 2E x E tel que Vi. q E. t(.r. q) = hJHY-lfl!hI
— Définition 2 La similarité de Jaccard.
La similarité de Jaccard est définie comme suit.
P(AnB)(3.1) u(A. B) =
-
-P(A. B) + P(A. B) + P(A. B)
La mesure est égale à 1 lorsque A n B 0 et 1 lorsque A = B. P(A. 3), P(A. B), P(À. B) et
P(A. B) sont des distributions de probabilités.
3.1.3 Méthodes globales
Les méthodes locales définies des mesures de calcul de similarité entre couples d’entités. Les mesures
ainsi obtenues sont exploitées par des algorithmes pour produire des alignements. Toutefois, certains
traitements globaux sont exigés
— Agréger les résultats des mesures locales pour calculer la similarité entre les entités composées,
— Développer une stratégie pour résoudre le problème induit par la définition circulaire des concepts
et la non linéarité des formules d’agrégation des mesures locales,
— Organiser la combinaison entre les mesures de similarité et les algorithmes à base de ces mesures,
— Impliquer l’utilisateur dans le processus d’alignement,
— Extraire et produire des schémas d’alignement différents.
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3.1.3.1 Similarité composée
La similarité composée se base sur l’agrégation des mesures locales. En effet, la nature composite
de certaines entités fait dépendre leur similarité des similarités de leurs composants. A titre d’exemple,
la similarité d’une classe A par rapport à une autre classe B dépend naturellement de la similarité de
leurs attributs, de leurs super classes, etc. Ainsi, il revient pour calculer la similarite du couple de classes
(A,B) à composer les similarités des attributs, des super classes et tout autre élément en commun. La
composition -ou l’agrégation- se fait moyenant des fonctions ou des heuristiques.
3.1.3.2 Calcul global de la similarité
Dans ce type de méthodes, le calcul de similarité est considéré toujours local. Cependant, la similarité
locale définie au niveau d’entités peut conduire à des circularités. Auquel cas, il n’est plus possible
de la calculer de la façon directe. En effet, le calcul de similarité est plutôt vu comme un problème
d’optimisation globale. Parmi ces méthodes globales nous pouvons situer : le graphe de propagation de
similarité [Melnik, 20021, tes çvçtè,nev cÏ’éqtiatïons à point fixe [Euzenat et Valtchev, 2004], le.r méthodes
d’apprentissage machine [Doan et al., 20021 et les réseaux de neurones [Li et Clifton, 1994].
Méthodes d’apprentissage
Les méthodes d’apprentissage s’avèrent assez utiles dans le domaine d’alignement d’ontologies.
Ainsi, dans le but d’aboutir à une similarité globale, les méthodes d’apprentissage exploitent les tech
niques comme l’analyse formelle de concepts [Stumme et Maedche, 20011, les méthodes bayésiennes
[Berlin et Motro, 2002] et les réseaux de neurones [Li et Clifton, 1994].
Un autre domaine d’apprentissage machine dont l’utilisation touche le champ l’alignement d’ontolo
gies, celui des noyaux structurés1. Vu leur utilisation dans beaucoup domaines comme la bio-informatique
(analyse de la structure d’ADN[Jaakkola et al., 1999]. etc), les noyeaux structurés peuvent être facile
ment adaptés au contexte d’alignement d’ontologies pour déterminer des fonctions -ou des modèles-
pertinents de calcul de similarité. En général, et pour un rapprochement avec notre champ d’étude, un
noyau K(i. r) est une fonction qui mesure la similarité entre deux entités j:, r’ à base de leurs éléments
comme les URIs, noeuds voisins, etc. Un bon noyau doit vérifié deux conditions à savoir la symétrie2 et
“positive-seinidefinite “s.
1http ://www.leaming-with-kernels.org/
2Une fonction binaire K(...) est dite symétrique, si Vi:. y E X, K(x, y) = K(y, x).
3Une fonction binaire K(.,
.) est “positive-sernidefinite”, si V(ri .:r2) i,, E X la matrice n x n
(K(r,. x)) est “positive-semidefinite’.
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Méthode de composition
Dans le cas de ces méthodes [Euzenat et al., 2004a], les valeurs de similarité fournies par les méthodes
locales doivent être agrégées. Les méthodes de calcul de similarité et d’évaluation d’alignement sont
aussi intégrées par la méthode afin de composer un algorithme d’alignement bien particulier : A titre
d’exemple, on peut calculer la similarité lexicale de noms de classes, ensuite la similarité des propriétés
puis exécuter une heuristique pour calculer les similarités interdépendantes. Il existe trois manières de
composer ces méthodes
— composition intégrée : l’enchaînement des méthodes fait partie de la logique de l’algorithme et
indépendant du type d’entrées de l’algorithme. Ce type de composition est adopté par la majorité
d’algorithmes d’alignement.
— composition opportuniste il s’agit du cas où le choix de la méthode dépend du type de données
d’entrées (taxonomies XML, schéma base de données, etc).
— coniposition gttidée: elle est utilisée dans un environnement où le choix de la fonction est effectué
par l’utilisateur.
3.2 Quelques exemples de systèmes d’alignement
La littérature fait référence à des systèmes d’alignement multiples [Euzenat et al., 2004a]. Nous
présentons quelques cas de systèmes pour mettre en évidence les différentes approches d’alignement
et les techniques sous-jacentes.
3.2.1 Le système Glue
Glue [Doan et al., 20021 est une extension du système LSD [Doan et al., 20011 conçu pour l’aligne
ment de schémas de base de données. A l’instar de son prédécesseur, Glue combine des techniques
d’apprentissage pour produire un alignement entre dccix ontologies. Ces dernières peuvent être décrites
sous n’importe quel formalisme ou langage de description d’ontologies. L’approche de Gttte applique les
techniques d’apprentissage machine et l’analyse statistique. Le calcul de la similarité entre les couples
de classes se base sur la mesure de Jaccard 3.2 calculée à l’aide des algortihems d’apprentissage, dits
aussi “apprenants”, entraînés sur les instances de classes.
P(A.B)(3.2) Jaccard — Sim(A. B)
= P(A. B) + P(À, B) + P(A. )
ou À est le complément de A. L’idée clée de la mesure de Jaccard est que deux classes A et B
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sont similaires si leurs instances sont similaires aussi. Afin de ca]culer la similarité de Jaccarci, les dis
tributions de probabilités P(A. B), P(À. B) et P(A. B) devraient être calculées. L’architecture de Gitte
s’articule sur trois modules
1. Estimateur de distribution: il applique les techniques d’apprentissage machines sur les instances
d’ontologies pour calculer les probabilités dûment mentionées à l’aide d’un ensemb]e d’appre
nants et un méta-apprenant.
2. Estimatetir de la similarité : cet estimateLir produit une matrice de similarités en calculant pour
chaque couple de classes leur similarité selon la formule 3.2 et à base de probabilités fournies par
le premier estimateur.
3. Relaxeur de libellés : à base de la matrice produite par l’estimateur de similarité, le relaxeur
de libellés exploite les contraintes spécifiques au domaine et les connaissances heuristiques pour
trouver le meilleur appariement.
Observations
I. L’approche d’alignement de Gttte se base totalement sur l’apprentissage machine et l’analyse
d’instances. Toutefois, les autres aspects comme la structure de l’ontologie et les relations entre
les entités ne sont pas exploités.
2. La qualité d’alignement est tributaire à la qualité d’apprenants dont la précision est liée à son tour
à la représentativité et le volume d’instances de concepts présents dans l’ontologie.
3. L’approche ne tire pas profit des éléments structurels comme les relations entre les entités, etc.
Ceci la rend mal adaptée à des ontologies décrites dans des langages formels de description d’on
tologies comme OWL.
3.2.2 L’algorithme Cupid
Ctipïd [Madhavan et al., 20011 est un algorithme qui combine des techniques variées pour identi
fier les concordances entre les éléments de deux schémas. Il se base sur l’analyse syntaxique de noms
d’éléments, leurs types de données, les contraintes, et la structure du schéma. L’algorithme a l’avantage
de toucher l’aspect sémantique dans la recherche de similarité entre les concepts. En effet, il cherche des
similitudes en exploitant les informations structtirelles et les types de données.
A priori, Cttpid est présenté comme un algorithme générique; les schémas ou les taxonomies peuvent
être exprimées dans n’importe quel langage de formalisation ou de description de connaissances.
L’algorithme procède en trois étapes
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I. calcul de similarité linguistique : il consiste à calculer les similarités lexicales tSirn entre les noms
de concepts à l’aide de la normalisation morphologique, la catégorisation par des recherches dans
le thesaurus et l’analyse lexicale.
2. recherche des concordances structurelles: les deux schémas sont transformées en deux graphes1
L’algorithme nomée ti-eeMatch est uti]isé pour calculer les similarités structurelles Ssini entre les
éléments de deux schémas.
3. production d’alignement : il s’agit de calculer des similarités globales (voir la formule 3.3) par
une pondération des similarités linguistiques et structurelles et retenir parmi les paires de concepts
ceux ayant la similarité supérieure au seuil.
(3.3) lTsm * Ssim ± (1 — lVstr) * iSim
iSim est la similitude linguistique, Ssim est la similarité structurelle et Ws’tr est un coefficient dont
la valeur est dans [0,11.
Cttpid exploite aussi les contraintes préférentielles, présentes dans beaucoctp de taxonomies, pour
déduire des similarités structurelles (Exemple : les colonnes référencées par la même clé dans
deux jointures de vues dans le cas de bases de données).
Observations
— L’algorithme est plutôt destiné à l’alignement de taxonomies sous forme d’arbres. Des taxonomies
comme les graphes doivent être transformées au préalable sous forme d’arbres. Cette transforma
tion ne preserve pas toujours les éléments des taxonomies en question et par conséquent pourraient
avoir un impact sur la qualité de l’alignement produit.
3.2.3 La méthode FCA-Merge
La méthode fCA-Merge [Stumme et Maedche, 20011 est ttne approche buttom-up qui applique les
techniques de traitement du langage naturel et l’analyse formelle de concepts pour fusionner deux onto
logies partageant les mêmes ensembles d’instances. La démarche peut être résumée comme suit
I. L’extraction d’instances : elle se fait par une selection d’un ensemble de documents spécifiques
au domaine d’intérêt et couvrant tous les concepts de deux ontologies en question.
4Cette transformation permet à partir de deux arbres, d’avoir deux graphes pour pouvoir appliquer l’algorithme
treeMatch.
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2. L’analyse linguistique elle s’effectue à l’aide d’un corpus pour analyser le contenu de ces docu
ments afin de produire une matrice binaire [D,Cj. Chaque élément de la matrice indique l’existence
d’une relation entre le concept C.1 et le document D.
3. La génération de treillis : elle s’appuie sur les techniques de l’analyse formelle de concepts. Les
deux treillis générés représentent les deux ontologies originales.
4. La fusion : l’algorithme reçoit les deux treillis de concepts. les désambiguïse en supprimant les
concepts redondants, et produit un autre treillis -la fusion de deux treillis originaux-.
5. Le filtrage semi-automatique de concepts. Cette opération requière l’intervention d’un expert pour
le choix de concepts les plus pertinents au domaine. Ces derniers représentent les concepts de
l’ontologie fusionnée.
Observations
— La méthode quoi qu’elle se base sur des notions formelles de modélisation de concepts, ne repose
pas sur des techniqties aussi robustes pour le choix de documents couvrant les deux ontologies.
— La génération de deux treillis se base sur la détermination des relations entre les documents et
les concepts de l’ontologie. Cette opération dépend totalement de l’analyse linguistique de docu
ments,
— Le choix de documents couvrant le plus largement possible les concepts de deux ontologies à
fusionner reste une tache manuelle très subjective,
— L’approche, plutôt destinée à la fusion d’ontologies, peut être capitalisée pour produire des aligne
ments en considérant les concepts retenus de la fusion comme ceux les plus semblables.
3.2.4 L’algorithme Anchor-PROMPT
Anchor-PROMPI [Noy et Musen, 20011 (extension de PROMPT connu aussi sous le nom SMART)
est présenté comme un algorithme semi-automatique pour l’alignement et la fusion d’ontologies. Il se
base sur l’analyse terminologique, l’analyse de la structure interne et externe et sur l’analyse taxono
miqtle d’entités. Le processus d’alignement commence par une analyse lexicale de noms d’entités pour
construire une liste de concepts similaires dits entités-ancres. Ensuite, l’algorithme construit un graphe
libellé par ontologie dont les noeuds sont les classes de l’ontologie et les arcs sont les relations entre les
classes. L’algorithme reçoit la liste des couples d’entités à aligner et effectue une analyse des chemins des
sous-graphes délimités par les couples-ancres. Par cette analyse, l’algorithme calcule le nombre d’occur
rences qu’un concept apparaît dans la même position dans les mêmes chemins. A base de ce nombre,
l’algorithme détermine les concepts similaires.
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Observations
— Anchor-Prompt n’affiche pas des résulats aussi bons si une onto]ogie est plus profonde que l’autre.
Dans telle situation, les chemins de graphes -constitués à partir des couples de concepts départ-
sont non équi]ibrés. Ceci à un impact négatif sur le résultat de similarité caluclée.
— Il affiche des résultat meilleures lorsque les ontologies sont équilibrées, contruites suivant une
approche similaire et selon un même modèle de représentation de connaissance,
— Anchor-Prompt requière un minimaum de couples de concepts similaires déterminés par l’utilisa
teur tout au début.
— Vu ces performances, l’algorithme a été integré -comme un plug-in- dans prorégé-2000’.
3.2.5 Le système COMA
Le système COMA (COmbination of MAtching algorithms) [Do et Rahm, 20021 est un outil d’ap
pariement générique qui implémente différents apparieurs. Il fournit une bibliothèque extensible d’algo
rithmes d’alignement : c’est une plate-forme pour combiner les résultats obtenus et évaluer les per
formances d’apparieurs. La bibliothèque contient six apparieurs : cinq sont hybrides et un autre dit
“orienté-réutilisation”. La plupart des apparieurs implémentent les techniques d’analyse syntaxique. Les
autres implémentent de techniques inspirées du Cupid. L’idée originale de COMA vient avec l’apparieur
“orienté-réutilisation”. En effet, ce dernier réutilise les résultats obtenus précédemment pour apparier
de nouveaux schémas. Ces derniers sont encodés sous forme de graphes orientés et acycliques dont les
éléments sont les chemins. Dans COMA le processus d’appariement pourrait être effectué par itérations
et en intéraction avec l’utilisateur qui approuve les ressemblances ou les discordances des couples pro
posées par le système.
Observations
— COMA a le mérite de s’exceller comparativement à d’autres méthodes comme CuplU et Gitte selon
l’étude [Doan et al., 20031.
3.2.6 L’ algorithme Versatïle-Graph-Floodïng Simïlarity (VGFS)
VGFS [Melnik, 20021 est un algorithme générique qui utilise le calcul à point fixe pour déterminer
les correspondances entre les noeuds de deux graphes représentant les deux ontologies d’origine à aligner.
L’algorithme repose sur l’assomption de la propagation de similarité à travers les noeuds d’un graphe. En
5protégé est une platefrom de gestion de connaissances http ://protege.stanford.edu/
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effet, la similarité des couples se propage et fait augmenter celle des couples adjacents. La démarche
générale de l’algorithme est comme suit
1. Représenter les deux ontologies, chacune sous forme d’un graphe suivant tes spécifications du
modèle 01M [Shutt et al., 1999] (open Information Model).
2. Calculer le premier appariement entre les noeuds de deux graphes à base de calcul de similarité
lexicale de leurs identifiants.
3. Produire le graphe de connectivité, la fusion de deux graphes, pour en construire un autre dit
graphe de propagation de similarité. Les noeuds de ce dernier sont les couples de concepts à aligner.
Les arcs déterminent le sens de ta propagation de la similarité et sont pondérés par des coefficients
compris dans [0. 1]. Chaque coefficient représente la contribution du couple dans le calcul de la
similarité du couple ascendant.
4. Calculer la similarité par une fonction d’agrégation linéaire à point fixe E déterminé par l’utili
sateur. Le processus de calcul est itératif et s’arrête lorsque la différence de similarité de deux
itérations successives pour tous les couples est inférieure à E.
5. filtrer les couples ayant la plus grande similarité pour produire un appariement.
Observations
— Les transformations apportées pour produire le graphe final, ne sont pas adaptées aux cas de taxo
nomies ayant un nombre important d’individus. Dans tels cas, les graphes résultats sont com
plexes. La complexicité de calcul et le temps de traitement deviennent considérables.
— L’idée de propagation de similarité a affiché des résultats intéréssants,
— L’algortihme a manifesté aussi un degré important d’indépendance par rapport au modèle ou au
langage de représentation d’ontologies.
3.2.7 Tableau récapitulatif des méthodes
La table6 TAB. 3.1 résume les méthodes et approches d’alignement que nous avons présentées.
3.3 Conclusion
Dans ce chapitre, nous avons mis en exergue quelques méthodes «alignement d’ontologies les plus
connues dans la littérature. Ainsi, nous avons montré pour chacune les techniques de rapprochement
6Une partie de la table a été tirée du rapprot éléboré par le Knowldge Group [Euzenat et al., 2004a].
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MÉTHoDE T Tf
FCA-Merge X X
Cupid XX X XX
Anchor-Prompt X X X X X
Glue X
COMA XX X X
VGFS X X X
TAB. 3.1 — Table des méthodes d’alignement présentées et les approches de similarités adoptées.
T t Terminologique, TS : Terminologique à base de chaine de caractères, TL t Teminologique
à base de Langage, f t Internes, S : Semantique, ST t Sernantique à base Terminologique, E
Extentionelle. SM t Semantique à base d’un Modèle et SU : Sernantique à base de choix de
I ‘Utilisateur
de calcul de la similarité utilisées. En effet, les méthodes présentées ont recours à des techniques di
verses capitalisant tes travaux effectués dans des domaines de recherches multiples comme l’analyse
lexicale et sémantique, l’analyse statistique, les techniques d’apprentissage machine etc. Cependant. peu
de méthodes focalisent sur la question de rapprochement de la similarité à travers un modèle englobant
tout le potentiel informationnel existant de l’ontologie. Ce fait, pourrait être expliqué d’une part par la
diversité des domaines de recherche s’intéressant à la question d’alignement : chacun traite la question
par rapport à sa propre vision et utilisant ses propres techniques (l’apprentissage machine versus l’ana
lyse formelle de concepts par exemple) et d’une autre part par la nature difficile du problème lui même.
Ce dernier touche à la question de modélisation et de formulation de la similarité en exploitant l’aspect
symantique des concepts au sein de l’ontologie.
Dans le chapitre suivant, nous présentons notre méthode d’alignement d’ontologies OWL. Elle s’inspire
de l’approche de l’algorithme Verstile-Graph-Flooding plus particulièrement de l’idée de propagation de
la similarité à travers les noeuds du graphe. En outre, notre méthode utilise une représentation plus simple
et plus parlante d’une ontologie t le graphe, par ces éléments structuraux, traduit fidèlement les différents
éléments du langage OWL-Lite (classes, propriétés, cardinalités, etc). Le modèle de calcul de similarité
à base du graphe inclut en l’occurence ces éléments en vue d’aboutir à un rapprochement efficace de la
similarité entre les entités d’ontologies.
Chapitre 4
Notre approche d’alignement d’ontologies
OWL-Lite
Dans ce chapitre, nous présentons au lecteur notre approche d’alignement d’ontologies OWL-Lite.
Elle s’inspire des techniques et études réalisées sur]’alignement d’ontologies tEuzenat et Valtchev, 2003.
Melnik. 2002] et les travaux de recherche effectués sur la comparaison d’objets [Valtchev, 1999] dans
une base de connaissances. L’approche prend en considération toutes les caractéristiques de l’ontologie
à savoir la similarité terminologique, structurelle et extensionnelle d’entités d’ontologies. En outre, elle
propose un modèle de calcul de similarité qui résout le cas des circularités entre les concepts lors du
processus d’alignement.
Le chapitre s’organise comme suit t nous commençons par les motivations de cette recherche et les défis
rencontrés, Ensuite, nous abordons les grandes lignes de l’approche t nous expliquons le processus de
construction d’OL-Graph, le modèle de calcul de similarité et le processus de calcul de similarité entre
les couples d’entités. Un exemple illustratif de calcul est donnée à titre d’application de l’approche. Fi
nalement, nous parlons de l’étape de la production d’alignement en expliquant la méthode de production
d’alignement et ]e schéma adopté.
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4.1. Motivations
Il s’agit dans un premier plan de décrire une ontologie OWL-Lite sous forme d’une rprésentation dite
OL-Graph qui reflète toute l’information structurelle, textuelle et relationnelle de l’ontologie. Ainsi à
base de cette représentation nous aimerions dans un second lieu l’utiliser pour mettre en oeuvre un outil
automatique d’alignement d’ontologies OWL-Lite, experimenter et conclure autour de notre approche
d’alignement afin de l’évaluer et de juger de ses performances.
Un autre objectif qui découlera à la lumière des résultats obetnus, est de généraliser notre approche
eventuellement sur les autres éléments du langage OWL (les langages DL et full).
4.2 Défis rencontrés
L’approche d’alignement se heurte à deux défis principaux le premier est lié à la grammaire du
langage OWL-Lite et le deuxième à la circularité posée par l’interdépendance entre les définitions de
concepts.
4.2.1 Grammaire du langage OWL
Quoi que le langage OWL dans sa version OWL-Lite ne soit pas trop expressif, sa grammaire pose
néanmoins des défis notables. On cite principalement
— La présence d’entités anonymes (comme les classes et les individus anonymes) ce genre d’entités
contribuent à l’enrichissement de la description des autres entités sans nécessairement avoir leurs
propres identifiants (URIs). Ceci engendre certaines difficultés lors de leur représentation par les
éléments structuraux de l’OL-Graph. En effet, pour mettre le doit sur l’une de ces difficultés,
nous considerons l’exemple d’une classe anonyme decdte comme une collection d’individus. La
représentation de cette classe, par un noeud de type classe, pose un problème de nomage de ce
noeud (l’attribution d’un identifiant). La question est cruciate, sachant que les identifiants (URI5)
des éléments de J’OL-Graph contribuent dans le calcul de similarité des noeuds entre les ontologies
et par conséquent sur le résultat de l’alignement produit.
— Le traitement de l’information implicite ou inférée : par le mécanisme d’héritage le langage OWL
Lite propage de l’information des entités ascendantes vers les entités descendantes (exemple de
sous classement entre les classes, les propriétés).
— L’interprétation des constructeurs d’OWL certains de ces constructeurs ont la même sémantique
alors qu’ils sont syntaxiquement différents comme les constructeurs subClassOf et intersectionQf
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— Les descriptions ayant des différences sémantiques subtiles. Ceci fait surgir un problème quand à
leur interprétation adéquate par les structures d’OL-Graph.
4.2.2 Problème de la circularité
Le problème de la circularité dans le calcul de la similarité est un problème bien connu. En effet, la
description des concepts en fonction d’autres peut crée des circularités. Étant donnée que le calcul de la
similarité d’un couple dépend des similarités d’entités voisines, dans le cas de circularité, le calcul n’est
pas direct. Dans la section 4.3.4.1 nous abordons le problème plus en détail.
4.3 Grandes lignes de l’approche
L’approche s’articule sur trois grandes lignes
— Proposer une représentation de l’ontologie décrite en OWL-Lite sous forme d’un graphe OL
Graph. Le graphe représente un “meta-modèle” qui reflète toutes les entités, les relations et les
instances d’ontologies OWL-Lite.
— Définir une mesure de calcul de similarité entre les entités d’ontologies par catégorie d’entité.
— Définir un modèle global de calcul de similarité tout en remédiant au problème de la circularité.
4.3.1 Modèle du graphe OL-Graph
Il fallait tout d’abord penser à un modèle de graphe générique et adéquat pour représenter une on
tologie OWL. Le rôle d’un tel graphe est de refléter toutes les entités, les relations et les individus de
l’ontologie décrite sous le langage OWL-Lite. En effet, un tel besoin va au delà des questions algo
rithmiques : il s’agit principalement de transformer une ontologie OWL en une structure (graphe) qui
conserve et met en evidence toute l’information contenue dans une ontologie OWL-Lite. Ceci permet
d’avoir comme entrée deux graphes représentant chacun une ontologie. Ainsi, des techniques de calcul
de similarité pourront être appliquées éventuellement pour mesurer le degré de ressemblance entre les
entités à base de ces deux graphes. Par conséquent, la capacité du graphe à représenter toute l’informa
tion exprimée dans une ontologie aura un impact aussi bien sur les résultats de calcul de similarité que
sur la fiabilité des autres outils d’alignement et de visualisation qui y sont basés.
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ENTITÉ OWL NOEUD DANS OL-GRAPH Ï
Classe CÏassNode
Individu ObjectNode
Type de donnée DatatypeNode
Valeur de donnée DataValueNode
Propriété de nature “objet” ObjectPropertyNode
Propriété de nature “type de donnée” DatatypePropertyNode
Relation stand-alone de nature “objet” DatatypeRelationNode
Relation stand-alone de nature “type de donnée” ObjectRelationNode
Instance de propriété de nature “objet” ObjectPropertylnstanceNode
Instance de propriété de nature “type de donnée” DatatypePropertylnstanceNode
TAB. 4.1
— Table des entités OWL et leurs équivalents dans OL-Graph
4.3.1.1 Ontologie OWL vue comme un OL-Graph
Pour répondre à ces questions, une ontologie OWL-Lite est perçue comme un graphe que nous appe
lons OL-Graph représenté par la figure FIG. 4. t Ce graphe constitue un modèle de représentation d’une
ontologie décrite sous le langage OWL-Lite. Les noeuds du graphe représentent les entités de l’ontologie
comme les classes, les objets, les propriétés, etc. Les arcs décrivent en revanche les relations exprimées
au sein de l’ontologie comme les relations de spécialisation, d’instantiation, etc.
4.3.1.2 Catégories de noeuds d’OL-Graph
Les catégories des noeuds d’OL-Graph représentent à priori les types d’entités qu’on trouve dans une
ontologie OWL-Lite. La table TAB. 4.1 donne la liste d’entités OWL et les noms de noeuds équivalents
dans l’OL-Graph.
A noter que les noeuds des relations stanci-alone de nature “objet” et de “type de donnée” corres
pondent à des relations génériques d’où les propriétés et les instances de propriétés sont dérivées. Les
relations stand-alone sont des entités propres à OL-Graph’.
II n’existe pas dans le langage OWL-lite des constructeurs potir déclarer des relation stand-atone.
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LIEN fYMBôLE CONTEXTE
Lien de spécialisation S entre deux classes ou deux ptopriétés
.
entre objets et classes, instances de propriétés et
Lien d’instantiation I
propriétés, valeurs et “type de donnée”
. .
. entre classes et propriétés, objets et instances de
Lien d’attribution A
propriétés
. valuation d’tine propriété ou instance de pro-
Lien de valuation U
priété de nature “objet”
TAB. 4.2
— Table des relations OWL et leurs équivalents dans OL-Graph
4.3.1.3 Liens entre les noeuds d’OL-Graph
Les liens entre les noeuds d’OL-Graph tradtHsent les relations sémantiques entre les entités d’ontolo
oie. La table TAB. 4.2 présente des liens recensés dans l’ontologie et leurs équivalents dans l’OL-Graph.
4.3.1.4 Construction d’OL-Graph
Une ontologie décrite en OWL-Lite est transformée en un OL-Graph suivant le processus suivant
— construction elle consiste à “parser’ l’ontologie décrite en langage OWL-Lite, dégager les en
tités et les relations de l’ontologie, et construire leurs équivalents en terme de noeuds et d’arcs
dans l’OL-Graph. Ainsi, les noeuds et les arcs représentent respectivement les entités et les rela
tions qui existent dans une ontologie. A titre d’exemple, une classe sera représentée par un noeud
de type ClasseNode et sera connectée aux noeuds représentant ces super classes, ces propriétés, et
ces instances par les arcs reflétant respectivement les relations de spécialisation, d’attribution et
d’instantiation.
— aplatissement lors du processus de construction initiale du OL-Graph, des noeuds auxiliaires
sont ajoutés au OL-Graph. Ces noeuds aident uniquement à construire toute la structure d’une
entité lors de son “parsing”. Ainsi, l’opération d’aplatissement consiste à supprimer, parmi les
noeuds ajoutés, les noeuds superflus tout en préservant la définition de l’entité telle qu’elle est
exprimée par la syntaxe OWL dans l’ontologie.
— complétion t la complétion d’OL-Graph consiste à enrichir la structure d’OL-Graph par l’ajout de
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liens et de noeuds. Le but de la complétion est de prendre en considération l’information implicite
propagée par l’héritage entre les propriétés, les classes etc ainsi que de faciliter la navigabilité
dans le graphe. Cette complétion n’a aucun effet de distorsion de la sémantique des relations et
des entités exprimées dans l’ontologie.
La complétion se fait comme suit
—. instantiation des relations stand-alone il s’agit de dériver les propriétés de nature “objet” ou
de “type de donnée” à partir des relations stand-alone correspondantes. Ces propriétés sont
attachées soit à des noeuds de classes ou de “type de donnée”.
— ajout des liens d’instantiation entre les classes et les individus.
— ajout des liens d’instantiation entre les valeurs et leurs types.
— ajout des liens d’instantiation entre les instances de propriétés et les relations stand-alone.
4.3.2 Exemple d’OL-Graph
La représentaton de l’ontologie OWL-Lite ci-dessous, est représentée par le OWL-Graph FIG.4.2.
Nous nous sommes limités aussi à une ontologie de petite taille pour mieux saisir la structure de OL
Graph. A noter que les arcs ont été libéllés pour déterminer la nature des relations entre les noeuds
(concepts de l’ontologie)
<?xml version”l.O” encoding=utf—S’ S>
<DOCTYPE rdf:RDF (View Source for full doctype...
<rdf RDF
xrn1ns=’http://co4.inria1pes.fr/aiign/conrest/îO4/cnro.rdf”
xm1ns:unitslittp://visus.mit.edu/fontomri/O.O1/un;ts.ow14’
xrnlns:fcaf=’http://xrnlns.corn/foaf/O.l/”
xm1ns;ica1http://www.w3.org/2OO2/l2/ca1J#’
xm1ns:rdf’http://www.w3.org/1999/O2/22—rdf—syntax—ns#”
xm1ns:xsd”http://www.w3.org/2OO1/xMLSchema#”
xrn1ns:rdfs’http://www.w3.org/2OOO/O1/rdf—schema#”
xmlns:owl=”http://www.w3.org/2002/07/owl#’
xmlns :wotz”http: //xmlns.com/wot/O. 1/’
xrn1ns:dc”http://pur1.org/Uc/elernents/l.1/”
xm1ns:dcterrns’htrp://pur1.org/dc/terrns/’
xm1ns:dctype’http://pur1.org/dc/dcmitype/”>
<owl:Class rdf:ID”Human’>
<rdfs subClassOf>
<owi :Restriction>
<owl:oneroperty rdf:resource’#dwelling’ />
<owl:allValuesFrom rdf:resource’#Flat” />
</owl t Restriction>
</rdfs t subClassof>
<rdfs t subCiassOf>
<owi :Restriction>
<owl:onProperty rdf:resource’#spouse’ />
<owl:allValuesFrom rdf:resource’1Human” />
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</owl:Restriction>
</rdfs : subClassDf>
<cdi>: subclassOf>
<owi :Restriction>
<owl:ontroperty rdf:resoorce=”#spoose” />
<owi:maxcardinaiity rdf:datatype”http://www.w3.org/2QQ1/xMLschema#nonNegativeInteger”>1
</owl :maxCardinality>
</owl: Restriction>
</rdfs subCiassOf>
<moi: Ciao>>
<owl:Class rdfZD=”Fiat”>
<rdfs:iabel xrni:iang=”en”>Flat</rdfs:iabel>
<rdfs : subCiassOf>
<coi :Restriccion>
<owi:onProperty rdf:resoorce=’#rooms” />
<owi:ailVaiuestrom rdt:resoorce=”;Roon />
</owl : Rest rict ion>
</rdf s: sobCiassûf>
</owi : Class>
<owl:Ciass rdf:ID=”Room”>
<rdfs:iabel xmi:iang=”en’>Roorn</rdfs:iabel>
</owi : Ciao»
<owi:DatacypeProperty rdt:ID=’nawe”>
<rdfs:dornaic rdt:resoorce=”#Hornan J>
<rdfs:range rdt:resoorce=”http://wow.w3.cro/2001/XMLschema#scrsng” />
<rdfs:labei xrnl:lang=’en”>key</rdfs:labei>
</owl :Datatopetroperty>
<owi:Daratvpeiroperry rdt:ID=”age’>
<rdfs:domain rdf:resoorce=’4Homan J>
<rdfs:range rdf:resoorce=”http:/!wwww3org/2001/xMLschema#nonNegativelnteqcr’ />
</owi :Datatypetroperty>
<owi:DatatypeProperty rdt:ID=”address”>
<rdts:domain rdt:resoorco”#Fiat” />
<rdfs:range rdf:rosoorce=”http://wwww3.orq/2001/xMLschema#string’ />
<rdts:labei xrnt:iang=”en”>key</rdfs:labei>
</owl :Datatypeiroperty>
<owl:DatatypeProperty rdf:ID=”sortace”>
<rdfs:domain rdt:resoorce=’#Room” />
<rdfs:range rdf:resoorce=”http://www.w3org/2001/xNLschema#nonNegativelnteqer” />
</owi : DatatpeProperty>
<owi:Objecttroperty rdf:ID=’dweiling”>
<rdfs:dornain rdf:resoorce=”#Homan” J>
<rdfs:ranqe rdt:resoorce=”#F’iac J>
</owi :ObjectProperty>
<owi:Objectproperty rdt:ID=”spooso”>
<rdts:domain rdt:resoorce=”#Human” />
<rdfs:range rdf:resoorce=’#Homan” />
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_________
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FIG. 4.2 — Ontologie représentée selon OL-Graph
</owl t ObjectProperty>
<owl:GbjectPropertv rdf:ID”roorns”>
<rdfs:dornain rdf:resource”P1at” />
<rdfs : range rdf: resource=’ Rccm” />
<Jowl t ObjectProperty>
</rdf : RDF>
4.3.3 Modèle de calcul de la similarité
Le but par la définition d’une mesure de similarité est de permettre en premier lieu la conception de
méthodes automatiques ou semi-automatiques d’a]ignement. En effet, plusieurs mesures de simi]arité ont
été suggérées. Cependant, la difficulté à proposer des mesures de similarité précises émane du fait que le
facteur sémantique est impossible à exprimer par une formule mathématique qui inclut toute l’informa
tion sémantique entourant une entité. Par conséquent, les approches d’alignement font souvent recours
à des heuristiques combinant plusieurs techniques à la fois pour rapprocher des modèles de calcul de
similarité entre les entités d’ontologies.
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4.3.3.1 Principe de base de la mesure de similarité
Notre approche de calcul de similarité suit la structure d’OL-Graph dans le calcul de la similarité
entre les noeuds d’ontologies. Les noeuds de deux graphes d’entrée ne sont que les entités d’ontologies
à aligner. Ainsi, le modèle de calcul assigne pour chaque catégorie de noeuds une fonction d’agrégation.
Cette fonction exploite toutes les informations descriptives du couple d’entités à aligner en les englobant
dans deux niveaux de calcul un premier niveau local, et un autre global.
4.3.3.2 Calcul de la similarité locale
Le calcul de la similarité se fait par catégorie d’entité (classe, objet, propriété, relation...). Ainsi, étant
donnée deux ontologies, chacune représentée par un OL-Graph. il s’agit de calculer la similarité entre
les couples d’entités pour une même catégorie en exploitant la similarité de leurs descripteurs locaux et
celle des entités voisines. On distingue deux ordres de calcul
1. Le premier ordre consiste à calculer la similarité texicale/terminologique siinL entre les descrip
teurs d’entités comme les URIs, les commentaires, etc. Le calcul de la similarité lexicale s’effectue
à base d’algorithmes d’analyse lexicale comme EclitDistance fRistad et Yianilos, 19981 Le’ein
stem Levenshtein, 19661. Celui de la similarité terminologique se fait par l’API de WordNet.
2. Le deuxième ordre s’intéresse au calcul de la similarité Sim(Y) entre les ensembles de noeuds
voisins par catégorie Y.
En effet, les noeuds adjacents d’un couple sont organisés par catégories. Il arrive souvent que le calcul
de la similarité d’une catégorie Y revient à calculer la similarité entre deux ensembles d’entités : le cas
typique, présenté par la figure FIG. 4.3, est le calcul de similarité d’un couple de classes. Ainsi, le calcul
fait appel entre autre au calcul de la similarité de deux ensembles de super classes 8(c) et S(c’).
Pour résoudre ce cas problématique, l’approche repose sur la définition de la similarité Match-Based
si,nilarir’ 4. 1 entre deux ensembles [Valtchev, 19991
(4.1) )ISim(S. S’) Simc(
c. c’)
mo.r(tS(. S t)
La formule calcule la similarité entre deux ensembles d’entités. Les arguments de la fonction sont les
deux ensembles 3(c) et S’(c’). Le résultat de la fonction est la moyenne normalisée des meilleures simi
larités des couples de l’ensemble P produit de S x S’. Ceci requière que les similarités de ces couples
soient déjà calculées.
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Le choix des meilleures similarités entre les couples de deux ensembles pourrait être formulé et
résolu par une approche gloutonne ou par la programmation dynamique. Cette opération nomée souvent
“filtrage”, consiste en fait à choisir parmi les couples ceux ayant les plus grandes similarités. La méthode
gloutonne se caractérise par une recherche locale des couples ayant la p]us grande similarité. Par contre,
la programmation dynamique procède via une approche d’optimisation globale. L’objectif final est de
produire à base de résultat d’alignement, un appriement entre les concepts d’ontologies alignées.
4.3.3.3 Calcul de la similarité globale
Le calcul de la similarité globale repose sur une agrégation des similarités locales par une fonction
quasi-linéaire 4.2 où pour chaque facteur PISim.Y un poids H lui a été associé. Le poids 11% corres
pond ail facteur assigné à la similarité lexica]e!teminologique. En général. les poids fl et n%, désignés
aussi comme des facteurs d’agrégation, sont des valeurs déterminées et attribuées par l’usager à chaque
catégorie d’entité.
formellement, étant donnée une catégorie d’entité X et l’ensemble des relations impliquées, N(X), la
mesure de similarité Sim\- X2 —> [0,1 j est définit comme suit
(4.2) Simi(.r. r) = HISimy((.r). F(r))
La fonction est normalisée, c’est-à-dire Z(flrx) = 1.
La table TAB. 4.4 présente pour chaque catégorie d’entité les catégories d’entités et les facteurs
intervenant dans son calcul. Chaque entité (noeud) est identifiée (À : C’ U O U R U P U D U A
URIRef) par un URI.
4.3.3.4 Exemple : calcul de similarité d’un couple de classes
Pour illustrer le principe général de calcul de la similarité entre les couples d’entités, nous présentons
un exemple de calcul de la similarité pour le cas d’un couple de classes.
La figure FIG. 4.3 représente deux classes suivant le modè’e d’OL-Graph. Chaque classe est liée
à l’ensemble de ces super-classes, à ces objets et à ces propriétés de nature “objet” et de “type de
donnée”. Le calcul de la similarité Sim(c, c’) entre les deux classes est effctué suivant la formule 4.3 par
l’agrégation des similarités locales suivantes
— Si’rnL similarité terminologique des deux classes,
— ]ISimc : similarité de deux ensembles des super classes S(c) et
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SYMBÔLE NOEUD REPRÉSENTÉ
C classe
O objet
R relation
P propriété
D type de donnée
V valeur de donnée
A instance de propriété
L restriction par libellé
1(c) —_, 1(c)
, t) 5
1
03 / o’
isihtanc
N
. IasIIaI,r /
IIaIIt.,1I1(l / IH 13f hss
lS5 h s
z / las ctl(e\ L
7 /jsibciass
C C’ —
‘ J
-
--
IlasPro»eltY sPrperty
Couple de tiasses IasPropey / f.Property
-- haspoperty N
haspert-
___________
___________
objProp
1asroperty
A(c)
TAB. 4.3 — Table des noeuds d’OL-Graph et leurs symboles
objPrj
A(c’)
FIG. 4.3 — Représentation d’un couple de classes selon OL-Graph
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fFONCTION_{ NOEUD FACTEUR MESURE
S,m0 O E O /\(O) siToL
o E A, (o, ci) E A MSiin4
Sirn4 (z E A r E 7?.,(o.r) E 7? SirriR
o E O, (u. o) E U MS,m0
y EV. (u. e) E U MSiin
Sznz r E V valeur type dépendant
SiToc c E C À(c) simL
o E O, (u. o) E U
p E P, (c. p) E A MSimp
C’ E C, (t, c’) E S MSiin
•70D ri E D À(r) XML-Schema
r E R /\(i’)
r E C, (r. douz (H n t) E 7? fS’i7rzc
C’ E C, (r. ranjr. t) E 7? MSinzc’
4 E D, (r. ru n gt. ci) E 7? MSImD
r’ E R, (r. r’) E S MSirnj?
Sinzp P E P r E 7?, (p. r E S) 5imj?
C E C, (p. ciii. t) E R MSirn
n E {O. 1. c}, (IL tard. n) E 7? égalité
TAB. 4.4
— Table des fonctions de similarité et leurs compositions
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— JlISirïip1, : similarité de deux ensembles de propriétés de nature “type donnée” A(c) et .4(c’),
— J\ISimp0 similarité de deux ensembles de propriétés de nature “objet” A(c) et
— iISirn0 : similarité de deux ensembles d’objets 1(c) et I(c’).
(4.3) SiV(c. c’) = llSimi(c). (c’)) + HSims(S(c). S(c’))
(4.4) + flSim(A(c). A(c’)) + flSii ,, (A(c). A(c’))
(4.5) + llSirno(I(c).I(c’))
Pour chaque catégorie «entité Y intervenant dans le calcu] de la similarité d’une catégorie X, un
poids fl est assigné reflétant la contribution de la similarité de la catégorie Y dans le calcul de similarité
d’un couple d’une catégorie X. La similarité i”ISiny de deux ensembles d’entités d’une catégorie Y
est cac]ulée suivant la formule 4.1.
4.3.3.5 Adaptation des facteurs d’agrégation
Une des conclusions tirée lors de ce travail porte sur la condition de poids uniformes associés aux
similarités Simy par catégorie d’entités [Euzenat et al., 2004b1. En effet, le calcul de la similarité par
poids uniformes tend à favoriser les couples d’entités ayant une description complète c’est-à-dire les
couples vérifiant la condition suivante t V catégorie Y P = SU S’ # 0
Afin d’expliciter ce cas, nous présentons un exemple de calcul de la similarité d’un couple de classes
(Person, Car) avec et sans uniformisation des poids. La table TAB.4.5 présente les poids associés aux
catégories d’entités. La table TAB. 4.6 donne des similarités fictives par catégorie d’entités du couple
(Person, Car). La table TAB. 4.7 résume la liste d’entités pour chacune des classes du couple. Nous
remarquons que les deux catégories t objet et propriété de nature “type de donnée” ne satisfont pas la
condition sus-mentionnée ( la classe Car n’a pas d’objets, la classe Person n’a pas de propriétés de
nature “type de donnée”)
Selon la formule 4.2, le calcul de la similarité du couple (Person, Car) sans uniformisation de poids
est comme suit
Z (0.82 * 0.50). (0.10 * .10). (0.21 * 0.20)Sim(Person. Cci,) =
Z 0.50, 0.10.0.10.0.20.0.10
= 0.162
Avec uniformisation de poids, elle devient t
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CATÉGORIE POIDS
Similarité lexicale 0.50
Propriété de nature “objet” 0.10
Propriété de nature “type de donnée” 0. 10
Super classe 0.20
Objet 0.10
TAB. 4.5 — Table de poids associés aux catégories d’entités du couple (Person. Car)
CATÉGORIE SIMILARITÉ
Similarité lexicale t).25
Propriété “objet” 0.61
Propriété “type de donnée” 0.00
Super classe 0.21
Objet 0.00
TAB. 4.6
— Table des similarités des catégories d’entités du couple (Person, Car)
CATÉGORIE PERs0N CAR PRODUIT P
Propriété “objet” hasSpouse hasOwner {(hasSpouse, hasOwner)}
Propriété “type de donnée” hasName {ø}
Super classe Adult Engine {(Adult, Engine)}
Objet Harry, Mario {Ø}
TAB. 4.7
— Table des entités du couple (Person, Car) par catégorie
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Z (0.82 * 0.50). (0.10 * 0.10)Simc(Perso’n.. Car) = Z 0.50.0.10. 0.10. 0.20
= 0.577
Nous remarquons une différence de similarité de 0.115. Cette perte de similarité ( 11X) n’est
pas négligeable du moment qu’elle se répercute directement et indirectement, par le mécanisme de
récursivité, sur les similarités des autres couples d’entités. Dans l’exemple, la perte de similarité aura un
impact (baisse de similarité) direct sur les couples en liaison avec le couple de classe (Person, Car). Cette
baisse est prépondérante au poids associé à la catégorie classe dans le contexte d’une autre catégorie.
Pour remédier à cela, le calcul de la similarité entre deux entités se restreint aux catégories d’entités
en commun. Le calcul de la similarité par normalisation de poids se fait suivant la formule 4.6. Ainsi,
pour une catégorie X, la mesure de similarité par uniformisation de poids est comme suit
(4.6)
.5,mX (r. t ) =
______________
(.ï.;’)
iV(.r. .z’) est l’ensemble des relations roù les f(.r)UF(.i’) 0. La similarité du couple est normalisée
par sa division sur la somme des poids associés aux catégories d’entités communes au couple.
4.3.4 Processus de calcul de similarités
Le calcul de la similarité globale se base sur un système d’équations quasi-linéaire dérivé du modèle
de similarité global. La résolution de ce système se fait par un processus itératit capable de palier au
problème de circularité. Il fournit à la fin de calcul les similarités maximales des couples d’entités.
4.3.4.1 Traitement de la circularité
Le calcul de la similarité d’un couple d’entités en fonction des similarités des autres couples n’est pas
toujours direct. En effet, il induit dans certains cas une récursivité. Cette dernière émane de la définition
circulaire des entités elles mêmes. Dans l’exemple de la figure FIG. 4.4, la similarité du couple d’in
dividus (Scan, Lac) dépend de la similarité des deux propriétés (Mariedlo, MariedTo) qui lient respec
tivement l’individu Scan à l’individu faith et l’individu Lac à celui Kariiie. la similarité du couple de
propriétés dépend à son tour de la similarité du couple (faith, Karine) qui, à son tour dépend de la simila
rité du couple de départ (Saen, FaitIi) via le couple de propriétés (MarieUTo, MariedTo). Par conséquent,
le calcul direct de la similarité n’est pas possible car on se retrouve dans un cas circulaire où la similarité
du couple de départ dépend d’elle même. Il faudrait alors, trouver un moyen pour traiter les dépendances
mutuelles.
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,1CiecITo
MariedTo
MnedTo
Mariedio
FIG. 4.4
— Exemple du cas de la circularité
Pour faire face cette circularité, le calcul de la similarité est traduit sous forme d’un système
d’équations dont la résolution se fait d’une manière itérative.
4.3.4.2 Système d’équations à point fixe
La généralisation du principe de calcul déduit de la formule 4.2 sur les différentes catégories fait
sortir un système d’équations quasiment linéaire. Les variables de ce système sont les similarités des
couples d’entités et les coefficients représentent les poids associés aux catégories d’entités. La résolution
du système d’équations est un problème d’optimisation dont la solution, après convergence, est le vecteur
de valeurs de similarité calculées. La résolution du système se fait comme suit.
A l’itération O les similarités lexicales ou terminologiques des URIs de couples d’entités par
catégories sont calculées. En effet, le calcul de ces similarités se fait une seule fois tout au début du
processus.
A l’itération 1 : le processus commence par calculer la similarité de couples d’entités par catégorie.
Les similarités des catégories intervenant dans ]e calcul d’un couple lors de cette itération sont issues de
l’itération O et agrégées suivant la formule 4.2
A l’itération i le processus procède de la même manière en se basant sur les similarités calculées à
l’itération i
— 1.
Par conséquent, à chaque itération la similarité des couples augmente par la contribution de la simila
rité des couples d’entités voisines. Ce mécanisme est applicable pour tous les couples. A titre illustratif,
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la similarité des couples de “types de donnée” vont contribuer à la similarité des couples de propriété
de nature “type de donnée” qui à leurs tours, leurs similarités vont participer à la similarité des couples
des classes ayant ces propriétés. Ceci s’effectue par un effet de propagation de similarité à travers les
couples d’entités. On remarque que dans le même exemple que les types de données, se trouvant au
2” niveau du OL-Graph, contribuent à la similarité des couples de classes via les propriétés exprimées
sur ces classes. En outre, la nature “itérative” du processus permet de ramener la similarité des couples
éloignés à ceux en liaison jusqu’à convergence du système. Cette dernière est assurée puisque la fonction
de la similarité est positive, monotone et bornée par 1. En effet, après un certain nombre d’itérations le
gain en similarité pour tous les couples sera négligeable, au quel cas le système sera considéré comme
convergent. Le gain minimal de similarité entre deux itérations successives sera déterminé par un seuil
E fixe. En d’autres termes, le processus de calcul converge lorsque le gain de similarité pour tous les
couples d’entités est inférieur à ce seuil. Dans le cas des entités parfaitement similaires le processus
converge avec des valeurs égales à I.
4.3.5 Production d’appariement
La production d’appariement constitue l’étape finale du processus d’alignement. Un appariement
peut être
— Complet/total toutes les entités de la première ontologie seront appariées à celles de la deuxième.
— Injectif: toute entité de la première ontologie est appariée à une seule de la deuxième ontologie et
vice-versa.
La production d’appariement se fait suivant un schéma d’appariement qui indique la façon d’apparier
les entités de la première ontologie aux entités de la deuxième. Il existe différents schémas d’alignement
qu’on peut produire comme résultat
— (1. 1) une entité ne peut être alignée qu’à une seule.
— (1, ri) une entité petit être alignée à une ou plusieurs
— (n. n) la forme la plus générale.
4.3.5.1 Appariement à base de seuil
L’opération d’appariement peut être laissée au spécialiste qui déciderait quels couples d’entités à
retenir en fonction de leurs valeurs de similarité.
Lorsque la complétude d’alignement n’est pas exigée, un filtrage à base d’un seuil permettra de retenir
les entités les plus similaires. Ainsi, plusieurs méthodes à base de seuil sont présentées dans la literature
[Ehrig et Sure, 20041. Dans notre contexte, nous a adopté la méthode Hard rhreshoÏd. La méthode retient
toutes les correspondances dont la similarité est supérieure à un seuil n fixé par l’utilisateur.
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4.3.5.2 Optimisation des résultats d’appariement
Lorsque l’injectivité d’appariement n’est pas exigée, la qualité d’alignement peut être maximisée
sur la similarité totale des couples alignées. Par conséquent, l’algorithme d’alignement doit optimiser le
critère global au lieu de maximiser la similarité locale des couples d’entités. Dans un premier lieu, nous
avons opté pour un algorithme glouton dans le choix de couples d’entités les plus pertinentes. En effet, à
chaque étape, l’algorithme choisit un couple d’entité ayant la pltis grande similarité et ôte les deux entités
du couple de la table des similarités. L’algorithme s’arrête lorsqu’il n’y plus de couples dont la similarité
est supérieure au seuil fixé.
Quoi que la stratégie glotitonne ne soit pas toujours optimale, elle s’avère pltts avantageuse dans beau
coup de situations. Cependant, le choix d’une autre méthode, pour mémoire la méthode hongroise,
îValtchev, 1999] peut donner de résultats plus intéressants du moment qu’elle est plus adaptée à ce genre
de problème dit problème d’affectation.
4.3.6 Exemple de calcul illustratif
Afin d’avoir une idée sur le processus de calcul de similarité, nous présentons le cas de calcul de si
milarité entre les couples d’entités. Les entités sont tirées de deux ontologies représentées respectivement
par les deux OL-Graphes (voir FIG.4.5 et FIG. 4.6). Les similarités résultantes sont données sous forme
de tables : chaque ligne représente un couple d’entité et une colonne I, donne les similarités calculées à
l’itération I. Du moment que le calcul suit la même logique pour toutes les catégories, nous nous sommes
limité à expliciter le détail de calcul pour un couple de classes. La généralisation de l’approche de calcul
sur les autres couples d’entités s’effectue de la même manière.
Paramétres de calcul
Il faut préciser que pour des raisons pédagogiques, nous avons pris les considérations suivantes
I. Les dettx ontologies choisies sont de petite taille.
2. Le calcul de similarité terminologique est fait par l’API de WordNet.
3. Les valeurs des poids2 associés aux catégories d’entités sont des valeurs typiques détérminés par
l’usager (la table TAB. 4.8 des poids fournis par l’usager) ou automatiquement par des procédés
algorithmiques.
4. Le seuil d’arrêt est fixé à la valeur 0.01.
2Les valeurs des poids ont un impact sur les résultats du calcul des similarités. Dans cet exemple, aucune
considération quand au choix optimal de ces valeurs n’a été prise.
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POIDS VALEUR
CLA S SE
ckissLexicalWeight 0.50
classObjectPropertyWeight 0.25
classDatatypePropertyWeight 0.25
RELATIoN DE NATURE “OBJET”
objectRelationLexicalWeight 0.10
objectRelationDomainWeight 0.30
objectRelationRangeWeight 0. 3(]
RELATION DE NATURE “TYPE DE DONNÉE”
datatypeRelationLexicalWeight 0.4()
datatypeRelationDornainWeight 0.30
datatypeRelationRangeWeight 0.30
PRoPRIÉTÉ DE NATURE “OBJET”
objectPropertyLexicalWeight 0.20
objectPropertyClassWeight OIt)
objectPropeiÏyRelationWeight 0.25
objectPropertyCardinalityWeight 0.15
PROPRIÉTÉ DE NATURE “TYPE DE DONNÉE”
datatypePropertyLexicalWeight 0.20
datatypePropertyDatatypeWeight 0.40
datatypePropertyRelationWeight 0.25
datatypePropertyCardinalityWeight 0.15
TAB. 4.8 — Table des valeurs des poids
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CLAssE PROP. “OBJECT” PR0P. “TYPE DE DONNÉE” J
spouse naine
Human
dwelling age
Car owner [ mode!
TAB. 4.9
— Table des propriétés du couple de classes (Human, Car)
CouPLE ScMILARITÉ LEX. ITÉR. 1 ITÉR. ITÉR. 3 ITÉR._4
(Room, Car) 0.7000 0.5515 0.5515 0.5515 0.5515
(Room, Person) 0.2909 0.2122 0.2422 t).2422 0.2122
(Human, Car) 0.2500 0.3093 0.3099 0.3122 0.3122
(Human, Person) 0.70.58 0.6224 0.6381 0.6412 0.6412
(Flat, Car) 0.6352 0.5891 0.5996 t).6044 0.6044
(flat, Person) 0.2$23 0.3650 0.3794 0.3829 0.3829
TAB. 4.10
— Table des similarités calculées entre les couples de classes
Résultats de calcul
Les similarités sont calculées pour toutes les catégories d’entités à savoir les classes, les relations,
les propriétés de nature “objet” et de “type de donnée”. Nous nous sommes restreint à présenter les
similarités des couples de classes données par la table TAB. 4.10, les similarités des couples de propriétés
de nature “objet” présentées dans la table TAB. 4.12 et les similarités des couples de propriétés de nature
“type de donnée” représentées dans la table TAB. 4.11. Les similarités des autres catégories sont données
en annexe par les tables TAB. A.5. TAB. A.4 et TAB. 4.9.
A titre illustratif, nous présentons le calcul de la similarité pour le couple de classes (Human, Car)
à l’itération 2. Les deux c]asses ont les propriétés présentées dans la table TAn. 4.9.
4.3.6.1 Calcul de similarité pour le couple (Human, Car)
Le calcul de la similarité pour le couple (Human, Car), selon ta formule 4.7 et après le remplaçement
des coefficients par leurs valeurs, a donné les résultats présentés dans la table TAn. 4.8). Les catégories
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CouPLE SIMILARITÉ LEX. ITÉR. 1 ITÉR. 2 ITÉR. 3 ITÉR. 4
(age, salary) 0.2222 0.7926 0.7926 0.7926 0.7926
(age, narne) 0.285f 0.7824 0.7821 0.7824 0.7824
(age, model) 0.2500 0.772$ 0.7728 0.7728 0.7728
(name, salary) 0.2000 0.7.595 0.7595 0.7595 0.7595
(name. name) 1. 000t) 1.0000 1.0000 1.0000 1.0000
(name, mode!) 0.3817 0.8351 0.8351 0.8351 0.8351
(address, salary) t).153$ 0.7172 0.7472 0.7472 0.7472
(address, narne) t).6091 0.895$ t).$95$ 0.89.58 0.8958
(address, mode!) 0.1667 0.7778 0.7778 0.7778 0.7778
(surface, salary) 0.1538 0.7711 0.7744 t).7744 0.7744
(surface, name) 0.2000 0.7595 0.7595 C).7595 0.7.595
(surface, model) (3.3750 0.8062 t).8062 0.8062 t).$062
TAB. 4. 11 — Table des similarités des couples de propriétés de nature “type de donnée”
COUPLE SIMILARITÉ LEX. LÉR. 1 ]_ITÉR. 2 ITÉR. 3 ITÉR. 4]
(spouse, owner) 0.6250 0.6444 0.6626 0.6651 0.6651
(spouse, locomotion) 0.1250 0.3692 0.3814 0.3835 0.3835
(dwelling, owner) 0.1538 0.3823 0.3985 0.1011 0.1011
(dwelling, locomotion) 0.1111 0.4888 0.5141 0.5179 0.5179
(rooms, owner) 0.2000 0.3501 0.3693 0.3700 0.3700
(rooms, locomotion) 0.2667 0.50.52 0.5 191 0.5204 0.5204
TAB. 4.12 —Table des similarités des couples de propriétés de nature “objet”
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f SIMILARITÉ
owner
spouse 0.6444
dwelling 0.3823
TAB. 4. 13 — Table des similarités des couples de propriétés “objet” du couple (Human, Car)
intervenant dans le calcul de la similarité du couple sont les propriétés de nature “objet” et les propriétés
de nature “type de donnée”.
(4.7) 51m (PJt,inC’€r) = 0.5 x sirnLÇ Hun,tt,i . Car’)
(4.8) ± 0.25 x S,mp({ntimc. age}. {model})
(4.9) + 0.25 X Sirnp({spolLse. d’welting}. {owner})
La valeur de la similarité lexicale .simL = 0.25 des deux URIs “Human” et “Car” est calculée au
début du processus et reste invariable. Le calcul itératif s’intéresse alors au calcul des similarités pour les
deux catégories de nature “objet” et de nature “type de donnée”. La formule 4. 10 donne la formule de
calcul de similarité pour le premier type de propriété.
- MSi m ((.spouse. cWHCf). (clwetÏmg. ou’ner)(4.10) Szmp(Human . C or) =
ïntt:r(2. 1)
0.6444(4.11)
=
= 0.3222
- La similarité iISirn({spouse. du’eitinq}, {ownei}) représente la similarité des deux ensembles
de propriétés de nature “objet”. La similarité est calculée par un algorithme glouton. La table TAB. 4.13
donne le produit des deux ensembles avec les similarités correspondantes aux couples des propriétés.
Les similarités de ces couples sont issues de l’itération 1 (colonne 1 de la table TAR. 4.12).
L’algorithme retient le couple (spoiise,owner) ayant la plus grande similarité (0.6444), ensuite il
enlève la ligne et la colonne (1,1) de la matrice. Le nombre d’itérations de ce processus est en nombre
de la plus petite taille des deux ensembles. La similarité obtenue sera normalisée en la divisant sur le
rnaI(sprnise. ctweitzngj. Jowncr) qui est égale à 2.
- La similarité Simp({name. age}, {modet}) représente la similarité des deux ensembles de pro
priété de nature “type de donnée” du couple (Human, Car). Le calcul est similaire à celui des propriétés
de nature “objet”. Le calcul est explicité par la formule 4.1 2.
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MSirn((riame,modet). (age. model))(4.12) Smp({narne. age}. {rnodet}) =
ma.r(2. 1)
(4.13) = 0.1175
En remplaçant les termes des deux équations 4.10 et 4.12 dans la formule 4.7, on obtient la formule
4.14. La similarité obtenue est égale à celle calculée par l’algorithme (voir table TÀB.4. 10).
(4.14) Sirn(Huimnc(,r) = 0.5 X 0.2500 + 025 x 0.1175 + 0.25 x 0.3222
(4.15) = 0.3099
Appariement final produit
L’alignement produit de l’exemple 4.3.6 est donnée sous forme d’un fichier XML. Des détails sur les
spécifications de ce format sont données en annexe.
<?xrnl version’1.O’ encoding’utt—8’ standalone=’no’?> <rdf:RDF
xm1ns’http://know1edgeweb.semantjcweb.org/heterogeneity/a1jgnment’
xmntns:rdf’ http: //www.w3.org/1999/02/22—rdf--syntax—ns#’
xmins:xsd’http://www.w3.org/2QOh/XMLSchema#’>
<Aiionmet>
<xml>ves</xrnl>
<level>O</ level>
<type></type>
<uri1>fi1e:/C:/Docurnents2Oandi2OSettings/ontaTest/mv—onto—1.ow1K/uri1>
<uri2-fiie:/C:/Documentsi2Oanî2QSettinqs/on:oIest/my—ontzo—2.ow1</uri2>
<map>
<Celi>
<entityl rdf:resource’fiie:/C:/Documents%2Oand%2OSettings/ontoTest/my—onto--1.ow1#F1at’/>
<entity2 rdf:resource’fi1e:/C:/Documents%2Oand%2OSettings/ontoTest/my—onto—2.ow1#Person’/>
<measure rdf:datatype’http://www.w3.org/2OO1/XMLSchema#f1oat’>O.8333333333333334</measure>
<ru lut ion></re1at ion>
</Cell>
</map>
<map>
<Ceil>
<entityl rdf:resource’fi1e:/C:/Documents%2Oandi-2OSertings/ontoTest/my—onto-l.ow1address’/>
<entity2 rdt:resource=’ti1e:/C:/Docurnents%2Oand%2OSettings/ontoTest!rny—onto—2.ow1name’/>
<measure rdf:datatype’http://www.w3.org/2OO1/XMLSchema#float’>O.B831168831l68831</rneasure>
<relut ion>=</relat ion>
</Cell>
</map>
<map>
<Celi>
<entityl rdf:resource’fi1e:/C:/Documents%2Ound%2OSettings/ontoIest/my-onto--l.owl#age’/>
<entity2 rdt:resource’tile:/C:/Documents%2Oand2OSettinas/ontoIest/my—onto—2.owl*sa1ary’/>
<measure rdf:datatype=’htrp://www.w3.org/2OOl/XMLSchema4float’>O.87O37O37O37O37O3</rneasure>
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<re1ation></re1ation>
</Cell>
</map>
<map>
<Celi>
<entityl rdf:rescurce=’fi1e:/C:/Docurnents%2Oand2OSettings/ontoTest/myonto—iow1#dwe11in9’/>
<entity2 rdf:resource=’fi1e:/C:/Docurnents2Oand’2OSett1ngs/ontoTest/my—onto-2.ow1#1ocomotion’/>
<measure rdt:datatype’http://www.w3.org/2OO1/Xt1LScherna#f1oat’>O.9111111111111111</measure>
<retation></re1ation>
</Cell>
</map>
<map>
<Celi>
<entityl rdf:resource’fi1e:/C:/Documents%2Oand%2OSettings/ontoTest/my—onto—1.ow1#spouse’/>
<entity2 rdf:resource’ti1e:!C:/Docurnents%2Oand%2OSettings/ontoTest/rny—onto—2.ow1#1ocomotion’/>
<measure rdf:datatype’httzp://www.w3.org/2OO1/XMLSchema#t1oat’>O9125</rneasure>
<re1aton></re1ation>
</Cell>
</rnap>
<rnap>
<Ccl 1>
<entityl rdf:resource’fi1e:/C:/Dccuments%2Oand2OSettings/onroTest/tny—onta—1.ow1#Poom’/>
<entity2 rdf:resource=’fi1e:/C:/Documents%2Oand%2OSettings/ontoTest/my—onto—2.owl#Person’/>
<rileasure rdf:datatype’http://www.w3.org/2OO1!XMLSchema#float’>O.8666666666666667</measure>
<relation></relation>
</Cell>
</map>
<map>
<Celi>
<entityl rdf:resource’tile:/C:/Documents%2Oandl2OSettngs/ontoTest/m’s-—onto--1.ow1Human’/>
<entity2 rdf:resource=’file:/C:/Documents%2Oandt2Osettings/sntoTest/mv—onto—2ow1#Perscn’/>
<measure rdf:datatype’htrp://www.w3.org/2OO1/Xt-1Schemaef1oat’>O.8636363636363636</rneasure>
<relation></re1ation>
</Cell>
</map>
<map>
<Ccli>
<entityl rdf:resource=’fiie:/C:/Documents%2Oandï2ûSettings/ontolest/my—onto—1.owl#rooms’/>
<entity2 rdf:resource’fiie:/C:/Documents%2Oand%2OSettings/ontoTest/my-onto-2.cwl#1ocomotion’/>
<measure rdf:datatype=’http://www.w3.org/2001/XMLschema#fioat’>O.9266666666666666</measure>
<relation>=</relation>
</Ceii>
</rnap>
<cap>
<Ceil>
<entityl rdf:resource=’fiie:/C:/Docurnenrs%2Oand%2OSertinos/ontoTest/rnv—onto—1.owi#surface’/>
<entity2 rdf:source’fiie:/C:/Docurnents%2Oandi2OSettings/ontoTese/rny—onto—2.owi#name’/>
<measure rdf:datatype’http:!/www.w3.org/2OOl/XMLSchema#fioat’>O.83l1t8831l6883l</measur-e>
<reiation></re1ation>
</Ceii>
</map>
<cap>
<Celi>
<entityl rdt:resource’fiie:/C:/Documents%2Oandl2OSettings/ontoTest/my—onto-l.owi#name’/>
<entityl rdf:resource’file:/C:/Documentsi2Oandl2OSettings/ontoiest/mv—onto-2.ow1#name’/>
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<measure rdf:datatype’http://www.w3.org/2oo1/xMLschema#f1oat’>1.o</measure>
<re1ation></re1at ion>
</Cell>
</map>
</Alignment> </rdf:RDF>
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4.4 Conclusion
Dans le précédent chapitre, nous avons présenté les fondements de l’approche d’alignement d’ontolo
gies OWL-Lite. En effet, nous avons illustré le processus de construction d’OL-Graph ; une représentation
qui reflète les entités et les relations d’une ontologie OWL-Lite. Ensuite, notis avons présenté le modèle
de calcul de similarité entre les entités. Ainsi, nous avons expliqué les niveaux de calcul de similarité,
et la dérivation du système d’équations dont la résolution permet de résoudre le problème de circularité
des couples interdépendants. finalement, nous avons élucidé la stratégie d’appariement adoptée et les
moyens pour améliorer les résultats obtenus.
En somme, le modèle de similarité a fait preuve d’extensibilité. En effet, le modèle étant basé sur la struc
ture d’OL-Graph peut être enrichi davantage. Il peut peut être étendu facilement pour inclure d’autres
éléments de description d’entités. Le calcul de similarité par catégorie d’entités ajoute de la lisibilité au
modèle et surtout la possibilité d’automatisation de l’opération d’alignement par la dérivation du système
d’équations dont la résolution surmonte efficacement le problème de la circularité.
Dans le chapitre suivant, nous présentons les résultats des tests conduits pour valider la méthode et ana
lyser la qualité des alignements produits. Ainsi, une base de tests fournis lors de la préparation de la
compétition EON, met à l’épreuve notre approche et révèle les aspects qu’il faudrait ajuster pour aboutir
à des résultats meilleurs.
Chapitre 5
Réalisation et expérimentation
Ce chapitre est organisé en deux parties. Dans la première partie. nous abordons les
spécifications liées à l’implémentation de la strucitire d’OL-Graph et le modè]e de calcul
de similarité. Ainsi, nous présentons l’environnement de réalisation, les outils et les APIs
utilisées. Afin de montrer nos réalisations, nous présentons les fonctionalités du système
OLA sous forme d’un scénario d’exécution. Dans la deuxième partie, nous explicitions les
tests conduits dans le cadre de notre participation à la compétition EON sur l’alignement
d’ontologies [EON, 2004]. Finalement, nous commentons l’analyse des résultats obtenus
et nous suggérons certaines améliorations à apporter.
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5.1 Environnement de réalisation
L’environnement de développement est constitué d’outils suivants:
Le langage de développement JAVA,
— L’ environne ment de développement Ectipse,
— L’outil de vérification et d’édition de fichiers XML XMLSpv
5.2 Réalisation d’OL-Graph
Pour implémenter l’OL-Graph, nous avons opté pour une modélisation de graphe par arcs acjacents.
En effet, chaque noeud du graphe représente une entité de l’ontologie (classe, propriété, relation ..etc).
Chaque noeud lui est associé les listes d’arcs adjacents rangées par catégorie.
L’implémentation de classes d’OL-Graph est très déclarative. Ainsi, chaque artefact (noeud ou arc) a été
implémenté par une classe JAVA portant le même nom de l’artéfact sur l’OL-Graph concaténé au terme
“Node” ou “Edge” pour désigner un noeud ou tin arc respectivement. A titre d’exemple une entité de type
classe dans le langage OWL-Lite est implémentée par une classe JAVA ayant le nom CtassNocte. Une
relation de spécialisation entre deux classes est implémentée par une classe JAVA nomée ClassSpeciati
sationEdge. Limplémentation cfOL-Graph est présentée en détail dans l’annexe.
5.3 Implémentation de l’algorithme d’alignement
L’algorithme d’alignement procède en quatre étapes
1. Paramètrage,
2. Chargement des deux ontologies à aligner et construction d’OL-Graphs,
3. Calcul de similarités entre les couples d’entités,
4. Génération de l’alignement suivant le schéma spécifié.
5.3.1 Paramètrage
L’initialisation de paramètres consiste à spécifier les valeurs d’entrée de l’algorithme de calcu] de la
similarité. L’initialisation comprend
— la spécification de différents poids associés à chaque catégorie d’entité,
— la spécification du seuil d’arrêt,
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— la spécification du type d’algorithme pour le calcul de similarité terminologique! lexicale,
— la spécification du schéma d’alignement à produire.
5.3.1.1 Initialisation des poids associés aux entités
L’initialisation des poids permet de spécifier pour chaque catégorie d’entité les poids des autres
entités contribuant à sa similarité. A titre d’exemple il faut spécifier combien une propriété de nature
“type de donnée” contribuera dans le calcul de similarité d’un couple de classes. La table TAB. 5.1
donne les noms de paramètres et leurs designations. Les poids sont toujours normalisés. Autrement dit,
leur somme devrait être égale à 1. Dans la version API du système OLA lEuzenat et al., 2004bJ les
paramètres sont lus à partir d’un fichier XML.
5.3.1.2 Choix du seuil d’arrêt
Le seuil d’arrêt représente une valeur réelle E comprise entre [0. 11. Cette valeur devrait être si petite
pour que ]es résultats finatix de l’alignement soient satisfaisants. Elle représente la difTérence de similarité
calculée à l’étape n et l’étape n 1 du processus de calcul de similarité pour n’importe quel couple
d’entités. Concrètement, le processus de calcul de similarité continue tant que pour au moins un couple
d’entités, la similarité gagnée de l’étape précédente est supérieure au seuil E. Il est clair que plus la valeur
r est petite, plus les valeurs finales de similarité calculées seront maximisées.
5.3.1.3 Choix de l’algorithme de calcul de similarité lexicale
L’approche d’alignement implémentée fournit la possibilité de choisir entre plusieurs algorithmes de
calcul de similarité, celui à utiliser pour calculer la similarité de base (lexicale ou terminologique) entre
les noms d’entités. Dans un premier temps, l’utilisateur peut choisir entre deux algorithmes
— l’algorithme de calcul de similarité terminologique basée sur le WordNet. Ce dernier calcule la
similarité terminologique en faisant recours à une utilisation du dictionnaire anglais.
— l’algorithme de calcul de similarité lexicale à base de ]a mesure de SubStringDisîance.
La liste des algorithmes est extensible. En effet, les noms d’algorithmes sont spécifiés dans un fichier
XML nommé paraineters.xml extensible pour supporter d’autres méthodes.
5.3.1.4 Spécification du schéma d’alignement
La spécification du schéma d’alignement à produire consiste à choisir le type d’appariement entre
les entités alignées. Du moment que l’alignement revient à choisir pour chaque entité la plus proche à
une autre, notre approche prévoit un a]ignement du premier type.
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NoM DU PARAMÈTRE DEsIGNATI0N
classObjectWeight poids d’objet dans une classe
classSuperClassWeight poids d’une super classe dans une classe
poids de propriété de nature “type de donnée” dans
classDatatypePropertyWeiglit
une classe
classObjectPropertyWeight poids de propriété de nature “object” dans une classe
poids de la classe dans d’une propriété de nature
objectPropertyClassWeight
“objet”
objectPropertyObjectWeight poids de l’objet dans une propriété de nature “objet”
. poids du “type de donnée” dans une propriété dedatatypePropertyDatatypeWeight
même nature
poids d’une valeur de donnée dans une propriété de
datatypePropertyDataValueWeight
nature “type de donnée”
. poids d’une instance de propriété de nature “objet”
objectObjectPropertylnstanceWeight
dans un objet
poids d’une instance de propriété de nature “type de
objectDatatypePropertylnstanceWeight
donnée” dans un objet
poids de l’objet dans une instance de propriété de
objectPropertylnstanceObjectWeight
nature “objet”
poids de la valeur de donnée dans une instance dedatatypePropertylnstanceDataValueWeight
propriété de nature “type de donnée”
TAB. 5.1 — Table des poids associés aux catégories d’entités
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5.3.2 Chargement d’ontologies
Le chargement d’ontologies à aligner se fait une par une. Chaque ontologie, spécifiée par son URI,
(URI pourrait pointer sur une ontologie publiée sous le Web ou un fichier local) sera parsée et transformée
en un OL-Graph.
5.3.3 Calcul de la similarité
Le calcul de similarité s’effectue après la formulation du modèle de similarité sous forme d’un
système d’équations quasi-linéaire. La première étape consiste à calculer la similarité lexicale ou te
minologique entre tes URIs d’entités ou tout autre élément de l’entité, et une deuxième étape se fait
sous forme d’un processus itératif visant à résoudre le système d’équations. A la fin du processus, les
similarités calculés représentent les similarités maximales atteintes.
5.3.3.1 Calcul de similarité terminologique/lexicale
Le calcul est effectué utilisant le nom de l’algorithme spécifié par l’utilisateur lors de l’étape de pa
ramètrage. Le calcul consiste à calculer la similarité terminologique ou lexicale entre les littérales des
entités par catégorie «entités d’OL-Graph (type de données, propriétés, objets...). Les va]eurs de la si
milarité terminologique seront rangées clans des matrices par catégorie d’entité de taille I. L1, où M
est la taille de la liste d’entités de la catégorie en question de la première ontologie et L est la taille de
la liste d’entités de la deuxième ontologie de même catégorie. Le calcul de similarité lexicale se fait par
les deux méthodes Lei’eistei,i et SubString. Le caictil de la similarité terminologique se fait à l’aide de la
librairie JWNL.
Du fait que les noms d’entités dans les ontologies pourraient avoir de nomenclatures différentes incluant
des abréviations, de noms concaténés..etc, il fallait utiliser les interfaces de la librairie JWNL combinées
à d’autres techniques d’analyse lexicale pour rapprocher plus précisément te calcul de la similarité ter
minologique des URIs d’entités.
5.3.3.2 Processus itératif de calcul de similarité
Le calcul de la similarité se fait par la résolution du système d’équations. Les variables des équations
sont remplacées par les couples d’entités à aligner. Ainsi, pour chaque catégorie d’entité, il y a trois
matrices de taille [L. AI].
— une première contenant les similarités terminologiques calculées à l’étape O,
— une deuxième matrice contenant les similarités calculées à l’itération i
— 1,
— une troisième matrice contenant les similarités calculées à l’étape courante i,
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Les trois matrices sont de taille [L. Ai] ou L le nombre d’entités de la première ontologie et Ai le
nombre d’entités du même catégorie de la deuxième ontologie. A chaque itération, le calcul de similarité
se fait pour tous les couples par catégorie d’entité.
Pour résoudre le problème de dépendances de similarité d’un couple aux autres couples, les valeurs
de similarité de ces derniers, calculées à l’étape précédente, seront injectées dans le calcul de l’étape
courante.
5.3.4 Production du schéma d’alignement
Il s’agit dans cette étape de produire un appariement entre les entités à base de valeurs de similarité
calculées. La production d’appariement peut être effectuée manuellement par un expert qui juge de la
pertinence des couples d’entités alignées. L’opération au fond consiste à choisir le couple d’entité ayant
la plus grande valeur de similarité. Cependant, ce processus est laborieux.
Pour aider à l’automaticité de l’opération, nous avons opté pour un appariement automatique. Dans un
premier lieu, l’algorithme d’appariement implémenté procède par une stratégie gloutonne. Ainsi, pour le
choix d’entités à apparier l’algorithme retient parmi les couples alignés ceux ayant la plus grande valeur
de similarité. Les entités ainsi choisies sont ôtées de la liste.
La stratégie gloutonne a affiché de bons résultats, toutefois d’autres techniques à base de la programma
tion dynamique ou de techniques de coloration de graphe s’avèrent plus efficaces.
5.4 Présentation d’OEA
OLA [Euzenat et al., 2004bj (Ontology Light Alignrnent) est la concrétisation de travaux sur ]a vi
sualisation et l’alignement d’ontologie OWL-Lite effectués en collaboration avec l’équipe INRIA. OLA
est un outil d’alignement des ontologies OWL open source ouvert. Les modules d’OLA sont organisés
comme suit
I. Le module de parsing des ontologies OWL-Lite,
2. Le module de visualisation des ontologies OWL-Lite,
3. Le module d’alignement des ontologies OWL-Lite,
4. Le module de production manuelle d’alignements,
5. Le module de visualisation d’alignements,
6. Le module de comparaison d’alignements.
5.4. PRÉSENTATION D’OLA 89
5.4.1 Librairie OWL-API
L’OWL-API [Bechhofer et al., 2003] est une première version de bibliothèque développée par le Web
ontologv Working Group offrant un ensemble d’interfaces pour le parsing, l’accès et la manipulation des
ontologies OWL. L’objectif visé par le développement de cette API est de permettre l’échange d’ontolo
gies entre les applications à travers le Web en exemptant l’utilisateur des détails liés à la sémantique, la
syntaxe du langage OWL et la sérialisation d’objets. L’utilisation de cette API permet le parsing d’onto
logies et l’extraction de différentes entités et relations contenues dans une ontologie OWL-Lite.
5.4.2 Librairie JWNL de WordNet
JWNL (Java WordNet Librairy) [Miller, 1995] est une API qui donne accès à un ensemble de fonc
tionalités de recherche dans les dictionnaires en anglais, de calcul de similarité entre les noms, et de
comparaison morphologique de noms. La JWNL implémente les résultats de nombreux travaux de re
cherche conduits par le laboratoire des sciences cognitives de l’université Princeton. Les travaux ont
donné naissance au projet WordNet. L’utilisation de la librairie, dans sa version 1.3, nous a servi pour
calculer la similarité terminologique entre les noms d’entités. En effet, la librairie permet entre autre
de renvoyer les listes de synonymes et hyponymes communs entre deux noms. Ces listes peuvent être
exploitées pour calculer des mesures de similarité terminologique plus précises.
5.4.3 Outils d’édition et de validation d’XML
Les outils d’édition et de validation de fichiers XML sont nombreux. Deux outils ont été utilisés
— XML-Spy : un plug-in intégré à Eclipse. Il permet la visualisation d’ontologies OWL sous forme
d’une arborescence de balises XML.
— Amavti: un outil élaboré par W3C incluant une application collaborative pour l’édition, la valida
tion et l’annotation des fichiers sous format XML et RDF.
Vu que les ontologies sont reconnues comme des fichiers XML, ces outils nous ont permet d’éditer
et de produire des ontologies de tests pour des validations plus tapides.
5.4.4 Outils de visualisation d’ontologies
La visualisation d’ontologies est un moyen efficace pour effectuer des validations et des éditions
d’ontologies. Toutefois, peu d’outils offrent la convivialité et la gestion du layout nécessaires pour de
grand-ontologies. Pour combler notre besoin, nous avons fait usage de deux outils.
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— ViSon : un outil de visualisation développé par l’équipe interne de l’université de Montréal1.
— Protégé 2000 via le plug-in ontoViz intégré. Le plug-in permet la visualisation d’ontologies
OWL suivant le modèle des Frames.
Il faut signaler que ViSon est plus adapté à nos besoins du fait qu’il permet uHe visualisation d’onto
logies suivant le modèle OL-Graph. ViSon a été intégré à l’outil OLA dans la perspective d’élaborer un
environnement d’édition visuel complet.
5.4.5 Visualisation d’OL-Graph par VisOn
Le module fournis une interface graphique FIG. 5.1 de visualisation d’ontologies suivant les artéfacts
d’OL-Graph. Ainsi, il constitue un moyen efficace de validation de parsing d’ontologies OWL-Lite. Le
modtile dans sa première version, constitue le noyau pour la conception d’un outil d’édition et de mani
pulation d’ontologies OWL-Lite. ViSon prend en entrée une ontologie OWL-Lite dont l’URI est spécifié
par l’utilisateur. L’ontologie est ensuite parsée et transformée sous forme d’OL-Graph. L’interface per
met un accès par nom d’objet à partir de la liste d’entités d’OL-Graph.
En outre, ViSon permet aussi une visualisation juxtaposée de deux ontologies lors d’une préparation pour
le lancement «une opération d’alignement. Ainsi, l’utilisateur pourrait charger et visualiser les deux on
tologies en question (voir la figure FIG. 5.2).
Les améliorations à apporter sur l’outil concernent
— la gestion de layout pour une visualisation plus efficace d’ontologies,
— l’accès aux objets graphiques,
— l’édition d’ontologies via des opérations d’ajout, de suppression et de modification d’objets gra
phiques.
5.4.6 Calcul de similarité : alignement
Le module d’alignement est une implémentation de notre approche d’alignement. Le module fournit
les interfaces pour paramétrer le processus d’alignement, la spécification du type d’algorithme à exécuter,
visualisation de l’alignement produit et la production d’un pré-alignement manuelle.
‘L’outil u été développé dans le cadre d’un stage de fin d’étude.
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5.4.6.1 Spécification des poids et du seuil
Le choix de paramètres2 se fait via l’interface FIG. 5.3. Les valeurs par défaut sont chargés à partir
«un fichier XML (voir l’annexe) ou spécifiés par l’utilisateur.
5.4.6.2 Spécification de la fonction de similarité lexicale
L’interface FIG. 5.4 permet de spécifier le type d’algorithme de calcul de similarité lexicale. La liste
des fonctions est extensible : l’utilisateur à la possibilité d’implémenter d’autres algorithmes de calcul
de similarité à base d’autres méthodes.
Deux méthodes de calcul de similarités respectivement terminologique et lexicale sont implémentées:
— la similarité terminologique utilisant la bibliothèque de Woi-dNWer.
— la similarité lexicale utilisant l’algorithme SubStting.
5.4.6.3 Spécification du type d’algorithme
0M est une plate-forme ouverte qui peut intégrer plusieurs algorithmes d’alignement. L’interface
FIG. 5.5 de spécification du type d’algorithme permet de choisir parmi la liste des algorithmes dispo
nibles, celui à exécuter pour obtenir l’alignement. Dans notre cas, deux algorithmes sont implémentés
utilisant le même modèle de calcul de similarité
— le premier produit un alignement automatique à base de deux OL-Graphs.
— le deuxième, -une extension du premier- en plus des deux graphes, prend un alignement produit en
avance. Les similarités des couples de cet alignement seront injectées lors du calcul de similarités
des couples restants. Ainsi, cet algorithme permet de produire un alignement automatique, en se
servant d’un autre alignement manuel -souvent partiel-, dont les valeurs des similarités des couples
d’entités sont speciflées par l’utilisateur.
5.4.6.4 Spécification du schéma d’alignement
L’interface de spécification du schéma d’alignement FIG. 5.6 permet de déterminer le schéma d’ali
gnement à produire. Les schémas d’alignement proposés sont (Ï. 1), (1. ri), (n. n).
2Dans une version amélioré d’OLA, les poids par défauts représentent la combinaison optimale qui donne le
meilleur alignement. La spécification de ces poids serait le résultat des tests utilisant les techniques apprentissage
machine.
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FIG. 5.7 — Interface d’affichage du résultat d’alignement
5.4.6.5 Affichage des résultats d’alignement
Suite à une opération d’alignement, le réstiltat est affiché sous ftrme d’une grille FIG. 5.7 dont les
deux colonnes donnent les deux entités alignées et la troisième colonne la valeur de la similarité calculée
par l’algorithme. Les couples d’entités alignés sont organisées en trois catégories
I. les couples de classes,
2. les couples de relations objet et “type de donnée”,
3. les instances.
5.4.6.6 Enregistrement d’alignement
L’alignement produit par l’algorithme est visualisé sous un format XML 5.8 (le format de ce fichier
avec un exemple sont donnés en annexe) et peut être enregistré localement.
5.4.7 Production manuelle d’alignement
L’interface de production d’alignement FIG. 5.9 permet de produire des alignements manuellement.
L’interface fournit les entités des ontologies parsées et chargées à l’avance. L’expert peut spécifier pour
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FIG. 5.9 — Interface de production d’alignement
des couples d’entités des valeurs de similarité selon le degré de ressemblance.
A la fin de l’opération, un alignement peut être produit et enregistré. Il pourrait servir comme un pré-
alignement pour des opérations d’alignement ultérieures.
5.4.8 Comparaison d’alignements
OLA offre une interface FIG. 5.10 pour évaluer et comparer automatiquement deux alignements.
L’interface permet de charger deux alignements sous forme d’un fichier XML et produit le résultat de la
comparaison sous forme aussi d’un fichier XML3.
5.5 Expérimentation et analyse des résultats
Tester les méthodes d’alignement constitue une étape difficile même délicate. Les travaux de re
cherche réalisés dans ce cadre sont encore dans un état embryonnaire. En effet, tester la pertinence
d’un alignement n’est que l’opération de vérifier que telle entité est bel bien alignée avec celle la plus
3Les formats des deux fichiers sont décrits sur [Valtchev et al., 20041.
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sémantiquement proche. Cette opération relève purement du domaine du spécialiste. Par conséquent,
pour aider à l’automaticité de l’opération, il va falloir mettre à la disposition de développeurs des bench
marks (cas d’ontologies test) qui permettent de tester la validité et l’efficacité de leurs méthodes. Pour
pousser les travaux dans ce sens, une première initiative était l’organisation de la compétition sur l’ali
gnement d’ontologies organisée par EON [EON, 2004].
Notre participation à cette competition nous a oftèrt l’occasion de valider notre approche et d’évaluer ces
performances.
5.5.1 Tests préliminaires
Les tests préliminaires portent sur la vérification des résultats du parsing et la construction dOL
Graph ainsi que la convergence de l’algorithme d’alignement. En effet, pour vérifier le parsing, nous
avons adopté une stratégie incrémentale : En commençant par le parsing de petites ontologies, ayant un
nombre petit d’entités et une description simple, à celles p]us complexes. A chaque test, nous augmen
tons le nombre et la complexité des entités de l’ontologie et nous nous assurons des résultats obtenus.
Afin d’accélérer ce processus, nous avons utilisé le module de visualisation des ontologies ViSon et l’ou
til XMLSpy.
L’éventualité d’avoir de la récursivité lors le calcul de similarité émane de la définition circulaire de cer
taines entités. Cette récursivité a été conquise par la dérivation des formules d’agrégation des similarités
sous forme d’un système d’équations quasi-linéaires. Il faudrait cependant, vérifier la convergence du
processus itératif qui en découle. Pour se faire, nous avons assujetti l’algorithme à des cas d’ontologies
dont le nombre d’entités ayant une circularité très élevée.
5.5.2 Contexte général
Dans le cadre de notre participation à la compétition d’alignement organisée par l’EON, nous avons
eu l’opportunité de tester la validité de résultats produits par notre approche d’alignement. La participa
tion consiste à produire des alignements entre une ontologie OWL-Lite de base et un ensemble d’onto
logies de tests décrits dans la table TAB.5.2. Le but par chaque cas de test est d’observer la performance
de l’approche d’alignement face à une altération de l’ontologie.
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5.5.2.1 Base de tests
La compétition EON a mis à la disposition de participants une base de tests (table FIG. 5.2). L’on
tologie de base est constituée par des références bibliographiques. L’ontologie représente une version
limitée en nombre de classes et en propriétés comparativement avec une ontologie réelle. Pour étudier
et analyser le comportement de leurs méthodes d’alignement, chaque cas de test met en exergue une ca
ractéristique (un défis) de la deuxième ontologie à aligner avec l’ontologie de base. Le but par cette base
de tests est de toucher à tous les aspects d’une ontologie OWL-Lite qui pourraient avoir un impact sur
l’alignement produit en l’occurrence, la strcicture de l’ontologie, l’élément linguistique, la nomenclature
de nommage d’entités, etc.
5.5.3 Choix de poids
Le choix des poids associés aux catégories d’entités a un impact direct sur les résultats d’aligne
ment. Dans un premier, vu que le choix de la combinaison optimale des poids nécessite l’utilisation des
techniques adaptées, le choix de poids pour les tests de compétition s’est basé sur des considérations
simples
— Attribuer des poids égaux pour tous les facteurs d’une catégorie d’entité. Par exemple donner une
valeur de t).2 pour tout facteur associé à la catégorie de type “classe”,
Attribuer un poids égale à 1 à un facteur et annuler les autres,
— Attribuer un poids propondérant (supérieur à 0.5) à la similarité lexicale.
5.6 Analyse des résultats
Afin d’évaluer la qualité d’alignements obtenus, trois critères sont retenus [EON, 20041. Le but par
la définition de ces critères est d’aider à l’évaluation des alignements et l’automatisation du processus de
comparaison des alignement produits.
5.6.1 Critères d’évaluation
Ces critères sont compris dans [0. 1] et sont définis comme suit
— faitont
IVFo1nd “/C’orrect(5.1) fatiout =
4http :/fco4.inrialpes.fr/align/Contestl
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N. TEST CARACTÉRISTIQUE DE L’ONTOLOGIE
101 même ontologie de base
102 le domaine d’intérêt est tout à fait différent de celui de l’ontologie de base.
103
les contraintes indisponibles sont remplacées par celles tes plus générales dispo
nibles.
104 les contraintes non disponibles ont été supprimées.
2t)1 les libellés des entités sont remplacés par des libellés arbitraires.
les libellés sont remplacés par d’autres aléatoires. Les commentaires (rdfs :comment
202
et dc :description) ont été supprimés.
des conventions d’appellation différentes (Uppercasing, soulignage, tiret, etc...) sont
employées. Les commentaires ont été supprimés.
2t)5 les libellés sont remplacés par des synonymes. Les commentaires ont été supprimés.
206 complétée est traduite à une autre langue que l’anglais (français dans le cas courant).
221 les assertions de sous-classe liées aux classes nommées sont supprimées.
222 la hiérarchie des classes est maintenue mais elle a été strictement réduite.
223 de nombreuses classes intermédiaires sont ajoutées à la hiérarchie.
221 les individus sont supprimés.
225 les restrictions locales exprimées par des propriétés ont été supprimées.
226 les types de données sont transformés de type “string”.
22$ les propriétés et les relations entre les objets ont été complètement supprimées.
3O
quelques composants de classes sont étendus dans la structure de classe (date en
année/mois/jours).
301 l’ontologie est réelle, plus simple et semblable à l’ontologie initiale de BibTeX5.
302 l’ontologie est très semblable au précédente6.
303 l’ontologie est réelle7
l’ontologie est réelle8. Sa hierarchie contient des classes qui sont des sous-classes
301
de plusieurs autres classes. (fr.inrialpes.exmo.rdf.bib.owl)
TAB. 5.2
— Table des ontologies de test base de tests
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— recali
“Correct(5.2) recati =
1v Erpectd
— precision
JVC’orrect(5.3) piecis ion =
f’OJfl(1
ou le
— ‘found t le nombre d’entités alignées par l’algorithme d’alignement,
— Norrct : le nombre d’entités correctement alignées.
—
AE.rpcclcd le nombre d’entités alignées attendues (le nombre de couples alignées dans l’aligne
ment de base).
5.6.2 Analyse et observations
Pour chaque test, l’alignement produit est comparé à celui de base d’où les résultats pour les pa
ramètres dûment mentionnés sont calculés. Les résultats de notre approche sont résumés dans le graphe
de niveaux FIG. 5.11 et la table TAB. 5.3. Dans cette section nous commentons les résultats de notre
approche suivant les remarques tirées lors de la phase des tests. La table TAB. 5.4 donne en parallel les
résultat des autres participants. Ainsi, nous mettons en lumière certains résultats.
A partir des données présentées dans la table TAB. 5.4 nous pouvons tirer les conclusions suivantes
I. L’algorithme affiche de bons résultats lorsque les strcicttires d’ontologies alignées sont semblables
ou identiques (le cas d’ontologies YOX et 22X). La précision d’alignement obtenue par notre
algorithme est supérieure à 0.9. En effet, le calcul de la similarité repose considérablement sur les
structures d’entités alignées. Ainsi, les entités ayant la même structure sont correctement alignées.
2. Les résultats de tests où la précision est faible, se justifient par le fttit que notre algorithme
aligne toutes les entités (instances, classes anonymes,...). Ceci fait que le nombre NJ.OUfl() est
élevé (exemple d’ontologies ayant un nombre d’instances élevé) et donc a tin effet inverse sur la
pi.écision.
3. une partie des résultats mitigés s’explique par le fait que le calcul de similarité se limite aux entités
de même catégorie. Ainsi, et suivant la manière de fonctionnement de l’algorithme, ceci affecte
négativement l’alignement sur deux plans
— Certains couples d’entités sont exclus du processus de l’alignement. Par conséquent, le facteur
N_Correct (nombre de de couples correctement aligné) est faible induisant des valeurs basses
pour la precision et le faitout
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N. TEST ASPECT SIM. LEXI./TERM.j PRECIsI0N RECALI f FALL0UT
101 Id SD 0.97 0.59 0.t)3
102 Itielevant SD 1.0 N/A 0.0
103 Language Généralisation SD 0.901 0.550 0.099
104 Language Restriction SD 0.912 0.557 0.088
201 No Names SD 0.714 0.136 0.286
202 No Narnes, No Comments SD 0.626 0.383 0.371
204 Naming Conventions SD 0.901 0.550 0.099
205 Synonyms WN 0.802 0.490 0.19$
206 Foreign Narnes WN 0.761 0.4.50 0.239
221 NoHierarchy WN 1.0 0.611 0.0
222 Flattened Hierarchy WN 0.901 0.550 t).099
223 Expanded Hierarchy WN t).967 t).590 t).033
221 No Instances WN 1.0 0.968 0.0
225 No Restrictions WN 0.967 059f) 0.033
228 No Propeilies SD 1.01 0.375 t).000
230 Flattening Entities WN 0.920 0.463 0.08
301 BibTeX/MIT WN 0.607 t).493 0.393
302 BibTeX/UMBC WN 0.500 0.226 0.500
303 Karlsruhe WN 0.500 0.311 0.500
304 1NRIA WN 0.618 0.439 0.382
TAB. 5.3
— Table des résultats des tests
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KA RLSRUHE2 M0NTREAL Fujiis U S TANFO RD
TEST PREC. REC. PREc. REc. PREC. REc. PREC. REC.
101 NIA NIA 0.59 0.97 0.99 1.00 0.99 1.00
102 N/A NIA 0.00 N/A N/A NIA N/A N/A
103 N/A NIA 0.55 0.90 0.99 1.00 0.99 1.00
101 N/A N/A 0.56 0.91 0.99 1.00 0.99 1.00
201 t).43 t).51 0.44 0.71 0.98 0.92 1.00 0.11
202 N/A N/A t).3$ 0.63 0.95 0.42 1.00 0.11
204 0.62 1.00 0.55 t).90 0.95 0.91 0.99 1.00
205 0.47 0.60 0.49 t].$0 0.79 0.63 0.95 0.43
206 0.48 0.60 0.16 0.75 0.85 0.64 1.00 0.46
221 N/A NIA 0.61 1.0t) 0.9$ 0.88 0.99 1.00
222 N/A N/A 0.55 0.9t) 0.99 0.92 0.9$ 0.95
223 0.59 0.96 t).59 0.97 t).95 0.87 0.95 0.96
224 0.97 0.97 t).97 1.00 0.99 1.00 0.99 1.00
225 N/A N/A 0.59 0.97 t).99 1.00 t).99 1.00
22$ N/A N/A 0.38 1.00 0.91 0.97 1.00 1.00
230 0.60 0.95 0.46 0.92 0.97 0.95 0.99 0.93
301 0.85 0.36 0.19 t).61 0.89 0.66 0.93 (1.44
302 1.00 0.23 0.23 0.50 0.39 0.60 0.91 0.6.5
303 0.85 0.73 0.31 0.50 0.51 0.50 0.85 0.81
304 0.91 0.92 0.41 t).62 0.85 0.92 0.97 0.97
TAB. 5.4 — Table des résultats de partipants à la compétition EON
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— Les couples exclus pourraient contribuer dans l’augmentation de la similarité des couples ascen
dants et par conséquent augmenter le nombre de couples lors de la production de l’alignement.
Pour commenter les résultats de la compétition, donnés dans la table TAB. 5.4, nous nous contetons
des obsérvations suivantes9
La comparaison des résultats des participants s’est effectuée à base des deux mesures t Recaïl et
precision qui sont faciles à comprendre mais par contre, sont inversement liées. En effet, l’aug
mentation de l’une résulte en une baisse de l’autre. Par conséquent, un algorithme peut avoir les
mêmes résultats qu’un autre sans qu’ils soient clairement montrés par la table,
— Les meilleurs résultats sont affichés par les deux algorithmes de Stanford et de Fujitsu Deux aI
godthmes très différents mais qui reposent considérablement sur l’analyse des libéllés des entités.
Ce qui explique les bons résultats lorsque les libéllés sont préservés
— Notre approche et celle de Karlswhe reposent sur plusieurs aspects entre autre l’intégration des
individus dans le calcul de la similarité.
En général, les participants ont affichés de bons résultats pour les quatres premiers tests. Par contre,
pour les tests systématiques, les deux algorithmes de Stanford et Fujitsu ont marqué des résultats re
marquables. Toutefois, pour le cas des ontologies réelles, elles ont posé des difficultés pour tous les
l2
03
n
0 4
02
o
—.— Prçn
—-Ii Recat
FatoLt
FIG. 5.11
— Graphe des résultats des tests
9Certaines des obsérvations émises sont tirées du site de la compétition [EON, 20041.
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participants. Reste que, par les jeux de tests, la compétiton a mis l’accent surtout sur l’acpect structurel
et lexical d’ontologies malgré qu’une analyse plus rigoureuse devrait focaliser sur des tests où l’accent
est mis sur l’aspect symantique.
5.6.3 Amélioration des résultats
Dans le but d’améliorer les résultats obtenus, nous avons dégagé trois volets susceptibles d’apporter
une amélioration nette sur ]es résultats de l’approche d’a]ignement proposée
I. Calcul de similarité inter-catégorie : le calcul de similarité inter-catégories va chercher la simi
larité entre les entités appartenant à des catégories différentes. En effet, les résultats des calculs
manuels ont montré une augmentation aussi bien du nombre de couples correctement alignés que
des valeurs des similarités. Ceci peut être expliqué dans le premier cas par l’ajout des autres
couples dans la liste de couples candidats d’alignement et dans le deuxième cas par la combinai
son de leurs similarité dans le calcul de similarité des couples ascendants.
Le calcul de similarité inter-catégorie s’effectuera à priori entre les catégories suivantes.
(a) Les propriétés de nature “objet” avec celles de nature “type de donnée” : ceci engendra une
augmentation du nombre de couples correctement alignés et une amélioration de la similarité
entre les couples de classes.
(b) Les classes avec les types de donnée : ceci permettra une amélioration du nombre de couples
correctement alignés et une augmentation des similarités des propriétés.
(c) Les instances avec les valeurs ceci aura un impact sur le nombre de couples correctement
alignés et sur l’augmentation de la similarité des individus et par conséquent celles des
classes.
Par un effet de propagation des similarité, la similarité des autres couples d’entités augmenteront
à leurs tours (voir 4.3.4 chapitre 2).
2. Meilleur choix de poids: il est clair qu’une meilleure combinaison de poids associés au catégories
d’entités est un facteur déterminant pour ajuster le comportement de l’algorithme. En effet, l’utili
sation des méthodes et des stratégies plus intelligentes pour déterminer des poids optimaux devrait
avoir un impact positif sur la pertinence des alignements obtenus.
3. Calcul plus fin de la similarité terminologique : Par un calcul plus granulé de la similarité
entre les URIs des entités, le gain en similarité terminologique contribuera significativement dans
l’amélioration des similarités finales. Ceci s’explique par le fait que la similarité terminologique
est un facteur clé dans le modèle de calcul de similarité global.
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5.7 Conclusion
Ce chapitre a abordé les questions liées à l’implémentation de notre approche de similarité. En effet,
l’implémentaion s’articule principalement sur la construction du modèle d’OL-Graph et l’implémentation
de l’algorithme d’alignement sous forme d’un processus itératif. L’implémentation s’est concrétisée par
la mise au point du système OLA pour l’alignement des ontologies OWL-Lite. L’expérimentation et
l’analyse des résultats ont montré la validité du modèle de calcul de similarité le modèle produit des ali
gnements satisfaisants. Il est aussi extensible et permet d’intégrer d’autres éléments d’ontologies OWL
Lite pour un calcul de similarité plus fin. L’analyse a révélé de même la possibilité d’améliorer davantage
le modèle de calcul de similarité en prenant en considération le calcul de la similarité inter-catégories
dentités.
Dans le chapitre qui suit. nous concluons sur ce mémoire par une récapitulation des points majeurs
abordés. Nous ouvrons eventullement la voix de la recherche sur l’alignement d’ontologies par des pro
positions de pistes de recherches à moyen et à long terme.
Chapitre 6
Conclusion et perspectives
Par la présentation de ce mémoire, nous avons abordé le sujet d’alignement des ontologies OWL
Lite, un sujet qui connaît un dynamisme effervescent au sein de la communauté du Web sémantique.
En effet, les ontologies constituent désormais la façon la mieux adaptée pour décrire les ressources sur
le Web, le partage de la connaissance et la construction d’un Web doté de composants intelligents. Par
conséquent, le besoin à d’outils d’alignement d’ontologies est d’une importance remarquable. Ces outils
permettront d’assurer l’intéropérabilité d’ontologies face à la réalité d’un Web très hétérogène.
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6.1 Conclusion
Pour s’inscrire dans un cadre de recherche qui se penche sur la question d’alignement d’ontologies
sur le Web, nous avons présenté une méthode d’alignement d’ontologies décrites sous OWL-Lite. La
méthode se base sur les principes suivants
— une définition d’tm modèle de graphe dit OL-Graph qui reflète par ces artéfacts les entités de
l’ontologie,
— un modèle de similarité entre les entités d’ontologies par catégories,
— un processus itératif de calcul de celle-ci.
L’approche s’appuie sur une exploitation maximale d’information structurelle, terminologique et contex
tuelle pour le calcul de similarité. Le modèle de similarité se base sur l’OL-Graph qui, par ces artéfacts
reflète toutes les entités et les relations qui existent dans une ontologie. Le modèle de similarité définit
pour chaque couple d’entité d’une catégorie donnée une fonction d’agrégation. A partir de ce modèle.
nous avons déduit un processus de calcul itératif qui résout, avec succès, le problème d’interdépendances
entre les couples d’entités. Le modèle dérivé donne lieu à un système d’équations quasi-linéaires dont
chacune représente la formule de calcul de similarité d’un couple d’entités. La résolution de ce système
fournit à la fin les listes des couples d’entités avec leurs similarités maximales. A base de ces listes, des
appariements sont ensuite produits.
La mise en oeuvre de notre approche a donné naissance au système OLA [Euzenat et al., 2004b1 pour la
visualisation et l’alignement des ontologies OWL-Lite. Pour mettre à l’épreuve notre système nous avons
participé à la compétition sur l’alignement d’ontologies EON. L’événement nocis a fourni l’occasion de
valider et vérifier les différents aspects du système.
Pour conclure, l’approche a montré des qualités comme
— l’automaticité OLA fournit deux modes d’exécution; un premier totalement automatique : les
paramètres de l’algorithme (poids, focntion de similarité léxicale etc.) sont lus à partir des fichiers
XML, et un autre mode semi-automatique dans lequel l’utilisateur spécifie les paramètres requis.
— l’extensibilité d’autres facteurs peuvent être facilement intégrés au calcul de similarité. A savoir
les collections, les types de données composés. Le besoin à ces extensions se manifeste parti
culièrement dans le cas des ontologies décrites sous le langage OWL-DL ou OWL-Full.
— la possibilité de traiter le problème de circularité dans la définition des entités.
Cependant, malgré les résultats encourageants qu’a donné la méthode et les caractéristiques intéressantes
qu’elle a fait preuve, des améliorations sont nécessaires pour atteindre une maturité complète.
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6.2 Perspectives
A la lumière des résultats obtenus, on a pu dégagé des besoins constituant des améliorations à en
treprendre à court terme. Leur implémentation permettra l’obtention de résultats d’alignement plus per
tinents. D’autres besoins, s’inscrivent dans des projets de recherche à moyen et long terme des pistes
de recherche qui portent sur l’extension, la généralisation du modèle de calcul de similarité et l’aide à
l’automatisation du choix optimal des paramétres de l’alignement.
6.2.1 Besoins à cours terme
Ces besoins peuvent être résumés en trois points
— Premièrement, il serait très avantageux d’utiliser des techniques automatiques pour déterminer des
patrons quand au choix des meilleurs poids associés au calcul de la similarité de chaque catégorie
d’entité. Ceci permettra d’obtenir d’une part des alignements plus pertinents et d’autre part dis
penser l’utilisateur du choix manuel et arbitraire de ces valeurs. Les techniques d’apprentissage
machine sont très adaptées à ce genre de problèmes.
— Deuxièmement, le calcul de similarité s’effectue jusqu’à présent entre les entités de même catégorie.
Toutefois, les tests ont montré que les résultats d’alignement pourraient être plus intéressants si on
prend en considération le calcul de la similarité inter-catégoi-ies. Par conséquent, une adaptation
de l’algoiithme est nécessaire considérer par exemple, le calcul de similarité entre les propriétés
de nature “objet” et de nature “type de donnée” améliorera notablement les performances de notre
méthode d’alignement.
Finalement, affiner le calcul de similarité terminologique constitue un aspect très important pour
améliorer la pertinence de résultat de l’algorithme. En effet, l’utilisation de l’API JWNL pour le
calcul de la similarité terminologique s’avère de grande utilité pour définir des formules de calcul
de similarité plus pointue entre les URIs des entités. Dans un premier temps, nous avons eu de
bons résultats pour les cas des noms d’entités sensés (noms qui existent dans le dictionnaire). Ce
pendant, les cas des noms combinés ou composés de chaînes de caractères aléatoires, n’affichent
pas des résultats aussi satisfaisants. Il serai intéressant de penser à des méthodes plus efficaces
pour mesurer la similarité entre des noms ayant des nomenclatures diversifiées.
6.2.2 Pistes de recherche à long terme
Nous avons dégagé des pistes de recherches, trois nous ont paru intéressantes à long terme
— Une première piste vise à généraliser l’approche pour aligner les ontologies décrites en langage
OWL-DL ou OWL-Full. Un tel besoin est imposé d’un côté par le fait que les ontologies pu-
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buées sur te Web ne sont pas toutes décrites en OWL-Lite. Elles feront nécessairement usage aux
constructeurs de ces deux langages pour décrire des domaines divers. Pour se faire, une première
idée consiste d’une part à étendre le modèle d’OL-Graph pour refléter tous les éléments des deux
versions dii langage OWL (DL et full) et d’autre part adapter le modèle de similarité pour in
clure d’autres types d’entités comme ]es collections, les types de données composés et les entités
anonymes.
— Une deuxième piste consiste à penser à d’autres formules de calcul de similarité pour un rappro
chement plus efficace de calcul de similarité sémantique. Bien que la formule proposée eut donné
de bons résultats, la capture de l’information sémantique reste toujours incomplète. En plus, le
potentiel sémantique est encore à épuiser, extraire et exploiter par le modèle de la similarité.
— Une troisième piste s’intéresse à l’aspect métricité t Il s’agit d’un côté de définir des métriques de
qualité logiciel pour juger de la qualité des outils d’alignement et d’un autre côté définir une liste
d’ontologies (benchmark) qui servira de test et d’évaluation de la qualité d’alignements produits.
o
Annexe A
Conception et organisation du projet
A.1 Considérations liées à la construction d’OL-Grapb
Afin de construire la structure d’OL-Graph d’une manière à ce qu’il reflète toutes les entités de
l’ontologie, certaines considérations devraient êtres prises en compte. Ces dernières portent d’une part sur
l’interprétation de certains constructeurs d’OWL-Lite et d’autre part sur la représentation et le nommage
des individus et des classes anonymes.
A.1.1 OL-Graph vue d’implémentation
Le figure FIG. A.I donne la structure d’OL-Graph de point de vue implémentation, les artefacts du
graphe (les classes, arcs) sont nommés par les noms de classes JAVA qui les implémentant. Le sens des
flèches des arcs indique le sens de navigation dans le graphe.
A.1.2 Représentation des classes anonymes
Les classes anonymes ne sont pas définies comme des classes indépendantes dans la grammaire
d’OWL. En effet, elles font toujours partie de la définition d’une autre description (classe, domaine
d’une propriété etc). Elles ne font qu’encapsuler alors un ensemble d’entités (descriptions dans le langage
OWL). Ainsi, leur représentation dans I’OL-Graph respecte les hypothèses suivantes.
— Une classe anonyme encapsulant que des classes explicites sera toujours aplatie. Les classes conte
nues dans la description de la classe anonyme y seront liées directement.
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FIG. A.1
— OL-Graph : Les noms des classes JAVA des différents artefacts
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— Une classe anonyme encapsulant une ou plusieurs propriétés ne sera pas aplatie par contre. Tou
tefois. une classe explicite correspondante à la classe anonyme sera crée1 ayant comme identifiant
la concaténation des identiflants des entités encapsulées.
A.1.3 Représentation des individus anonymes
Comme pour le cas des classes anonymes, les individus anonymes sont des entités XML (balises)
déclarées au sein d’autres entités OWL sans avoir un identifiant. Du moment que ces individus ne sont
pas des instances des classes explicites, ils ne seront liés à aucun noeud de type classe du graphe, en
outre leur apport dans le calcul de similarité est faible, par conséquent ils ne sont pas représentés par
I’ OL-Graph.
A.1.4 Représentation des collections
Quoi qu’elles ne soient pas permises par OWL-Lite, les collections2 sont prises en considération
par la structure d’OL-Graph. Ainsi, la collection est traitée comme une classe anonyme ayant comme
description l’intersection des entités de la collection.
A.1.5 Interprétation du lien d’intersection
Un lien d’intersection est traité comme un lien de spécialisation entre les classes. Ainsi, une classe
ClassA, définie comme l’intersection de deux classes ClassB et ClassC sera considérée comme une sous
classe des deux classes en qtlestion.
A.1.6 Liste des classes implémentant les noeuds
La table TAB. A.l donne la liste des classes implémentant les noeuds d’OL-Graph.
A.1.7 Liste des classes implémentant les arcs
Le table TAB. A.3 donne la liste des classes implémentant les arcs.
‘Les classes anonymes nouvellement crées lors du processus de construction du OL-Graph ne seront pas des
candidats dans l’opération d’alignement par contre leur définition sera tenue en considération lors du calcul de
similarité.
2Les collections sont introduites par le constructeur tiiiioiiOf qui ne fait pas parti des constructeurs OWL-Lite.
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NOM DE LA CLASSE JAVA L5cRIPTI0N
AbstarctGraphNode Le noeud racine d’OL-Graph.
OWLOntologyNode implémente la racine d’une ontologie (OL-Graph)
implémente un noeud correspondant à une classe explicite
ClassNode
ou anonyme d’une ontologie
ObjectNode implémente une instance d’une classe d’une ontologie
implémente un noeud de “type de donnée” (un prémitif
DatatypeNode
XMLSchéma (String, Integer, boolean..)
DatatypeValueNode implémente une valeur d’un “type de donnée”
implémente une restriction de nature “objet” exprimée par
ObjectPropertyNode
rapport à une classe
implémente un noeud correspondant à une relation stand
ObjectRelationNode
alone de nature “objet”
implémente un noeud correspondant à une relation stand
DatatypeRelationNode
alone de nature “type de donnée”
implémente une restriction de nature “type de donnée” ex
DatatypePropertyNode
primée par rapport à une classe
implémente une instance de propriété de nature “objet” ex
ObjectPropertylnstanceNode
primée par rapport à un individu
implémente une instance de propriété de nature “type de
DatatypePropertylnstanceNode
donnée” exprimée par rapport à un individu
TAB. A.1
— Table des classes JAVA implémentant les noeuds
e
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A.1.8 Diagrammes UML d’OL-Graph
L’OL-Graph est implémenté par les classes du package ca.umontreal.olgi-aph. Le package regroupe
les classes JAVA implémentant les noeuds et les arcs d’OL-Graph. Les digrammes de classes sont présentés
respectivement par les deux figures FIG. A.3 et FIG. A.2.
A.1.9 Exemple de construction d’OL-Graph : cas d’une classe
Pour illustrer le processus de construction d’OL-Graph, nous présentons un exemple de construction
de la partie d’OL-Graph correspondante à l’exemple ci-dessous. La construction commence par le par
sing de la syntaxe OWL-Lite, l’aplatissement de la structure du graphe produite et la complétion finale
d’OL-Graph.
A.1.9.1 Exemple d’une classe sous OWL-Lite
L’exemple3 ci-dessous donne la définition de la classe Koala WithPhD et la propriété nommée ha
sHahitat selon OWL-Lite. L’exemple sert à illustrer les trois phases de construction d’OL-Graph. La
figure FIG A.4 montre les trois graphes résultatsf.
Exemple de la classe décrite en OWL-Lite
<owl:Class rdf:ID=”KoalaWithPhD”>
<owl:versionlnfo>1.2</owl:versionlnfo>
<owi equivalentClass>
<owi Class>
<owl:intersectionOf rdf:parselyoe=”Col.lection”>
<owi :Restriction>
<owi liasValue>
<Degree rdf:ID=’PhD” />
</owl basValue>
<owl onProperty>
<owl:ObjectProperty rdf:about=”#hasDegree” />
</owl 2 onProperty>
</owl : Restriction>
31’exemple est tiré de l’ontologie Koala http ://protege.stanford.edu/plugins/owl/owl-librarylkoala.owl.
118 ANNEXE A. CONCEPTION ET ORGANISATION DU PROJET
NOM DE LA CLASSE JAVA DEscRIPTION
AbstractEdge lien abstrait (entre deux noeuds)
ClassSpecialisationEdge lien de spécialisation entre deux classes
ObjectRelationRangeEdge lien entre une relation stand-alone de nature “objet” et une
classe (range)
lien entre une relation stand-alone de nature “objet” et une
ObjectRelationDornainEdge
classe (domain)
lien entre une relation stand-alone de nature “type de
DatatypeRelati onRangeEdge
donnée” et une classe (range)
lien entre une relation stand-aTone de nature “type de
DatatypeRelationDomainEdge
donnée” et une classe (domaine)
lien de valuation entre une propriété de nature “objet” et une
ObjectPropertyVal uationEdge
valeur objet
lien d’attribution entre une propriété de nature “objet” à une
ObjectPropertyAttri buteEdge
classe
lien d’attribution d’une propriété de nature “type donnée” à
DatatypePropertyAttributeEdge
une classe
lien de valuation entre une propriété de nature “type de
DatatypePropertyVal uationEdge
donnée” et une valeur de donnée
TAB. A.2 — Table des classes JAVA implémentant les arcs d’OL-Graph t partie 1
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NOM DE LA CLASSE JAVA DEscRIPTIoN
lien d’attribution entre une propriété de nature “type deDatatypeEdge
donnée” et un prémitif de XMLSchema
ClassindividualEdge lien entre une classe et un individu
lien de valuation entre une propriété de nature “objet” etObj ectPropertyVal uati onEdge
une valeur d’objet
.
lien de spécialisation entre une propriété de nature “obObjectPropetlySpecial izattonEdge
jet” et une relation stand-alone du même nature
.
lien de spécialisation entre une propriété de “type deDatatypePropertySpecializationEdge
donnée” et une relation stand-alone du même nature
.
line d’attribution entre une instance de propriété de na
Obj ectPropertylnstanceAttributeEdge
turc “objet” et un individu
.
lien de valuation entre une instance de propriété de naObjectPropeiiylnstanceValuationEdge
turc “objet” et une valeur d’objet
lien de valuation entre une instance de propriété de na
DatatypePropertylnstance ValuationEdge
turc “type de donnée” et une valeur de donnée
. lien d’attribution entre une instance de propriété de na
DatatypePropertylnstanceAttributeEdge
turc “type de donnée” et un individu
lien de spécialisation entre une instance de propriété de
ObjectPropertylnstanceSpecializationEdge nature “objet” et une relation stand-alone du même na
ture
implémente un lien de spécialisation entre une instance
DatatypePropertylnstanceSpecializationEdge de propriété “type de donnée” et une relation stand-alone
du même nature
TAB, A,3 — Table des classes JAVA implémentant les arcs d’OL-Graph suite
e
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FIG. A.2 — Diagramme UML de classes d’OL-Graph : les arcs du graphe
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FIG. A.4
— Processus de construction d’OL-Graph : exemple précédent
<owl:Class rdf:about=”#Koala” />
</owl intersectionOf>
</owl :Class>
</owi:equivaientClass>
</owl Class>
<owl:ObjectProperty rdf:ID”hasHabitat”>
<rdfs:domain rdf:resource=”#KoalawithPho”/>
<rdfs:range rdf:resource=”#Rabitat”/>
</owl ObjectProperty>
— La classe Koala WithPhD est définie comme une classe équivalente à une classe anonyme dont les
instances sont l’intersection des instances de la restriction exprimée par la propriété hasDegree
ayant la valeur PhD et la classe Koala.
— La propriété hasHabitat a comme domaine la classe Koala WithPhD et le range la classe Habitat.
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A.1.9.2 Construction
La construction consiste à parser la syntaxe OWL-Lite et construire les artéfacts du graphe OL
Graph. La construction résulte parfois en un ajout de noeuds associés aux classes anonymes nécessitant un
aplatissement. Le parsing et la construction initiale d’OL-Graph pour l’exemple précédent est présentée
par la figure FIG. A.4. On note particulièrement l’ajout des noeuds de classes correspondantes aux classes
anonymes et la création de la relation stand-alone correspondante à la propriété hcisHabirar. Le premier
graphe de la figure FIG A.4 représente le résultat de l’opération de construction.
A.1.9.3 Aplatissement
L’aplatissement consiste essentiellement à supprimer les noeuds correspondants aux entités ano
nymes. Les règles qui régissent un aplatissement sont les suivantes
Toutes les entités descendantes d’une classe anonyme devraient être attachées au noeud (parent de la
classe anonyme) sauf pour les cas suivants
— Le parent est une classe anonyme à son tour.
— Le parent est un noeud représentant une propriété alors que la classe anonyme est liée respective
ment soit à plus de deux classes, soit à une classe et un autre noeud (quelque soit son type).
Le deuxième graphe de la figure FIG. A.4 montre le résultat de l’aplatissement.
A.1.9.4 Complétion
La complétion de l’OL-Graph de l’exemple précédent donne le troisième graphe de la FIG. A.4.
On remarque l’instantiation de la relation stand-alone de nature “objet” donnant lieu à une restriction
exprimée par une propriété dérivée de la relation stand-alone. Le range de la restriction est le même
que celui de la relation stand-alone. La complétion de l’OL-Graph porte aussi sur la création des noeuds
correspondants aux instances de propriétés.
A.1.1O Résultats de l’exemple de test
On présente la suite des résultats de calcul de similarité de l’exemple 4.3.6. Les résultats concernent
les relations de nature “objet” et les relations de nature “type de donnée”.
C
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CouPLE SIMILARITÉ LEXI. ITÉR. O ITÉR. 1 ITÉR. 2 ITÉR._3]
(rooms, owner) 0.2000 0.3294 0.3326 0.3340 0.3340
(rooms, locomotion) 0.2667 0.3816 0.3860 0.3870 0.3870
(dwelling, owner) 0.1538 0.2639 0.2684 0.2701 0.270 1
(dwelling, locomotion) 0.1111 0.4079 0.415$ 0.4181 0.4181
(spouse, owner) 0.6250 0.5296 0.5341 t).5360 0.5360
(spouse, locomotion) 0.12.50 0.3296 0.3344 0.3360 0.3360
TAB. A.4 — Table des similai-ités entre les relations de nature “objet”
A.1.1O.1 Similarités entre relations de nature “objet”
La table TAB. A.4 donne les similarités des relations de nature “objet” de l’exemple présenté à la
section 4.3.6.
A.1.1O.2 Similarités entre relations de nature “type de donnée”
La table TAB. A.5 donne les similarités des relations de nature “type de donnée” de l’exemple
présenté à la section 4.3.6.
A.2 Exemple d’alignement
Le fichier XML ci-dessus est un exemple d’alignement, produit par le système OLA, d’ontologies de
l’exemple 4.3.6. Le format du fichier respecte un schéma bien spécifique afin de simplifier leur utilisation
automatique par d’autres outils d’alignement. Les élements du schéma sont décrits comme suit
— classeAlignment : décrit un alignement bien particulier. Il a les propriétés suivantes
— xml : prend une valeur boolean pour indiquant si l’alignement peut être lu suivant le DTD,
— level t prend une des valeurs “O”, “1” ou “2OIVL” indiquant le niveau de l’alignement,
— type : indiquant le type d’alignement,
— un I : l’URI de la première ontologie,
— uri2 l’URI de la deuxième ontologie,
— map : prend une valeur de (Cell*) indiquant une correpondance entre deux entités
— classe Ceti: il a les éléments suivants
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CouPLE SIMILARITÉ LEXI. ITÉR._o_ITÉR. 1 ITÉR. 2 ITÉR. 3
(age, mode!) 0.2.500 (L-17 75 0.4777 0.1784 0.4784
(age, name) 0.285f 0.5858 0.5901 0.5914 0.5914
(age, salary) 0.2222 0.5756 0.5803 0.5813 0.5813
(addres, mode!) 0.1667 0.5434 0.5466 0.5480 0.5180
(address, name) 06091 0.65:31 0.6575 0.6585 0.6585
(address, salary) 0.1538 0.4.558 0.46t)1 t].4612 0.46 12
(surface, moUd) 0.3750 0.6002 0.6002 0.6002 0.6002
(surface,, narne) 0.200() 0.4374 0.4374 t).4374 0.4374
(surface,, salary) 0.153$ 0.4342 0.4342 0.4t312 0.4312
(narne, mode!) 0.3817 t).5455 0.5456 0.5463 0.5163
(name, name) 1.0000 0.8867 0.8914 0.8924 0.8924
(name, sa!ary) 0.2000 0.5515 t).5562 0.5.571 0.5571
TAB. A.5 — Table des similarités entre les relations de nature “type de donnée”
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— entityl : I’URI de la première entité du couple aligné,
— enitty2 1’URI de ta deuxième entité du couple aligné,
— measure la similarité calculée,
— relation la classe relation.
— classe Relation : la classe relation représente le type de relation déduite entre la première entité
de l’ontologie et la deuxième. Cette classe n’est spécifiée dans ce format (elle est indiquée par une
chaîne de caractères =, > , < ).
Exemple d’alignement
<?xml version’1.O’ encoding’utf—8’ standalone=’no’?> <idf:RDf
xrnlns=’http://knowledgeweb.semanticweb.org/heterogenerty/alignrnent’
xm1ns:rdf’http://www.w3.org/1999/O2/22—rdf—syntax—ns#’
xmlns:xsd=’http://w’.:w.w3.ora/2001/XNLscherna%’>
<Alignment>
<xml>yes</xml>
<level>O</level>
<vpe></tyoe>
<uril>file:/R:/ontolest/my—onto—1.owl</uril>
<uri2>file:/R:/ontolest/my—onto—2.owl</uri2>
<cap>
<Ccli>
<entityl rdf:resource’fi1e:/P:/ontoTest/my—onto—1.owl#address’/>
<ent;ty2 rdf:resource’fi1e:/R:/ontoIest/my—onto—2.owi#name’/>
<measure rdf:datatvpe’http://wwa.w3.org/2OOi/XMLSchetna#float’>O.83ll68831ii83l</rneasure>
<relat ion><Jrelation>
</Cell>
</map>
<cap>
<Celi>
<entitvl rdf:resource’file:/R:/ontaTestz/my—onto—l.owlage’/>
<entity2 rdf:resource=’file:/R:/ontoTest/my—onto—2.owi#saiary’/>
<measure rdf:datatype=’http://www.w3.org/2001/XMLSchema#float’>O.8703703703703703</rneasure>
<relation>=</relation>
</Cell>
</map>
<map>
<Celi>
<entitvi rdf:resource’fiie:/R:/ontoTess/mv—onto—i.owisc.ause’/>
<entity2 rUf:resource’fi1e:/R:/ontoTest/rny—onto-2.owl#locornotion’/>
<rneasure rdf:datatype=’hrtp://www.w3.org/2OOi/x-1Lschema#fioat’>O.9i25</rneasure>
<relation></reiaticn>
</ Ce 11>
</cap>
<cap>
<Ccii>
<entityl rdt:resource=-’ file:/R:/ontolest/my—onto—l.owl#Room’/>
<entity2 rdf:resource=’file:/R:/ontoTest/my—onto—2.owl#Person’/>
<measure rdf:datatype’http://www.w3.org/2OOi/XMLSchema#fioat’>O.8666666666666667</measure>
<re1ation></re1ation>
</Cell>
</rnap>
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<map>
<Celi>
<entty1 rdf:resource’fi!e:/R:/ontoIest/my-onto—1ow1#Human’/>
<entity2 rdf:resource=’ file:/R:/ontolest/my—onto—2.owl#Person’/>
<measure rdf:datatype=’http://wwww3.org/2001/xMLschema#float’>O.8636363636363636</measure>
<relation>=</relation>
</Cell>
<Ccli>
<entityl rdf:resource=’file:/R:/ontoTest/rny—onto—l.owi#roorns’/>
<entity2 rdf:resource’tiie:/R:/ontoTest/rny—onto—2.owi#!ocomotion’/>
<measure rdf:datatype’http://www.w3.org/2OOl/XMLschema#f1oat’>O. 9266666666666666</measure>
<relat ion></re1ation>
<1Cc!!>
</map>
<map>
<Celi>
<entityl rdf:resource’ file:/R:/ontolest/my—onto—1 .owl#dwelling’ I>
<entity2 rdf:resource’fi1e:/R:/ontoTest/my—onto—2.owl#1ocornotion’/>
<measure rdt:datatype’http://www.w3.org/2OO!/XMLschema#fioat’>O.9lll1llll!1l11l1</measure>
<relation>=</relation>
</Cel 1>
</rnap>
<rnap>
<Ccii>
<entityl rdf:resource’ti1e:/R:/ontaTest/rny—onto—1.owl#surface’/>
<entity2 rdf:resource’f;le:/R:/ontoTest/my—onto—2.ow1#narne’/>
<measure rdf:datatype’http://www.w3.org/2OOl/XMLschemafioat’>O.883ll6283l16S831</rneasure>
<relat on></relat ion>
</Cc! 1>
</nac>
<map>
<Ce! 1>
<entityl rdf:resource=’file:/R:/ontolest/niy—onto—l.owi#name’/>
<entity2 rdf:resource’fi1e:/R:/ontoTest/my—onto—2.owl!name’/>
<measure rdf:datatype’http://www.w3.org/2OO!/XMLScherna#fioat’>1.O</rneasure>
<reiation>=</relation>
</Cell>
</map>
<map>
<Ce!!>
<entityl rdi:resource=’file:JR:/ontolest/my—onto—l.owl#Fiat’/>
<entity2 rdf:resource’fiie:/R:/ontoTest/my—onto—2.ow1#Person’/>
<measure rdf:datatype’ http:!/www.w3.org/2001/xMLschema#tioat’ >0. 8333333333333334</measure>
<relat ion>=</relat ion>
</Ceil>
</Aiignrnent> </rdf:RDF>
o12$ ANNEXE A. CONCEPTION ET ORGANISATION DU PROJET
A.3 Exemples d’ontologies en OWL
On présente ci-dessous les deux ontologies ontol.owl et outo2.owl décrites sous le langage OWL
Lite et servies pour le test de l’exemple 4.3.6. Les deux ontologies sont fictives. Ainsi, pour des raisons
de simplification, elles ne font pas figurer tous les constructeurs du langage OWL-Lite.
A.3.1 Première ontologie OWL de l’exemple
<?xrni version”i.O” encoding”utf—2” S>
<DOCTYPE rdf:RDF (Vice Source for full doctype.
.
<rdf : RDF
xrnins’http://co4.inrialpes.fr!align/Contest/i64!onto.rdf#’
xmlns:unjtshttp: //visus mit .edu/fontomrj/O.Ol/units.owl#”
xmlns: foaf’http://zmlns.com/foaf/O. 1/”
xmlns:ical”http://www.w3.org/2OO2/12/cal/#”
xmlns:rdf”http://wew.w3.org/1999/O2/22—rdf—syntax--ns#’
xmlns:xsd’http://www.w3.orq/2OO1/XMLSchema#’
xm1ns:rufs=”htto://w..e.w3.oro/2OOO/Ol/rdf—schema”
xmlns :owl’ht:o: /!eEw.w3 .org/2OO2/OS/owl1
xmlns:wot=”http: //xm!ns.com/wot!O
.1/’
xmins:dc’htto://puriorg /dc/elemencs/1.i/”
xmins:dcterms’http;//puri.org/dc/rerms!”
xmlns:dctype”http://purl.org/dc/dcmitype/”>
<owl:Class rdf:ID’Human’>
<rdfs subClassOf>
<owl:Pestriction>
<owi: onProeertv rdf t resocrce=’ciwelling” J>
<owl:allValuesFrcm rdf:resource=#Flst’ />
</owl:Pestriction>
</rdfs : subClassOf>
<rdfs : subClassOf>
<owl : Restriction>
<owl:onProperty rdf:resource”#spouse’ J>
<owl:allValuesfrom rdf:resource=’#Human” />
</owl : Restriction>
</rdfs :subClassOf>
<rdfs :subClassOf>
<owl:Restriction>
<owi:onProperty rdf:resource’#spouse’ />
<cwl:maxCardinalitv rdf:datatvpe”http://www.w3.ora/2OOl/XMLSchernanonrIegativeInteger”>l
<bel :maxCardinality>
</owl:Restriction>
</rdfs : subClassOf>
</owl :Class>
<owl:Class rdf:ID’Flat”>
<rdfs t label xml: lang=’en”>Flat</rdfs: label>
<rdfs subClassOf>
<0x1 :Restriction>
<owl:onProperty rdf:resource#rooms’ />
<owl:allValuesFrom rdf:resource=’*Room’ J>
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</owl :Restriction>
</rdfs subClassOf>
</owl :Class>
<owl:Class rdf:ID’Room”>
<rdfs:label xm1:1ang”en’>Room<!rdSs:1abe1>
</owl :Class>
<owl:DatacypePrsperty rdf:ID=’narne>
<rdfs:domain rdf:resource%Human />
<rdfs:ranqe rdf:resource’http://wwww3.org/2OO1/xMLSchema#string I>
<rdfs:label xrn1:1ang’en”>key</rdts:1abe1>
</owl :Datatypeproperty>
<owl:DatatypeProperty rdf:ID”age’>
<rdts;domain rdt:resource=’#Human />
<rdfs:range rdf:resource’http://wwww3.ora/2OO1/XMLSchema#nonNeeativeInteger” />
</c.wl :DatacveeProperty>
<owl:DatatyneProperty rdf:ID’address>
<rdfs:dornain rdf:resource’#F1at’ />
<rdfs:ranqe rdf:resource=http://www.w3.ora/2OO1/Xr1LSchernactrina />
<rdfs:!abel xm1:1ang’en’key</rdfs:1ahe1>
</owl :DatatypePropertv>
<owl:DatatypeProperty rdf:ID=’surface”>
<rdfs:domrn rdf:resource’#Room’ />
<rdfs:range rdf:resource’http://www.wLorg!2OO1/XNLSchema#nontIegativeInteger’ />
</owl :DatatypePropertyc’
<owl :CbjectPropertv rdf: ID=dweiiing’>
<rdfs:dornain rdf:resource”Human’ />
<rdfs:racge rdf:resource’#F1at’ />
</owl :Qb]ectPropertv>
<owl:Objectproperty rdf:ID’spouse>
<rdfs:dorrain rdf:resource’#Human” />
<rdfs:range rdf:resource=’#Human’ />
</owl :ObjectProperty>
<owl:OhjectzProperty rdf:ID”rooms”>
<rdfs:dornain rdf:resource’#F1at’ />
<rdfs:ranae rdf:resource=”#Room” 7>
</owl :ObjectProperty>
RDF>
A.3.2 Deuxième ontologie OWL de l’exemple
<?xrnl version=’l.O’ encoding’utf—8’ ?>
<!DOCIYPE rdf:RDF (View Source for full doctype.
<rdf : RDF
xrnlns’htrc://co4.inrialpes.fr/a1ign/Contest/1O4/onto.rdfif”
o
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xm1ns:unitshttp://visus.mit.edu/fontomri/O.O1/units.ow1#”
xm1ns:toaf”http://xminscom/foat/O.1/”
xmlns t ica1’http: //www.w3 .org/2002/12/cai/#”
xrnins:rdf”http://www.w3.org/i999/O2/22—rdf—syntax—ns#
xrnins:xsd’hrtp://wwwwiorg/2OO1/XMLSchema#”
xm1ns:rdfshttp://www.w3.org/2OOO/Oi/rdf—schema”
xmins:ow1”htcp://www.w3.org/2OO2/O7/ow1#
xmlns:wot=’http://xmins.com/wot/O. 1/’
xm1ns:dc’http://pur1.org/dc/e1ernents/i.i/’
xrn1ns:dcterrnshttp://puri.org/dc/terms/’
xmlns:dctvpe=’http://puri.org/dc/dcmitype/”>
<owi:Class rdf:ID=’Person’>
<rUts :subclassof-’
<owi Restriction>
<owl:onProperty rdt:resource’u1ocomotion” />
<owi:aiiValuestrom rUf:resource”#Car />
</owi t Restriction>
</rdfs : subtiassOf>
<bel :Class>
<owl:Class rdf:ID=’Car’>
<rdfs:labei xm1:iang’en”>Car</rdfs:1abe1>
<rUts: subCiassOf>
<owi:Pestr;ction>
<owl:ontronerty rUt:resource’owner” />
<owl:allValuestrom rdf:rescurce0terson’ />
</owi : Pes:rc: ion>
</ rUts: subtlassOf>
</owi : Class>
<owi:Datatypetrooertv rdf:IDname’>
<rdfs:dornain rUf:resource”Person” />
<rdfs:range rUt:resource”http://wwww3.ora/2OO1/XMLSchemastring” />
<rdfs:label xrn1:1ang’en>key</rUfs:iabei>
<bel :Datatypetroperty>
<owl:Datatypetroperty rdf:ID’saiary’>
<rdfs:Uomain rUf:resource’#Person’ 7>
<rdfs:ranqe rUf:resource”http://wwww3.org/2OOl/XLSchena#nonNegariveInteqer” />
</owl :DatatypeProperty>
<owl:DatatypeProperty rdt:ID’mode1>
<rdfs:domain rdf:resource=’#Car” />
<rdts:ranqe rdf:resource=http://www.w3.org/2OO1/XMLschema#string’ />
<rdfs:labei xrni:1ang’en’>key</rUfs:iabei>
</ce!:DatatypeProperry>
<owi:ObjectProperty rdf:ID’iocomct;on>
<rdfs:domain rUf:resource#Person />
<rdfs:range rdf:resource=”#Car’ 7>
</owl :ObjectProperty>
<owl:ObjectProperty rUt:ID”owner’>
<rdfs:Uornain rdt:resource=#Car’ />
O A.3. EXEMPLESD’ONTOLQGIESENQWL 131
<rdfs:range rdf:resource#Person’ />
</owl :Objectproperty>
</rdt : RDF>
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