Joint mapping for multiple quantitative traits has shed new light on genetic mapping by pinpointing pleiotropic effects and close linkage. Joint mapping also can improve statistical power of QTL detection. However, such a joint mapping procedure has not been available for discrete traits. Most disease resistance traits are measured as one or more discrete characters. These discrete characters are often correlated. Joint mapping for multiple binary disease traits may provide an opportunity to explore pleiotropic effects and increase the statistical power of detecting disease loci. We develop a maximum-likelihood method for mapping multiple binary traits. We postulate a set of multivariate normal disease liabilities, each contributing to the phenotypic variance of one disease trait. The underlying liabilities are linked to the binary phenotypes through some underlying thresholds. The new method actually maps loci for the variation of multivariate normal liabilities. As a result, we are able to take advantage of existing methods of joint mapping for quantitative traits. We treat the multivariate liabilities as missing values so that an expectation-maximization (EM) algorithm can be applied here. We also extend the method to joint mapping for both discrete and continuous traits. Efficiency of the method is demonstrated using simulated data. We also apply the new method to a set of real data and detect several loci responsible for blast resistance in rice.
M ULTIPLE traits are measured virtually in all linetrue multivariate analysis in which a multivariate normal crossing experiments of QTL mapping. Yet, aldistribution is assumed for the multiple traits, and thus most all data collected for multiple traits are analyzed a multivariate Gaussian model is applied to construct separately for different traits. Joint analysis for multiple the likelihood function. Parameter estimation is contraits has shed new light in QTL mapping by improving ducted via either the expectation-maximization (EM) the statistical power of QTL detection and increasing algorithm (Dempster et al. 1977) or the multiple-traits the accuracy of QTL localization when different traits least-squares method (Knott and Haley 2000) . One segregating in the mapping population are genetically problem with these multivariate analyses is that if the related. Joint analysis for multiple traits is defined as a number of traits is large, there will be too many hypothemethod that includes all traits simultaneously in a single ses to test and interpretation of the results will become model, rather than analyzing one trait at a time and cumbersome. The other way of multiple-trait analysis is reporting the results in a format that appears to be to utilize a dimension reduction technique, e.g., the multiple-trait analysis. In addition to the increased principal component analysis, to transform the data into power and resolution of QTL detection, joint mapping fewer variables, i.e., "super traits," that explain the majorcan provide insights into fundamental genetic mechaity of the total variation of the entire set of traits. Ananisms underlying trait relationships such as pleiotropy lyzing the super traits requires little additional work vs. close linkage and genotype-by-environment (G ϫ E) (Korol et al. 1995 (Korol et al. , 2001 Mangin et al. 1998 ) compared interaction, which would otherwise be difficult to adto that for the single-trait genetic mapping statistics. dress if traits are analyzed separately.
However, as pointed out by Hackett et al. (2001) , inferSubstantial work has been done in joint mapping ences based on the super traits might result in detection for multiple quantitative traits ( Jiang and Zeng 1995;  of spurious QTL. Furthermore, parameters of the super Korol et al. 1995 Korol et al. , 2001 Mangin et al. 1998 ; Henshall traits are often difficult to interpret biologically. Neverand Goddard 1999; Williams et al. 1999 ; Knott and theless, joint mapping provides a good opportunity to Haley 2000; Hackett et al. 2001) . In general, there answer more questions about the genetic architecture are two ways to perform a joint mapping. One way is the of complex trait sets and deserves continued efforts from investigators in the QTL mapping community. In contrast to that for multiple quantitative traits, rel-1 In fact, multiple discrete traits, especially multiple bitween the liability and the discrete phenotype is denary disease traits, are frequently collected in plants and scribed by the following threshold model, laboratory animals. Most disease resistance traits are y jk Ͼ 0 ⇔ w jk ϭ 1 and y jk Յ 0 ⇔ w jk ϭ 0, (1) measured as one or more dichotomous characters. For example, in experiments mapping disease resistance where the threshold 0 is chosen in an arbitrary fashion. loci, multiple pathogen races or strains are commonly Each of the m liabilities is a continuous variable, similar used to determine the number of race-specific resistance to the phenotypic value of a quantitative trait. The differloci involved. In such cases, infection by each strain is ence between a liability and a quantitative trait is that the measured as a binary trait and the overall infection former is not observable but inferred from the discrete spectrum is a vector of several binary measurements. In phenotype. The liabilities are described by the following practice, scientists may be less interested in identifying linear models, resistance loci to individual strains, but more interested in loci with a wide spectrum of resistance, which, in priny j 1 ϭ b 01 x 0j ϩ b 11 x 1j ϩ b 21 x 2j ϩ e j 1 , ciple, can be better addressed with the joint-mapping y j 2 ϭ b 02 x 0j ϩ b 12 x 1j ϩ b 22 x 2j ϩ e j 2 , strategy. Unfortunately, there has been no report on such a joint-mapping analysis for multiple binary traits. · Recently, Lange and Whittaker (2001) applied the gen-· eralized estimating equations (GEE; Liang and Zeger 1986) method to mapping multiple discrete trait loci. · Results of GEE are hardly compared with those of single-
trait mapping because there is no univariate version of the GEE.
where b 0k is the mean effect (intercept) for trait k in the Furthermore, it is not uncommon that investigators scale of liability; b 1k and b 2k are, respectively, the additive may collect both continuous and discrete traits in a sinand dominance effects of the putative QTL; x 0j , x 1j , and gle mapping experiment. For example, disease resistance x 2j are the incidence variables for the mean effect and characters may be measured in a QTL mapping experithe additive and dominance effects, respectively; and e jk ment for yield traits, or vice versa. Combining the disease is the residual error for trait k of individual j. We assume resistance traits (discrete) with the yield traits (continuthat the residual errors are independent among individous) may allow investigators to answer some important uals but correlated among traits within individuals. In questions such as possible fitness penalty of resistance matrix notation, model (2) can be written as loci. Even if the associated quantitative traits are not directly responsible for the disease status but linked to The goal of this study is to develop a formal multivariate version of the maximum-likelihood methodology for joint mapping of QTL underlying multiple binary traits
and mixed types of traits in line-crossing experiments under the fixed-model framework. We analyzed both simulated data and data collected from field experiments.
and e j is a 1 ϫ m vector for the residual errors, which has a covariance matrix
METHODS
Joint mapping for multiple binary traits: Statistical model: Suppose that we have a sample of n individuals from an F 2 population derived from the cross of two inbred lines with observation on m binary traits. Assume that we also genotype a number of codominant molecular markers (5) with known map positions for the species in question.
Note that the variances are estimable from the latent Let w jk denote the phenotype of the kth binary trait on variables but not from the observed data. Therefore, some the jth individual and w jk ϭ 1 if individual j is affected restrictions are required when the binary data are taken and w jk ϭ 0 if j is unaffected. Further define y jk as the into account (McCulloch 1994) . The probability that underlying latent variable, i.e., the liability, for the kth binary trait on the jth individual. The relationship beindividual j is affected by all the m binary diseases is
We now introduce a simple EM algorithm to find the solution, which takes advantage of the simplicity of the orig-(6) inal linear model with both Y ϭ {y j } n jϭ1 and X ϭ {x j } n jϭ1
where being treated as missing values. Instead of directly maximizing the log likelihood given
, the EM algorithm deals with the com- (7) plete-data log-likelihood function, is the multivariate normal probability density. The probabilities for other joint binary phenotypes are derived L(, X, Y) ϭ const Ϫ n 2 ln|V| similarly. For m dichotomous traits, there will be 2 m possible joint binary phenotypes. With the threshold Pr
φ m (y j ; x j B, V)dy j1 . . . dy jm takes the expectation before the log transformation whereas Equation 12 takes the expectation after the log transformation; and (ii) the expectations are taken using differ-
ent probability distributions for the two equations. In where w j ϭ [w j1 , . . . , w jm ], g 1 (w jk ) ϭ (w jk Ϫ 1) ϫ ∞, and Equation 12, the expectation is taken using the probabilg 2 (w jk ) ϭ w jk ϫ ∞, for k ϭ 1, . . . , m. Note that g 1 (w jk ) ϭ ity distribution conditional on the current parameter (w jk Ϫ 1) ϫ ∞ ϭ Ϫ∞ and g 2 (w jk ) ϭ w jk ϫ ∞ ϭ 0 if w jk ϭ values and the phenotypic values. Maximizing Equation 0, whereas g 1 (w jk ) ϭ (w jk Ϫ 1) ϫ ∞ ϭ 0 and g 2 (w jk ) ϭ 12 with respect to the parameters, we get
rithms or by executing an intrinsic function from some software packages. A two-dimensional integral can be found in SAS (SAS Institute 1999). The probability
Pr(w j |x j , ) is also called the penetrance of the QTL with genotype x j .
The MLE of B and V in the complete-data situation Since x j is missing and only p jq is calculated, the actual (both X and Y are observed) can be found in Anderson likelihood function for the jth individual is (1984, Sect. 8.2) . Giri (1996, pp. 92-98 ) also provided the derivation in the simple case where x j B ϭ is a
1 ϫ m vector of means. The results shown in Equations 13 and 14 are extensions of the results in the completeThe overall log-likelihood for the entire mapping popudata situation by adding the symbols of conditional exlation is pectation. appendix c gives a step-by-step derivation of
Equations 13 and 14.
In binary data analysis under the liability model, the usual restriction is to let all the variances (diagonal Solving the above log-likelihood function is tedious. elements of matrix V) equal unity (McCulloch 1994) . multivariate normal distribution. The residual error covariance matrix in Equation 14 becomes If we had maximized the complete-data log likelihood function with such a restriction, the maximization step would be extremely complicated because there is no an explicit expression except in the special case when m ϭ 2 and 3. These expectation and covariance matrices
(15) are calculated using the moment-generating function Therefore, Gueorguieva and Agresti (2001) max- (Tallis 1963) or the Gibbs sampler (Chan and Kuk 1997) . imized the log-likelihood function with V unrestricted
The moment-generating function approach needs muland then standardized the model effects by taking B* ϭ tidimensional integrals and cannot be implemented eas-BS
Ϫ1
. The standardized covariance matrix became R ϭ ily in practice when m is large (see appendix a for the S

VS
Ϫ1
. At each EM iteration, Gueorguieva and Agresti special case when m ϭ 2). The Gibbs sampling approach (2001) estimated B and V and immediately replaced requires Monte Carlo simulation, which is suitable for these two parameters by their standardized versions, B* large m. Details of the Monte Carlo method are given and R, before entering the next EM iteration to make in appendix b. sure that the EM converges. In our EM algorithm, we
The EM algorithm may be summarized in the followhave already defined B as a standardized vector of geing steps: netic effects. We simply need to standardize V during
Step 1. Choose the initial values for , (0) ϭ {B (0) , R
}. each iteration of the EM algorithm to ensure the conver-
Step 2. Calculate the posterior probabilities of the QTL gence of the iterations. The estimated correlation magenotype given the current values of all untrix R is indeed the MLE of R based on the invariance knowns using Equation 16. property of the MLE (DeGroot 1986) because V is the
Step 3. Calculate the expectations using Equation 17, a MLE of V and R is a function of V. Equations 13 and process in the E-step. 14 represent the maximization step of the EM algorithm.
Step 4. Calculate jq ϭ E(y j |w j , h q , ) and U jq ϭ Var(y j |w j , We now investigate the expectation step of the EM algoh q , ) using the moment-generating function or rithm. Recall that the probability of x j conditional on the Gibbs sampler (see appendix a and appenmarker information is denoted by p jq . This probability dix b), another process of the E-step. may be called the prior probability. After incorporating
Step 5. Update parameter B using Equation 13, update the phenotypic value and the parameters, we obtain the parameter V using Equation 14, and convert V posterior probability, denoted by into R.
Step 6. Replace the initial parameters by the updated p* jq ϭ Pr(
R)
. values and repeat steps 2-5 until convergence. (16) Likelihood-ratio test: Define the log-likelihood function Note that the V matrix has been replaced by the R evaluated at the maximum-likelihood estimate (MLE) matrix to reflect the standardization. In fact, the unof parameters as restricted covariance matrix V is used only once when we try to estimate it. Once V is estimated, it is immediately
standardized into the form of R, which is then used in all steps of the EM iterations. The expectations are actually where Pr(w j |) ϭ ͚ 3 qϭ1 p jq ⌽ m (w j ; h q B , R ) and is the MLE obtained using the posterior probabilities rather than of . This is also called the likelihood value under the the prior probabilities. Therefore, the conditional exfull model. We need the likelihood values under various pectations given the data W are restricted models to test different hypotheses. The overall null hypothesis is "no effect of QTL at
If we solve the MLE of the parameters under the restricwhere E(y j |w j , h q , ) is the expectation of a truncated tion of LB ϭ 0 and evaluate the likelihood function evaluated at the solutions with this restriction, we have , and another matrix, T, which is used to postmultiply matrix B. For example, to test QTL effects (both additive and dominance) for the kth trait, the null hypothesis is H 0 : LBT ϭ 0, where
is the lower right block of matrix V. The variance of the and T is an m ϫ 1 vector with the kth element being liability for the disease trait, however, is restricted to one and all the remaining elements being zeros. The unity. Therefore, the standardized form of the V matrix test statistic will be is
, which is a function of the unrestricted covariance matrix V, where
lar partitioning given in Equation 23 also applies to with 2 d.f. In general, the L matrix controls the type matrix R. The joint distribution of the phenotype for of effects (population mean, additive, and dominance) individual j is being tested and the T matrix controls the traits (from Pr(w j 1 , y j 1 |x j , ) ϭ φ mϪ1 ( y j 1 ; x j B 1 , R 11 )⌽(w j 1 ; y j1 , x j b 1 , R 11 ),
1 to m) being tested.
The position of the QTL is another parameter of (24) interest. However, in the one-dimensional genome scan, where the position is first treated as fixed and then the entire genome is tested for every putative position with a 1-or
a test statistic profile. The position corresponding to the (25) highest peak is declared as the estimated QTL position if the peak surpasses a given critical value (Churchill and and Doerge 1994; Diggle et al. 1996; Piepho 2001) .
Joint mapping for mixed types of traits: We now de-
φ(y j 1 ; y j 1 , x j b 1 , R 11 )dy j 1 . scribe a statistical model and likelihood analysis for joint (26) mapping of loci that affect one binary trait and multiple quantitative traits. Let w j 1 be the phenotype of the binary The probability density φ(y j1 ; y j1 , x j b 1 , R 11 ) within the intrait for the jth individual and defined as w j 1 ϭ 1 if tegral is a conditional density of y j 1 given y j1 . It is a uniindividual j is affected and w j1 ϭ 0 if it is not affected.
variate normal with mean Further define y jk as the value of the kth observed quanti-
tative trait, for k ϭ 2, . . . , m, on the jth individual. We also define y j 1 as the liability for the binary trait, and variance
Therefore, ⌽(w j1 ; y j (Ϫ1) , x j b 1 , R 11 ) is a truncated univariThe liability of the binary trait and the phenotypic values of the quantitative traits are arranged in a vector called ate normal probability. 
Again, we adopt the EM algorithm to find the MLE RESULTS of parameters. The maximization step is accomplished through Equations 13 and 14. The expectation step Simulation studies: To further evaluate the properties requires calculation of the posterior probabilities of of the proposed method, we conducted two simulation QTL genotypes and then uses these probabilities to find experiments. For the sake of simplicity, we designed one various expectations. The posterior probability of a QTL experiment to evaluate the performance of joint mapgenotype is ping for two binary traits and another experiment for the mixture of one binary and one quantitative trait. In p* jq ϭ Pr(x j ϭ h q |I M , w j 1 , y j 1 ) each experiment, one chromosome with 11 evenly distributed markers was simulated for an F 2 population. ϭ p jq Pr(w j 1 , y j1 |h q B, R)
We simulated a single QTL located at 35 cM of the chromosome and the QTL effects of both traits under from which we get the expectations three different levels of heritability (proportion of variance in liability explained by the QTL). The effects of
the QTL used in the simulation experiments are given in Table 1 . The correlation coefficient between the residuals of the liabilities for the two traits was chosen at 0.25. Under these settings, both traits had the same
heritability. The three levels of the QTL effects led to three different levels of the heritability: 5, 10, and 15%. where
The genetic correlation between the two traits was ex-
pected to be 1.0, Ϫ0.446, and 0.423, respectively, for the different chosen levels of the heritability. The samis a 1 ϫ m vector, which has been partitioned into a ple size of the simulated F 2 population was n ϭ 200. scalar E(y j 1 |w j 1 , h q , , y j 1 ) and a vector y j 1 . The expectaEach simulation experiment was replicated 100 times. tion is taken only for the liability of the binary trait. The
The first simulation experiment was to evaluate the remaining traits already take the observed values and efficiency of the joint binary trait mapping. We first thus no expectations are taken. The expectation for the simulated the liabilities of the two traits and then artifiliability, E(y j 1 |w j 1 , h q , , y j 1 ), is obtained from the truncially truncated the continuous liabilities into two binary cated normal distribution with mean given by Equation phenotypes using a threshold of zero. In the second B5 of appendix b and variance given by Equation B6
simulation experiment, we truncated only the liability of appendix b. The residual error covariance matrix is of the first trait to generate a binary phenotype but left given by Equation 18. However, the conditional expectathe second trait intact so that we had one binary trait tion is replaced by and one continuous trait.
Each data sample was analyzed using both the jointmapping and single-trait-mapping statistics. For the sinand the conditional variance by gle-trait analysis, we used Lander and Botstein's (1989) method for the continuous trait and the method of Xu et al. (2003) for the binary trait. Since we considered only two traits in the joint mapping, explicit formulas were used in each of the EM iteration steps (see appendix a for the explicit formulas). The critical values for the chromosomewise type I error rate of 5% were determined by the approximate method of Piepho (2001).
In real data analysis, one should use the permutation where Var(y j 1 |w j 1 , h q , , y j 1 ) is the variance of a truntest (Churchill and Doerge 1994) to obtain the most cated normal distribution. Both E(y j 1 |w j 1 , h q , , y j 1 ) and appropriate critical values for significance tests. For the Var(y j 1 |w j 1 , h q , , y j 1 ) can be found from the truncated joint analysis, the empirical power was determined by normal distribution (Cohen 1991) and no Gibbs sampler is required.
the proportion of the replicated samples (out of 100) Entries for the QTL effect and location estimates are the average of 100 replicated simulations with the standard deviations among the 100 replicates given in parentheses. J-12, joint mapping; S-1, separate mapping for trait 1; S-2, separate mapping for trait 2.
whose highest test statistic values along the chromosome where p 1 and p 2 are the powers for traits 1 and 2, respectively, and p 12 is the proportion of the replicated simulawere greater than Piepho's (2001) critical value. The peak where the highest test statistic occurred was usually tions in which both traits are significant. For example, among the 100 replicates, if a significant QTL effect is close to the true QTL position. However, a significant QTL was declared even if the peak was not exactly at detected in 50 samples for the first trait and a significant QTL effect is detected in 80 samples for the second the true position. For the separate analyses of individual traits, the statistical power was determined for the analytrait, then p 1 ϭ 0.5 and p 2 ϭ 0.8. If QTL effects for both traits are detected in 40 samples, then p 12 ϭ 0.4. The sis of each trait as in the joint analysis. The critical value was recalculated for each trait in each replicate.
combined power for the separate analyses will be 0.5 ϩ 0.8 Ϫ 0.4 ϭ 0.9. Using this approach to calculating the Tables 2 and 3 show the observed powers of QTL detection, the mean, and standard deviations (SD) of the power, the combined power of the separate trait analyses was almost identical to that of the joint analysis (data estimated QTL locations and effects obtained from 100 replicated simulations. We compared the power of the not shown). Therefore, power increase in joint mapping as opposed to separate mapping depends on how one joint analysis with that of a single-trait analysis for each trait separately. Joint analysis has a substantially higher defines the power in the separate analyses. From the traditional definition of statistical power for single-trait power than either single-trait analysis. We understand that this may not be a fair comparison because joint analysis ( Jiang and Zeng 1997), joint analysis has higher power than single-trait analysis, i.e., joint power greater analysis uses two traits while the single-trait analysis uses only one trait. However, this has been the standard way than p 1 and joint power greater than p 2 . But the joint analysis has an equivalent power to the combined power for comparison of joint mapping with separate mapping (Jiang and Zeng 1997). One may want to redefine the for separate analyses if the combined power is defined as p 1 ϩ p 2 Ϫ p 12 , i.e., joint power Ϸ p 1 ϩ p 2 Ϫ p 12 . power for the separate analyses as the ability to detect at least one QTL effect (either additive or dominance)
The QTL effects and their standard deviations estimated from the joint mapping are comparable to those in at least one trait. Under this definition of the power, results of the two separate analyses may be combined obtained from separate analyses. No obvious advantage of the joint mapping has been demonstrated from the so that the power is recalculated in the combined result. The combined power analysis requires either redefining simulation studies with respect to the estimates of QTL effects. The real advantage of the joint mapping over the critical values by taking into account the multiple tests, which is difficult because the two separate analyses separate analyses has been demonstrated by the increased precision of the QTL position estimates in all may be highly correlated, or simply using the sum of the powers of separate analyses (with an appropriate adjustsituations examined (see Tables 2 and 3) . Overall, the parameter estimates are fairly close to the ment) as the combined power, which is p 1 ϩ p 2 Ϫ p 12 , Entries for the QTL effect and location estimates are the average of 100 replicated simulations with the standard deviations among the 100 replicates given in parentheses. J-12, joint mapping; S-1, separate mapping for trait 1; S-2, separate mapping for trait 2.
true parametric values. The general trend follows our defined as w ϭ 0 if the average score was within the range 0-3 and w ϭ 1 if the average score was 4-5. We expectation: high heritability tends to produce more accurate estimates than low heritability. If we compare were provided only with the binary data, not the original scores. The breeders were more interested in the gethe joint mapping of two binary traits with that of one binary and one continuous trait, we will note the power netic study of the qualitative dichotomous trait than in the genetic study of the numerical scores. This explains difference between the two experiments. Experiment 2 shows higher powers than experiment 1. This observawhy we were approached by the breeders to analyze their data using the new methods. tion also follows our expectation because binary data are not as informative as continuously distributed data.
Since the mapping population was a RIL population, a slight modification of our method for F 2 was required. Mapping rice blast resistance loci: Developing blast resistance cultivars is one of the major objectives in rice
We replaced the probability transition matrix of F 2 by that of F 10 in calculating the conditional probability of (Oryza sativa L.) breeding in both tropical and temperate countries. The causal organism of the rice blast, QTL genotype ( Jiang and Zeng 1997). There was still a 4% residual heterozygosity in the RIL lines (due to Pyricularia grisea, is known for its high genetic variability, allowing it to overcome the resistance of the host plant.
F 10 instead of F ∞ ), which is sufficiently high to allow the dominance effects to be estimated. We treated the plant A framework linkage map was developed using 284 F 10 recombinant inbred lines (RILs) from a "Lemont" ϫ responses to blast pathogen races IB54 and IG1 as two separate binary traits. Therefore, joint mapping for both "Teqing" rice cultivar cross. A subset of 245 RILs innoculated with two rice blast races, IB54 and IG1, was used traits and separate mappings for individual traits were conducted for comparisons. The critical values of test to map loci responsible for the hypersensitive reaction. Details of the experimental design, the measurements of statistics used to declare QTL were calculated using the method of Piepho (2001). phenotypes, and genotypes can be found in the original article by Tabien et al. (2000) . The phenotypes were Table 4 shows the results of joint mapping and separate analyses. The joint mapping may have a greater evaluated using a completely randomized design with three replicates. In other words, each line was evaluated power than separate analyses, as demonstrated by more detected QTL and higher test statistic values. A total of three times for its reaction to each of the phathogen infections. The original scores of the plant response five resistance loci were identified by the joint mapping (qtl1-qtl5), but only four of them were detected with were measured from grade 0 to grade 5. The average score of the three replicates for each line was recorded separate analyses (qtl4 was missed). Of these detected QTL, three of them (qtl1, qtl3, and qtl4) corresponded as the raw data observation. The binary phenotype was ⌳ is the likelihood-ratio test statistic and is the residual correlation. J-12, joint mapping for IB54 and IG1; S-1, separate mapping for IB54; S-2, separate mapping for IG1. The critical values of the test statistic (Piepho 2001) used to declare QTL were 20.57 for the J-12 analysis and 18.15 for each of the separate analyses (S-1 and S-2). Chr., chromosome.
to Pi-tq5, Pi-lm2, and Pi-tq6 detected previously on the listed the probabilities of all the four possible phenotype combinations for all genotypes of each detected QTL basis of chi-square tests of individual marker-trait associations (Tabien et al. 2000) . Two additional loci (qtl2 in Table 5 . The penetrances of any particular genotypes for each QTL may be calculated from this table. For and qtl5) were detected on chromosomes 3 and 12, and they were not reported in the previous study (Tabien example, if we define the penetrance of a genotype as the probability that a plant with this genotype is affected et al. 2000). For each of the two loci, the allele carried by the Lemont parent was responsible for the resistance.
by either of the two pathogens, the penetrance should be calculated using 1 Ϫ Pr(IB54 ϭ R and IG1 ϭ R). None of the genetic parameters, e.g., the QTL effects and positions, were estimable in the previous chi-square On the other hand, if we define the penetrance as the probability that the plant is affected by both pathogens, tests conducted by the original authors (Tabien et al. 2000) . The most striking result from the joint mapping then we should use Pr(IB54 ϭ S and IG1 ϭ S). The marginal penetrance for one pathogen, say pathogen was that all five resistance loci showed fairly consistent effects against both P. grisea races, while different resis-IB54, should be defined as tance loci were detected separately by the single-trait Pr(IB54 ϭ S) ϭ Pr(IBS ϭ S and IG1 ϭ S) analyses.
It is worth mentioning that results of joint mapping ϩ Pr(IBS ϭ S and IG1 ϭ R). and separate mapping do not seem to be consistent in Taking the first genotype of the first QTL, for example, the real data analyses. This inconsistency, however, did we may be able to find penetrances defined in all possinot occur in the simulation studies. The reason for this ble ways, as shown below, is that we have taken a one-dimensional genome-scan approach, which uses a single-QTL model. In the simulaPr(affected by either pathogen|QQ ) ϭ 1 Ϫ Pr(IB54 ϭ R and IG1 ϭ R) tion studies, we indeed simulated a single QTL. There-ϭ 1 Ϫ 0.3863 ϭ 0.6137, fore, the model adequately described the data. In the Pr(affected by both pathogens|QQ ) ϭ Pr(IB54 ϭ S and IG1 ϭ S) real data analysis, however, we used the single-QTL the identified QTL. For a single disease trait, penetrance is defined as the probability that a specific QTL genoInterested rice geneticists and breeders may want to find out all kinds of penetrances of interest from Tatype shows the affected phenotype. Penetrance has not been defined for multiple disease traits. Therefore, we ble 5. This table may also help rice breeders develop The penetrances of QTL genotypes for rice blast resistance in the "Lemont" ϫ "Teqing" crossing experiment an optimal marker-assisted seletion scheme to improve Atchley 1996; Xu 1999, 2000; Xu et al. 2003) , using likelihood-based methods or Bayesian methods. blast resistance in rice.
However, the method of separate analyses of individual binary traits is, so far, the only approach currently avail-DISCUSSION able. For the first time, we developed the full probability model for joint mapping of multiple binary traits. The Joint mapping offers several advantages over singlemethod requires numerical multiple integrals, as we trait analyses. First, joint mapping may increase statistiknow that high-dimensional numerical integration cancal power of QTL detection compared to single-trait not be implemented easily in practice. Therefore, we analyses. Second, joint analysis can improve the precipresented the method using two traits as examples. In sion of parameter estimation. Third, joint mapping proreal data analysis, one may pay more attention to the vides an opportunity to answer more questions related information extracted from the data and thus may wish to the genetic architecture of complex traits. These have to perform joint mapping for more than two traits using been discussed by many authors ( Jiang and Zeng 1995;  the general algorithm developed here. Two factors may Korol et al. 1995; Mangin et al. 1998; Henshall and limit the number of traits included in the analysis. One Goddard 1999; Knott and Haley 2000) in multiple is the computing time and the other is the difficulty in quantitative traits QTL mapping. Similar advantages interpreting the results. For the rice blast data analysis also have been demonstrated here in the joint mapping with two binary traits, QTL search for the entire rice for multiple binary traits. In this study, we paid more genome took ‫01ف‬ min, which is quite reasonable. For attention to the development of the EM algorithm more than two traits, computing time is a big factor of rather than to various hypotheses tests, because the latconcern. We highly recommended using a different but ter have been fully addressed by Jiang and Zeng (1995) .
fast numerical integration algorithm specially designed In addition, the method was derived in the context for high-dimensional integration, e.g., Monte Carlo inteof interval mapping. Extension to composite interval gration. The Bayesian method implemented via Markov mapping should be preferred in practice, but this is chain Monte Carlo (MCMC) is an ideal tool to accomsimply a matter of implementation. Furthermore, the proplish this. In addition, the Bayesian method can handle posed method for F 2 populations can be easily extended the multiple-QTL model with ease. To deal with the probto other types of populations, e.g., backcrosses or fourlem of interpretation, one must have some intuitive way crosses, as demonstrated by the extension from F 2 knowledge about the trait relationships and hypotheses to RILs described in this study. The method differs from underlying the traits. In the disease-resistance case, one one mating design to another only by the possible differwould be interested not only in the number of loci ent number of genotypes and different transition matrix involved, but also in the level of race specificity of indifrom one locus to another.
vidual resistance loci, since the hypersensitive response In fact, there has been much work on single binary trait mapping (Hackett and Weller 1995; Xu and of rice to P. grisea is known to be controlled by the gene-for-gene system (Silué et al. 1992) . However, this genetween host plants and their pathogens in natural and agricultural systems (Leonard and Czochor 1980) . Joint for-gene system normally assumes that only two consequences, resistance or susceptibility, would result from analyses of the correlated qualitative and quantitative phenotypes may substantially increase the power of deinteractions between alleles at a resistance locus of host plants and alleles at its corresponding avirulence locus tecting disease resistance loci and allow exploration of in pathogens, which may not be always true, as is disnew features of loci involved. cussed in the following section; imperfect penetrance We took the maximum-likelihood approach and implemented the method via the EM algorithm. This is different from the GEE method described earlier. We favor the EM algorithm because it was developed on the , i ϭ 1, 2, 3, 4 , represents the arbitrary first moment of (A1), ␣ i represents the probability under the corresponding truncated domain, and
APPENDIX B: CONDITIONAL EXPECTATION AND VARIANCE VIA GIBBS SAMPLER
The basic idea of the Gibbs sampler is to find the distribution of one element, say y jk , conditional on the remaining components in vector y j and sample y jk from the conditional distribution. Under the assumption of multivariate normality for the liability vector, i.e., y j ‫ف‬ N m (x j B, R) , the conditional density of a single component is univariate normal with mean and variance described as follows. First, let us make the following matrix partitioning, y j ϭ [y jk y jk ], where
is a special notation for a subset of vector y j that excludes y jk ; i.e., the subscript k indexes all elements except k. Using this special notation we can partition matrix
is the kth column of matrix B and
is a submatrix of B with the kth column left out. Let us further partition matrix R into
where
Note that R kk is the submatrix of R with the kth row and kth column removed. The above matrix partitionings allow us to define the conditional mean of y jk as
and the conditional variance as
Having found the distribution of one component conditional on the remaining components, one can easily sample each element from its perspective univariate normal distribution. The binary phenotype for each trait has not played a role in the above sampling scheme. To incorporate this information, we need to sample each liability from a truncated normal distribution with the mean and variance given above. For example, if w jk ϭ 0, y jk should be sampled only if y jk Յ 0. If w jk ϭ 1, however, y jk should be sampled only if y jk Ͼ 0. In fact, we adopted the algorithm of Devroye (1986) to simulate a variable from a truncated normal distribution. This special algorithm has a 100% rate of acceptance. The Monte Carlo sampling process is repeated many times with the simulated y j forming a large sample, y
, where M is a large number. Discarding the observations during the burn-in period and thereafter saving one observation every few cycles, we get a sample containing roughly independent observations, from which the sampled mean vector and the covariance matrix are calculated. The sampled mean and covariance matrix are used in place of jq ϭ E(y j |w j , h q , ) and U jq ϭ Var(y j |w j , h q , ). , W͔͖,
where the expectation is taken with respect to the missing values, X and Y, conditional on the current parameters (t ) ϭ {B (t ) , V
} and the data W. Note that we use a special notation E Y |X to denote conditional expectation with respect to Y given X. The expectation of the complete-data log-likelihood (C2) is the target function subject to maximization in the EM algorithm.
Maximization with respect to B: The expectation of the complete-data log-likelihood function relevant to B is , W j ͔͖͖.
L(B|
The partial derivative of L(B| (t ) ) with respect to B is ‫ץ‬ ‫ץ‬B L(B| , W j )͔.
Setting (C4) equal to zero and solving for B, we obtain
In the main text, we used the following simple notation for the conditional expectations,
, W j )͔ and E(x
, W j )͔.
With this short notation, the solution for B becomes 
The partial derivative of this likelihood function with respect to V is complicated, but the derivative of L with respect to V Ϫ1 is straightforward. On the basis of the invariance property of ML analysis, if V Ϫ1 ͘ is the MLE of V Ϫ1 , then ( V Ϫ1 ͘ ) Ϫ1 ϭ V should be the MLE of V. Therefore, we set the partial derivative of L with respect to V Ϫ1 equal to zero and solve for V, as ‫ץ‬ ‫ץ‬V 
)| (t ) , W j ͔͖.
Setting (C8) equal to zero and solving for V, we get
In the main text, we adopted a short notation for the expectation and denoted Equation C9 by
This proves Equation 14 of the main text of the article.
