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Abstract. Since the nineties, the Internet has seen an impressive growth,
in terms of users, intermediate systems (such as routers), autonomous
systems, or applications. In parallel to this growth, the research commu-
nity has been looking for obtaining and modeling the Internet topology,
i.e., how the various elements of the network interconnect between them-
selves. An impressive amount of work has been done regarding how to
collect data and how to analyse and model it.
This chapter reviews main approaches for gathering Internet topology
data. We first focus on hop limited probing, i.e., traceroute-like prob-
ing. We review large-scale tracerouting projects and discuss traceroute
limitations and how they are mitigated by new techniques or extensions.
Hop limited probing can reveal an IP interface vision of the Internet.
We next focus on techniques for aggregating several IP interfaces of a
given router into a single identifier. This leads to a router level vision
of the topology. The aggregation can be done through a process called
alias resolution. We also review a technique based on IGMP probing that
silently collect all multicast interfaces of a router into a single probe. We
next refine the router level topology by adding subnet information. We
finish this chapter by discussing the AS level topology, in particular the
relationships between ASes and the induced hierarchy.
Key words: Internet topology, traceroute, alias resolution, IGMP, Merlin,
subnet, AS
1 Introduction
Internet is made of a vast set of heterogeneous and interconnected entities
enabling the communication between millions of machines. Typically, this net-
work is described as a graph [1] where nodes refer to IP interfaces, routers,
or autonomous systems (ASes)1 and links represent the existence of a direct
connection between those nodes. This is illustrated in Fig. 1 where black dots
represent router interfaces, blank shapes stand for routers, and shaded areas for
ASes. The plain and dotted lines correspond to links. The router graph can be
obtained when all interfaces of a router are grouped in a single identifier. This
process is known as alias resolution. Finally, the AS level is obtained when we
1 Note there are other possible levels, not shown on Fig. 1, such as the Point-of-
Presence (PoP) level [2–5] or the subnet level [6–8]. This latter level will be the




Fig. 1. The different levels of Internet topology
look only at ASes and the links between them (in some sense, we aggregate all
routers belonging to a given AS into a single identifier, the AS number).
This infrastructure, known as Internet topology, makes possible the course
of the information from a given node towards any other node with the help
of intermediate infrastructures acting as relay for the information. This is, de
facto, the backbone of a large number of applications, ubiquitous in our society,
like Internet browsing, email, peer-to-peer systems, cloud computing, and many
others.
Consequently, our deep understanding of the Internet topology properties
(see, for instance, [1, 9–14]) and its dynamics is crucial as it impacts our capacity
to maintain good performance of the network [15], to improve its efficiency and to
design relevant protocols for various applications [16]. Those tasks naturally lean
upon theoretical studies and simulations realized with artificial graphs obtained
from models of the Internet topology [10].
However, it must be understood that the network organisation cannot be, at a
given time, directly available. Its evolution is not ruled by any central authority
that could have a global vision of its structure. As a consequence, the data
collection can only rely on network measurements: researchers and engineers use
complex procedures and tools for building Internet maps, as complete as possible,
gathering so light on some Internet properties. Secondly, assuming that the data
collected is correct and representative of the actual network, efforts are made
for creating Internet models that are essential for simulations [10]. Lots of works
have thus been done for collecting larger and larger amount of data and modeling
as accurately as possible the network.
In this chapter, we investigate how Internet topology data can be collected. In
particular, we focus on techniques for gathering IP interface information through
traceroute-like probing (Sec. 2). We describe how traceroute [17] works, re-
view large-scale projects using traceroute, and discuss traceroute main lim-
itations and how they can be circumvented. We also focus on the router level
of the Internet topology (Sec. 3). We describe techniques for aggregating IP
interfaces of a router into a single identifier (i.e., alias resolution), those tech-
niques being active or passive. We also discuss a recent active probing technique,
IGMP probing, that naturally provides a router level view of the topology. We
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Fig. 2. traceroute example
next refine the router level with subnet information (Sec. 4). Finally, we have
a look at the AS level discovery (Sec. 5). In particular, we describe the ASes
hierarchy and the relationships between ASes and their inference. We describe
the common dataset for studying the Internet AS level topology.
2 IP Interface Level Discovery
The IP interface level is the lowest level of the Internet topology. It considers
the IP interfaces of routers and end-hosts. All routers and some hosts have
multiple interfaces and each interface appears as a separate node in this topology.
The graph’s links consist of the link-layer connections between nodes. These
may not be point-to-point beneath IP: there may be tunnelling across lower-
layer protocols, such as MPLS [18, 19], and there might be traversal of multiple
layer-2 devices [20].
As the IP interface level of the Internet topology can be discovered using
traceroute, we first review how the traceroute tool works (Sec. 2.1). Next,
we discuss several topology mapping projects that are based on traceroute
(Sec. 2.2). Finally, we discuss some traceroute limitations and how they are
fixed (Sec.2.3).
2.1 traceroute
traceroute [17] is a networking tool for revealing the path a data packet
traverses, from a machine S (the source or the monitor) to a machine D (the
destination). traceroute was created by Van Jacobson in 1989. A variant of Van
Jacobson’s traceroute, the NANOG traceroute, is maintained by Gavron [21].
NANOG traceroute has additional features such as AS lookup, TOS support,
microsecond timestamps, path MTU discovery, and parallel probing.
Fig. 2 illustrates how traceroute works. Monitor is the traceroute source,
Destination is the destination and the Ris are the routers along the path. The
monitor sends multiple User Datagram Protocol (UDP) probes into the network
with increasing time-to-live (TTL) values. Each time a packet enters a router, the
router decrements the TTL. When the TTL value is one, the router determines
that the packet has consumed sufficient resources in the network, drops it, and
informs the source of the packet by sending back an Internet Control Message
Protocol (ICMP) time-exceeded message (ICMP TE in Fig. 2). By looking at the
IP source address of the ICMP message, the monitor can learn one of the IP
addresses of the router at which the probe packet stopped. It is worth to notice
that this source address is supposed to be the outgoing interface of the reply
and not the interface on which the packet triggering the reply was received [22].
When, eventually, a probe reaches the destination, the destination is sup-
posed to reply with an ICMP destination unreachable message (ICMP DU in
Fig. 2) with the code port unreachable. This works if the UDP packet speci-
fies a high, and presumably unused, port number, i.e., above 1024.
Standard traceroute, as just described, is based on UDP probes. How-
ever, two variants exist. The first variant is based on ICMP. Instead of launch-
ing UDP probes, the source sends ICMP Echo Request messages. With ICMP
traceroute, the destination is supposed to reply with an ICMP echo reply.
The second variant sends Transport Control Protocol (TCP) packets. The TCP
traceroute [23] aims at bypassing most common firewall filters by sending TCP
SYN packets. It assumes that firewalls will permit inbound TCP packets to spe-
cific ports, such as port 80 (HTTP), listening for incoming connections. The
behavior of the traceroute for the intermediate routers is the same as in stan-
dard traceroute.
The probing method used has an impact on the collected dataset. Indeed,
Luckie et al. show that there are significant differences in the topology observed
following the probing method [24]. ICMP-based traceroute is able to reach
more destinations and to collect more evidence of a greater number of AS links
(after an IP-to-AS mapping [25–27]). If UDP-based probing reaches less desti-
nations, it is however able to reveal much more IP links.
2.2 traceroute-Based Projects
traceroute is a tool easy to implement, manipulate, and deploy (standard
traceroute is part of any operating system distribution). As such, it became
the de-facto standard for probing the network, not only for collecting topology
data but also as a network diagnostic tool. In this section, we review several
topology mapping projects using traceroute for gathering data.
Archipelago [28] is CAIDA’s current measurement infrastructure (i.e., it is
the successor of skitter [29]). Archipelago is based on team probing, i.e., prob-
ing monitors are grouped into teams and the measurement work is dynamically
divided among team members. Currently, Archipelago is made of more than
50 monitors (globally distributed among commercial and research networks)
grouped in three teams. The parallelization allows one to obtain traceroute
data from all routed /24’s in about two or three days. traceroute performed
by Archipelago are made using scamper [30], a modern traceroute implemen-
tation.
RIPE NCC’s Test Traffic Measurement (TTM) [31] measures key parameters
of the connectivity between a given site and other test boxes. The TTM system
performs measurements in a full mesh between roughly a hundred monitors. In
addition to traceroute data, the TTM system also records, among others, one-
way delay2, packet loss, and bandwidth. Measurements have been performed
approximately once every ten minutes, starting in October 2002.
NLANR’s Active Measurement Project (AMP) [32] performed active mea-
surements connected by high performance IPv4 networks. 150 AMP monitors
were deployed and take site-to-site measurements, mainly throughout the United
States. Like RIPE NCC TTM, NLANR AMP avoided probing outside its own
network. In addition to traceroute, AMP measured RTT, packet loss, and
throughput. An IPv6 version of AMP performed measurements between eleven
sites. AMP data collection ceased in early September 2006.
The Distributed Internet MEasurements and Simulations (DIMES) [33] sys-
tem is a measurement infrastructure that achieves a large scale by following the
model of SETI@home [34]. SETI@home provides a screensaver that users can
freely install, and that downloads and analyzes radio-telescope data for signs
of intelligent life. The project obtains a portion of the computing power of the
users’ computers, and in turn the users are rewarded by the knowledge that they
are participating in a collective research effort, by attractive visualisations of the
data, and by having their contributions publicly acknowledged. Dimes provides
a publicly downloadable route tracing tool, with similar incentives for users. It
was released as a daemon in September 2004. The Dimes agent performs in-
ternet measurements such as traceroute and ping at a low rate, consuming at
peak 1KB/sec.
Atlas [35] is a system that facilitates the automatic capture of IPv6 network
topology information from a single probing source. Atlas is based on “source-
routed IPv6 traceroute”, i.e., it performs traceroute on IPv6 networks and
the traceroute can use source routing facilities. Although source routing is
largely disabled in IPv4 networks, it is enabled in IPv6 networks. Source routing
allows greater coverage than can ordinarily be achieved by a single traceroute
monitor. To initiate the discovering process, Atlas relies on probing paths among
a set of known addresses called seeds. The seeds are derived from the information
in the 6Bone registry, a public database of sites and their respective address
allocations. To increase probing performance without overloading the network,
Atlas uses caching. For each trace, the probe engine caches the hop distance to
the via-router, i.e., the intermediate router used for source routing. If the same
via-router is used in a subsequent trace, then the cache distance provides the
initial hop distance and alleviates the need to re-probe from the probing source
to that via-router. Note that others tools for discovering the IPv6 network are
available, such as Dolphin [36], scamper [30], Archipelago [28], and SRPS [37].
iPlane [38] is a service providing Internet path performance predictions by
building an annotated map of the Internet. Measurement points are deployed
on the PlanetLab testbed and the network is daily probed (traceroute prob-
2 This is possible as each box in the system has a GPS.
ing). The obtained data is then postprocessed in order to provide finer grained
information, such as router level topology (see Sec. 3 for details on how to build
router level maps from traceroute data), IP-to-AS mapping, IP-to-PoP map-
ping, bandwidth estimation, etc.
Discarte [39] is an example of a new scalable probing technique that relies on
existing techniques. Indeed, Discarte extends traceroute-like probing by using
the Record Route option defined in the IP header [40]. This option is a way to
record the route of an IP packet. If a router detects the Record Route option in
the IP packet received and this router enables this option, the router must record
in the IP header the address it uses for forwarding the packets. General usability
of IP options has been investigated by Fonseca et al. [41]. They found that half
of the paths drops packets with IP options but those drops occur mainly at the
edge and are done by a minority of ASes.
Using the Record Route option within traceroute comes with several advan-
tages, one of them being the ability to gather multiple IP interfaces of a router
(and, thus, perform alias resolution) without additional probing. However, it
has the drawbacks that this option is length limited (only nine IP addresses
can be inserted in this IP option) and is not broadly supported by routers. In
addition, Discarte uses a logical inference and constraint solving technique to
merge Record Route and traceroute data. Hynetd [42] also uses Record Route
to improve the discovering process.
Gulliver [43] is a measurement platform (currently more than 50 monitors)
aiming at observing the behavior of the Internet from all over the world. Monitors
are performing DNS measurements, as well as traceroute exploration.
2.3 Limitations
If traceroute is the most used tool for discovering the IP interface level of
the Internet topology, it suffers from several limitations.
First, traceroute is routing dependent. This means that, when tracerout-
ing, we are only able to observe what the Internet accepts to reveal. Thus, for
instance, backup links are unlikely to be traversed by traceroute. The number
of probing monitors and traceroute destinations have been subject to inten-
sive works [44–46], in particular how the number of monitors and destinations
can can increase the quantity of topology information collected. If obtaining a
list of traceroute destinations can be straightforward (it is enough to pick an
IP address in each routed /24, for instance), obtaining probing monitors might
not be that easy. DIMES solves this issue by proposing a “community-oriented”
solution, i.e., the tool is deployed based on the community goodwill. Chen et
al. suggest a measurement platform that scales with the growing Internet [47].
They embed a traceroute utility into a popular peer-to-peer (P2P) system and
traceroutes are performed each time a P2P client is up and running. Doing this
way, Chen et al. were able to probe from more than 900,000 IP addresses during
the data collection period (one year and a half). Note that it can be difficult to





TTL = 2 TTL = 3
Fig. 3. Effect of load-balancing on traceroute exploration
without warning. Speeding up the probing process is also supposed to improve
the topology vision because network dynamics could be better captured [48, 49].
Second, traceroute probes are subject to load balancing, leading to the infer-
ence of false links between IP interfaces. This drawback is explored in Sec. 2.3.1.
Third, traceroute consumes a lot of network ressources by repeatedly dis-
covering the same interfaces and links. This problem is known as redundancy
and is the focus of Sec. 2.3.2.
Fourth, it is believed that MPLS tunnels obscure topology information and
traceroute traversing a tunnel cannot reveal the tunnel content. This problem
is known as hidden routers as MPLS hides topology information to traceroute.
We focus on this limitation in Sec. 2.3.3.
Fifth, traceroute is unidirectional. If we traceroute from A to B, it is
likely the path inferred will differ from the reverse path, i.e., the one from B to
A. We discuss this issue in Sec. 2.3.4.
Finally, not all routers respond to traceroute probes. Such routers are called
anonymous routers and imply holes in the inferred paths between sources and
destinations. We discuss anonymous routers in Sec. 2.3.5.
Additional traceroute anomalies are also described by Augustin et al. [50]
and Viger et al. [51]. Finally, note that the problem of third-party addresses [52,
53] will be addressed in Sec. 5.5 as it only concerns AS inference from traceroute
data.
2.3.1 Load Balancing Load balancing for Internet paths is extensively used
by ISPs for ensuring reliability of their networks and improve ressource utilisa-
tion. This can be done through intra-domain routing protocols, such as OSPF [54]
and IS-IS [55], supporting equal cost multipath (ECMP) [56], a routing strategy
in which the next-hop to a given destination can occur over multiple paths. Load
balancing can also be considered in the context of multihomed ISPs, for selecting
which provider will receive which packet [57]. A router performing load balancing
is called load balancer. Fig. 3 illustrates a load balancing path between a source
and a destination. Router R1 acts as load balancer as the path to “destination”
can go through R2 or through R3 → R4.
There are three types of load balancing [58, 59]: per packet, per flow, and
per destination. With per flow load balancing, a flow is assigned to each packet
through information in the packet header, and the load balancer forwards all
packets belonging to the same flow to the same interface. A flow identifier can
be built, for instance, based on the classic five-tuple: source IP address, desti-
nation IP address, source port, destination port, and protocol. Others IP field,
such as ToS, can also be considered for the flow identifier. The per packet load
balancing only ensures an even load on the links, making no attempt to maintain
a flow. Finally, the per destination load balancing forwards all packets with the
same destination to the same interface of the load balancer and can be seen as
equivalent to standard routing.
The presence of load balancing implies that there are multiple routes. The
historical traceroute, as developed by Van Jacobson (see Sec. 2.1), is sensitive
to load balancing. This can lead to the inference of false links between routers,
as illustrated in Fig. 3. If router R1 is, for instance, a per packet load balancer, a
traceroute packet with TTL = 2 (dashed link on Fig. 3) could reach router R2
but, with the packet with TTL = 3 (dash-dotted link on Fig. 3), it could reach
router R4, inferring so a link between R2 and R3. However, such a link does not
exist.
Luckie et al. evaluated the inaccuracies induced from false links inferences [60].
This evaluation has been done at two levels: macroscopic probing (i.e., tracerout-
ing towards a very large set of destinations, in the fashion of Archipelago – see
Sec. 2.2) and ISP probing (i.e., in the fashion of Rocketfuel [61]). Regarding
macroscopic probing, the impact of false links seems to be minor while, for the
latter, two third of the links were suspicious.
A new traceroute, called Paris traceroute, has been developed by Augustin
et al. in order to take into account load balancing and to avoid false link infer-
ence [50]. The idea behind Paris traceroute is to control the traceroute packet
header fields so that all probes towards a destination follow the same path. This
allows one to avoid the negative effects of per flow load balancing on traceroute
exploration. Per packet load balancing is much more difficult to mitigate due to
its random nature.
Based on Paris traceroute, an algorithm,Multipath Detection Algorithm (MDA),
for detecting and listing all routes induced by a load balancer has been pro-
posed [62–64]. The deployment of this algorithm shows that 39% of the source-
destination pairs traverse a per flow load balancer and 70% a per destination
load balancer.
2.3.2 Redundancy Donnet et al. evaluate how traceroute probing involves
duplicate efforts [65, 66]. This is of high importance as traceroutes emanating
from a large number of monitors and converging on selected targets can easily ap-
pear as a distributed denial-of-service (DDoS) attack. Whether or not it triggers















Fig. 4. traceroute redundancy [65]
resources. Duplicated effort in such systems takes two forms: measurements made
by an individual monitor that replicate its own work, and measurements made
by multiple monitors that replicate each other’s work. Donnet et al. term the
first intra-monitor redundancy and the second inter-monitor redundancy.
On one hand, intra-monitor (shown in Fig. 4(a) with very thick arrows il-
lustrating redundant portion of the explored graph) redundancy occurs in the
context of the tree-like graph that is generated when all traceroutes originate
at a single point. Since there are fewer interfaces closer to the monitor, those
interfaces will tend to be visited more frequently. In the extreme case, if there
is a single gateway router between the monitor and the rest of the Internet, a
single IP address belonging to that router should show up in every one of the
traceroutes. On the other hand, inter-monitor redundancy (shown in Fig. 4(b)
with very thick arrows illustrating redundant portion of the explored graph)
occurs when multiple monitors visit the same interface.
Solutions to probing redundancy have been explored. First, Scriptroute [67]’s
Reverse Path Tree (RPT) discovery tool is used to avoid the network overloading
when multiple monitors probe towards a given destination. A reverse path tree
is a destination-rooted tree, i.e., a tree formed by routes converging from a set of
monitors on a given destination (see Fig. 4(b)). The RPT tool avoids retracing
paths by embedding a list of previously observed IP addresses in the script
that directs the measurements. A given monitor stops probing when it reaches
a part of the tree that has already been mapped. Scriptroute thus can avoid
inter-monitor redundancy.
Second, Rocketfuel [61] is a tool for mapping router-level ISP topologies. For
reducing the number of measurements required, Rocketfuel makes use of ingress
reduction and egress reduction heuristics. Ingress reduction is based on the ob-
servation that probes to a destination from multiple monitors may converge and
enter a target ISP at the same node. Egress reduction is based on the observation
that probes to multiple destinations may leave the target ISP at the same node.
Finally, Doubletree [65, 66] takes advantage of the tree-like structure of routes
in the context of probing, as illustrated in Fig. 4. Routes leading out from a mon-
itor towards multiple destinations form a tree-like structure rooted at the moni-
tor (Fig. 4(a)). Similarly, routes converging towards a destination from multiple
monitors form a tree-like structure, but rooted at the destination (Fig. 4(b)). A
monitor probes hop by hop so long as it encounters previously unknown inter-
faces. However, once it encounters a known interface, it stops, assuming that it
has touched a tree and the rest of the path to the root is also known. Using these
trees suggests two different probing schemes: backwards (monitor-rooted tree –
decreasing TTLs) and forwards (destination-rooted tree – increasing TTLs).
For both backwards and forwards probing, Doubletree uses stop sets. The
one for backwards probing, called the local stop set, consists of all interfaces
already seen by that monitor. Forwards probing uses the global stop set of
(interface, destination) pairs accumulated from all monitors. A pair enters the
global stop set if a monitor receives a packet from the interface in reply to a
probe sent towards the destination address.
A Doubletree monitor starts probing for a destination at some number of hops
h from itself. It will probe forwards at h + 1, h + 2, etc., adding to the global
stop set at each hop, until it encounters either the destination or a member of
the global stop set. It will then probe backwards at h − 1, h − 2, etc., adding
to both the local and global stop sets at each hop, until it either has reached
the distance of one hop or it encounters a member of the local stop set. It
then proceeds to probe for the next destination. When it has completed probing
for all destinations, the global stop set is communicated to the next monitor.
Note that in the special case where there is no response at distance h, the
distance is halved, and halved again until there is a reply, and probing continues
forwards and backwards from that point. Each monitor sets its own value for
h in terms of the probability p that a probe sent h hops towards a randomly
selected destination will actually hit that destination. Doubletree’s efficiency has
been largely explored [68–71].
Note that Rocketfuel’s ingress and egress reduction heuristics are similar
to Doubletree’s forwards and backwards stopping rules. However, Rocketfuel
applies its heuristics exclusively at the boundaries of ISPs, and so it does not
take advantage of the redundancy reductions that might be found by paths that
converge within an ISP.
2.3.3 Hidden Routers Multiprotocol Label Switching (MPLS) [72] was de-
signed to reduce the time required to make forwarding decisions. It is now de-
ployed to provide additional virtual private network (VPN) services [73] and
traffic engineering capability [74, 75]. To accomplish this, an IP router inserts
one or more 32-bit label stack entries (LSE) into a packet, before the IP header,
that determines the forwarding actions made by subsequent MPLS Label Switch-
ing Routers (LSRs) in the network. A series of LSRs connected together form
a Label Switched Path (LSP). MPLS networks are deployed on IP routers that
use a label distribution protocol [76, 77].
In an MPLS network, packets are forwarded using an exact match lookup of a
20-bit label found in the LSE. An MPLS LSE also has a time-to-live (LSE-TTL)
field and a type-of-service field. At each MPLS hop, the label of the incoming
packet is replaced by a corresponding outgoing label found in an MPLS switching
table. The MPLS forwarding engine is lighter than the IP forwarding engine
because finding an exact match for a label is simpler than finding the longest
matching prefix for an IP address.
MPLS routers may send ICMP time-exceeded messages when the LSE-TTL
expires. In order to debug networks where MPLS is deployed, routers may also
implement RFC 4950 [78], an extension to ICMP that allows a router to embed
an MPLS label stack in an ICMP time-exceeded message. The router simply
quotes the MPLS label stack of the probe in the ICMP time-exceeded mes-
sage. RFC4950 is particularly useful to operators as it allows them to verify the
correctness of their MPLS tunnels and traffic engineering policy. This exten-
sion mechanism has been implemented by router manufacturers since 1999 [79],
and is displayed by modified versions of traceroute [21] that report the label
stack returned by each hop in addition to RTT values currently displayed. If
the first MPLS router of an LSP (the Ingress Label Edge Router - LER) copies
the IP-TTL value to the LSE-TTL field rather than setting the LSE-TTL to
an arbitrary value such as 255, LSRs along the LSP will reveal themselves via
ICMP messages even if they do not implement RFC4950. Operators configure
this action using the ttl-propagate option provided by the router manufac-
turer.
These two “MPLS transparency” features – RFC 4950 functionality and the
ttl-propagate option – increase the observability of otherwise opaque MPLS
tunnels during IP-level topology discovery based on traceroute. Unfortunately,
lack of universal deployment of these two features (ingress LERs that do not
enable the ttl-propagate option, and LSRs that do not support the RFC4950
ICMP extensions) means that current traceroute-based inference methods can
cause false router-level links to be inferred and underestimates MPLS deploy-
ment in the Internet.
Based on those two MPLS transparency features, Donnet et al. [19] have
proposed an MPLS taxonomy made of four classes. Fig. 5 illustrates the four
classes that are
– explicit tunnels: both ttl-propagate and RFC4950 are enabled. The tunnel
and its internal structure are visible. Each hop within the LSP is flagged as
such (as illustrated with “MPLS” in Fig. 5). Explicit tunnels have been
extensively studied by Sommers et al. [18] and are the most represented
MPLS tunnels: roughly, 30% of the path traverse, at least, one MPLS explicit
tunnel. This proportion of explicit tunnels has also been observed by other
studies [19, 80].
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Fig. 5. Taxonomy of MPLS tunnel configurations and corresponding traceroute be-
haviors [19]
– implicit tunnels: the router that pushes the MPLS label enables the ttl-pro-
pagate option but LSRs do not implement RFC4950. In this case, while the
internal IP structure of the tunnel is visible, its existence as an MPLS tun-
nel is not revealed. Donnet et al. have proposed signature-based techniques
for revealing such tunnels and demonstrated that implicit tunnels are three
times less prevalent than explicit ones.
– opaque tunnels: LSRs implement RFC4950 but the ingress LER does not
enable the ttl-propagate option. Only the router that pops the MPLS
label reveals a LSE and the internal structure of the LSP is hidden. In Fig. 5
the opaque tunnel hides two LSRs (R2 and R3), allowing an erroneous link to
be inferred between R1 and R4. Donnet et al. have also proposed a technique
for inferring the length of opaque tunnels (i.e., the number of hidden routers
in the LSP). They also suggested that opaque tunnels are very infrequent.
– invisible tunnels: the ingress LER does not enable the ttl-propagate option
and RFC4950 is not implemented by the router popping the MPLS label.
In Fig. 5, two IP hops are hidden and the last router of the MPLS path
does not flag itself as part of an LSP. Again, a link between R1 and R4
is erroneously inferred. Up to now, there is no technique for revealing and
quantifying invisible tunnels.
Based on observation made by Sommers et al. [18] and Donnet et al. [19],
MPLS is a frequent feature in the Internet but is not a brake to Internet topology
discovery (thanks to RFC 4950 and ttl-propagate option). Only opaque and
invisible tunnels are a problem but it seems they are infrequent. If for the moment
invisible tunnels cannot be revealed and quantified, the actual impact of opaque
tunnels on topology discovery must still be evaluated.
2.3.4 Unidirectionality traceroute, as defined in Sec. 2.1, is unidirectional.
It means that it is only able to capture the path from the traceroute source
















Fig. 6. traceroute unidirectionality and reverse path
from the destination to the traceroute source itself (i.e., the reverse path). Said
differently, traceroute gives the path from the source to anywhere, but not the
path from anywhere to the traceroute source. As routing is asymmetric [81],
both paths (i.e., one-way and reverse) are likely to be different. This situation
is illustrated in Fig. 6 in which the traceroute from the source to a given web
server gives a path traversing AS9, AS1, AS4, and AS7. On the contrary, the
path from the web server to the source traverses AS7, AS6, AS8, AS12, and AS9.
Reverse traceroute [82] has been proposed to overcome this fundamental
drawback. Reverse traceroute builds the reverse path incrementally, using a set
of controlled vantage points and several measurement techniques. First, vantage
points are used to measure the path from themselves towards the traceroute
source. Tree-like structure of routes is considered for avoiding probing redun-
dancy. The set of paths collected is used as bootstrap for incrementally building
the reverse path, starting from the traceroute destination and hop-by-hop back
to the traceroute source. This incremental process is stopped when encounter-
ing a router belonging to the set of routes collected at first. This process can be
seen as somewhat equivalent to Doubletree’s local stop set (see Sec. 2.3.2).
Reverse traceroute considers three measurement mechanisms for building the
reverse path. First, globally, Internet routing is destination-based. This means
that Reverse traceroute should be able to capture the reverse path one hop at
a time and, next, glue all hops together. Second, several IP options, such as
Record Route [40] and IP timestamp [83], are used to identify the various hops
along the path. Finally, IP spoofing is used to overcome limitations in IP times-
tamp support. IP spoofing, first described by Morris [84] and deeply discussed by
Bellovin [85], is one of the common tools used by hackers to perform attacks. It
allows the attacker to hide his identity by forging the source IP address of pack-
ets. Instead of carrying the source IP address of the machine the packet comes
from, it contains an arbitrary IP address that is selected either randomly or in-
tentionally. Despite various techniques for avoiding IP spoofing (see, for instance,
ingress filtering [86, 87], hop count [88], probabilistic marking [89], or hash-based
traceback mechanisms [90]), a large-scale study has shown that IP spoofing is
still widely possible [91]. Based on measurements distributed throughout the
world, Beverly and Bauer find that approximately one-quarter of the observed
addresses, netblocks, and autonomous systems (AS) still permit full or partial
spoofing [91].
2.3.5 Anonymous Routers Unfortunately, the traceroute behavior ex-
plained in Sec. 2.1 is the ideal case. A router along the path might not reply
to probes. In order to avoid waiting an infinite time for the ICMP reply, the
traceroute monitor activates a timer when it launches the probe. If the timer
expires and no reply was received, then, for that TTL, the machine is considered
as non-responding and the router is flagged as “*” in the traceroute output.
Such a router is also called an anonymous router. The task of identifying all “*”
belonging to the same router is known as anonymous router resolution. It has
been shown that this process is NP-complete [92].
Gunes and Sarac identify five reasons for a router for being anonymous [93]:
1. The router is configured to ignore all traceroute requests, i.e., it nevers
sends back an ICMP ttl exceeded packet.
2. The router applies ICMP rate limiting and is anonymous if the incoming
traceroute queries rate is above the preset threshold.
3. The router is configured to ignore traceroute queries when it is congested.
Otherwise, it responds to queries.
4. A border router might be configured to filter all outgoing ICMP packets
coming from its domain. As a consequence, all routers belonging to this
domain are anonymous.
5. The router that replies with a non-publicly routable IP address [94] should
be considered as anonymous as a given non-publicly routable IP address can
be used by several routers (i.e., there is no uniqueness guarantee).
It is worth to notice that anonymous router resolution cannot be done, gen-
erally, during the probing time. This process is, typically, done after the data
has been collected. We can thus see anonymous router resolution as a passive
process. Historically, simple solutions to anonymous routers have been proposed.
For instance, Cheswick et al. [95] stop tracerouting towards a destination once
an anonymous router is encountered. This approach has the drawback of po-


















Fig. 7. Alias resolution principle
routers with arcs (e.g., the route portion Ri → ∗ → Rj is replaced by Ri →
Rj) or with a unique identifier in order to consider each anonymous router as a
unique node in the topology. Such a solution can lead to inaccuracies in the re-
sulting topology. Finally, Bilir et al. [97] compress successive anonymous routers
between two nodes into a single identifier. This solution has a limited scope.
More recent solutions to anonymous router resolution are based on optimiza-
tion problem [92], on heuristics on link delays or neighbor matching [93], and on
graph data mining [98].
3 Router Level Discovery
The router level is the second level of the Internet topology. Nodes in the
graph are routers themselves, meaning that all IP interfaces of a router collected
with traceroute have been aggregated into a single identifier. This aggregation,
historically, is made using alias resolution (Sec. 3.1). This alias resolution is ei-
ther made at the same time of probing IP interfaces, requiring additional probing
to traceroute (active techniques), or after the data collection by analyzing the
resulting graph (passive techniques).
Recently, a new technique has been developed and is based on IGMP probing
(Sec. 3.2). This technique has the advantage of collecting, in a single probe, all
multicast interfaces of a router. This means that alias resolution is not anymore
required.
3.1 Alias Resolution
The router level topology can be seen as an aggregation of the IP interface
level, i.e., the summary of all the IP addresses of a router into a single identifier.
The summary technique is called alias resolution and is illustrated in Fig. 7. As
explained in Sec. 2.1, traceroute lists interfaces addresses of a path and iden-
tifies, in our example, interfaces A, B, C1, C2 and D (Fig. 7(a)). Alias resolution
clusters all interfaces of a router into a single value to reveal the true topol-
ogy. As shown in Fig. 7(b), interfaces C1 and C2 are aliases. Based on synthetic
topologies, Gunes and Sarac show that the accuracy of alias resolution has an
important effect on the observed topological characteristics such as, for instance,
the number of nodes and edges or the average node degree [99]. In this section,
we describe the currently existing approaches for alias resolution.
3.1.1 Active Methods Active methods for alias resolution are based on
several techniques: address based method, IP identifier based method, DNS,
Record Route IP option, and timestamps. We describe these techniques in this
section.
The address based method is described in RFC 1122 [100]. The principle is
simple: the source sends a UDP probe with a high port number to the router
interface X. If the source address of the resulting “Port Unreachable” ICMP
message is Y, then X and Y are aliases for the same router. The drawback of
this solution is that some routers do not generate ICMP messages, making alias
resolution impossible. This technique has been implemented in many tools, such
as iffinder [101] and Mercator [2].
The IP identifier based method has been implemented in Ally, Rocketfuel ’s
alias resolution component [61]. Ally is based on the ID field of the IP header,
a 16-bit field used to identify the fragments of one datagram from those of
another [40]. The ID value is supposed to be unique for a given (source, des-
tination) pair and protocol during the time the packet could be alive in the
network. The basic idea of the IP identifier based method is the following: send
a UDP probe packet with a high port number to the two potential aliases. The
“Port Unreachable” ICMP responses are encapsulated within IP packets and,
so, each one includes an IP identifier (x and y). Then, one sends a third packet
to the address that responded first. Assume that z is the IP identifier of the
third response and x was the IP identifier of the first response. If x < y < z
and z−x is small, the addresses are likely aliases. This method, like the address
based method, works only if a router responds to probes. Further, it is network
resource greedy as it requires O(n2) probes to infer aliases among n IP addresses.
To overcome this network resource limitation, Bender et al. introduce Radar-
Gun [102]. Basically, RadarGun models the IP ID as a counter over time and
infers the rate at which the counter increases. This rate is named the velocity of
a router and is typically close to a straight line. The distance between pairs of
lines is computed and the pairs with a small distance are labeled as aliases.
MIDAR (Monotonic ID-Based Alias Resolution) [103] is designed for per-
forming alias resolution, using the IP identifier technique, for a very large-scale
of targets (on the order of several millions). The comparison of IP identifiers is,
here, based on monotonicity instead of proximity. The scalability is achieved by
considering multiple vantage points, multiple probing methods, and a sliding-
window probe scheduling.
The DNS based method considers similarities in router host names and works
when an AS uses a systematic naming scheme for assigning IP addresses to
router interfaces. This method is especially interesting as it can work even if
a router does not respond to probes directed to itself. Ally uses this technique
against unresponsive routers with the help of the Rocketfuel’s name DNS de-
coder. AROMA [104] also combines DNS based method and Ally’s technique.
However, it has been shown that DNS can introduce errors due to misnaming,
leading so to bad alias resolution [105].
The TTL-limited with record route option method has been proposed by Sher-
wood and Spring [39]. The idea is to perform a standard traceroute with the
Record Route (RR) IP option enabled [40]. Note that the addresses discovered
by traceroute and RR do not overlap as RR records the outgoing interface
while the time exceeded message solicited by traceroute comes from the ingo-
ing interface. This technique works only in networks where routers support the
RR option, which is not necessarily the case in modern networks. This solution
is computationally expensive [106].
Palm Tree [107] takes a list of IP addresses from a target network and aims
at identifying IP aliases among IP address of this target network. The alias
resolution technique applied by Palm Tree is based on common practice for
assigning IP addresses [108]. Palm Tree must be seen as a complementary tool
to existing techniques.
The last technique, proposed by Sherry et al. [109] and implemented in motu
[110], is based on the IP timestamp option [83]. Originally, the timestamp option
has been introduced for measuring the one-way delay of Internet links. A router
receiving an IP packet with the IP timestamp option is supposed to provide, in
the option, a timestamp consisting of milliseconds since midnight UTC. There
are several sub-types of IP timestamp option: (i), “timestamp only” for which the
router writes the timestamp in the option; (ii), “timestamp with ID” for which
the router writes the timestamp in the option preceded with its IP address; (iii),
“prespecified timestamp”, in which IP addresses of routes are prespecified in the
IP packet. A router inserts its timestamp in the option only if its IP address has
been prespecified by the packet sender.
For testing if A and B are aliases, Sherry et al. send multiple ICMP Echo
Request probes with the prespecified timestamp option enabled. If A and B are
aliases, the router should record timestamps for both A and B with consistent
values. If timestamps in the replies are consistent, further investigations are made
to ensure both IP addresses are aliases.
The large-scale applicability of the IP timestamp option has been evaluated
and it has been shown that using this option is only effective for 12.9% of the
destinations [111]. Note that it seems that using the IP timestamp option is a
little bit more effective in the context of reverse traceroute (see Sec. 2.3.4).
Routers behaviors regarding active alias resolution have been recently ana-
lyzed [112]. Direct probing based on ICMP packets with IP identification pro-
vides the best identification ratio.
3.1.2 Passive Methods On the contrary to active methods, passive methods
do not require additional probing. The alias resolution is done oﬄine, after the
traceroute data has been collected. Those passive techniques are based either
























1.1.0.2 → 1.1.0.1 [1/0/pim/querier]
1.1.2.3 → 1.1.2.1 [1/0/pim/querier]
1.1.2.3 → 1.1.2.2 [1/0/pim/querier]
1.1.3.1 → 0.0.0.0 [1/0/pim/leaf]
Fig. 8. mrinfo example [20]
The graph based method extracts from traceroute outputs a graph of linked
IP addresses in order to infer likely and unlikely aliases [113]. It is based on
two assumptions: (1) if two IP addresses precede a common successor IP ad-
dress, then they are likely to be alias, and (2) two addresses found in a same
traceroute are unlikely to be aliases. This method is mainly used as a prepro-
cessing step to reduce the number of probe pairs for an active probing approach,
such as the address and IP identification based methods.
The second method is the Analytical Alias Resolver (AAR) introduced by
Gunes and Sarac [114]. Given a set of path traces, AAR utilizes the common IP
address assignment scheme to infer IP aliases within the collected path traces.
However, AAR assumes point-to-point links to resolve IP aliases on a given pair
of path traces between two vantage points and completely ignores multi-access
links.
The Analytic and Probe-Based Alias Resolver (APAR) [115] is an extension
of AAR to overcome its limitations. It uses a set of inference rules, based on
identifying the subnets linking routers and then aligning traceroute paths us-
ing those subnets. kapar [106] is an optimized implementation of APAR that
overcomes APAR’s scalability issues.
3.2 IGMP Probing
Historical alias resolution techniques, discussed in Sec. 3.1, come with inher-
ent limitations. Indeed, as they are based on traceroute data, they naturally
inherits from traceroute limitations (see Sec. 2.3) and biases. Further, addi-
tional probing or analysis is also biased. This can lead to a high proportion of
false aliases, giving so an inaccurate vision of the router level topology.
Recently, IGMP probing has been considered for collecting router level data
[20]. Although it is limited to multicast-enabled routers and unfiltered networks
(Sec. 3.2.4), IGMP probing comes with the advantage of silently collecting all
multicast interfaces of a router in a single probe. IGMP probing is made possible
with mrinfo (Sec. 3.2.1), mrinfo-rec (Sec. 3.2.2), and Merlin (Sec. 3.2.3).
3.2.1 mrinfo mrinfo [116] messages use the Internet Group Management Pro-
tocol (IGMP [117]). IGMP was initially designed to allow hosts to report their
active multicast groups to a multicast router on their local area network (LAN).
Most IGMP messages are sent with a time to live of 1. However, the Distance
Vector Multicast Routing Protocol, DVMRP, has defined two special types of
IGMP messages that can be used to monitor routers [118]. Although current
IPv4 multicast routers do not use DVMRP anymore, they still support these
special DVMRP messages. Upon reception of an IGMP ASK NEIGHBORS mes-
sage, an IPv4 multicast router replies by sending an IGMP NEIGHBORS REPLY
message that lists all its multicast enabled local interfaces3 with some infor-
mation about their state. Cisco and Juniper routers also report in the IGMP
NEIGHBORS REPLY message the version of their operating system. Fig. 8 shows
an example of the usage of mrinfo to query the router R2, 1.1.0.2 being the
responding interface of R2. mrinfo reports that this router is directly connected
to R0 (through interface 1.1.0.1). We can also notice that R2 is connected to
routers R5 and R6 through an L2 network (labeled “switch” in Fig. 8) because
interface 1.1.2.3 appears twice in the mrinfo reply (see bold text in Fig. 8).
Finally, mrinfo reports that interface 1.1.3.1 has no multicast neighbor be-
cause the right IP address is equal to 0.0.0.0 (or is directly connected to a LAN,
as indicated by the “leaf” keyword). All this information is obtained by sending
a single IGMP message. In practice, mrinfo provides information similar to the
output of a show command on the router’s command line interface.
3.2.2 mrinfo-rec Me´rindol et al.’s approach in probing the network with
mrinfo is recursive and is called mrinfo-rec [20]. Initially, mrinfo-rec is fed
with a single IP address corresponding to the first router attached to the mrinfo-
rec vantage point. mrinfo-rec probes this router and recursively applies its
probing mechanism on all the collected IP addresses. These recursive queries
stop at unresponsive routers or when all discovered routers have been queried.
The same process is run every day. It is worth to notice that an address not
replying to an mrinfo probe during a given day will not be queried the days
after except if it appears again in a list of captured addresses.
To illustrate this behavior, let us apply it on the topology depicted in Fig. 8.
mrinfo-rec receives, as input, an IP address belonging to router R0. From R0,
mrinfo-rec collects a set of neighbor IP addresses, i.e., {1.1.1.2, 1.1.0.2}. For all
IP addresses in this set that were not previously probed, mrinfo-rec sends an
IGMP ASK NEIGHBORS message and, if the probed router replied, it again runs
through the set of neighbor IP addresses collected.
3.2.3 MERLIN Initial implementations of mrinfo and mrinfo-rec suffer from
several issues and limitations [119]. First, there is a lack of support for IGMP-
fragmented NEIGHBORS REPLY messages as mrinfo is unable to deal with multi-
ple received packets. It only processes the first packets (there is no continuation
3 It has been reported that a router may reply to a ASK NEIGHBORS message through
one of its purely unicast interface [119]. In such a case, the set of collected interfaces





















Fig. 9. Merlin global overview [120]
flag forcing the wait for the remaining fragments). Me´rindol et al. have ob-
served this behavior on large degree CISCO routers. Second, mrinfo is unable
to multiplex IGMP-based measurements. The initial version of mrinfo sends its
IGMP query, then waits for a possible reply during a given time. Possibly it per-
forms several retries if no response has been collected within the previous time
frame. Further, IGMP does not consider port and query numbers to multiplex
incoming/outgoing connections. This leads to scalability issues when performing
large-scale IGMP probing.
Merlin [119] has been introduced to overcome these limitations. Merlin
decouples the sending and receiving processes in order to avoid the use of timers
between queries and replies and improve the probing efficiency. Furthermore, all
replies having the same source IP address are considered as part of a largest
message in order to re-assemble IGMP fragmented packets of a given router.
If mrinfo and mrinfo-rec were probing the entire Internet, Merlin has been
designed to focus on ASes.
If Merlin is still based on recursive IGMP probing, it also improves mrinfo
and mrinfo-rec by probing from several vantage points, each one being man-
aged by a central server [120], in order to increase the exploration coverage while
limiting the probing redundancy. Fig. 9 illustrates how Merlin vantage points
are organized around the central server. The “input” is the initial set of destina-
tions provided to each vantage points. The Merlin vantage points are organized
in a ring, a vantage point probing after its predecessor in the ring. In addition,
Merlin makes use of traceroute to discover active addresses (typically in tar-
geted ASes) in order to circumvent the recursion limitations. It has been shown
that this multiple vantage points probing increases the amount of information
collected by the IGMP probing [119].
Fig. 10. Connected components evolution over time (AS1239) [120]
3.2.4 IGMP Probing Limitations The first limitation of IGMP probing is
inherent to the technique itself: only multicast enabled network can be probed.
This limits thus the scale of the topology that can be collected.
When probing a multicast enabled AS with IGMP probing, one expects ob-
taining its complete backbone as it should be entirely multicast to ensure the
correct multicast tree establishment by the PIM multicast routing protocol [121].
By multicast backbone, one means the AS areas where links and routers pro-
viding connectivity to non-multicast customers or peers are pruned. Unfortu-
nately, some routers do not reply to IGMP probes sent by Merlin, leading
to an anonymous behavior that is similar to the one observed with traceroute
(see Sec. 2.3.5). This phenomenon is called IGMP filtering. As a consequence, the
topology obtained using solely IGMP probing is incomplete and disconnected:
the collected IGMP graph exhibits a set of disjoint components. Fig. 10 illus-
trates this problem on the Sprint Tier-1 AS.4 The horizontal axis shows IGMP
probing snapshots over 56 weeks (one snapshot per week) between May 2004 and
December 2008. The left vertical axis provides the size of each connected compo-
nent and must be read in conjunction with stacked bars. The right vertical axis
gives the quantity of connected component plotted in a stacked bar and must
be read with the line. While at the beginning, one was able to capture a sin-
gle large connected component (more than 700 connected nodes), the number of
connected components starts exploding in 2008: up to 38 connected components,
a lot of them being made of only 2 nodes. The explanation of this degradation
is the progressive introduction of IGMP filtering in the network. Indeed, the
number of connected components increases with the number of non-responding
routers.
IGMP filtering is of two kinds [122]: some multicast routers do not reply to
IGMP probes (local filtering) while some others do not forward IGMP messages




















Fig. 11. How a network can be represented as a router graph and a subnet graph [124]
(transit filtering). While the second problem can be reduced with the use of
multiple vantage points in a cooperative distributed platform [120], the first
one is more challenging as it impacts the collected topologies. Indeed, multicast
routers that do not respond to IGMP probes may divide the resulting collected
multicast graph into disjoint components.
Merlin tries to limits the effect of local filtering by applying traceroute
and alias resolution for glueing together disconnected components [122]. This
reconnection procedure is achieved by the central server, once IGMP components
have been collected.
4 Subnet Level Discovery
A subnetwork (or, simply, subnet) refers to a set of devices that are on the
same connection medium and that can communicate directly with each other at
the link layer [123].
The subnet level is a way to enrich router level maps with subnet level con-
nection information [6]. Subnet discovery presents some similarities with alias
resolution (see Sec. 3.1). Indeed, alias resolution follows the goal of aggregat-
ing IP addresses (appearing in various traces) of a router into a single identi-
fier. Similarly, subnet detection aims at identifying multiple links (appearing to
be separate) and at combining them to represent their single hop connection
medium (point-to-point or multi-access) [8].
Fig. 11 illustrates the concept of subnet. Fig. 11(a) provides the groundtruth
topology for our example. This topology is made of seven routers, some of them
being connected through layer-2 devices (the black square – see for instance the
connection between R4 and R5). Fig. 11(b) gives the router level graph view
of the topology. Finally, Fig. 11(c) aggregates all routers (and layer-2 devices)
belonging to the same subnetwork into a single identifier and connects a subnet
to others if they communicate with each other.
4.1 Inference Techniques
In the fashion of alias resolution (see Sec. 3.1), subnet inference can be divided
into two kinds of methods: passive and active techniques.
4.1.1 Active Methods traceNET [6] attempts to collect a subnet at each
router on the same path. traceNET works iteratively and starts by creating a
temporary /31 subnet from a given interface. It then grows the subnet by de-
creasing prefix lengths (i.e., /30, /29, etc.). For each subnet, traceNET probes
the potential IP addresses within the subnet range to ensure that those IP ad-
dresses are assigned to IP interfaces. Note that this decision is taken based on
heuristics. If one of the heuristics is not met, the IP address is declared as not
belonging to the subnet under exploration. The growing process is then stopped
and the subnet is stepped back to its last valid state.
In some sens, traceNET works as traceroute: it is designed to detect sub-
nets on a given path between a source and a destination. traceNET is thus
subject to some traceroute limitations, such as routing. In addition, in order
to be efficient, traceNET requires several vantage points. exploreNET [124], a
traceNET extension, has been introduced to mitigate those drawbacks. In par-
ticular, exploreNET is able to discover individual subnets rather than subnets
on an end-to-end path. exploreNET also presents techniques for sampling sub-
nets in the target domain and their global characteristics (such as mean subnet
degree, subnet prefix length distribution, etc.) [7].
4.1.2 Passive Methods Although it is not its primary goal, IGMP probing
(see Sec. 3.2) allows one to detect subnets [14]. The subnet inference requires to
post-process the collected data by following three rules:
– Symmetry rule. All routers attached to the potential subnet should have the
same view. On Fig. 8, router R2 is connected to the same subnet as R5 and
R6 through a layer-2 device. When probing R5 and R6 with mrinfo, R2 must
also appear in their mrinfo output.
– Querier rule. In a normal case, only one router per layer-2 network must
be tagged as the Igmp “querier” (i.e., it won the querier election on the
subnet [125]: it has the greatest IP address on the subnet). For instance, on
Fig. 8, as interface 1.1.2.3 is tagged as “querier”, interfaces 1.1.2.1 of R5
and 1.1.2.2 of R6 should not be tagged as such.
– Subnet mask rule. The validity of the minimum mask covering all IP ad-
dresses in the subnet is verified.
In addition, IGMP probing can provide information on the technology used
in the subnet, such as ATM cloud, etc. However, the limit of IGMP probing for
revealing subnet is that mrinfo is only able to detect subnetworks involving at
least three routers.
Gunes and Sarac suggest that subnet inference can be done once data has
been collected (using traceroute) and alias resolution has been done [8]. IP ad-
dress assignment practices [126, 127] induce subnet relationships or formations.
Candidate subnets are thus formed, from the data, by grouping into a subnet
address range address prefix of length /x. Smaller subsets (/x, (x+1), . . . , /31)
are next recursively created. In the fashion of IGMP probing, a set of rules is









Fig. 12. AS relationships
– Accuracy rule. IP addresses in a subnet should appear next to each other
each time they appear in the same trace.
– Distance rule. IP addresses from a given subnet should be at similar distances
to a vantage point.
– Completeness rule. Candidate subnets having less than a quarter of their IP
addresses present in the data set should be ignored.
– MaxFit rule. Candidate subnets that are a subset of a larger one must be
ignored after assessing the previous rules.
5 AS Level Discovery
An Autonomous System (AS) is either a single network or a group of net-
works that is under the control of a single administrative entity, typically an
ISP or a very large organization (for instance, a university, a business enterprise
or division) with independent connections to multiple networks. An AS is also
sometimes referred to as a routing domain. Each AS is identified by a unique
16-bit number assigned by the Internet assigned numbers authority (IANA).5
In this section, we describe the AS relationships 5.1) before discussing the
induced AS structure (Sec. 5.2). We next describe the various data sources for
inferring AS level topology (Sec. 5.3). We describe techniques for inferring AS
relationships 5.4 and, finally, discuss their limit (Sec. 5.5).
5.1 AS Relationships
In the Internet AS topology graph, an edge between two ASes (nodes) rep-
resents a business relationship which results in the exchange of Internet traffic
between them. An AS can have one or more relationships with different kinds of
neighboring ASes. Each relationship may correspond to several distinct physical
links [20].
On one side, an AS’ access links connect to customer networks. Customer
networks buy Internet connectivity from the AS. On the other side, peering links
5 It is worth to notice that, since December 1st, 2006, the AS Number Registry has
been expanded to 32 bit-number space [128].
connect to transit providers from which it buys its own connectivity. Peering
links also connect to private peers with which exchange of traffic is negotiated
without exchanging money as a way to avoid sending traffic through a provider.
No transit traffic is allowed through peering links; only traffic with the peer
or its customers is permitted. These are the most observed relationships in the
network and are usually referred to as the provider-to-customer (p2c), customer-
to-provider (c2p) and peer-to-peer (p2p) relationships. A recent analysis has
shown that p2p relationships between adjacent Tier-1 ASes are redundant, i.e.,
the connections between those ASes involve several physical links [20].
A less common relationship found in the Internet is called the sibling-to-
sibling (s2s) relationship. This relationship generally resides between two ASes
of a same company. The key difference with peering is that siblings exchange all
kinds of traffic, not only between their respective customers. An s2s relationship
covers everything except the p2c, c2p and p2p relationships. It appears in various
cases such as when two ASes act as backups for each other, or when two ISPs
merge and decide to become siblings instead of merging into a single AS which
can be very complex. Two peering ISPs have a special agreement for specific
prefixes for which they transit all kinds of traffic for each other. Fig. 12 illustrates
those AS relationships.
These relationships have a major impact on routing in the Internet, as shown
by Tangmunarunkit et al. [129]. Inside an AS, routing uses hop-count as a met-
ric, but because intra-domain protocols support hierarchies, the resulting paths
are not always the shortest in terms of hop-distance. Between ASes, routing is
determined by policy. Many Internet path lengths thus may also benefit from a
detour [130, 131] which would incur more router-level hops than shortest-router-
hop path routing. For simulation purpose, it is therefore most appropriate to
model the network with policy-based routing rather than AS shortest path-based
routing.
5.2 AS Hierarchy
Relationships discussed in Sec. 5.1 suggest the existence of an AS hierar-
chy [133]. This hierarchy is described in Fig. 13.
Following Subramanian et al. [133] nomenclature, we can distinguish three
kinds of AS. First, the Tier-1 ASes do not have upstream provider of their own.
Typically, a Tier-1 has a national or international backbone and there are full
p2p connections between them. On Fig. 13, Tier-1 ASes are on the top of the
hierarchy and labeled as “National Backbone Operators”. There are a few Tier-
1 ASes (roughly 12-20), such as UUNET, Sprint, or Level3. Second, the Tier-
2 ASes (or, simply, the Transit ASes) provide transit services to downstream
providers. A transit AS needs, at least, one provider of its own. The Internet
counts a few thousand Transit ASes. Those Transit ASes are located in the
middle of the hierarchy in Fig. 13 and labeled as “Regional Access Providers”
and “Local Access Providers”. Finally, the Stub ASes do not provide transit
services to others. They are connected to one or more upstream providers. Stub
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Fig. 13. Traditional AS hierarchy [132]
ASes constitute the vast majority of ASes (i.e., 85-90%). They are located at
the bottom of the hierarchy in Fig. 13 and labeled as “Customer IP Networks”.
5.3 Data Sources
Two sources of AS level topology data are available: Internet registries and
BGP routing information. This section describe these two sources [134] along
with their advantages and limitations.
5.3.1 Routing Registry Information Many publicly-available registries
share information about the Internet and its topology. Regional Internet Reg-
istries [135] are organizations responsible for allocating AS numbers and IP
address blocks, all of which are accessible using the WHOIS protocol [136]. In-
ternet Routing Registry (IRR) [137] is another group of databases maintained
by several organizations and containing documented routing policies. These poli-
cies are available through the WHOIS protocol and are expressed in the Routing
Policy Specification Language (RPSL) [138].
Topology discovery using Internet registry information has several advan-
tages. Firstly, the access is simpler and more efficient to implement than active
method probing, such as those described in Sec. 2. Indeed, they do not have to
explore the network to obtain the topology and the information is grouped at
specific locations. Secondly, they provide high-level information such as routing
policies which are otherwise more difficult to obtain.
This information source has, however, limitations mainly due to the fact that
they are based on data provided by ISPs and not based on the real state of the
network. Firstly, the provided information is often incomplete for various reasons
such as confidentiality and administrative overhead. Secondly, as shown in Ripe
consistency check reports [139], registry data quality is questionable and often
inconsistent as information about a same object in one registry overlaps and
sometimes even contradicts information in other registries. Thirdly, due to their
inherent nature, these registries are not able to precisely reflect the actual state
of routing in the network. For instance, it cannot determine whether portions of
the Internet are reachable or not, or whether backup links exist and are used.
These limitations are the reason why current work has tended to focus on
other information sources for topology discovery at the AS level. Nevertheless,
routing registries still provide a useful source of information when combined with
other sources.
5.3.2 BGP Routing Information As opposed to link-state protocols such
as OSPF [54] or IS-IS [140], BGP does not maintain any unified view of the
network. Each BGP router chooses its best path for a specific destination which is
propagated to its neighbors, leading to an individual view of the network for each
router. This view depends on factors such as the choices made by its neighbors,
the order in which it receives their announcements, etc. This distributed nature
calls for the use of information gathering methods in order to obtain the most
complete common view of the topology.
Common BGP information sources are looking glasses and route servers. A
looking glass is a web interface to a BGP router which usually allows BGP data
querying and limited use of debugging tools such as ping and traceroute. A
route server is a BGP router offering interactive login access permitting to run
most non-privileged router commands. Both are usually made public to help
network operators in their debugging tasks, but they can also provide BGP in-
formation to properly crafted network discovery tools. A list of accessible looking
glasses and route servers is available at [141].
A second source of BGP information is BGP dumps. Projects such as Route-
Views [142] or Ripe NCC provide collected information from BGP routers
around the world. Route collectors are deployed in various locations and peer
with BGP routers from multiple ASes. They then periodically save snapshots
of their state, known as table dumps, along with all routing updates received
between the preceding and current snapshot, known as update traces. Another
way to get BGP information is to use a Zebra router configured to log all BGP
update messages. Zebra is an open-source routing daemon [143].
There are several advantages to AS level topology discovery using BGP rout-
ing information. First, in the fashion of routing registries, data has been gathered
and is available at specific places. There is therefore no need to deploy an in-
frastructure for exploring the network. Secondly, unlike routing registry data,
provided information by BGP corresponds to the actual state of the network,
even though it only provides local views of it. Finally, BGP update traces allows
dynamic behavior analysis such as backup link detection.
Using BGP routing information has, however, drawbacks. As noticed by
Chang et al. [144], BGP does not provide complete information due to miss-
ing AS relationships that include both p2c and p2p type relationships. Further,
BGP routing information seems to provide a less complete picture of interdo-
main routing as for example using node-probing, confirmed by Broido and claffy
studies [145].
5.4 Inference Techniques
Early research assumed that two ASes were linked if their AS numbers were
adjacent in an AS path. Gao and Rexford [146] then made a substantial advance
by noticing c2p links creating so a hierarchy. Gao went on to identify the p2p
and s2s relationships [147].
Inferring these relationships is a problem of its own. In her study, Gao [147]
first tackles the problem by developing an inference mechanism which extracts
information from BGP tables and summarized valley-free6 property of AS paths.
Subramanian et al. [133] formulates AS relationship assignment as an optimiza-
tion problem, a type of relationship (ToR) problem. Battista et al. [148] prove
its NP-completeness and present an approximately optimal solution. Gao and
Xia [149] evaluate then the accuracy of these algorithms and improve them by
introducing techniques on inferring relationships from partial information, in
particular the information coming from the BGP community attribute [150].
Dimitropoulos et al. [151] provides improvements to relationships inference. In
particular, they provide techniques for inferring s2s from IRRs and heuristics for
c2p and p2p relationships.
Chang et al. show that many existing links do not actually appear in BGP [152].
Therefore, they propose to infer the AS topology from Internet’s router topol-
ogy. Broido and claffy [145] reports that the obtained topology differs from the
BGP inferred ones in having much denser inter-AS connectivity. It is also richer
because it is capable of exposing multiple points of contact between ASes. This
is in contrast to BGP table dumps that only provide information on whether
two ASes peer or not.
A side issue in inferring AS topologies is to delineate the border of an AS.
Indeed, border routers can be made of IP addresses belonging to the AS of
interest, to a peer, or to a third party such as an Internet eXchange Point (IXP).
Solutions to this issue have been proposed for AS topologies collected by IGMP
probing [153] and by traceroute [152, 154].
5.5 Limitations
Several works [155, 156, 151, 157] demonstrate that AS level topology dis-
covery based on current data collection efforts is limited. Indeed, for instance,
6 After traversing a p2c or a p2p edge, the AS path cannot traverse a c2p or p2p edge.
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Fig. 14. Third-party address in a traceroute path [53]
Dimitropoulos et al. [151] show that BGP tables missed up to 80% of the ASes
adjacencies (mainly p2p relationships). Dimitropoulos et al. [158] suggest to ad-
ditionally consider BGP updates as the path exploration process may reveal new
links between ASes. Others [144] suggest to actually mix the various data source
(see Sec. 5.3) instead of considering each source in isolation to others.
Inferring AS level topology from traceroute is not exempt from limitations.
It naturally comes with all drawbacks inherited from traceroute (see Sec. 2.3).
In addition, it comes with another limitations called third-party address.
A third-party address is the address of a router interface that does not lie
in the actual path taken by the packet [52]. Fig. 14 illustrates the problem of
third-party address. Remind that, as explained in Sec. 2.1, the source address
of the time-exceeded message generated by a router is the outgoing interface
of the reply, not the interface that received the packet generating the reply. On
Fig. 14, let us assume that our traceroute contains the sequence a, b, c where
a and b are incoming interfaces from router R1 and R2 and c the interface used
by R3 to send ICMP messages. c is a third-party address as it does belong to
the actual path traversed by traceroute packets.
Third-party addresses have an impact on AS level topology. Indeed, when
mapping IP addresses to their AS number, one can generate a false link. On
Fig. 14, the third party address c generates a false AS link between AS1 and
AS2.
Hyun et al. [52] suggest that third-party addresses occur generally at a
few hops from the traceroute destination (i.e., at the destination edge of the
network) and are found mainly in multihomed Stub networks. Marchetta et
al. [53] use the IP timestamp option for revealing third-party addresses in a
traceroute.
6 Conclusion
The Internet is an heterogeneous system made of interconnected entities al-
lowing the communication between machines, from computers to smartphones.
In this chapter, we have reviewed how data can be collected for obtaining the
Internet topology. In particular, we focused on four levels of the topology: the
IP interface, the router, the subnet, and, finally, the AS level. Each level has
its own set of inference techniques (active or passive) with their advantages and
drawbacks.
Does this chapter mean that everything has been done regarding Internet
topology? Surely not. Several challenges are still open. For instance, large-scale
distributed measurement infrastructures made of hundreds or thousands of mon-
itors are more and more deployed (see, for instance, the recent RIPE Atlas [159]).
Future challenges will concern, for instance, the distribution of gathered data
among the measurement points and how to efficiently query this distributed
database to provide to the research community or to an application information
about the Internet topology.
Challenges are also on network measurement techniques and modeling. For
instance, mechanisms for obtaining information about the network dynamics
cannot rely on standard probing techniques. Further, current modeling approaches
do not take into account network dynamics.
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