We present an algorithm that determines the Galois group of linear difference equations with rational function coefficients.
Introduction
The current algorithms for computing the Galois group of linear difference equations were only valid for the equations of special types, such as the second order equations, the equations of diagonal form or with constant coefficients and so on. In [9] , a difference analogue of Kovacic's algorithm was developed for linear difference equations of order two. In [23] , algorithms for linear difference equations of diagonal form were developed. For linear difference equations with constant coefficients, an algorithm can be found in [22] , where the author further showed that there is a recursive procedure that derives the Galois group from the ideal of algebraic relations among solutions, and vice versa. In [15] , Maier gave upper and lower bounds for the Galois groups of Frobenius difference equations over (F q (s, t), φ q ), where φ q (s) = s q and φ q (a) = a for all a ∈ F q (t). On the contrary, algorithms for computing the Galois groups of linear differential equations have been well-developed (see [2, 13, 20, 11] ). Particularly, in [11] , Hrushovski developed an algorithm that calculates the Galois groups of all linear differential equations with rational function coefficients. His algorithm involved many arguments from logical language and has recently been reworked by Rettstadt in [17] and by the author in [7] . Here, in this paper, we develop an algorithm for computing the Galois group of linear difference equations with rational function coefficients of arbitrary order. Our algorithm can be considered as a difference analogue of Hrushovski's algorithm.
The philosophy of computing the Galois groups of linear difference equations is quite similar to that of linear differential equations. The Galois groups of these two kinds of equations are linear algebraic groups over the field of constants. Hence bounds for the defining equations of linear algebraic groups developed for the differential case can be applied to the difference case without any modification. However, there exist some results in differential algebra whose difference analogues are not correct any more, and vice versa. For example, associated primes of a radical differential ideal are again differential ideals, while those of a radical σ-ideal need not be σ-ideals but σ δ -ideals for some integer δ. This forces us to consider σ δ -ideals. Another example is that the Picard-Vessiot extension ring for linear differential equations is not necessarily the coordinate ring of a trivial torsor for the Galois group, while that for linear difference equations is the coordinate ring of a trivial torsor. This implies that one only needs to consider objects such as hypergeometric elements that are defined over the basic field.
Throughout this paper, k stands for the field of rational functions in x with coefficients in Q, the algebraic closure of the field of rational numbers, andk stands for its algebraic closure. The difference field which we are interested in is the field k with an automorphism σ given by σ(x) = x + 1 and σ(c) = c for c ∈ Q. Consider the following linear difference equations σ(Y ) = AY
where Y is an n × 1 vector with indeterminate entries and A ∈ GL n (k). Let R be the PicardVessiot extension ring of k for (1) . The Galois group of (1) over k, denoted by Gal(R/k), is defined to be the set of σ-k-automorphisms of R, i.e. k-automorphisms of R that commute with σ. Let F be a fundamental matrix of (1) with entries in R, i.e. F ∈ GL n (R) satisfying σ(F ) = AF . Then for any φ ∈ Gal(R/k), φ(F ) is another fundamental matrix of (1) . Thus there exists [φ] ∈ GL n (Q) such that φ(F ) = F [φ]. The map given by φ → [φ] is a group homomorphism of Gal(R/k) into GL n (Q). Denote by G the set {[φ] | φ ∈ Gal(R/k)}. It was proved in (Theorem 1.13, page 11 of [23] ) that G is a linear algebraic group defined over Q. The reader is referred to Chapter 1 of [23] for more information about the Galois theory of linear difference equations. The group G can be reformulated as the stabilizer of some ideal in a σ-ring, which we describe below. Let Y denote an n × n matrix (y i,j ), where the y i,j are indeterminates. Sometimes, in brief, we also consider Y as a set of indeterminates. By setting σ(Y ) = AY , one can extend σ from k to k[Y, 1/ det(Y )] so that it becomes a difference extension ring of k. The results in Section 1.1 of [23] 
which is an algebraic subgroup of GL n (Q). Set
Then I F is a maximal σ-ideal and G = stab(I F ). By the uniqueness of the Picard-Vessiot extension ring of k for (1), one sees that for any maximal σ-ideal I of k[Y, 1/ det(Y )], there is g ∈ GL n (Q) such that g · I = I F . From this, one can readily verify the stabilizers of maximal σ-ideals in k[Y, 1/ det(Y )] are conjugated. In other words, as linear algebraic groups, these stabilizers are isomorphic. Therefore we shall also call the stabilizer of a maximal σ-ideal of k[Y, 1/ det(Y )] the Galois group of (1) over k. Using the Gröbner base method, one can obtain the defining equations of stab(I) easily once a Gröbner basis of I is known. Therefore, the above definition indicates that finding a maximal σ-ideal of k[Y, 1/ det(Y )] will suffice to determine the Galois group. We shall give in this paper an algorithm that computes a maximal
The rest of the paper is organized as follows. In Section 2, we introduce some basic results that provide the theoretical background of our algorithm. Meanwhile, we introduce some basic definitions such as proto-groups, proto-maximal σ-ideals and so on. In Section 3, we show how to compute a proto-maximal σ-ideal. In Section 4, we describe a method to extend a proto-maximal σ-ideal to a maximal σ δ -ideal so that one can easily obtain a maximal σ-ideal by taking the intersection of ideals. In Section 5, the methods developed in the previous sections are summarized as an algorithm, and an example is presented to illustrate the algorithm. In Appendix A, we describe a method to find coefficient bounds for generators of a proto-maximal σ-ideal. In Appendix B, an algorithm for computing σ δ -hypergeometric elements in k[Y, 1/ det(Y )]/I irr is developed, where I irr is a prime σ δ -ideal.
Some basic results
In this section, we shall introduce some basic results about proto-groups, k-torsors and several related problems whose algorithmic solutions will be needed in our algorithm.
Proto-groups
As in the differential case, bounds on algebraic subgroups of GL n (Q) play a central role in the main algorithm presented in this paper. Let H be an algebraic subgroup of GL n (Q). For the ease of notation, we shall use H(k) (resp. H(k)) to denote k-points (resp.k-points) of H. We shall say H is bounded by a positive integer d if there is a set S ⊆ Q[Y ] such that H is the set of zeroes of S in GL n (Q) and elements of S are of degree not greater than d. In brief, H u stands for the algebraic subgroup of H generated by unipotent elements and H • denotes the identity component of H.
Definition 2.1 Let G, H be two algebraic subgroups of GL n (Q). H is said to be a protogroup of G if they satisfy the following condition
In the case that G is the Galois group of (1) over k, H is called a proto-Galois group of (1).
Remark 2.2
Suppose that H is a proto-group of G andH is an algebraic subgroup satisfying G ≤H ≤ H. SinceH u ≤ H u , one sees thatH is also a proto-group of G.
For the convenience, we introduce the following definition.
is a protoGalois group of (1).
The key point of Hrushovski's algorithm is the following proposition, which is also the core of our algorithm.
Proposition 2.4 (Corollary 3.7 of [11] , Corollary B.15 of [7] ) One can find an integerd only depending on n such that for any algebraic subgroup G of GL n (Q), there is a protogroup of G bounded byd. Particularly, given linear differential equations, there exists a proto-Galois group of it bounded by the integerd.
The integerd can be explicitly given as follows (see Corollary B.15 of [7] for details). Set
and
where J(m) is a Jordan bound, which is not greater than √ 8m + 1
It is well-known in the theory of linear algebraic groups that any algebraic subgroup of a diagonalizable group D is the intersection of kernels of some characters of D (see Proposition in the page 103 of [10] ). Given a connected algebraic group H, the following proposition describes algebraic subgroups that are the intersections of some characters of H.
Proposition 2.5
Suppose that H is a connected algebraic subgroup of GL n (Q). Then G is the intersection of kernels of some characters of H if and only if H is a proto-group of G.
Proof.
Assume that H is a proto-group of G. Let χ 1 , · · · , χ ℓ be generators of X(H), the group of characters of H. Define a map ψ :
where Q × denotes the multiplicative group of Q. Then ψ(H) is a diagonalizable group and ψ(G) is one of its algebraic subgroups. Due to Proposition in the page 103 of [10] , ψ(G) is the intersection of kernels of some characters of ψ(H). Denote these characters byχ 1 , · · · ,χ l . Notice that ψ induces a group homomorphism
This implies that ψ(h) ∈ ψ(G). Lemma B.9 of [10] states that H u = ker(ψ). Hence ker(ψ) ⊆ G and then h ∈ G.
Conversely, G is the intersection of some characters of H.
The connection between proto-groups and σ-ideals in k[Y, 1/ det(Y )] is the geometric objects so called k-torsors, which are introduced in the next section.
k-Torsors
We shall use Zero(J) to denote the set of zeroes of J in GL n (k), where J is a subset of k[Y, 1/ det(Y )]. Suppose that Z ⊆ GL n (k) is a variety defined over k. We shall use I k (Z) to denote the set of all polynomials in k[Y, 1/ det(Y )] that vanish on Z. Definition 2.6 (see Definition 3.13 of [22] ) Let Z ⊆ GL n (k) be a variety defined over k and H an algebraic subgroup of GL n (k) defined over k. Z is said to be a k-torsor for H if for any z 1 , z 2 ∈ Z, there is a unique h ∈ H such that Suppose that H is a connected algebraic subgroup of GL n (k), which is defined over Q, and Z is a trivial k-torsor for H. Then for any B ∈ Z ∩ GL n (k), the map given by
is an isomorphism of k-algebras. A theorem of Rosenlicht ([14, 18, 21] ) implies that invertible regular functions on Z are closely related to characters of H. This theorem states: let H be a connected linear algebraic group defined over an algebraically closed fieldk and y be a regular function on H with 1/y also a regular function, then y is ak multiple of a character. Notice that characters of H can be viewed as elements in
for some r ∈ k and some character χ of H.
Proof. We only need to prove the second assertion. Since Q is algebraically closed, H viewed as a linear algebraic group defined overk is still connected. The map (4) implies that
Applying the above theorem of Rosenlicht to P (BY ), one has that P (BY ) = rχ for some r ∈k and some character χ. Observe that
We then conclude that r ∈ k and P = rχ(B −1 Y ).
In Section 4, one will see that invertible elements of k[Y, 1/ det(Y )]/J are actually σ-hypergeometric over k. In the case that J is a proto-maximal σ-ideal, algebraic relations among these σ-hypergeometric elements will reveal the characters of H that determine the Galois group G.
Some related problems
In this paper, we shall need the algorithmic solutions of the following problems.
, compute a Gröbner basis of it with respect to some monomial ordering. The reader is referred to Section 2.7 of [4] and Section 5.5 of [1] for the algorithms.
(P 2) Given an unmixed ideal in k[Y], compute its radical and its associated primes. There are several methods for this problem, for instance the methods presented in [8] , Section 4 of [6] , Section 8.7 of [1] , parts 36 and 42 of [19] .
(P 3) Compute the Galois group of linear difference equations of diagonal form. Equivalently, given b 1 , · · · , b ℓ ∈ k, compute a set of generators of the following Z-module:
When k = Q(x), a method was described in Section 2.2 of [23] . Using the results in Section 3.2 of [5] , one can adapt the method in [23] to solve the problem with k = Q(x). This problem is the bottleneck in extending our algorithm to the equations over a larger basic field.
(P 4) Give linear difference equations with coefficients in k, compute all hypergeometric solutions. The reader is referred to ( [3, 16] ) for algorithms.
The computation of a proto-maximal σ-ideal
Let F be a fundamental matrix of (1) and let d be a positive integer or ∞. Denote 
The computation of I F,d
In [12] , Kauers and Zimmerman presented an algorithm for computing generators for the ideal of algebraic relations among solutions of linear difference equations with constant coefficients. Their algorithm relies on the fact that one can explicitly write down solutions of the equations of such type. Here, our task is different. We only compute the ideal generated by algebraic relations with bounded degree, while we are interested in linear difference equations with coefficients in k.
We first show that which fundamental matrix F we take in this section. Let S Q be the difference ring of germs at infinity of Q (see Example 1.3 in the page 4 of [23] for the definiton). Let ρ be a nonnegative integer such that i is not a pole of entries of A and det(A(i)) = 0 if i ≥ ρ and Z ρ ∈ GL n (Q). Define an element of GL n (S Q ), say Z = (Z 0 , Z 1 , · · · ), as follows:
where i is a nonnegative integer such that j is not a pole of f if j ≥ i. Proposition 4.1 in the page 45 of [23] states that ψ induces an embedding of
The results in Appendix A imply that one can compute an integer ℓ such that I F,d has a set of generators consisting of polynomials in
with m i = (m i,j,l ). We can then reduce the original problem to the following problem: find a basis of the vector space
We are going to solve the latter problem. Observe that σ(
This operator L can be computed using the equation (1) . Notice that at present, we do not know the ideal I and thus do not know F . Fortunately, one can easily compute the sequence solution Z, which can be considered as a difference analogue of formal power series solutions of linear differential equations,. For the convenience, write (1) and L in the form of linear recurrence equations
where ρ is a positive integer such that i is not a pole of entries of A(x) and det(A(i)) = 0 for all i ≥ ρ, and ν is an integer greater than integer roots of a l (x)a 0 (x) = 0. One easily sees that Lemma 3.1 Assume that {s ν , s ν+1 , · · · , } is a solution of (7). If there is a nonnegative integer j such that s ν+j = · · · = s ν+l−1+j = 0, then s i = 0 for all i ≥ ν.
Let κ be an integer greater than ρ and ν. Notice that the sequence {Z ρ , Z ρ+1 , · · · , } is a solution of (6) and for all 0 ≤ i ≤ ℓ and 0 ≤ j ≤ N , the sequence
Then the sequence {P c (κ, Z κ ), (P c (κ + 1, Z κ+1 ), · · · , } is also a solution of (7).
Proof. Assume that c ∈ U . Then P c (x, F ) = 0 and thus ψ(P c (x, F )) = 0. In other words, there is a positive integer j such that P c (i, Z i ) = 0 for all i ≥ j. Lemma 3.1 implies that
The conditions P c (i, Z i ) = 0 for all κ ≤ i ≤ κ + l − 1 induce a linear system for c. Solving this system, we obtain a basis of U . (
Let κ be an integer that is greater than both ρ and all integer roots of the leading and trailing coefficients of L.
Example 3.4 Consider the Fibonacci numbers F (n). It satisfies that
.
We are going to calculate I Z,2 . Using the results in Appendix A, one sees that there are generators of I Z,2 whose degrees in x are zero. Let m 0 , · · · , m 14 be all vectors in Z 4 ≥0 satisfying From this, one sees that I Z,2 is generated by y 2,1 − y 1,2 , y 2,2 − y 1,2 − y 1,1 .
When is I F,d proto-maximal?
Letd be as in (3) . In this section, we shall show that I F,d is proto-maximal. Before proving this, we first describe some properties of I F,d . Note that I F,d is contained in a maximal σ-ideal I. Proposition 1.20 in the page 15 of ( [23] ) states that Zero(I) is a trivial k-torsor for stab(I). We show that a similar property holds for
Proof. Denote by J B the right-hand side. Suppose that P is an element of k[Y ] ≤d with P (F ) = 0. Then for each h ∈ H F,d , P (Y h) ∈ I F,d and therefore P (Bh) = 0. Write
where
and c 1 , · · · , c l are linearly independent over Q. Obviously, for all i with 1 ≤ i ≤ l, the degree of P i (Y ) is not greater than d and
Notice that I F is a maximal σ-ideal that contains I F,d . Let G = stab(I F ). Observe that the action of GL n (Q) on k[Y ] preserves the degrees of polynomials. From the definition of I F,d , one sees that G ⊆ H F,d . Due to Proposition 2.7, Zero(I F ) =BG(k) for anyB ∈ Zero(I F ) ∩ GL n (k). This implies that Zero(I F ) ⊆ Zero(JB) and thus JB ⊆ I F . As F is a zero of I F , it is also a zero of JB. This together with the fact that JB is generated by polynomials in k[Y ] ≤d implies that JB ⊆ I F,d . On the other hand, the previous result shows that I F,d ⊆ JB. Consequently, I F,d = JB. It remains to prove that J B = JB.
We first have that JB ⊆ J B . Define a k-automorphism φ of k[Y ] as follows:
. In the sequel, J B = JB.
The above lemma has the following corollaries.
Corollary 3.7 Let I irr be an associated prime of
Proof. Let B be an element of Zero(I irr ) ∩ GL n (k). By Corollary 3.6,
. For each g ∈ GL n (k), one can define an isomorphism φ g of GL n (k) given by φ g (Z) = Zg. As I irr is prime, one can verify that h ∈ stab(I irr ) if and
Lemma 3.8 Suppose thatF is a fundamental matrix of (1). IfF is a zero of I F,d , then
Proof. From the assumption, one has that
The noetherian property of the ring 
Since H is bounded byd, Zero(J) = BH(k). By Proposition 2.7, Zero(I) = BG(k). Therefore J ⊆ I, because I is radical and H is a proto-group of G. Note thatF is a zero of I. One then has thatF is a zero of J. This implies that
The first inclusion holds because J is generated by a set of polynomials in k[Y ] ≤d . Lemma 3.5 then implies that
Then the proposition follows from Remark 2.2. 
Using the method developed in Section 3.1, we can compute a σ-ideal Furthermore, one has that
Since all elements in stab(I Z,2 ) is semi-simple, stab(I Z,2 ) is a proto-Galois group of (1) over k, i.e. I Z,2 is a proto-maximal σ-ideal.
The computation of a maximal σ δ -ideal
The results in the previous section enable us to calculate a proto-maximal σ-ideal. Suppose that we have obtained a proto-maximal σ-ideal, say I F,d . Let I irr be an associated prime of I F,d . It can be obtained by the algorithmic solutions of the problem (P 1). Since I F,d is a σ-ideal, I irr is a σ δ -ideal for some positive integer δ. In the following, we will enlarge I irr to obtain a maximal σ δ -ideal. By Corollary 3.7, one sees that for any B ∈ Zero(I irr ) ∩ GL n (k),
(k) and stab(I irr ) = H
Let I δ be a maximal σ δ -ideal that contains I irr . Proposition 2.7 implies that Zero(I δ ) is a trivial k-torsor for stab(I δ ), i.e. Zero(I δ ) = BG δ (k) where B ∈ Zero(I δ ) ∩ GL n (k). Then the equality (9) induces that stab(
is a proto-group of stab(I δ ). 
Meanwhile, all σ i (Ĩ) are maximal σ δ -ideals. Hence there are g 1 , · · · , g δ−1 ∈ GL n (Q) such that φ g i (σ i (Ĩ)) =Ĩ. This implies that
The equalities (10) and (11) 
The above lemma together with Proposition 3.9 induces that H F,d is a proto-group of stab(I), i.e.
. Due to the above lemma again, (stab(I))
is a proto-group of stab(I δ ). Proposition 2.5 implies that stab(I δ ) is the intersection of kernels of some characters of H •
F,d
. This will enable us to construct I δ . Suppose that
Then we have the following lemma. Lemma 4.2 Let B be an element of Zero(I δ ) ∩ GL n (k) and
Then Zero(I δ ) = Zero(S).
Proof. Let G δ = stab(I δ ). It suffices to show that Zero(S) = BG δ (k). Observe that B ∈ Zero(I irr ) ∩ GL n (k), which implies that Zero(
(k). Suppose that Z ∈ BG δ (k). As G δ is the intersection of kernels of the charactersχ 1 , · · · ,χ l , one sees that Z ∈ Zero(S). Conversely, assume that Z ∈ Zero(S). Then Z ∈ Zero(I irr ) and thus Z = Bh for some
This implies that h ∈ G δ (k). Therefore Zero(S) = BG δ (k). Let P 1 , P 2 be two σ δ -hypergeometric elements over k of k[Y, 1/ det(Y )]/I irr . We say P 1 and P 2 are similar if there is r ∈ k such that P 1 = rP 2 . 
), by (9) , Q(B −1 Y ) ∈ I irr . As I irr is a σ δ -ideal, one has that
This implies that
In other words,
This proves the first assertion. Now assume that
Particularly, putting h = I n , one then has that r = 1. Thus χ 1 = χ 2 , a contradiction.
Let κ 2 be as in (2). Proposition B.17 of [7] states that X(H •
) has generators that are
Then X is a set of generators of X(H •
). Furthermore, we have that Corollary 4.5 There is a bijective map between H and X .
Proof. Let B ∈ Zero(I irr ) ∩ GL n (k). We define a map τ from H to X(H •
) as follows:
) satisfies P − rχ(B −1 Y ) ∈ I irr for some r ∈ k. By Proposition 2.7, for each P ∈ H, there is a character χ such that τ (P ) = χ, and such character is unique by Proposition 4.4. Hence τ is well-defined. From the definition of H, one sees that τ is injective. We shall prove that τ (H) = X . As the map defined in (4) is an isomorphism, one has that
Hence χ(Y ) can be chosen to be a polynomial in Q[Y ] ≤κ 2 . That is, χ ∈ X . Therefore τ (H) ⊆ X . Finally, Proposition 4.4 implies that τ (H) = X .
Algorithm B.1 in Appendix B enables us to compute H.
Z is a finitely generated Z-module. The solution of the problem (P 4) allows us to compute a set of generators of Z. Assume that m 1 , · · · , m µ are generators of Z and further suppose that
Denote by P the vector (P 1 , · · · , P µ ) and
where m = (m 1 , · · · , m ν ). Let
It is easy to verify that P is a σ δ -ideal. Let I δ be a maximal σ δ -ideal containing P. Then Proposition 4.6 Zero(P) = Zero(I δ ), i.e. I δ = √ P.
Proof. Let B be an element of Zero(I δ ) ∩ GL n (k) and G δ = stab(I δ ). Then due to Proposition 2.7,
The discussion after Lemma 4.1 states that
is a proto-group of G δ . By Proposition 2.5, G δ is the intersection of kernels of some characters of
. Let Λ be the set of these characters. Observe that X is a set of generators of X(H •
). Suppose thatχ ∈ Λ. Then
where α i ∈ Z and τ is defined as in Corollary 4.5. By Corollary 4.5, (12) and (13) induces that
Applying σ δ to (14) , one has that
Combining (14) and (15), one has that
Let Z be an element of Zero(P). Then one has that P m i (Z) = f i for all 1 ≤ i ≤ µ, because P m − i (Z) = 0. By (12) and (13) again,
This implies that the polynomialχ(B −1 X) − 1 takes a constant value on Zero(P). Particularly, putting Z = B, one has thatχ(B −1 B)
The former set contains Zero(I δ ) and the latter one is equal to Zero(I δ ) by Lemma 4.2. Consequently, Zero(P) = Zero(I δ ).
Suppose that P has been calculated. One can then compute √ P by the methods developed in ( [6] , Section 8.7 of [1] ) and I = √ P ∩ σ( √ P) ∩ · · · ∩ σ δ−1 ( √ P) by the algorithm presented in (Section 6.3, page 260 of [1] ). Then the ideal I is a maximal σ-ideal by Lemma 4.1. I Z,2 = y 1,1 , y 1,2 , y 2,2 , y 2,3 , y 3,1 , y 3,3 ∩ y 1,1 , y 1,3 , y 2,1 , y 2,2 , y 3,2 , y 3,3 ∩ y 1,2 , y 1,3 , y 2,1 , y 2,3 , y 3,1 , y 3,2 .
Set I irr = y 1,1 , y 1,2 , y 2,2 , y 2,3 , y 3,1 , y 3,3 . Then one can easily verify that I irr is a σ 3 -ideal and
The group of characters of X(stab(I irr )) is generated by y 1,1 , y 2,2 , y 3,3 . Thus we only need to compute An easy calculation implies that the only element (m 1 , m 2 , m 3 ) in Z 3 such that
for some f ∈ k is (0, 0, 0). This implies that I irr is a maximal σ 3 -ideal.
The algorithm and an example
We are now ready to present the algorithm for computing the Galois group stab(I), where
Algorithm 5.1 Input: linear difference equations of the form (1). Output: the Galois group of (1) over k.
(i) Compute a proto-maximal ideal I F,d by Algorithm 3.3.
(ii) Using algorithms for the problem (P 2), compute an associated prime of I F,d , denoted by I irr . Compute a positive integer δ such that I irr is a σ δ -ideal. 
Using the method for the problem (P 3), compute a set of generators of the following Z-module
Denote those generators by m 1 , · · · , m µ .
(v) Set P = (P 1 , · · · , P ν ) and find f i , the element in k satisfying (vi) By the algorithms for the problem (P 1) and the algorithm presented in (Section 6.3, page 260 of [1] ), compute √ P and
(vii) Return stab(I).
The correctness of the algorithm comes from the results presented in the previous sections.
Remark 5.2 One may suspect that the complexity of the algorithm would be very high, since the integersd and κ 2 given in (2) and (3) are quite large. These integers guarantee the terminate of the algorithm. However, as shown in Examples 3.10 and 4.7, these integers may be much larger than those required in practice.
In the following, we give an example to illustrate the algorithm. I is a σ-ideal and
As all elements in stab(Ĩ) are semi-simple, stab(Ĩ) is a proto-maximal σ-ideal and thus I is a proto-maximal σ-ideal.
(ii)Ĩ is radical and one can compute its irreducible decomposition as follows: 
One sees that Z is generated by (1, 1, 1 ).
(v) Let P = I irr ∪ {y 1,2 y 2,1 y 3,3 − 1} . One has that P is a radical ideal and thus is a maximal σ 2 -ideal.
(vi) Compute I = P ∩ σ(P). One has that I = y 3,2 , y 3,1 , y 2,3 , y 2,2 y 2,1 , y 1,3 , y 2,2 y 1,2 , y 1,2 y 
A Coefficient bounds for generators of I F,d
Note that I F,d is generated by
which is a k-vector space of finite dimension. We are going to find coefficient bounds for S. Precisely, we shall find an integer ℓ such that there is a basis of S satisfying that coefficients of elements in this basis are of degree ≤ ℓ. Let N = d+n 2 d and M 1 , · · · , M N be the monomials in entries of F with degrees not greater than d. Observe that for a basis of S, it suffices to find a basis of the following vector space
Furthermore, one sees that (M 1 , · · · , M N ) T is a solution of linear difference equations, which can be constructed from (1). Hence our original problem can be reduced to the following. (1), where the v i are in some Picard-Vessiot extension ring of k. Set
Find an integer ℓ depending on n and A, such that W has a basis consisting of vectors whose entries are of degree not greater than ℓ.
Without loss of generality, we may assume that v 1 , · · · , v r are linearly independent over k and
For all i with 1 ≤ i ≤ n − r, denote c i = (c i,1 , · · · , c i,2 , · · · , c i,n ) where c i,r+i = −1 and c i,r+j = 0 for 1 ≤ j ≤ n − r and j = i. Then {c 1 , · · · , c n−r } is a basis of W . Actually, for any a = (a 1 , · · · , a n ) ∈ W , we have that a = −(a r+1 c 1 + · · · + a n c n−r ). In the following, we are going to find a bound for deg(c i,j ), where i = 1, · · · , n − r, j = 1, · · · , r. Let V be the solution space of (1) and
ThenṼ is a Q-vector space of finite dimension. Moreover, we have
Proof. Clearly, v ∈Ṽ . Suppose that {v 1 , · · · , v µ } is a basis of the vector space over Q spanned by the orbit of v under the action of Gal(K/k), the Galois group of (1), where K is the ring of fractions of the Picard Vessoit extension of k for (1). Then v i ∈Ṽ for all i with 1 ≤ i ≤ µ. In the sequel, dim(Ṽ ) ≥ µ. In the following, we shall prove that µ ≥ r. Denote the matrix consisting of the first µ rows of (v 1 , · · · , v µ ) by D and the remaining one by U .
Without loss of generality, we may assume that det(D) = 0. As for any φ ∈ Gal(K/k),
. One sees that det(D) is invertible in K and therefore D is invertible. Now for any φ ∈ Gal(K/k),
The Galois theory implies that C = U D −1 ∈ k (n−µ)×µ . SetC = (C, I n−µ ). Theñ
Particularly,Cv = 0. This implies that dim(W ) = n − r ≥ n − µ and then µ ≥ r. So dim(Ṽ ) ≥ r. On the other hand, one has that dim(Ṽ ) + n − r ≤ n and then dim(Ṽ ) ≤ r. Hence dim(Ṽ ) = r.
Assume that {v 1 = v, v 2 , · · · , v r } is a basis ofṼ and M is the n × r matrix consisting of the vectors v 1 , · · · , v r . For 1 ≤ i 1 < · · · < i r ≤ n, denote the determinant of the sub-matrix consisting of the i 1 -th,i 2 -th, · · · , i r -th rows of M by d i 1 ,i 2 ,··· ,ir . Then an easy calculation implies that
On the other hand, one can construct from A an invertible matrixÃ r with entries in k such that bd 1,2,··· ,r is a solution of σ(Y ) =Ã r Y . Notice that the matrixÃ r only depends on A and r. Moreover, one can easily verify that d 1,2,··· ,r is hypergeometric over k. This implies that bd 1,2,··· ,r is a hypergeometric solution. By means of cyclic vector, the system of the form (1) can be reduced into a scale linear difference equation. Then algorithms developed in ( [3, 16] ) allow us to find all hypergeometric solutions of (1). Therefore one can find an integer ℓ/2 such that hypergeometric solutions of σ(Y ) =Ã r Y are of the form wh where h is hypergeometric over k and w is a vector whose entries are elements in k with degree not greater than ℓ/2. Particularly, bd 1,2,··· ,r =wh wherew = (w 1 , · · · ,w n ) ∈ k n satisfying deg(w i ) ≤ ℓ/2 andh is hypgeometric over k. Observe that b 1,2,··· ,r = 1. Then one has that b =w/w 1 . Hence entries of b are of degree ≤ ℓ, i.e. deg(c i,j ) ≤ ℓ.
In the case that we do not know the dimension ofṼ , we can take r = 1, 2, · · · , n and construct the corresponding systems σ(Y ) =Ã 1 Y, · · · , σ(Y ) =Ã n Y respectively. Compute all hypergeometric solutions of these systems and let ℓ/2 be an integer such that these hypergeometric solutions are of the form wh where h is hypergeometric over k and w is a vector whose entries are rational functions in x with degrees not greater than ℓ/2. Then we have that deg(c i,j ) ≤ ℓ. This solves Problem A.1. The invertible matrixÃ can be constructed from A. Now suppose that P = c i m i is a σ δ -hypergeometric element, where c i ∈ k, i.e. σ δ (P ) − rP ∈ I irr for some r ∈ k. Then one can verify that c 1 , · · · , c ℓ and r satisfying Let h be a σ δ -hypergeometric element satisfying σ δ (h) = rh. Then (c 1 , · · · , c ℓ ) T h is a σ δ -hypergeometric solutions of the following linear difference equations
Consequently, for those c 1 , · · · , c ℓ and r, it suffices to find all σ δ -hypergeometric solutions of the above linear difference equations. The algorithms for computing all σ δ -hypergeometric solutions of (17) can be found at ( [3, 16] ). Particularly, one can find σ δ -hypergeometric solutions c 1 h 1 , · · · , c l h l that are not similar in pair where h 1 , · · · , h l are σ δ -hypergeometric and c 1 , · · · , c l are vectors with entries in k. Here two vectors h 1 , h 2 are said to be similar if h 1 = rh 2 for some r ∈ k × . Furthermore, if h is a σ δ -hypergeometric solution of (17) , then there is a unique j with 1 ≤ j ≤ l satisfying h = bc j h j for some b ∈ k. Write c i = (c i,1 , · · · , c i,ℓ ) and set P i = 
