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Abstract. We will prove the existence of a convex space-like isometric immersion of
any metric with curvature ≤ −1 (in the sense of A. D. Alexandrov ) on a compact surface
in a globally hyperbolic Lorentzian manifold of dimension (2 + 1) with curvature −1.
Contents
1 Introduction 2
1.1 Statement of the result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Fuchsian statements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Related questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Organization of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Background and basic definitions 4
2.1 Anti-de Sitter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Coordinates for a region of AdS3 . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Convex surfaces 8
3.1 D-convex functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Majoration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 Minoration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Approximation by smooth metrics 13
5 The Fuchsian case 18
5.1 Fuchsian functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 Convergence of metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 Proof of the main Theorem 20
6.1 Convergence of Fuchsian groups . . . . . . . . . . . . . . . . . . . . . . . . . 20
6.2 Upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.3 Proof of Theorem 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.4 Proof of Theorem 1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.5 The open question . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Hicham Labeni
Département de mathématiques
Université de Cergy-Pontoise, 95000 Cergy-Pontoise, France
email: hicham.labeni@u-cergy.fr
1
1 Introduction
Among the main problems in the theory of isometric immersions, let us mention the
possibility of an isometric immersion of a given manifold into a given space, and the
problem of uniqueness, if an isometric immersion exists. These problems are considered
under various conditions on the manifold and its isometric image like regularity, convexity...
In the last century, several cases have been proved for surfaces into 3-D constant cur-
vature manifold. The general method is to use approximation by "polyhedral" or "smooth"
metrics. In this paper we will prove the existence of an isometric immersion, of a surface
with curvature ≤ −1 (in the sense of Alexandrov), into Lorentzian space with sectional
curvature equal to −1.
1.1 Statement of the result
In the following, when we speak about curvature bound, this means that it is bounded in
the sense of Alexandrov (see section 4).
A. D. Alexandrov proved the following famous Theorem [Ale06]. We assume that
all the surfaces we are considering are closed, oriented and connected, and when we say
induced metric we mean the induced intrinsic metric.
Theorem 1.1. Let (S, d) be a metric of non-negative curvature on a compact surface.
Then there exists a flat Riemannian manifold R homeomorphic to S × R which contains
a convex surface whose induced distance is isometric to (S, d).
By Gauss-Bonnet formula, a compact surface S with a metric of non-negative curvature
must have genus 0 or 1. When the genus is 1 then (S, d) will be isometric to the induced
distance on a flat torus, in this case the statement above will be trivial. Otherwise the
genus must be 0 then S is the sphere and the metric on S ×R is the one of the Euclidean
space minus the origin.
In 2017, F. Fillastre and D. Slutsky proved the analogous of this result, for metrics
with non-positive curvature [FS18].
Theorem 1.2. Let (S, d) be a metric of non-positive curvature on a compact surface.
Then there exists a flat globally hyperbolic Lorentzian manifold L homeomorphic to S ×R
which contains a space-like convex surface, whose induced distance is isometric to (S, d).
In the end of the paper we will recall the notion of "global hyperbolicity". In the
following we will prove the analogous of the Theorem 1.2 above.
Theorem 1.3. Let (S, d) be a metric with curvature ≤ −1 on a compact surface (of
genus ≥ 2). Then there exists a globally hyperbolic Lorentzian manifold L of curvature −1
homeomorphic to S×R which contains a space-like convex surface whose induced distance
is isometric to (S, d).
1.2 Fuchsian statements
Before starting we recall briefly some basic facts about Fuchsian groups and Fuchsian
surfaces in Anti-de Sitter space. Roughly speaking, the Anti-de Sitter space is a (2 + 1)-
Lorentzian space of sectional curvature equal to −1, we will give the definition in section
2.
A group of isometries Γ (preserving orientation) of Anti-de Sitter space is said to be
Fuchsian, if it leaves a totally geodesic hyperbolic plane invariant, on which it acts co-
compactly. A globally invariant surface SF under the action of Γ is said to be a Fuchsian
surface if its quotient by Γ is homeomorphic to a compact surface of genus > 1.
2
In the following, we want to find a Fuchsian space-like convex isometric immersion of a
given surface S˜ into Anti-de Sitter space i.e. we want that there exists a Fuchsian surface
SF in Anti-de Sitter space such that,
• SF is space-like and convex in Anti-de Sitter space.
• S˜ is isometric to SF endowed with the induced distance.
In the Theorem 1.4 below, we prove the existence of an isometric immersion of a metric
(S, d) of curvature ≤ −1 in a quotient of Anti-de Sitter space, and this will be done by
constructing an isometric immersion of its universal cover (S˜, d˜) (as an invariant surface
under the action of a Fuchsian group Γ) in Anti-de Sitter space. In this case the quotient
of S˜ by Γ endowed with the quotient distance is isometric to (S, d). In the end of the
paper we will see that Theorem 1.4 implies Theorem 1.3.
Theorem 1.4. Let (S, d) be a metric of curvature ≤ −1 on a compact surface (of genus
≥ 2). Then there exists a space-like Fuchsian convex isometric immersion of (S˜, d˜) into
Anti-de Sitter space.
In the following, when we say that the distances are "smooth" this means that they
come from Riemannian metrics.
We have this important Theorem proved by F. Labourie and J.-M. Schlenker, in the
special case when the distances are smooth (proved in [LS00]).
Theorem 1.5. Let (S, d) be a smooth metric with sectional curvature < −1. Then there
exists a Fuchsian isometric immersion of (S˜, d˜) into Anti-de Sitter space.
The proof of Theorem 1.4 will be done using approximation by smooth metrics and of
course using Theorem 1.5.
1.3 Related questions
There are some similar statements like the one proved in [FIV16], for the convex isometric
embedding of surfaces with curvature bounded from below, in Riemannian manifold of
dimension 3. It is given as follows:
Theorem 1.6. Let d be a metric of curvature ≥ −1. Then d is isometric to a convex
surface S in a Riemannian space of constant curvature −1.
The isometric immersion of a metric with curvature ≤ 1 in de Sitter space is still open
question. We can formulate it as follows.
Question 1.7. Let d be a metric of curvature ≤ 1. Is it isometric to a convex surface in
de Sitter space?
Note that convex surfaces in de Sitter space are CAT (1) and this is equivalent [Bow95]
to be of curvature ≤ 1 with the length of closed geodesics > 2π.
Let’s recall briefly some useful definitions and do a little bit of history to know from
where we are starting and where do we want to arrive.
An hyperbolic manifold of dimension 3 is quasi-Fuchsian if it is complete and homeo-
morphic to S × R, where S is a compact surface of genus ≥ 2. We have a result proved
by F. Labourie 1992 [Lab92] (for the existence), and J.-M. Schlenker 2006 [Sch06] (for the
uniqueness) who says that:
Theorem 1.8. Let g,h be two Riemannian metrics with sectional curvature < −1. Then
there exists a unique quasi-Fuchsian hyperbolic manifold with boundary and such that the
boundary is convex and isometric to g and h.
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We precise that in the Theorem 1.8 above, the boundary is smooth and the same for
the Theorem 1.9 below.
Now using an argument of approximation, D. Slutsky [Slu18] proved the following
Theorem.
Theorem 1.9. Let g,h be two metrics with curvature ≥ −1 on a compact surface S.
Then there exists a quasi-Fuchsian hyperbolic manifold with boundary and such that the
boundary is convex and isometric to g and h.
A recent result of A. Tamburelli [Tam18] which is the analogous of Theorem 1.8 says
that:
Theorem 1.10. Let g, h be two Riemannian metrics with sectional curvature < −1 on a
surface S. Then there exists a globally hyperbolic Anti-de Sitter manifold with boundary
and such that the boundary is convex and isometric to g and h.
Now passing to the general case (when the boundary is not smooth), naturally one can
ask the following question.
Question 1.11. Let g, h be two metrics with curvature ≤ −1 on a compact surface S. Is
there a globally hyperbolic Anti-de Sitter manifold with boundary, such that the boundary
is space-like convex and isometric to g and h?
The Theorem 1.4 is a particular answer to the question above in the case where g = h,
we will explain that in the end of the paper.
1.4 Organization of the paper
In the present paper, we will use approximation by smooth distances to prove the Theorem
1.4. It is organized as follows:
In Section 2, we recall some definitions related to Anti-de Sitter space and we give
a metric on a region of it where our surfaces will be studied. In Section 3, we will give
some definitions and properties of what we will call "D-convex functions" and roughly
speaking, we prove that the pullback of the induced metrics on the surfaces defined by
these functions is bi-Lipschitz equivalent to the hyperbolic metric, and this will help us to
prove a statement about convergence of the induced distances.
In section 4, we will speak about the approximation of a metric with curvature ≤ −1
by a sequence of smooth metrics with sectional curvature < −1. In section 5, we give
some statements and results about D-convex functions in the Fuchsian case. In section 6,
all the elements are put together to provide a proof of Theorem 1.4.
2 Background and basic definitions
In this section we recall the basic theory of Anti-de Sitter geometry. Good references for
this material are [O’N83],[FS19] and [Fil11].
2.1 Anti-de Sitter space
The Anti-de Sitter space is a Lorentzian space of constant sectional curvature equal to
−1, to define it we will recall some definitions. Let’s consider the vector space R4 endowed
with the symmetric bilinear form of signature (2, 2),
b(x, y) = −x1y1 − x2y2 + x3y3 + x4y4.
Definition 2.1. We define ÂdS3 as a subset of R4,
4
ÂdS3 = {(x1, x2, x3, x4) ∈ R
2| − x21 − x
2
2 + x
2
3 + x
2
4 = −1},
endowed with the Lorentzian metric induced by the restriction of the bilinear form b to its
tangent spaces.
A tangent vector v to ÂdS3 at a point x is called:


space-like if b(v, v) > 0.
time-like if b(v, v) < 0.
light-like if b(v, v) = 0.
Now let x, y ∈ R4 we say that x ∼ y if and only if there exists λ ∈ R∗ such that x = λy.
Definition 2.2. We define the the Anti-de Sitter space of dimension 3 as follows:
AdS3 = ÂdS3/ ∼
endowed with the quotient metric.
Image of AdS3 in an affine chart
Let ϕ1 : RP
3 \ {x1 = 0} → R
3 be an affine chart of RP3 defined by:
ϕ1([x1, x2, x3, x4]) = (
x2
x1
,
x3
x1
,
x4
x1
) = (y2, y3, y4) (1)
Then ϕ1(AdS
3 \ {x1 = 0}) gives,
−x21 − x
2
2 + x
2
3 + x
2
4 < 0⇒ −1− (
x2
x1
)2 + (x3
x1
)2 + (x4
x1
)2 < 0, so in this affine chart AdS3
fills the domain
−y22 + y
2
3 + y
2
4 < 1,
interior of a one-sheeted hyperboloid.
Figure 1: in an affine chart {x1 6= 0}, AdS
3 fills the interior of the one-sheeted hyperboloid.
In all this paper we denote by D, the disc of the equation y23+y
2
4 < 1 in the affine chart
ϕ1 of AdS
3, and when we say "the disc H2" this means D endowed with the restriction of
the AdS3 metric and this is the klein model of the hyperbolic space.
At the moment we mean by "the cylinder" the set D×R+, later we will give the induced
metric in it.
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Geodesics for AdS3
In the affine chart every geodesic is a segment, hence a totally geodesic plane is an affine
plane in R3 and because later we will be interested into "space-like" surfaces, so we will
give some definitions.
First recall that geodesics and hyperplanes in AdS3 are given by lines and hyperplanes
in RP3 that intersect AdS3. A plane P is space like if the restriction of the induced metric
on P is positive-definite. A convex space-like surface in Anti-de Sitter space is a convex
surface which has only space-like planes as support planes. Recall also that the ideal
boundary at infinity ∂∞AdS3 is given by
∂∞AdS3 = {[x] ∈ RP 3 : b(x, x) = 0}/ ∼ .
We can distinguish the type of geodesics in Anti-de Sitter space as follows (see Figure 2):
• A geodesic in AdS3 is space-like if it meets ∂∞AdS3 in two different points.
• A geodesic in AdS3 is light-like if it meets ∂∞AdS3 in only one point .
• A geodesic in AdS3 is time-like if it is strictly contained in AdS3.
Figure 2: type of geodesics in AdS3 space.
2.2 Coordinates for a region of AdS3
We will be interested here in space-like convex surfaces in AdS3 which are invariant under
the action of a Fuchsian group. Later we will see that all these surfaces can be put in the
"cylinder" up to an isometry (Figure 1) and will have the same boundary than the disc D.
In the following, we will give the induced metric in the cylinder in term of two suitable
coordinates. So let’s consider the surface given by the intersection of the Anti-de Sitter
space and the hyperplane {x2 = r} where r is a constant. The equation of the intersection
surface is given by
−x21 + x
2
3 + x
2
4 = −1 + r
2.
Its image in our affine chart ϕ1 is given by the following simple computation,
−1 + x¯23 + x¯
2
4 = (−1 + r
2) 1
x2
1
,
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it follows that
x¯23 + x¯
2
4 +
1− r2
r2
x¯22 = 1 (2)
and this is an ellipsoid of parameters (1, 1,
√
r2
1−r2 ).
Also the intersection of the hyperplane of equation {x3 = x4 = 0} with AdS
3 is the
circle (see Figure 3) whose equation is:
x21 + x
2
2 = 1.
Figure 3: we look at the induced metric on this intersection.
Looking at the image by ϕ1 of this intersection and using the computation above one
can easily deduce the following points:
• r = sin(t) where t is the Anti-de Sitter distance from D× {0} (Figure 3).
• The set of points with constant Anti-de Sitter distance from the disc D is an ellipsoid
(equation (2)).
• The Anti-de Sitter distance from D× {0} to the point at infinity is equal to π/2.
This leads to the following Lemma:
Lemma 2.3. In the "cylinder" the metric gAdS at the point (x, t) ∈ D × [0, π/2[ is given
by
gAdS(x, t) = cos
2(t)gH2(x)− dt
2
where gH2 is the hyperbolic metric of the Klein model and t is the Anti-de Sitter distance
to D× {0}.
Henceforth we denote by D × [0, π/2[ the "cylinder" endowed with the metric gAdS
given by Lemma 2.3 above and we call it the "AdS-cylinder".
In the following, the function u : D→ [0, π/2[ will be the AdS3-distance from D× {0}
and u¯ : D→ R will be the Euclidean distance from D×{0}. In the Lemma below we give
the relation between u and u¯, so let x, y be two points of the disc D we have:
Lemma 2.4. u¯(x, y) = tan(u(x, y))
√
1− x2 − y2.
Proof. Because r = sin(t) and using the equation (2) it follows that in the point (0, 0) we
have
u¯(0, 0) = tan(u(0, 0)) (3)
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So let’s consider in R3 the half ellipsoid with parameters (1, 1, u¯(0, 0)) ∈ D × R+, its
intersection with the perpendicular line passing through the point (x, y, 0) verifies,
x2 + y2 +
u¯2(x, y)
u¯2(0, 0)
= 1 (4)
and we know that on the ellipsoid we have for all x, y ∈ D,
u(x, y) = u(0, 0), (5)
From (3),(4) and (5)we deduce that
u¯(x, y) = tan(u(x, y))
√
1− x2 − y2 (6)
From now, when we say that u : D → [0, π/2[ is a "convex function" in the AdS-
cylinder, this means that it is convex in the Euclidean sense and this is equivalent to say
that −u¯ given in Lemma 2.4 is convex. For example if the function u (the Anti-de Sitter
distance from D×{0}) is constant equal to a given R then it describes a convex surface in
the AdS-cylinder, in fact by relation (6) we have u¯(x, y) = tan(R)
√
1− x2 − y2 (equation
of a half ellipsoid). We will see more details in the section 3. below.
3 Convex surfaces
First, let’s give some preliminary results about what we will call D-convex functions.
3.1 D-convex functions
Definition 3.1. A function u : D→ [0, π/2[ is called D-convex if its graph Su is a convex
surface in the half cylinder and with the same boundary than the disc D.
It is easy to remark that a D-convex function vanishes every where if it vanishes in a
point of the disc D. Let’s begin by the following Lemma which will be used to prove that
all D-convex surfaces are space-like.
Lemma 3.2. Every non space-like line passes through the disc D in AdS3.
Proof. The proof is very easy, as we know that non space-like lines meet ∂∞AdS3 at most
once.
Lemma 3.3. Let u : D → [0, π/2[ be a D-convex function then the surface Su defined by
u is space-like.
Proof. By convexity, if the function u vanishes at a point of D then it vanishes every where
on D, it follows that it is space-like. Now suppose that u doesn’t vanish, then by convexity
again it is very easy to see that no support plane of Su is going to intersect the disc D.
By Lemma 3.2 above the proof follows.
Lemma 3.4. Let (un)n be a sequence of D-convex functions such that there exists 0 < β <
π/2 with 0 ≤ un < β. Then up to extract a subsequence (un)n converges to a D-convex
function u uniformly on any compact sets.
Proof. The proof of this Lemma is similar as the one done in [Roc97, Theorem 10.9], in
the special case when the surfaces vanish on the boundary of the disc D.
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Let un be D-convex functions converging to a D-convex function u. By Lipschitzianity
and using Rademacher Theorem, these functions are differentiable almost every where (for
the Borel measure given by the hyperbolic metric).
As there is a countable number of un, there exists a set T ⊂ H
2 of zero measure, such
that the un and u are differentiable on H
2 \ T .
Let c : [0, 1] → H2 be a Lipschitz curve. The subset c−1(T ) may be a set of non-
zero measure in [0, 1]. However u ◦ c is a Lipschitz function on [0, 1], hence it is derivable
almost everywhere on [0, 1] and moreover, all the un◦c are simultaneously derivable almost
everywhere.
Lemma 3.5. Let (un)n be a sequence of D-convex functions converging to a D-convex
function u. For almost all t, un ◦ c and u are derivable and at such a point t, up to extract
a subsequence, (un ◦ c)
′(t)→ (u ◦ c)′(t).
Proof. In D × R+ (endowed with the Euclidian metric), we denote by X the unit vector(
0
1
)
and by Y the unit vector
(
c′(t)
0
)
, we have 〈X,Y 〉=0. The tangent vector to the
curve
(
c
u¯n ◦ c
)
at every point
(
c(t)
(u¯n ◦ c)(t)
)
is given by
Vn = (u¯n ◦ c(t))
′X + Y
and in the plane P spanned by X and Y , the vector
Nn = (u¯n ◦ c(t))
′Y −X
is orthogonal to Vn for 〈., .〉. It follows from equi-Lipschitzianity [Roc97, Theorem 10.4]
and the fact that un are uniformly bounded that there exists k such that |(u¯n ◦ c)
′(t)| ≤ k
for all n ∈ N then
‖ Nn ‖≤ |(u¯n ◦ c)
′(t)| ‖ Y ‖ + ‖ X ‖
hence
‖ Nn ‖≤ |(u¯n ◦ c)
′(t)|+ 1 ≤ k + 1
it follows that ‖ Nn ‖ are uniformly bounded. Hence, up to extract a subsequence (Nn)n
converges to a vector N . Note that N is none zero, otherwise 〈Nn,X〉 would converge to
0, that is impossible because 〈Nn,X〉 = −1.
Let Tn be the intersection of the convex set Kn defined by u¯n and the plane P . The
set Tn is a convex set, and Vn is a tangent vector, hence by convexity for any y ∈ D ∩ P ,
〈Nn,
(
c(t)
−u¯n ◦ c(t)
)
−
(
y
−u¯n(y)
)
〉 ≥ 0,
and passing to the limit we get
〈N,
(
c(t)
−u¯ ◦ c(t)
)
−
(
y
−u¯(y)
)
〉 ≥ 0,
that says that N is a normal vector to T (the intersection of K with P ), hence
〈N, (−u¯ ◦ c)′(t)
(
0
1
)
+
(
c′(t)
0
)
〉 = 0.
So there exists λ such that
(−u¯ ◦ c)′(t)
(
0
1
)
+
(
c′(t)
0
)
= λ lim
n→∞
(−u¯n ◦ c)
′(t)
(
0
1
)
+
(
λc′(t)
0
)
By identification it follows that λ = 1, hence (u¯n ◦ c)
′(t) must converge to (u¯ ◦ c)′(t).
By relation (6) we have
u¯ ◦ c(t) = tan(u ◦ c(t))
√
1− c21(t)− c
2
2(t)
hence
9
(u¯n ◦ c)
′(t) = (1 + tan2(un ◦ c(t)))(un ◦ c)
′(t)
√
1− c21(t)− c
2
2(t) + tan(un ◦ c(t))h
′(t)
where h(t) =
√
1− c21(t)− c
2
2(t), then by continuity it follows that (un ◦ c)
′(t) converge to
(u ◦ c)′(t).
Let u be a D-convex function and c : [0, 1] → D be a Lipschitz curve such that the
length structure "L" is given by
Lu(c) =
∫ 1
0
√
cos2(u ◦ c(t))‖c′(t)‖2
H2
− (u ◦ c)′2(t)dt (7)
By Lemma 3.5 above and using the dominated convergence Theorem, we get the fol-
lowing proposition.
Proposition 3.6. For any Lipschitz curve c : [0, 1] → D if un → u, then up to extract a
subsequence Lun(c)→ Lu(c).
Note that the pseudo-distance d induced by L between two points x, y is defined as
follows: d(x, y) is the infimum of the lengths of Lipschitz curves between x and y.
Definition 3.7. Let u : D→ [0, π/2[ be a D-convex function and Su it’s graph in the AdS-
cylinder, we denote by dSu the induced distance on Su defined by the length structure given
by (7) and by du the pull-back of dSu on the disc D, so that for two points
(
x
u(x)
)
,
(
y
u(y)
)
∈
D× [0, π/2[ on Su we define du as follows
du(x, y) = dSu
((
x
u(x)
)
,
(
y
u(y)
))
.
In the following we will prove that du given in the definition 3.7 above is bi-Lipschitz
equivalent to the induced hyperbolic distance on the disc D and this will be under some
conditions that make du a complete distance with Lipschitz shortest paths.
3.2 Majoration
Let u be a D-convex function and x, y be two points of D. Let’s first see the following
immediate Lemma that we will use further.
Lemma 3.8. du(x, y) ≤ dH2(x, y).
Proof. Let c : [0, 1] → H2 be a Lipschitz curve such that c(0) = x and c(1) = y. The
length of the curve
(
c
u ◦ c
)
is given by
Lu(c) =
∫ 1
0
√
cos2(u ◦ c(t))‖c′(t)‖2
H2
− (u ◦ c)′2(t)dt,
it is clear that
Lu(c) ≤
∫ 1
0
√
cos2(u ◦ c(t)) ‖ c′(t) ‖2
H2
dt ≤
∫ 1
0
‖ c′(t) ‖H2 ,
it follows that du ≤ dH2.
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3.3 Minoration
Let u be a D-convex function such that du is a complete distance with Lipschitz shortest
paths. The aim of this section is to prove the following.
Lemma 3.9. Let a, b > 0 such that 0 < a ≤ u ≤ b < π/2, then
2α2
(1 + β2)(α+
√
β2 − α2)
dH2 ≤ du
with α = cot(b) and β = cot(a).
Let us perform the following change of coordinates:
Φ : D×R∗+ → D×]0, 2π[
(x, t) 7→ (x, cot−1(t))
In D × R∗+, let us consider the surface H = {(x, 1), x ∈ D} and let us denote by g˜AdS
the pull-back of gAdS on D
2 × R+: g˜AdS = Φ
∗gAdS .
Fact 3.10. For (X,Xt) and (Y, Yt) in Tx,tD×R, we have
g˜AdS(x, t)((X,Xt), (Y, Yt)) =
t2
1 + t2
gH2(x, cot
−1(t))−
1
(1 + t2)2
XtYt
Proof. From cot2(cot−1(t)) = t2 we obtain
cos2(cot−1(t)) = t2 sin2(cot−1(t)) = t2(1− cos2(cot−1(t))) =
t2
1 + t2
.
The formula is then only the definition of the pull-back metric:
g˜AdS(x, t)((X,Xt), (Y, Yt)) = gAdS(x, cot
−1(t))((X,−
Xt
1 + t2
), (Y,−
Yt
1 + t2
)) .
Let S be the graph of a smooth function u : D → [0, π/2[. Let u˜ : D → R+ be such
that
Φ−1(S) = {(x, u˜(x)), x ∈ D} .
By definition,
Φ(x, u(x)) = (x, cot−1(u(x))) = (x, u˜(x)) .
Let d˜AdSu˜ be the pull-back on H for the orthogonal projection of the induced metric of
Φ−1(S) for gAdS . Note that the induced Riemannian metric on H is
1
2gH2 and that Φ(H)
is the surface for which u = π/4. In particular, u˜ is not the AdS distance between 0 and
its graph.
For x ∈ D, let us denote by x˜ ∈ H the point Φ−1(x, π/4). The following fact is obvious,
as Φ is an isometry.
Fact 3.11. For x, y ∈ D, du(x, y) = d˜
AdS
u˜ (x˜, y˜).
Now on D× R+, we also consider the metric
gM (x, t) = t
2gH2 − dt
2 .
It is the restriction to the future cone of the origin of the usual metric of the Minkowski
space. The surface H for the metric gM is the usual model of the hyperboloid of the
hyperbolic plane. Note that u˜ : H → R+ is the distance for gM from 0 to Φ
−1(S). Let
d˜Mu˜ be the pull-back on H of the induced metric on Φ
−1(S) for gM . Lemma 3.9 is a
consequence of the following result.
Lemma 3.12 (Corollary 3.11 in [FS18]). Let u˜ be a H-convex function such that du˜ is a
complete distance with Lipschitz shortest paths. If α, β > 0 are such that α < u˜ < β, then(
1
α
+
√
β2 − α2
α2
)−1
d˜MH ≤ d˜
M
u˜ .
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Indeed, we have the following facts.
Fact 3.13. g˜AdS =
1
1+t2
gM +
t2
(1+t2)2
dt2.
Proof. From Fact 3.10
g˜AdS(x, t)((X,Xt), (Y, Yt)) =
t2
1 + t2
gH2(x)(X,Y )−
1
(1 + t2)2
XtYt
=
1
1 + t2
(
t2gH2(x)(X,Y )−XtYt
)
+
1
1 + t2
XtYt −
1
(1 + t2)2
XtYt
=
1
1 + t2
gM (x)(X,Y ) +
t2
(1 + t2)2
XtYt .
Fact 3.14.
d˜Mu˜ ≤ (1 + β
2)d˜AdSu˜
Proof. It suffices to compute the length of a rectifiable curve on Φ−1(S), because from the
preceding fact, gM ≤ (1 + t
2)gAdS .
The result follows because dH2(x, y) =
1
2d
M
H (x˜, y˜) and by Fact 3.11.
Convergence of the induced distances:
Let’s recall some classical results and definitions: The pseudo-distance d obtained by the
length structure given by (7) induces a length structure denoted by Ld and defined as
follows: the length of a curve c : [0, 1]→ S is defined as
Ld(c) = sup
δ
n∑
i=1
d(c(ti), c(ti+1)),
where the sup is taken over all the decompositions
δ = {(t1 . . . tn)|t1 = 0 ≤ t2 ≤ ... ≤ tn = 1},
A curve is rectifiable, if its Ld-length is finite. The length structure Ld is lower-
semicontinuous [BBI01, Proposition 2.3.4]: if a sequence of rectifiable curves
cn : [0, 1]→ S,
converges to c (i.e. cn(t)→ c(t) for all t), then
Ld(c) ≤ lim inf
n
Ld(cn).
In general we have the following inequality
Ld ≤ L,
unless L is lower-semicontinuous.
In the following we will use the uniform convergence, so let’s recall its definition.
Definition 3.15. We say that a sequence of metric spaces (Sn, dn)n uniformly converges
to the metric space (S, d) if there exist homeomorphisms fn : Sn −→ S such that
sup
x,y∈Sn
|d(fn(x), fn(y)) − dn(x, y)|,
goes to 0 when n goes to infinity. If Sn = S for all n then the definition is the usual
definition of uniform convergence.
Let’s give the following proposition that will be used further.
Proposition 3.16. Let (un)n be a sequence of D-convex functions such that:
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• dun is a complete distance with Lipschitz shortest paths,
• Lun = Ldun on the set of Lipschitz curves,
• There exists 0 < α < β < π/2 with α < un < β,
Then, up to extract a subsequence, (un)n converges to a D-convex function u and (dun)n
converges to du uniformly on compact sets.
Proof. The proof of this proposition is similar as the one done in [FS18, Proposition 3.12],
we need only to use Lemma 3.8 and 3.9 instead of [FS18, corollary 3.11].
4 Approximation by smooth metrics
To approximate an Alexandrov metric of curvature ≤ −1 on a compact surface S by
smooth metrics with sectional curvature < −1, we have first to approximate it by hyper-
bolic metrics with conical singularities of negative curvature. Next, we have to approxi-
mate any such metric by a sequence of smooth metrics with sectional curvature < −1 thus
we will be able to find a sequence of smooth metrics with sectional curvature < −1 on a
compact surface converging uniformly to the given metric of curvature ≤ −1.
Approximation of metrics by polyhedral metrics
CAT(-1): Let (M,m) be a metric space and (x, y, z) a triple of points in this space. A
comparison triangle is a triangle in the hyperbolic plane with vertices (x′, y′, z′) such that
m(x, y) = dH2(x
′, y′), m(y, z) = dH2(y
′, z′) , m(x, z) = dH2(x
′, z′).
We say that (M,m) is CAT (−1) if the upper angle (see [BH99, I.1.12] ) between any
couple of sides of every geodesic triangle with distinct vertices is no greater than the angle
between the corresponding sides of its comparison triangle in the hyperbolic plane.
Let Bm(x, r) be the ball of center x and radius r in (M,m):
Definition 4.1. A metric space (M,m) has a curvature ≤ −1 (in the Alexandrov sense),
if for any x there exists r such that Bm(x, r) endowed with the induced (intrinsic) metric
is CAT (−1).
Let us remind the notion of bounded integral curvature [AZ67, Chapter I, p. 6].
Definition 4.2. An intrinsic distance m on a surface S is said to be of bounded integral
curvature (in short, BIC), if (S,m) verifies the following property:
• For every x ∈ S and every neighbourhood Nx of x homeomorphic to the open disc, for
any finite system {T} of pairwise non-overlapping simple triangles T belonging to Nx, the
sum of the excesses
δ0(T ) = α¯T + β¯T + γ¯T − π,
of the triangles T ∈ {T} with upper angles (α¯, β¯, γ¯) is bounded from above by a number C
depending only on the neighbourhood Nx, i.e.
∑
T∈{T}
δ0(T ) ≤ C.
A simple triangle is a triangle bounding an open set homeomorphic to a disc and which is
convex relative to the boundary, i.e. no two points of the boundary of the triangle, can be
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joined by a curve outside the triangle, which is shorter than a suitable part of the boundary
joining the points, (see [AZ67] for more details).
The main tool is [AZ67, Theorem 2 p. 59] it is given as follows:
Theorem 4.3. Any compact BIC surface admits a covering by a finite number of arbitrary
small non overlapping simple triangles.
We will also need the following result to prove that the sum of the angles in a cone
point is not less than 2π, it corresponds to Theorem 11 in [AZ67, Chapter II, p. 47].
Lemma 4.4. Let p be a point on a BIC surface such that there is at least one shortest
arc containing p in its interior. Then for any decomposition of a neighbourhood of p into
sector convex relative to the boundary formed by geodesic rays issued from p such that the
upper angles between the sides of these sectors exist and do not exceed π, the total sum of
those angles is not less than 2π.
To get a triangulation of our surface, we will use some properties of BIC surfaces, so
let’s consider the following Lemma.
Lemma 4.5. A CAT (−1) surface is a BIC surface.
Proof. We have that CAT (0) surface is a BIC surface (proved in [FS18]), and that
CAT (−1) surface is also a CAT (0) surface (proved in [BH99]). The Lemma above is
now proved.
Let’s construct a proof of the following Theorem using the previous results.
Theorem 4.6. Let (S, d) be a metric of curvature ≤ −1 then there exists a sequence of
hyperbolic metrics with conical singularities of negative curvature converging uniformly to
(S, d).
Applying Theorem 4.3 and Lemma 4.5, we obtain a triangulation τn of our surface.
Now we have to:
1.Replace the interiors of the triangles of τn by the interiors of the hyperbolic compar-
ison triangles.
2.Check that the total angles around the conical singularities of dn for all n ∈ N are
not less than 2π.
3. One has to prove that the finer the triangulation is the closer dn is from d (for the
uniform convergence between metric spaces).
So suppose that the point 1. is done.
For 2. By a property of the CAT (−1) spaces, we have that every vertex of τn lies in
the interior of some geodesic in (S, d) [BH99, II.5.12], applying Lemma 4.4 we immediately
get that the sum of the sector angles at any vertex V of a triangulation τn in (S, d) is
not less than 2π. By definition of the CAT (−1) spaces, we have that the angles of the
comparison triangles in the hyperbolic space, are not less than the corresponding angles
at every vertex V in the triangulation τn in (S, d) it follows that,
2π ≤
∑
α ≤
∑
αH2 ,
such that αH2 is the comparison angle of α in the hyperbolic space. Point 2. is now proved.
For 3. Let us consider a covering of our surface by triangles, the following results will
be used later in the proof of the point 3.
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Lemma 4.7. Let α be the angle at a vertex of a triangle T in a surface of curvature ≤ −1,
and α−1 be the corresponding angle in a comparison triangle T−1 in the hyperbolic space
then,
α−1 − α ≤ −area(T−1)− δ0(T ).
Proof. If β and γ are the angles of T and β−1, γ−1 the corresponding angles in T−1, then
we have
α−1 − α ≤ α−1 − α+ β−1 − β + γ−1 − γ = δ0(T−1)− δ0(T ) = −area(T−1)− δ0(T ).
Lemma 4.8. If T is a decomposition of a compact surface (S, d) with curvature ≤ −1 by
non overlapping simple triangles with perimeters less than a given ǫ, then∑
T∈T
δ0(T ) ≥ 2πX (S),
with X (S) the Euler characteristic of S.
Proof. Let T be the number of triangles, E the number of edges and n the number of cone
singularities in our geodesic triangulation. We have E = 32T , so that the Euler formula
T − E + n = X (S)
implies
2n− T = 2X (S). (8)
We have also that the sum of all the angles of all the triangles is equal to the sum of all
the cone angles i.e. if we denote by αi the sum of the angles around each vertex vi then
using (8) it follows that
∑
T∈T
δ0(T ) =
n∑
i=1
αi − Tπ =
n∑
i=1
(αi − 2π) + 2πX (S)
Now as αi − 2π ≥ 0 for all i, the proof follows.
Lemma 4.9. Let T be an isoscele triangle in the hyperbolic space with diameter less than
a given ǫ and with edges length x, x, l and α the angle opposite to the edge of length l, then
l ≤ sinh(ǫ)α.
Proof. By the hyperbolic cosine law,
cosh(l) = cosh2(x)− sinh2(x) cos(α),
that is equivalent to
1 + 2 sinh2(
l
2
) = cosh2(x)− sinh2(x)(1 − 2 sin2(
α
2
)),
so
l
2
≤ sinh(
l
2
) = sinh(x) sin(
α
2
) ≤ sinh(ǫ)
α
2
.
Lemma 4.10. Let T be a simple triangle in (S, d) of diameter r < ǫ with vertices OAB.
Let X (rep Y ) be on the edge OA (rep. OB) and at distance x (resp. y) from O. Let T 1−1
be a comparison triangle for T in the hyperbolic space, with corresponding vertices O′A′B′.
Let X ′ (resp. Y ′) be on the edge O′A′ (resp. O′B′) and at distance x (resp. y) from O′,
then
0 ≤ dH2(X
′, Y ′)− d(X,Y ) ≤ −δ0(T ) sinh(ǫ),
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Proof. The first inequality comes from the fact that we are in CAT neighbourhood. Let
T 2−1 be the comparison triangle for OXY in the hyperbolic space drawn such that the
edge of length x is identified with OX ′. Let Y ′′ be the point corresponding to Y in T 2−1.
By triangle inequality we have
dH2(X
′, Y ′)− d(X,Y ) = dH2(X
′, Y ′)− dH2(X
′, Y ′′) ≤ dH2(Y
′, Y ′′).
Let γ1 be the angle at O of T
1
−1 (i.e. the angle at O of OX
′Y ′), and let γ2 be the angle at
O of T 2−1 (i.e. OX
′Y ′′). The side adjacent to γ1 and γ2 have the same length, and by the
preceding result,
dH2(X
′, Y ′′) ≤ dH2(X
′, Y ′)
So by the hyperbolic cosine law, γ1 − γ2 6= 0 (see Figure 4).
Moreover, γ1 − γ2 is the angle at O of OY
′Y ′′ which is isoscele so by Lemma 4.9
dH2(X
′, Y ′)− d(X,Y ) ≤ sinh(ǫ)(γ1 − γ2).
If α is the angle of T at O, then both γ1 and γ2 are angles corresponding to α in comparison
triangles, so by Lemma 4.7
γ1 − γ2 = γ1 − α+ α− γ2 ≤ γ1 − α ≤ −area(T−1)− δ0(T )
that leads to the result.
Figure 4: notations for the proof of Lemma 4.10.
Let’s denote by S′ the surface S endowed with the metric dǫ obtained by replacing all
the triangles by comparison triangles of the hyperbolic space.
Fact 4.11. 0 ≤ dǫ − d.
Proof. Let a′, b′ ∈ S′ and γ′ a geodesic such that γ′ corresponds to a path γ in S obtained
in the following way:
Each connected piece of γ′ meeting a triangle T ′ from a point A′ to a point B′ on the
boundary of T ′ is associated in T the segment joining A to B. Note that T ′ is not
necessarily convex for dǫ, so that γ
′ can meet the triangle T ′ several times.
As (S, d) is CAT (−1), the length of a connected component of the intersection of γ′
with T ′ is greater than the length of the corresponding component of γ in T (see [BH99]).
So dǫ(a
′, b′) which is the length of γ′ is greater than the length of γ which is itself greater
than d(a, b). This fact is now proved.
Fact 4.12. dǫ − d ≤ 2ǫ− 2πX (S) sinh(ǫ).
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Proof. Let a, b ∈ S and γ a geodesic, γ corresponds to a path γ′ in S′ (a suitable home-
omorphism can be constructed like in fact 4.11) obtained in the following way: each
connected piece of γ meeting a triangle T from a point A to a point B on the boundary of
T is associated in T ′ the segment joining A′ to B′. Let us denote by γi, i = 1 . . .m+1 the
decomposition of γ given by the triangles it crosses, and by l(γi) their lengths, we find
dǫ(a
′, b′)− d(a, b) ≤ l(γ′0)− l(γ0) + l(γm+1) +
m∑
i=1
l(γ′i)− l(γi),
By Lemma 4.10
dǫ(a
′, b′)− d(a, b) ≤ 2ǫ−
m∑
i=1
δ0(Ti) sinh(ǫ),
But δ0(Ti) are non positive and moreover the triangles T are convex, so γ meets each
triangle at most once, so −
m∑
i=1
δ0(Ti) is less than −
∑
T δ0(T ) for all the triangles of the
decomposition of S, which is less than −2X (S) by Lemma 4.8. This fact is now proved.
It follows that point 3. is proved hence Theorem 4.6 is now proved.
Approximation of polyhedral metrics by smooth metrics
Proposition 4.13. Let (S, d) be a hyperbolic metric with conical singularities of negative
curvature, then there exists a sequence of smooth metrics with sectional curvature < −1
converging uniformly to (S, d).
Sketch of the proof of proposition 4.13
Here we use the same method as that in [Slu13, Lemma 3.9], but we choose the cone in
Anti-de Sitter space (Figure 5), rather than the hyperbolic space H3. The main idea of the
proof is to consider a neighbourhood of every singular point, this domain will be isometric
to a cone in the AdS3 space, then we construct a sequence of smooth surfaces converging
to the cone whose sectional curvature must be ≤ −1 by Gauss formula.
Figure 5: smooth surface and circular cone in Anti-de Sitter space.
In the end we prove that the induced metrics on the smooth surfaces converge uni-
formly to the given metric on the cone, and this can be done using proposition 3.16 as all
conditions are satisfied because of smoothness. Now as the smooth metrics obtained are
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of sectional curvature ≤ −1 then by a classical result, we can multiply them by a λ > 1
to get the sectional curvature < −1. The proposition 4.13 is now proved. Now putting
together Theorem 4.6 and proposition 4.13 we obtain the following Theorem.
Theorem 4.14. Let (S, d) be a metric of curvature ≤ −1 then there exists a sequence of
smooth metrics with sectional curvature < −1 converging uniformly to (S, d).
5 The Fuchsian case
Recall that a group of isometries Γ (preserving orientation) of Anti-de Sitter space is said to
be Fuchsian, if it leaves (up to compose by an isometry) a totally geodesic hyperbolic plane
invariant. Let’s see the following statements and properties of surfaces in the Fuchsian
case.
5.1 Fuchsian functions
In the following we will consider only Fuchsian groups leaving D invariant. Let’s start
with some preliminary definitions and results.
Definition 5.1. A Fuchsian D-convex function is a couple (u,Γ), where u is a D-convex
function and Γ is a Fuchsian group such that for all σ ∈ Γ we have u ◦ σ = u.
Definition 5.2. Let (Γn)n be a sequence of discrete groups, if we say that (Γn)n converges
to a group Γ this means that there exist isomorphisms τn : Γ → Γn such that for all
σ ∈ Γ, τn(σ) converge to σ.
Definition 5.3. We say that a sequence of Fuchsian D-convex functions (un,Γn)n con-
verges to a pair (u,Γ), if u is a D-convex function, Γ is a Fuchsian group such that (un)n
converges to u and (Γn)n converges to Γ.
Lemma 5.4. Let (un,Γn) be a sequence of Fuchsian D-convex functions that converges to
a pair (u,Γ). Then (u,Γ) is a Fuchsian D-convex function.
Proof. The proof is similar as the one done in [FS18, Lemma 3.17].
5.2 Convergence of metrics
The aim of this section is to prove the proposition 5.8. Let’s start with the following
Lemma that will be used later.
Lemma 5.5. Let (Γn)n be a sequence of Fuchsian groups converging to a group Γ and τn
the isomorphisms given in the definition 5.2 then:
There exist homeomorphisms φn : H
2/Γ −→ H2/Γn whose lifts φ˜n satisfies for any
σ ∈ Γ,
φ˜n ◦ σ = τn(σ) ◦ φ˜n (9)
and such that (φ˜n)n converges to the identity map uniformly on compact sets i.e that
(φ˜n) satisfies,
∀x ∈ H2, φ˜n(x) −→
n→∞
x (10)
Proof. For each n ∈ N, let Dirn and Dir be the Dirichlet domain for Γn and Γ respectively
centered at 0 in D.
We know that for any n ∈ N, Dirn is given by intersecting the open half-spaces of H
2
containing the center 0 whose boundaries are the perpendicular bisectors of the geodesic
segments joining 0 to τn(σ)(0) for any isometry σ ∈ Γ.
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Figure 6: half-space of H2 containing the center 0.
Now if we take any isometry σ ∈ Γ then, if (Γn)n converges to Γ it follows that the
sequence of points τn(σ)(0) converges also to the point σ(0), in this case the bisector of
the geodesic segment joining 0 to τn(σ)(0) will converge to the bisector joining 0 to σ(0).
Now as this is true for all the bisectors and as the polygons are given by intersecting
the half planes, it follows that every vertex of Dirn converges to a vertex of Dir.
Let φ˜n be a map that sends the vertices of Dir to the vertices of Dirn. For two adjacent
vertices v1, v2 of Dir and y belonging to the edge between them, let us define φ˜n(y) as the
unique point on the segment between φ˜n(v1) and φ˜n(v2) such that
dH2(φ˜n(v1), φ˜n(y))dH2(v1, v2) = dH2(v1, y)dH2(φ˜n(v1), φ˜n(v2)).
It is easy to see that φ˜n is a homeomorphism from the boundary of Dir to the boundary
of Dirn.
Now we extend φ˜n to the interior of Dir in the following way: For z ∈ Dir, let y be
the unique point on the boundary of Dir such that 0, z, y are on the same geodesic and
aligned in this order.
Then φ˜n(z) is the unique point on the geodesic passing through x and φ˜n(y) and such
that 0, φ˜n(z), φ˜n(y) are ordered in this way such that,
dH2(0, φ˜n(z))dH2(0, y) = dH2(0, z)dH2(0, φ˜n(y))
It is easy to check that φ˜n is a homeomorphism between Dir and Dirn. It gives a home-
omorphism φn between the compact surfaces H
2/Γ and H2/Γn. Its lift to H
2 that we still
denote by φ˜n satisfies (9).
By construction, it suffices to check (10) on vertices and this follows from the fact that
the sequence (Γn)n converges to Γ.
In the following Lemma we will consider a sequence of D-convex functions (un)n con-
verging to a D-convex function u. Note that un and u don’t vanish anywhere so that they
are positive, otherwise we will be in the trivial case. Without loss of generality we suppose
that in a fundamental domain C there exists α > 0 such that ∀n ∈ N,∀x ∈ C, un(x) > α.
Lemma 5.6. Let (un,Γn) be Fuchsian D-convex functions such that:
• (un,Γn)n converges to a pair (u,Γ),
• There exist 0 < α < β < π/2 with α < un < β,
• dun are distances with Lipschitz shortest paths,
• dun converge to du, uniformly on compact sets.
Then on any compact set of H2, dun(φ˜n(.), φ˜n(.)) uniformly converge to du, where φ˜ is
given by Lemma 5.5.
Proof. The proof is similar as the one done in [FS18, Corollary 3.18].
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We recall that if (u,Γ) is a Fuchsian D-convex function, then Γ acts by isometries on
du. Moreover, if du is a distance, then the quotient gives a distance d¯u on the compact
surface H2/Γ. We have the following proposition.
Proposition 5.7. Under the assumption of Lemma 5.6, up to extract a subsequence,
(H2/Γn, d¯un)n uniformly converges to (H
2/Γ, d¯u).
Proof. The proof is similar as the one done in [FS18, proposition 3.19].
Recall that for any D-convex function un, the length structure Lun given by (7) induces
a pseudo-distance dun , which itself gives a length structure Ldun . Now because we are
using approximation by smooth surfaces then for all n ∈ N we consider the functions un
as smooth functions, in this case dun is a complete distance with Lipschitz shortest paths.
In particular, we have Lun = Ldun (because of smoothness, see [Bur15] for more details)
and this with propositions 3.16 and 5.7 give the following.
Proposition 5.8. Let (un,Γn)n be a sequence of smooth Fuchsian D-convex functions.
Then if
• There are 0 < α < β < π/2 with α < un < β,
• (Γn)n converges to a Fuchsian group Γ.
Then up to extract a subsequence, there is a Fuchsian D-convex function (u,Γ) such
that (H2/Γn, d¯un)n uniformly converges to (H
2/Γ, d¯u).
6 Proof of the main Theorem
Let us consider the statement of Theorem 1.4. So let d be a metric with curvature ≤ −1 on
the compact surface S. The aim of this section is to prove the converse of the Proposition
5.8, also we will give the proof of the main Theorem 1.4.
Proposition 6.1. Let (S, d) be a metric of curvature ≤ −1 and let (un,Γn) be smooth
Fuchsian D-convex functions, such that the sequence of compact surfaces (H2/Γn, d¯un)n
uniformly converges to (S, d), then up to extract a subsequence
• (Γn)n converges to a Fuchsian group Γ.
• There exists 0 < β < π/2 such that 0 ≤ un < β.
6.1 Convergence of Fuchsian groups
Under the hypothesis of proposition 6.1, let’s first prove the convergence of groups. To do
that we will use the following Lemma.
Lemma 6.2. There exists G > 0 and N > 0 such that for any n > N and for any x ∈ H2,
for every element σ ∈ Γ \ {0}
dun(x, σn(x)) ≥ G.
Proof. The proof is similar as the one done in [FS18, Corollary 4.2].
Proposition 6.3. Under the hypothesis of proposition 6.1, up to extract a subsequence,
the sequence (Γn)n converges to a Fuchsian group Γ.
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Proof. First by Lemma 3.8 we have that for all x, y ∈ D,
dun(x, y) ≤ dH2(x, y),
and by corollary 6.2, we have that there exists G > 0 and N > 0 such that for any n > N
and for any x ∈ D:
G ≤ dun(x, σn(x)) ≤ dH2(x, σn(x)),
in particular
Lσn = min
x∈H2
dH2(x, σn(x)),
it follows that
G ≤ Lσn
The length is uniformly bounded from below, hence by a result of Mumford (see
[Mum71]) we can deduce that up to extract a subsequence, the sequence of groups con-
verges.
6.2 Upper bound
The aim of this section is to prove that in a compact set C, there is a uniform upper
bound less than π/2 for un, and this under the hypothesis of proposition 6.1.
In the following fact we will first show that at least there is one point of the surfaces
who doesn’t go to infinity, using the convergence of induced distances.
Fact 6.4. ∃M ∈ [0, π/2[,∃x ∈ C,∀n ∈ N, un(x) < M
Proof. By contradiction, we suppose that
∀M ∈ [0, π/2[,∀x ∈ D,∃n ∈ N, un(x) ≥M.
is true.
Let x, y be two points in D and c : [0, 1]→ D be a Lipschitz curve, such that c(0) = x
and c(1) = y .
Let un : D → [0, π/2[ be a D-convex function, we denote by Lun(c) the length of the
curve
(
c
un ◦ c
)
between the two points
(
x
un(x)
)
and
(
y
un(y)
)
of the surface defined by
the function un. We have
Lun(c) =
∫ 1
0
√
cos2(un ◦ c(t)) ‖ c′(t) ‖2H2 −(un ◦ c)
′2(t)dt.
Let’s consider the ellipsoid of parameter (1, 1,M) so the length of the curve between
the two points
(
x
M
)
,
(
y
M
)
will be given by
LM(x, y) =
∫ 1
0
√
cos2(M) ‖ c′(t) ‖2
H2
dt.
Now we suppose that ∀x ∈ D,∃n ∈ N, un(x) ≥M It follows that for each t ∈ [0, 1]
cos(un ◦ c(t)) ≤ cos(M)
then ∫ 1
0
√
cos2(un ◦ c(t)) ‖ c′(t) ‖
2
H2
−(un ◦ c)′2(t)dt ≤
∫ 1
0
√
cos2(M) ‖ c′(t) ‖2
H2
dt.
hence
Lun(c) ≤ cos(M)LH2(c),
then
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dun(x, y) ≤ cos(M)dH2(x, y).
If M → π/2 then cos(M)→ 0 and this gives a contradiction with Lemma 3.9.
Lemma 6.5. Let Su be the graph of a D-convex function u, and M,N any two points of
Su then the geodesic passing through the two points is space-like.
Proof. Let’s consider the cone ∆ with vertexM and base the disc D. Because of convexity,
it is clear that the line passing through the two points is out of the cone ∆, and so out of
the disc D. By Lemma 3.2 the proof follows.
Proposition 6.6. Under the hypothesis of the proposition 6.1, there exists 0 < β < π/2
such that, for any n ∈ N, for any x ∈ H2,
un(x) < β.
Proof. As the sequence of groups converges, there exists a compact set C ⊂ H2, which
contains a fundamental domain for Γn for all n. By the fact 6.4 we have,
∃M ∈ [0, π/2[,∃x0 ∈ C,∀n ∈ N, un(x0) < M (11)
We want to prove that
∃β ∈ [0, π/2[,∀n ∈ N,∀x ∈ C, un(x) < β
Let’s suppose that the converse,
∀β ∈ [0, π/2[,∃n1 ∈ N,∃x1 ∈ C, un1(x1) ≥ β (12)
is true.
Let ∆ be the light cone of origin the point
(
x0
un1(x0)
)
and for any x ∈ C, let L(x) be
the distance from the point
(
x
0
)
to ∆. Now if we suppose that (12) is true, then using
(11) and taking β = sup
x∈C
L(x) we get a contradiction with Lemma 6.5.
6.3 Proof of Theorem 1.4
Let us consider the statement of Theorem 1.4. So let d be a metric of curvature ≤ −1 on
a compact surface S. We have that there exists a sequence (dn)n of smooth metrics with
sectional curvature < −1 on S that uniformly converges to d (section 4.). By Theorem
1.5 for each n ∈ N there exists a Fuchsian convex isometric immersion (un,Γn) of (S˜, d˜n)
into Anti-de Sitter space.
Then if Sun is the graph of the Fuchsian D-convex function (un,Γn), then proposi-
tion 6.1 implies: there is a subsequence of (Γn)n converging to a Fuchsian group Γ, and
0 < β < π/2 such that 0 ≤ un < β.
So proposition 5.8 applies: there is a function u such that the induced distance on the
quotient of du by Γ is the uniform limit of (S, dn).
The limit for uniform convergence is unique (up to isometries)[BBI01]. Hence the main
Theorem 1.4 is proved.
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6.4 Proof of Theorem 1.3
"Global hyperbolicity" [HE73],[BEE96],[Ger70] is a term derived from the Einstein’s theory
of general relativity in which the "space-time" is modelled by a Lorentzian variety. To
resolve some problems in physic relativistic this variety must be globally hyperbolic.
In mathematics, a Lorentzian manifold is globally hyperbolic, if it contains an em-
bedded space-like surface (called Cauchy surface) which intersects every inextensible non
space-like line exactly in one point. Note that the Anti-de Sitter space is not globally
hyperbolic because geodesics are loops, however the AdS-cylinder that we consider in this
paper is globally hyperbolic because we don’t consider the point at infinity.
Now, as the quotient of the AdS-cylinder by a Fuchsian group is globally hyperbolic
and that S˜/Γ endowed with the induced metric is isometric to (S, d) then Theorem 1.4
implies Theorem 1.3. Theorem 1.3 is now proved.
6.5 The open question
In the beginning of the paper we asked the following question 1.11.
Question 6.7. Let g, h be two metrics with curvature ≤ −1 on a compact surface S. Is
there a globally hyperbolic Anti-de Sitter manifold with boundary, such that the boundary
is space-like convex and isometric to g and h?
This question is a generalisation of Tamburelli’s Theorem [Tam18], it is still open. The
Theorem 1.3 proved in this paper is a particular answer to it. In fact, if the metrics g and
h are equal then we can take two isometric surfaces in the AdS-Cylinder that could be
described by u1 and −u1 where u1 is a Fuchsian D-convex function. The quotient of the
two surfaces by the Fuchsian group Γ will be isometric to (S, g).
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