The 4D-Var method for filtering partially observed nonlinear chaotic dynamical systems [32, 57] consists of finding the maximum a-posteriori (MAP) estimator of the initial condition of the system given observations over a time window, and propagating it forward to the current time via the model dynamics. This method forms the basis of most currently operational weather forecasting systems (see [3, 15, 23, 39] ). In practice the optimization becomes infeasible if the time window is too long due to the multimodality of the likelihood [49] and the effect of model errors [38] . Hence the window has to be kept sufficiently short, and the observations in the previous windows can be taken into account via a Gaussian background (prior) distribution. The choice of the background covariance matrix is an important question that has received much attention in the literature, see e.g. [7, 11, 15] . In this paper, we define the background covariances in a principled manner, based on observations in the previous b assimilation windows, for a parameter b ≥ 1. The method is at most b times more computationally expensive than using fixed background covariances, requires little tuning, and greatly improves the accuracy of 4D-Var. As a concrete example, we focus on the shallow-water equations. The proposed method is compared against state-of-the-art approaches in data assimilation and is shown to perform very favourably on simulated data. We also illustrate our approach on data from the recent tsunami of 2011 in Fukushima, Japan.
Introduction
Filtering, or data assimilation, is a field of core importance in a wide variety of real applications, such as numerical weather forecasting, climate modelling and finance; see e.g. [1, 9, 17, 29, 30] for an introduction. Informally, one is interested in carrying out inference about an unobserved signal process conditionally upon noisy observations. The type of unobserved process considered in this paper is that of a nonlinear chaotic dynamical system, with unknown initial condition. We focus on the case where the unobserved dynamics correspond to the discretized version of the shallow-water equations; see e.g. [54] . These latter equations are of great practical importance, generating realistic approximations of real world phenomena, useful in tsunami and flood modelling (see e.g. [6, 48] ).
For systems of the type considered in this article, the filtering problem is notoriously challenging. Firstly, the filter is seldom available in analytic form due to the non-linearity.
Secondly, even if the given system were solvable, the associated dimension of the object to be filtered is very high (of order of 10 8 or greater) thus posing great computational challenges, e.g. with regards to the storage of covariance matrices. Thirdly, the algorithmic cost cannot grow prohibitively with the (real) time of the system.
Despite the challenges, due to the practical interest in weather prediction, several techniques, able to process massive datasets, have been devised and implemented operationally in weather forecasting centres worldwide. One of the most successful methods is the socalled 4D-Var algorithm [32, 57] : it consists of optimising a loss-functional so that under Gaussian noise it is equivalent to finding the maximum a-posteriori (MAP) estimator of the initial condition. Since its introduction, a lot of further developments in the 4D-Var methodology have appeared in the literature; for an overview of some recent advances, we refer the reader to [3, 35, 41, 42, 43, 44] . The main focus of this article is to consider principled improvements of the 4D-Var algorithm.
While it is well understood that the MAP estimator is optimal for linear systems, in [47] it was also shown to be asymptotically optimal for a class of non-linear systems -in an appropriate sense -under a small-noise/high-frequency regime for a fixed observation window. Based on this theoretical result, we expect the 4D-Var method to perform well in the small-noise/high-frequency setting, when the dynamical system and the observations are not too non-linear. In this setting, based on the results of [47] , one expects the posterior distribution to be approximately Gaussian. If the conditions are not met, as in the case of highly non-linear systems and observations, high observation noise, low observation frequency, or long assimilation window, it is likely that the Gaussian approximation of the smoothing distribution is no longer accurate and the MAP is no longer necessarily close to optimal in mean square error. Nevertheless, as long as the smoothing distribution has most of its mass contained in a single mode, we expect the typical error of the MAP estimator to still be of the order of the observation noise, giving 4D-Var methodology a certain robustness that is not necessarily present in filters that are directly based on Gaussian approximations in the update (such as the extended or the ensemble Kalman filter).
An important practical issue of the 4D-Var method is that, due to chaotic nature of the systems encountered in weather prediction, the likelihood can become highly multimodal if the assimilation window is too long. The observations in the previous window are taken into account via the background (prior) distribution, which is a Gaussian whose mean is the estimate of the current position based on the previous windows, and has a certain covariance matrix. The choice of this background covariance matrix is an important and difficult problem that has attracted much research. [21] states that in operational weather forecasting systems up to 85% of the information in the smoothing distribution comes from the background (prior) distribution. The main contribution of this paper is the improvement of the 4D-Var methodology by a principled definition of this matrix in a flow-dependent way.
This is based on the observations in the previous b assimilation windows (for a parameter b ≥ 1). Our method is computationally efficient, leads to improved precision, and requires less tuning than using a fixed background covariance matrix.
There exist mathematically rigorous techniques to obtain the filter with precision and use the mean of the posterior distribution as the estimate, based upon sequential Monte Carlo methods (e.g. [19, 52] ) which can provably work in high-dimensional systems [8] . While these are optimal in mean square error, and are probably considerably more accurate than the methods we work with in this paper, nonetheless such methodology can be practically overly expensive. As a result, one may have to resort to less accurate but more computationally efficient methodologies. These include 3D-Var, 4D-Var and the ensemble Kalman filter; see [30] for a review. There are some relatively recent applications of particle filtering methods to high dimensional data assimilation problems, see e.g. [59, 60] . While these algorithms seem to be promising for certain highly non-linear problems, their theoretical understanding is limited at the moment due to the bias they introduce via various approximations.
The structure of the paper is as follows. In Section 2 the modelling framework for the shallow-water equations is described in detail. In Section 3 we introduce our 4D-Var method with flow-dependent background covariance. In particular, Section 3.6 compares our method with other choices of flow-dependent background covariances in the literature.
Section 4 reviews some existing alternative methods for data assimilation. In Section 5 we present some simulation results and compare the performance of our method with the 3D-Var and ensemble Kalman Filter methods. Finally, in Section 6 we state some conclusions for this paper.
Model and Multimodality

The Model
We consider the shallow-water equations, e.g. as in [54, pg. 105-106] , but with added diffusion and bottom friction terms, i.e.
Here, u and v are the velocity fields in the x and y directions respectively, and h the field for the height of the wave. Also, H is the depth of the ocean, g the gravity constant, f the Coriolis parameter, c b the bottom friction coefficient and ν the viscosity coefficient.
Parameters H, f , c b and ν are assumed to be constant in time but in general depend on the location. The total height of the water column is the sum H + h.
For square grids, under periodic boundary conditions, the equations are discretised as
where 1 ≤ i, j ≤ d, for a typically large d ∈ Z + , with the indices understood modulo d, and some space-step ∆ > 0. Summing up (2.6) over 1 ≤ i, j ≤ d, one can see that the discretisation preserves the total mass H tot := i,j (h i,j + H i,j ). If we assume that the viscosity and bottom friction are negligible, i.e. ν = c b = 0, then the total energy
is also preserved. When the coefficients c b and ν are not zero, the bottom friction term always decreases the total energy (the sum of the kinetic and potential energy), while the diffusion term tends to smooth the velocity profile. We denote the solution of equations (2.4)-(2.6) at time t ≥ 0 as
The unknown and random initial condition is denoted by U = U (0). One can show by standard methods (see [40] ) that the solution of (2.4)-(2.6) exists up to some time T sol (U (0)) > 0.
In order to represent the components of U (t), we introduce a vector index notation. The set I := {u, v, h} × {1, . . . , d} × {1, . . . , d} denotes the possible indices, with the first component referring to one of u, v, h, the second component to coordinate i, and the third to j. A vector index in I will usually be denoted as m or n, e.g. if m = (u, 1, 2), then U m (t) := u 1,2 (t).
We assume that the d s := 3d 2 dimensional system is observed at time points t l = lh for l = 0, 1, . . . and h > 0, with observations
where H l : R ds → R do are possibly nonlinear operators, and
The aim of smoothing and filtering is to approximately reconstruct U (t 0 ) and
Likelihood Multimodality for Non-Linear Systems
It is well known that for linear ODEs, observed with linear, Gaussian errors, and with a Gaussian prior on the initial condition, the smoothing and filtering distributions are Gaussian (see Kalman smoother and Kalman filter, e.g. in [30] ). Thus for linear systems, the likelihood is unimodal. In contrast, in the case of non-linear ODEs the likelihood can have multiple local maxima.
Example 2.1. Consider the following simple 2 dimensional system,
Suppose that we only observe x 1 , and that the observation errors follow i.i 2 ), and the corresponding true signal as x * (t) := (x * 1 (t), x * 2 (t)). Then, for small σ Z and h, it is easy to check (via a Taylor expansion at t = 0) that the dominating term in the negative log-
; under this choice the dominating term is now
. from the standard Gaussian law. By accounting for higher order terms, the likelihood will in general be larger at x 2 = x * 2 than at x 2 = −x * 2 , but the bimodality issue still persists. As we can see, taking short assimilation window, as recommended by practitioners (see e.g. [49] who propose starting with a short assimilation window and gradually extending it) does not help in this case, because the multimodality persists for arbitrarily small values of T .
We have observed a multimodality phenomenon in numerical simulations for the shallowwater equations (2.4)-(2.6) under certain observation scenarios, even when using linear observations (non-linear observation operators can further worsen the multimodality problem).
In particular, Fig. 1 shows the log-likelihood (ignoring the prior distribution) of the model around the true initial position along the direction which corresponds to the eigenvector of the Hessian (at the true position) with the lowest eigenvalue (essentially the direction about which the data are least informative). Likelihood along the least informative direction As one can see, the likelihood is bimodal in this direction (and also quite uninformative, with changes of 0.15 in relative distance altering the log-likelihood by about 1). In this paper we advocate overcoming this problem by using suitable initial estimators for the optimization that are adapted to the ODE dynamics and the observation operators (H l ) l≥0 .
3 4D-Var with Flow-Dependent Covariance
Method Overview
Given a prior distribution q on U (0), absolutely continuous with respect to the Lebesgue measure, for any V ∈ R ds let
Thus, −g sm (V ) is the log-likelihood of the smoothing distribution, ignoring the normalising constant. The minimizer of g sm is the MAP estimator, and is denoted byÛ 0 (if multiple such minimizers exist, then we choose any of them). A careful choice of the prior distribution q is essential, especially in the case when the total number of observations in the assimilation window is smaller than the dimension of the dynamical system, where without the prior distribution, the likelihood would be singular. This situation arises under mesh refinement, see [18] for a principled method of choosing priors in such situations.
In [47] , it is shown that the MAP estimator for the smoother has some desirable theoretical properties. In particular, in the small-noise/high-frequency scenario (with T fixed and
, under some conditions, MAP is asymptotically optimal in mean-square error.
In the case of the filter, similar results were shown for the push-forward projection ofÛ 0 to time T under the ODE dynamics. Moreover, it was also shown that the smoothing and filtering distributions are approximately Gaussian when σ Z √ h is small.
To obtain the MAP estimator, we make use of Newton's method. Starting from some appropriate initial position X 0 ∈ R ds , the method proceeds via the iterations
where ∇g sm and ∇ 2 g sm denote the gradient and Hessian of g sm , respectively. Due to the high dimensionality of the systems in weather forecasting, typically iterative methods such as the preconditioned conjugate gradient (PCG) are used for evaluating (3.2). The iterations are continued until the step size X l+1 − X l falls below a threshold δ min > 0. The final position is denoted by X * , and this is the numerical estimate forÛ (0) -with its pushforward then being the numerical estimate forÛ (T ). [47] shows that if the initial position X 0 is sufficiently close to the true signal U (0), then Newton's method converges rapidly to MAP (in practice, a few steps suffice).
To apply the iterations (3.2), one needs to compute the gradient and the Hessian of g sm (or, more precisely, the application of the latter a vector, which is all that is required for iterative methods such as PCG). An efficient method for doing this is given in the next section. In practice, one cannot apply the above optimization procedure for arbitrarily large k due to the multimodality of the smoothing distribution for big enough k (due of the chaotic nature of the system). Therefore, we need to partition the observations into blocks of size k for some reasonably small k, and apply the procedure on them separately. The 
Gradient and Hessian Calculation
Denoting the semigroup solution of shallow water equations (2.4)-(2.6) as Ψ t (i.e. Ψ t (V ) := V (t) for t ≥ 0), we can rewrite the gradient and Hessian as
where J and J 2 denote the Jacobian and the second order Jacobian of the relevant functions.
For the sake of conciseness, we now introduce a few notations. Recall that h is the time step between observations. Let
, so the sum in the gradient (3.3) can be rewritten as
The above summation can be efficiently performed as follows. We consider the sequence of
The sum on the right side of (3.7) then equals g 0 . We note that this method of computing the gradients forms the basis of the adjoint method, introduced in [57] , see also [56] .
In the case of the Hessian, in (3.4) there are also second order Jacobian terms. If V is close to the true initial position U , then
. Therefore in the low-noise/high-frequency regime, given a sufficiently precise initial estimator, these second order terms can be neglected. Using such Hessian corresponds to the so-called Gauss-Newton method, which has been studied in the context of 4D-Var in [26] . Thus, we use the approximation
A practical advantage of removing the data terms is that if the Hessian of the log-likelihood of the prior, ∇ 2 log q(V ) is positive definite, then the resulting sum is positive definite, so
is always a direction of descent (which is not always true if the second order terms are included).
For the first order terms in the Hessian, for any w ∈ R ds , we have
We define
and consider the sequence of vectors
Then the sum on the right side of (3.9) equals h 0 . The Hessian plays an important role in practical implementations of the 4D-Var method, and several methods have been proposed for its calculation (see [16, 33, 31] ). Due to computational considerations, usually some approximations such as lower resolution models are used in practical implementations.
Jacobians for Shallow-Water Dynamics
Now we explain the computation and storage of the Jacobians J i , 1 ≤ i ≤ k, for the case of the shallow-water equations (2.4)-(2.6). One can observe that time derivatives at a grid position only depends on its grid neighbours. Moreover, the shallow-water equations are of the general form [47] . Based on these, one can use Taylor's expansion to compute the
for some l max > 0, where
. Due to the fact that the first derivatives only contain terms from neighbouring gridpoints, it is easy to see that the above approximation only has non-zero elements for gridpoints that are no more that l max steps away.
This means that as long as s is sufficiently small, the Jacobian J Ψ s (V ) can be stored as a sparse matrix with O(d s ) non-zero elements. If the time interval between the observations, h is sufficiently small, then each of J 1 , . . . , J k can be stored as a single sparse matrix defined by (3.11) .
At this point we note that one could attempt to use the Jacobians J Ψ t l (V ) directly.
However, for l d s , storing the Jacobians break the interval h into r > 1 smaller blocks of size h = h/r, and store the Jacobians corresponding to each of them. In this case, when applying the Jacobian J l on a vector, the result can computed as the product of the Jacobians for the shorter intervals.
The inverse of the Jacobian satisfies that (J Ψ s (V ))
, so it can be calculated by (3.11) applied for −s instead of s.
Besides the above Taylor expansion based method for computing the Jacobians, we
propose an alternative method in the Appendix (based on efficient use of finite differences).
For other equations, it might be the case that storing (J i ) 1≤i≤k directly as above is not practical because the interaction between the components is not local and the Jacobian matrix is not sparse. However, we are only required to be able to compute the effect of J i
and J i on a vector. Therefore as long as we are able to simulate from the system efficiently (in close to linear time in the dimension d s ), it is plausible that the products J i v and J i v can also be computed efficiently (for example, via finite differences, and the adjoint equations of the system, respectively).
In order to complete the calculation of the gradient (3.3) and the effect of the Hessian (3.8) on a vector, one needs to take into account the terms involved in the prior distribution q. In this paper we are going to assume that the prior is Gaussian, thus these terms can be expressed as the product of the precision matrix of the prior with an appropriate vector.
In this section, we have proposed a method for computing the gradient and the Hessian of g sm given observations Y 0:k−1 in a single assimilation window. Due to the chaotic nature of the dynamical systems used in weather prediction, it is empirically known that if the assimilation window T = kh is too long, the log-likelihood function tends to become highly multimodal and the optimization will be typically trapped in local minima. Thus, in practice one needs to use sufficiently short assimilation windows, and once observations in a window have been processed, then move on to the next one. The observations in the previous windows can be taken into account via the background (prior) distribution. In the next section, we explain the details of this procedure. Finally, once we can compute the gradient and the effect of the Hessian on a vector, iterative methods such as PCG can be used to compute the step − ∇ 2 g sm (V ) −1 ∇g sm (V ) for the Gauss-Newton method. For theoretical and experimental results on preconditioners and the conditioning of the Hessian, we refer the reader to [27] .
4D-Var Filtering with Flow-Dependent Covariance
In this section we describe a 4D-Var based filtering procedure that can be implemented in an online fashion, with observations {Y l } l obtained at times t l = lh, l = 0, 1, . . .. We first fix an assimilation window length T = kh, for some k ∈ Z + , giving rise to consecutive windows
Let the prior distribution q 0 on U (0) be Gaussian with mean µ 0 and precision matrix Q 0 . In general, let {q mk } m , for m ≥ 0, be a sequence of Gaussian distributions on R ds , corresponding to priors for the position of the signal at the beginning of each assimilation window, {U (t mk )} m ; we assume these have means {µ mk } m and precision matrices {Q mk } m .
There are several ways to define these prior distributions sequentially, as we shall explain later on in this section. Assuming that these are determined with some approach, working on the window [t mk , t (m+1)k ] we set our estimatorÛ (t mk ) of U (t mk ) as the MAP of the posterior of U (t mk ) given prior q mk , and data Y mk:(m+1)k−1 ; we also obtain estimates for subsequent times in the window, via push-forward, i.e.Û (t l ) :
Recall that the numerical value of MAP is obtained by the Gauss-Newton method (see (3.2) , with the details given in Section 3.1).
We now discuss choices for the specification of the prior distributions {q mk } m . A first option is to set these distributions identical to the first one, q 0 , (i.e. no connection with earlier observations). A second choice (used in the first practical implementations of the 4D-Var method) is to set q mk to have the same precision matrix as q 0 , i.e. Q mk := Q 0 , but change its mean to µ mk := Ψ T (Û (t m(k−1) )) (i.e. adjusting the prior mean to earlier observations). Finally, one can attempt to update both the mean and the precision matrix of the 'background' (prior) distribution, and this is the approach we follow here.
In particular, to obtain a data-informed Q mk we use Gaussian approximations for a number, say b ≥ 1, of earlier windows of length T , and appropriately push-forward these to reach the instance of current interest t mk . We do not push-forward all the way from time t 0 to avoid quadratic costs -the computational cost for our approach scales linearly with time.
Reminiscent to 4D-Var, at time t (m−b)k we always start off the procedure with the same prior covariance Q 0 . In [47] it was shown -under certain assumptions -that for a class of non-linear dynamical systems, for a fixed observation window T , if σ Z √ h is sufficiently small then the smoothing and filtering distributions can indeed be well approximated by Gaussian laws. Following the ideas behind (3.8), an approximation of the Hessian of g sm (·), evaluated at the MAP given data Y (m−1)k:mk−1 is given as
where we have defined
. 
12)
The quality of this approximation depends on the size of the variance of Z, and the degree of non-linearity of ϕ. A way to consider the effect of the observations in the previous b assimilation windows is therefore by using the recursion 
To simplify the expressions, we define
14)
The action of Q mk on a vector w ∈ R ds can be computed efficiently as follows. Let
We then determine the recursion
Then it is easy to see that Q mk w = Q −1 .
In order to evaluate the quantities in (3.15) and (3.16) for the shallow-water equations for the previous b assimilation windows in the sparse format described at the end of Section 3.2. The Jacobians J −1 , . . . , J −b and their inverses can be written as the product of these stored Jacobians, and multiplying by D m−l+1 is equivalent to evaluating (3.10) for the appropriate Jacobians. Therefore the additional computational cost of using these b previous intervals in the calculation of a Newton's step is at most b times more than just using the observations in the current window (but in practice it is less since no additional model simulations are required once the Jacobians have been stored).
The key idea behind the choice of the precision matrices (3.13) is that we approximate the likelihood terms corresponding to the observations in the previous windows by Gaussian distributions, and then propagate them forward to the current time position via the Jacobians of the dynamics according to the change of variables formula (3.12). This allows us to effectively extend the assimilation time T to (b + 1)T , but without the multimodality issue that would occur if it would be extended directly (this was confirmed in our simulations).
Moreover, the choice (3.13) introduces a strong linkage between the successive assimilation windows, and effectively allows the smoothing distribution to rely on two sided information (both from the past and the future), versus one sided information if one would simply use a longer window of length (b + 1)T . In fact, this was confirmed during our simulations, and we have found that increasing T beyond a certain range did not improve the performance, while increasing b has resulted in an improvement in general. Based on [47] , we expect the Gaussian approximation underlying the choice (3.13) to hold if the observation noise is sufficiently small, the observation frequency is sufficiently high, and the system dynamics and the observations are not too non-linear.
Uncertainty Quantification
A natural way to quantify the uncertainty of our estimators is to approximate the smoothing distributions at each assimilation interval by Gaussian distributions. Indeed, after the first k observations Y 0:k−1 , we compute the MAP estimatorÛ (0) of U (0) as the minimiser of g sm . Then a Gaussian approximation of the smoothing distribution is
with ∇ 2 g sm defined as in (3.8) . Similarly, for m ≥ 1, the smoothing distribution of U mk given observations Y mk:(m+1)k−1 and prior q mk can be approximated via
where g sm corresponds to the likelihood terms involving the observations Y mk:(m+1)k−1 and based on the prior q mk .
We can quantify the uncertainty of the filtering estimates by sampling from these approximate normal distributions, and then pushing them forward by the deterministic dynamics (2.4)-(2.6) to obtain samples from the filtering distribution or the posterior distributions of future positions of the system given observations up to the current time. Thus we are required to obtain samples from a high-dimensional Gaussian distribution with precision matrix ∇ 2 g sm (Û (t mk )). As we have explained in Sections 3.2 and 3.3, this matrix is not stored directly due to memory constraints, but we are able to efficiently evaluate its effect on a vector. Since we do not have direct access to the elements of the matrix, the standard Cholesky decomposition based sampling is not feasible.
This problem has been studied in the literature and several methods have been proposed.
In particular, using Gibbs sampling based on preconditioned conjugate gradients seems to be promising in high-dimensional settings, see [45, 14, 25] .
Initial Estimator for Two Observation Scenarios
In this section, we consider two linear observation scenarios, and propose some appropriate initial estimators for U in each of them. We denote by H the matrix corresponding to the linear observation operator H.
1. We observe the velocities u and v at every gridpoint 1 ≤ i, j ≤ d, and the height h at gridpoints 1 ≤ i, j ≤ 2.
2. We observe the height h at every gridpoint 1 ≤ i, j ≤ d, and the velocities u and v at selected locations with spatial frequency r in both directions for a positive integer r.
Our proposed initial estimator for the first scenario is derived as in [47, Section 2.3].
Denote the rth derivative of the observed part of the system at time zero as HD r U := H ∂ r ∂t r U (t)| t=0 . Suppose that we can find a continuous function F :
that F (HU , . . . , HD m U ) = U . Then, given sufficiently precise estimates of the derivatives of the observed part of the system, HD r U , we can substitute them back to F and obtain an initial estimator. Ideally, the function F has to be computationally efficient to evaluate and robust to some perturbations in the derivatives. 
, is minimised).
In the next section, we will consider how to choose the function F in the first observation scenario. For the second observation scenario, we will propose an alternative initial estimator based on smoothing out the initial observations Y 0 via the prior.
First Observation Scenario
In this case, we have observed (h i,j ) 1≤i,j≤2 , (u i,j ) 1≤i,j≤d and (v i,j ) 1≤i,j≤d . By looking at the first derivatives of the velocities u and v, we obtain the following equations on the heights,
It is straightforward to see that these linear equations have a unique solution in the unknown variables (h i,j ) {1≤i,j≤d}\{1≤i,j≤2} given the observed components and their first derivatives.
However, we cannot choose F as this solution, because the number of equations is larger than the number of unknown variables, therefore if we replace the observed components and their derivatives with estimators, it could have no solution. Instead, we choose F to be the least square solution of equations (3.19) and (3.20) in components (h i,j ) {1≤i,j≤d}\{1≤i,j≤2}
and return the observed components in the other components.
Second Observation Scenario
In this scenario, we assume that we observe the heights (h i,j ) {1≤i,j≤d} at every gridpoint, and the velocities u i,j , v i,j at gridpoints (i, j) ∈ S r for a set S r defined as S r = {1 ≤ i, j ≤ d, i mod r = 0, j mod r = 0} for some positive integer r. Thus we observe gridpoints at spatial frequency r in both directions.
Suppose that q sm is a smoothness inducing prior distribution (which may or may not 22) corresponding to damping the high frequency terms. Due to the high dimensionality of the system, it is not practical to operate with this covariance matrix and its inverse directly.
Instead there are approximate ways to apply them on a vector that leads to similar spectral response, see [34, 36, 51] . An alternative way of obtaining a spectral response similar to (3.22) for our model is via the two dimensional discrete cosine transform (DCT), see [50] for an overview. Based on this, the effect of the covariance matrix on a vector is computed by first transforming the vector by DCT (separately in components u, v and h), then applying the spectral response (3.22) (which is equivalent to multiplying with a diagonal matrix), and finally transforming it back (see Section 7.1.2 of [36] for the description of such an approach). The effect of the precision matrix is analogous except that the inverse of (3 .22) is applied in the second step.
Literature on Flow-Dependent Covariances for 4D-Var
Flow-dependent background covariances have been used in practice since [46] that proposed the so-called NMC method based on a comparison of 24 and 48 hour forecast differences.
This method was refined in [20] . [21] proposed the use of wavelets for forming background covariances; these retain the computational advantages of spectral methods, while also allow for spatial inhomogeneity. The background covariances are made flow-dependent via a suitable modification of the NMC approach. The paper [37] reviews some of the practical aspects of modelling 4D-Var error covariances, while [22] makes a comparison between 4D-Var for long assimilation windows and the Extended Kalman Filter. As we have noted previously, long windows are not always applicable due to the presence of model errors and multimodalities in the likelihood.
More recently, there have been several methods proposing the use of ensembles for modelling the covariances, see e.g. [2, 3, 4, 5, 11, 12, 13, 15] . However, it is not clear how well can a small ensemble approximate the covariances, which are localised only over short assimilation intervals, but become full matrices over longer intervals. Our method uses a factorised form of the Hessian and the background precision matrix described in Sections 3.2-3.3, thus we only need to store the Jacobians between observation times in a sparse form. This allows us to compute the effect of these matrices on a vector efficiently, without needing to store all the elements of the background precision matrix, which would require too much memory.
Although in this paper we have assumed that the model is perfect, there have been efforts to account for model error in the literature, see [58] . The effect of nonlinearities in the dynamics and the observations can be in some cases so strong that the Gaussian approximations are no longer reasonable, see [10, 24] for some examples and suggestions for overcoming these problems.
Alternative Data Assimilation Methods
Consider a discrete-time deterministic dynamical system in R ds , started from an initial point v 0 and evolving according to
for some Ψ : R ds → R ds . Assume that we have linear observations of the form
with H ∈ R do×ds and Z l ∼ N (0, Γ). We briefly review some commonly used filtering techniques that can approximate v l given observations Y 0:l , see e.g. [30, Ch.4] where it is shown that all of relevant methods can be interpreted as solutions of minimization problems delivering a balance between model prediction,m l+1 , and corresponding observation, Y l+1 .
Kalman Filter
In the linear case Ψ(v) = M v, and a Gaussian prior for v 0 , the laws v l |Y 0:l are Gaussian with means m l and covariances C l obtained via the Kalman filter update equations
To extend such updates to a non-linear system, M can be replaced by the linearisation of the system dynamics at the current estimate. A slight modification of this idea gives the 
3D-Var
This algorithm starts with an initial estimator m 0 , fixes a covarianceĈ for all steps, and applies the iterationsm 
Ensemble Kalman Filter
Ensemble Kalman filter (EnKF) uses an ensemble of particles to implicitly store the uncertainty of the filtering laws, and updates them using the Kalman approach based on ensemble means and covariances. There are various ways to execute this algorithm, so we describe the so-called perturbed observation EnKF.
One starts with an ensemble of N particles v 
followed by the analysis,
where Z ). There are two frequently used methods to improve upon these costs. The first is based on the Sherman-Morrison-Woodbury formula (see e.g. [28] ) which for appropriate matrices states
Denoting by W l+1 the d s × N matrix with nth column The assimilation window T was chosen as 3 hours, which offered the best performance for fixed background covariance. Fig. 2 illustrates the performance of the various methods in the two observation scenarios of Section 3.5. In this case, 4D-Var-based methods offer the best performance, and using observations in earlier assimilation windows to update the background covariance matrix in a flow-dependent way is very beneficial, with relative errors reduced by as much as 72% compared to using a fixed background matrix. The shallow water equations are applied in tsunami modelling. [53] estimate the initial distribution of the tsunami waves after the 2011 Japan earthquake. They use data from
We have used these estimates as our initial condition for the heights, and set the initial velocities to zero (as they are unknown). Using publicly available bathymetry data for H, and the above described initial condition, we have run a simulation of 40 minutes for our model, see Fig. 3 . We have tested the efficiency of the data assimilation methods also on this simulated dataset, considering a time interval from 10 to 40 minutes (thus the initial condition corresponds to the value of the model after 10 minutes and is shown in Fig. 3b ).
Due to the somewhat rough nature of the tsunami waves, in this example we have found that setting the background (prior) precision matrix Q 0 as zero offered the best performance for the 4-DVar based methods, while diagonal covariance matrices offered the best performance for the 3DVAR and ENKF methods. Fig. 4 compares the performance of the methods for this synthetic dataset implemented for grid size d = 336, in the two observation scenarios of this paper. In this case the dimension on the dynamical system is d s = 3d 2 = 338, 688. As in the previous synthetic example, the 4D-Var based methods offer best performance. We have also tried the localised EnKF but it was not stable and quickly diverged in this case.
We stress that this comparison is based on synthetic data and cannot be considered as testing the accuracy and predictive performance of the data assimilation methods on "real data" (due to the fact that available real observations are very sparse and they are quite uninformative about some model parameters so comparison based on them would be very sensitive to the tuning parameters). Such comparisons are beyond the scope of this paper. 
Conclusion
In this work we have presented a new method for updating the background covariances in 4D-Var filtering, and applied it to the shallow-water equations. Our method finds the MAP estimator of the initial position using the Gauss-Newton's method with the Hessian matrix stored and the background covariances obtained in a factorised form. We also use a mathematically justified initialisation to overcome multimodality problems. Our method is computationally efficient and has memory and computational costs that scale nearly linearly with the size of the grid. In comparisons on synthetic datasets, we have found that out method outperforms competing one (3D-Var and EnKF) by a significant margin. Our approach also allows for uncertainty quantification via Gaussian approximations.
Appendix
Finite-Difference Based Method for Jacobian Calculation
The shallow-water equations, in their finite difference form (2.4)-(2.6), have the property that time-derivatives only depend on neighbouring gridpoints. It is also easy to generalise and show that the kth order derivatives only depend on the gridpoints that are less than k distance away (in Euclidean distance). Since the solutions of (2.4)-(2.6) can be approximated by a Taylor expansion, this means that if s is sufficiently small, and two initial positions U and V only differ at a single gridpoint, then the solutions (U (t)) 0≤t≤s and (V (t)) 0≤t≤s
are very close except for a small neighbourhood of that gridpoint. We propose some new estimators for J Ψ s (V ) that take advantage of the local structure of the dynamics at hand.
We begin by partitioning the d × d gridpoints into small rectangles as follows. Suppose that for some a ∈ Z + , we can express d = l 1 a + l 2 (a + 1) for some non-negative integers and (i, j), (k, l) are in same rectangle , for 0 ≤ s i , s j ≤ a, where T si,sj denotes translation over the vector (s i , s j ).
Sets S v (s i , s j ) and S h (s i , s j ) are defined analogously. Following their definition, these gridpoint sets form a partition of I. We denote the unit vector in R iii) The big blue circle shows the grid position of some n = (n 1 , k, l). In our suggested approximation of the Jacobian in (7.2), the derivative of the m functional along the n direction is obtained by adding a small increment not only along the direction of n but also along all directions indicated with the blues crosses (together with the blue circle, they specify the set of gridpoints in S n1 (s i , s j ) that contains n). Via this approach, the total number of ODE solutions for obtaining the Jacobian is equal (in order) to the number set in the partitions S u (s i , s j ), S v (s i , s j ), S h (s i , s j ), 0 ≤ s i , s j ≤ a, of I, i.e. O(a 2 ).
One possible approach for estimating these quantities is to use finite differences, i.e. In comparison to (7.1), the main difference is that we have replaced e n with e Sn 1 (si,sj ) ,
i.e. we use finite differences at several unit vectors at the same time. In total, obtaining the Jacobian requires O(a 2 ) solutions of the ODE, see Fig. 5 (iii). The main idea behind this estimator is that due to the local interaction between the components, the fact that we move at several unit vectors at once does not have much influence on the finite differences.
The size of the rectangles a have to be chosen to be sufficiently large, depending on the observation window T , such that this interaction becomes negligible. The computational advantage of this method that it only requires O(a 2 ) simulations of the model, which can be selected independently of d.
