We discuss properties of three-body continuum states in the hyperspherical formalism. The associated coupled-channel system is solved on a Lagrange basis, and is complemented by the R-matrix theory for the treatment of scattering states. Three-body α + n + n phase shifts are determined under various conditions. Two approximations of the continuum are considered: the complex scaling and the pseudostate methods. Both are briefly outlined, and compared with the R-matrix approach for the dipole-strength distribution of 6 He. A fair agreement is obtained between the three methods. We also discuss the influence of the α + n and n + n interactions, as well as the effect of the Pauli principle. Some differences are obtained, but all calculations predict a broad 1 − resonance near 1 MeV. §1.
§1. Introduction
One of the main features of exotic nuclei is their low breakup threshold. 1), 2) Most of them present a single bound state, all excited states being in the continuum. Some systems, such as 5 H or 10 He, are close to particle stability, but even the ground state is unbound. Developing efficient techniques to investigate scattering states is therefore quite important in the physics of exotic nuclei, and in particular of halo nuclei. 3) In two-body systems, the situation is rather simple, and many accurate methods are available to investigate scattering properties (cross sections, resonance energies and widths, etc.). In contrast, three-body systems are much more difficult to deal with. Taking into account proper asymptotic conditions in three-body scattering states, even for neutral systems, raises important problems. Several light nuclei are known to be Borromean, i.e. they do not present any bound subsystem. In that case, the hyperspherical formalism 4), 5) is well adapted since the three particles are treated on an equal footing.
The investigation of three-body collision matrices is of course crucial to analyze the level scheme above the particle threshold. However, three-body scattering wave functions are also necessary in the description of other processes, such as breakup reactions 6) or β decay to unbound states. 7) Several models, such as the eikonal method 8) or the continuum-discretized coupled channel (CDCC) method, 9) can be used to describe breakup cross sections, provided that scattering wave functions are available. The necessity of three-body scattering states is not limited to breakup processes. It is well known that, for weakly bound nuclei, elastic scattering is strongly affected by couplings to the continuum. A textbook example is the deuteron, which presents a low binding energy, and which can be considered as the simplest exotic nucleus. In d+nucleus collisions, even in elastic scattering, the experimental cross sections cannot be explained without including breakup channels. 10) The same problem occurs in 6 He+nucleus elastic scattering 11) where data are available, but is also expected to occur in all collisions involving a weakly bound nucleus.
Three-body scattering wave functions can be determined in the hyperspherical formalism, 12), 13) where the collision matrix is obtained from a (large) set of coupled differential equations. Various methods are available to solve this system, but we adopt the R-matrix theory. 14) There are several difficulties in solving the coupled-channel system, in particular: (i) the wave functions are expanded over hyperspherical harmonics, and reaching the convergence needs many functions; (ii) the asymptotic behaviour of the wave function is not reached before large distances (typically several hundreds fm) due to the definition of the hyperspherical coordinates; (iii) for charged systems, Coulomb couplings must be neglected to define the collision matrix.
Although three-body phase shifts are available for some systems, simplified methods are desirable. In the complex scaling method (CSM, see Refs. 15), 16)), the space coordinates are rotated in the complex plane, and scattering calculations are replaced by variational calculations involving complex matrix elements. This method has been extensively used to describe resonances, but recent developments also deal with scattering matrices 17) and dipole-strength distributions. 16) The pseudostate (PS) method 18), 19) can be seen as a further simplification of the CSM. The scattering wave functions are approximated by square-integrable functions defined at discrete (positive) energies. The main advantage of the PS method is its simplicity, since standard methods used in variational calculations can be applied.
In the present work, we briefly outline the different methods, and apply them to the α + n + n system. We also use different conditions by varying the α + n and n + n interactions. Section 2 is devoted to a short description of the R-matrix, CSM and PS methods. In §3, we discuss more specifically dipole-strength distributions. Phase shifts and E1 strengths of the α + n + n system are presented in §4, and concluding remarks in §5. §2. Brief overview of the hyperspherical method
We give here the main properties and definitions of the three-body hyperspherical method. The reader is referred to Refs. 4), 5), 13) for more detail. The Hamiltonian for a system of three particles with nucleon numbers A i , space coordinates r i and momenta p i is given by
where V ij is a nucleus-nucleus interaction (for the sake of simplicity we do not write other possible variables in V ij ), and m N the nucleon mass. From coordinates r i , one defines a set of scaled Jacobi coordinates x k and y k (three possible choices, i.e. k = 1, 2, 3, can be adopted). The hyperradius ρ (independent of k) and hyperangle α k are defined as
The hyperangle, complemented by the orientations Ω x and Ω y , provides a set of 5 angles Ω 5k = (α k , Ω x , Ω y ). For the sake of simplicity, we drop index k in Ω 5k , and simply write Ω 5 In this coordinate system, the total kinetic energy (after subtraction of the c.m. energy) reads
where the hypermomentum operator K 2 (Ω 5 ) has eigenfunctions
Index γ stands for the set of quantum numbers
where L is the total orbital momentum, and S the total intrinsic spin (see Refs. 5), 20) for details and notations). In Eq. (2 . 4), the hyperspherical harmonics Y JM γK (Ω 5 ) represent a generalization of the spherical harmonics in 2-body problems, and are defined as
where χ S is a spinor, and function φ The Schrödinger equation associated with (2 . 1) is written as 6) for positive as well as for negative energies. The three-body wave function Ψ JMπ is expanded as
where, in practice, the sum over the hypermomentum K is truncated at a maximum value K max , which should be large enough to reach convergence. Inserting expansion (2 . 7) in the Schrödinger equation (2 . 6) provides a set of coupled equations
where
and where the matrix elements of the potentials are obtained from
This formulation is general. It includes nuclear as well as Coulomb two-body potentials. In practice, the integrations over (Ω x , Ω y ) are performed analytically, whereas a numerical quadrature is necessary for the integration over α. The Raynal-Renai coefficients 21) strongly simplify the calculation of the potential matrix elements. Equation (2 . 8) is common to bound states and to scattering states. However the physics of the problem is rather different according to whether E < 0 or E > 0, and consequently, different techniques are used to solve Eq. (2 . 8). For scattering states, an important property of potentials (2 . 10) is their long-range behaviour. Asymptotically, they depend on ρ as 13)
i.e., they tend to v 0 /ρ 3 , even for short-range two-body interactions. Coefficients v k depend on (γKγ K ) and are associated with moments of V ij . They can take large values, in particular for deep nucleus-nucleus potentials. In comparison with the centrifugal term, potentials (2 . 10) can extend to large distances, which raises numerical problems to match the solutions χ Jπ γK (ρ) to Coulomb functions. Also notice that the asymptotic expansion (2 . 11) is valid for local nucleus-nucleus interactions only. This has important consequences for scattering problems, where non-local potentials are much more complicated to deal with.
An important issue in three-body calculations is the treatment of two-body forbidden states, necessary to simulate antisymmetrization effects. A first alternative is to introduce a projection over the forbidden states 22) as
where Λ takes a large value (typically Λ ∼ 10 3 − 10 5 MeV), and ϕ n (r) are the forbidden states. They depend on angular momentum. The presence of the projector ensures that the three-body wave function (2 . 7) is orthogonal to the forbidden states, i.e. that we have
Two choices can be adopted for the forbidden states in (2 . 12): (i) in deep potentials, they correspond to unphysical additional bound states; 23) (ii) in microscopic cluster theories, they are defined as oscillator functions. 24) Both approaches are in general equivalent, but the latter technique introduces an additional parameter, the oscillator parameter b of the clusters (common to the three clusters).
The second alternative to simulate the Pauli principle in non-microscopic models is to replace a deep nucleus-nucleus potential by a shallow supersymmetric partner 25) as
whereṼ ij is phase-equivalent and does not contain unphysical states. This technique is easier to use for scattering states since the potentials are local. Until now, all scattering calculations (see e.g. 12),13)) have been performed with supersymmetric potentials, or with equivalent shallow potentials. For standard nucleus-nucleus interactions,Ṽ ij is available in a numerical form only. §3. Three-body continuum states
The R-matrix approach
System (2 . 8) can be solved accurately for E > 0, if the Coulomb interaction is not included. When the potential terms are negligible, the asymptotic behaviour of the radial functions reads, for an entrance channel
where k = 2m N E/ 2 is the three-body wave number, H ± γK (x) are incoming and outgoing functions, and U Jπ is the collision (or "scattering") matrix. The normalization is chosen such that 19) 
The determination of the collision matrix is performed here with the R-matrix theory. 14), 26) This method is based on the existence of two regions, separated by the channel radius a. In the internal region, the hyperradial functions are expanded over N basis functions as
whereas in the external region, potentials (2 . 10) are negligible and the wave function is given by
where χ Jπ γKas (ρ) is defined in (3 . 1). The R-matrix theory is based on the Bloch-Schrödinger equation
where the Bloch operator L acts at the surface ρ = a only. 14) Its role is twofold: it makes Hermitian the matrix elements of T in the internal region, and guarantees the continuity of the derivative at ρ = a. The choice of the channel radius a stems from a compromise: it should be large enough so that the potentials V Jπ γK,γ K (ρ) are negligible with respect to the centrifugal term, but it should be small enough to reduce the size of the variational basis (3 . 3).
In three-body problems the long range of the potentials requires the use of propagation techniques. 27) In practice, a variational basis is used until ρ = a 0 (typically a 0 ≈ 30 − 40 fm) and the R-matrix at a 0 is defined as
Index I means that the matrix elements are determined over the internal region.
From a 0 to a (typically a ≈ 200 − 300 fm), the R-matrix is propagated, and then used to determine the collision matrix. In this intermediate region, the analytical expansion (2 . 11) is used. The propagation can be performed in two ways: (i) using the Numerov algorithm 28) applied to system (2 . 8), or (ii) splitting the interval [a 0 , a] in several pieces where a basis is used. 14) Of course, the collision matrix must be insensitive to a 0 and to a.
The complex scaling method
The main principle of the complex scaling method (CSM) is to adapt standard variational techniques to resonance properties. This technique is of course efficient in two-body systems, but is still more useful for three-body problems, where many numerical issues should be addressed for an exact determination of the collision matrix.
In the CSM, 15), 16), 29) the space coordinate r and momentum p of each particle are transformed as
where θ is the rotation angle. Under this transformation the Schrödinger equation reads 9) and the solutions Ψ (θ) are square-integrable provided that θ is properly chosen. 16) They can be expanded over a finite basis, after rotation of the Hamiltonian. Of course the potential should be available in an analytic form to apply transformation (3 . 8).
The ABC theorem 29) shows that the eigenvalues E λ (θ) are located on a straight line in the complex plane, rotated by an angle 2θ. Resonant states are not affected by this angle and correspond to stable eigenvalues
where E r is the energy and Γ r the width of the resonance. Recently the CSM has been extended to the calculation of level densities 17), 30) and to dipole strength distributions. 16) The availability of these quantities from the R-matrix approach provides an assessment of the CSM. Of course the resonance properties (3 . 10) derived from the CSM should also be consistent with those derived from a phase-shift analysis.
The pseudostate method
The simplest treatment of scattering states consists in discretizing the continuum. This technique is widely used in coupled-channel calculations, 9) or in the calculations of dipole strengths in halo nuclei. 19 ), 31) The continuum is discretized over a finite basis as 11) and approximate scattering wave functions are determined at some positive (and real) energies E λ . Of course these eigenvalues depend on the basis, and are available at some energies only. The main advantage of the pseudostate approach is its simplicity. It represents a direct extension of standard variational calculations.
Choice of the basis functions
Our calculations are performed with Lagrange functions as basis functions u i (ρ) (see Ref. 32) for detail). The developments presented above are adapted to any choice of the basis, but Lagrange functions allow a fast calculation of the potential matrix elements.
Where ρ varies from 0 to infinity, we use Lagrange-Laguerre functions, which involve a scaling parameter h, adapted to the typical dimensions of the system. An optimal choice allows reducing the number of basis functions, but the physical results should not depend on its precise value.
For a finite interval [0, a], such as in the R-matrix theory, Lagrange-Legendre functions are adopted. The choice of appropriate bases in the R-matrix method has been discussed in Ref. 14). §4. Dipole strength distributions
General definition
Dipole strength distributions directly provide breakup cross sections on heavy targets when the Coulomb breakup dominates. They only depend on the internal properties of the projectile, and therefore represent a useful tool to test ground-state and continuum wave functions.
We denote the ground-state wave function as Ψ J 0 M 0 π 0 and its energy as E 0 . The E1 transition strength from the ground state to a continuum at energy E is defined as
where K the time-reversal operator (see Ref. 33) for detail). For a core + 2n system, the dipole electric operator M E1 takes the simple form
where A c and eZ c are the nucleon number and charge of the core, respectively. Here coordinate x is associated with the n + n motion, and coordinate y with the relative motion between the core and the n + n subsystem. Other equivalent choices are possible, but make the E1 operator more complicated (it would depend on x and y simultaneously). The matrix element in (4 . 1) represents multiple sums over different quantum numbers. For an electric transition of order λ, a matrix element between two components of (2 . 7) reads
Coefficients C JJ γKγ K are defined by
wherex = √ 2x + 1. The use of Lagrange functions makes the radial integrals very simple. 33) As mentioned in §3.1, treating three-body continuum states with appropriate boundary conditions represents rather long and difficult calculations. A specificity of three-body scattering states is that the number of entrance channels (or, in other words, the number of γ ω K ω values in (4 . 1)) is quite large. For these reasons, several approximations have been developed to simplify the calculations. In particular the CSM and PS methods have been often applied to E1 strength calculations. Both are based on the use of square-integrable functions, where the calculation of the collision matrix U is avoided.
E1 strengths in the complex scaling method
Several developments of the CSM have been recently performed by the Sapporo group, 17), 30) in particular for level densities and for dipole-strength distributions. We present here a brief outline of the method and refer to Refs. 17), 30) for detail.
The main advantage of the CSM is to provide a continuous E1 dipole strength, and to involve much simpler calculations than in the R-matrix method. Let us consider, as initial state, a negative-energy solution of (3 . 9), Ψ J 0 M 0 π 0 (θ) with spin J 0 and parity π 0 . The response function for an E1 transition to a state with spin J and parity π can be written as 
This result should be independent of the rotation angle θ. Of course similar results can be derived for other operators, but we limit ourselves to dipole transitions. The same theory can also be applied to the scattering matrix, but only the trace can be obtained. 17) Individual elements of the scattering matrix are not available.
E1 strengths in the pseudostate method
As mentioned in §2.3, the continuum wave functions are approximated by finite sums over a set of square-integrable functions. The Schrödinger equation (2 . 6) is then solved by standard variational techniques. Positive-energy solutions of (3 . 11) are called pseudostates since they do not correspond to physical states, but simulate continuum effects.
Dipole transition probabilities from the ground state to a pseudostate λ in partial wave Jπ are defined as
Of course this technique only provides E1 strengths at discrete energies E λ . A continuous dipole strength is obtained by folding the E1 distribution with a smearing function as
where function f (E, E ) is in general chosen as a Gaussian or as a Lorentzian function which involves a width parameter σ (we use here a Gaussian function). This parameter should simulate the finite energy resolution of the detectors, and therefore should be fixed by the experimental conditions. In practice, however, σ is often considered as a free parameter. In Ref. 19) we have shown that the smeared E1 distributions are rather sensitive to this choice. The R-matrix method and the CSM provide continuous distributions. An additional folding often allows to simulate the experimental energy resolution, but parameter σ is not necessary. In contrast, the PS approach requires the introduction of this parameter, and its choice is partly ambiguous. 19) In the next section, the three methods are applied to the 6 He dipole distribution. §5. Application to 6 He
Conditions of the calculations
Three-body calculations can be performed in various conditions, in particular when they involve scattering states. The three nucleus+nucleus (or nucleon+nucleus) potentials need to be defined, with two important requirements. The three-body wave function must be free of spurious two-body forbidden states, which simulate the missing Pauli effects in non-microscopic models. This orthogonalization can be achieved, either by using a shallow phase-equivalent supersymmetric partner of the deep potential, 25) or by introducing an additional projector over the forbidden states. 22) This latter technique is, in practice, more complicated since it introduces non locality in the potential.
The second requirement is that the two-body potentials must be chosen in such a way that the three-body systems possess the correct binding energy. In general, using bare nucleus+nucleus or nucleon+nucleus interactions does not exactly provide the experimental binding energy. As this binding energy is small for exotic nuclei, several properties (rms radius, E1 transitions, etc.) are very sensitive to its value.
In the present work, we use the Minnesota potential 34) as neutron+neutron interaction, and the α + n potential of Kanada et al. 35) This potential involves central and spin-orbit components, and depends on parity. For = 0, it contains an unphysical bound state, corresponding to a Pauli forbidden state, and which is removed by using a supersymmetry transformation. Unless specified otherwise we always use the supersymmetry alternative, which simplifies three-body scattering calculations.
In order to reproduce the experimental energy E(0 + ) = −0.98 MeV, we have adopted three techniques to modify the potentials:
1. Renormalizing the α + n by a factor λ αn . This factor is close to unity (see Table  I ), but slightly affects the α + n phase shifts. In particular the p 3/2 and p 1/2 resonances are lower than the experimental values. 2. Rescaling the attractive part of the n + n Minnesota interaction. 31) This option leaves the α + n phase shifts unchanged. 3. Introducing a phenomenological three-body potential depending on the hyperradius only. This potential is defined as
where the range ρ 3 is taken from Ref. 12) as ρ 3 = 6 fm. The different scaling parameters are given in Table I . As the bare α + n and Table I . Scaling parameters for the α + n and n + n potentials. n + n interactions provide an energy fairly close to experiment, we do not expect these factors to be large. In particular, the projection method with bare potentials gives an energy closer to experiment than the supersymmetry. However the different approaches are used in the literature, and comparing them for dipole strengths is an important issue.
Three-body phase shifts
In Fig. 1 , we present the 0 + and 1 − eigenphase shifts with the conditions λ nn = 1.13, and with the supersymmetric transformation. These conditions have been adopted in Refs. 19),33) and will be used here, unless mentioned otherwise. Increasing K max is highly computer demanding, as the size of the system becomes quite large. Truncation values K max = 32 (J = 0 + ) and K max = 25 (J = 1 − ) correspond to channel numbers of 153 and 260, respectively. In the R-matrix formalism, or in any variational calculation, these numbers have still to be multiplied by the number of basis functions associated with the hyperradius (typically ≈ 30 − 40 functions). In the present R-matrix calculations we use N = 30 and (a 0 = 30 fm, a = 400 fm). Several tests have shown that these conditions provide stable results.
As expected the convergence with K max is rather slow. This is a well-known problem in hyperspherical calculations. However the physics of the problem does not change with K max = 24 (J = 0 + ) and K max = 19 (J = 1 − ). These values have been adopted in previous works, and will be kept here to save computer times. As in most works, the 0 + and 1 − phase shifts present a resonant structure at low energies. The broad 1 − resonance is clearly visible in the E1 strength distribution (see below).
In Fig. 2 we compare the phase shifts under different conditions (see §4.1). This comparison shows that the three-body phase shifts are sensitive to the n+n and α+n potentials. Among the three conditions the calculation with λ αn = 1.051 provides the lowest resonance energy. This is associated with the corresponding lower energies of the p 3/2 and p 1/2 resonances in α + n scattering.
In the lower panel of Fig. 2 we show the complex energies obtained with the CSM (θ = 0.5). As mentioned before, the use of the CSM requires analytical potentials. The validity of this approximation has been checked on the phase shifts which can be calculated with the numerical or analytical potentials.
Dipole strengths
In Fig. 3(a) , we compare the R-matrix dipole strength with the CSM one (θ = 0.3, 0.4 and 0.5). We use a Lagrange-Laguerre basis with N = 30 and h = 0.3 fm, but other choices provide identical results at the scale of the figure. Notice that the R-matrix dipole strengths of Refs. 19), 33) were affected by a phase problem in the numerical calculation. The corrected values are slightly larger (about 10% on top of the resonance). Off resonance, the CSM does not depend on the angle, and perfectly reproduces the R-matrix calculation. At the resonance energy (∼ 1 MeV), the CSM is somewhat sensitive to θ. Increasing θ provides a nearly perfect agreement with the R-matrix, even on top of the resonance.
In Fig. 3(b) , we present the dipole-strength distributions calculated with the R-matrix and PS methods, both folded by smearing functions with typical σ values. The genuine R-matrix calculation corresponds to σ = 0. As for the CSM, the PS dipole strengths are determined with a Lagrange-Laguerre basis. The overall agreement between both approaches is rather good, but the pseudostate method introduces unphysical oscillations when σ is small.
In Fig. 4 , we use the CSM to compare several conditions of calculations: influence of the potentials, and of the treatment of the Pauli forbidden states. No Table I ) and with two methods for removing α + n forbidden states: supersymmetry (left panel) and projection (right panel).
additional folding is introduced. An advantage of the CSM is that using the projection method does not introduce further difficulty. The results presented here are obtained by taking a 0s harmonic-oscillator function (b = 1.36 fm) for the = 0 forbidden state (2 . 12) of the α + n potential. As already observed in Ref. 19 ) for the pseudostate method, the energy dependences are very similar but the amplitude is systematically smaller with the projection technique. This is essentially due to the ground-state wave function which presents a smaller amplitude at large distances with the projection method. All approaches provide a broad peak near 1 MeV, but this energy is slightly dependent on the conditions of the calculations. These different calculations provide an estimate of the precision that can be expected from three-body calculations (≈ 30% in the present case). §6.
Conclusion
In this work, we have investigated various approaches to three-body scattering problems. These continuum wave functions are necessary ingredients to determine breakup cross sections and, through couplings to the continuum, elastic cross sections. The associated phase shifts also provide a useful information on the resonances. When the potentials between the three particles are fixed, there is no more free parameter.
The R-matrix method aims at providing an exact solution of the truncated coupled-channel system and, among the different approaches considered here, is the only method able to derive the collision matrix. This theory, however, raises several numerical difficulties, and approximate continuum calculations have been developed in the literature. The CSM is much simpler than the R-matrix method since, after rotation of the space coordinates in the complex plane, the calculations are quite similar to standard variational calculations. The determination of the dipole strength is rather direct, and has been tested here on 6 He. The method is stable in a wide energy range, and provides a very good approximation of the R-matrix results. At the resonance energy, the rotation angle θ should be increased to be closer to the reference calculation. The CSM provides a continuous dipole strength, and therefore does not require further folding. However, the individual elements of the collision matrix, and therefore the eigenphase shifts, are not available.
The PS method is a further simplification (it can be seen as the CSM with θ = 0), where all matrix elements are real. However the B(E1) are available at some discrete energies only, and an additional folding must be introduced.
The three methods considered here raise similar problems regarding the hypermomentum truncation (K max value) and the projection technique to remove twobody forbidden states from the total wave function. The slow convergence is inherent to the hyperspherical method, but this problem can be addressed by modern computer techniques. Starting from the bare α + n and n + n interactions, the projection technique provides a ground-state energy closer to experiment than the supersymmetry approach. Consequently, the renormalization coefficients are smaller and the B(E1) obtained by the projection technique are less sensitive to the popential. Future work is necessary to extend the comparison to other systems, and to adapt the projection technique to R-matrix calculations.
