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In this paper we introduce a notion of hypoellipticity of a differential 
operator with respect to two other ones and give necessary and sufficient 
conditions for this to occur. This notion includes all known types of hypo- 
ellipticity, such as the ordinary hypoellipticity and partial hypoellipticity 
(see [5 and 7j), almost hypoellipticity in the sense of Elliott [2], and the 
hypoellipticity with respect to a differential operator studied by Gorin and 
GruHin [4]. Thus our notion of hypoellipticity exhibits all known types of 
hypoellipticity as special cases of a general problem. 
Let AYJ be a nonempty open subset of Rn and P a polynomial in Rn. 
Following [8] we call a distribution T E .9’(Q) strongly regular with respect 
to the differential operator P(D) if to every open set sz’ having compact 
closure contained in Sz (in this case we write s1’ C sd) there exists an integer 
m > 0 depending on sz’ such that Pk(D)T, k = 0, l,..., are all of order <m 
in sz’, i.e., the restrictions of P”(D)T to 9’ are all in 9’“@2’); here P’“(D), 
k = 1, 2,..., are the successive iterates of P(D) and Po(D)T = T. We denote 
by g&2) the linear space of all distributions in Q which are strongly regular 
with respect to P(D). 
Consider now a differential operator W(D) (with constant coefficients) 
and two spaces &‘&J), b,(S) corresponding to the differential operators 
P(D), Q(D) respectively. The operator W(D) is said to be (P, Q)-hypoelliptic 
if, for any open set Sz C R”, every solution I( E &&3) of the equation 
W(D)u = 0 (1) 
is in B&?). 
We prove the following theorem. 
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THEOREM. The dzJ@rential operator W(D) is (P, Q)-hypoelliptic ;f and only 
if the polynomials P, Q, and W satisfy omz of the equivalent conditions: 
(1) Q(5) ’ b d d as oun e on every set of 4 E C” where W(f) = 0 and both 
P(c) and Im 5 are bounded, 
(II) there are constants y, C > 0 such that 
I Q(W < C(l + I W)l)(l + I Im 5 I), 5 E C”, W(5) = 0. 
By specifying P and/or Q we obtain necessary and sufficient conditions 
for hypoellipticity of W(D) in all cases mentioned above. 
1. NECIBSARY CONDITIONS 
Given an open set 8 and a polynomial P in Rn, we denote by CPA(s)), 
where h is an integer 30, the space of all F-functions f in J2 such that 
Pk(D) LFf, 1 011 < A, K = 0, l,..., are continuous; here OL = (a1 ,..., a,) and 
Ial =al+...+ar,. We also denote by #,(52) and C&2) the subspaces of 
&P(Q) and CPYQ), respectively, consisting of solutions of Eq. (1). 
PROPOSITION 1. If &JQ) C &&2), then to any open set 9’ C G there 
exists an integer X > 0 such that the restriction mapping f -+ f I Q’ maps ~&Q) 
into Coo(D). 
The proof of this proposition is analogous to the proof of Theorem 1 in 
[8] and we omit it. 
In view of Proposition 1 it suffices to find necessary conditions for the 
inclusion 
(f I Q : f E @(l-J)} c &O(Q). (2) 
We accomplish this by means of a standard argument based on the closed 
graph theorem and the Seidenberg-Tarski theorem (see, e.g., [3]). 
Let a, , j = 0, l,..., be open sets such that 
Qfn,C,,,,j = 0, l,..., and 6 J2, = J2. 
j-0 
We define the topology in C&2) by means of the seminorms 
v,(f) = SUP I WD) Pf (4 
where the supremum is taken over x E Sz, , [ 01 I < A and K < j. Similarly, 
if&‘,j = 0, l,..., are open sets satisfying conditions analogous to (3) with ~2 
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replaced by sz’, we define the topology in Coo@‘) by means of the seminorms 
Then CPA(G) and Coo(U) become Frechet spaces. The restriction mapping 
CPA(G) -+ Coo&!‘) is closed and therefore continuous, by the closed graph 
theorem. Thus, to each integer 1 >, 0 there exists an integer K > 0 and 
a constant C > 0 such that 
wdf) d C%(f), f E C&-2). 
Applying this inequality to the function 
f(x) = &.t>, 
where 5 E C’” and W(lJ = 0, we obtain 
LEMMA 1. If the in&.&n (2) holds, then for each integer 1 > 0 there exists 
an integer k >, 0 and constants C, c > 0 such that 
I Q”(5)l < C(1 + I 8 I”>(1 + I P%)l) eclvl, Jqt;) = 0, 
where 5 = 4 + iv E C” and 6, rl E R”. 
Proof of Necessity of (I) 
Denote by N(P), N(P, a), R, and 1, the sets of all 5 = f + iq E Cn such 
that P(t;) = 0, 1 P(l)1 $ a, I t I < a and I 7 I < a, respectively. 
Suppose there are a, b > 0 such that Q(t) is not bounded on M = N(W) n 
N(P, a) n Ib . Then the function 
s(t) = /;lR I Q(Ol t 
is defined and continuous for sufficiently large t, and 
s(t) * al as t-+co. (4) 
But, for a given t, s(t) is the largest of all s such that the equations and 
inequalities 
I W(5 + i$” = 0, I W + i>l” < a2, I rl la < ba 
I Q(5 + idl” = s2, I 5 IZ < t2, s >, 0, t > 0, 
have a solution l, 7 E R n. It follows from the Seidenberg-Tarski theorem 
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(see [5, p. 276; or 7, p. 5011) that, for sufficiently large t, s(t) is an algebraic 
function. From (4) we then must have that 
s(t) > th 
for some h > 0 and all sufficiently large t. On the other hand, s(t) is assumed 
for some 4 = t(t), 7 = v(t) and [ t(t)1 < t. Now choosing 1 > U-1 and 
applying Lemma 1 we obtain a contradiction. Therefore Q(5) is bounded on 
M and condition (I) follows immediately. 
Proof of Equivalence of (I) and (II) 
It is obvious that (II) implies (I); we prove the converse. The notation is 
the same as in the preceding proof. 
Consider the real polynomial 
fw, 7, s, 0 = o2 - I rl I* - I P(t + $1”)” + (t* - I Q(4 + idlz)2 
+ I W(f + +I2 
of 2n + 2 real variables. By condition (I), the surface 
WC, 7, 4 0 = 0 
is contained in a domain defined by an inequality 
I s I > dl t I) 
where g(T) -+ co as T + co. In fact, if I Q(t)1 --t 00, 5 = 5 + iq E N(W), 
then I n I + I P(c)/ + 00; otherwise we could find a sequence 4, EM, for 
some a and b, such that I Q&)1 --+ co, contrary to (I). It follows, by applying 
a theorem of Gorin [3, Theorem 4.11, that there exist constants y, C’ > 0 
satisfying the condition 
I Q(%P’ < I rl I + I PC3 + c’. 
This implies (II) with some other constant C. 
2. SUFFICIENT CONDITIONS 
The proof of the sufficiency of condition (II) will be based on a suitable 
version of the theorem of Ehrenpreis [l] and Palamodov [6] on integral 
(exponential) representation of solutions of Eq. (1). 
First we observe that, without loss of generality, we can make the following 
assumptions: 
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(A) the coefficient in W(c) = ?V(& ,..., 5,) corresponding to the 
highest power of I& is a constant; 
(B) Q is the open ball S, with center at the origin and radius u. 
We recall that, by the Paley-Wiener theorem, the Fourier transform $ 
of a function 9 E 3(S,) can be continued in C’” as an entire function satisfying 
the growth conditions 
(5) 
5 = f + iq, m = 0, l,..., for some b < a. We denote by Z the space of all 
Fourier transforms of functions from 9J(S,) and by Zb, 0 < b < a, the 
subspace of 2 consisting of functions satisfying conditions (5). The topology 
in 2” is defined by the system of norms 11 jjm, m = 0, l,..., and 2 is the 
inductive limit of the 2’s. Then the Fourier transformation is a topological 
isomorphism of 9(S,) onto 2. 
To every distribution u E Y(S,) there corresponds a continuous linear 
functional d on 2 (ff is the Fourier transform of u) defined by the equation 
where Q E 9(S,J and q(x) = 9(--x). Moreover, for every positive b < a 
there exists an integer m > 0 such that 0 is continuous on the space Zb 
equipped with the single norm I] llnr . 
Let 
w = ql -** Jq 
be the decomposition of W into irreducible factors and let Nk be the variety 
of zeros of W, , i.e. Nk = N(W,). Making use of (A) we can associate with 
W the multiplicity variety 
V = ( 
a 
N1, identity; N1, a51 ;...; Nl, 
p-1 




of “length” r = or + -0. + rs (see [I, p. 50; and 6, p. 1811). We define 
Zb(V) to be the space of all r-tuples g = (gI,0 ,..., gI,,I-I ,..., gs,r,-r), where 
gk.5 9 i = o,..., lk: - 1, are analytic functions on NL with the following 
properties: 
(F,) there exists an entire function F in C’” such that 
a?F/a<j = gk.# , j = 0 ,...) Yk - 1, on Nk, 
for all li; 
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(FJ sup&#k 1 g&6)1 (1 + 1 5 1)” e-*iVl < co, m = 0, l,..., for all j 
and k. 
The topology in Z*(V) is defined by means of the norms 
llg Ilk = sup I gk.&)l (1 + I 5 I>” e-“Y m = 0, I,..., 
where the supremum is taken over all j, k and 5 E N”. 
Suppose now that u is a solution in .Q’(S’,) of Eq. (1). Applying the methods 
of [l] or [6] (Fundamental Principle) one can define a continuous functional 
o on Z*(V) such that 
(4 4) = (v, 4h # E Z*, (6) 
where d is the restriction map 
Also, for sufficiently large m, v remains continuous on Z*(V) endowed with 
the topology defined by the single norm jl 11;. The latter space can be 
isometrically imbedded into the topological product of ri copies of C(Nl), 
ra copies of C(Na), etc., where C(Nk) is the space of bounded continuous 
functions on Nk equipped with the sup norm. By the Hahn-Banach theorem, 
v can be extended to the whole product space; the extension is therefore a sum 
of measures. In this way one obtains for u the integral representation 
(7) 
where v E 9(Sb), pjk, j = 0 ,..., r,+r, are bounded measures with support 
on Nk, k = l,..., s, and 
k(5) = (1 + I 5 I)-” e*W (8) 
The integrals in (7) converge absolutely and uniformly for all $5 E Z* such 
that 
@‘$%%%i-)l < Mkh(& j  = 0 ,..., Tk - 1, leNk, 
where Mk , k = l,.,., s, are constants. 
If u E &‘&2) then, for every positive b < a one can find m > 0 such that u 
is continuous on 9(Sb) endowed with any of the norms 
Ill v Ill Tn.2 = sup I P”(--D) ~ad~)l, 2 = 0, l,... . 
O<k<Z.lai<m 
XER” 
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This implies, as one can easily verify, that for sufficiently large m, the 
functional w in (6) remains continuous on the space Zb(V) endowed with 
any of the norms 
II&? 1lin.z = sup I gk,~(5)1 (1 + I 5 I)” (1 + I WW eebV 
Thus, proceding as before we obtain the following 
I = 0, l,... . 
LEMMA 2. Suppose that u is a solution in cFP(S,) of Eq (1) and 0 < b < a. 
Then there exists an integer m > 0 such that, for any integer 1 > 0, we have 
the integral representation 
where ql E g(S,), &l, j = 0,. ..) rK - 1, are bounded measures with support 
on Nk and 
h,(5) = (1 + I 1 I)-” (1 + I WI)” @lr’ (10) 
Remark. Note that a distribution u E 9’(S,) is in b,(S,) if it has the 
following property. 
(RQ) For any positive b’ < a there exists an integer m’ > 0 such 
that, for any I’ > 0, 
(11) 
where q~ E .9(S,l), vF*“, j = 0 ,..., rk - 1 are bounded measures with 
support on Nk and h’(t) * IS gi ven by (8) with b and m replaced by b’ and m’, 
respectively. 
We are now in a position to prove the sufficiency of condition (II). For 
k = l,..., s, we define 
N,” = (5 E Nk: I Q(OP+ < C(1 + I 7 I)> 
and 
N,’ = (5 E Nk\N,“: I Q(5)V2 < 1 + I W)l), 
where y and C are the constants appearing in condition (II). Then Nk is a 
disjoint union of Nrk and Nsk. In fact, if 5 E Nk\(Nrk u Nzk), then 
and 
I QGY”2 > ‘31 + IT I) 
I Qb31y’2 > 1 + I W)l, 
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which is a contradiction to the inequality in (II). Therefore Nk\(Nik u iV2k) 
is the empty set, and so Nk = Nrk u Nsk. 
Let u be a solution in gP(S,) of Eq. (1). We show that u is a sum of two 
distributions having property (RQ). For this reason we fix an arbitrary 
positive b’ < a and choose b so that b’ < b < a. By Lemma 2, u admits 
the representation (9)-( IO), w h ere 1 is any given integer >O. We write 
where 
i = 1,2, and the equalities hold for any q~ E g(S,,). 
If q is the degree of Q and 1’ > p = maxr(@& rL - 1 then, for any j < p, 
(~i(Qz’qWL9(5) = Qz’W 4(5, WL) NJ, (13) 
where 4(%, WLJ is a differential operator of order <j (with respect to {r) 
whose coefficients are polynomials of degree <pq. Also, making use of (12) 
and (13), we obtain 
(Q"P) ui, $9 = f: '5' $ Q"-'(C) 4 (5, $) @(ii) e , (14) 
k-l j=O Nf 
i = 1,2. 
Now, for any 9 E Zb’, we may write 
I 
I Q" -75) 45, WL) WI = 
I 
I Q” -‘WI I 46, WL)MIl 
45) eO-b’) 11)) (1 + I 5 I)“W) ’ (15) 
where h(t) is given by (8) and h’(t) = (1 + 1 c I)-“’ e”‘lsl with m’ = m + w. 
But from the definition of the Nrk’s it follows that the first factor on the 
right-hand side of (15) is bounded on U:=, Nlk. Thus, defining ~1”;:’ as a 
product of pFz with a suitable bounded, continuous function on N,k (for 
each K and j), one can express the right-hand side of (14) in the form (1 l), 
which shows that u, has property (RQ). 
On the other hand, there exists h > 0 such that 
lQ(5)1/(1 + I TW =G 1, 5 E i, Nak, 
k-l 
by the definition of the Nsk’s. If 1 > l’h, this again allows us to define vi::’ 
as a product of &” and a suitable bounded, continuous function on Nsk 
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(for each K andj) so that the right-hand side of (14) assumes the form (11). 
Consequently us also has property (RQ). 
From the remark following Lemma 2 we conclude that u E Bo(S,) and 
the necessity of condition (II) is established. 
3. REMARKS 
We show that our (P, Q)-hypoellipticity is a generalization of the known 
notions of hypoellipticity mentioned in the Introduction. 
Consider first the case where P = const # 0. Then g&2) = 9’(Sa), 
and so W is (P, Q)-hypoelliptic if and only if every distribution in Sz of 
Eq. (1) is in b&2). In this case condition (II) is necessary and sufficient for 
the regularity of function solutions of (1) studied by Gorin and Grulin [4]. 
If, in addition, Q(D) is the Laplace operator A = (@/&v,~) + es* + (a2/~x,z), 
then bo(sZ) = S(J2) (see [8]) and therefore the operator W(D) is hypoelliptic 
in the ordinary sense. 
Suppose now that the variables in x = (xi ,..., x,) are split into 
x’ = (Xl )..., xt) and x” = (xtfl ,..., x,). We recall that a distribution 
T E g’(9) is strongly regular in x’ if to every open set 9’ C 52 there exists 
an integer m (depending on a) such that, for every multiindex 
a’ = (a1 )..., at), Da’T is of order <m in J2’ (see [7, p. 4531). We denote by d’ 
the Laplace operator in the variable x’. 
The following proposition is probably well known but since we cannot 
find it in the literature, we shall give a brief outline of the proof. 
PROPOSITION 2. If P(D) = 1 - A’ then cZ’~(SZ) is the space of distributions 
in Q strongly regular in x’. 
Proof. It is clear that every distribution in Sz strongly regular in x’ belongs 
to &&?). We prove the converse, i.e. that every distribution from g&2) is 
strongly regular in x’. 
For k = 1, 2,..., let Fh be the continuous function in Rn whose Fourier 
transform is 
&c,cr> = (1 + I r I”)-” (1 + I I wn, 
where ,$’ = (h ,..., Et). Then the following properties are easily verified. 
(a) For every k, 
E, = (1 - A)“F, 
is a fundamental solution for Pk(D), i.e., 
P”(D) E, = 6. 
244 NEWRERGER AND ZIELEZNY 
(b) Pi(D)Fk = Fkpj, fori = l,..., k - 1. 
(c) For every multiindex 01’ = (01~ ,..., at) and every k, Do%, is a 
continuous function in R”\(O). 
(d) For every I > 0 there exists a k such that {WF, : 1 a’ 1 < Z} are 
continuous functions in R”. 
Let 1 be a given (arbitrarily large) positive integer and let 9’ be any open 
set such that J2’ C Sz. If T E gp(sZ), we can apply the same argument as in [8] 
(see the proof of Theorem 3) to show that the distributions {D’T: 1 0~’ 1 < I} 
are in GR’ of order <m, say, where m is independent of 1. This proves that T 
is strongly regular in x’. 
We now set P(D) = 1 - A’; then g&J) is the space of distributions in 
52 strongly regular in x’, by Proposition 2. If Q(D) = A, then 6,(52) = 6’(G) 
and the (P, Q)-hypoellipticity of W is just the partial hypoellipticity in x” 
(see [7, p. 4561). 
On the other hand, if P is a constant #O and Q(D) = 1 - A’, then 
&&2) = 9’(G) and &o(G) is the space of distributions in Sz strongly regular 
in x’. This particular case of (P, Q)-hypoellipticity is the almost hypo- 
ellipticity in x’ investigated by Elliott [2]. 
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