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Prognostics and Health Management (PHM), a promising technique assessing 
individual life of engineering systems, requires metrics that indicate the current level 
of degradation and aging. However, traditional methods of fatigue life estimation have 
a restriction to apply to PHM due to scale dependency of measurements. An alternative 
to the conventional fatigue assessment is the entropic approach, initially derived from 
the second law of thermodynamics. The entropic approach is scale-independent and 
able to monitor degradation and aging from the early periods of life. The entropic en-
durance indicates a certain level of damage that a component can tolerate before failure. 
Not only the thermodynamic theory but also information and statistical mechanics laws 
introducing entropy apply to the various modes of energy dissipations. This dissertation 
introduces the extension of the entropic approaches as the representation of damage by 
empirically examining the theoretical basis of three entropic theorems. Metallic cou-
  
pons were fatigue tested to confirm the applicability of three entropic measures: irre-
versible thermodynamic entropy, information (Shannon) entropy, and Jeffreys diver-
gence, by measuring variables used to compute energy dissipations during fatigue. In 
addition to the entropic approaches to damage, short-term loading process (STLP) is 
designed to minimize the difficulties associated with acoustic emission background 
noise when used to measure information entropy of the generated signals. Without 
damaging the material, high-frequency/low-amplitude loading is expected to generate 
acoustic signals through quiet background noise excitation loading to infer the current 
damage status. The results of this research help identifying multiple damage measure-
ment methods and will broaden understanding and selecting practical applications, and 
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Chapter 1: Motivation of Research 
 Empirically-based probabilistic models have been the main tools in engineering 
materials to assess the extent of degradation and damage, including the likelihood of 
failure occurrence. Of particular interests in recent years has been the physics of failure 
(PoF) approach, whereby surrogates or markers of damage are empirically correlated 
with the time-varied agents (stresses) that cause or induce the damage. In supplement-
ing traditional PoF models, the entropic damage assessment has emerged as an alterna-
tive. Different from the traditional life assessment methods, e.g., deterministic life 
models and observable markers, entropic methods can utilize real-time irreversible en-
ergy dissipation during the damaging process to indicate the amount of total damage.  
Well-known experimental proof of the entropic approach in fatigue is available 
through the use of irreversible strain energy and temperature [1]. Various researchers 
have proved the existence of an entropic endurance, which indicates a certain level of 
entropy around which materials and structures fail [2,3] regardless of the path to failure. 
Not only fatigue but other failure mechanisms have also shown the same behavior of 
endurance, e.g., wear and corrosion [1,4-12].  
Most of the entropic approaches have been investigated in the context of ther-
modynamic frameworks. On the other hand, not only the second law of thermodynam-
ics but other entropic theories, e.g., information theory, introduce entropy as metrics of 
disorder or uncertainty. By using information theory, acoustic emission (AE) waveform 
from fatigue damage may be characterized by the information entropy, and that may 
prove comparably a better indicator of damage than the traditional AE features such as 





Fluctuation theorem of G. E. Crooks in statistical mechanics introduces another 
concept to compute entropy from the forward/reverse works [14,15]. This theorem has 
been empirically verified from smaller-scale experiments only involving thermal en-
ergy dissipation [16,17]. Therefore, a question arises whether the fluctuation theorem 
can be empirically useful for application to a macro-scale fatigue process in which 
multiple energy dissipation modes exist. Accordingly, this expands entropic methodol-
ogies of damage as characterized empirically from the statistical mechanics theorem.  
There is a need and opportunity to explore the three entropic theorems further, 
and their applications to PHM. In order to address this need, the applicability of three 
entropic theorems to predict incipient failures and the amount of fatigue damage needs 
to be demonstrated through empirical studies. Exploring entropic approaches using col-
lected empirical data of energy dissipation during controlled experiments provide the 
core motivation in this study. As such, this research seeks to develop and compare var-
ious measures of entropy to assess fatigue failures. Ultimately, an effective damage 
representation during the application of the three entropic approaches to the metallic 








Chapter 2: Introduction and Objectives  
 Prognostics and health management (PHM) is a promising method in reliability 
engineering to supplement traditional life assessments. The traditional damage meas-
urements in fatigue, for example, crack growth and load-carrying capacity reduction, 
are detectable only in the later stages of life and are ineffective in characterizing dam-
age during the earlier periods of life [18]. In contrast, PHM-based life estimation and 
prognosis incorporates related monitored damage variables into deterministic physics 
of failure (PoF) models [19-23]. In data-driven prognostics in PHM, observed damage 
precursors, such as initiation of very small cracks, are collected during system opera-
tion and are used to estimate the so-called remaining useful life (RUL) [22,24]. Among 
the approaches used to meet the requirements of early life prediction, entropy has ap-
peared as a robust option according to degradation-entropy generation (DEG) theorem 
[11].  
Entropy in DEG theorem is based on the irreversible thermodynamics and can 
be used to depict the endurance to failure, such as cycles to crack initiation or fracture 
[11,25,26]. Pioneering works in entropic approaches have verified successful applica-
tions to several failure mechanisms such as fatigue, corrosion, and wear. These entro-
pies are derived from sources of irreversible energy dissipation [1,25-27]. In the case 
of fatigue damage, irreversible energy dissipations include plastic mechanical work, 
heat, and acoustic emission (AE) [28]. A popular entropic approach in fatigue is to use 
plastic strain energy and temperature [2,3]. In this approach, the existence of a fixed 
entropic endurance, irrespective of the underlying conditions that lead to fatigue dam-





DEG theorem. Another approach has been to use acoustic energy dissipation during 
fatigue in the form of generated AE waveforms, where associated information entropy 
typically correlates well with the amount of fatigue damage [13].  
Strain energy dissipation during the cyclic fatigue loading and unloading also 
appears to apply to the relative entropy. Crooks et al. [29] have shown that the Kull-
back-Leibler divergence computed from loading/unloading distributions is equivalent 
to the thermodynamic entropy when distributions of loading/unloading processes are 
measurable. This concept was demonstrated by Collin et al. [16], who measured ther-
mal dissipation in the unfolding/folding process of an RNA (ribo-nucleic acid) strand. 
Loading/unloading work distributions were also used by Douarche et al. [17] to meas-
ure a brass wire’s cyclic torsional work and to assess the Helmholtz free energy differ-
ence. In practical applications, relative entropy in cyclic mechanical work can be com-
puted without the need for temperature information, which provides a potentially sim-
pler entropic damage assessment than the classical thermodynamics. Not only mechan-
ical work, but AE waveform can also be applied to the relative entropy by using a 
reference waveform. The assumption is that relative entropy discounts the AE back-
ground noise routinely embedded in an AE waveform.  
In PHM using energy dissipation data during operation, several passive sensors 
are employed, e.g., load cell, strain gauge, thermocouple, and acoustic emission sensor. 
However, this process would be vulnerable to the noise generated during the operation 
or damaging process. On the other hand, non-destructive testing (NDT) of inspection 
uses active sensors, which has both signal transmitter and receiver, e.g., ultrasonic, x-





measurements may be performed in the controllable environment [30,31]. Instead of 
using additional active sensors, passive sensors can be used if an exciting signal is gen-
erated in the system. Short-term loading process (STLP) can be designed to generate 
high-frequency and low-amplitude loading and generate the signal representing the in-
stantaneous damage status without damaging effect, using passive sensors. The STLP 
allows the application of low-amplitude/high-frequency loads that will not cause much 
of any damage to avoid background noise shortcomings which are notorious in the 
detection of AE signals during normal applications. Ultimately, the behaviors of wave-
forms and their information entropies during the STLP loading would provide a clear 
and noise-free prediction of fatigue damage.  
This dissertation presents the entropic damage measurements from the dog-
bone coupons that were fatigue tested using the three energy dissipations discussed: 
plastic mechanical work, thermal energy, and acoustic emission (AE). STLP method 
also supplements the entropic measures. In these approaches, use of the classical ther-
modynamics, information (Shannon), and relative entropy (Kullback-Leibler diver-
gence) may be applied, evaluated in the context of PHM applications. This research 
objectives to the understanding of entropic fatigue damage are as follows:  
1. Understand sources of irreversible energy dissipation in the metallic fatigue 
mechanisms, i.e., mechanical, thermal, and acoustic.  
2. Develop and assess measures of entropy for each energy dissipation induced 
damage representing in materials based on thermodynamic, information, 





3. Develop experimental short-term loading process (STLP) and evaluate the 
usefulness of STLP method in fatigue damage measure.  
4. Draw conclusions about the appropriateness of each method in PHM appli-
cations to fatigue damage measures.  
The key contributions of this research are as follows:  
1. Jeffreys divergence (JD) shows an excellent correlation to the measured 
damage. The usefulness of JD in macro-scale fatigue measurement was pre-
sented by the consistent pseudo-Boltzmann constant (k ).  
2. AE information entropy provides a statistically better relation than conven-
tional AE features by correlating to the measured damage.  
3. STLP method detected the upcoming fatigue failure by the criticality index 
processed from cumulative AE information entropy.  
4. Temperature rise and rise rate measured during the fatigue loading process 
indicate crack growth by the transition point.  
This dissertation continues with six more chapters: Chapter 3 details the theo-
retical backgrounds based on previous related studies. Chapter 4 presents the experi-
ment setup and analysis procedure. The results are discussed through chapters 5 to 7 
by applications to fatigue crack growth (a macro-scale marker) analysis, entropic dam-
age assessments, and STLP and temperature measurements. Finally, Chapter 8 sum-
marizes and concludes the research and its findings, and presents recommendations for 






Chapter 3: Literature Review 
 This chapter reviews related studies to make up the bases of this research: En-
tropic damage measures and STLP method.  
3.1 Damage measurement in fatigue 
 According to Lemaitre [18], measurements of fatigue damage include changes 
detected in crack length, elastic modulus, micro-hardness, ultrasonic wave, and electric 
resistance. These measurements, also called markers of damage, are often only detect-
able when 10 - 20 % of life remains, which is too late for effective prognostic and 
corrective actions [24]. During the early period of life, assessment of damage must rely 
on deterministic life models, which tend to be highly uncertain, variable, and conserva-
tive [1].  
 Amiri and Modarres [1] have summarized and delineated fatigue damage scales 
and process into:  
1. Nano-scale: The grain boundary, where atoms are more loosely packed, is 
a likely location for damage. At this scale, the states of material damage are 
physically determined by the configuration of the atomic bonds.  
2. Micro-scale: Damage is the accumulation of the slip irreversibility that re-
sults in strain localizing in a small region within the materials, i.e., persistent 
slip bands and dislocation cells/bundles. 
3. Meso-scale: Damage is the growth and coalescence of micro-cracks that 





4. Macro-scale: Damage is the growth of macro-cracks that results in final 
fracture of the structure.  
Thus, the damage measurement scale evolves from the very small to larger scales, and 
it is only in the macro-scale that damage can be detected. As such, the lack of detectable 
damage is highly scale-dependent. However, damage measurement through the second 
law of thermodynamics suggests a universal methodology that applies to all the scales 
discussed above.  
3.2 Degradation-entropy generation (DEG) theorem 
Entropic metrics of damage have been proposed and utilized in engineering ap-
plications. Basaran [27,32] and Bryant [26] introduced thermodynamic concepts to as-
sess damage in specific failure modes. Based on irreversible thermodynamic processes, 
these studies considered the degradation-induced dissipated energy or entropy as a re-
flection of the cumulative damage process. Amiri and Modarres [1] reviewed entropy 
for various failure mechanisms including fatigue, corrosion, and wear, and discussed 
the corresponding irreversible thermodynamic forces and fluxes used to calculate en-
tropy generation. They reviewed in more detail the DEG theorem, including the con-
cept of entropic endurance introduced by Imanian and Modarres [33], described as fol-
lows:  
1. Entropic endurance of different units (or structural materials) is different.  
2. Entropic endurance of the same unit is equal.   
3. Entropic endurance of different units is different.  
4. Entropic endurance can be measured experimentally, and depending on the 





Following the DEG theorem, it is expected that entropic endurance determines the 
amount of cumulative entropy that a unit can hold before failure, including variability.  
Experimental results have supported this theorem for fatigue failures [2,3,25] 
by demonstrating that fatigue fracture occurs at a relatively fixed entropic endurance 
level regardless of the underlying loading profiles. Figure 1 presents an example con-
firming this entropic theorem.  
 
Figure 1. Cumulative entropy for various fatigue test conditions. The entropic data points show 
that the thermodynamic entropy has the endurance to failure, irrespective of the path to failure 
[2]. The cyclic bending loading was applied to each specimen with an amplitude of 25 - 50 mm. 
 The empirical validation of the DEG theorems has been demonstrated through 
the uses of classical thermodynamic entropy based on irreversible thermodynamics. In 
this study, entropic damage approaches are extended to other entropies. Information 
theory and fluctuation theorem in statistical mechanics will be mainly reviewed in the 
next sections, to apply in terms of the DEG theorem.    
3.3 Irreversible energy dissipation in fatigue damage and entropy 
 From the irreversible thermodynamics, dissipative entropy generation may be 





σ ∑ 𝑋 𝐽 .  (1)
This equation is bilinear, where 𝑋  is the thermodynamic force, and 𝐽  is the flux due to 
the dissipation mechanism i. Depending on the sources of energy dissipation, Amiri 
and Modarres [1] presented the entropy generation in its most general form, as shown 
by Equation (2) [25]:  
σ 𝑱 ∙ ∇𝑇 ∑  𝑱 ∇ 𝝉: 𝜺 ∑ 𝜈 𝐴 ∑ 𝑐 𝑱 ∇𝜓 .   (2)
Where σ is the entropy generation rate, 𝑱  is the thermodynamic flux due to heat con-
duction, 𝑱  is the thermodynamic flux due to diffusion, 𝜇  is the chemical potential, 𝝉 
is the mechanical stress, 𝜺  is the plastic strain, 𝜈  is the chemical reaction rate, 𝐴  is 
the chemical affinity, 𝑐  is the coupling constant, 𝑱  is the thermodynamic flux due to 
external field, and 𝜓 is the potential of the external field.  
In this equation, the sources of thermodynamic entropy generation terms from 
left are heat, diffusion, mechanical work, chemical reaction, and external field effect, 
respectively. In the fatigue damaging process, heat and mechanical work terms are in-
volved. Naderi et al. [2] numerically calculated the dissipative entropy by using only 
the mechanical work term assuming that plastic deformation is the dominant term and 
the heat conduction effect is negligible, as presented in Figure 1. This assumption was 
also empirically verified by Imanian et al. [25] and Ontiveros et al. [3]. In addition, the 
concept of entropic endurance was further confirmed by Imanian et al. [25], who meas-
ured the interacting thermodynamic forces in a coupled failure mechanism, corrosion-





reaction (corrosion) contributed to the total entropic endurance at the point of fatigue 
failure.  
According to the previous researchers, thermodynamic entropy is computed 
during metallic material’s fatigue damaging process may be used to predict crack ini-
tiation and fracture. The entropic endurance based on thermodynamics is quantitatively 
shown in Figure 1. This thermodynamic entropy is shown to measure damage ade-
quately. The uses of thermodynamic entropy in the multiple phases of fatigue damage 
starting from nucleation, crack initiation, to the fracture is an open area of research. 
Further, other measures of entropy such as the information theory and fluctuation the-
orem in statistical mechanics are additional entropic measures that need to be further 
explored.  
3.4 Acoustic emission (AE) and transformation to entropy 
 In addition to the heat and mechanical work, AE has been considered another 
source of irreversible energy dissipation. Kahirdeh and Khonsari [28] regarded AE ab-
solute energy as an AE waveform feature and a damage indicator. However, the en-
tropic approach was not investigated as a part of their AE-based damage research.  
AE has been used as non-destructive testing (NDT) information source for char-
acterizing material damage. It is applied to real-time monitoring systems undergoing 
damage by tracking the AE signal (waveform) features and correlate them with the 
observed or calculated damage metrics, such as crack growth [34-38]. For example, 
Keshtgar et al. [38] have shown a log-linear relation to micro-crack growth rate with a 






Figure 2. Correlation of AE count to crack growth rate [38]. Count and crack growth rate pre-
sented a log-linear relation for two material types.  
The recorded data from the AE sensor is digitized into the so-called waveforms. 
The AE information (Shannon) entropy may be characterized by the associated proba-
bility distribution in the form of a histogram representing each recorded waveform. 
Hughes [39] introduced information entropy from digitized waveform data collected 
from ultrasonic tests. Likewise, specific features of the waveforms such as the count 
rate, information entropy has been applied to AE waveforms to assess the entropy of 
the waveform signals and empirically establish any correlation between the increasing 
entropy and the ensuing progression of the fatigue damage observed. Digitized data is 
processed to a corresponding discrete histogram (expressed in 𝑝 𝑥 ), and entropy is 
computed by using Equation (3):  
S ∑ 𝑝 𝑥 log 𝑝 𝑥 .   (3)
Sauerbrunn et al. [13] used Equation (3) to calculate information entropy using 
collected AE waveforms from many fatigue tests. In their research, the AE was shown 
to be a more appropriate damage indicator than the traditional AE features, such as 






Figure 3. Evaluation of AE features. Information entropy (in this paper, instantaneous entropy) 
presents better appropriateness of damage representation compared to AE energy and count by 
correlating with measured damage degradation (MDD) [13].  
 Another applicable entropic method characterizing waveform data is the rela-
tive entropy, also known as the Kullback-Leibler divergence. The mathematical ex-
pression for the relative entropy in discrete distribution form is shown in Equation (4).  
S ∑ 𝑝 𝑥 log .   (4)
In Equation (4), the relative entropy is mathematically interpreted as the comparison of 
the information content of distribution “a” relative to distribution “b”. According to 
Caticha [40], relative entropy is a fundamental quantity of entropic inference used as a 
formal information inference and updating process. In practical applications, Lin et al. 
[41] introduced the relative entropy concept characterizing abnormal voltage signal in 
high-voltage direct current (HVDC) transmission system, and He et al. [42] used the 
relative entropy as a candidate to filter electro-cardio-gram (ECG) wavelet in the de-
noising process. As acquired AE waveform from fatigue damaging can be transformed 
into a distribution, relative entropy is a robust candidate to characterize damage. 
 In this dissertation, both information and relative entropies were applied to as-





is converted to the probability density function (or histogram), and the probability den-
sity function is converted to the corresponding information entropy using Equations (3) 
and (4). The reference distribution, 𝑝 𝑥  in Equation (4), is considered the probability 
density of noisy AE signal, and the relative entropy (Kullback-Leibler divergence) ap-
proach is expected to filter out AE noise [42].  
3.5 Crooks fluctuation theorem and Kullback-Leibler divergence 
 In addition to the thermodynamic entropy and AE entropies, the third approach 
to entropic damage explored as a new damage metric relies on the statistical mechanics 
definition of entropy, which provides relative entropy from energy dissipation modes 
during the fatigue damage process. Forward and reverse work distribution functions 
applied during the cyclic loading in fatigue can be related to the thermodynamic work 
and free energy. The so-called Crooks fluctuation theorem expressed in Equation (5) is 
one such relationship [14]:  
exp ,   (5)
where π W  and π W  in the content of the fatigue damage process may be in-
terpreted as the forward and reverse work distributions over many load cycles, respec-
tively. W is the net strain energy dissipated, Δ𝐹 is the Helmholtz free energy difference, 
𝑘  is the Boltzmann constant (1.381 10   J/K), and T is the temperature. Equation 
(5) has been applied to nano-scale systems such as RNA (ribo-nucleic acid) strands, by 
introducing forward/reverse works to measure the Helmholtz free energy difference 
(Δ𝐹) as the RNA system’s inherent property [16]. Figure 4 presents the distributions 





notion into a macro-scale system (i.e., fatigue) and examines its consistency with the 
fatigue damage assessment by the traditional thermodynamic entropy and information 
entropy.  
 
Figure 4. Distributions of forward/reverse loading process from two types of RNA strands [16]. 
By using the second law of thermodynamics and the Helmholtz free energy def-
inition, Equation (5) could be converted to calculate the total entropy, as shown in 
Equation (6).  
Δ𝑆 𝑘 ln .   (6)
According to the fluctuation theorem, the unloaded/fully-loaded points should be de-
termined in thermodynamic equilibrium, whereas the loading/unloading in the fatigue 
process does not require equilibrium condition. In addition, the source of the fluctuation 
is only thermal energy dissipation. However, these conditions may be invalid when 
applied to the macro-scale fatigue damage evaluation. Not only the thermodynamic 





unsettled extension of this theorem to macro-scale, this research is inspired by the for-
ward/reverse work convention and seeks to investigate the application of this notion to 
assess fatigue damage empirically. Crooks and Sivak [29] discuss measures of trajec-
tory ensemble. Consistent with Crooks and Sivak results, relative entropy and Jeffreys 
divergence (JD) effectively capture the symmetric hysteresis properties of the fatigue 
phenomenon. Further, in the molecular scale, JD is related to the classical thermody-
namic entropy through the Boltzmann constant.  
 The relative (divergence) entropy in continuous distribution form is shown in 
Equation (7) [29,43-45]:  




Relative entropy may be interpreted in the classical thermodynamics as the total en-
tropy difference [29]:  
D π ||π 〈𝑊〉 Δ𝐹 〈𝑊 〉 〈𝑊〉 Δ〈𝐸〉 𝑘 𝑇Δ𝑆
〈𝑄〉 Δ𝑆 Δ𝑆 Δ𝑆 Δ𝑆 , 
(8)
wherein the nano-scale, 𝑘  is the Boltzmann constant (1.381 10  J/K), T is the 
temperature, 〈𝑊〉  is the mean work in the process f (forward work), 〈𝑊 〉  is the 
mean dissipative work, Δ〈𝐸〉  is the mean internal energy difference, 〈𝑄〉  is the mean 
heat dissipation, Δ𝑆  is the entropy change within the system, Δ𝑆  is the entropy 
dissipated to the environment, and  Δ𝑆  is the total entropy during the process f. The 
relative entropy in the process f is interpreted as the product of the thermodynamic 





Helmholtz free energy difference, ∆F, expands to the sumo of internal energy ∆〈𝐸〉  
and the product of system entropy difference ∆𝑆  and the constant 𝑘 𝑇 . Con-
sidering the first law of thermodynamics, the mean work and mean internal energy 
difference become the product of the mean heat dissipation 〈𝑄〉  and the constant 
, which is expressed in terms of the entropy difference dissipated to the envi-
ronment. Therefore, the relative entropy in the process, f, is expressed by the total en-
tropy difference ∆𝑆 . The relative entropy of the reverse process is:  
D π ||π 〈𝑊〉 Δ𝐹 〈𝑊 〉 〈𝑊〉 Δ〈𝐸〉 𝑘 𝑇Δ𝑆
〈𝑄〉 Δ𝑆 Δ𝑆 Δ𝑆 Δ𝑆 . 
(9)
For the reverse process r, it should be noted that, unlike the forward process, the Helm-
holtz free energy difference, ∆F, should be expressed with the positive sign.  
Summing Equation (8) and Equation (9) is defined as the JD and represents the 
dissipative thermodynamic entropy as related to the hysteresis associated with the cy-
clic loadings in fatigue [29]:  
Jeffreys π ; π D π ||π D π ||π Δ𝑆 Δ𝑆 Δ𝑆 Δ𝑆
Δ𝑆 Δ𝑆 ΔS . 
(10)
In Equation (10), the terms Δ𝑆  and Δ𝑆  are canceled out, and the only term re-
maining is dissipative entropy. Therefore, JD from the statistical mechanics corre-
sponds to the thermodynamic entropy as described in the classical thermodynamics. 





A statistical hysteresis can interpret and correlate JD to the classical thermody-
namic entropy. Figure 5 presents a statistical hysteresis from the loading/unloading 
process. The straight line inside the hysteresis is the path of the reversible (elastic) 
process represented by Helmholtz free energy. The hysteresis area above and below the 
reversible line represents relative entropy of forward and reverse process, respectively. 
In this illustration, Jeffreys divergence is defined by summing the two relative entro-
pies, and Boltzmann constant is the converting factor from JD to the classical thermo-
dynamic entropy.  
To demonstrate and assess the JD for the metallic material’s fatigue damage 
process, fatigue tests were repeated in several controlled conditions (mostly loading 
amplitude and ratio). Within the repeated tests, corresponding strain energies of for-
ward and reverse processes were collected to construct the distribution, as shown in 
equations (5) to (7). The JD from forward/reverse work distributions is also assessed 
by using the reference damage.  
 





3.6 Acoustic emission noise and short-term loading process (STLP) 
Dissipative energy, generated from the damaging process, is collected during 
the system’s operation. Passive sensors such as load cell, thermocouple, and acoustic 
emission sensor collect the dissipative energy and are used in PHM for monitoring 
instantaneous damage status [1,2,28,33]. These passive sensors are prone to noise that 
is mixed with a valid energy dissipation signal. Damage-related acoustic emission (AE) 
signal, for example, is generated from internal deformation, micro-crack, dislocation, 
debonding of inclusions, phase transitions, recrystallizations, slipping, twinning, and 
the interaction between the cracked surfaces [28, 46-51]. Not only these damage-related 
signals but also external signals (background noise) transmit through the material me-
dium due to the load-applying system (e.g., hydraulic actuator) and friction from con-
nected devices [52].  
In order to address this background noise problem, noise reduction processes 
have to be designed. As the pre-processes, mechanical damping and analog filtering 
were applied [53,54]. In the post-processes, filtering accepting only valid burst AE sig-
nal (e.g., delta T method [55]) and signal processing with wavelet transformation or 
spectral subtraction were used [56,57]. However, noise-free information may not be 
possible due to the background noise environment. This gap is addressed in this re-
search by introducing a new concept called short-term loading process. 
The AE signal using controllable excitation loading that is the introduced short-
term loading process (STLP) is applicable. Without damaging the system (or in the 





rial damage state. The concept of the excitation method in AE was introduced by Par-
sons and Staszewski [58] where a crack was identified by the AE signal using pie-
zoceramic vibration generator. The mode of excitation loading using mechanical load-
ing frame was introduced by Amiri and Khonsari [59] that low-amplitude and high-
frequency mechanical loading convention was regarded as a non-destructive procedure. 
In this research, excitation loading is combined in the cyclic loading process to inves-






Chapter 4: Research Approach and Experimental Setup 
 A series of experiments were planned and performed to present entropies ana-
lyzed from various dissipation modes during metallic material’s fatigue damaging pro-
cess. This chapter depicts the analyses and experimental procedures. Also, the meas-
urement limitation of stress/strain curve is stated, and the analysis of collected data for 
each tested specimen is discussed.  
4.1 Research Approaches for entropic analyses and STLP 
Figure 6 shows the overall research approaches. This flow chart describes three 
parts: Measurements, analyses, and assessments.  
Experimental process collected three dissipative energies such as strain energy, 
heat dissipation (temperature behavior), and acoustic emission. Each dissipative energy 
data was converted to damage-representing entropy and assessed. Particularly, classical 
thermodynamic entropy (CTE) is used as the reference damage measure and used to 
assess the performance of the other two entropic approaches.  
The crack length was also monitored using the images taken by an optical mi-
croscope. The measured crack length and the corresponding life in cycles are used to 
define the life of failure at a certain crack length. In this research, the failure point in 
crack length is differently determined at initiation, 250 µm crack, 500 µm crack, 1000 
µm crack, the transition from region II to III (following linear elastic fracture mechan-
ics (LEFM) [60]), and fracture. These failure determinations are used in each entropic 






Figure 6. The research flow chart. Four measurements (three dissipative energies and crack 
length), collected during each fatigue test, are the sources of overall analyses. Entropic ap-
proaches and their assessments are presented according to each dissipated energy and entropic 
theorems. The life at the failure is determined by the crack length, and the life estimation is used 
in both assessment of entropies and STLP.  
4.2 Specimen preparation: design, evaluation, manufacturing, and surface processing 
 In a series of uniaxial tensile fatigue experiments, aluminum alloy (AA) 7075-
T6 and stainless steel (SS) 304L were selected as the testing materials and for the de-
velopment of test specimens. AA7075-T6 is the high-strength and light-weight mate-
rial, which is usually used in the aircraft fuselages. SS304L is a widely used structural 
material, especially in highly acidic environments. The properties of these alloys are 








Table 1. Mechanical properties and chemical composition of specimen material AA7075-T6. 
Mechanical Properties 
𝜎  [MPa] 𝜎  [MPa] Elongation [%] Hardness [RB] 
584.0 515.5 11.65 53.50 
Chemical Composition [w%] 
Al Si Fe Cu Mn Mg Cr Zn Ti V Zr Other 
89.74 0.07 0.17 1.5 0.03 2.4 0.19 5.8 0.03 0.01 0.01 0.05 
Table 2. Mechanical properties and chemical composition of specimen material SS304L. 
Mechanical Properties 
𝜎  [MPa] 𝜎  [MPa] Elongation [%] Hardness [RB] 
613.8 325.7 54.06 85.00 
Chemical Composition [w%] 
C Cr Cu Mn Mo N Ni P S Si 
0.0243 18.06 0.3655 1.772 0.2940 0.0713 8.081 0.0300 0.0010 0.1930 
 
The dogbone-shape specimen was selected and designed for fatigue testing under the 
ASTM 406 guideline [61]. To induce the crack formation at the center of the specimen, 
a V-shaped notch with 𝐾 4.04 was designed. The stress concentration factor was 
calculated using the Peterson plot, provided on the efatigue.com website1. The V-shape 
notch, which has a higher concentration effect than the round-shaped notch, was se-
lected in order not to have the crack around the loading hole (with the 𝐾 3.44). This 
was designed to minimize the AE noise by reducing the contact area from the noise 
source. Figure 7 shows the shape and dimensions of the specimen.  
 After the design was selected, uniaxial stress distribution was investigated using 
the finite element method (FEM) with ANSYS Workbench version R16.2 [62]. The 
specimen and loading rigs were drawn by AutoCAD 2018 [63]. Figure 8 presents the 
specimen’s stress mapping with 24 kN uniaxial tensile load applied on the inner surface 
                                                 





of the hole. From the analysis, no abnormal stress was detected in the overall geometry, 
and the maximum stress was detected at the center of the notch.  
 
Figure 7. The geometry of the dogbone specimen. The specimen has a hole for loading with a 
16-mm diameter pin and stress concentrated by a V-shape notch. Theoretical stress concentration 
factors (KT) are 4.04 for the notch and 3.44 for the hole (pin in tension condition), respectively. 
The length unit is millimeter.  
 
Figure 8. Stress mapping result with 24 kN uniaxial tensile load. (a) Overall stress distribution. 
No abnormal stress was detected. (b) Magnified observation around the notch. The maximum 





 Additional quantitative analyses proceeded. First, the stress concentration fac-
tor was computed in various tensile loading conditions. Figure 9 shows the stress con-
centration factor computed by the maximum stress at the notch for both two materials. 
The slight difference from the theoretical concentration factor is due to the Poison ratio 
(AA7075-T6: 0.33 and SS304L: 0.31) and the numerical calculation process in the 
mesh formation. Another analysis was the maximum stress applied at the hole area to 
investigate whether the stress is exceeding the material’s yield strength. Figure 10 pre-





Figure 9. Comparison between theoretical stress concentration factor (𝐾  and the concentration 
factor computed from the FEM result. (a) Specimen made by AA7075-T6 (concentration factor: 





Figure 10. Maximum stress around the loading hole and yield strength. (a) AA7075-T6 and (b) 
SS304L specimens. The maximum stress around the loading hole did not exceed each material’s 





 The specimens were manufactured using electro-discharge machining (EDM). 
Twenty-four (AA7075-T6) and fifty-two (SS304L) specimens were prepared for the 
series of fatigue tests under different loading conditions. After cutting out the speci-
mens, the specimen surface around the crack growth area was processed to clarify the 
surface image. First, the surface was sanded with increasingly larger grit numbers (grit 
# 400 → 800 → 2000), then the surface was polished with a polishing pad using 1 µm 
alumina solution. Finally, the etching process was employed by using Keller etchant 
(for AA7075-T6) and Carpenters etchant (for SS304L). Figure 11 illustrates the sand-
ing process, and Figure 12 shows the polishing.  
 
Figure 11. The illustration of the specimen sanding procedure. The sanding process was repeated 






Figure 12. The snapshot of the polishing process. The rolled polishing pad, plugged in the electric 
drill, was utilized to polish the specimen’s surface. During the polishing process, the level (mag-
nified on the upper right) was maintained to keep balance.  
After the surface processing, the area around the notch tip was observed using 
higher-resolution optical microscope (Zeiss Primo Star optical microscope), as shown 
in Figure 13. The images show the grain boundaries and inclusions. However, no sig-





Figure 13. Microscope images of notch area. (a) An AA7075-T6 specimen (7VA24) and (b) a 






4.3 Cyclic loading process  
 In this uniaxial loading test, a servo-hydraulic testing system was used. An In-
stron 8800 system retrofitted on an MTS 311.11 frame. Each specimen was held and 
loaded by upper and lower wedge grips, and the actuator was connected to the lower 
wedge grip to apply cyclic uniaxial tensile loading. The loading conditions were in the 
range of 9 ~ 15 kN (for AA7075-T6) and 16 ~ 24 kN (for SS304L) maximum loads, 
0.1 stress (or loading) ratio, and 5 Hz frequency. For applications to STLP, every 1000-
cycles, cyclic loading was paused, and 500-cycles of excitation loading were applied 
with 25 Hz, 6 kN (AA7075-T6), and 10 kN (SS304L) maximum loads. Between dam-
aging and excitation loading process, a 2-minute of pause time was applied. The pause 
time allowed the specimen’s cooling and provided the ability for capturing clearer mi-
croscope images. Figure 14 presents the stepwise loading procedure. Each test stopped 
at the pre-set limitation of actuator position (+1.5 mm from the initial position). Table 
3 presents the maximum load for each specimen. Ten SS304L specimens were grouped 
for repetitions to make up forward/reverse work distribution applying to JD. 
 
Figure 14. Description of the loading process for a block (example: 8VA10). The loading mode 
for each step is detailed on the right chart. A load block represents one repetition of a series of 
steps (step 1 to 8) and corresponds to the damage loading of 1000 cycles (e.g., two blocks corre-





Table 3. The maximum load applied to each specimen. 7VA and 8VA stand for the specimens of 
AA7075-T6 and SS304L. SS304L specimens were grouped in ten repetitions for the JD analysis. 










7VA03 14 7VA13 9 7VA23 13 
7VA04 13 7VA14 11 7VA24 14 
7VA06 11 7VA16 12 8VA03 – 12 24 
7VA07 10 7VA17 10 8VA13 – 22 22 
7VA08 12 7VA18 9 8VA23 – 32 20 
7VA09 14 7VA19 11 8VA33 – 42 18 
7VA10 15 7VA20 9 8VA43 – 52 16 
7VA11 13 7VA21 9   
7VA12 11 7VA22 11   
 
4.4 Experimental setup and measurements 
 Figure 15 illustrates the experimental system, including loading frame and 
measurement devices, and Figure 16 shows the attachment of the sensors to the spec-
imen. Measurements are described in the next sub-sections.  
 
Figure 15. The schematics of the experimental setup. The specimen was fixed by two wedge 
grips, and the servo-hydraulic actuator applied the tensile loading. Several sensors were attached 






Figure 16. Specimen settlement in the fatigue loading system and the sensor attachments. The 
specimen was loaded by the pin-in-hole method to reduce the contact area, resulting in AE noise 
reduction. Two AE sensors, an extensometer, and a thermocouple were attached to the specimen. 
4.4.1 Stress and strain 
 Load and extension data were collected by the Instron 8800 system [64,65]. A 
LEBOW 3116-103 load cell monitored loading applied in the specimen and an Epsilon 
extensometer model 3542 measured extension. The gauge length was 25 mm, and sev-
eral rubber bands attached the extensometer to the specimen, centering it over the spec-
imen’s notch. The Instron 8800 system tabulated load and extension data with 200 Hz 
frequency. The raw data of load and extension were converted to stress and strain using 
the specimen geometry information (i.e., cross-sectional area and gauge length). 
4.4.2 Acoustic emission 
 Two Physical Acoustics Micro-30s resonant sensors were symmetrically at-
tached to the specimen surface 23 mm from the specimen center. The symmetric sensor 
placement made it possible to apply the delta T filtering technique [66]. In attaching 





specimen surface to maintain the sensors’ sensitivity. The electric current signal from 
the piezoelectric AE sensors (measured in volts) was amplified by the preamplifier in 
40 dB gain mode. Overall control and recording of the AE signal were operated by the 
AEWin software [66]. The detailed AE sensor setup is shown in Table 4. The threshold 
amplitude was determined by the background noise survey, and timing parameters were 
determined based on the default values from the manual [67] and pencil lead breaking 
tests [68-70]. 
Table 4. AE sensor setups (primary, filtering/waveform, and timing parameters).  
Primary setup 
Threshold Gain Preamp   




6 0 2/4/6 40 28 
Filtering/waveform 
Analog filter Digital filter Waveform setup 
Lower Upper Lower Upper Sample rate Pre-trigger Length 
1 kHz 3MHz None None 5 MSPS 256.0000 10 k 
Timing parameters 
Peak definition time 
(PDT) [µs] 
Hit definition time 
(HDT) [µs] 
Hit lockout time 
(HLT) [µs] 
Max. duration [ms] 
300 600 1000 100 
 
 Acoustic emission noise reduction methods were applied to maximize the AE 
signals’ validity in damage measurement. The methods were divided into pre- and post- 
processes. The pre-process is to reduce the level of noise amplitude by minimizing the 
submerged valid AE signals, and the post-process filtered out the AE waveforms that 





 In the pre-process, two methods were applied following the research by Miller 
[53]. He introduced the concept of AE background noise and two strategies to eliminate 
the background noise. First, he inserted multi-material layers in building load train. 
This method reflected and diminished the noise by the different material layers in his 
experiments. From empirical verification with multi-layer blocks, the effect of ampli-
tude reduction was not observed. Instead, contact area (between the specimen and the 
load train) was reduced by changing the grip (direct wedge grip contact to pin-in-hole 
holding). In a preliminary test, AE amplitude reduction effect was significant, as shown 
in Figure 17. Second, Miller used mechanical damper made by polymer blocks. 
Damper effect was also reported by Sauerbrunn [54] who used hard erasers to reduce 
AE noise. Both two pre-process methods were used in this experimental study, as 
shown in Figure 16.   
 
Figure 17. AE noise reduction effect by changing the loading method. The pin-in-hole tensile 
loading method was very useful in reducing the amplitude of AE noise. In this preliminary test, 
an AA7075-T6 specimen was used.  
 After each fatigue test, the post-process filtered waveform data following sev-





source) was accepted using delta T method. Delta T is a technique localizing AE gen-
eration using the waveform arrival time difference measured from two AE sensors [66] 
[71]. Figure 18 shows the concept of delta T method, and the reference time (𝑡
10  sec) was determined by the travel time between two sensors measured using au-
tomatic sensor tests (AST). This filtering process accepted only the waveform data pair, 
of which the delta T is less than the reference time (𝑡 ). The second step used the at-
tenuation [66]. Two absolute energies within the pair were compared. The pair was 
accepted when the absolute value difference was less than five times. The last step of 
the post-process was to use the cyclic loading profile. As shown in Figure 19, the AE 
data generated during the loading process and at the higher values of the load were 
accepted. The post-process was executed by a Matlab [72] script, and the script is writ-
ten in A.1.1.  
 
Figure 18. The concept of delta T method. The signal generated away from the area of interest 






Figure 19. Filtering method using cyclic loading profile. AE data generated during the loading 
process and staying in higher load (AE data in the highlighted area) were accepted in this filtering 
step.  
Table 5 presents the post-processing result for each test by the number of ac-
cepted AE data for each step. A large portion of the AE data was noise, although the 
AE data were collected under the reduced background noise.   
4.4.3 Surface temperature 
 A thermocouple (Omega 5TC-TT-K-40-36) [73] was attached to the surface of 
the specimen (close to the notch tip). The thermocouple was connected to a National 
Instrument 9211A module and controlled by NI Labview software [74]. The surface 










Table 5. The post-processing results of the AE noise reduction. The number of data points ac-
cepted from each filtering step is shown for each test. The process for each step is as follows: 
step1 is the delta T method, step 2 is the filtering by the comparison of paired signals’ absolute 
energy, and step 3 is the filtering with loading amplitude. 
Test Raw data Step1 Step2 Step3 Test Raw data Step1 Step2 Step3 
Ch1 Ch2 Ch1 Ch2 
7VA03 55549 54373 24688 24385 21067 8VA18 65609 74390 8649 8634 8621 
7VA04 35577 35063 18462 18322 7293 8VA19 64177 88953 12987 12977 12434 
7VA06 29533 28812 17284 17147 13263 8VA20 62509 66178 19932 19881 19729 
7VA07 111589 117098 55196 54153 44685 8VA21 27002 19406 3422 3418 2952 
7VA08 148169 206375 51077 48238 12701 8VA22 35072 46538 9747 9743 9724 
7VA09 84282 102123 22174 21733 14992 8VA23 25769 19581 11764 11757 10210 
7VA10 25090 34971 10003 9879 8274 8VA24 93312 86537 25762 25760 24433 
7VA11 56625 66249 23244 22767 12713 8VA25 47868 63534 21462 20846 19165 
7VA12 37679 51837 9756 9441 8622 8VA26 6060 7850 2379 2371 1882 
7VA13 93678 114512 42499 40717 31931 8VA27 25567 24393 12909 12872 12735 
7VA14 26856 35011 16701 16193 7746 8VA28 4484 4396 3278 3275 2575 
7VA16 18252 16559 6642 6613 6176 8VA29 8258 3151 1972 1769 1398 
7VA17 30278 11850 5600 5548 5215 8VA30 31508 26746 7141 7139 6421 
7VA18 13040 16348 5836 5805 4935 8VA31 157878 161776 40424 40369 18383 
7VA19 18563 9233 4810 4692 4422 8VA32 214325 217915 100433 100132 90095 
7VA20 17363 46798 11685 11608 6243 8VA33 183826 195913 34895 34819 30612 
7VA21 75624 37454 19220 19137 15412 8VA34 46906 26625 3958 3947 1671 
7VA22 9456 6801 4802 4765 700 8VA35 55236 53237 15070 15025 1469 
7VA23 52972 56539 24186 24078 22393 8VA36 410012 390780 91290 91245 78575 
7VA24 9202 6197 3727 3680 3152 8VA37 53318 41643 10238 10224 3465 
8VA03 217962 249959 52908 49213 46641 8VA38 293956 295016 74249 73958 6586 
8VA04 92919 118249 15681 15508 15429 8VA39 22094 23035 6340 6339 6296 
8VA05 2883 960 121 120 25 8VA40 177866 195397 75401 75148 58674 
8VA06 187782 150342 47345 44687 44612 8VA41 342483 383409 108566 107858 89161 
8VA07 64237 19845 6895 6893 6865 8VA42 43447 50716 16278 16260 14975 
8VA08 174861 186975 28459 26245 26163 8VA43 73030 80889 17778 17321 15604 
8VA09 117281 146657 21765 21118 21038 8VA44 250005 322996 23557 23375 20132 
8VA10 111142 110072 29062 28884 28865 8VA45 48193 32671 25177 25148 19885 
8VA11 29789 7210 878 878 401 8VA46 219132 265493 164934 164535 144733 
8VA12 24421 43981 2015 2006 1986 8VA47 71935 38068 29617 29094 24989 
8VA13 4688 2894 89 89 66 8VA48 265432 287476 62600 62472 60448 
8VA14 7289 3604 2334 2333 653 8VA49 74996 69653 11695 11666 11005 
8VA15 16155 21427 920 907 672 8VA50 73957 48652 18557 18401 12072 
8VA16 7310 9739 1215 1194 1140 8VA51 128955 140956 57365 57300 56661 






4.4.4 Crack length measurement 
 During the fatigue tests, an optical microscope system (Edmond 2.5-10X mi-
croscope body combined with OptixCam Pinnacle Series CCD digital camera) took 
images of the crack growth area. Images were taken every 5 seconds, controlled by 
OCView SW [75]. Every 1000 cycles, crack initiation and propagation were investi-
gated using the taken images. The crack length was monitored to collect data on the 
observable damage, and the material fatigue life was defined by specific crack lengths, 
e.g., 250 µm.  
4.5 Measurement and analysis limitations 
Sauerbrunn [54] and Ontiveros [76] reported that the stress-strain curve, made 
from AA7075-T6 fatigue tests, was very close to the linear line when using the exten-
someter to measure strain. Hence, the plastic strain energy was very close to zero. Like-
wise, the hysteresis of AA7075-T6 fatigue tests, in this study, showed a similarly linear 
trend, as shown in Figure 20(a). On the other hand, SS304L fatigue tests had compa-
rably more apparent hysteresis loop representing plastic deformation, as shown in Fig-
ure 20(b). Therefore, the entropic approaches and assessments proceeded only for 
SS304L test data due to the limitation of AA7075-T6 strain energy calculation. STLP 










Figure 20. Stress-strain curves at the 2500th cycle. The curves were drawn from the tests of (a) 






Chapter 5:  Crack Growth Analysis  
5.1 Life determination by crack length 
Fatigue crack length is one of the macro-scale damage measurements [18]. Ac-
cording to fracture mechanics [60,77], failure is determined by the fracture toughness  
(𝐾 ). The critical crack length determining failure is calculated by the pre-determined 




where, 𝜎 is the stress applied in the material, and 𝑓 𝑔  is the correction factor that de-
pends on the specimen and cracks geometry.  
In practical engineering application, the fatigue failure is determined by a spe-
cific crack length for the scale-dependent measurement limitation and convenience. For 
example, the retirement criterion for United States Navy aircraft fuselage was reported 
to 250 µm [78]. Schijve [79] categorized the crack size in nucleation, micro-crack, and 
macro-crack, and determined 1 mm crack length as the critical small crack size to iden-
tify. Depending on material and geometry, the critical small crack length varies from 
hundreds of micron to 1 mm [78-81].  
In this study, the popular small crack lengths (250 µm, 500 µm, and 1000 µm) 
are used in determining life. In addition, crack growth model based critical life at initi-
ation, transition (from region II to III based on the linear elastic fracture mechanics 





5.2 Crack length measurement from specimen images 
 During each experiment, the microscope took images of the specimen surface 
(focused on the notch tip) every 5 seconds. Due to specimen moves, the images taken 
during the cyclic loading process were not clear enough to measure a crack length. 
Instead, the images taken during the non-cyclic loading period (step 8, shown in Figure 
14), were used in crack measurements. Figure 21 compares the images of loading and 
non-loading periods. After detecting the crack, the crack length was manually meas-






Figure 21. Real-time surface images taken by the microscope (test: 8VA10). (a) Image taken 
during the cyclic loading (16th block). (b) Image taken a right after the 16th block. The crack 
growth was detected, and the crack length was measured in the pixel unit. 
 The crack lengths in pixel were converted to the measured physical lengths 
(µm) using the factor converting pixel to the micron. The notch depth was designed to 
be 1765 µm, and the corresponding pixel unit was measured for each test. Figure 22 
shows the converting factor for each test. The converting factor shows consistency, 










Figure 22. Pixel to the micron conversion factor for each test. (a) Conversion factors from the 
tests of AA7075-T6 specimens and (b) conversion factors from the tests of SS304L specimens.  
The measured minimum and maximum crack lengths from the crack detected 
images within each test are shown in Figure 23. In several fatigue experiments (7VA21 
- 24 and all the SS304L tests), the optical microscope was manually adjusted to track 
the crack growth. Hence, the crack length measurement was possible up to the end of 
the experiment. The crack growth model estimation was applied for all the tests, re-






Figure 23. Minimum and maximum measured crack lengths for each test. (a) Crack length data 






5.3 Crack Growth Model estimation 
 After measuring the crack length over time, the crack growth model parameters 
were estimated for each test. In this estimation, the Walker model [60,83], as shown in 
Equation (12), was used. Walker model extends Paris-Erdogan equation [84] by mak-
ing it applicable to any stress ratio. 
𝐶 1 𝑅  𝐾  → 𝑁 𝑁
 
𝑑𝑎,   (12)
where a is the crack length (including the notch depth), 𝑎  is the crack length at the 
crack initiation (same to notch depth), and 𝑎  is the current crack length in the model 
estimation process. 𝑁  is the life at the crack initiation, 𝑁  is the current life in the 
model estimation process, R is the stress ratio (0.1 for this research), 𝐾  is the max-
imum stress intensity factor, and C, m, and n are the model parameters to be estimated 
from the measured crack growth data. This equation was converted to the integration 
form to apply the measured crack data directly. In using the data from experiments, the 
four parameters (C, m, n, and 𝑁 ) were then estimated.  
 In the optimal parameter estimation process, the least-square method was used. 
The error in the least-square was computed by the difference between the measured 
and model lives, corresponding to the crack length of interest. The four parameters 
were estimated by minimizing the summation of errors.  
Figure 24 and Figure 25 show the estimated parameters for the separate two 
materials tests. Figure 26 presents the measured data and the model-based crack 
growth curve as an example (8VA45). The crack growth model showed close to the 













Figure 24. Walker model parameter estimations of AA7075-T6 material tests. (a) Estimation of 
parameter C, (b) estimation of parameter m, (c) estimation of parameter n, and (d) estimation of 









Figure 25. Walker model parameter estimations of SS304L material tests. (a) Estimation of pa-
rameter C, (b) estimation of parameter m, (c) estimation of parameter n, and (d) estimation of 






Figure 26. Measured crack lengths and fitted result in Walker model (test: 8VA45).  
5.4 Life estimation in crack lengths 
 The fatigue life of each test was estimated for specific crack lengths and crack 
propagation phases. The criteria for life determination were initiation, 250 µm, 500 µm, 
1000 µm, transition (from region II to III), and fracture. The life at crack initiation was 
𝑁 , which indicates the life at the beginning of crack growth. Next three lives corre-
sponding to the crack lengths were calculated using the numerical integration using 
Equation (12). Lives at transition and fracture were estimated using graphical analyses. 
Transition point was found using the offset method inspired by the offset yield strength 
[85]. Fracture point was read from the extension of the nearly vertical crack growth 
line at the end of the test. Figure 27 illustrates the procedure of pointing the lives at the 
transition and fracture, and Figure 28 summarizes the crack lengths at transition and 
fracture. The crack lengths at the critical points were consistent regardless of the ap-






Figure 27. Graphical estimation of lives at transition and fracture (test: 8VA45). The fracture 
point was found from the nearly vertical crack growth curve at the end of the test, and the transi-





Figure 28. Estimated transition and fracture crack lengths. (a) Crack lengths from AA7075-T6 
fatigue tests and (b) crack lengths from AA304L fatigue tests. 
 Table 6 and Table 7 present the estimated lives determined by the crack lengths 
and crack growth behaviors. The estimated lives are used in the entropic approaches 





Table 6. Lives in the number of cycles determined by initiation, the specific crack lengths, tran-
sition, and fracture.  
Test ID Initiation 250 µm 500 µm 1000 µm transition fracture 
7VA03 4387 5811 6864 8259 8831 10411 
7VA04 5050 5748 6306 7123 7658 8935 
7VA06 7040 8323 9359 10903 11888 14542 
7VA07 9853 11362 12503 14064 14732 16729 
7VA08 8628 9974 11117 12946 14437 18791 
7VA09 2552 3596 4370 5399 5827 7002 
7VA10 2037 2430 2719 3098 3245 3663 
7VA11 3633 4491 5125 5966 6310 7261 
7VA12 8499 9305 9981 11043 11907 14182 
7VA13 15251 16643 17783 19513 20677 23909 
7VA14 6652 7361 7956 8890 9642 11646 
7VA16 4508 5159 5575 6026 6095 6424 
7VA17 12041 12673 13112 13644 13794 14273 
7VA18 15477 16780 17635 18605 18748 19553 
7VA19 5703 6646 7269 7978 8135 8685 
7VA20 14689 15555 16271 17375 18217 20379 
7VA21 17469 18787 19924 21780 23704 28451 
7VA22 5449 5978 6414 7078 7596 8817 
7VA23 4437 5160 5722 6518 6953 8060 
7VA24 2871 3148 3348 3606 3691 3967 
8VA03 10599 11796 12763 14206 15216 17630 
8VA04 13734 15186 16359 18109 19372 22264 
8VA05 8467 9548 10416 11700 12567 14650 
8VA06 7014 8441 9581 11261 12542 15054 
8VA07 8972 10117 11055 12481 13574 16149 
8VA08 13005 14505 15713 17510 18769 21720 
8VA09 9831 11210 12316 13948 14996 17661 
8VA10 12263 13586 14673 16329 17557 20637 
8VA11 10391 11424 12289 13642 14692 17579 
8VA12 7776 9138 10165 11560 12195 13898 
8VA13 14872 16656 18095 20237 21658 25268 
8VA14 16944 18479 19752 21721 23255 27158 
8VA15 10327 12154 13613 15755 17092 20525 
8VA16 17411 18826 20010 21861 23356 27238 










Table 7. Lives in the number of cycles determined by initiation, the specific crack lengths, tran-
sition, and fracture (continued). 
Test ID Initiation 250 µm 500 µm 1000 µm transition fracture 
8VA18 13913 16330 18204 20848 22172 25898 
8VA19 12996 14777 16247 18505 20167 24545 
8VA20 11905 13844 15373 17581 18945 22193 
8VA21 15253 17342 19008 21450 22868 26825 
8VA22 12087 14399 16194 18734 20110 23636 
8VA23 29516 31674 33459 36213 38236 43701 
8VA24 24285 27473 30050 33898 36576 43055 
8VA25 23245 25544 27443 30365 32653 38258 
8VA26 20897 25620 29273 34411 37188 44143 
8VA27 26309 30082 33033 37249 39709 45705 
8VA28 23159 24947 26441 28776 30590 35509 
8VA29 21814 24093 25979 28887 31153 36818 
8VA30 22282 24824 26928 30170 32726 39011 
8VA31 25934 28299 30214 33080 35054 39965 
8VA32 26179 29087 31439 34956 37419 43374 
8VA33 30228 34199 37377 42059 44994 52601 
8VA34 42093 46058 49111 53380 55620 61287 
8VA35 32079 35637 38542 42936 46173 53993 
8VA36 46514 49136 51376 54981 58096 66925 
8VA37 41309 45186 48340 53091 56457 64813 
8VA38 40493 45025 48701 54217 58208 67635 
8VA39 39640 42820 45479 49638 53050 61725 
8VA40 34982 38021 40559 44518 47710 55910 
8VA41 41672 49550 55321 62872 65760 74049 
8VA42 29257 34104 37707 42514 44499 50091 
8VA43 58309 63342 67431 73576 77564 88554 
8VA44 66771 71957 76290 83056 88604 102597 
8VA45 60675 68857 75402 85034 91318 106674 
8VA46 74630 84205 92046 103960 112943 134514 
8VA47 72346 79338 85002 93480 99540 113920 
8VA48 77281 81977 85774 91447 95348 104977 
8VA49 75822 80247 83870 89377 93387 103485 
8VA50 92957 98052 102303 108928 114364 127918 
8VA51 52881 56421 59403 64113 68019 78417 







5.5 Assessment of the crack growth model estimation 
The assessment of the crack growth model estimation was approached by in-
vestigating the stress-life model. This model is a traditional empirical fatigue life model 
[60]. By fitting the life data at the fracture to this model, the validity of the crack growth 
model was determined. Stress-life model relates the stress amplitude to life, as shown 
in Equation (13): 
𝑆 𝐴𝑁 ,   (13)
where S is the stress amplitude, A and b are the parameters of the model. Using the 
number of cycles to fracture, this stress-life model was estimated. In this process, stress 
amplitude, according to Smith-Watson-Topper (SWT) equation, was used [60,78]. Fig-
ure 29 presents the estimation results for both materials, and the life estimated from 











Chapter 6: Entropic Approaches Characterizing Fatigue 
Damage 
 This chapter reports the results of the overall entropic approached. From multi-
ple uniaxial fatigue tests, three sorts of energy dissipations were collected, i.e., mechan-
ical strain energy, heat (temperature), and acoustic emission (AE). Classical thermody-
namic entropy, Jeffreys divergence, and AE entropies are presented with both compu-
tation results and evaluations. Mechanical strain energy was computed only from the 
tests of SS304L specimens, and this chapter reports within the tests.  
6.1 Classical thermodynamic entropy (CTE) 
6.1.1 Entropy calculation process 
As described in Equation (2), thermodynamic entropy generation is computed 
by the bilinear equation of force and flux for each energy dissipation mode. In the fa-
tigue damage process, mechanical work is the dominating term, as experimentally 
proved from previous studies [3,26,33]. Plastic strain energy is computed numerically 
using discrete stress-strain data. The stress and strain data were computed from the load 
cell and the extensometer. Load data were converted to stress by using the cross-sec-
tional area, considering crack growth. In converting strain from the extension, initial 
gauge length (25 mm) was used. Figure 30 illustrates the process of plastic strain en-
ergy calculation for each cyclic loading. Summation of the forward and reverse work 
(strain energy) makes up the plastic strain energy. This forward/reverse work conven-
tion is further used in the JD calculation. The calculation process is coded using Matlab 






Figure 30. Strain energy calculation procedure. For each cyclic loading, the stress-strain path is 
divided into forward/reverse work processes, and strain energy is separately computed. The sum-
mation of two works is the plastic strain energy or hysteresis.  
 Temperature, measured by the thermocouple, was recorded every half second 
during each test. As an example, Figure 31 shows the temperature measurement of the 
test 8VA03. After acquiring both strain energy and temperature, classical thermody-
namic entropy was calculated based on the third term of Equation (3) for each cycle. 
The calculation process is described in A.1.3 that was written in the Matlab script [72].  
 
Figure 31. Temperature monitoring during the overall test (8VA10). The ninth damaging loading 





6.1.2 Results and evaluation of classical thermodynamic entropy 
 Figure 32(a) presents the cumulative classical thermodynamic entropy for a 
series of ten tests with 22 kN maximum loading (i.e., tests 8VA13 - 22). For each cu-
mulative entropy plot, the initial trend is nearly linear, then the slope rapidly increases. 
Using the calculated life data determined by crack length, the cumulative entropy for 





Figure 32. (a) Cumulative classical thermodynamic entropy for ten tests with 22 kN maximum 
load. (b) The cumulative entropy measured by crack growth (test 8VA20). Every 1000 cycles, 
the cyclic loading process was stopped to perform some measurements. The effect of this is seen 
as a slight discontinuity in the plotted curves.  
 Figure 33 presents the cumulative entropy at each defined life by the crack 
length, with respect to the fatigue loading conditions. Stress amplitude, according to 
the Smith-Watson-Topper (SWT) equation, was used as the representative fatigue load-
ing condition [60,86]. The effect of stress amplitude (slope in the regression line) di-

















Figure 33. Classical thermodynamic entropy endurance for each defined life under crack growth. 
The life is determined at: (a) crack initiation, (b) 250 µm crack, (c) 500 µm crack, (d) 1000 µm 
crack, (e) transition, and (f) fracture, respectively.  
 The result indicates that entropic endurance has a small positive statistical cor-
relation with the stress amplitude. The extensometer with 25 mm gauge length meas-
ured the strain (global strain), and the stress field is assumed to be proportional within 
the gauging area. This assumption is closer to reality before crack initiation. As the 
crack grows, the plastic zone area increases, and the stress distribution is more biased 





criteria are also valid in the similar measurement setup applications. The similar en-
tropic endurance behavior was also reported by Ontiveros et al. [3,76,87], who found 
that the cumulative strain energy or thermodynamic entropy at the crack initiation 
mildly increases with the stress amplitude.  
6.2 Jeffreys divergence: the entropy of strain energy distributions 
6.2.1 Analysis and results: distribution of forward/reverse work and JD calculation 
 The first step to calculate JD using strain energy is to develop forward and re-
verse work distributions. Forward/reverse work data within the same loading condition 
test group of fatigue tests, and strain energies with the same life ratio were gathered. In 
this process, the life (cycles) was determined as a function of crack length, as described 
in Chapter 5. Ten strain energy data (i.e., from each test group of the same loading 
condition and same life ratio) were fitted to the normal distribution using the maximum 
likelihood estimation (MLE) method. Figure 34 shows an example of the fitted for-
ward/reverse work normal distribution mean and standard deviation parameters with 
respect to the life ratio, and Figure 35 presents an example of forward/reverse work 
distributions at a given life ratio. Fitting normal distribution followed the case study by 
Jarzynski [15] and the method of Douarche et al. [17]. More conservative and flexible 












Figure 34. MLE in the normal distribution of forward/reverse work distributions with respect to 
the life ratio. The data were collected from ten 22 kN maximum loading tests, and the failure (100 
% life ratio) is determined for an initial fatigue crack length of 1000 µm. (a) Shows mean (µ), 
and (b) shows the standard deviation (σ). As noted, standard deviations (SD) of work for for-
ward/reverse normal distributions have significant overlap.  
 
Figure 35. Forward/reverse work distributions of 22 kN maximum loading test group at 25 % of 
life. The distributions were fitted in the normal distribution model.  
 After the parametric estimation for each strain energy data set, relative entropies 
(both 𝐷 𝜋 |𝜋  and 𝐷 𝜋 |𝜋 ) were computed by using Equation (7). The cumulative 
JD was calculated and plotted, as shown in Figure 36, which presents the cumulative 





entropy, JD is initially linear, then the slope increases as the crack grows. The compu-













Figure 36. Cumulative relative entropy (Example: the test group with 16 kN maximum load). 
Each plot represents the case of normalized life at various crack lengths: (a) crack initiation, (b) 





6.2.2 Evaluation: Correlation to the classical thermodynamic entropy 
In the evaluation of possible fatigue damage measurements, the damage is nor-
malized according to Equation (14) [13,25]:  
D .  (14)
Where 𝑀  is the measured damage at time zero or the pristine state of the specimen, 
𝑀  is the damage at the failure (e.g., fracture), and 𝑀  is the damage at a given instance 
(loading cycle). Depending on which crack length is used to determine the failure,  𝑀  
was differently determined, meaning, for example in case of crack initiation, 𝑀  corre-
sponds the measured damage at that point. The initial application of this damage meas-
ure was inspired by the Palmgren-Miner rule [60,92], in which the fatigue damage is 
measured in the proportion of the number of cycles. Not only the number of cycles, but 
also several measures such as crack length, load-carrying capacity, and elastic modulus 
degradation have been utilized as measures of damage in the normalized damage [18]. 
Normalized entropic damage was first introduced by Imanian and Modarres [25] and 
used by Sauerbrunn, et at. [13].  
 Figure 37 shows one of the five test groups (ten tests of 16 kN maximum load-
ing) where normalized cumulative JD is linearly correlated to the normalized reference 
damage (classical thermodynamic entropy). The correlation between the JD and the 
classical thermodynamic entropy are consistent except at the point of fracture. All the 
loading groups present this inconsistency at the fracture failure. In case of large crack 
lengths, it is shown that the JD underestimates fatigue damage compared to the classical 


















Figure 37. Evaluation of JD by correlating to the reference damage (classical thermodynamic 
entropy-CTE) as an example of the 16 kN maximum loading test group. The defined point of 
failure draws each correlation plot at (a) crack initiation, (b) 250 µm crack, (c) 500 µm crack, (d) 





 Jeffreys divergence and thermodynamic entropy in molecular scale are related 
through the Boltzmann constant (𝑘 ). However, in the context of macro-scale applica-
tion in fatigue using equations (6), (8), and (9), classical thermodynamic entropy (CTE) 
is empirically shown to be related to JD by the means of the pseudo-Boltzmann con-
stant, 𝑘 , wherein Equation (15), k  changes to k .  
CTE k  ∙ 𝐽𝐷.  (15)
 The pseudo-Boltzmann constant𝑘 , which no longer has the same interpreta-
tion and unit as the Boltzmann constant in our macro-scale application, was computed 
from the slope of the fitted line relating the cumulative JD to the mean classical ther-
modynamic entropy as shown in Figure 38, with the slope summarized in Figure 39.  
The application of the fluctuation theorem to the macro-scale energy dissipation 
in the fatigue test has the scale limitations. The comparison of the macro-scale appli-
cations in the fatigue tests to the reported RNA test is detailed in Table 8. In our ex-
periments, the fluctuation source was extended from the molecular-scale to the macro-
scale by changing the measurement mode from thermal to plastic strain energy in the 
macro-scale application. In this extension, the fluctuation was assumed to be caused by 
multi-scale dimensional variability. In our experimental investigations, the fluctuation 
was presented by the formation of forward/reverse strain energy distributions. Further-
more, the converting factor (namely, pseudo-Boltzmann constant) shows statistical 
consistency that further supports our assumption that JD can be empirically applied as 
an alternative damage measurement. Further empirical surveys need to consider other 


















Figure 38. Linear correlation (with the zero intercept) between mean CTE and JD (for the ten 
tests of 16 kN maximum loading group). Using this correlation, the slope is estimated to corre-
spond to k . Failure defined at: (a) crack initiation, (b) 250 µm crack, (c) 500 µm crack, (d) 






Figure 39. The slope (namely the k ) for each crack-length based failure. The bar of each data 
point shows one standard deviation above and below the mean shown. Failure is defined as (1) 
crack initiation, (2) 250 µm crack, (3) 500 µm crack, (4) 1000 µm crack, (5) transition, and (6) 
fracture.   
Table 8. Comparison of Crooks fluctuation theorem application to RNA and metal fatigue test. 
 RNA [16] Metal Fatigue Test 
Purpose  Finding Helmholtz free energy  Assessing the amount of damage 
Source of  
fluctuation 
 Thermal energy 
 Fluctuation in atomic distance 
 Plastic strain energy 
 Multi-scale defects (e.g., point de-
fect, dislocation, volumetric defect, 
inclusions, and grain structure vari-
ability) 
Test control 
 Controlled in displacement 
 Thermal equilibrium at both end of 
displacement points 
 Controlled tensile load 
 The thermal equilibrium not con-
trolled 
Test repetition 
 Hundreds of times 
 A specimen was repeated with un-
folding/folding process without re-
garding damage 
 Ten fatigue tests repeated with fixed 
loading condition, and strain energy 
data grouped in the corresponding 
damage 
Correlating con-
stant (JD to CTE) 
 Boltzmann constant (1.381 
10  J/K) 
 Pseudo-Boltzmann constant esti-
mated from tests 
   (1.168 - 1.411 10  J/m3K, range 






6.3 AE entropy: information entropy and relative entropy 
 AE sensors, attached on the specimen surface, collected acoustic energy dissi-
pation in the form of elastic AE signals (waveform) represented by digitized voltage 
data. Each waveform file is transformed into its equivalent discrete probability distri-
bution represented by a histogram and used to quantify the information and relative 
entropies as expressed by Equations (3) and (4).  
6.3.1 Analysis of information entropy (IE) 
 To calculate information (Shannon) entropy from AE waveform data, the pro-
cess followed the approach reported by Sauerbrunn et al. [13] and Kahirdeh et al. [93], 
where information entropy is calculated from the discrete histogram of waveforms. 
Figure 40 presents the procedure for AE information entropy calculation. Variations 
in the bin size parameter showed that the selected bin size would achieve the maximum 
entropy. The sampling process was based on using a parametric normal distribution 
under the assumption that the random AE waveforms distribute symmetrically. More 
flexible fitting method to the measured data is also possible such as the MaxEnt [88-
91].  
Figure 41 presents an example of the individual and cumulative information 
entropies. On the cumulative entropy plot, the crack-length points were marked. It is 
observed that the cumulative entropy trend becomes far steeper around the point of 






Figure 40. The procedure of AE information entropy calculation. By using the digitized wave-





Figure 41. AE information entropy (example: 8VA20). (a) Individual entropies for the collected 
waveforms. (b) Cumulative entropy through the life in cycle. 
6.3.2 Analysis of relative entropy (RE) 
AE relative entropy was computed by using Equation (4). In this computation, 
a reference distribution was determined from the waveform that exhibited the lowest 
information entropy throughout the test, assuming that the least information entropy 





the minimum information entropy appeared. The lowest information entropy has no 





Figure 42. The entropy scatters showing when the minimum information entropy appears for 
each test. The time of minimum entropy had no consistency to the proportion of life expended. 
The life at the lowest information entropy from the sensors (a) Channel 1 and (b) Channel 2.  
 In the calculation of relative entropy by using two AE waveforms (observed/ref-
erence), distributions were assumed as continuous (normal distribution), and computed 
using the numerical integration method as described by Equation (4). Figure 43 shows 
the individual and cumulative relative entropies, and the cumulative entropy presents a 
similar trend as that of information entropy. The calculation was performed by the 





Figure 43. AE relative entropy (example: 8VA20). (a) Individual entropy for each collected 





6.3.3 Evaluation of AE entropies and correlation with fatigue damage  
 After the calculation of information and relative entropies from each test, the 
entropic endurance from cumulative entropy was surveyed. However, the quantitative 
entropic endurance values were not consistent, as shown in Figure 44. Two plots in 
Figure 44 show that cumulative entropies at the failure for both information and rela-
tive entropy have very high variabilities. Therefore, another assessment was utilized 
using AE entropies rather than the quantitative assessments, by comparing with several 





Figure 44. Cumulative AE entropy with failure defined at crack initiation. (a) Information en-
tropy (mean: 4.8 10 , standard deviation: 1.2 10 ) and (b) relative entropy (mean: 
5.9 10 , standard deviation: 1.1 10 ).  
The AE entropic measures, AE count, and absolute energy are compared to the 
classical thermodynamic entropy, as shown in Figure 45 where failure is defined at the 
crack initiation. The overall at-a-glance observation shows that the AE information en-
tropy is the closest to the CTE damage. The mean deviation (mean absolute distance 
from CTE damage to an AE feature) was computed for each test. The sign test was 





 The sign test is a nonparametric statistical test measure consistent differences 
between pairs of observations and calculates the tests statistic from the difference in 
the median of the two populations [94]. In this sign test, the left tail mode was utilized, 
and the entailed hypotheses are shown in Equation (16) (the sign test expressed in sign-
test(a,b)): 
H : a b 0; H : a b 0.  (16)
When the p-value from this statistic is less than a significance level (10 % in this test), the 









Figure 45. Correlation of AE features to the measured damage (classical thermodynamic en-
tropy). The correlated features are (a) count, (b) absolute energy, (c) information entropy, and (d) 
relative entropy. These correlation plots were drawn from the 24 kN maximum loading group and 





Table 9 presents the sign test results for all the cases (failure defined by the 
crack length and AE sensor channel). From the results, one can conclude that the infor-
mation entropy is better than the count and absolute energy except for the case of frac-
ture failure, and this result is also consistent with Sauerbrunn et al.’s [13] conclusions. 
However, relative entropy presents no advantage over other AE features. As discussed 
using Figure 41, the definition of the reference distribution denoising AE signal needs 
further surveys.  
Table 9. Sign test results represented in p-value. The sign test rejects the null hypothesis (the 
former is not less than the later) when the p-value is less than the significance level. In the 10 % 
significance level, the case of not rejecting the null hypothesis is underlined.  
Failure  
defined at 
a: information  
    entropy 
b: absolute energy 
a: information  
    entropy 
b: count 
a: relative  
    entropy 
b: absolute energy 
a: relative  
    entropy 
b: count 
ch1 ch2 ch1 ch2 ch1 ch2 ch1 ch2 
Initiation 5.9E-2 1.6E-2 5.9E-2 3.2E-2 7.7E-3 1.6E-1 1.6E-2 3.3E-3 
250 µm 3.3E-3 3.3E-3 3.2E-2 1.6E-2 5.9E-2 1.6E-1 1.6E-1 4.4E-1 
500 µm 1.3E-3 3.3E-3 7.7E-3 3.2E-2 5.9E-2 3.3E-1 6.6E-1 9.0E-1 
1000 µm 1.5E-4 1.5E-4 1.6E-2 3.2E-2 1.6E-2 1.6E-1 7.7E-1 8.4E-1 
Transition 1.5E-4 1.3E-3 3.2E-2 3.2E-2 4.5E-5 3.2E-2 1.6E-1 6.6E-1 
Fracture 2.4E-1 1.0E-1 5.9E-2 3.4E-1 5.6E-1 9.4E-1 4.4E-1 7.6E-1 
 
6.4 Summary and comparison 
 In sections 6.1 to 6.3, four entropic approaches were reported for applications 
to fatigue damage assessment. Classical thermodynamic entropy was assessed in terms 
of the DEG theorem by presenting the existence of an entropic endurance indicating 
fatigue failure. The assessments of Jeffreys divergence and AE entropies were followed 
using the CTE as the reference damage. From the assessment results, JD and AE infor-
mation entropy exhibit reasonable correlations to the fatigue damage. Furthermore, JD 





Correlation analyses show that JD has a better correlation to the reference damage than 
the AE information entropy. The analyzed entropic approaches are compared and sum-
marized in Table 10. It is noted that the simulation of the entropic prediction model, 
for example, through a finite element approach is more applicable to CTE and JD than 
the AE information entropy. For example, similar to Mozafari et al. [95], fatigue dam-
age simulation modeling using mechanical plastic deformation, can be equally appli-
cable to CTE and JD.  
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Chapter 7: STLP and Temperature Measurements 
7.1 STLP and damage 
For each fatigue test, short-term loading process (STLP) was applied, as shown 
in Figure 14 (step 2). During the STLP or the so-called excitation process, AE wave-
forms were generated and received by the AE sensors. Among the AE features, infor-
mation entropy of waveform was used in the STLP assessment according to the ap-
proach outlined in Chapter 6, where it was shown that information entropy represents 
fatigue damage better than other AE features.  
7.1.1 AE entropies generated during STLP 
 AE information entropy during the STLP was investigated for each block (i.e., 
combining 1000 cyclic loadings and a series of STLP). Figure 46 presents an example 
of the individual AE information entropy. At the initial stage of damage, no significant 
entropy was generated. After certain damage (crack growth), the entropies of the sig-
nals indicated and attributed to fatigue damage.  
 
Figure 46. Individual AE information entropy (test 7VA12). The AE signals (red dots) are at-





 Throughout the investigation of all the test results, five cases representing dif-
ferent pattern in the STLP entropy signals were observed, (one such case is shown in 
Figure 46). In Figure 46, the first AE information entropy observed during the STLP 
intervals appears after the crack initiation. Figure 47 presents four more cases of en-
tropy patterns, including early signals, initial temporary STLP signals, excessive sig-








Figure 47. Four STLP AE information entropy signal patterns observed in the tests: (a) The first 
significant signals found before crack initiation (8VA16), (b) temporary STLP signals at the ini-
tial stage of fatigue damage (8VA50), (c) excessive signals during the test (8VA51), and (d) no 
or insignificant signals (8VA18).  
 As an alternative tool of upcoming fatigue failure detection, the STLP signals 
shown in Figure 46, Figure 47 (a), and (b) can be used as possible evidence of fatigue 
damage. On the other hand, the two cases of Figure 47 (c) and (d), provide incorrect 





process in STLP, further analyses methods and quantification of the STLP signals will 
follow. 
7.1.2 Quantification of STLP signals representing fatigue damage 
 The first step of STLP AE information entropy is to calculate cumulative infor-
mation entropy (CIE) generated within each block. Figure 48 shows the cumulative 
information entropy of the test 7VA12.  
 
Figure 48. Cumulative AE information entropy (CIE) generated in each block’s STLP (7VA12). 
STLP was loaded after 1000 cyclic fatigue damage loading.  
 As it was evident from Figure 44, the quantitative comparison of the cumula-
tive information entropy showed inconsistency in crack damage representation. Like-
wise, information entropy during STLP also represented no quantitative consistency, 
as shown in Figure 49. In this figure, the maximum cumulative entropy for each test 
presents high variability. To study the signals, cumulative information entropy was 









Figure 49. Maximum cumulative entropy in STLP process: tests using materials (a) AA7075-T6 
and (b) SS304L. 
 The calculation of the criticality index (CI ) was as follows:  
1. CI 0 if CIE 0 
2. CI 0 if CIE  is the first non-zero cumulative entropy  
3. If CIE 0 and CIE   is not the first non-zero observation, CI  is computed by 
Equation (17):  
CI
∑ / ∑    ,     
 ,  (17)
where the nominator is the current cumulative information entropy, and the denomina-
tor is the mean non-zero cumulative entropy of previous STLP’s. Figure 50 shows the 
plot of criticality index for a test 7VA12. In this figure, the first significant entropies of 






Figure 50. The criticality index (𝐶𝐼 ) calculated from cumulative information entropy for 7VA12. 
The criticality index at the first non-zero significant entropy value of a group of an STLP load is 
shown as a point crack growth (around 1000 µm crack length).    
7.1.3 Assessment of STLP signals 
 STLP may be used during a macro-scale fatigue damage inspection (e.g., crack-
length measurement) when a sharp rise in the criticality index in STLP is detected. For 
example, the valid criticality is determined by the first index exceeding a constant crit-
icality (𝐶𝐼 ):   
𝑉𝑎𝑙𝑖𝑑 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 CI : CI 𝐶𝐼   . (18)
The exceedance from criticality index indicates the high likelihood of upcoming failure. 
That is, the macro-scale crack measurement is nearly detectable when the first valid 
criticality index is detected. Even though the crack is not yet grown, the crack initiation 
has or will soon occur when the valid criticality index is detected.  
 The optimal constant criticality (CI ) value was found by comparing the candi-





1. The number of successes (i.e., satisfying Equation (18), the higher number is 
more desirable) 
2. The number of blocks from the valid criticality index to the crack initiation, 
if the valid criticality index was found before the crack initiation (less is bet-
ter).  
Figure 51 presents an example of finding the constant criticality. It was found that the 





Figure 51. Plots finding the optimal constant criticality (CI ) in STLP. The constants were com-
pared in (1) number of tests having valid criticality index detection and (2) the summation of the 
remaining number of blocks to the crack initiation. Constant criticality comparisons from (a) the 
tests of AA7075-T6 materials and (b) the tests of SS304L materials. 
After finding the optimal constant (CI 4), the criticality index calculated 
from AE information entropy was assessed at each test by counting the number of suc-
cess. Table 11 and Table 12 summarize the STLP results from the two material tests. 
AA7075-T6 tests showed good results in STLP that the 19 of the 20 tests (95 %) rea-
sonably detected the upcoming failure. On the other hand, only 27 of 50 tests (54 %) 





Table 11. STLP test results for AA7075-T6. Nineteen out of 20 tests present successful detection 
on the upcoming failure. (block: the number of blocks from the test beginning to the valid criti-
cality index detection, case: score “1” valid criticality index detected before crack initiation, score 
“2” indicates detected after crack initiation, and score “3” indicates failed to detect, and number 
of blocks from initiation: total block number from initiation to the detected valid criticality index).  
Test ID Block Case 
No. of 
blocks from  
initiation 
Test ID Block Case 
No. of 
blocks from  
initiation  
7VA03 7 2 2 7VA14 7 2 0 
7VA04 5 1 -1 7VA16 6 2 1 
7VA06 7 1 -1 7VA17 15 2 2 
7VA07 12 2 2 7VA18 18 2 2 
7VA08 12 2 3 7VA19 9 2 3 
7VA09 N/A 3 N/A 7VA20 17 2 2 
7VA10 3 2 0 7VA21 19 2 1 
7VA11 5 2 1 7VA22 9 2 3 
7VA12 11 2 2 7VA23 5 2 0 
7VA13 15 1 -1 7VA24 4 2 1 
 
Table 12. STLP test results for SS304L. Twenty-seven out of 50 tests present successful detection 
on the upcoming failure. 
Test ID Block Case 
No. of 
blocks from  
initiation 
Test ID Block Case 
No. of 
blocks from  
initiation  
8VA03 17 2 6 8VA28 20 1 -4 
8VA04 N/A 3 N/A 8VA29 29 2 5 
8VA05 N/A 3 N/A 8VA30 N/A 3 N/A 
8VA06 N/A 3 N/A 8VA31 21 1 -5 
8VA07 N/A 3 N/A 8VA32 23 1 -4 
8VA08 N/A 3 N/A 8VA33 N/A 3 N/A 
8VA09 N/A 3 N/A 8VA34 N/A 3 N/A 
8VA10 N/A 3 N/A 8VA35 N/A 3 N/A 
8VA11 N/A 3 N/A 8VA36 N/A 3 N/A 
8VA12 N/A 3 N/A 8VA37 N/A 3 N/A 
8VA13 N/A 3 N/A 8VA38 N/A 3 N/A 
8VA14 20 2 3 8VA39 46 2 6 
8VA15 N/A 3 N/A 8VA40 34 1 -1 
8VA16 17 1 -1 8VA41 64 2 22 
8VA17 N/A 3 N/A 8VA42 36 2 6 
8VA18 N/A 3 N/A 8VA43 76 2 17 
8VA19 18 2 5 8VA44 77 2 10 
8VA20 14 2 2 8VA45 88 2 27 
8VA21 12 1 -4 8VA46 92 2 17 
8VA22 N/A 3 N/A 8VA47 80 2 7 
8VA23 30 2 0 8VA48 82 2 4 
8VA24 N/A 3 N/A 8VA49 78 2 2 
8VA25 29 2 5 8VA50 103 2 10 
8VA26 30 2 9 8VA51 N/A 3 N/A 





It is concluded that the brittle material provides better AE-based entropic values 
related to fatigue damage in the form of STLP results by comparing AA7075-T6 and 
SS304L tests. Further investigation is recommended to assess and further generalize 
the STLP usefulness for the fatigue failure detection.  
7.2 Temperature measurement and damage 
The surface temperature was primarily measured in this research to support the 
calculation of the classical thermodynamic entropy (CTE). The temperature measure-
ment throughout a fatigue test could be an independent source of detecting damages 
during the cyclic loading process, as shown in Figure 31. Hence, it is worth to relate 
temperature measurements to fatigue damage, as an additional detection metric.  
Heat is one of the energy dissipation modes, according to the irreversible ther-
modynamics [1,25]. In the bilinear irreversible energy dissipation, as presented in 
Equation (2), The first term is the entropy generation due to heat dissipation. The heat 
dissipation during fatigue damage has been investigated in empirical studies [96-100]. 
For example, Kordatos et al. [96,100] estimated the crack-tip location by tracking the 
hot spot from real-time thermography studies. The prediction of fatigue life was esti-
mated by using temperature measurements by Naderi and Khonsari [98] and Williams 
et al. [99]. In their studies, Naderi and Khonsari [98] used cooling rate (temperature 
measured right after a series of cyclic loading process), and Williams et al. [99] calcu-
lated the temperature rise rate relating to the loading condition.   
In this section, the temperature measurements during our tests are evaluated by 
calculating the temperature rise and temperature rise rate, will be described in the fol-





7.2.1 Temperature measures: rise and rise rate 
 At every damage loading process, the temperature rise was observed until the 
end of the loading process. The amount of temperature rise was measured from the 
beginning to the end of the damage loading for each block. Temperature rise rate was 
also computed at the beginning of each loading block. The measurements of both the 
temperature rise (𝑇 ) and the temperature rise rate (𝜃 ) are described in Figure 52. The 
two temperature-related metrics were computed from the beginning to the end of the 
test and were reviewed to relate them to fatigue damage.  
 
Figure 52. Two metrics of temperature measurements (test 8VA10). Temperature rise (T ) is 
computed by measuring the temperature increment from the beginning to the end of the load 
block (1000 cycles). Temperature rise rate (θ ) is the slope of temperature rise at the beginning 
of the cyclic loading block.  
 Two temperature metrics were calculated during all the cyclic loading blocks. 
As an example of AA7075-T6 tests, Figure 53 shows 𝑇  and 𝜃  measured in the test 
7VA21, of which the fatigue crack initiated at the 17469th cycle (18th block). Regard-





On the other hand, 8VA10 (an SS304L test) shows a reasonably significant trend 






Figure 53. Two temperature metrics in the test 7VA21. No particular trend change was detected 






Figure 54. Two temperature metrics in the test 8VA10. After crack initiation, the two metrics 
show the trend change to the increasing slope. (a) Temperature rise (T ) and (b) temperature rise 








7.2.2 Assessment of the temperature metrics 
 As observed in Figure 54, the two temperature-metrics increase highlights sig-
nificant fatigue damage. Figure 55 illustrates two different regions in the plot of the 
temperature rise rate (θ ). The changes in the trend or transition point are significant 
when considerable fatigue damage (crack growth) is observed. In the analysis of find-
ing the transition point, the dual-linear regression method, illustrated in Figure 55, was 
used.  
 
Figure 55. Illustration of two regions of temperature rise rate (θ ) for test 8VA10. Region 1 
shows stable θ , and Region 2 presents a substantial trend increase. The transition point may 
indicate the beginning of considerable fatigue damage.  
 The concept of dual-linear regression was used in acoustic emission and ther-
mography analyses [96,97] during similar trend observations. In finding the appropriate 
block of the transition, the squared error (SE) was computed for each candidate transi-





𝑆𝐸  𝜃 , 𝜃 , 𝜃 , 𝜃 ,  , (19)
where 𝑆𝐸  is the squared error at the k-th block, 𝜃 ,  is the measured temperature rise 
rate at the i-th block, 𝜃 ,  is the estimated temperature rise rate at the i-th block using 
the regression model of the region p (p=1 or 2). The candidate transition points were 
considered from all the blocks except the first and the last block due to the requirement 
that the linear regression needs at least two data points. Figure 56 presents the concept 
of the dual-linear regression process.  
 
Figure 56. The process of dual-linear regression. Two linear lines were independently fitted using 
the least square method. Then this regression was assessed by using the squared error shown in 
Equation (19). 
 The transition point was found by minimizing the squared error (SE). As an 
example, Figure 57 shows the minimum SE from both T  and θ  metrics in the test 





results were compared by the test materials. In the tests of AA7075-T6, the identified 
transition point did not differentiate two regions, as shown in Figure 58. On the other 
hand, the transition points, in the tests of SS304L, comparably well divided two re-






Figure 57. Squared error (SE) for each candidate transition point (test 8VA10). The transition 
point was found at the block where the SE is minimum. SE calculated from (a) the temperature 






Figure 58. The dual-linear regression results after finding the transition point (test 7VA21). As 
expected, the transition point for each temperature metric shows no particular region using (a) 
temperature rise (T ) and (b) temperature rise rate (θ ). Blue circles highlight the detected transi-









Figure 59. The dual-linear regression results after finding the transition point (test 8VA10). The 
transition point for each temperature metric divides the two regions by (a) temperature rise (T ) 
and (b) temperature rise rate (θ ). Blue circles highlight the detected transition points. 
 To investigate the fatigue damage at the identified transition point, crack length 
for each transition point was calculated. This calculation was only possible for the 
SS304L tests. Table 13 presents the crack length for each test and the corresponding 
temperature metrics. Majority of tests show that the transition point is related to the 
beginning of critical fatigue damage. Among the tests, several transition points of tem-
perature rise rate (θ ) were identified before crack initiation (8VA07, 14, 30, and 32), 
whereas some transition points were found too late (8VA42 and 48).  
 Crack length at the transition point, for each temperature metric, was correlated 
to the test conditions (i.e., stress amplitude) to investigate the effect of loading condi-
tions, as shown in Figure 60. According to Figure 60, the transition points, from both 
temperature rise (𝑇 ) and temperature rise rate (θ ), indicate shorter crack length as the 
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8VA03 872.9 0.2985 0.2985 8VA28 723.8 1.686 1.343 
8VA04 861.2 0.9628 0.9628 8VA29 718.0 1.506 1.246 
8VA05 858.9 0.7033 0.1162 8VA30 715.4 2.762 0 
8VA06 862.1 0.9080 0.3659 8VA31 718.2 1.481 3.861 
8VA07 873.3 0.4840 0 8VA32 716.8 0.341 0 
8VA08 871.2 0.5677 1.6314 8VA33 644.7 1.456 0.3850 
8VA09 859.1 0.6859 1.0195 8VA34 645.1 2.497 2.497 
8VA10 855.1 0.8856 0.1329 8VA35 643.7 1.941 1.496 
8VA11 856.1 1.163 1.7286 8VA36 647.1 2.341 3.622 
8VA12 860.6 0.4549 0.2211 8VA37 643.5 2.346 3.148 
8VA13 790.5 1.237 1.6244 8VA38 642.8 2.951 4.092 
8VA14 786.2 1.443 0 8VA39 644.7 3.019 3.019 
8VA15 787.4 1.072 0.7999 8VA40 642.0 2.823 5.048 
8VA16 786.6 1.409 1.409 8VA41 646.4 2.028 2.028 
8VA17 794.8 0.9090 1.424 8VA42 649.3 2.371 Fracture 
8VA18 789.6 1.6806 1.681 8VA43 574.2 2.771 1.670 
8VA19 786.8 1.457 1.457 8VA44 574.5 3.453 4.344 
8VA20 789.5 1.124 1.483 8VA45 573.3 3.471 4.488 
8VA21 789.8 1.147 1.147 8VA46 573.3 3.394 3.179 
8VA22 789.8 1.068 1.768 8VA47 573.1 3.437 3.437 
8VA23 719.9 2.150 2.150 8VA48 574.8 1.974 Fracture 
8VA24 716.6 1.872 1.605 8VA49 572.2 2.782 3.166 
8VA25 718.2 1.660 2.440 8VA50 573.8 3.285 2.981 
8VA26 718.2 1.779 1.560 8VA51 573.9 3.511 1.402 













Figure 60. Correlation of crack length at the transition point to the stress amplitude. Transition 








Chapter 8: Conclusion, Future Recommendation, and Publication 
In this study, four entropic approaches for application to metallic material fa-
tigue damage assessment were explored and experimentally demonstrated. Three en-
ergy dissipations resulting from mechanistic degradation phenomena-plastic mechani-
cal strain energy, heat (temperature), and acoustic emission-were monitored in multiple 
uniaxial cyclic fatigue tests. Also, the concept of short-term loading process (STLP) in 
the context of AE was introduced and empirically demonstrated to verify that AE in-
formation entropy from STLP is an alternative method in predicting the upcoming 
crack initiation or fracture.  
In the entropic approaches, the measured dissipations were quantified in terms 
of the classical thermodynamic entropy, Jeffreys divergence representing thermody-
namic entropy, and AE entropies in information theorem and relative entropy. These 
entropic approaches were assessed along with the following findings:  
 Classical thermodynamic entropy showed the endurance having a slight cor-
relation to the cyclic stress amplitude. This entropy was shown to be an ap-
propriate damage index.  
 Jeffreys divergence in macro-scale empirically presented excellent correla-
tion from the forward/reverse work distributions. The quantitative conversion 
factor (namely the pseudo-Boltzmann constant, 𝑘 ) was also introduced, 
which showed consistency between the classical thermodynamic entropic 





 Fatigue damage assessment using entropies of the acoustic emission wave-
form data, compared well with the classical thermodynamic entropy. Simi-
larly, using statistical tests, it was shown that the AE-based information en-
tropy of damage was consistent, compared with the two conventional AE fea-
tures (i.e., count and absolute energy) used in fatigue damage assessment. 
 Short-term loading process (STLP) approach provided an alternative failure 
prediction method by using the cumulative AE information entropy during a 
high-frequency/low-amplitude short term loading where no or very little dam-
age is expected to accumulate. Partial cumulative AE information entropy 
collected in STLP indicated upcoming failure. 
 Temperature rise (T ) and rise rate (θ ) provided possible alternative damage 
indication and can be used as precursors to crack initiation and fracture.   
The findings of this dissertation provide support for innovative PHM applica-
tions, especially using the new entropic and STLP methods. To fulfill further this re-
search, recommendations for future extensions are:  
 Entropic approaches were performed for fatigue damage and proved empiri-
cally in this study. These entropic approaches need to be extended in other 
contexts, such as corrosion and wear failure modes, other alloys and compo-
site materials, and more complex stress loading and environmental condi-
tions.  
 The pseudo-Boltzmann constant in JD approach will need to be generalized 





 In collecting and processing the AE signals, the noise reduction process is 
still in need of a further extension to acquire more reliable data. The suggested 
pre- and post-processes showed excellent results in noise elimination. De-
pending on the noise environment, the noise reduction strategy should be cus-
tomized.  
 As stated in Chapter 1 and Chapter 2, the engineering applications of this 
research is largely in the PHM area. From this research, multiple entropic and 
measurement methods were reported. Advanced data analyses techniques, 
such as multivariable Bayesian methods [15,101,102], can be developed in 
predicting RUL with less uncertainty.  
 The Ph.D. research achievements were documented and reported by publishing 
in journals and conferences. The journal papers published or under revision are listed 
as:   
 A. Kahirdeh, C. Sauerbrunn, H. Yun, and M. Modarres, A Parametric Ap-
proaches to Acoustic Entropy Estimation for Assessment of Fatigue Damage, 
International Journal of Fatigue, 100 (2017), 2017, p. 229-237 
 C. M. Sauerbrunn, A. Kahirdeh, H. Yun, and M. Modarres, Damage Assess-
ment Using Information Entropy of Individual Acoustic Emission Waveforms 
during Cyclic Fatigue Loading, Applied Sciences, 7(6), 2017, p. 562 
 H. Yun and M. Modarres, Measures of Entropy to Characterize Fatigue Dam-
age in Metallic Material, Entropy (Under the second revision).  
Manuscripts of two more topics (STLP fatigue damage measurement and AE 
noise reduction process) are also under development for the publications. 
 Two papers were published in conferences:  
 A. Kahirdeh, H. Yun, and M. Modarres, Degradation Entropy: An Acoustic 
Emission Based Approach to Structural Health Assessment, Structural Health 






 H. Yun, A. Kahirdeh, C. M. Sauerbrunn, and M. Modarres, Entropic Ap-
proach to Measure Damage with Applications to Fatigue Failure and Struc-
tural Reliability, Proceedings of the 2018 Annual Reliability and Maintaina-
bility Symposium (RAMS). 
The research results were reported in several symposia by posters and a presentation:  
 H. Yun, A. Kahirdeh, C. Sauerbrunn, and M. Modarres, A Statistical Mechan-
ics Approaches to Acquire Entropy Generation during the Fatigue Loading 
of the Material: Theory and Experiments, International Conference on Fa-
tigue Damage of Structural Materials XI, 18-23 September 2016, Hyannis, 
MA, USA (Poster section). 
 A. Kahirdeh, H. Yun, C. Sauerbrunn, and M. Modarres, Feature Extraction 
of the Acoustic Signals for Monitoring the Fatigue Damage of the Materials, 
International Conference on Fatigue Damage of Structural Materials XI, 18-
23 September 2016, Hyannis, MA, USA (Poster section). 
 H. Yun and M. Modarres, Damage Measurement with Entropic Approaches, 













A.1 Matlab scripts for data analyses 
A.1.1 AE data filtering process 
% Data filtering of AE Data 
% 1. Delta T  
% 2. Attenuation 
% 3. Excitation and normal loading time  
% 4. loading - unloading only for normal loading time 






    testnumber=strcat('0',num2str(t_number)); 
else 
    testnumber=num2str(t_number); 
end 
  
eval(['load ',testseries,'VA00_Condition_Summary.mat p_table']) 
p=p_table(t_number,1); 
  
t_arr_max=1e-5;   % Reference time for effective maximum time inter-
val 
  







    k=k+1; 
    time_asc_point(k,1)=time_nor_AE(i,1); 
    for j=2:1000 
        k=k+1; 
        time_asc_point(k,1)=time_asc_point(k-1,1)+cycle_int; 





    k=k+1; 
    time_asc_point(k,1)=time_asc_point(k-1,1)+cycle_int; 
end 
for i=1:length(time_asc_point) 







clear i j k  
  
for r=1:p 
    if r<10 
       r_ch=strcat('0',num2str(r)); 
    else 
       r_ch=num2str(r); 
    end 
    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
count time Abs_energy channel']) 
  
    % Make guarentee that all data points are either of ch1 and ch2 
    veri=zeros(length(count),1); 
    for i=1:length(count) 
        if channel(i,1)==1||2 
            veri(i,1)=1; 
        else 
            veri(i,1)=0; 
        end 
    end 
    dt=zeros(length(count),1); 
    for i=1:length(count) 
        dt(i,1)=i; 
    end 
  
    fig=figure; 
    fig.Position=[100,400,800,480]; 
    hold on 
    plot(dt,veri) 
    title('Verification of Table Row with Channel') 
    xlabel('Data Point') 
    ylabel('1 for normal, 0 for abnormal') 
    hold off 
  
    % Allocating time and absolute energy data for ch1 and 2 
    j=0; k=0; 
    time_ch1_=zeros(1,1); 
    Abs_energy_ch1_=zeros(1,1); 
    time_ch2_=zeros(1,1); 
    Abs_energy_ch2_=zeros(1,1); 
     
    for i=1:length(count) 
        if channel(i,1)==1 
            j=j+1; 
            time_ch1_(j,1)=time(i,1); 
            Abs_energy_ch1_(j,1)=Abs_energy(i,1); 
        else 
            k=k+1; 
            time_ch2_(k,1)=time(i,1); 
            Abs_energy_ch2_(k,1)=Abs_energy(i,1); 
        end 
    end 
  






    % Filtering with arrival time differece 
    n1=length(time_ch1_); 
    n2=length(time_ch2_); 
    hit_vic=zeros(n1,2); 
    Filt=zeros(n1,4); 
    Filt_ID=zeros(n1,4); 
     
    for i=1:n1 
        a=find(abs(time_ch2_(:,1)-
time_ch1_(i,1))<=t_arr_max,1,'first'); 
        b=find(abs(time_ch2_(:,1)-
time_ch1_(i,1))<=t_arr_max,1,'last'); 
        if isempty(a)==1 
            hit_vic(i,1)=0;  
        else 
            hit_vic(i,1)=a; 
        end 
        if isempty(b)==1 
            hit_vic(i,2)=0;  
        else 
            hit_vic(i,2)=b; 
        end 
    end 
    for i=1:n1 
        hit_vic(i,3)=hit_vic(i,2)-hit_vic(i,1); 
        a(i,1)=i; 
        if hit_vic(i,1)==0 
            Filt(i,1)=0; 
            Filt_ID(i,1)=0; 
        else 
            Filt(i,1)=hit_vic(i,1);   % Effective matching data num-
ber of ch2 
            Filt_ID(i,1)=1; 
        end 
    end 
    FilterNumber(1,1)=n1; 
    FilterNumber(2,1)=n2; 
    FilterNumber(1,2)=sum(Filt_ID(:,1)); 
    FilterNumber(2,2)=sum(Filt_ID(:,1));  % First column: Before 
filtering, second column: After first filtering 
    clear a b 
    % Filtering with energy attenuation 
    ratio_E=zeros(n1,1); 
    for i=1:n1 
        if Filt_ID(i,1)==1 
            ratio_E(i,1)=Abs_energy_ch1_(i,1)/Abs_en-
ergy_ch2_(Filt(i,1),1); 
            if ratio_E(i,1)>=0.2 && ratio_E(i,1)<=5 
                Filt(i,2)=Filt(i,1); Filt_ID(i,2)=1; 
            else 
                Filt(i,2)=0; Filt_ID(i,2)=0; 
            end 
        else 
            Filt(i,2)=0; Filt_ID(i,2)=0; 





    end 
  
    FilterNumber(1,3)=sum(Filt_ID(:,2)); 
    FilterNumber(2,3)=sum(Filt_ID(:,2));  % Third column: After 
atenuation filtering     
         
    % Filtering with excitation and normal loading conditon time 
    cat_load=zeros(n1,2); 
    Filt_ID(:,3)=zeros(n1,1); 
    for i=1:n1 
        if Filt_ID(i,2)==1 
            for j=1:length(time_exc_AE) 
                if time_ch1_(i,1)>=time_exc_AE(j,1) && 
time_ch1_(i,1)<=time_exc_AE(j,2) 
                    cat_load(i,1)=j; Filt_ID(i,3)=1;  % 
cat_load(:,1): excitation load and order, cat_load(:,2): normal load 
and order 
                end 
            end 
        end 
    end 
    for i=1:n1 
        if Filt_ID(i,2)==1 
            for j=1:length(time_nor_AE) 
                if time_ch1_(i,1)>=time_nor_AE(j,1) && 
time_ch1_(i,1)<=time_nor_AE(j,2) 
                    cat_load(i,2)=j; Filt_ID(i,3)=1; 
                end 
            end 
        end 
    end 
    Filt(:,3)=zeros(n1,1); 
    for i=1:n1 
        if Filt_ID(i,3)==1 
            Filt(i,3)=Filt(i,2); 
        end 
    end 
    FilterNumber(1,4)=sum(Filt_ID(:,3)); 
    FilterNumber(2,4)=sum(Filt_ID(:,3));  % Fourth column: After ex-
citation / normal loading categorization          
  
    % Filtering with loading / unloading conditon time (normal load-
ing) 
    % dividing time slot with 1,000 cycle 
    Filt_ID(:,4)=zeros(n1,1); 
    Filt(:,4)=zeros(n1,1); 
  
    for i=1:n1 
        if cat_load(i,1)~=0 
            Filt_ID(i,4)=1; 
            Filt(i,4)=Filt(i,3); 
        end 
    end 
  





        if cat_load(i,2)~=0 
            for j=1:length(time_asc_point) 
                if time_ch1_(i,1)>=time_asc_point(j,1) && 
time_ch1_(i,1)<=time_asc_point(j,2) 
                    Filt_ID(i,4)=1; 
                    Filt(i,4)=Filt(i,3); 
                    cat_load(i,3)=cat_load(i,2);   % cat_load(:,3): 
loading / unloading filter with  
                end 
            end 
        end 
    end 
  
    FilterNumber(1,5)=sum(Filt_ID(:,4)); 
    FilterNumber(2,5)=sum(Filt_ID(:,4));  % 5th column: After load-
ing / unloading categorization (in normal loading)  
     
    eval(['save ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
FilterNumber cat_load Filt Filt_ID -append']) 
  
    clear FilterNumber Filt Filt_ID 
    clear Abs_energy_ch1_ Abs_energy_ch2_ cat_load cycle_int hit_vic 
i j k n1 n2 ratio_E time_ch1_ time_ch2_  
     
end 
 
A.1.2 Forward/reverse work (strain energy) calculation 





    testnumber=strcat('0',num2str(t_number)); 
else 














% 1. Defining critical points for each cycle (normal loading) 







    num_nor_Ins(i,1)=find(time==time_nor_Ins(i,1),1,'first'); 
    num_nor_Ins(i,2)=find(time==time_nor_Ins(i,2),1,'first'); 
end 
  
% Finding out critical points shifting hysteresis loop direction 
l_inc=zeros(length(load)-1,1); 
for i=2:length(load) 







    K(1,i)=num_nor_Ins(i,1); 
    k=1; 
    for j=num_nor_Ins(i,1):num_nor_Ins(i,2)-1  % Finding critical 
points 
        if l_inc(j+1,1)*l_inc(j,1)<0 
            k=k+1; 
            K(k,i)=j; 
        end 
    end 
    k=k+1; K(k,i)=num_nor_Ins(i,2); 
    for j=1:k-1 
        K_inc(j,i)=K(j+1,i)-K(j,i); 
    end 
    for j=1:k-1           % Identifying critical points' direction 
        if l_inc(K(j,i)+1,1)>0 
            sign(j,i)=1; 
        elseif l_inc(K(j,i)+1,1)<0 
            sign(j,i)=-1; 
        else 
            sign(j,i)=0; 
        end 





    if any(sign(j,1:length(num_nor_Ins))==0)==1  % Verifying that 
all critical points are valid 
        if all(sign(j,1:length(num_nor_Ins)-1)==sign(j,1))==1 
            sign_very(j,1)=1; 
        else 
            sign_very(j,1)=0; 
        end 
    elseif all(sign(j,1:length(num_nor_Ins)-1)==sign(j,1))==1 
        sign_very(j,1)=1; 
    else 
        sign_very(j,1)=0; 











ylabel('1: okay, 0: needs correction') 
hold off 
  
%% If needs correction, manual adjustment is required 
  
% Checking once again 
for i=1:length(num_nor_Ins) 
    m=find(K(:,i)~=0,1,'last'); 
    for j=1:m-1 
        K_inc(j,i)=K(j+1,i)-K(j,i); 
    end 
end 
for i=1:length(num_nor_Ins) 
    for j=1:length(K)-1           % Identifying critical points' di-
rection 
        if l_inc(K(j,i)+1,1)>0 
            sign(j,i)=1; 
        elseif l_inc(K(j,i)+1,1)<0 
            sign(j,i)=-1; 
        else 
            sign(j,i)=0; 
        end 
    end 
end 
for j=1:length(sign) 
    if any(sign(j,1:length(num_nor_Ins))==0)==1  % Verifying that 
all critical points are valid 
        if all(sign(j,1:length(num_nor_Ins)-1)==sign(j,1))==1 
            sign_very(j,1)=1; 
        else 
            sign_very(j,1)=0; 
        end 
    elseif all(sign(j,1:length(num_nor_Ins)-1)==sign(j,1))==1 
        sign_very(j,1)=1; 
    else 
        sign_very(j,1)=0; 






xlabel('critical point number') 
ylabel('1: okay, 0: needs correction') 
hold off 
  
%% Verified all clear 
%2. Calculating forward(+) or reverse(-) work by extension 
SE=zeros(1,1); 
for i=1:length(num_nor_Ins) 





    for j=1:m-1 % Work calculation based on extension 
        SE(j,i)=(extension(K(j,i)+1,1)-exten-
sion(K(j,i),1))*load(K(j,i),1); 
        for k=K(j,i)+1:K(j+1,i)-1 
            SE(j,i)=SE(j,i)+load(k,1)*(extension(k+1,1)-extension(k-
1,1))/2; 
        end 
        SE(j,i)=SE(j,i)+load(K(j+1,i),1)*(extension(K(j+1,i),1)-ex-
tension(K(j+1,i)-1,1)); 
    end 
end 
  








    if i/2-floor(i/2)==0.5  
        p=p+1; 
        SE_F(p,:)=SE(i,:); 
        K_F(p,:)=K(i,:); 
        if all(SE(i,:)>=0)~=1 
           disp('Something wrong with strain energy arrangement(+)') 
           Error_alo(i,1)=1; 
        end 
    elseif i/2-floor(i/2)==0 
        q=q+1; 
        SE_R(q,:)=SE(i,:); 
        K_R(q,:)=K(i,:); 
        if all(SE(i,:)<=0)~=1 
           disp('Something wrong with strain energy arrangement(-)') 
           Error_alo(i,1)=1; 
        end 




%4. Stiffness (or elastic modulus) analysis for each cycle 
stiff=zeros(length(SE_P),length(time_nor_Ins)); 
for i=1:length(num_nor_Ins) 
    m=find(K_R(:,i)~=0,1,'last'); 
    for j=1:m 
        a=polyfit(extension(K_R(j,i)-3:K_R(j,i)),load(K_R(j,i)-
3:K_R(j,i)),1); 
        stiff(j,i)=a(1,1); 
    end 
end 
  









    for j=1:m 
        k=k+1; 
        cyc_num(j,i)=k; 
    end 
end 
  








    m=find(SE_P(:,i)~=0,1,'last'); 
    SE_F_cum(1,i)=SE_F_cum_piv+SE_F(1,i); 
    SE_R_cum(1,i)=SE_R_cum_piv+SE_R(1,i); 
    SE_P_cum(1,i)=SE_P_cum_piv+SE_P(1,i); 
    for j=2:m 
        SE_F_cum(j,i)=SE_F(j,i)+SE_F_cum(j-1,i); 
        SE_R_cum(j,i)=SE_R(j,i)+SE_R_cum(j-1,i); 
        SE_P_cum(j,i)=SE_P(j,i)+SE_P_cum(j-1,i); 
    end 
    SE_F_cum_piv=SE_F_cum(m,i); 
    SE_R_cum_piv=SE_R_cum(m,i); 
    SE_P_cum_piv=SE_P_cum(m,i); 
end 
  
%6. time for each cycle 
time_cri=zeros(length(SE_P),length(time_nor_Ins)); 
for i=1:length(num_nor_Ins) 
    m=find(K_R(:,i)~=0,1,'last'); 
    for j=1:m 
        time_cri(j,i)=time(K_R(j,i)); 






    m=find(K_R(:,i)~=0,1,'last'); 









cyc_num K_F K_R SE_F SE_R SE_P SE_F_cum SE_R_cum SE_P_cum stiff 
time_cri']) 
 











% Conversion from extensometer measurement 
  
eval(['load ',testseries,'VA',testnumber,'_SE_in_Extension.mat SE_F 
SE_F_cum SE_P SE_P_cum SE_R SE_R_cum stiff']) 







    W_a_nz(i,1)=W-d; 
end 
for i=floor(Para_W(4,end))+1:length(W_a_nz) 
    p=find(Walker(:,3)<=i,1,'last'); 
    ch_p=isempty(p); 
    if ch_p==1 
        p=1; 
    end 
    if p<length(Walker) 
        N1=Walker(p,3); N2=Walker(p+1,3); 
        a1=DK(p,2); a2=DK(p+1,2); 
        a_i=(a2-a1)/(N2-N1)*(i-N1)+a1; 
        W_a_nz(i,1)=W-a_i; 
    else 
        W_a_nz(i,1)=W_a_nz(i-1,1); 












SED_P=SE_P./A./GL.*1000; SED_P_cum=SE_P_cum./A./GL.*1000; %MJ/m^3 
SED_R=SE_R./A./GL.*1000; SED_R_cum=SE_R_cum./A./GL.*1000; 
E=stiff.*GL./A; % GPa 
  
eval(['save ',testseries,'VA',testnumber,'_SE_in_Extension.mat SED_F 







A.1.3 Thermodynamic entropy calculation 





    testnumber=strcat('0',num2str(t_number)); 
else 
    testnumber=num2str(t_number); 
end 
  
eval(['load ',testseries,'VA',testnumber,'_SE_in_Extension.mat SED_P 
SED_P_cum']) 







eval(['save ',testseries,'VA',testnumber,'_SE_in_Extension.mat TE 
TE_cum -append']) 
  
clear TE TE_cum SED_P SED_P_cum 
  












A.1.4 Jeffreys divergence calculation 
%% Data arrangement table for SE_F, SE_R 
% In this mode, the number of data group is not determined in con-
stant but 





    tn_ini_ch=strcat('0',num2str(tn_ini)); 
else 







    tn_fin_ch=strcat('0',num2str(tn_fin)); 
else 













    r=tn_ini+i-1; 
    if r<10 
        testnumber=strcat('0',num2str(r)); 
    else 
        testnumber=num2str(r); 
    end 
    eval(['load ',testseries,'VA',testnumber,'_SE_in_Extension.mat 
SED_R SED_F TE']) 
    m=size(SED_R); n=m(1,2); m=m(1,1); 
    SED_R_G(1:m,i)=SED_R(:,1); 
    SED_F_G(1:m,i)=SED_F(:,1); 
    TE_G(1:m,i)=TE(:,1); 
    k=m; 
    for j=2:n 
        k=k+m; 
        SED_R_G(k-m+1:k,i)=SED_R(:,j); 
        SED_F_G(k-m+1:k,i)=SED_F(:,j); 
        TE_G(k-m+1:k,i)=TE(:,j); 
    end 
    clear TE SED_F SED_R 
end 
  
%% 1. Calculating relative entropy with up to the initiation, 250, 
500, 1000, transition, fracture points 




    num_max(1,i)=N_life_W_sum(i+tn_ini-1,1); % at the initiation 
    num_max(2,i)=N_life_W_sum(i+tn_ini-1,2); % at 250 um 
    num_max(3,i)=N_life_W_sum(i+tn_ini-1,3); % at 500 um 
    num_max(4,i)=N_life_W_sum(i+tn_ini-1,4); % at 1000 um 
    num_max(5,i)=N_life_W_sum(i+tn_ini-1,6); % at transition 
    num_max(6,i)=N_life_W_sum(i+tn_ini-1,5); % at fracture 
end 
  







    if find(SED_F_G(:,i)~=0,1,'last')<num_max(6,i) 
        num_max(6,i)=find(SED_F_G(:,i)~=0,1,'last'); 
    end 
end 
  



































    for j=1:d(1,1) 
        a=round(num_max(1,i)*j/d(1,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 
        elseif a-1000*floor(a/1000)==2 
            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 





        SED_R_GR_ini(j,i)=SED_R_G(a,i); 
        SED_F_GR_ini(j,i)=SED_F_G(a,i); 
        TE_GR_ini(j,i)=TE_G(a,i); 
    end 
     
    for j=1:d(2,1)         
        a=round(num_max(2,i)*j/d(2,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 
        elseif a-1000*floor(a/1000)==2 
            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 
        end 
        SED_R_GR_250(j,i)=SED_R_G(a,i); 
        SED_F_GR_250(j,i)=SED_F_G(a,i); 
        TE_GR_250(j,i)=TE_G(a,i); 
    end 
     
    for j=1:d(3,1)         
        a=round(num_max(3,i)*j/d(3,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 
        elseif a-1000*floor(a/1000)==2 
            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 
        end 
        SED_R_GR_500(j,i)=SED_R_G(a,i); 
        SED_F_GR_500(j,i)=SED_F_G(a,i); 
        TE_GR_500(j,i)=TE_G(a,i); 
    end 
     
    for j=1:d(4,1)         
        a=round(num_max(4,i)*j/d(4,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 





            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 
        end 
        SED_R_GR_1000(j,i)=SED_R_G(a,i); 
        SED_F_GR_1000(j,i)=SED_F_G(a,i); 
        TE_GR_1000(j,i)=TE_G(a,i); 
    end 
     
    for j=1:d(5,1)         
        a=round(num_max(5,i)*j/d(5,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 
        elseif a-1000*floor(a/1000)==2 
            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 
        end 
        SED_R_GR_tra(j,i)=SED_R_G(a,i); 
        SED_F_GR_tra(j,i)=SED_F_G(a,i); 
        TE_GR_tra(j,i)=TE_G(a,i); 
    end 
     
    for j=1:d(6,1)         
        a=round(num_max(6,i)*j/d(6,1),0); 
        if a-1000*floor(a/1000)==0 
            a=a-3; 
        elseif a-1000*floor(a/1000)==999 
            a=a-3; 
        elseif a-1000*floor(a/1000)==998 
            a=a-3; 
        elseif a-1000*floor(a/1000)==1 
            a=a+4; 
        elseif a-1000*floor(a/1000)==2 
            a=a+4; 
        elseif a-1000*floor(a/1000)==3 
            a=a+4; 
        end 
        SED_R_GR_fra(j,i)=SED_R_G(a,i); 
        SED_F_GR_fra(j,i)=SED_F_G(a,i); 
        TE_GR_fra(j,i)=TE_G(a,i); 
    end 
end 
  



























    para_SE_R_ini(i,1:2)=mle(SED_R_GR_ini(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm'); 
    para_SE_F_ini(i,1:2)=mle(SED_F_GR_ini(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm');     
    dist_R_ini(i,1)=makedist('Norm','mu',para_SE_R_ini(i,1),'sig-
ma',para_SE_R_ini(i,2)); 




    para_SE_R_250(i,1:2)=mle(SED_R_GR_250(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm'); 
    para_SE_F_250(i,1:2)=mle(SED_F_GR_250(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm');     
    dist_R_250(i,1)=makedist('Norm','mu',para_SE_R_250(i,1),'sig-
ma',para_SE_R_250(i,2)); 




    para_SE_R_500(i,1:2)=mle(SED_R_GR_500(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm'); 
    para_SE_F_500(i,1:2)=mle(SED_F_GR_500(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm');     
    dist_R_500(i,1)=makedist('Norm','mu',para_SE_R_500(i,1),'sig-
ma',para_SE_R_500(i,2)); 




    para_SE_R_1000(i,1:2)=mle(SED_R_GR_1000(i,1:tn_fin-
tn_ini+1),'distribution','norm'); 
    para_SE_F_1000(i,1:2)=mle(SED_F_GR_1000(i,1:tn_fin-
tn_ini+1),'distribution','norm');     
    dist_R_1000(i,1)=makedist('Norm','mu',para_SE_R_1000(i,1),'sig-
ma',para_SE_R_1000(i,2)); 








    para_SE_R_tra(i,1:2)=mle(SED_R_GR_tra(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm'); 
    para_SE_F_tra(i,1:2)=mle(SED_F_GR_tra(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm');     
    dist_R_tra(i,1)=makedist('Norm','mu',para_SE_R_tra(i,1),'sig-
ma',para_SE_R_tra(i,2)); 




    para_SE_R_fra(i,1:2)=mle(SED_R_GR_fra(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm'); 
    para_SE_F_fra(i,1:2)=mle(SED_F_GR_fra(i,1:tn_fin-tn_ini+1),'dis-
tribution','norm');     
    dist_R_fra(i,1)=makedist('Norm','mu',para_SE_R_fra(i,1),'sig-
ma',para_SE_R_fra(i,2)); 











































    D_ini(i,2)=max(SED_F_GR_ini(i,:));     % maximum from forware 
work 
    D_ini(i,3)=D_ini(i,2)-D_ini(i,1);       % distance from minimum 
to maximum 
    D_ini(i,4)=D_ini(i,1)-0.2*D_ini(i,3);   % 20% margin extension 
from minimum 
    D_ini(i,5)=D_ini(i,2)+0.2*D_ini(i,3);   % 20% margin extension 
from maximum  
end 
for i=1:d(2,1)     
    D_250(i,1)=min(SED_R_GR_250(i,:));     % minimum from reverse 
work 
    D_250(i,2)=max(SED_F_GR_250(i,:));     % maximum from forware 
work 
    D_250(i,3)=D_250(i,2)-D_250(i,1);       % distance from minimum 
to maximum 
    D_250(i,4)=D_250(i,1)-0.2*D_250(i,3);   % 20% margin extension 
from minimum 
    D_250(i,5)=D_250(i,2)+0.2*D_250(i,3);   % 20% margin extension 
from maximum  
end 
for i=1:d(3,1) 
    D_500(i,1)=min(SED_R_GR_500(i,:));     % minimum from reverse 
work 
    D_500(i,2)=max(SED_F_GR_500(i,:));     % maximum from forware 
work 
    D_500(i,3)=D_500(i,2)-D_500(i,1);       % distance from minimum 
to maximum 
    D_500(i,4)=D_500(i,1)-0.2*D_500(i,3);   % 20% margin extension 
from minimum 
    D_500(i,5)=D_500(i,2)+0.2*D_500(i,3);   % 20% margin extension 
from maximum  
end 
for i=1:d(4,1) 
    D_1000(i,1)=min(SED_R_GR_1000(i,:));     % minimum from reverse 
work 
    D_1000(i,2)=max(SED_F_GR_1000(i,:));     % maximum from forware 
work 
    D_1000(i,3)=D_1000(i,2)-D_1000(i,1);       % distance from mini-
mum to maximum 
    D_1000(i,4)=D_1000(i,1)-0.2*D_1000(i,3);   % 20% margin exten-
sion from minimum 
    D_1000(i,5)=D_1000(i,2)+0.2*D_1000(i,3);   % 20% margin exten-
sion from maximum  
end 
for i=1:d(5,1) 
    D_tra(i,1)=min(SED_R_GR_tra(i,:));     % minimum from reverse 
work 
    D_tra(i,2)=max(SED_F_GR_tra(i,:));     % maximum from forware 
work 
    D_tra(i,3)=D_tra(i,2)-D_tra(i,1);       % distance from minimum 
to maximum 
    D_tra(i,4)=D_tra(i,1)-0.2*D_tra(i,3);   % 20% margin extension 
from minimum 
    D_tra(i,5)=D_tra(i,2)+0.2*D_tra(i,3);   % 20% margin extension 







    D_fra(i,1)=min(SED_R_GR_fra(i,:));     % minimum from reverse 
work 
    D_fra(i,2)=max(SED_F_GR_fra(i,:));     % maximum from forware 
work 
    D_fra(i,3)=D_fra(i,2)-D_fra(i,1);       % distance from minimum 
to maximum 
    D_fra(i,4)=D_fra(i,1)-0.2*D_fra(i,3);   % 20% margin extension 
from minimum 
    D_fra(i,5)=D_fra(i,2)+0.2*D_fra(i,3);   % 20% margin extension 
from maximum  
end 
  
entropy_RE_F_1=zeros(d(1,1),2); % method with initiation point 
entropy_RE_R_1=zeros(d(1,1),2); 
entropy_RE_J_1=zeros(d(1,1),2); 
entropy_RE_F_2=zeros(d(2,1),2); % method with 250 point 
entropy_RE_R_2=zeros(d(2,1),2); 
entropy_RE_J_2=zeros(d(2,1),2); 
entropy_RE_F_3=zeros(d(3,1),2); % method with 500 point 
entropy_RE_R_3=zeros(d(3,1),2); 
entropy_RE_J_3=zeros(d(3,1),2); 
entropy_RE_F_4=zeros(d(4,1),2); % method with 1000 point 
entropy_RE_R_4=zeros(d(4,1),2); 
entropy_RE_J_4=zeros(d(4,1),2); 
entropy_RE_F_5=zeros(d(5,1),2); % method with transition point 
entropy_RE_R_5=zeros(d(5,1),2); 
entropy_RE_J_5=zeros(d(5,1),2); 






    X=linspace(D_ini(i,4),D_ini(i,5),1000); 
    
Y=pdf(dist_F_ini(i,1),X).*log(pdf(dist_F_ini(i,1),X)./pdf(dist_R_ini
(i,1),X)); 
    %  Relative entropy of forward in Normal distribution 
    entropy_RE_F_1(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_ini(i,1),X).*log(pdf(dist_R_ini(i,1),X)./pdf(dist_F_ini
(i,1),X)); 
    entropy_RE_R_1(i,1)=trapz(X,Z); 
    % Jeffery divergence 
    entropy_RE_J_1(i,1)=entropy_RE_F_1(i,1)+entropy_RE_R_1(i,1); 
    % Jeffery in Gaussian distribution 
end 
for i=1:d(2,1) 
    X=linspace(D_250(i,4),D_250(i,5),1000); 
    
Y=pdf(dist_F_250(i,1),X).*log(pdf(dist_F_250(i,1),X)./pdf(dist_R_250
(i,1),X)); 





    entropy_RE_F_2(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_250(i,1),X).*log(pdf(dist_R_250(i,1),X)./pdf(dist_F_250
(i,1),X)); 
    entropy_RE_R_2(i,1)=trapz(X,Z); 
    % Jeffery divergence 
    entropy_RE_J_2(i,1)=entropy_RE_F_2(i,1)+entropy_RE_R_2(i,1); 
    % Jeffery in Gaussian distribution 
end 
for i=1:d(3,1) 
    X=linspace(D_500(i,4),D_500(i,5),1000); 
    
Y=pdf(dist_F_500(i,1),X).*log(pdf(dist_F_500(i,1),X)./pdf(dist_R_500
(i,1),X)); 
    %  Relative entropy of forward in Normal distribution 
    entropy_RE_F_3(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_500(i,1),X).*log(pdf(dist_R_500(i,1),X)./pdf(dist_F_500
(i,1),X)); 
    entropy_RE_R_3(i,1)=trapz(X,Z); 
    % Jeffery divergence 
    entropy_RE_J_3(i,1)=entropy_RE_F_3(i,1)+entropy_RE_R_3(i,1); 
    % Jeffery in Gaussian distribution 
end 
for i=1:d(4,1) 
    X=linspace(D_1000(i,4),D_1000(i,5),1000); 
    
Y=pdf(dist_F_1000(i,1),X).*log(pdf(dist_F_1000(i,1),X)./pdf(dist_R_1
000(i,1),X)); 
    %  Relative entropy of forward in Normal distribution 
    entropy_RE_F_4(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_1000(i,1),X).*log(pdf(dist_R_1000(i,1),X)./pdf(dist_F_1
000(i,1),X)); 
    entropy_RE_R_4(i,1)=trapz(X,Z); 
    % Jeffery divergence 
    entropy_RE_J_4(i,1)=entropy_RE_F_4(i,1)+entropy_RE_R_4(i,1); 
    % Jeffery in Gaussian distribution 
end 
for i=1:d(5,1) 
    X=linspace(D_tra(i,4),D_tra(i,5),1000); 
    
Y=pdf(dist_F_tra(i,1),X).*log(pdf(dist_F_tra(i,1),X)./pdf(dist_R_tra
(i,1),X)); 
    %  Relative entropy of forward in Normal distribution 
    entropy_RE_F_5(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_tra(i,1),X).*log(pdf(dist_R_tra(i,1),X)./pdf(dist_F_tra
(i,1),X)); 
    entropy_RE_R_5(i,1)=trapz(X,Z); 
    % Jeffery divergence 





    % Jeffery in Gaussian distribution 
end 
for i=1:d(6,1) 
    X=linspace(D_fra(i,4),D_fra(i,5),1000); 
    
Y=pdf(dist_F_fra(i,1),X).*log(pdf(dist_F_fra(i,1),X)./pdf(dist_R_fra
(i,1),X)); 
    %  Relative entropy of forward in Normal distribution 
    entropy_RE_F_6(i,1)=trapz(X,Y); 
    % Relative entropy of reverse process in Normal distribution 
    
Z=pdf(dist_R_fra(i,1),X).*log(pdf(dist_R_fra(i,1),X)./pdf(dist_F_fra
(i,1),X)); 
    entropy_RE_R_6(i,1)=trapz(X,Z); 
    % Jeffery divergence 
    entropy_RE_J_6(i,1)=entropy_RE_F_6(i,1)+entropy_RE_R_6(i,1); 































    entropy_RE_F_1(i,2)=entropy_RE_F_1(i,1)+entropy_RE_F_1(i-1,2); 
    entropy_RE_R_1(i,2)=entropy_RE_R_1(i,1)+entropy_RE_R_1(i-1,2); 
    entropy_RE_J_1(i,2)=entropy_RE_J_1(i,1)+entropy_RE_J_1(i-1,2); 
end 
for i=2:d(2,1)     
    entropy_RE_F_2(i,2)=entropy_RE_F_2(i,1)+entropy_RE_F_2(i-1,2); 
    entropy_RE_R_2(i,2)=entropy_RE_R_2(i,1)+entropy_RE_R_2(i-1,2); 






for i=2:d(3,1)     
    entropy_RE_F_3(i,2)=entropy_RE_F_3(i,1)+entropy_RE_F_3(i-1,2); 
    entropy_RE_R_3(i,2)=entropy_RE_R_3(i,1)+entropy_RE_R_3(i-1,2); 
    entropy_RE_J_3(i,2)=entropy_RE_J_3(i,1)+entropy_RE_J_3(i-1,2); 
end 
for i=2:d(4,1)     
    entropy_RE_F_4(i,2)=entropy_RE_F_4(i,1)+entropy_RE_F_4(i-1,2); 
    entropy_RE_R_4(i,2)=entropy_RE_R_4(i,1)+entropy_RE_R_4(i-1,2); 
    entropy_RE_J_4(i,2)=entropy_RE_J_4(i,1)+entropy_RE_J_4(i-1,2); 
end 
for i=2:d(5,1)     
    entropy_RE_F_5(i,2)=entropy_RE_F_5(i,1)+entropy_RE_F_5(i-1,2); 
    entropy_RE_R_5(i,2)=entropy_RE_R_5(i,1)+entropy_RE_R_5(i-1,2); 
    entropy_RE_J_5(i,2)=entropy_RE_J_5(i,1)+entropy_RE_J_5(i-1,2); 
end 
for i=2:d(6,1)     
    entropy_RE_F_6(i,2)=entropy_RE_F_6(i,1)+entropy_RE_F_6(i-1,2); 
    entropy_RE_R_6(i,2)=entropy_RE_R_6(i,1)+entropy_RE_R_6(i-1,2); 
    entropy_RE_J_6(i,2)=entropy_RE_J_6(i,1)+entropy_RE_J_6(i-1,2); 
end 
  
A.1.5 AE information entropy calculation 
%%% Calculating Information Entropy per Waveform: Non-parametric and 
Parametric %%%% 
% Parametric computation use in numerical integration   






    testnumber=strcat('0',num2str(t_number)); 
else 
    testnumber=num2str(t_number); 
end 






    if r<10 
       r_ch=strcat('0',num2str(r)); 
    else 
       r_ch=num2str(r); 
    end 
  
    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
Filt FilterNumber']) 
    format shortG                               %Formatting 






    numberOfhits_ch1=FilterNumber(1,1);                          
%Input Number of files for the channel to analyze 
    numberOfhits_ch2=FilterNumber(2,1); 
  
    % Allocating matrices, not necessary to understand the idea of 
the code 
    entropy_IE_5_ch1=zeros(numberOfhits_ch1,1);            %Allocat-
ing, fixed bin entropy 
    entropy_IE_5_ch2=zeros(numberOfhits_ch2,1); 
     
    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
para_nor_ch1 para_nor_ch2']) 
     
    eval(['wf_index_ch1=wf_index_ch1_',r_ch,';']) 
    eval(['wf_index_ch2=wf_index_ch2_',r_ch,';']) 
     
    tic 
     
    % IE computation 
    for i=1:numberOfhits_ch1 
        if Filt(i,4)~=0 && wf_index_ch1(i,1)~=0 
            n=Filt(i,4); 
            if wf_index_ch2(n,1)~=0 
                % Analysis for ch1 data  
                % entropy 5 calculation 
                a=para_nor_ch1(i,1)-5*para_nor_ch1(i,2); 
                b=para_nor_ch1(i,1)+5*para_nor_ch1(i,2); 
                edges=linspace(a,b,1001); 
                
mat_para=normrnd(para_nor_ch1(i,1),para_nor_ch1(i,2),[5000,1]); 
                [prob] = histcounts(mat_para,edges, 'Normaliza-
tion','probability');    %Finding probability distribution with auto 
binning rules 
                S1_5 = zeros(length(prob),1);                       
%Allocating for prob matrix 
                for q = 1:length(prob) 
                    if prob(q)>0 
                        S1_5(q) = -prob(q)*log2(prob(q));                 
%Calculating Shannon information content in bits 
                    end 
                end 
                entropy_IE_5_ch1(i,1) = sum(S1_5);   
                                 
                clear a b edges mat_para S1_5 q prob 
        
               % Analysis for ch2 data  
               % entropy 5 calculation 
                a=para_nor_ch2(n,1)-5*para_nor_ch2(n,2); 
                b=para_nor_ch2(n,1)+5*para_nor_ch2(n,2); 
                edges=linspace(a,b,1001); 






                [prob] = histcounts(mat_para,edges, 'Normaliza-
tion','probability');    %Finding probability distribution with auto 
binning rules 
                S1_5 = zeros(length(prob),1);                       
%Allocating for prob matrix 
                for q = 1:length(prob) 
                    if prob(q)>0 
                        S1_5(q) = -prob(q)*log2(prob(q));                 
%Calculating Shannon information content in bits 
                    end 
                end 
                entropy_IE_5_ch2(n,1) = sum(S1_5);   
                                 
                clear a b edges mat_para S1_5 q prob 
            end 
        end 
    end 
                 
    clear wf_index_ch1 wf_index_ch2 
    clear Filt FilterNumber i n numberOfhits_ch1 numberOfhits_ch2 
para_nor_ch1 para_nor_ch2 
    eval(['save ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
entropy_IE_5_ch1 entropy_IE_5_ch2 -append']) 
        
    toc 
end 
A.1.6 AE relative entropy calculation 
% 1. Finding Reference Waveform 






    testnumber=strcat('0',num2str(t_number)); 
else 
    testnumber=num2str(t_number); 
end 









    if r<10 
       r_ch=strcat('0',num2str(r)); 
    else 
       r_ch=num2str(r); 





    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
entropy_IE_5_ch1 entropy_IE_5_ch2']) 
    r1=find(entropy_IE_5_ch1~=0,1,'first'); 
    r2=find(entropy_IE_5_ch2~=0,1,'first'); 
    low_entropy_IE_5_ch1(r,1)=entropy_IE_5_ch1(r1,1); 
    low_entropy_IE_5_ch2(r,1)=entropy_IE_5_ch2(r2,1); 
    low_entropy_IE_5_ch1(r,2)=r1; 
    low_entropy_IE_5_ch2(r,2)=r2; 
         
    for j=r1+1:length(entropy_IE_5_ch1) 
        if entropy_IE_5_ch1(j,1)~=0 && entropy_IE_5_ch1(j,1)<low_en-
tropy_IE_5_ch1(r,1) 
            low_entropy_IE_5_ch1(r,1)=entropy_IE_5_ch1(j,1); 
            low_entropy_IE_5_ch1(r,2)=j; 
        end 
    end 
     
    for j=r2+1:length(entropy_IE_5_ch2) 
        if entropy_IE_5_ch2(j,1)~=0 && entropy_IE_5_ch2(j,1)<low_en-
tropy_IE_5_ch2(r,1) 
            low_entropy_IE_5_ch2(r,1)=entropy_IE_5_ch2(j,1); 
            low_entropy_IE_5_ch2(r,2)=j; 
        end 
    end 
    clear entropy_IE_5_ch1 entropy_IE_5_ch2  
end 





% Relative entropy based on ch1, method 5 
% Relative entropy based on ch2, method 5 
  
% 1. Relative entropy calculation, method 5 
% For channel 1 
% Figuring out the parameters of reference waveform  
r=find(low_entropy_IE_5_ch1(:,1)==min_entropy_IE_5_ch1,1,'first'); 
if r<10 
   r_ch=strcat('0',num2str(r)); 
else 





















    if r<10 
        r_ch=strcat('0',num2str(r)); 
    else 
        r_ch=num2str(r); 
    end 
    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
Filt FilterNumber para_nor_ch1']) 
    eval(['entropy_RE_5_ch1_',r_ch,'=zeros(FilterNumber(1,1),1);']) 
    eval(['wf_index_ch1=wf_index_ch1_',r_ch,';']) 
     
    numberOfFiles_ch1=FilterNumber(1,1); %Input Number of files for 
the channel to analyze 
    for i=1:numberOfFiles_ch1 
        if Filt(i,4)~=0 && wf_index_ch1(i,1)~=0 
            n=Filt(i,4); 
            if wf_index_ch2(n,1)~=0                 
                % Calculating relative entropy 
                dist=makedist('Normal','mu',para_nor_ch1(i,1),'sig-
ma',para_nor_ch1(i,2)); 
                c=para_nor_ch1(i,1)-5*para_nor_ch1(i,2); 
                d=para_nor_ch1(i,1)+5*para_nor_ch1(i,2); 
                equ_RE=@(x) 
pdf(dist,x).*log2(pdf(dist,x)./pdf(dist_ref_ch1,x)); 
                entropy_RE=integral(equ_RE,max(a,c),min(b,d)); 
                eval(['entropy_RE_5_ch1_',r_ch,'(i,1) = en-
tropy_RE;']) 
                clear dist c d n equ_RE entropy_RE 
            end 
        end 
    end 
    clear Filt FilterNumber numberOfFiles_ch1 wf_index_ch1 
end 




% For channel 2 
% Figuring out the parameters of reference waveform  
r=find(low_entropy_IE_5_ch2(:,1)==min_entropy_IE_5_ch2,1,'first'); 
if r<10 
   r_ch=strcat('0',num2str(r)); 
else 





















    if r<10 
        r_ch=strcat('0',num2str(r)); 
    else 
        r_ch=num2str(r); 
    end 
    eval(['load ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
Filt FilterNumber para_nor_ch2']) 
    eval(['entropy_RE_5_ch2_',r_ch,'=zeros(FilterNumber(2,1),1);']) 
    eval(['wf_index_ch1=wf_index_ch1_',r_ch,';']) 
    eval(['wf_index_ch2=wf_index_ch2_',r_ch,';']) 
     
    numberOfFiles_ch1=FilterNumber(1,1); %Input Number of files for 
the channel to analyze 
    for i=1:numberOfFiles_ch1 
        if Filt(i,4)~=0 && wf_index_ch1(i,1)~=0 
            n=Filt(i,4); 
            if wf_index_ch2(n,1)~=0                 
                % Calculating relative entropy 
                dist=makedist('Normal','mu',para_nor_ch2(n,1),'sig-
ma',para_nor_ch2(n,2)); 
                c=para_nor_ch2(n,1)-5*para_nor_ch2(n,2); 
                d=para_nor_ch2(n,1)+5*para_nor_ch2(n,2); 
                equ_RE=@(x) 
pdf(dist,x).*log2(pdf(dist,x)./pdf(dist_ref_ch2,x)); 
                entropy_RE=integral(equ_RE,max(a,c),min(b,d)); 
                eval(['entropy_RE_5_ch2_',r_ch,'(n,1) = en-
tropy_RE;']) 
                clear dist c d n equ_RE entropy_RE 
            end 
        end 
    end 
    clear Filt FilterNumber numberOfFiles_ch1 wf_index_ch1 wf_in-
dex_ch2 
end 




% Assigning computed entropy values to each AE data mat files 
  
for r=1:p 
    if r<10 
       r_ch=strcat('0',num2str(r)); 
    else 
       r_ch=num2str(r); 
    end 
    eval(['entropy_RE_5_ch1=entropy_RE_5_ch1_',r_ch,';']) 





    eval(['save ',testseries,'VA',testnumber,'_dataAE',r_ch,'.mat 
entropy_RE_5_ch1 entropy_RE_5_ch2 -append']) 
    eval(['save ',testseries,'VA',testnumber,'_aa_wf_reference.mat 
low_entropy_IE_5_ch1 low_entropy_IE_5_ch2 -append']) 
    clear entropy_RE_5_ch1 entropy_RE_5_ch2 
end 
 
A.2 Database structure 
In this experimental research, multiple sources of data were collected to analyze 
the entropic methods as fatigue damage measurements. Figure 61 presents the database 
structure to identify and track the data files to follow the analysis processes, in which 
the sorts of data and associated file names are described. Table 14 presents the direc-
tory of each file. The file name and directory followed the Reliability and Mechanics 
Lab’s database. 
 






Table 14. Data file names and the associated directories. The symbols related to the material and 
specimen identification, test date and time, and AE file name are also described.  
File Name Directory 
MMddhhmmss.bmp \02_Image Files\Image_Realtime\TTVAnn_MMddYY\ 
TTVAnn.xlsx \01_Data Files\Crack_data\  
Test1.steps.tracking.csv \01_Data Files\Instron_data\TTVAnn_MMddYY\Test1\ 
TTVAnn_Temperature.xlsx \01_Data Files\Thermocouple_data\TTVAnn_MMddYY\ 
Test_kk.txt \01_Data Files\AE_data\TTVAnn_MMddYY\ 
Para_kk.txt \01_Data Files\AE_data\TTVAnn_MMddYY\ 
Test_kk_c_nnnn.txt \01_Data Files\AE_data\TTVAnn_MMddYY\Waveform\ 
Symbols 
YY: year, MM: month, dd: day, hh: hour, mm: minute, ss: second, 
TT: test material (7_1: AA7075-T6, 8: SS304L), nn: test number, 
kk: file number in AE data, c: AE sensor channel number,  
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