Abstract. For each countable ordinal α let S α be the Schreier set of order α and X Sα be the corresponding Schreier space of order α. In this paper we prove several new properties of these spaces.
Introduction
The objective of this paper is to investigate several geometric properties of higher order Schreier spaces, namely extreme points, λ-property, polyhedrality and isometries.
1.1. Combinatorial Banach Spaces. In [18] , W.T. Gowers defines the combinatorial Banach space X F as the completion of the vector space c 00 (finitely supported real scalar sequences) with respect to the norm x X F = sup{ i∈F |x(i)| : F ∈ F }, x ∈ c 00 , defined by a regular (i.e. compact, spreading and hereditary) family of finite subsets F of N containing the singletons. A famous example of a regular family is S 1 = {F ⊂ N : |F | ≤ min F } (here |F | is the cardinality of F ), and the combinatorial Banach space X S 1 is Schreier's space.
In this paper, we focus mainly on the combinatorial Banach spaces defined using the transfinite Schreier sets (S α ) α<ω 1 (defined in [2] ) as well as their p-convexifications.
Extreme points.
Let C be a nonempty closed convex subset of a Banach space X. We say that x 0 ∈ C is an extreme point of C if x 0 does not lie in the interior of any closed line segment contained in C. We denote by E(C) the set of extreme points of C and, for notational simplicity, we denote by E(X) the set of extreme points of the unit ball of X, Ba(X). For example, it is not hard to see that E(c 0 ) = ∅, which in particular implies that c 0 is not isometrically isomorphic to the dual of any Banach space.
In [8] the second author of the current paper together with N. Duncan, M. Holt and J. Quigley proved several results for combinatorial Banach spaces and, in particular, showed that the set of extreme points of the unit ball of X F is at most countable for every regular family F . In section 2, we build on this work.
For p ∈ (1, ∞) we give, in section 2, a characterization of the extreme points of the pconvexification, X p Sα , (Theorem 2.6). Besides their own interest, the results of that section will be used several times in the remaining of this paper, namely in the proofs of Theorem 3.1, Theorem 4.5 and Lemma 5.2.
1.3. λ-property. In [5] , R. Aron and R. Lohman introduced geometric properties for Banach spaces, called the λ-property and uniform λ-property. A space X is said to have the λ-property if for all x ∈ Ba(X), there exists 0 < λ 1 such that x = λe + (1 − λ)y for some e ∈ E(X), y ∈ Ba(X). A space X is said to have the uniform λ-property if there exists λ 0 > 0 such that for every x ∈ Ba(X), λ 0 sup{λ > 0; ∃ e ∈ E(X), y ∈ Ba(X); x = λe + (1 − λ)y}.
These properties have been extensively studied by many authors over the past 25 years (e.g. [6, 9, 12, 19, 21, 24] ). In 1989 [26] , Th. Shura and D. Trautman proved that the Schreier space has the λ−property and the set of extreme points is countably infinite. In Section 3 we prove the following:
Theorem. Let α be a countable and non-zero ordinal.
(1) For p ∈ (1, ∞), the space X p Sα has the uniform λ-property.
(2) The space X Sα has the λ-property.
We also give a characterization for the extreme points of X * Sα for countable α (Proposition 4.3).
1.4. Polyhedrality. A Banach space X is called polyhedral in [20] if the unit ball of every finite dimensional subspace of X is a polytope (i.e. has finitely many extreme points). Some important examples of polyhedral spaces are c 0 and C(K) spaces for K a countable, compact, Hausdorff space. V. Fonf [15] showed that a polyhedral space must be c 0 -saturated (that is, every infinite dimensional subspace has a further subspace isomorphic to c 0 ). In addition, for each countable α < ω 1 the space X Sα embeds isometrically in a C(K) for an appropriately chosen countable compact Hausdorff space K (see, for example, [10, 25] ). Therefore each X Sα is a polyhedral Banach space.
In a recent paper [13] , C. De Bernardi presents a space X that is a renorming of c 0 and that is both polyhedral and has the property that Ba(X) is the closed convex hull of its extreme points. The existence of a space with these properties solved a problem of J. Lindenstrauss from 1966 [22] .
De Bernardi also observes that his space has the following property called (V )-polyhedral which is stronger than being polyhedral. A Banach space X is called a (V )-polyhedral space (Fonf and Veselý in [16] 
for all x ∈ S(X) (the unit sphere of X) where D(x) = {g ∈ S(X * ) : g(x) = 1}. This was the fifth definition concerning polyhedrality in their paper, hence the notation (V )-polyhedral.
We will prove in Theorem 4.5 that for each countable α, X Sα is a (V )-polyhedral space. Moreover, Ba(X Sα ) is the closed convex hull of its extreme points, i.e., X Sα are new solutions for Lindenstrauss' problem.
1.5. Isometry group of X Sn . Given a Banach space X, we denote by Isom(X) the group formed by all surjective linear isometries of X. The characterization of the isometries play a central role in the field of geometry of Banach spaces and can be found already in the famous Banach's treatise of 1932 [7] , in which he gives the general form of isometries of classical spaces, such as c, c 0 , C(K), ℓ p and L p , 1 ≤ p < ∞. Characterizations for other spaces can be found in [14] .
In the final section of the paper, Section 5, we characterize Isom(X Sn ) for each n ∈ N.
As an application of this characterization, we classify the groups Isom(X Sn ), n ∈ N in terms of being light. In [23] , Megrelishvili defines the concept of light group of isomorphisms of a Banach space X as follows: a group G GL(X) light if the Weak Operator Topology (WOT) and the Strong Operator Topology (SOT) coincide on G. He proves that every bounded group of isomorphisms of a Banach space with the Point of Continuity Property (PCP) (e.g., spaces with the Radon-Nikodym Property, including reflexive spaces, and separable dual spaces) is light. In [3] , the authors classify in terms of being light the isometry groups of several classical Banach spaces without PCP, such as c 0 , c, ℓ 1 , ℓ ∞ , L 1 [0, 1] and C(K), where K is a infinite compact connected space. They also prove that if X admits a locally uniformly convex renorming invariant under the action of a group G GL(X), then G is light.
We prove in Proposition 5.6 that Isom(X Sn ) is light, for every n ∈ N. This provides new examples of light groups of a Banach space without PCP.
Extreme points of higher order Schreier spaces
Let A n denote the set of finite subsets of N with cardinality less than n. The higher order Schreier families are defined in [2] as follows. Letting S 0 = A 1 and supposing that S α has been defined for some ordinal α < ω 1 , we define
If α is a limit ordinal then we fix α n ր α and define S α = {∅} ∪ {F : ∃n min F, F ∈ S αn }. We may assume (see for example [11] ), that for each n ∈ N we have S αn ⊂ S α n+1 . For each α < ω 1 the set S α is a regular family. A set F ∈ S α is non-maximal if and only if for every l > max F , F ∪ {l} ∈ S α . We denote by S and F ⊂ N with min
Proof. By Lemma 2.1, we can write
, and d = min G 1 . Since |F | = |G| and F is a spread of G there is a corresponding decomposition
is a collection of d + 1-many S n−1 sets and the overall minimum is greater than or equal to d + 1. Therefore {j} ∪ F ∈ S n , as desired.
both denote the standard unit vector basis of c 00 . The sequence (e i ) ∞ i=1 is a 1-unconditional Schauder basis for each of the following spaces. For each regular family F and p ∈ (1, ∞), we denote the p-convexification of X F by X p F (and for notation convenience X F = X 1 F ). The space X p F is the completion of c 00 with respect to the following norm:
Note that x has only maximal 1-sets if and only if
In the next proposition, we prove that the set F 1 x is finite, for x ∈ S(X p Sα ) and 0 < α < ω 1 , and every extreme point of X p Sα has finite support, for 0 < α < ω 1 and 1 p < ∞. This proposition will be used several times in this paper.
(1) The set F 1 x is finite. (2) There is an ε x > 0 (which we call the ε-gap for x) so that each
Proof. The case of p = 1 in the above proposition is proved in [8] . For a vector
This proves the first two claims.
Suppose that x ∈ S(X p F ) \ c 00 . Let k with x(k) = 0 be larger than the maximum of every F ∈ F 1 x . Note it is not possible for F ∪ {k} ∈ F for any F ∈ F 1 x . That is, F 1 x consists of only maximal sets. Therefore if we consider F ∈ F that contains k then F ∈ F 1 x and so (
We can therefore perturb x(k) by a value less than ε x /p to produce y, z ∈ S(X p F ) with x = 1/2(y + z). This is the desired result.
In Theorem 2.6 we will give a characterization for the extreme points of E(X p Sα ), 0 < α < ω 1 , 1 < p < ∞. This is the main result of this section. In the proof of the theorem, we will need to use a few decompositions of the points x ∈ S(X p Sα ), given by Lemma 2.5. The proof of Lemma 2.5 uses the next result that follows from the significantly stronger statement in [4, Proposition 12.9] . Proposition 2.4. Fix ordinals η < α < ω 1 and p ∈ [1, ∞). For each ε > 0 and n ∈ N there exist F ∈ S M AX α with n min F and a sequence non-negative of scalars (a i ) i∈F with i∈F a 
Proof. We first prove item (1) . Let x ∈ S(X p F ). Using Proposition 2.3 we can find ε x > 0 (the ε-gap for x). Fix N ∈ N so that i>N x(i)e i p < ε x /2 and N > max{max F :
x . Then max G < N, and so
If F ∈ F \ A x we have the following:
Hence,
, and since x = 1 2 (x 1 +x 2 ) and x = 1, we must have
This finishes the proof of item (1).
Let us prove item (2) . We may assume that x ∈ c 00 has only maximal 1-sets and let N = max supp x. Recall that F = S α for some ordinal 0 < α < ω 1 . We must distinguish between the cases that α is a successor and limit ordinal. In both cases we apply Proposition 2.4. In the limit case we apply this Proposition for η = α N and in the successor case, for η with η + 1 = α. Using Proposition 2.4 we can find A ∈ S M AX α with min A > N and convex scalars (a i ) i∈A so that for all
.
Let x 1 = x + i∈F 0 b i e i and x 2 = x − i∈F 0 b i e i . Since x 1 and x 2 both have F 0 as a nonmaximal 1-sets we are done once we can show that x 1 = x 2 = 1. In the first case we assume F ∈ A x . Since x has only maximal 1-sets we know that x(i) = 0 for all i ∈ F therefore F ⊂ supp x and
Now suppose that F ∈ F \ A x . In the case that α is a limit ordinal we have the following argument: If min F > max supp x the i∈F |x 1 (i)| p i∈F b p i
1. Therefore we assume min F max supp x = N. By definition of S α for α a limit ordinal we have
This concludes the limit ordinal case. Now we consider the case that α = η +1. Again we may assume that min F max supp x. We know that, by definition,
This shows that x 1 1. The same proof yields x 2 1, as desired. Again, since x = 1 2 (x 1 + x 2 ) and x = 1, we must have
Finally, we prove item (3) of the lemma. Let x ∈ c 00 and consider the following procedure: Let i 1 ∈ [1, max supp x] be minimum so that for all F ∈ F , with i 1 ∈ F , i∈F |x(i)| < 1. If no such i 1 exists we are done (let x = x 1 = x 2 ). Since there are only finitely many F ∈ F containing i 1 with max F max supp x we can find F 1 ∈ F with
We shall prove that x 1,1 1. As such we must show for each F ∈ F , i∈F |x 1,1 (i)| 1. The case that F ∈ F and does not contain i 1 it follows from the fact that x 1 and so we assume i 1 ∈ F . In this case, we use the definition of F 1 to observe that
1 and by the same reasons as the previous items, we conclude that x 1,1 = x 2,1 = 1 and also, trivially, that x = 1 2 (x 1,1 + x 2,1 ). In order to produce a vector satisfying the claim we inductively apply the above procedure as follows: Find the minimum i 2 > i 1 in [1, max supp x] and so that for all F ∈ F , with i 2 ∈ F , i∈F |x(i)| < 1. If no such i 2 exists we are done. Since there are only finitely many F ∈ F containing i 2 with max F max supp x we can find F 2 ∈ F with
Arguing as before we have x 1,2 1, x 2,2 1 and x = 1 2 (x 1,2 + x 2,2 ). This procedure can be iterated finitely many times to exhaust supp x in order to produce for some n ∈ N x 1,n and x 2,n with x 1,n 1, x 2,n 1 and x = 1 2 (x 1,n + x 2,n ) so that x 1,n has the property that for each i max suppx 1,n there is an F ∈ A x 1,n with i ∈ F . This yields the desired decomposition.
The next theorem is our main result in this section. It provides a characterization of extreme points in Ba(X p F ) and p ∈ (1, ∞). Such a characterization will be used to prove, in the next section, that the space X p Sα has the uniform λ-property, for 1 < p < ∞ and 0 < α < ω 1 .
and only if x ∈ c 00 , A x has a non-maximal set and for all i max supp x there is an F ∈ A x with i ∈ F . Moreover if p = 1 then the forward implication holds.
Proof. We first prove the reverse implication. Suppose x ∈ c 00 and satisfies the assumptions. Let x = 1/2(z + y) and F ∈ A x . Then i∈F |x(i)| p = 1. Since every element of the sphere of ℓ
|F | p
is an extreme point, we know in order for i∈F |y(i)| p = i∈F |z(i)| p = 1 we must have x(i) = y(i) = z(i) for all i ∈ F . Our assumption is that all i max supp x are contained in a set F ∈ A x . Therefore x(i) = y(i) = z(i) for all such i max supp x. Now let i > max supp x. Find a non-maximal F ∈ A x with max F max supp x. Then F ∪ {i} ∈ A x and consequently x(i) = y(i) = z(i) or else we we could sum over F ∪ {i} to show that either y or z had norm greater than 1. Therefore z = y = x which implies that x ∈ E(X p F ). We now prove the forward implication as well as the 'moreover' statement. Let x ∈ S(X p F ) for p ∈ [1, ∞). First, Proposition 2.3 states that E(X p F ) is a subset of c 00 . We can assume that either every set in A x is maximal or there is an i max supp x not contained in any F ∈ A x . In the former case we have A x = F 1 x and since F 1 x is finite there is a k > max{max F : F ∈ F 1 x }. We can perturb x(k) by any value δ > 0 with δ < ε x /p and create new vectors y = x − δx(k)e k and z = x + δx(k)e k that are in S(X p F ) and satisfy x = 1/2(y + z). In the later case, we can find the coordinate k max supp x and similarly show that x is not an extreme point.
λ-property for Schreier spaces
Recall from the introduction that a space X is said to have the λ-property if for all x ∈ Ba(X), there exists 0 < λ 1 such that x = λe + (1 − λ)y for some e ∈ E(X), y ∈ Ba(X).
When a vector x can be written in terms of λ, e, y, we denote (e, y, λ) ∼ x. For a vector x, we may find different sets (e, y, λ) such that (e, y, λ) ∼ x. This leads Aron and Lohman [5] to define the following function: Given x ∈ Ba(X), λ(x) = sup{λ : (e, y, λ) ∼ x}.
If there exists λ 0 > 0 such that for all x ∈ Ba(X), λ(x) λ 0 , we say that X has the uniform λ-property. Note that for a non-zero x ∈ Ba(X) we have
Consequently, in order to verify that X has the λ-property it suffices to show that for each x ∈ S(X) there are (e, y, λ) ∈ E(X) × Ba(X) × (0, 1] with x ∼ (e, y, λ).
The following is our main theorem of this section. Note that we do not know whether X F has the λ-property for every regular family F and that we have not determined if the space X S 1 has the uniform λ-property. These remain interesting open questions. Proof. First, we prove item (1) . Let x ∈ S(X p Sα ) for p ∈ (1, ∞). Using Lemma 2.5 (1), we can find x 1 ∈ c 00 and x 1 , x 2 ∈ S(X p Sα ) and so that x = 1/2(x 1 + x 2 ). Now apply Lemma 2.5 (2) to find x 1,1 and x 1,2 in c 00 ∩ S(X p Sα ) each with a non-maximal 1-set so that x 1 = 1/2(x 1,1 + x 1,2 ). Finally, we apply Lemma 2.5 (3) to find x 1,1,1 and x 1,1,2 in c 00 ∩ S(X p Sα ) with x 1,1 = 1/2(x 1,1,1 + x 1,1,2 ) so that x 1,1,1 has both a non-maximal 1-set and for each i max supp x 1,1,1 there is an F ∈ A x 1,1,1 with i ∈ F . Theorem 2.6 implies that x 1,1,1 ∈ E(X p Sα ). Therefore X has the uniform λ-property as
We now prove item (2) . The beginning of the proof of (2) is the same, however, we are not able to conclude that x 1,1,1 ∈ E(X Sα ). We do know, however, that x 1,1,1 is finitely supported with a non-maximal 1-set. Therefore there is an n ∈ N so that x 1,1,1 ∈ span{e 1 , · · · , e n }. By Carathéodory's Theorem, every point of the unitary ball of an n-dimensional normed space is the convex combination of at most n + 1 many extreme points of the ball. Hence, there are a d n + 1 and extreme points (y i ) d i=1 of Ba(span{e 1 , · · · , e n }) so that
0. Note that A x 1,1,1 ⊆ A y i for each i ∈ {1, . . . , d}. Indeed, for every F ∈ A x 1,1,1 we have
It follows that each y i is an extreme point of X Sα as well. Indeed, if y i = 1/2(z + w) for z, w ∈ Ba(X Sα ), then y i (k) = z(k) = w(k) for all k n since y i is in extreme point of Ba(span{e 1 , · · · , e n }) and if z(k) = y i (k) + ε for some k > n, with ε > 0 the coordinate k could be added to a non-maximal 1-set of x 1,1,1 (and hence, of y i ) in order to witness the fact that z > 1. This implies that y i is in E(X Sα ) and so X Sα has the λ-property.
Polyhedrality
A Banach space X is called polyhedral in if the unit ball of every finite dimensional subspace of X is a polytope (i.e. has finitely many extreme points) and it is called a (V )-polyhedral space (which is a stronger property [16] ) if
for all x ∈ S(X) where D(x) = {g ∈ S(X * ) : g(x) = 1}. We will prove in Theorem 4.5 that for each countable non-zero α, X Sα is a (V )-polyhedral space. Moreover, Ba(X Sα ) is the closed convex hull of its extreme points, i.e., X Sα are solutions to Lindenstrauss' problem [22] , different from the example found by De Bernardi [13] .
In [6] the authors prove that a space X has the λ-property if and only if for each x ∈ Ba(X) there is a sequence of non-negative scalars (λ i ) ∞ i=1 and a sequence of extreme points (e i )
This property is called the convex series representation property (CSRP). Therefore we know that for each countable non-zero α the space X Sα has the convex series representation property (CSRP) (it also easy to modify the proof of Theorem 3.1 that the space has the λ-property to verify the CSRP). It follows that for non-zero countable α, Ba(X Sα ) is the closed convex hull of its extreme points.
In his blog [18] , Gowers states (but does not prove) that for regular family of finite sets F containing the singletons, the set of extreme points Ba(X * F ) are elements of the form i∈F ±e * i where F ∈ F M AX . We use this characterization to prove that X Sα is (V)-polyhedral for each countable α. The first step in establishing Gowers' claim, however, is to prove the following structure theorem for Ba(X * F ) which we believe is of independent interest. Proposition 4.1. Let F be a regular family of finite subsets of N containing the singletons. Then
Here W F = { i∈F ±e * i : F ∈ F } is the norming set of X F .
Before we prove Proposition 4.1, we need the following easy lemma whose proof we include for completeness sake.
Lemma 4.2. Let X and Z be Banach spaces i : X → Z to be an isometry, and j :
Proof. Fix the spaces X, Y , the operators i, j, and the functionals x * and z * as in the statement of the lemma. We wish to show that i * z
This is the desired result.
Proof of Proposition 4.1. Let F be a compact, spreading, and hereditary family of finite subsets of N containing the singletons and let X F be the corresponding combinatorial space. Consider the following compact subset of {−1, 0, 1} N .
(2)
Define the isometric embedding i :
* can be identified with the Radon measures on K, M(K F ). Since K F is countable, each µ ∈ M(K F ) is in the closed span of the Dirac functionals δ σ (defined by δ σ (f ) = f (σ)). That is, 
which implies that each µ ∈ Ba(X F ) can be written as a (possibly infinite) convex combination of extreme points (that is, M(K F ) has the CSRP). Let f ∈ Ba(X * F ) and consider a Hahn-Banach extension µ of (j * ) −1 (f ). By Lemma 4.2 we have i * (µ) = f . Since µ ∈ Ba(M(K)) we have
Let λ σ = |µ({σ})| and ε σ = sign(µ({σ})) and observe that
As K F is countable, this proves the desired equality.
Proposition 4.3. Let α be a countable ordinal. Then
Sα has the λ-property.
Proof. Let α be a countable ordinal and f ∈ E(X * Sα ). Suppose that f ∈ { i∈F ε i e * i : F ∈ S M AX α and ε i ∈ {−1, 1}}. We will consider two cases. First we assume that f ∈ W Sα , then f = i∈F ε i e * i , with F ∈ S α \ S M AX α and ε i ∈ {±1} for every i ∈ F . Let i 0 ∈ N \ F such that F ∪ {i 0 } ∈ S α . Then,
Hence, in this case we also
and ε i ∈ {−1, 1}}. On the other hand, let f = i∈F ε i e * i with F ∈ S M AX α and ε i ∈ {−1, 1}. Suppose that
We claim that g(e i ) = h(e i ) = f (e i ), for every i ∈ F.
In fact, if we had, for example, ε i = 1 and g(e i ) > h(e i ) for some i ∈ F , then g(e i ) = 1 + η, η > 0, and hence g ∈ S(X * Sα ). Suppose now that g(e i 0 ) = 0 for some i 0 ∈ F . Let x = i∈F a i e i such that f (x) = i∈F |a i | = 1 and |a i | = 0 for every i ∈ F . Let η = min{|a i | : i ∈ F } and let y = x + η 2 e i 0 .
Notice that f (y) = f (x) = 1 and y 1. In fact, we will show that y = 1. To prove this, let G ∈ S α .
In the first case, if i 0 ∈ G, then i∈G |y(i)| i∈G∩F |a i | + |y(i 0 )|. However, G ∩ F F , because otherwise we would have F ∪ {i 0 } ∈ S α . Thus,
In the second case if i 0 ∈ G, then i∈G |y(i)| i∈F |a i | = 1. Hence, y 1 which implies that y = 1. However,
which contradicts the fact that g = 1. Therefore, f ∈ E(X * Sα ).
For the proof of item (2) we will show that X Sα has the CSRP (which, as we noted, is equivalent to having the λ-property). First note the following: Suppose that f ∈ W Sα and f = i∈F ε i e * i for some F ∈ S α \S M AX α and unimodular scalars ε i . That is f ∈ W Sα \E(X * Sα ). Then we can find non-empty set G so that F ∩ G = ∅ and F ∪ G ∈ S M AX α . Let
Then f 1 , f 2 ∈ E(X * Sα ) and f = 1 2
(f 1 + f 2 ). Therefore since each f ∈ Ba(X Sα ) can be written as an infinite convex combination f =
with g i,j ∈ E(X Sα ) for i ∈ N and j = 1, 2. This is the desired result. Finally we can show that X Sα is (V)-polyhedral space. Proof. Let x ∈ S(X Sα ) and f ∈ E(X * Sα ) such that f (x) < 1. By Proposition 4.3, there exists F ∈ S M AX α such that f = i∈F ε i e * i , with ε i ∈ {±1} for each i ∈ F . Let G = {i ∈ F : ε i = sign(x(i))} and H = {i ∈ F : ε i = −sign(x(i))}.
Notice that G is not a 1-set for x. In fact, if H = ∅, then f (x) = i∈G |x(i)| < 1. On the other hand, if
By Proposition 2.3, there exists ε x > 0 such that i∈G |x(i)| 1 − ε x . Hence,
This is the desired result, since ε x depends only on x.
The Isometry Group of X Sn
In this section, we will use our previous results concerning extreme points of Schreier space to exhibit the general form of the elements of Isom(X Sn ), with n ∈ N. We state the main result.
Theorem 5.1. Let n ∈ N and U ∈ Isom(X Sn ). Then Ue i = ±e i for each i ∈ N All the work in the section is related to the proof of the Theorem 5.1. Let us fix n ∈ N, U ∈ Isom(X Sn ) and the following notation throughout this section: Let U(e i ) = x i and U(y i ) = e i .
We first require the following technical lemma.
Lemma 5.2. The following hold:
(ii) Let j ∈ N with j 2. Then, x j ∈ c 00 , x j (1) = 0, and x j has a non-maximal 1-set.
(iii) Let m ∈ N and j > max{max supp x i : 1 i m}. Then min supp y j > m.
Proof. Let X 1 be the subspace of X Sn of all vectors having 0 in the first coordinate. It suffices to show that U(X 1 ) = X 1 . Note the following characterization of X 1 : A subspace X of X Sn is equal to X 1 if and only if X is closed with codimension 1 and there is a norm-one vector e ∈ X Sn so that for each x ∈ Ba(X), e + x = 1. Let us first see that this characterization holds. The forward direction is trivial using e = e 1 . For the reverse implication, we assume first that the given vector e has the property there is a j ∈ supp e with j 2. Since X has codimension 1 there is a k > j so that e k ∈ X. Then since {j, k} ∈ S n 1 = e + e k |e(j)| + 1 which is a contradiction. Therefore supp e = {1} and thus e = ±e 1 . Consequently, X = X 1 To show that U(X 1 ) = X 1 , it therefore suffices to find the appropriate vector 'e'. Let x ∈ Ba(X 1 ) and note that 1 = e 1 + x = Ue 1 + Ux Therefore Ue 1 is the required vector 'e' and, consequently U(X 1 ) = X 1 , We now prove item (ii). Let j 2. It is easy to see that e 1 + e j ∈ E(X Sn ). Therefore U(e 1 +e j ) = ε 1 e 1 +x j ∈ E(X Sn ) for some ε 1 ∈ {−1, 1}. Using Proposition 2.3 (3), ε 1 e 1 +x j ∈ c 00 and thus x j ∈ c 00 .
Since U is an isometry ε 1 e 1 ± x j = 1. Then 1 |ε 1 + x j (1)| and 1 |ε 1 − x j (1)|. This can only be in the case if x j (1) = 0.
In addition, using Proposition 2.6, ε 1 e 1 + x j has a non maximal 1-set F and clearly 1 ∈ F . Therefore F ⊂ supp x j and so is a non-maximal 1-set for x j . This concludes the proof of item (ii).
Proof of item (iii): We will proceed by induction on m. For the base case, using (i) we fix j > 1. Since U is an isometry, 1 = ε 1 e 1 ± e j = e 1 ± y j . This implies that 1 |ε 1 + y j (1)| and 1 |ε 1 − y j (1)|. These cannot simultaneously be true unless y j (1) = 0, as desired for the base case.
Let m ∈ N and m 2 and assume that the conclusion holds for all m ′ < m. Fix j m > max{max supp x i : 1 i m}. By the induction hypothesis we know that min supp y jm > m − 1. Therefore it suffices to prove that y jm (m) = 0. First note that by item (iii), x m has a non-maximal 1-set F . Therefore F ∪ {j m } ∈ S n and so 2 = x m ± e jm . Therefore e m ±y jm = 2. Let F + ∈ S n with i∈F + |(e m +y jm )(i)| = 2 and F − ∈ S n with i∈F − |(e m − y jm )(i)| = 2. Since the norm of both of these vectors is 1 we know that m ∈ F + ∩ F − . Therefore
If y jm (m) = 0 then either |1 + y jm (m)| or |1 − y jm (m)| is strictly less than 1. Therefore either i∈F + |y jm (i)| or i∈F − |y jm (i)| is strictly greater than 1, which contradicts the fact that y jm = 1. Therefore min supp y jm > m, as desired.
For x, y ∈ c 00 we write x < y if max supp x < min supp y and k < x if k min supp x. If F ⊂ N we will say that (z i ) i∈F is a block sequence if for i < j in F z i < z j . Proof of Theorem 5.1. Fix k ∈ N. We will prove that x k = ±e k . The proof proceeds by induction. The case k = 1 follows from Lemma 5.2(i). Now fix a k 2 and assume the claim holds for all i < k. By repeated applications of Corollary 5.3 we can find a set F 1 ⊂ N so that k < F 1 , |F 1 | = k, and a block sequence (y i ) i∈F 1 with k < i∈F 1 y i =: z 1 . For notational reasons let k 0 = k.
Let k 1 = max supp z 1 . Find F 2 ⊂ N so that |F 2 | = k 1 , and a block sequence (y i ) i∈F 2 with k 1 < i∈F 2 y i =: z 2 .
Continuing in this way we can construct and increasing sequence (k i ) ∞ i=0 so that for each i 
Our tool is Remark 2.2. Let
Note that by definition
We will show that if max supp x k k + 1 then we have the contradiction:
First we will prove item (1). Let j ∈ supp x k with j k + 1. Using Remark 5.4,
We may therefore conclude that
This prove the first item. We will now prove the second item. Fix a G ∈ S M AX n (we may assume without loss of generality that G is maximal). Then G = ∪ Therefore we can conclude, as desired, that max supp x k k. By induction we know that Ue j = ε j e j for each j < k. If k = 2 we have from Lemma 5.2(i) that x k (1) = 0 and thus x k = ±e k . Suppose k 3 and let j < k. If j = 1, x k (j) = 0 by Lemma 5.2(ii). Suppose then that 1 < j < k. Then 2 = e j ± e k = ε j e j ± x k Since Ue j = ε j e j . Arguing as in the proof of Lemma 5.2(iii), we know that if i∈F + |(ε j e j + x k )(i)| = 2 for F + ∈ S n then j ∈ F + and if i∈F − |(ε j e j − x k )(i)| = 2 for F − ∈ S n then j ∈ F − . Therefore
Consequently, if x k (j) = 0 we can see that either {i∈F + ,i =j} |x k (i)| or {i∈F + ,i =j} |x k (i)| is strictly greater than 1. This contradicts the fact that x k 1. Whence supp x k = {k}. Since x k is a norm one vector x k = ±e k which is the desired result.
Using the characterization of the Isom(X Sn ) given by Theorem 5.1 we will provide a new example of a light group of isometries of a Banach space without the PCP. Hence, x cannot be approximated by elements of c 00 with respect to the norm of X Sn , which is a contradiction.
