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Abstract
The emergence of very capable mobile terminals, e.g. smartphones or tablets, has dra-
matically increased the demand of wireless data traffic in recent years. Current growth
forecasts elucidate that wireless communication standards will not be able to afford fu-
ture traffic demands, thus many research efforts have been oriented towards increasing
the efficiency of wireless networks.
Wireless communications introduce many issues not present in wired systems, e.g. mul-
tipath effects or interference. Some of these issues may be tackled by the use of multiple
antennas, i.e. MIMO technologies. This solution allows increasing not only the reliability
and robustness of the communications, i.e. the diversity gain, but also its efficiency, i.e.
the multiplexing gain or degrees of freedom (DoF). The DoF describe the slope of chan-
nel capacity at very high signal-to-noise-ratio (SNR) regime. For a point-to-point (P2P)
communication, assuming that the wireless channel response is Rayleigh distributed (typ-
ical in urban environments with no dominant line of sight propagation), it is known that
the DoF are equal to the minimum between the number of antennas at the transmitter
and the receiver. Consequently, the throughput of a MIMO system may be scaled in a
promising way, considerably boosting the efficiency of the system.
However, the DoF behavior for multi-user networks is still an open problem in general.
This thesis focuses on the problem of characterizing the DoF of such networks, where a
new problem comes into play: the interference. The most trivial way of tackling it is
by means of orthogonalization of the transmission, i.e. the signals intended to each user
are transmitted along different time slots. Although completely avoiding the problem of
interference, with this solution resources are exploited by each user only a fraction of time
inversely proportional to the number of users, i.e. each resource block is used only by one
user.
As an alternative, the spatial dimensions provided by MIMO technologies may be ex-
ploited for orthogonalization, thus obtaining promising gains with reuse of time resources.
Nevertheless, this approach implies sacrificing spatial dimensions in pursuit of managing
the interference, i.e. instead of delivering more data symbols. Consequently, it is only
advisable in case of an excess of antennas at the terminals. Since having a massive num-
ber of antennas may not be practical, especially at the user terminal, the interference
alignment (IA) principle stands as a candidate for such dimensionally-limited systems.
Introduced for the interference channel, with K transmitter-receiver pairs, a large num-
ber of applications of this concept have flooded the literature in the last years. In a
nutshell, the IA approach allows having interference at the receiver under the constraint
that interference terms are observed overlapped, which is achieved by smartly designing
the transmitted signals. This way the number of dimensions occupied by interference
can be reduced, thus increasing the number of symbols per user that can be delivered.
Following this idea, one of the first works on IA showed the surprising result that in an
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interference channel with an arbitrary number of transmitter-receivers pairs, “each user
gets half of the cake”, where the cake refers to the number of degrees of freedom of the
P2P channel.
At the beginning, the IA concept was exploited for scenarios where full channel state
information is assumed to be available at the transmitter side (full CSIT), i.e. the infor-
mation is acquired instantaneously, and with perfect quality. The first part of this thesis
studies this case and completes the DoF characterization of the 3-user MIMO interference
channel for some antenna configurations when channel coefficients are constant. For this
case, the current approach in the literature, developed for time-varying channels, cannot
reach the optimal DoF. In this regard, the first part of the dissertation describes a linear
precoding strategy able to attain them regardless the channel dynamics.
In practice, CSIT should be obtained from channel feedback after a pilot-based training
period, thus incurring delays and errors. Although the latter issue has been extensively
studied, the requirement of having instantaneous CSIT is one of the critical aspects of IA.
This is of special interest for implementation on networks with high channel dynamics,
appearing on scenarios with high mobility, where the delay associated to channel feedback
may be larger than the channel coherence time. In this regard, IA concepts were extended
to networks with only past information of the channels, in a new framework known
as delayed CSIT. This alternative form of IA is denoted as retrospective interference
alignment, since the transmission is carried out in multiple phases, and signals may be
aligned along space and the different phases. The second part of the thesis deepens into
the DoF of two network topologies: the interference channel and interference broadcast
channel, for which we propose linear precoding strategies where design employs only
delayed CSIT. Moreover, for the interference channel we derive DoF-delay trade-offs,
which are relevant as most strategies based on delayed CSIT entail long communication
delays.
Finally, the last part of this thesis is focused on implementation issues. First, we define a
common formulation relating the feedback procedure and settings to the feedback quality.
Then, we study the performance of one scheme proposed in the second part (TDMA-
groups scheme, or TG) for the downlink of a wireless scenario in terms of mean and
outage rate, and with finite feedback parameters. After that, the effect of finite feedback
quality is studied, by deriving its achievable DoF for the case of imperfect delayed CSIT.
The last contribution of the third part studies the net DoF, whereby the DoF are studied
as a function of the coherence time (or user mobility), and taking into account all issues
related to channel acquisition at both the transmitter and receiver side: consumption of
resources for feedback transmission, consumption of resources for channel training, and
feedback delays. Consequently, they represent the most accurate metric for analyzing the
performance of transmission protocols. In this regard, we build two protocols upon the
TG scheme, and evaluate its net DoF performance as a function of user mobility.
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rank (X) The dimension of the set X = rspan (X), also denoted as dim (X ).
X
.
= Y Equality of row spans, i.e. short for rspan (X) = rspan (Y). Notice
that for vectors, x .= y is equivalent to x ∝ y.
X ⊂ Y The set X is a subset of Y. When they are linear subspaces, it
denotes that the elements in X can be generated as LCs of the
elements in Y.
X⊥ Complementary set.
X + Y The sum subspace, containing all the elements that can be generated
using the elements of X and Y. Notice that the operator stack(·)
produces a matrix whose rows span the sum of row subspaces.
Notation xii
X ∩ Y The intersection subspace, given by the elements that belong to
both X and Y. A basis for the intersection subspace can be bound
by exploiting the fact that operations over Linear Subspaces form
a Boolean Algebra. Hence, we have:⋂
i=1...N
Xi =
( ∑
i=1...N
X⊥i
)⊥
.
X\Y The set/subspace containing the elements that belong to X but not
to Y.
Other notation
R Field of real numbers.
C Field of complex numbers.
Z+ Field of positive integer numbers.
E Expectation operator.
1 Indicator function.
d·e Ceiling operator, i.e. the smallest following integer.
b·c Floor operator, i.e. the largest previous integer.
〈·〉 Modulo-K operator, where K is the number of users. Moreover,
all indices are assumed to be in the set {1, 2, · · · ,K}, applying the
modulo-K operation only if necessary.
(a)+ max (a, 0).
a ∧ b min (a, b).
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Introduction
1.1 Motivation
Research on wireless communications has been significantly active during the last three
decades. Many issues appear in wireless links which are not present in wired communi-
cations, e.g. interference or fast fading. The problem of interference in the first mobile
networks, oriented to support voice services, was primarily addressed by means of three
methods, depending if transmitters or receivers act against it. First, receivers can ignore
the interference and treat it as noise. Second, transmitters can adjust its transmission
power in pursuit of limiting/controlling the generated interference, what is usually known
as power control procedures [KML04]. And third, the interference can be addressed by
orthogonalizing the access, either in time or frequency domain, and trivially turning the
multi-user networks into independent point-to-point (P2P) channels. Notice that both
two first strategies are not advisable for very dense scenarios or in case high transmission
power is available at the transmitters. One the one hand, if the interference is ignored,
the level of generated interference turns to collapse the rate performance achieved over
the network. On the other hand, in such scenario where interference is the main bottle-
neck, only a small portion of the available transmission power will be employed, thus a
large amount of resources will be wasted. Therefore, the best solution appears to be the
orthogonalization approach.
Regarding the fast fading effects due to multi-path propagation, one of the main tools
that has been envisioned to combat it is the smart use of multiple antennas [G+07]. In-
terestingly, for the P2P channel, it is known that compared to the single-antenna case
(SISO), multiple-input multiple-output (MIMO) technologies allow increasing the relia-
bility of the communications, i.e. the outage error probability, whose decaying rate is
usually referred to as the diversity gain. Moreover, MIMO technologies have been also
identified as one of the main drivers for increasing the efficiency of the communication,
i.e. the transmitted rate. One of the seminal works in this matter is [Tel99], where
Telatar proved that for a MIMO P2P channel the capacity scales linearly with the mini-
mum between the number of antennas at the transmitter and the receiver. This scaling
factor is usually known as the multiplexing gain. Beyond describing the communication
capability with only the diversity or the multiplexing gains, Tse [TV05] showed that the
intuitive trade-off between reliability and efficiency, or error probability and data rate,
can be translated into a diversity-multiplexing region of operation.
So far the reader could think that the combination of MIMO with orthogonalization is
the best and a sufficient candidate to combat (and exploit) interference and fading in
wireless interference-limited networks. However, its performance is still not enough for
nowadays customers’ needs, demanding to be connected with a minimum quality of service
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anywhere and at anytime. Furthermore, a dramatic growth has been experienced in the
last years on traffic demands, especially for data traffic, due to the apparition of ever
more capable mobile terminals, e.g. smartphones or tablets. For example, the average
monthly traffic per smarthphone in United States was 76 MB in 2009, whereas it grew
to 1.8 GB in 2014 [SR15]. One simple solution is to increase the channel bandwidth to
provide higher throughput. However, bandwidth is a scarce resource, and it cannot be
ensured to what extent, if this traffic growth persists, current networks will be able to
satisfy user demands.
In this context, the orthogonalization in time/frequency has been identified as possibly
one of the bottlenecks for improving system performance, since each user has access to the
channel only a fraction of time/frequency inversely proportional to the total number of
users. Indeed, orthogonalization means that each resource is assigned and thus exploited
by only a single user. Then, it is being investigated the best way of reusing time/frequency
resources, allowing that the signals captured at the receivers contain interference, and
how the transmitters and receivers can act to manage such interference, with the aim
of boosting the efficiency achieved over the network. As will be explained later, one
of the solutions envisioned is spatial orthogonalization, whereby the spatial dimensions
provided by the use of multiple antennas are exploited for allowing multiple simultaneous
transmissions.
Information theory literature has organized the characterization of this problem by defin-
ing a number of multi-user channels [GK12, Part II], and depending on the role and the
number of terminals involved in the communication, assuming that the rest of potential
actors use an orthogonal channel. In this respect, the scenarios considered in this thesis
may be subsumed by the interference broadcast channel (IBC), shown in Fig. 1.1. The
Ku-user Kc-cell IBC defines a cellular communication system, where each cell contains
one transmitter and Ku users, and each transmitter aims to deliver independent mes-
sages to the Ku users located in its cell. Then, the system consists of Kc transmitters and
K = Ku ·Kc users. The more interesting aspect of the IBC topology is that it presents two
different types of interference: inter-cell and intra-cell interference. In the former case,
each receiver suffers from interference containing information intended to the out-of-cell
users, whereas in the latter the information is intended to in-cell users, and transmitted
by the same transmitter who is serving that user.
Notice that although the IBC naturally models the downlink (DL) transmission in cellular
systems, it is not restricted to it and can be applied to other more general settings where
transmitter and receiver do not have necessarily to be identified as the base-station and
user equipment. Furthermore, we will use in the sequel the terms receiver and user almost
indistincly, with preference for the former to refer to signals, i.e. in a physical layer sense,
and for the latter to refer to symbols, i.e. in a higher-level layer sense.
While the IBC captures the essence of many multi-user communications systems, usually
research advances are first devised for canonical scenarios, which are easily obtained
by decomposing the IBC in more complex settings by means of orthogonalization. In
this regard, Fig. 1.2 depicts two of the canonical multi-user channels considered in the
literature: broadcast channel (BC) and interference channel (IC). The BC models a single-
cell (Kc = 1) transmission, which can be achieved in the IBC by assigning orthogonal
time/frequency resources to the transmissions in each cell, thus obtaining a Ku-user
BC. On the other hand, the IC models the scenario where Kc transmitters serve only
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Figure 1.1: The Ku-user Kc-cell Interference Broadcast Channel, subsuming all the topologies studied in this
dissertation. This examples specifically shows the 3-user 2-cell IBC, where two transmitters serve three users
each. Solid lines represent links containing intended information, and dashed lines represent links containing only
unintended information.
TX 1TX 1 TX 2
RX 2RX 1RX 1 RX 3RX 2
Figure 1.2: Canonical channels derived from the Interference Broadcast Channel: Broadcast Channel (left) and
Interference Channel (right). This example specifically shows the 3-user BC and 2-user IC. Solid lines represent
links containing intended information, and dashed lines represent links containing only unintended information.
one user (Ku = 1) per cell at the same time. This can be achieved in the IBC by
assigning orthogonal time/frequency resources to the users of each cell, and applying
such assignment for the rest of cells.
The study of the capacity region for the K-user MIMO Gaussian1 BC was established
few years ago in [WSS06]. In contrast, for the Gaussian IC capacity region just a few
number of settings are fully characterized. The first result was found by Carleial over 30
years ago in [Car75], who established the channel capacity region for the 2-user IC under
very strong interference. Later on, Han and Kobayashi extended the work of Carleial in
[HK81], characterizing the capacity region of the 2-user IC for all cases where the ratio
between cross and direct channels2 is greater than one, denoted as the strong interference
case. While some results have appeared along the years, the next work providing optimal
capacity characterization took place just few years ago with the appearance of [MK09],
where the sum capacity of the 2-user IC in case of weak interference was established for
1In this dissertation, Gaussian channels will be always assumed, where the received signals are cor-
rupted by additive white gaussian noise.
2We will repeteadly use the following extended convention: the links between a transmitter and its
served users are denoted as the direct channels, whereas the rest of links are denoted as the cross-channels.
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some cases. Moreover, [MK09] characterized the sum capacity of the mixed IC. While the
very strong and very weak (noisy) interference regimes have been also characterized for
the K-user IC in terms of sum-capacity, see [S+08] and [AV09], respectively, in spite of
four decades of research the capacity region for an arbitrary interference regime remains
open. In addition, the characterization for multiple antennas has recently been initiated
in [KV14].
While the challenge of characterizing channel capacity in general remains open, its study
for the IC and other more complicated scenarios as the IBC is usually restricted to
the high signal-to-noise-ratio (SNR) regime, and in terms of degrees of freedom (DoF).
This assumption implies that the effect of noise is negligible, and interference becomes
the major bottleneck of the network. The design is then focused on how interference
is managed, and allows simplifying the mathematical analysis, as well as drawing some
interesting and promising conclusions at the expenses of having a partial characterization
of the channel capacity.
In recent years, the DoF have emerged as one of the most important metrics for char-
acterizing interference networks. In contrast to channel capacity, the DoF have became
popular in part because they allow getting insights and drawing conclusions easily for a
large number of topologies and under many different settings, e.g. line-of-sight links with
finite diversity [BT09], constant or time-correlated channel coefficients [Jaf10, Y+13], mul-
tiple antennas at the transmitter and/or receiver sides [GJ10], multicast [L+12], general
message demands [VVK14], transmission with privacy constraints [K+11], transmission
with a cognitive helper [WS13], coexistence of primary and cognitive secondary networks
[AEKN11]. In some of these cases the DoF characterization is the only available way
known to approach the characterization of capacity.
It is known that the DoF of wireless channels are dramatically boosted if channel state
information (CSI) at the transmitter side (CSIT) is available [Tel99][VV12a]. This is
because it allows properly designing and managing the interference, which is the main
bottleneck in the DoF analysis framework. Many different types of CSIT have been
defined in the literature, starting from the full CSIT case, where it is assumed that
transmitters are aware of the channel state instantaneously and with perfect accuracy.
Exploiting such information, interference can be spatially orthogonalized by means of the
well-known null-steering or zero-forcing principles [SSH04]. In both cases, the idea is to
exploit the dimensions provided by multiple antennas at the transmitter or receiver side,
respectively. Therefore, the received signals contain no interference, and the multi-user
network may be treated as multiple parallel P2P channels. Both approaches have been
proved to be optimal in DoF terms when there are many more antennas at the transmitter
side than at the receiver side, or viceversa. However, they are not feasible or give a
poor performance for dimensionally-limited systems. In this context, the interference
alignment (IA) principle [MAMK08, CJ08] comes into play as a generalization of the
two previous approaches. In this case, receivers use their antennas to zero-force the
interference, but with the help of transmitters make zero-forcing at the receiver side
optimal for most antenna settings. Specifically, the transmitted signals are designed to
reduce the dimension of the subspace occupied by interference at the each receiver, thus
releasing more dimensions to allocate desired signals, which are retrieved by applying
zero-forcing concepts on the received signals.
Although many promising advances have been achieved on the DoF characterization of
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Figure 1.3: The net DoF of the K-user BC as a function of the coherence time, accounting not only for the gains,
but also the cost of having feedback. Three different types of CSIT are considered: full, delayed or no CSIT. Each
of them stands as the best option for a different coherence time regime.
wireless networks with full CSIT, there are still many topologies to be fully characterized.
Furthermore, in recent years a research area has focused on studying more practical issues,
e.g. where the channel feedback (FB) report provides the CSIT with delay and errors. On
the first hand, delay on feedback has usually been treated in the literature by assuming a
time-correlated model, which is especially suited for networks with short feedback delay.
But, what if the channel has completely changed when the feedback report is available
at the transmitter side? Can the feedback report still be useful when the feedback delay
is larger than the channel coherence time, and hence the channel estimate is totally
outdated? This situation is denoted in the literature as delayed CSIT and with [MAT12]
as its starting point, the question was answered positively. Interestingly, having delayed
CSIT may be exploited by applying the IA principle, but adapted for the scenario with
delayed CSIT, which is known as retrospective interference alignment (RIA). In short,
thanks to delayed CSIT transmitters are able to elucidate the generated interference
during the past transmissions, and then design the current transmitted signals to achieve
a form of IA over the space-time domain. This means that, surprisingly, past and current
interference may be aligned without any knowledge of current channel coefficients. Built
upon this principle, the BC and IC with two users have been fully characterized in DoF
terms. However, little is known about the DoF of other topologies, especially when there
are multiple transmitters.
On the other hand, taking into account errors due to finite precision on feedback has been
majorly studied for the case of full CSIT (imperfect current CSIT) [Jin06, AH12], and
more recently also for the case with delayed CSIT (imperfect delayed CSIT) [XAJ12].
In this context, one of the more interesting research directions is the analysis of the
net DoF of wireless networks. The net DoF generalize the DoF metric by analyzing
the multiplexing gain as a function of the coherence time, and taking into account all
the issues associated to channel acquisition: errors and delays on feedback reports, and
network resources not dedicated to data transmission, e.g. training periods or feedback
overheads. This is interesting because it provides a net measure describing the existing
trade-off between the gain provided by having CSIT, and the cost of its acquisition, both as
a function of channel dynamics. As an illustrative example, and without any statement of
optimality, the DoF of some schemes for the BC were analyzed in [XAJ12], summarized
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in Fig. 1.3. Taking into account that the coherence time is inversely proportional to
the terminal velocity, some interesting conclusions may be drawn. First, it is observed
that the techniques for full CSIT are useful when channels have long coherence time
or, equivalently, for low-speed terminals. Otherwise, for very rapid channel dynamics or
high-speed terminals, the gains obtained from feedback acquisition does not compensate
its cost, thus it is preferable to employ strategies assuming no CSIT. Finally, there is
an intermediate regime where the channels change in a fashion where the techniques
developed assuming delayed CSIT provide the best trade-off. All these conclusions were
obtained for the K-user MISO BC, but it is not known to what extent they are also
applicable to other scenarios.
1.2 Thesis Focus and Organization
This thesis studies interference wireless networks in terms of DoF and, mostly in its last
part, also in terms of achievable bit-rates. The research contributions are grouped in three
parts, see Fig. 1.4, depending on the topologies and CSIT model assumed, as follows:
• Part I: IC with full CSIT and constant channel coefficients.
• Part II: IC and IBC with (perfect) delayed CSIT.
• Part III: IC with CSIT obtained after a finite-rate feedback report.
Chapter 2 describes the system model, taking into account the different models assumed
throughout the thesis. Although some of the definitions and formulation will be repeated
when necessary for the sake of readability, the aim of this chapter is to 1) give a common
signal model, 2) describe all the channel and CSIT models assumed along the thesis,
and 3) to precisely define the performance metrics that will be used for evaluation of the
proposed transmission strategies, and comparison to state-of-the-art.
The first part of the dissertation entails Chapters 3 and 4. First, Chapter 3 describes the
specific system model for this part, and reviews the associated state-of-the-art (SotA),
with special focus on two fundamental tools in the literature: interference alignment and
subspace alignment chains. While the latter will be only useful for the full CSIT case,
the former constitutes one of the main tools of this work. The SotA review concludes
that for the case of full CSIT and constant channels some antenna settings cannot be
resolved with current linear strategies. In this regard, Chapter 4 tackles this problem
and fully characterizes all except the single-antenna setting, that remains open. Our
main contribution is the application of asymmetric complex signaling concepts into the
subspace alignment chains framework.
Part II addresses the analysis of wireless networks with multiple transmitters when only
delayed CSIT is assumed. First, Chapter 5 provides the specific system model for the BC,
the IC and the IBC with delayed CSIT, and reviews the associated state-of-the-art. In
this case, two strategies are reviewed from the literature, constituting the generalization of
IA to the delayed CSIT setting, i.e. RIA. These two strategies are relevant to understand
our contribution in this matter.
Chapter 6 deals with the IC, proposing three linear precoding strategies, formulated
as a function of the antenna setting and the number of users, thus applicable to the
general K-user (M,N) MIMO IC, with all transmitters having M antennas, and all
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Figure 1.4: Thesis organization. Arrows specify connected chapters, in the sense that some tools developed for
one chapter have inspired or been applied to the other.
receivers having N antennas. The given formulation allows to derive the achievable DoF
as a function of the transmission delay, thus elucidating its achievable DoF-delay trade-
off. This is especially useful because most schemes using delayed CSIT require long
transmission delays to provide the promised DoF gains. Then, we evaluate to what extent
the increase of complexity is worth the DoF improvement. Finally, we consider the case
of delayed CSIT with constant channels, and show that the application of asymmetric
complex signaling concepts (as in Chapter 4) is required to ensure DoF achievability in
the single-antenna case.
Chapter 7 studies the IBC with 2 cells and 2 user per cell. In this case, both inter-cell
and intra-cell interference appear. Inspired by the optimal scheme for the BC and the
lessons learned in Chapter 6 for the IC, we propose a linear precoding scheme improving
the current knowledge about achievable DoF.
The last part of this thesis, part III, addresses all the contributions devoted to study the
practical costs and gains in case the TDMA-groups scheme proposed in Chapter 6 for the
MISO IC with delayed CSIT would be implemented. In this regard, Chapter 8 reviews
all the state-of-the-art and background necessary for this part.
Next, Chapter 9 analyzes the impact of limited feedback in the MISO IC when the
TDMA-groups scheme, proposed in Chapter 6, is employed. First, and before the anal-
ysis, a common formulation for the feedback quality is proposed, subsuming any of the
two existing feedback procedures. Second, the performance to the scheme is evaluated
and compared when using digital or analog feedback, and compared to non-CSIT-based
strategies. Conclusions are drawn thanks to the common feedback formulation frame-
work. Next, the performance of the system is evaluated when a fixed feedback quality
is set for all SNR values, independently of the feedback procedure. Finally, the net DoF
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of two protocols based on the TDMA-groups scheme are derived, and compared to other
protocols. Moreover, sum-rate results are provided as a function of the SNR for different
user velocities.
1.3 Research Contributions
The contributions in terms of technical papers or documents is next summarized for each
part the thesis:
Part I
M. Torrellas, A. Agustin, J. Vidal and O. Muñoz, “The degrees of freedom of the 3-user
(p, p+1) MIMO Interference Channel", IEEE Trans. on Communications, pp. 3842-3853,
November 2014.
Part II
M. Torrellas, A. Agustin, and J. Vidal, “Retrospective Interference Alignment for the
3-user MIMO Interference Channel", IEEE ICASSP, Florence, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “On the degrees of freedom of the K-user MISO
Interference Channel With Delayed CSIT", IEEE ICASSP, Florence, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “DoF-Delay Trade-Off for the K-user MIMO
Interference Channel With Delayed CSIT", submitted to the IEEE Transactions on
Information Theory, June 2015.
M. Torrellas, A. Agustin, and J. Vidal, “Retrospective Interference Alignment for the
MIMO Interference Broadcast Channel", IEEE ISIT, Hong Kong, June 2015.
Part III
M. Torrellas, A. Agustin, and J. Vidal, “On the degrees of freedom of the K-user MISO
Interference Channel With Delayed CSIT", IEEE ICASSP, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “Performance Analysis of Inter-cell Interference Co-
ordination in Small-Cell Networks with long feedback delays", Poster at EuCNC, Bologna,
June 2014.
M. Torrellas, A. Agustin, and J. Vidal, “Net DoF analysis for the K-user MISO IC with
outdated and imperfect channel feedback", EuCNC, Paris, June 2015.
Other contributions not included in this dissertation
M. Torrellas, A. Agustin, and J. Vidal, “Coordinated beamforming access for inter-
fering half-duplex relay networks", IEEE ICC Communications Workshops, Budapest,
June 2013
A. Agustin, J. Vidal, M. Torrellas, S. Lagen, S. Barbarossa, S. Sardellitti, P. Di Lorenzo,
A. Baiocchi, M. Sarkiss, F. Jardel, M. Kamoun, M. Fiorito, S. Sezginer , G. Vivier,
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M. Goldhamer, P. Mach, L. Klozar, Z. Becvar, “MP2MP communication systems for
LTE-A HeNB deployments”, deliverable of the EC project TROPIC FP7 ICT-2011-8-
318784, May 2014, http://ict-tropic.eu
2
System Model
This chapter provides a general framework capturing the essence of all the network topolo-
gies and settings studied throughout the dissertation. In this regard, the objective is to
describe the general interference broadcast channel with the more general transmission
procedure, and 1) give a common received signal and transmission model, 2) describe
all the channel and CSIT models assumed along the thesis, and 3) to precisely define
the performance metrics that will be used for evaluation of the proposed transmission
strategies.
2.1 General Topology
The Ku-user Kc-cell (M,N) IBC, see as an example Fig. 1.1 with Ku = 3 and Kc = 2,
subsumes all the topologies studied in this dissertation: BC, IC and the IBC itself. In this
general model, Kc transmitters and K = Ku ·Kc receivers coexist in the same frequency
band. Transmitters are equipped with M antennas, whereas receivers are equipped with
N antennas. Transmitter TXi serves all users with c(j) = i, where
c(j) =
⌈ j
Ku
⌉
∈ {1, . . . ,Kc}, (2.1)
indexes the serving transmitter for RXj , with j ∈ {1, . . . ,K}.
2.2 A Space-Time Linear Transmission-Reception Model
The objective of the transmission is that each transmitter TXi delivers b independent
symbols to each receiver RXj in its cell. The transmission is carried out in P phases, and
each phase p is in turn divided in Rp rounds of Sp time slots each, see Fig. 2.1. According
to this, the total number of time slots used for data transmission is
τ =
P∑
p=1
τp , τp = RpSp. (2.2)
This methodology aims at dedicating each round to only a specific group of users, whose
benefits will be explained later. Then, the (p, r)th round, i.e. the round r of the phase
p, is dedicated to all users in the group G(p,r). All groups of each phase have the same
cardinality, with Gp =
∣∣G(p,r)∣∣, ∀r.
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Figure 2.1: General transmission frame. There are P phases, where the phase p is divided in Rp rounds. All
rounds of the phase p are in turn divided in Sp time slots. During each round (p, r) one different group of Gp
users is served, predefined by the set G(p,r).
During the (p, r)th round, the received signal model at RXj writes as
y
(p,r)
j = d
(p,r)
j + i
(p,r)
j + n
(p,r)
j (2.3a)
= H
(p,r)
j,c(j)V
(p,r)
j xj + H
(p,r)
j,c(j)
∑
i|i 6=j
c(i)=c(j)
V
(p,r)
i xi +
∑
i|c(i)6=c(j)
H
(p,r)
j,c(i)V
(p,r)
i xi + n
(p,r)
j , (2.3b)
relating y(p,r)j ∈ CNSp×1 as the vector representing the signals observed at RXj , and
all vectors xi∈ Cb×1 containing the b uncorrelated unit-powered complex-valued data
symbols intended to each user i. It is worth pointing out that linear combinations (LCs)
of the same b symbols are transmitted during all phases, linearly decoded at the end of
the communication.
The model in (2.3) provides a two-level description of the input-output relationship of the
system. In a first level, (2.3a) formulates the received signal as the sum of the three terms
d
(p,r)
j , i
(p,r)
j , and n
(p,r)
j denoting the signal containing the desired symbols, the interference
signal containing other user’s symbols, and the unit-powered noise term, respectively. The
components of the noise vector are i.i.d. as CN (0, 1).
In a second level, (2.3b) describes the each of those terms in lower level terms, separating
interference as the sum of the inter-cell and intra-cell contribution.
The channel matrix H(p,r)j,k ∈ CNSp×MSp (k = c(i)) in (2.3b) collects the link gains from
each antenna of TXk to each antenna of RXj for all time slots of the (p, r)th round. Let
H
(p,r,ϑ)
j,k ∈ CN×M denote the matrix collecting the links gains for each time slot ϑ of the
round, whose distribution in terms of probability and dynamics will be described in the
next section. Then, we write
H
(p,r)
j,c(i) = bdiag
(
H
(p,r,1)
j,c(i) , . . . ,H
(p,r,Sp)
j,c(i)
)
, (2.4a)
H
(p)
j,c(i) = bdiag
(
H
(p,1)
j,c(i),H
(p,2)
j,c(i), . . . ,H
(p,Rp)
j,c(i)
)
, (2.4b)
Hj,c(i) = bdiag
(
H
(1)
j,c(i), . . . ,H
(P )
j,c(i)
)
, (2.4c)
as the equivalent channel matrices for all the slots of the (p, r)th round, all the rounds of
the pth phase, and for the complete communication, respectively.
The precoding matrix employed during the (p, r)th round, and carrying the vector of
symbols xi desired by the ith user, is denoted by V
(p,r)
i ∈ CMSp×b , with
V
(p,r)
i = 0,∀i /∈ G(p,r). (2.5)
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Figure 2.2: Block diagram for the general transmission and reception model considered, divided in phases, in
turn divided in rounds. From top to bottom, each of the diagrams is related to equations (2.9), (2.8) and (2.3),
describing the global input-output relationship of the system (top), the processed signal per phase (middle), and
received signal per round (bottom), respectively.
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It is designed at the beginning of each phase according to the available channel state
information at the transmitter side, for which different models are assumed throughout
this dissertation and described in the next section. Also, its design takes into account the
constraint of maximum transmission power PT per transmitter and channel use, given by:∑
c(i)=k
trace
((
V
(p,r)
i
)(
V
(p,r)
i
)H ) ≤ Sp · PT, k = 1, . . . ,Kc, (2.6)
where the sum is for all precoding matrices of users served by TXk during Sp slots of the
(p, r)th round. Notice that since noise is normalized, the average SNR per user is given
by PTKu . Moreover, we can write the following compact precoding matrices:
V
(p)
i = stack
(
V
(p,1)
i , V
(p,2)
i , . . . , V
(p,Rp)
i
)
, (2.7a)
Vi = stack
(
V
(1)
i , . . . ,V
(P )
i
)
. (2.7b)
Remark : All the indices of precoding or channel matrices are subject to some degree of
simplification in some parts of the dissertation if, for example, there is only one round
for a given phase. Those simplifications will be done only when they can be trivially
understood thanks to the context.
In the sequel, the compact formulation for channels and precoding matrices above will
be exploited to write the global input-output relationship of the system, as depicted in
the block diagrams of Fig. 2.2. First, notice that (2.3) is summarized in Fig. 2.2-bottom.
Now, assume that the received signals from all rounds of phase p are jointly processed at
RXj , as in Fig. 2.2-middle, thus obtaining
z
(p)
j = U
(p)
j y
(p)
j , (2.8a)
= U
(p)
j stack
(
y
(p,1)
j , . . . ,y
(p,Rp)
j
)
, (2.8b)
= U
(p)
j
(∑
i
H
(p)
j,c(i)V
(p)
i xi + n
(p)
j
)
, (2.8c)
where U(p)j is the linear filter at RXj for phase p, whose design will be detailed for each
case. Similarly, RXj collects the signals along all the communication, as in Fig. 2.2-top,
such that the global input-output relationship of the system is written in compact form
as
ωj = Wj zj , (2.9a)
= Wj stack
(
z
(1)
j , . . . , z
(P )
j
)
, (2.9b)
where ωj ∈ Cb×1 is the estimation of xj at RXj , and Wj is the global receiving filter
applied to the global processed signal zj , whose dimensions depend on each transmission
strategy.
2.3 Channel Model: Dynamics and Acquisition
A block fading channel model is assumed with coherence time TC, see Fig. 2.3, measured
in number of time slots. In this model, the channel state remains constant for every block
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[ν]
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[ν + 2]
TC 
i.i.d. i.i.d.
TFBT TFB 
TTR TD TDC 
TrainingData channel
Feedback channel
Transmission with Transmission with 
Feedback
current CSITno current CSIT
Figure 2.3: Block fading channel model. The channel remains constant in blocks of duration TC time slots.
Every time the channel changes of state, it is estimated by means of a training phase of duration TTR time slots.
This information is then fed back through the feedback channel, centered in an orthogonal channel, e.g. another
frequency carrier. The transmission of the feedback lasts for TFBT slots, although we assume that the feedback
delay is system-fixed and equal to TFB. During this waiting time, the transmitter can use the channel to transmit
data without resorting to the current CSIT, i.e. with delayed or without CSIT. Finally, the remaining time of the
block (TDC) can be used for transmission exploiting the available information about the current channel state at
the transmitter side. The total time of the block that can be used to transmit data is denoted by TD.
of duration TC time slots, and then it instantaneously changes to a new channel state
i.i.d. as CN (0, 1). Now, it is worth pointing out that the model in (2.3) indexes the time
slots from the point of view of the transmission strategy, but does not take into account
the block fading model. Therefore, the time slots (p, r, ϑ) and (p, r, ϑ+ 1) correspond to
consecutive time slots of the same instance of the transmission strategy, i.e. the same
deployment and set of symbols per user are considered, but those two time slots may or
not be adjacent in time, being a decision to be taken in case of implementation.
In this regard, we next introduce an alternative signal model, describing the transmitted
and received signals in the time domain. This will be useful for the last part of the thesis.
Let y[t,ν]j denote the received signal at RXj for each time slot t of the block ν, formulated
as
y
[t,ν]
j =
∑
i
H
[ν]
j,is
[t,ν]
i + n
[t,ν]
j , t = 1, . . . , TC, (2.10)
where H[ν]j,i denotes the channel for all time slots of the block with state ν, and s
[t,ν]
i and
n
[t,ν]
j denote the signal transmitted by TXi, and the noise signal at RXj , for each time
slot t of the block ν.
Every time the channel state changes, a training period is scheduled providing channel
state estimations at the receiver side after TTR time slots. For all this dissertation it is
assumed perfect quality for the estimations of CSI at the receiver side. This information
is reported to the transmitted side by means of a feedback report through the feedback
channel, such that the transmitter must wait for TFB time slots before being able to
transmit with current CSIT. Therefore, we define the following two quantitites:
TD = (TC − TTR)+ , TDC = (TD − TFB)+ , (2.11)
where TD denotes the number of time slots where data can be transmitted (in general),
whereas TDC represents the number of time slots where data can be transmitted exploiting
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the current CSIT, thanks to the feedback report information. Depending on the value
of these parameters and the quality and delay of feedback, we will distinguish among
different particular situations often considered in the literature, summarized in Table 2.1,
and described in the next sections.
2.3.1 Type of Channels
Two different types of channel will be defined: constant or time-varying channel. Those
categories arise from the transmitter’s point of view, and they are function of the duration
of the communication, and how the transmission is carried out. In order to avoid confusion
they are next defined:
Definition 1. The channel will be denoted as constant throughout all this thesis if the
same channel realization is present during all the transmission time τ of a transmission
experience.
Definition 2. The channel will be denoted as time-varying if all time slots of the trans-
mission experience correspond to different channel states. Recall that although the channel
coherence time may be long, if a transmission strategy requires different channel states for
each channel use, the time slots of one transmission experience can be assigned to different
coherence time blocks, as long as the system may support the generated latency. In any
case, the channel has to be considered as time-varying wether if TD = 1 or TDC = 1 (if
the transmission strategy requires current CSIT) .
Table 2.1: Type of channel as a function of its dynamics, and type of CSIT as a function of the feedback delay
and quality. Conditions for these extreme cases are specified in the last column. Variables τ , TC, and TFB are
written in multiples of time slots.
Feature Particular case Mathematical condition
Type of channel Dynamics
Constant −
Time-varying −
Type of CSIT
FB delay
Delayed CSIT TTR + TFB> TC or TDC = 0
Current CSIT TTR + TFB< TC or TDC > 0
FB quality
Useless CSIT  = 0
Perfect CSIT  = 1
2.3.2 CSIT with Delays
In some scenarios, e.g. when users have high mobility, channel coherence time is short
and may be comparable to the time lag needed for channel feedback. Then, two extreme
cases are often assumed in the literature, and also in this work: current and delayed
CSIT. Since usually TFB  TTR1, both types of CSIT basically depend on how long is the
feedback delay TFB w.r.t. the coherence time TC.
1As specified later, the training process consists in transmitting pilot sequences, allowing the receivers
to estimate their channels in parallel. However, TFB accounts not only for the time of transmitting the
channels from the receivers to the transmitters, but also for the time of processing the channel estimates.
In addition, the feedback transmission is carried out with very limited information about the feedback
channel. Therefore, it incurs a much longer time lag compared to the duration of the training process.
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In case of current CSIT, it is assumed that channels are available at the transmitter side
early enough to be exploited, thus TDC > 0. On the other hand, in case of delayed CSIT
the feedback report is obtained at the transmitter side after the channel has changed, thus
TDC = 0. Consequently, in case of delayed CSIT the feedback report gives only information
about previous channel states, but none about the current one. When delayed CSIT is
assumed for transmission, it is assumed that at the beginning of each phase p, each
transmitter has access to
{H(%)j,i }p−1%=1, ∀i, j,
i.e. the channel matrices for all links during all phases previous to phase p, whereas for
current CSIT the channels for phase p would be also available.
2.3.3 CSIT Feedback
Let us write the channel matrix of each link for each coherence time block ν as the stacking
of its N rows as
H
[ν]
j,i = stack
(
h
[ν]
j,i(1), . . . ,h
[ν]
j,i(N)
)
. (2.12)
Two procedures exist in the literature for reporting the channel estimations from the
receiver to the transmitter side. Although more details will be given in Part III, here
we briefly review them, and introduce some notation related to the measure of quality of
CSIT. On the one hand, in the digital feedback framework [Jin06], the channel information
is quantized using a codebook available at all the nodes, and transmitted digitally. We
will assume that this transmission consumes resources on the feedback channel, but does
not introduce more errors than those associated to binary quantization, due to the finite
number of bits. One possibility for implementation is to send the data through almost
error-free control channels usually reserved in wireless networks.
On the other hand, in the analog feedback framework [AH12], the channel information
is sent through a feedback channel, i.e. the same channel for which the receivers would
communicate with the transmitters if the roles were reversed. In this case, the quality of
the estimations at the transmitter side depends only on the feedback transmission power,
since the noise is assumed unitary. Therefore, both procedures introduce some errors on
the channel knowledge at the transmitters.
Let hˆ
[ν]
j,i(n) denote the estimation available at the transmitter side for the nth receiving
antenna exact channel h[ν]j,i(n). This estimation is distributed as a Gaussian variable for
both procedures. In case of digital feedback, this results from the use of a codebook
containing Gaussian distributed codewords. Otherwise, hˆ
[ν]
j,i(n) is an MMSE estimate of
a Gaussian variable corrupted by Gaussian noise, thus it is also Gaussian distributed.
According to this, the feedback error is given by
h˜
[ν]
j,i(n) = h
[ν]
j,i(n)− hˆ
[ν]
j,i(n) ∼ CN
(
0, P−T
)
, (2.13)
where the exponent  ∈ [0, 1] defines the FB quality. The formulation of the FB quality by
one single parameter  independently of the FB procedure will be addressed in Section 9.2.
Recall that the quality is determined by the decaying rate of the error variance w.r.t. PT:
 = 1 implies perfect CSIT, whereas  = 0 entails useless or completely inaccurate CSIT,
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such that the feedback knowledge gives no information about the actual channel. This
definition of quality arises from the context of DoF analysis, which studies the channel at
high SNR. Therefore,  = 1 makes the error to vanish as PT grows, whereas  = 0 makes
the error to be as strong as the channel itself.
2.3.4 Common Types of CSIT
In terms of feedback and delay, three relevant types of CSIT are usually assumed in the
literature, next defined:
Definition 3. We denote by full CSIT the case where the CSIT is current and perfect,
i.e. it has no errors and it is instantaneusly available.
Definition 4. We denote by delayed CSIT the case where perfect but totally outdated CSI
is available, i.e. it has no errors, but cannot be exploited for the current channel block.
If nothing is stated, delayed CSIT denotes the case without errors, i.e. perfect delayed
CSIT, whereas the case with errors will be specifically denoted as imperfect delayed CSIT.
Definition 5. We denote by no CSIT the case where CSI is only available at the receivers.
It is worth pointing out that when errors are severe, i.e. useless CSIT, this information
is considered as useful as not having CSI.
In practice, after the training period, receivers report the feedback to its associated trans-
mitters. Therefore, the following two distinctions are also made in terms of the specific
channels that are available (either for current/delayed, and perfect/imperfect cases) at
each transmitter:
Definition 6. We denote by local CSIT the case where each transmitter has only access to
the CSI where it is acting as the source. In other words, if TXi has local CSIT of any type,
then only the channels H(p)j,i ,∀j, are available at that transmitter, for the corresponding
phases and quality.
Definition 7. In contrast, we denote by global CSIT the situation where all CSI is avail-
able at all transmitters. Notice that the acquisition of global CSIT requires extra overheads
with respect to local CSIT, which can be very detrimental in case of several transmitters.
Similarly, local/global CSIR may be defined, i.e. local/global knowledge at the receivers.
In any case, we will assume that global CSI is available at both transmitter and receiver
sides, and clearly state when local CSIT is sufficient.
2.4 Key Performance Metrics
2.4.1 Signal Space Matrix
To the best of the author’s knowledge, the idea of formulating a matrix to capture all the
signal spaces available at the receiver, was first proposed in [PD12], denoted as the signal
space matrix (SSM). This matrix will be useful to compactly write the sum-rate and DoF
in the sequel, and also allows writing the estimation of xj at RXj in (2.9) as:
ωj = Wj
(
Ωj stack (x1, . . . ,xK) + Ujnj
)
, (2.14)
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where Uj collects all the per-phase filters, and Ωj denotes the SSM at RXj , defined as
follows:
Ωj =
[
Ωdesj Ω
int
j
]
= Uj
[
Hj,1V1, . . . , Hj,KcVK
]
, (2.15)
where Ωdesj = UjHj,c(j)Vj , and Ω
int
j contains the columns of Ωj related to the interfer-
ence, i.e. the ones not in Ωdesj .
Taking into account those definitions, the covariance matrices for desired and interference
signals are given by:
Qdesj =
(
WjΩ
des
j
)(
WjΩ
des
j
)H
, Qintj =
(
WjΩ
int
j
)(
WjΩ
int
j
)H
. (2.16)
Then, the achievable sum bit-rate is given by [TV05]:
B =
∑
j
Bj =
∑
j
1
τ
log2
∣∣∣I + (Qintj + WjWHj )−1 Qdesj ∣∣∣ , (2.17)
where we have applied the assumption of i.i.d. noise with unit variance.
2.4.2 Degrees of Freedom
Channel capacity of the BC has been extensively studied and many results are available
in the literature, see for instance [WSS06]. However, the study of the IC channel capacity
has been open for over 30 years [Car75], and it is only closed for some special cases
[S+08][AV09].
In recent years, the DoF, also known as the multiplexing gain, have emerged as one of the
most important metrics for characterizing multi-user networks where channel capacity is
too challenging. The DoF analysis assumes arbitrarily high SNR regime, such that the
effect of noise becomes negligible, and interference becomes the major bottleneck of the
network. The design is then focused on interference management, and allows simplifying
the mathematical analysis, as well as drawing some interesting and promising conclusions.
Definition
Let C(PT) denote the channel capacity, i.e. the maximum sum bit-rate that can be
employed with vanishing error probability [CT06] at SNR PT. Then,
d = lim
PT→∞
C(PT)
log2 PT
, (2.18)
denotes the channel DoF [MAMK08][CJ08]. The DoF describe how the system bit-rate
scales with the logarithm of the SNR at the high SNR regime, i.e. they are the slope of
channel capacity when plotted as a function of the logarithm of the SNR. Alternatively,
they can be understood as the number of signal dimensions independently available per
channel use. The study of the DoF reveals how different conditions on the network,
e.g. deploying additional antennas, considering multiple time/frequency transmissions
or having different levels of channel knowledge, provides a different number of signal
dimensions that can be exploited for bit-rate gains.
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Linear DoF
This thesis studies the DoF under linear encoding/decoding strategies, by proposing dif-
ferent designs for the covariance matrices {Qdesj ,Qintj }. For a given choice, the DoF value
achieved d(in) , d(in)({Qdesj ,Qintj }) represents an inner bound, and it may be formulated
as follows:
d(in) = lim
PT→∞
B(PT, {Qdesj ,Qintj })
logPT
≤ d(lin) ≤ d ≤ d(out), (2.19)
where d(out) denotes an outer bound, i.e. a DoF value which is known to be greater or equal
than the channel DoF. Notice that we refer to d as the channel DoF, corresponding to the
maximum DoF that can be achieved. Usually, the methodology employed to characterize
them is to propose DoF inner bounds and outer bounds until two of them match. In such
a case, the DoF value obtained corresponds to the channel DoF.
Finally, d(lin) represents the channel linear DoF, i.e. the maximum DoF that can be
achieved using linear strategies. One cannot assume that in general d(lin) = d, although
for most cases the literature has revealed that this statement holds.
DoF per user and time-sharing
In this dissertation, we assume symmetrical users, i.e. all users obtain the same DoF.
Consequently, the DoF per user write as
dj =
1
K
d.
Notice that the same definition applies for all types of DoF defined above, i.e. channel
DoF, linear DoF, and DoF inner and outer bound.
In a similar fashion, we denote by time-sharing the procedure for exploiting a scheme
designed to work with L < K users for a scenario with K users. Although the concept
also applies for the IBC, let us for simplicity describe it for the IC. In such a case, the
procedure consists in applying this scheme independently to each possible group of L
users, such that all users are served the same number of times.
Let assume that d˜(in)j DoF are achieved by each of L users of a L-user IC along τ˜ slots.
Then, the equivalent DoF per user and total duration of the communication when it is
used for the K-user case write as
d
(in)
j =
L
K
d˜
(in)
j , τ =
(
K
L
)
τ˜ . (2.20)
2.4.3 Simplified DoF Analysis
As anticipated at the beginning of this section, the DoF formulation allows approaching to
the channel capacity characterization, and simplifying the mathematical analysis. Three
properties of the DoF are next explained to this end: computation of the DoF with no
interference, spatially-normalized DoF, and DoF reciprocity.
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DoF with no interference
Since the DoF analysis entails studying the capacity at high SNR, the interference becomes
the major bottleneck. Decoding the desired symbols having very strong interference
dramatically decreases the achieved rate. Therefore, the interference must be removed,
which in turn simplifies the DoF computation as next shown.
Assume that the precoding matrices and receiving filters are designed such that Qintj = 0
or, alternatively:
WjUjHj,c(i)Vi = 0, ∀i 6= j. (2.21)
This general design can be the result of the coordination of transmitter and receiver side,
or simply be achieved by one of the two sides. On the one hand, the idea of precoding
matrices designed such that
Hj,c(i)Vi = 0, ∀i 6= j, (2.22)
is usually denoted in the literature as null-steering (NS) or zero-forcing (ZF) at the trans-
mitter side. This is because (2.22) can be interpreted as transmitting through the angular
directions where the radiation pattern diagram vanishes. Otherwise, having
WjUjHj,c(i) = 0, ∀i 6= j, (2.23)
is usually known as ZF at the receiver side or simply ZF, and can be interpreted as
filtering the angular directions where the interference is received from.
In any case, if (2.21) holds, using standard derivations [TV05] it is found that (2.18) can
be expressed as
d
(in)
j =
1
τ
rank
(
WjΩ
des
j
) (a)≤ b
τ
(2.24)
where (a) is satisfied with equality only if after the projection Wj the rank of the desired
signals is equal to the number of transmitted symbols b. In other words, each receiver
should be able to retrieve b independent and interference-free LCs or observations of
its desired symbols. Since usually the precoding matrices are designed to manage the
interference, direct channels do not take part on the precoding matrix design. Therefore,
it is often conjectured that since channels are generic inequality (a) will be satisfied with
equality with probability one. However, this is not always true and a rigorous proof may
be required, which is the motivation of the work described in the first part of the thesis
(Chapter 4) for the 3-user MIMO IC.
The equivalence of the DoF with the rank of the SSM matrix eases the DoF derivation,
and gives some interesting conclusions. For example, it is straightforward to see that for
a P2P channel the channel DoF are equal to min
(
M,N
)
, i.e. the minimum between the
number of antennas at the transmitters and the receivers. This is usually referred in the
literature as the single-user DoF value.
Spatially-normalized DoF
All the schemes proposed in this thesis are studied in terms of spatially-normalized DoF.
In order to avoid cumbersome notation, the same notation as for the non-normalized DoF
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will be used, i.e. d(in)j refers from now on to the normalized DoF per user inner bound,
and similarly for dj , d
(out)
j , and d
(lin)
j . Assuming that one scheme allows to decode all the
transmitted symbols b, i.e. inequality (a) in (2.24) is satisfied, then they are defined as
follows:
d
(in)
j ,
b
Nτ
. (2.25)
The normalized DoF allow us to study the channel DoF as a function of its antenna ratio,
defined as follows:
ρ =
M
N
, (2.26)
such that, unless otherwise stated, it is assumed that the DoF scale with a factor α if M
and N are also scaled by α. Consequently, studying the channel for a given ρ reduces
the DoF characterization task, since all antenna settings with the same ratio should be
analyzed only for one case.
DoF reciprocity
When both the transmitter and receiver sides have the same type of CSI, i.e. in our case
only for full CSIT, a step further can be done by generalizing the antenna ratio in (2.26)
to
ρ =
min
(
M,N
)
max
(
M,N
) . (2.27)
Hence, the DoF characterization challenge can be highly alleviated, because only half
the number of antenna settings should be considered, since now ρ depends only on the
maximum and minimum betweenM and N . This generalization is built upon the concept
of DoF reciprocity of wireless networks [GCJ08], next stated:
Theorem 2.1. Consider a wireless network with full CSIT defined by its topology, the
number of antennas at the transmitters and receivers (M and N , respectively). Then, its
reciprocal setting, i.e. a network where M and N are exchanged, has exactly the same
sum DoF.
Proof: The proof follows from the DoF expression as a rank of a matrix in (2.24), here
rewritten for reader’s convenience:
d
(in)
j =
1
τ
rank
(
WjΩ
des
j
)
=
1
τ
rank (WjHj,jVj) , (2.28)
where we assume without loss of generality and to simplify notation that no per-phase
filters are used, i.e. Uj = I.
Now, consider using the data channel in the reverse direction, i.e. with transmitters acting
as receivers and viceversa. In such a case, ~Wj ∈ Cb×M , ~Hj,j ∈ CM×N , and ~Vj ∈ CN×b
denote the receiving filter used at TXj , the channel matrix from RXj to TXj , and the
precoding matrix used at RXj , respectively. Therefore, the achievable DoF in case of
using the data channel in the reverse direction would be given by:
~d
(in)
j =
1
τ
rank
(
~Wj ~Hj,j ~Vj
)
. (2.29)
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Showing the equivalence of (2.28) and (2.29), recall that wireless propagation channels
have reciprocity [TV05], i.e:
~Hj,j = (Hj,j)
H , (2.30)
since the complex channel gain from one antenna to another is equal to its conjugate
when considering the reverse direction. Now, taking the design
~Wj = V
H
j ,
~Vj = W
H
j , (2.31)
the same achievable DoF value is achieved in both cases. Finally, it is worth pointing
out that this property does not hold for networks with delayed or no CSIT, because in
such a case the design in (2.31) cannot be realized, since transmitters and receivers have
different type of CSI.
2.4.4 DoF with Overheads
The effect of the block fading model on the DoF has been neglected in the previous
definitions, but may decrease the throughput of the network especially for channels with
high dynamics. Then, it is necessary to account for the overheads due to i) training, and
ii) feedback periods, since they reduce the percentage of the block that can be dedicated to
data transmission. While other more complicated cases will be dealt in Part III, consider
here the most simple case where only one block is used, thus τ < TC. Then, we define
the overhead factor, as follows
ΓOH =
TDC
TC
=
(TC − TTR − TFB)+
TC
, (2.32)
such that the achievable DoF are computed as
d(in) = K · ΓOH · b
τ
. (2.33)
Notice that this multiplicative factor is usually neglected since as long as TC  TTR+TFB,
ΓOH converges to 1, thus the DoF with or without overheads are almost equal. Similar
expressions are derived for the case where the report of the current channel is not required.
2.4.5 Net DoF
The net DoF were introduced in [XAJ12] to measure the DoF taking into account all
the issues related to channel acquisition. While the overhead described in the preceding
section accounts for the cost of having CSIT in terms of occupancy of the data channel
for the current block, two other issues must be taken into account:
• The dedicated training periods, representing the procedures required to deliver extra
CSI to the receivers. Actually, notice that the training process only provides to RXj
its local channels, i.e. H[ν]j,i , ∀i, as defined in Section 2.3.4. However, some strategies
require having non-local channels (or a function of them) at the receivers, whose
transmission is denoted as the dedicated training process.
• The amount of resources consumed on the feedback channel to deliver the report of
the current block. Notice that it is relevant not only the wait required to acquire
the feedback, but also the consumption of resources on the feedback channel which
could have be used for transmission of data from receivers to transmitters.
2.4 Key Performance Metrics 23
In the sequel, assume that d(in) includes the overheads due to training, feedback waits,
and dedicated training. The objective the rest of this section is to describe how feedback
is accounted, and formally define the net DoF. In this regard, let F denote the FB rate,
i.e. the amount of resources consumed on the feedback channel to deliver the CSI. Then,
the feedback DoF are defined as
d(FB) = lim
PT→∞
F
log2 PT
. (2.34)
According to this, the net DoF and net bit-rate are defined as
d(net) = d(in) − d(FB) = lim
PT→∞
B(net)
log2 PT
, B(net) = B − F, (2.35)
where d(in) accounts for the overheads as in (2.33).
Part I
Degrees of Freedom Analysis
for Full CSIT
The DoF of the 3-user MIMO IC with full CSIT and constant channel coefficients are investigated.
First, state-of-the-art for the MIMO Interference Channel is reviewed, introducing the relevant
concepts of interference alignment and subspace alignment chains. From this review, it is ob-
served that the previous works cannot attain the DoF outer bound when (p, p+ 1) antennas and
constant channels are considered. In short, our contribution consists in formally proving that the
achievability of the DoF outer bound is attained using linear methods, thereby avoiding the use
of the more complex rational dimensions framework. The proposed transmission scheme exploits
asymmetric complex signaling together with symbol extensions in time and space interference
alignment concepts. While only the cases p = 2, 3, . . . , 6 are considered, providing the specific
transmit and receive filters, we also provide the tools needed for proving the achievability of the
optimal DoF for p > 6, whose DoF characterization is conjectured.
Technical paper/s related to this part:
M. Torrellas, A. Agustin, J. Vidal and O. Muñoz, “The degrees of freedom of the 3-user (p, p+ 1)
MIMO Interference Channel", IEEE Transactions on Communications, pp. 3842-3853, Nov. 2014.
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3
Preliminaries
This chapter reviews some background related to the 3-user IC with full CSIT, studied
along this part of the thesis. First, the specific system model for the 3-user MIMO IC is
explained. Second, the state-of-the-art of the DoF characterization for the IC with full
CSIT is addressed.
3.1 Specific System Model
The 3-user IC presents only one user per cell, thus the serving transmitter has always the
same index as the user. Therfeore, for the IC we have
Ku = 1, K = Kc = 3, c(j) = j,∀j. (3.1)
Furthermore, all the strategies reviewed and proposed in this part of the thesis have only
one phase and one round, with all users being served, i.e:
P = 1, R = 1, τ = S1, G = 3. (3.2)
The received signal at RXj generally expressed in (2.3) simplifies to
yj = Hj,jVjxj + [Hj,j−1Vj−1,Hj,j+1Vj+1]
[
xj−1
xj+1
]
+ nj , (3.3)
where yj ,nj ∈ CNτ×1, Hj,i ∈ CNτ×Mτ , and Vi ∈ CMτ×b, with τ = S1. We remark that
all variables with supraindices have been omitted since only one round is scheduled, thus
those supraindices may be therefore reused for other notation. Moreover, all indexes are
written modulo K unless otherwise stated.
3.2 State-of-the-Art
The channel DoF of the BC with full CSIT at all terminals may be attained by a com-
bination of ZF, either at the transmitter or the receiver side [Jaf05], and time-sharing
concepts. However, this approach is optimal for the IC only when the number of anten-
nas at either the transmitter or the receiver side is much larger than at the other, i.e.
M  N or M  N . Otherwise, the study of the DoF not only for the IC, but also for
many interference wireless networks, has been intimately connected to the emergence and
development of the interference alignment concept. The main purpose of IA is to divide
the task described in (2.21) of canceling the interference by coordinating the operations
at the transmitter and receiver side. One the one hand, it is assumed that the receiver
projects the received signal onto the orthogonal-to-interference subspace by means of ZF
concepts, as in (2.23). On the other hand, the transmit filters are designed in such a
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way that there exists some intersection among the generated interference terms. Con-
sequently, their sum subspace occupies less dimensions at the receiver signal space or,
equivalently, its orthogonal-to-interference subspace can allocate desired signals of higher
dimension. It is important to remark that projecting the desired signals onto the null
space of the interference will always reduces the power of the desired signals, but this
effect is neglected in this context since the DoF analysis assumes an arbitrarily high SNR
regime.
The IA concept was originally proposed in the context of index coding in [BK98], while
it crystallized later on for the 2-user MIMO X-channel in [MAMK08] and for the K-user
SISO IC with K > 2 in [CJ08]. Surprisingly, Cadambe and Jafar [CJ08] proposed a
linear precoding/decoding scheme that provides each user half the cake, i.e. half the DoF
compared to the single-user case, thus a total of K/2 sum DoF. Additionally, the authors
showed that this result generalizes to the square MIMO case, i.e. when all nodes are
equipped with M antennas, obtaining KM/2 total DoF. This approach will be reviewed
for the 3-user case with 2 antennas per node in Section 3.2.1. For both SISO and square
MIMO cases, the achievability of fractional DoF relies on a single-round transmission
with multiple time slots on a time-varying channel. However, it fails when considering
a constant SISO channel. This is because the equivalent channel matrices result on
scaled identity matrices with not enough diversity as compared to the case where channel
variations or multiple antennas are employed. This limitation revealed that when the
channel coefficients are constant the signal dimensions provided by deploying additional
antennas (referred in [WGJ14] as space extensions) provide more diversity than the signal
dimensions obtained through time/frequency extensions.
The case of different number of antennas at transmitters and receivers in a IC has been
extensively analyzed by applying the original IA concept, see for example [RLL12, GJ10,
WGJ14, WSJ14, GCJ08, CJW10]. Beyond that, many extensions of the disrupting idea of
IA have appeared in the literature. A very extensive survey can be found in [Jaf11]. Sum-
marizing, there are two different frameworks for developing IA-based transmit precoders:
lattice level IA [MMK10] (lattice alignment), and space level IA [MAMK08, CJ08], (space
alignment), see Fig. 3.1. These two approaches arise from the choice between structured
or random codes, respectively. Lattice alignment-based techniques are non-linear and use
structured coding, e.g. lattice codes, to align the interference on the signal scale level.
This idea was first exploited in the context of the rational dimensions framework by Mota-
hari et al. in [M+14]. Following this line of research, Ghasemi et al. [GMK10] showed that
the DoF outer bound may be attained for any user and antenna settings. Nevertheless,
its rate performance is extremely degraded at medium SNR values [OE13]. In contrast,
space alignment techniques provide a better rate performance at moderate SNR regimes,
but when the channel coefficients are constant they cannot attain optimality for certain
antenna configurations.
All the schemes proposed in this thesis follow the conventional IA approach, denoted
hereafter as linear IA, under the space alignment framework. In turn, under this frame-
work two other types of IA were proposed: ergodic IA (EIA) [N+12] and opportunistic
IA (OIA) [LC13, LCR13]. First, EIA relies on repeating the same transmission along two
time slots with complementary channel states, i.e. two channel realizations such that the
interference is canceled by simply summing up the signals received from both time slots.
The surprising result in [N+12] was that the optimal K2 DoF value can be attained in a
K-user SISO IC. However, time-varying channels is a fundamental feature for applying
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IA with
full CSIT

Space Alignment
(Linear IA)

Ergodic IA: requires channel variations, high delay
Conventional IA: currently, attaining the outer bound
except for SISO and (M,N) = (p, p+ 1)
Opportunistic IA: requires a high number of users, and user selection
Lattice Alignment
(Rational IA)
: extremely degraded at low-medium SNR values
Figure 3.1: Different types of IA with full CSIT appeared in the literature
EIA, whereas linear IA applies to almost all settings either if channels change over time
or not. Second, OIA exploits the diversity provided by a large amount of users, let say
user dimension, through scheduling. The idea is to combine the benefits of opportunistic
beamforming and IA. The transmitters select a random precoding design, and transmit
pilot signals. Then, taking into account the signals obtained at the receivers, the best
subset, i.e. the subset of receivers where the interference has been aligned using such de-
sign, is selected. Consequently, no CSIT is required, which allows a significant reduction
of the control plane information sharing. Although interesting for some scenarios, a more
generic case where users cannot be selected and its channels are given will be assumed,
thus OIA will not be considered in this thesis.
In the sequel, the most relevant results in terms of DoF for the 3-user MIMO IC are briefly
exposed, summarized in Fig. 3.2. First, for the SISO case, the best known inner bound
was proposed by Cadambe et al. in [CJW10]. The authors proposed a linear scheme able
to achieve 1.2 DoF, thanks to the asymmetric complex signaling (ACS) concept, reviewed
in Section 4.2.2. In short, the idea is to exploit the existing diversity on complex numbers
to transform the complex channel into a real one with a more sophisticated structure than
simply scaled identity matrices. This tool has shown to be useful also for the 4-user SISO
IC in [LS13].
Second, for the MIMO case, Wang et al. characterized the DoF of the 3-user MIMO IC
in [WGJ14]. Their work provide two new ingredients to this research area: the change of
basis (CoB) and subspace alignment chains (SAC) concepts. On the one hand, the CoB
operation was useful to derive the DoF outer bound, since it allows writing the equivalent
channels in such a way that the appropriate genie signals to be provided to each receiver
can be more easily identified. This approach will be reviewed in Section 4.2.2, and allows
deriving the DoF outer bound for the 3-user MIMO IC, proved to be tight in [WGJ14]
thanks to the lattice alignment approach in [MMK10]. Moreover, the CoB operation has
been found to be useful also to derive inner and outer bounds for other settings, e.g. the
MIMO rank-deficient IC in[Z+14]. On the other hand, the proposed DoF inner bound
flows from the SAC concept. This linear approach will be reviewed in Section 3.2.2, and
allows stating equivalence of linear and channel DoF for almost all antenna settings.
Nevertheless, when M = N = 1 or ρ = MM+1 with M>1,
1, the work in [WGJ14] does not
clarify if the DoF outer bound can be attained using linear schemes when the channel
coefficients are constant, see [WGJ14, Section VIII.C]. Actually, optimality of the case
ρ = MM+1 was later claimed in [WGJ11] by means of asymmetric complex signaling and
subspace alignment chains concepts, but the result is just sustained on numerical exper-
1The case M = 1 was previously addressed in [GJ10].
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Figure 3.2: Current knowledge about the linear DoF per user of the 3-user MIMO IC with constant channel
coefficients for all transmitters and receivers equipped with M,N = 1 . . . 6 antennas, respectively. The channel
DoF may be attained using rational alignment for all antenna settings. However, only those with empty circles
may be currently attained using linear alignment techniques, either with the CJ or the SAC approaches, reviewed
in Sections 3.2.1 and 3.2.2, respectively. This work shows that all other settings except SISO can be handled
using linear alignment without the need of lattice alignment. Consequently, only the linear DoF for SISO remain
unknown.
iments. Therefore, to the best of the authors’ knowledge, there is not a formal proof in
the literature.
3.2.1 IA for the Square Case
The original scheme proposed by Cadambe and Jafar (CJ) in [CJ08] is here reviewed for
the 3-user MIMO IC, with M = N = 2 antennas per node. In this case, a single-slot
transmission is required, i.e. τ = 1, where each transmitter delivers b = 1 symbol to its
associated receiver. According to this, the received signal at RXj writes as
yj = Hj,jvjxj + [Hj,j−1vj−1,Hj,j+1vj+1]
[
xj−1
xj+1
]
+ nj , (3.4)
where yj ,vj ,nj∈ C2×1, Hj,i∈ C2×2. Notice that since b = 1 the precoding matrices have
only one column, thus become column vectors.
The idea of IA is to force the two interference terms at each receiver to be enclosed on
the same dimensional subspace, as shown in Fig. 3.3, where the two interference terms
at each receivers lie on a line. To this end, the precoding matrix design should satisfy the
following set of constraints:
span
(
Hj,j−1vj−1
)
= span
(
Hj,j+1vj+1
)
, j = 1, 2, 3. (3.5)
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Figure 3.3: Signal subspaces using the original interference alignment approach, when all terminals are equipped
with M = N = 2 antennas. Colors identify users.
One easy way to ensure this, is to force equality without the span
(·) operators, i.e:
H1,3v3 = H1,2v2, (3.6a)
H2,1v1 = H2,3v3, (3.6b)
H3,2v2 = H3,1v1, (3.6c)
or in compact form:  0 H1,2 −H1,3H2,1 0 −H2,3
H3,1 −H3,2 0
v1v2
v3
 = 0. (3.7)
Note that this is a more restrictive set of conditions than (3.5), but it will be sufficient to
attain DoF-optimality.
Now, let e1 denote one of the two eigenvectors of the matrix H1,2H
−1
2,1H2,3H
−1
3,2H3,1H
−1
1,3.
Then, it is easy to see that the following design ensures IA [CJ08]:
v1 = e1, (3.8a)
v2 = H
−1
3,2H3,1v1 = H
−1
3,2H3,1e1, (3.8b)
v3 = H
−1
2,3H2,1v1 = H
−1
2,3H2,1e1, (3.8c)
such that the interference subspace collapses to 1 dimension, as shown in Fig. 3.3. Con-
sequently, there exists one available dimension in the two-dimensional receiver subspace
to allocate the signals carrying desired symbols, which can be retrieved by means of ZF
concepts.
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k
Figure 3.4: Occupation of receivers for the signals designed using alignment chain k (M = 3, N = 4 case). Ovals
represent different subspaces at transmitters and receivers. Colors/Line patterns identify users.
3.2.2 Subspace Alignment Chains
IA proposes a linear transmitter design intertwined among users through the alignment,
see (3.6), where each precoding vector should satisfy two conditions, i.e. appears in two
equations. This can be interpreted as a chain, as follows:
v3
RX1←→ v2 RX3←→ v1 RX2←→ v3, (3.9)
where the design of the precoding vectors at TX3 and TX2 are connected by the alignment
constraint at RX1. At the same time, the design of v2 is connected to v1 due to the
alignment constraint at RX3. Finally, the chain is closed by the alignment constraint at
RX1.
For the caseM 6= N , this concept is generalized by means of the SAC approach [WGJ14].
In the sequel, the SAC concepts applied to attain optimal DoF are described for the case
N = M + 1 with time-varying channels. For that case, the precoding matrix of each user
is divided in M column sub-blocks per user, as follows:
Vi=
[
V1i,(1) . . . V
1
i,(U1i )
V2i,(1) . . . V
2
i,(U2i )
V3i,(1) . . . V
3
i,(U3i )
]
, (3.10)
where Vki,(u)∈ RτM×(M+1) denotes the uth sub-block carrying the M(M + 1) symbols of
user i, designed by means of the kth alignment chain, and U1i + U
2
i + U
3
i = M , whose
specific values will be specified later. Notice that the supraindex has been used to specify
the associated alignment chain since only one phase and one round are considered, as in
previous section.
Now, for any value of M , three alignment chains, similar to (3.9), are built:
Vkk,(1)
RXk+1←→ Vkk−1,(1)
RXk←→ Vkk+1,(1)
RXk−1←→ Vkk,(2)
RXk+1←→ · · · RXηk←→ Vk
ηk+1,(U
k
ηk+1
)
(3.11)
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which mathematically is formulated as follows:
span
(
Hk+1,kV
k
k,(1)
)
= span
(
Hk+1,k−1Vkk−1,(1)
)
, (3.12a)
span
(
Hk,k−1Vkk−1,(1)
)
= span
(
Hk,k+1V
k
k+1,(1)
)
, (3.12b)
span
(
Hk−1,k+1Vkk+1,(1)
)
= span
(
Hk−1,kVkk,(2)
)
, (3.12c)
...
span
(
Hηk,ηk−1V
k
ηk−1,
(
Ukηk−1
)) = span(Hηk,ηk+1Vkηk+1,(Ukηk+1)), (3.12d)
describing the alignment constraints to be satisfied by the sub-blocks with supraindex k,
where k = 1, 2, 3 identifies each chain, ηk = k −M is the last receiver of the kth chain,
and the value Uki denotes the number of sub-blocks corresponding to the ith user designed
according to the kth alignment chain. Taking into account that there are 3 users and 3M
sub-blocks, it may be expressed in closed form as
Uki =
⌈
M − 〈k − i〉
3
⌉
. (3.13)
The meaning of (3.11) or (3.12) is next conceptually described, and depicted for M = 3
in Fig. 3.4, where ovals represent at each transmitter/receiver the subspaces for the kth
alignment chain, and each color/line pattern identifies each user’s signals. First, (3.12a)
states that the subspace occupied by the sub-block Vkk,(1) should be the same as that for
the sub-block Vkk−1,(1) at the (k + 1)th receiver, see Fig. 3.4. This will be expressed as
the alignment between sub-block Vkk,(1) and sub-block V
k
k−1,(1) at RXk+1. Next, (3.12b)
ensures that this latter sub-block is, at the same time, aligned with Vkk+1,(1) at the kth
receiver. This process continues as long as there exists a subspace at each receiver where
signals can be aligned. The existence of such subspace can be guaranteed by means of
basic linear algebra properties (see [WGJ14] for details), and defines the length of the
alignment chain, corresponding to the number of sub-blocks designed according to such
chain. Notice that in contrast to (3.9), here the chain has finite length. Consequently, the
first and last sub-blocks in each chain participate only in the first and the last alignment
conditions, respectively. This can be observed in Fig. 3.4 at RXk−1.
As for the square case, equations (3.12) are tackled by dropping the span
(·) operators:

Hk+1,k −Hk+1,k−1 0 . . . 0
0 Hk,k−1 −Hk,k−2
...
...
. . . . . . . . . 0
0 . . . 0 Hηk,ηk−1 −Hηk,ηk+1


Vkk,(1)
Vkk−1,(1)
Vkk−2,(1)
Vkk,(2)
...
Vk
ηk+1,
(
Ukηk+1
)

= 0, (3.14)
where the precoding matrices may be obtained as the null space of the matrix at the left
hand side above. Using this precoding matrix design in conjunction with ZF receiving
filters, it can be seen that there are enough dimensions to allocate the desired signals,
and all desired symbols can be linearly decoded.
4
IC with Full CSIT
When channel state is constant in time, the approach explained in the previous section
does not always attain the channel DoF of the IC defined in (2.18). The reason is:
even when the interference is aligned and there exist enough dimensions to allocate the
desired signals, the linear combinations of desired symbols obtained after projection are
not necessarily independent. In other words, rank
(
WjΩ
des
j
)
< b. This occurs for all
antenna settings with N = M = 1, or ρ = MM+1 , with M > 1. Recall that for full CSIT,
the property of reciprocity, described in Section 2.4.3, inspires a generalization of the
antenna ratio definition, here repeated for reader’s convenience:
ρ =
min
(
M,N
)
max
(
M,N
) .
The goal of this chapter is to formally prove that the channel DoF can be achieved
using linear transmit-receive filters, and coincide with the DoF outer bound for the 3-user
(M,M + 1) MIMO IC if M > 1 even assuming constant channel coefficients. Notice that
such proof is also useful for the case N = M−1 since both cases have equal antenna ratio.
To this end, a linear scheme is proposed based on SAC (see Section 3.2.2), a one-phase
one-round multi-slot transmission, and ACS [CJW10].
4.1 Main Contributions
Three main items summarize this chapter contribution:
• It is proved that the 3-user MIMO IC with constant channel coefficients has ex-
actly ρρ+1 linear DoF per user for ρ =
M
M+1 and M = 2, 3 . . . 6, see Theorem 4.2 and
Theorem 4.4, see Sections 4.3 and 4.4, respectively.
• The proposed transmit precoding matrices present a specific structure that can be
generalized for any value of M . It is characterized by two properties: i) there are
some elements equal to zero, and ii) all transmit precoders are defined as a function
of 3 matrices, denoted as the support precoding blocks. Inspired by this structure, we
propose an iterative algorithm able to find the structure of each precoding matrix
for any value of M , thus simplifying the analysis.
• The methodology followed for the proof is also generalized for any value of M .
Based on this, we conjecture that the value ρρ+1 corresponds also to the normalized
linear DoF for any M ≥ 7, which has been also checked through numerical results.
4.2 Building a Proper Formulation 33
4.2 Building a Proper Formulation
This section introduces some operations and definitions built upon the original input-
output model in (3.4). This is one of the key aspects of our contribution: the construction
of a formulation able to prove the feasibility of SAC for constant channels.
4.2.1 Precoding Matrices
The precoding matrix of each user is written as a function ofM sub-block matrices of the
form Vki,(u)∈ R2Mτ×2(M+1) (whose objective was explained in Section 3.2.2), separated
in three groups. This methodology is similar to the case without using ACS, but notice
that now the entries of Vki,(u) instead of complex are real numbers, and each sub-block
carries 2(M + 1) real symbols instead of M + 1 complex symbols. Moreover, for the sake
of simplifying future descriptions, we introduce a permutation matrix Πi ∈ R2M×2M .
Therefore, each precoding matrix when ACS is exmployed is given by
Vi=
[
V1i,(1) . . . V
1
i,(U1i )
V2i,(1) . . . V
2
i,(U2i )
V3i,(1) . . . V
3
i,(U3i )
]
Πi. (4.1)
Furthermore, for convenience in the analysis each Vki,(u) is in turn divided in M blocks
by rows, as follows:
Vki,(u) =stack
(
Vk,1i,(u),V
k,2
i,(u),. . . , V
k,M
i,(u)
)
, (4.2)
where each Vk,mi,(u)∈ R2τ×2(M+1) corresponds to one of the m = 1 . . .M transmit antennas.
4.2.2 Channels
The channel matrix in model (3.4) stands for the equivalent channel matrix from TXi to
RXj after applying:
• a multi-slot transmission
• asymmetric complex signaling
• change of basis
as detailed next. All three operations provide a more sophisticated structure to the
channel matrices, and become the proper framework to prove achievability for the case
of interest.
Let H¯j,i ∈ C(M+1)×M be the original spatial channel matrix from the ith transmitter
to the jth receiver, and assume a transmission over τ channel uses. Then, taking into
account that the channel is constant, the bdiag (·) operation used in (2.4) may be written
as follows:
T
(
H¯j,i
)
= Iτ ⊗ H¯j,i, (4.3)
where Iτ ∈ Rτ×τ is the identity matrix, and ⊗ denotes the Kronecker product.
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In addition to transmit through multiple time slots, now consider ACS, i.e. separate the
design of real and imaginary parts of the transmitted signals, as in [CJW10]. In contrast,
here the concept will be applied to each particular channel coefficient. Then, the extended
form for each channel element is defined as:
ACS
(
h¯n,mj,i
)
=
∣∣∣h¯n,mj,i ∣∣∣ Φ¯(φ¯n,mj,i )∈ R2×2, (4.4)
where h¯n,mj,i is the complex channel gain between the mth antenna of TXi and the nth
antenna of RXj , φ¯
n,m
j,i is the phase of the complex number h¯
n,m
j,i , and Φ¯
(
φ¯n,mj,i
)
∈ R2×2 is
an unitary matrix given by:
Φ¯
(
φ¯n,mj,i
)
=
cos
(
φ¯n,mj,i
)
− sin
(
φ¯n,mj,i
)
sin
(
φ¯n,mj,i
)
cos
(
φ¯n,mj,i
)
 , (4.5)
with some interesting properties that will be used in the sequel, for example:
Φ¯ (q) Φ¯ (r) = Φ¯ (q + r) , Φ¯(q)−1 = Φ¯ (−q) , (4.6)
for any arbitrary phases q, r ∈ [ 0, 2pi ]. For the sake of clarity, let us write the equivalent
channel channel matrix Hˆj,i∈ R2τ(M+1)×2τM if the two previous concepts are together
applied, given by
Hˆj,i =

C
(
h¯1,1j,i
)
. . . C
(
h¯1,Mj,i
)
...
. . .
...
C
(
h¯M+1,1j,i
)
. . . C
(
h¯M+1,Mj,i
)
 , (4.7)
with C
(
h¯n,mj,i
)
=
∣∣∣h¯n,mj,i ∣∣∣ Iτ ⊗ Φ¯(φ¯n,mj,i ). Now the last step to obtain the system model in
(3.4) consists in applying a change of basis operation [WGJ14]:
Hj,i = CoB
(
Hˆj,i
)
= ΞjHˆj,iΘi, (4.8)
where Ξj ∈ R2τ(M+1)×2τ(M+1) and Θj ∈ R2τM×2τM are invertible linear transformations
applied at the transmitters and the receivers. This way the resulting equivalent channel
becomes a rotation of Hˆj,i that contains zeros at some specific antenna elements, see
[WGJ14] for details.
In our case, the same CoB as in [WGJ14] is applied, as well as some additional opera-
tions at the receiver side described in Appendix A. This way channel matrices present
a simplified structure which helps in the precoding design based on SAC, as well as the
achievability proof.
Remark : Notice that matrices Ξj and Θi are applied at the transmitter and the receiver,
respectively. Therefore, the final linear filters at TXi and RXj are WjΞj and ΘiVi,
respectively.
4.2.3 Problem Formulation
The objective of this chapter is to show that for the 3-user MIMO IC with antenna ratio
ρ = MM+1 ,
d
(in)
j
(a)
=
ρ
ρ+ 1
(b)
= d
(lin)
j = dj
(c)
= d
(out)
j , (4.9)
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While equality (c) above was previously proved using rational IA, here we specifically
prove equality (a), i.e. the achievable DoF. Then, since d(in)j match dj , equality (b) follows,
thus the channel DoF may be attained by means of linear strategies. The achievable DoF
value is proved by proposing a transmission scheme where b = 2M(M + 1) real-valued
symbols per user are delivered along 2τ equivalent channel uses thanks to the use of ACS
during τ = 2M + 1 time slots.
In this case, zj = yj (see (2.8)) since there is only one phase, thus Uj = I, and all the
receive processing is carried out by the global filter Wj . The objective of this filter is to
remove the interference by projecting onto its orthogonal subspace, but without reducing
the rank of the desired signals. To this end, it is necessary that desired and interference
subspaces are linearly independent. Moreover, it is required that the rank of the desired
signals before and after projection is equal to b, if linear feasibility is to be ensured. In
this regard, let us denote
I = rank
(
Ωintj
)
, D = rank
(
Ωdesj
) ≤ b, (4.10)
where Ωdesj and Ω
int
j were introduced in (2.15), and define matrices Ω¯
des
j ∈ R2τ(M+1)×D
and Ω¯intj ∈ R2τ(M+1)×I such that
span
(
Ω¯desj
)
= span
(
Ωdesj
)
, span
(
Ω¯intj
)
= span
(
Ωintj
)
, (4.11)
i.e. basis of Ωdesj and Ω
int
j , respectively, as well as
Ω¯j =
[
Ω¯desj Ω¯
int
j
]∈ R2τ(M+1)×(D+I). (4.12)
When using SAC for the case N = M + 1, it turns out that D + I = (M + 1)τ , thus Ω¯j
is a square matrix. Then, a sufficient condition to ensure linear independence between
desired and interference subspaces is that the SSM in (4.12) is full-rank with probability
one for any possible channel realization.
4.3 The (2, 3) Case
This section characterizes the linear DoF of the (2, 3) constant MIMO IC. The proposed
precoding scheme allows each transmitter to deliver b = 12 real-valued symbols to its
intended receiver along 2τ = 10 equivalent channel uses, thus attaining the DoF outer
bound of 6/5 in (4.9). First, the precoding matrices are obtained for this antenna de-
ployment in Section 4.3.1, designed according to minorly modified conditions from the
ones shown in (3.14). Next, Section 4.3.2 derives the SSM Ω¯j in (4.12), providing the
achievability proof for the proposed precoding scheme.
4.3.1 Precoding Matrix Design
According to definitions (4.1) and (4.2), each precoding matrix can be written as
Vi =
[
V1i V
2
i
]
Πi, V
k
i =
Vk,1i
Vk,2i
, (4.13)
with Vi∈ R20×12, Vki ∈ R20×6, Vk,qi ∈ R10×6, Πi∈ R6×6. Notice that for ease of notation
the second subindex (u) appearing in (4.1) has been dropped. From (3.14), the three
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alignment chains follow. Let us focus on the first alignment chain, given by
[
H2,1,−H2,3
][V11
V13
]
= 0.
By plugging the particular structure of equivalent channels (see Appendix A), it reduces
to 
C
(
h1,12,1
)
0 0 0
0 C
(
h2,22,1
)
C
(
h2,12,3
)
0
0 0 0 C
(
h3,22,3
)


V1,11
V1,21
V1,13
V1,23
 = 0.
Using properties in (4.6) and taking into account that non-zero blocks are full-rank with
probability one, since channels are drawn from a continuous distribution, one obtains
V1,11 = 0, V
1,1
3 = C
(
h2,22,1
h2,12,3
)
V1,21 , V
1,2
3 = 0.
The other alignment chains are similarly solved, thus at the end we have
V1 =
 0 C
(
h2,23,2
h2,13,1
)
V1,22
V1,21 0
Π1, V2 =
 0 C
(
h2,21,3
h2,112
)
V2,23
V1,22 0
Π2,
V3 =
C
(
h2,22,1
h2,12,3
)
V1,21 0
0 V2,23
Π3.
Now we will make use of the permutation matrices Πi in order to obtain the same structure
for all precoding matrices. Notice that reordering the columns of the precoders does not
affect to the interference alignment. Furthermore, notice that there are only three non-
zero precoding sub-blocks. Hereafter, they will be referred to as the support precoding
blocks (SPBs) and denoted as T1,T2 and T3. Therefore, the jth precoding matrix for
j = 1, 2, 3 generally writes as follows:
Vj =
C
(
h2,2j−1,j+1
h2,1j−1,j
)
Tj+1 0
0 Tj
 . (4.14)
4.3.2 Achievability Proof
This section derives the SSM Ω¯j as a function of the SPBs T1,T2, and T3. Then, a design
for those matrices is proposed easing the achievability proof, formalized in Theorem 4.2,
and based on Lemma 4.1, both presented at the end of this section.
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Ω¯j =

C
(
h1,1j,j
)
Tj+1 C
(
h1,2j,j
)
Tj C
(
h1,1j,j−1h
2,2
j+1,j
h2,1j+1,j−1
)
Tj 0 0
C
(
h2,1j,j
)
Tj+1 C
(
h2,2j,j
)
Tj 0 C
(
h2,2j,j−1
)
Tj−1 0
C
(
h3,1j,j
)
Tj+1 C
(
h3,2j,j
)
Tj 0 0 C
(
h3,2j,j+1
)
Tj+1

(4.15)
For the proper derivation of the SSM, let us compute
Hj,j+1Vj+1 =

0 0
C
(
h2,2j,j−1
)
Tj−1 0
0 C
(
h3,2j,j+1
)
Tj+1
 , (4.16)
Hj,j−1Vj−1 =

C
(
h1,1j,j−1h
2,2
j+1,j
h2,1j+1,j−1
)
Tj 0
0 C
(
h2,2j,j−1
)
Tj−1
0 0
 , (4.17)
defining the subspaces of received interference at RXj , see (4.12). Notice that the first
block column of (4.16) is aligned with the last block column of (4.17), which is actually
forced by the (j + 1)th alignment chain. As a result, the basis for the interference space
Ω¯intj is defined by the three linearly independent block columns of (4.16)-(4.17), and the
SSM Ω¯j may be written as in (4.15).
The SSM in (4.15) is similar to the equivalent matrix obtained in [WGJ11, Equation 16].
Even though in this case the full-rank condition for the SSM can be ensured by picking
entries of the SPBs randomly (as pointed out by [WGJ11]), we next present a formal
proof that is also useful for the M > 2 case.
To this end, define λji ∈ R6×1, i = 1 . . . 5, j = 1, 2, 3, hereafter referred to as the rank
descriptors. Then, one may ensure that the SSM is full-rank iff the only solution for
Ω¯j
[ (
λj1
)T
. . .
(
λj5
)T ]T
= 0 (4.18)
is to set all rank descriptors to zero. To this end, let also define an arbitrary orthonormal
basis F =
[
f1 f2 . . . f10
]∈ R10×10. We propose the following design:
T1 =
[
F1:2 F3:5 F6
]
, T2 =
[
F1:2 F7:9 F10
]
,
T3 =
[
F3:5 F7:9
]
,
(4.19)
where Fp:q takes all columns of F from p to q. The following lemma states the DoF
achievability:
Lemma 4.1 (Ω¯j full-rank for M = 2). Considering (4.15) and the SPBs chosen as in
(4.19), then the only possible solution for (4.18) is λji = 0,∀i, j.
Proof: See Appendix B.
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Finally, the optimal DoF are settled by means of Theorem 4.2, next stated:
Theorem 4.2 (DoF for the (2,3) case). The 3-user (2, 3) MIMO IC with constant channel
coefficients has exactly 2/5 spatially-normalized linear DoF per user.
Proof: Each user transmits b = 12 real-valued symbol streams along τ = 5 time slots,
considering ACS, and the described precoding scheme. According to Lemma 4.1, the
SSM defined in (4.15) is full-rank, thus interference and desired signals become linearly
independent, and the desired symbols can linearly be decoded. Since the DoF outer
bound in (4.9) and the achievable DoF attained by the proposed scheme match, this
value corresponds to the optimal linear DoF.
4.4 The (M,M + 1) Case with M > 2
This section addresses the (M,M + 1) MIMO IC with constant channel coefficients and
M ≥ 3. The proposed precoding scheme allows each user to obtain b = 2M (M + 1)
real-valued data symbols over 2τ = 2 (2M + 1) equivalent channel uses, thus attaining
the DoF outer bound of ρρ+1 in (4.9).
Unfortunately, the number of conditions used for the precoder design, see (3.14), increases
proportionally to M2. Therefore, the approach used for the M = 2 case gets complicated
as M grows. This section presents a methodology to simplify the resolution of such
matrix equation system, which will be illustrated for the M = 3 case. The core of this
methodology is the zero propagation algorithm, to be presented next, which allows to
obtain the structure of the transmit and receive filters for any value of M .
4.4.1 Precoding Matrix Design
Out of the three alignment chains, let us consider the first alignment chain (k = 1) given
by (4.21), shown at the top of the next page. The remaining alignment chains are handled
similarly.
Thanks to the obtained structure of matrix E, one observes that some sub-blocks of J
are forced to be zero. For example, consider the fifth block row element of E · J:
C
(
h1,11,3
)
V1,13,(1) = 0. (4.20)
Clearly, the only solution above is V1,13,(1) = 0 with probability one. Hence, other equations
where this variable participates are simplified. Each of these events is denoted as a zero
propagation (ZP) and give the possibility of finding which blocks are zero for J in (4.21).
Inspired by this idea, we present the ZP algorithm, see Algorithm 4.11. This algorithm
allows simplifying the alignment chain conditions in (4.21), reducing the number of blocks
to be designed in (4.22). Moreover, by writing the remaining equations it turns out that
1We use Matlab notation to simplify the description of the algorithm. The function zeros(p, q) pro-
duces an all-zeros p × q matrix, while E(p, :) and E(:, q) refer to the pth row and the qth column,
respectively, of matrix E.
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
C
(
h1,12,1
)
0 0 0 0 0 0 0 0
0 C
(
h2,22,1
)
C
(
h2,32,1
)
C
(
h2,12,3
)
0 0 0 0 0
0 0 C
(
h3,32,1
)
C
(
h3,12,3
)
C
(
h3,22,3
)
0 0 0 0
0 0 0 0 0 C
(
h4,32,3
)
0 0 0
0 0 0 C
(
h1,11,3
)
0 0 0 0 0
0 0 0 0 C
(
h2,21,3
)
C
(
h2,31,3
)
C
(
h2,11,2
)
0 0
0 0 0 0 0 C
(
h3,31,3
)
C
(
h3,11,2
)
C
(
h3,21,2
)
0
0 0 0 0 0 0 0 0 C
(
h4,31,2
)


V1,11,(1)
V1,21,(1)
V1,31,(1)
V1,13,(1)
V1,23,(1)
V1,33,(1)
V1,12,(1)
V1,22,(1)
V1,32,(1)

= 0
E · J = 0 (4.21)

C
(
h2,22,1
)
C
(
h2,32,1
)
0 0 0
0 C
(
h3,32,1
)
C
(
h3,22,3
)
0 0
0 0 C
(
h2,21,3
)
C
(
h2,11,2
)
0
0 0 0 C
(
h3,11,2
)
C
(
h3,21,2
)


V1,21,(1)
V1,31,(1)
V1,23,(1)
V1,12,(1)
V1,22,(1)

= 0 (4.22)
Algorithm 4.1: Zero Propagation
Consider the matrix equation system given by E · J = 0, with
J∈ RJBR·JR×JBC and E∈ REBR·ER×JBR·JR , where JR(ER) defines the num-
ber of block rows of J (E). Moreover, JBC (JBR) defines the size of each
block column (row) J, and EBR defines the size of each block row of E.
The blocks of J that can be set to zero may be obtained by computing
the following steps:
Step 1: Find one block row in E containing only one non-zero element,
located at the [α, β]th block position.
Step 2: Set
{
E(α, :) = zeros(EBR, JBR · JR)
E(:, β) = zeros(EBR · ER, JBR)
Step 3: Set J(β, :) = zeros(JBR, JBC).
Step 4: Repeat Steps 1-3 until Step 1 provides no more block rows.
Step 5: Remove the all-zeros block columns and all-zeros block rows in
E and J.
4.4 The (M,M + 1) Case with M > 2 40
each precoding matrix can be written as a function of three SPBs, as follows:
Vi =

C
(
θi−1,1i,(1)
)
Ti−1 0 0
C
(
θi−1,2i,(1)
)
Ti−1 C
(
θi+1,2i,(1)
)
Ti+1 C
(
θi,2i,(1)
)
Ti
0 0 Ti
 , (4.23)
where θq,ri,(1) stands for the complex value obtained from the qth alignment chain and
located at the rth block row of Vi. They can be obtained by computing a null space
basis from (4.22). Note that the number of unknown sub-block matrices per precod-
ing matrix is reduced from 9 to 1. In general, the 3M2 variables (sub-blocks) involved
in the alignment chains can be written as in (4.23) as a function of the three SPBs
Ti∈ C2(2M+1)×2(M+1), i = 1, 2, 3. Hence, after applying the ZP algorithm the problem
reduces to the design of the three SPBs.
4.4.2 Achievability Proof
This section derives the SSM for the M = 3 case, and generalizes the ideas for M > 3.
First, a design for the three SPBs in (4.23) is proposed, generalizing (4.19) for any value
of M . Second, the SSM is shown to be full-rank, allowing to state the optimal linear DoF
by means of Theorem 4.4, presented at the end of this section.
In order to build Ω¯j , it is necessary to compute a basis for the sum space defined by the
received interference and desired signals. Regarding the desired signals, it can be easily
seen that Ω¯desj = Hj,jVj . On the other hand, since some of the interference is aligned
it is necessary to first calculate the products Hj,j−1Vj−1 and Hj,j+1Vj+1. Next, we will
see that this task can be highly alleviated. Note that the ZP algorithm output in (4.22)
not only states which sub-blocks of each Vi are actually zero, but also which conditions
should be satisfied by the remaining sub-blocks. For example, (4.22) forces
C
(
h2,22,1
)
V1,21,(1) + C
(
h2,32,1
)
V1,31,(1) = 0. (4.24)
Interestingly, this is indeed one of the elements resulting from the product H2,1V1. Tak-
ing into account all other conditions where there are only elements managed by one
unique transmitter, the products Hj,j−1Vj−1 and Hj,j+1Vj+1 can be further simplified,
obtaining (4.25)-(4.26), where θ¯q,rj,i is the corresponding complex number for the (q,r)th
position of Hj,iVi, i 6= j. Note that in this case due to alignment conditions, we will have
θ¯q,qj,j−1 = θ¯
q,q−1
j,j+1 with q = 2, 3, i.e. columns {2, 3} of Hj,j+1Vj+1 are aligned with columns
{1, 2} of Hj,j−1Vj−1, respectively. Therefore, in this case the SSM is given by (4.27)-
(4.28), where Ωdesj (q, r) and θˆ
q,r
j are the matrix and the complex number corresponding
to the (q,r)th block position of Ω¯desj and Ω¯
int
j , respectively. For Ω
des
j , we write the blocks
Ωdesj (q, r), because they are linear combinations of some extended channel elements, e.g.
Ωdesj (1, 2) = C
(
h1,11,1
)−C(h2,21,1h3,13,1
h3,23,1
)
.
In contrast to (4.15), now it is not clear if the SSM for this case is full-rank by just
taking the SPBs randomly. Next, we provide the proof to verify that Ω¯j is full-rank. All
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Hj,j−1Vj−1 =

C
(
θ¯1,1j,j−1
)
Tj+1 0 0
C
(
θ¯2,1j,j−1
)
Tj+1 C
(
θ¯2,2j,j−1
)
Tj 0
0 0 C
(
θ¯3,3j,j−1
)
Tj−1
0 0 0

(4.25)
Hj,j+1Vj+1 =

0 0 0
C
(
θ¯2,1j,j+1
)
Tj 0 0
0 C
(
θ¯3,2j,j+1
)
Tj−1 C
(
θ¯3,3j,j+1
)
Tj+1
0 0 C
(
θ¯4,3j,j+1
)
Tj+1

(4.26)
Ω¯desj =

Ωdesj (1, 1)Aj−1 Ω
des
j (1, 2)Aj+1 Ω
des
j (1, 3)Aj
Ωdesj (2, 1)Aj−1 Ω
des
j (2, 2)Aj+1 Ω
des
j (2, 3)Aj
Ωdesj (3, 1)Aj−1 Ω
des
j (3, 2)Aj+1 Ω
des
j (3, 3)Aj
Ωdesj (4, 1)Aj−1 Ω
des
j (4, 2)Aj+1 Ω
des
j (4, 3)Aj

(4.27)
Ω¯intj =

C
(
θˆ1,1j
)
Aj+1 0 0 0
C
(
θˆ2,1j
)
Aj+1 C
(
θˆ2,2j
)
Aj 0 0
0 0 C
(
θˆ2,3j
)
Aj−1 C
(
θˆ2,4j
)
Aj+1
0 0 0 C
(
θˆ3,4j
)
Aj+1

(4.28)
vectors and matrices are defined for a general value of M , and all possible procedures are
generalized.
As for the (2,3) case, the SSM may be shown to be full-rank iff the only solution for
Ω¯j
[ (
λj1
)T
. . .
(
λj2M+1
)T ]T
= 0 (4.29)
is to set all λji ∈ R2(2M+1)×1, i = 1 . . . 2M + 1, j = 1, 2, 3 equal to zero. In this regard,
define an orthonormal basis F =
[
f1, f2 . . .f2(2M+1)
]∈ R2(2M+1)×2(2M+1) and
X1 = {3, 4, . . . ,M + 3} ,
X2 = {M + 4,M + 5, . . . , 2M + 2} ,
Y1 = {2M + 3, . . . , 3M + 3} ,
Y2 = {3M + 4, . . . , 4M + 2} ,
Z = {1, 2} .
(4.30)
Hereafter, we use these sets to arrange columns of F, e.g. FX2 = FM+4:2M+2. Accordingly,
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we set:
T1 =
[
FZ FX1 FX2
]
, T2 =
[
FZ FY1 FY2
]
,
T3 =
[
FX1 FY1
]
.
(4.31)
Given these definitions, the following lemma states the DoF achievability:
Lemma 4.3 (Ω¯j full-rank for M < 6). For the 3 ≤M ≤ 6 cases, the SSM defined as in
(4.27)-(4.28) with SPBs chosen as in (4.31) is full-rank with probability one.
Proof: See Appendix C.
Finally, the DoF characterization for M = 3, 4, 5, 6 follows from Lemma 4.3, and it is
formalized as follows:
Theorem 4.4 (DoF of the (M,M +1) IC, M = 3, 4, 5, 6). The 3-user (M,M + 1)
MIMO IC with M = 3, 4, 5, 6 and constant channel coefficients has exactly ρρ+1 spatially-
normalized linear DoF per user.
Proof: The proof is analogous to the proof of Theorem 4.2. In general, the optimal linear
DoF are achieved by using the proposed transmission scheme, delivering b = 2M(M + 1)
symbol streams to each user along 2τ = 2(2M + 1) equivalent channel uses.
Remark : Due to the similarity of the different cases, but the difficulty of generalization,
only the cases M = 2, 3, 4, 5, 6 have been analytically proved. Nonetheless, based on the
explained methodology and some numerical results (see next section), we conjecture that
the full-rank SSMs are obtained for M > 6, and hence the optimal DoF can be attained
and proved:
Conjecture 4.5 (DoF for the general (M,M + 1) IC). The 3-user (M,M + 1) MIMO
IC with constant channel coefficients has exactly M(M+1)2M+1 linear DoF per user for M > 6,
and they can be achieved by means of the proposed multi-slot transmission designed using
SAC and ACS.
4.5 Numerical Results
In order to validate the contributions of this work, as well as increase the strength of
Conjecture 4.5, we simulate the cases M = 2, 3, 5, 6, 8, 9 for the 3-user MIMO IC. Two
schemes are simulated, the one proposed in this chapter, and the design in [WGJ14] not
considering ACS. In both cases, we apply the CoB operation and the additional trans-
formations explained in Appendix A. Results are shown in Fig. 4.1, where solid/dashed
lines denote the two schemes with/without ACS. It can be seen that the former improves
the slope achieved at high SNR for each case. Moreover, for the cases M > 6 simulated,
the slope at high SNR follows Conjecture 4.5.
4.6 Conclusion
This work has investigated the linear DoF of the 3-user (M,M + 1) MIMO Interference
Channel with constant channel coefficients and full channel state information at both
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Figure 4.1: Comparison of using a multi-slot transmission based on SAC and ACS (solid lines) w.r.t. not using
ACS (dashed lines).
sides. By means of the proposed precoding scheme, the optimal linear DoF achievability
has been proved for the cases M = 2 . . . 6. Moreover, a methodology has been presented
easing the proof for the cases M > 6, where we conjecture that the optimal linear DoF
can also be attained. This conjecture has been numerically checked.
The contribution of this part of the dissertation has been twofold. On the one hand,
we have shown that the use of asymmetric complex signaling together with the previous
state-of-the-art approach in [WGJ14] allows characterizing the linear DoF of this channel.
Therefore, we have provided a formal proof, and uncoupled the achievability statement
from numerical experiments. On the other hand, our results revealed that, except for the
SISO case, the channel DoF can be achieved using either linear or rational IA.
Appendix
A Additional Change of Basis at the Receiver Side
The CoB operation [WGJ14] is a tool that provides a predetermined structure for the
cross-channel matrices. In particular, it forces zeros at some specific antenna elements.
For example, the equivalent cross-channel matrices
{
H¯j,j−1, H¯j,j+1
}
for M = 3 after
performing the original CoB described in [WGJ14] are given by
[
H¯j,j−1, H¯j,j+1
]
=

C
(
h¯1,1j,j−1
)
0 0 0 0 0
C
(
h¯2,1j,j−1
)
C
(
h¯2,2j,j−1
)
C
(
h¯2,3j,j−1
)
C
(
h¯2,1j,j+1
)
0 C
(
h¯2,3j,j+1
)
C
(
h¯3,1j,j−1
)
0 C
(
h¯3,3j,j−1
)
C
(
h¯3,1j,j+1
)
C
(
h¯3,2j,j+1
)
C
(
h¯3,3j,j+1
)
0 0 0 0 0 C
(
h¯4,3j,j+1
)

.
Here we assume that the CoB at the receiver Θj is the product of two matrices: the
original CB and an additional combining matrix Υj∈ R2τ(M+1)×2τ(M+1) such that
Υj
[
H¯j,j−1, H¯j,j+1
]
=

C
(
h1,1j,j−1
)
0 0 0 0 0
0 C
(
h2,2j,j−1
)
C
(
h2,3j,j−1
)
C
(
h2,1j,j+1
)
0 0
0 0 C
(
h3,3j,j−1
)
C
(
h3,1j,j+1
)
C
(
h3,2j,j+1
)
0
0 0 0 0 0 C
(
h4,3j,j+1
)

is satisfied. Then, each block row of Υj =
[
υTj,1, . . . ,υ
T
j,4
]T is derived as follows:
υj,1 =
[
I2τ 0
]
,
υj,2 = null
([
H¯j,j−1
(
:, 1
)
, H¯j,j+1
(
:, 2 : 3
)])
,
υj,3 = null
([
H¯j,j−1
(
:, 1 : 2
)
, H¯j,j+1
(
:, 3
)])
,
υj,4 =
[
0 I2τ
]
,
where A(:, p : q) gives the matrix resulting from picking the entries of A from block
column p to q, and I2τ ∈ R2τ×2τ , 0∈ R2τ×2τM are the identity and all-zero matrices.
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B Proof of Lemma 4.1
We will prove the lemma for the system of equations defined for j = 1. The cases j = 2, 3
can be similarly handled, and they are omitted to avoid redundancy. Therefore, we drop
the supraindex j and write λi, i = 1, . . . 5 to simplify notation. Additionally, some rank-
preserving transformations will be applied to Ω¯j . Consequently, the matrix equation
system in (4.18) for j = 1 can be written as follows:
C
(
h1,11,1
)
T2λ1 + T1λ3 = 0, (B.1a)
C
(
h2,11,1
)
T2λ1 + C
(
h2,21,1
)
T1λ2 + T3λ4 = 0, (B.1b)
C
(
h3,21,1
)
T1λ2 + T2λ5 = 0, (B.1c)
which can be simplified by introducing (4.19), and by means of linear independence among
the vectors fi, as explained next. For instance, consider all equations corresponding to
F1:2 in (B.1), given by:
C
(
h1,11,1
)
fq λ1 (q) + fq λ3 (q) = 0, (B.2a)
C
(
h2,11,1
)
fq λ1 (q) + C
(
h2,21,1
)
fq λ2 (q) = 0, (B.2b)
C
(
h3,21,1
)
fq λ2 (q) + fq λ5 (q) = 0, (B.2c)
with q = 1, 2. Each of such equations can be simplified as follows. Let us define:
f¯q =

fq (1) + jfq (2)
fq (3) + jfq (4)
...
fq (9) + jfq (10)

(B.3)
where fq = stack (fq(1), . . . , fq(10)) , j =
√−1 stands here for the imaginary unit, and
q = 1, 2. Then, as in [CJW10], we can write (B.2) in terms of f¯q. For instance, (B.2a)
can be rewritten as follows:∣∣∣h1,11,1∣∣∣ ejφ1,11,1 f¯q λ1 (q) + f¯q λ3 (q) = 0,∣∣∣h1,11,1∣∣∣ ejφ1,11,1λ1 (q) + λ3 (q) = 0, (B.4)
with q = 1, 2. Hence, equating real and imaginary parts of each equation to zero, we
have: ∣∣∣h1,11,1∣∣∣ sin(φ1,11,1)λ1(q) = 0, (B.5a)∣∣∣h1,11,1∣∣∣ cos(φ1,11,1)λ1(q) + λ3(q) = 0, (B.5b)
with q = 1, 2. The set containing all the possible values such that
∣∣∣h1,11,1∣∣∣ sin(φ1,11,1) = 0 is
a countable set, thus it has zero measure [CK99]. Then, by randomness arguments the
only solution is λr(q) = 0, r = 1, 3, q = 1, 2. Applying this methodology to all equations
derived from all groups of columns of F, one finds out that all rank descriptors are equal
to zero.
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An alternative way to prove that the rank descriptors associated to F1:2 must be zero is
next shown. Instead of developing (B.2a) only, consider all equations in (B.2) in the form
of (B.5). Then, equating imaginary parts to zero, we have
∣∣∣h1,11,1∣∣∣ sin(φ1,11,1) 0∣∣∣h2,11,1∣∣∣ sin(φ2,11,1) ∣∣∣h2,21,1∣∣∣ sin(φ2,21,1)
0
∣∣∣h3,21,1∣∣∣ sin(φ3,21,1)

λ1(q)
λ2(q)
 = 0. (B.6)
We will refer to the 3 × 2 matrix at the left-hand side of (B.6) as an elimination ma-
trix. As long as we can ensure it has no right null space, all rank descriptors in (B.6)
must be set to zero. In this case, this is trivially ensured by means of randomness argu-
ments and the matrix dimensions. Likewise, using the real counterpart of (B.6), we have
λi(q) = 0, i = 3, 5, q = 1, 2. By the same rationale applied to each group of columns of F,
we obtain an elimination matrix for each case, and it is easy to check that none of them
has right null space, thus all rank descriptors are definitely equal to zero.
So far we have proved that considering ACS is sufficient for achieving a full rank SSM.
In what follows, we explain why it is necessary when using the scheme based on align-
ment chains. To this end, we next write the equivalent set of equations (B.2) in case of
employing only symbol extensions in time:
h1,11,1λ1(q) + λ3(q) = 0, (B.7a)
h2,11,1λ1 (q) + h
2,2
1,1λ2 (q) = 0, (B.7b)
h3,21,1λ2 (q) + λ5(q) = 0, (B.7c)
written in matrix form as 
h1,11,1 0 1 0
h2,11,1 h
2,2
1,1 0 0
0 h3,21,1 0 1


λ1(q)
λ2(q)
λ3(q)
λ5(q)

= 0, (B.8)
with q = 1, 2. Note that the matrices C(·) disappear. This is because when only symbol
extensions in time are applied, each channel element becomes a scaled identity matrix, see
(4.3). Also, notice that the rank descriptors contain now complex values. Therefore, the
elimination matrix is a 3 × 4 full-row rank matrix having a one-dimensional null space.
Consequently, the SSM becomes rank deficient, since there are some rank descriptors
different from zero and desired signals cannot be linearly separated from interference.
C Proof of Lemma 4.3
Due to similarity with the proof for M = 2, we elaborate a sketch of the proof for M = 3
and provide intuition of the proof for cases M = 4, 5, 6 by means of examples of its
elimination matrices.
The SSM for M = 3 is constructed by using (4.25)-(4.26). As before, without loss
of generality we consider RX1 only. In this case, after applying some full-rank linear
transformations to the SSM, the following system of four equations is obtained:
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[
C
(
h1,11,1
)−C(αdes1,1 )]T3λ1 + C(h1,21,1)T2λ2 + [C(h1,31,1)−C(αdes1,2 )]T1λ3 + C(h1,11,3)T2λ4 = 0,[
C
(
h2,11,1
)−C(αdes2,1 )]T3λ1 + C(h2,21,1)T2λ2 −C(αint1 )T2λ4 + T1λ5 = 0,
C
(
h3,21,1
)
T2λ2 +
[
C
(
h3,31,1
)−C(αdes3,2 )]T1λ3 + T3λ6 −C(αint2 )T2λ7 = 0,[
C
(
h411,1
)−C(αdes4,1 )]T3λ1 + C(h421,1)T2λ2 + [C(h4,31,1)−C(αdes4,2 )]T1λ3 + C(h4,31,2)T2λ7 = 0,
(C.1)
where the SPBs are chosen as in (4.31), i.e:
T1 =
[
F1:2 F3:6 F7:8
]
, T2 =
[
F1:2 F9:12 F13:14
]
, T3 =
[
F3:6 F9:12
]
,
and
αdesq,1 =
hq,21,1h
3,1
3,1
h3,23,1
, αdesq,2 =
hq,21,1h
2,3
2,1
h2,22,1
,
αint1 =
h2,21,3h
3,1
2,3
h3,22,3
, αint2 =
h3,21,2h
2,3
3,1
h2,23,1
.
A full-rank SSM is obtained as long as all rank descriptors λi, i = 1, . . . , 7 are equal to
the zero vector. For instance, consider the elimination matrix in (C.2), obtained for
the group Z (see (4.30)) after applying similar steps as in Appendix B, and equating
imaginary parts to zero. Notice that this elimination matrix is full rank almost surely,
since each row contains at least one element of the direct channel. Therefore, all rank
descriptors involved in (C.2) are equal to zero.
Similar ideas apply to cases M = 4, 5, 6. For the sake of brevity, we show only the elimi-
nation matrix analogous to (C.2) for each of those cases at the next page, see (C.3)-(C.5).
Following similar arguments discussed above, it can be ensured that all the elimination
matrices are full rank, they have no right null space, and thus all involved rank descrip-
tors are equal to zero. Note that to simplify notation we have used the function ψ(a, b),
defined as the sum of the sinusoidal functions corresponding to the position (a, b) of each
elimination matrix.
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
∣∣∣h1,21,1∣∣∣ sin(φ1,21,1) ∣∣∣h1,31,1∣∣∣ sin(φ1,31,1)− ∣∣αdes1,2 ∣∣ sin (αdes1,2 ) ∣∣∣h1,11,3∣∣∣ sin(φ1,11,3) 0∣∣∣h2,21,1∣∣∣ sin(φ2,21,1) 0 − ∣∣αint1 ∣∣ sin (αint1 ) 0∣∣∣h3,21,1∣∣∣ sin(φ3,21,1) ∣∣∣h3,31,1∣∣∣ sin(φ3,31,1)− ∣∣αdes3,2 ∣∣ sin (αdes3,2 ) − ∣∣αint1 ∣∣ sin (αint1 ) − ∣∣αint2 ∣∣ sin (αint2 )∣∣h421,1∣∣ sin (φ421,1) ∣∣∣h4,31,1∣∣∣ sin(φ4,31,1)− ∣∣αdes4,2 ∣∣ sin (αdes4,2 ) ∣∣∣h4,31,2∣∣∣ sin(φ4,31,2) 0


λ2(q)
λ3(q)
λ4(q)
λ7(q)

=0
(C.2)
M = 4 :
0 ψ (1, 2) ψ (1, 3) 0
ψ (2, 1) 0 ψ (2, 3) 0
0 ψ (3, 2) 0 ψ (3, 4)
ψ (4, 1) ψ (4, 2) ψ (4, 3) ψ (4, 4)
ψ (5, 1) 0 ψ (5, 3) ψ (5, 4)


λ1(q)
λ3(q)
λ4(q)
λ9(q)

= 0 (C.3)
M = 5 :
ψ (1, 1) 0 0 0 ψ (1, 5) 0
ψ (2, 1) ψ (2, 2) ψ (2, 3) ψ (2, 4) ψ (2, 5) 0
0 ψ (3, 2) 0 ψ (3, 4) ψ (3, 5) 0
ψ (4, 1) 0 ψ (4, 3) 0 0 ψ (4, 6)
ψ (5, 1) ψ (5, 2) ψ (5, 3) ψ (5, 4) 0 ψ (5, 6)
0 ψ (6, 2) 0 0 0 ψ (6, 6)


λ1(q)
λ2(q)
λ4(q)
λ5(q)
λ9(q)
λ11(q)

= 0 (C.4)
M = 6 :
0 0 0 ψ (1, 4) ψ (1, 5) 0 0
0 0 ψ (2, 3) 0 ψ (2, 5) ψ (2, 6) 0
ψ (3, 1) ψ (3, 2) ψ (3, 3) ψ (3, 4) ψ (3, 5) ψ (3, 6) 0
0 ψ (4, 2) 0 ψ (4, 4) 0 ψ (4, 6) 0
ψ (5, 1) 0 ψ (5, 3) 0 0 0 ψ (5, 7)
ψ (6, 1) ψ (6, 2) ψ (6, 3) ψ (6, 4) 0 0 ψ (6, 7)
0 ψ (7, 2) 0 ψ (7, 4) 0 0 ψ (7, 7)


λ2(q)
λ3(q)
λ5(q)
λ6(q)
λ7(q)
λ8(q)
λ13(q)

= 0 (C.5)
Part II
Degrees of Freedom Analysis
for Delayed CSIT
So far we have considered the IC under full CSIT, i.e. all nodes have perfect and instantaneous
CSI. This second part addresses the case of delayed CSIT, where the transmitters have only
access to the information about previous channel states. First, a review of the literature and
some background is described in Chapter 5, as a way of introducing the reader to this change of
paradigm. Then, the IC and IBC are studied in terms of DoF in Chapters 6 and 7, respectively.
For each case, we propose transmission strategies achieving the best DoF to date for some antenna
settings.
Technical paper/s related to this part:
M. Torrellas, A. Agustin, and J. Vidal, “Retrospective Interference Alignment for the 3-user
MIMO Interference Channel", IEEE ICASSP, Florence, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “On the degrees of freedom of the K-user MISO Interfer-
ence Channel With Delayed CSIT", IEEE ICASSP, Florence, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “DoF-Delay Trade-Off for the K-user MIMO Interference
Channel With Delayed CSIT", submitted to the IEEE Transactions on Information Theory,
June 2015.
M. Torrellas, A. Agustin, and J. Vidal, “Retrospective Interference Alignment for the MIMO
Interference Broadcast Channel", IEEE ISIT, Hong Kong, June 2015.
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5
Preliminaries
The required background related to networks with delayed CSIT is reviewed next. First,
the specific system model is explained, particularizing the general system model presented
in Chapter 2. Second, the current state-of-the-art of the DoF characterization for this type
of networks is addressed, reviewing two relevant strategies that motivate the contributions
addressed in the next chapters.
5.1 Specific System Model
As it will be explained in the next section, most of the literature on delayed CSIT cor-
responds to the BC. This is because having only one transmitter with knowledge of all
messages eases the interference management. We study the IC and IBC scenarios, which
are more challenging cases with multiple transmitters.
For all three cases, and in contrast to the previous part I of the thesis, here we consider
multi-phase transmissions. In this context, each phase is divided in rounds, in turn divided
in time slots, as explained in Chapter 2, Section 2.2. Each of the rounds is dedicated to
serve the users in the set G(p,r), with all groups of the rounds of phase p with the same
cardinality Gp.
For ease of exposition, and following the notation of other variables, the block rows of the
SSM Ωj corresponding to each of the phases will be denoted by Ω
(p)
j , with
Ω
(p:q)
j = stack
(
Ω
(p)
j , . . . ,Ω
(q)
j
)
. (5.1)
defined in (2.15). Moreover, for simplicity we will maintain the notation for the complete
SSM, i.e:
Ωj , Ω(1:P )j = stack
(
Ω
(1)
j , . . . ,Ω
(P )
j
)
, (5.2)
as previously defined.
5.1.1 Broadcast Channel
In the K-user BC there is only cell, thus there is only one transmitter. Then,
Kc = 1, K = Ku, c(j) = 1. (5.3)
Moreover, the received signal at RXj during the (p, r)th round, generally expressed in
(2.3) for the IBC, simplifies to
y
(p,r)
j = H
(p,r)
j V
(p,r)
j xj + H
(p,r)
j
∑
i 6=j
V
(p,r)
i xi +n
(p,r)
j , (5.4)
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where it is worth pointing out that the second subindex of channel matrices has been
omitted since there is only one transmitter.
5.1.2 Interference Channel
In Chapter 6, we study the K-user IC, where there is only user per cell, thus each receiver
is served by the transmitter with the same index. Then,
Ku = 1, K = Kc, c(j) = j,∀j (5.5)
Accordingly, the received signal at RXj during the (p, r)th round, generally expressed in
(2.3) for the IBC, simplifies to
y
(p,r)
j = H
(p,r)
j,j V
(p,r)
j xj +
∑
i 6=j
H
(p,r)
j,i V
(p,r)
i xi +n
(p,r)
j . (5.6)
5.1.3 Interference Broadcast Channel
The 2-cell 2-user IBC is studied in Chapter 7, with
Kc = Ku = 2, K = 4, c(j) =
⌈ j
Ku
⌉
. (5.7)
Accordingly, the received signal at RXj during the (p, r)th round, generally expressed in
(2.3) for the Kc-cell Ku-user IBC, simplifies to
y
(p,r)
j = H
(p,r)
j,1
(
V
(p,r)
1 x1 + V
(p,r)
2 x2
)
+ H
(p,r)
j,2
(
V
(p,r)
3 x3 + V
(p,r)
4 x4
)
+ n
(p,r)
j . (5.8)
5.1.4 Delayed CSIT Constraint
This constraint is here reviewed for reader’s convenience. For simplicity, it will be specified
only for the IC, where it is assumed that at the beginning of each phase p, only the set
of channels
{H(%,r)j,i }p−1%=1, ∀i, j, r,
are available at the transmitter side, corresponding to all phases before phase p.
5.2 State-of-the-Art
In frequency division duplexing systems, channel coefficients are usually estimated at
the receivers by means of a training period, and then fed back to the transmitters, a
procedure that entails both delays and errors. While errors and other practical issues
related to feedback will be addressed in the last part of the thesis, here the focus is
on feedback received with high delay. Assumed a block fading channel model, where
channel remains constant in blocks of duration equal to the channel coherence time, if the
feedback delay is greater than the coherence time, the available CSIT becomes completely
outdated. Since the channel coherence time is related to user’s mobility, until recently it
was believed that CSIT was only useful for very low mobility (pedestrian speeds at most)
because, otherwise, all strategies based on full CSIT cannot handle the interference.
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In this respect, Maddah-Ali and Tse (MAT) [MAT12] introduced recently a new frame-
work where IA concepts can be exploited even when the CSIT is completely outdated,
referred to as delayed CSIT. Indeed, they assume perfect delayed CSIT, which is now more
reliable since in contrast to the current CSIT case, during the time elapsed between trans-
missions, receivers can report a number of quantization bits sufficient to ensure certain
feedback quality. However, there are some drawbacks, e.g. since the current channels
are not known, the effective rate at which symbols are sent is simply based on statis-
tics and the particular topology/setting. Moreover, notice that the concept of reciprocity
[GCJ08] no longer holds for networks restricted to only delayed CSIT, which in case of full
CSIT drastically simplifies the challenge of DoF characterization for all MIMO settings.
Therefore, recall that the antenna setting in the sequel will be understood as:
ρ =
M
N
.
The MAT scheme was the first application of IA concepts using only delayed CSIT.
Originally proposed for theK-user MISO broadcast channel, the communication is carried
out along K phases for transmitting b symbols per user. The two main ingredients of
their approach are delayed CSIT precoding and user scheduling, to be reviewed in Section
5.2.1. On the one hand, linear combinations of all b symbols exploiting the delayed CSIT
are sent along all the phases, working similarly to the automatic repeat request protocols,
where the same message (or packet) is retransmitted until it can reliably be decoded
at the receiver side. On the other hand, the scheme imposes that during each phase p
users are served in different time instances by groups of p ≤ K users, whereas the rest of
users listen and learn about the interference. This user scheduling is decided beforehand
by a protocol and independently of the available (delayed) CSIT, with the objective of
controlling the number of interference terms contributing to the signal observed at each
receiver. For example, during the first phase (p = 1), users are served in a TDMA fashion,
i.e. first the transmitter sends the symbols of user one, then symbols of user two, and so
on. The scheme is designed for a MISO setting, with the number of transmitted symbols
higher than the receive antennas, thus symbols cannot be linearly decoded after the first
phase. However, under the assumption that channels are uncorrelated across users, all
users (served and listening) obtain different and independent linear combinations (LCs)
of each set of symbols after the first phase. The obtained LCs of symbols when one
user acts as listening user (thus containing non-intended symbols) will be denoted by
overheard interference. They are known at one or more receivers, where they are seen as
interference, and desired by another one. Then, the objective of the following phases is to
exploit the delayed CSIT to reconstruct this overheard interference, and then retransmit
it since it will be removable at the receivers that already know it. This idea allows that
more than one user can be simultaneously served after the first phase.
Inspired by the MAT scheme in [MAT12], shown to be optimal only for the K-user MISO
BC, a number of works appeared for studying networks with delayed CSIT, summarized
in Table 5.1, and enumerated in the sequel. For the BC, Vaze et al. obtained the DoF
characterization of the 2-user MIMO BC in [VV11], while Abdoli et al. derived in [AGK11]
the channel DoF for all settings with ρ /∈ (2, 3). To the best of our knowledge, this is the
last characterization revealed for the BC. Hence, the DoF characterization of the general
K-user MIMO BC with (M,N) antennas at the transmitter and each of the receivers,
although solved for some specific cases using current inner and outer bounds, is yet to be
derived.
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Table 5.1: Available results in the literature for networks with delayed CSIT. The last column indicate which
settings and where are studied in this dissertation.
Available results in terms of DoF Settings studied in this thesis
BC
IC
IBC
−
Chapter 6: K-user MIMO
Chapter 7: 2-user 2-cell MIMO
K-user MIMO [MAT12], 2-user MIMO [VV11]
3-user MIMO for ρ ∈(2 ,3) [AGK11]/
2-user MIMO [VV12b], Inner bounds for the 
K-user case with ρ =1 [AGK13], ρ=K  [HC15]
Inner bounds for the Ku -user 2-cell IBC [PA14],
but not exploiting the advantageous topology
of the IBC w.r.t. the IC
For the IC with delayed CSIT, the authors in [VV11] extended their results to the 2-user
MIMO IC in [VV12b]. However, having K > 2 transmitters is still an open problem.
Basically, this is because in the MIMO IC, in contrast to the MIMO BC, each transmitter
has only access to its own symbols, thus it can only reconstruct part of the overheard
interference. In this context, Maleki et al. proposed a novel approach in [MJS12] for
the 3-user SISO IC. Their two-phase scheme, denoted by the retrospective interference
alignment (RIA) scheme, provides 3 symbols to each user after a transmission protocol of
duration 8 time slots, thus attaining 38 DoF per user. In contrast to the MAT scheme, no
user scheduling is applied, and all transmitters are active and interfering each other during
all the communication time. The main innovation of [MJS12] lies on performing a first
phase transmission with redundancy, i.e. the receiver obtains more linear combinations
than the number of symbols of one user. This allows processing the signal at the receiver
side to project it onto singular vector spaces where the desired signals are only interfered
by the symbols of one user, i.e. the contribution of one set of non-intended symbols can
be removed. Thanks to this operation, hereafter denoted by partial interference nulling,
interference is easily aligned during the second phase by exploiting delayed CSIT. It
is worth pointing out that in contrast to the MAT scheme where desired signals and
overheard interference are acquired from different time instants, now they are obtained
together, thus after the first phase no interference-free LCs of desired signals are obtained
at the receivers.
The work of Maleki et al. in [MJS12] was extended to theK-user case in [MC12] by Maggi
and Cottatellucci, but unfortunately their main conclusion was that it is preferable to
consider only 3 active transmitter-receiver pairs and applying time-sharing. Consequently,
it is not known if the ideas of Maleki et al. are useful for the 3-user SISO case only.
In any case, the DoF inner bound proposed by Maleki et al. was later outperformed by
Abdoli et al. in [AGK13], who proposed a precoding scheme for theK-user SISO IC where
all the ingredients in [MAT12] and [MJS12] are combined, i.e: delayed CSIT precoding,
user scheduling, and redundancy transmission. This scheme will be referred hereafter as
the precoding, scheduling, redundancy (PSR) scheme. Developed in K phases, its sum
DoF increase with the number of users K, thus considerably improving the result in
[MC12]. Moreover, the authors conjectured that in contrast to the full CSIT case, the
sum DoF of the IC with delayed CSIT collapse to a constant value as the number of users
becomes asymptotically high. More recently, a generalization of the PSR scheme has
been proposed by Hao and Clerckx in [HC15] for the K-user MISO IC, with transmitters
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equipped with K − 1 or more antennas and single-antenna receivers.
The inner bounds proposed in [AGK13] and [HC15] outperform any proposed work for
each setting, although at the cost of a long communication delay with low DoF improve-
ment. For example, [MJS12] obtains 38 DoF per user in the 3-user SISO IC with only 8
slots, whereas the scheme in [AGK13] requires 31 slots to increase the achieved DoF to
12
31 , i.e. a 3% of DoF gain. Moreover, it requires 3 phases, thus more uplink resources
dedicated for channel feedback. Similarly, for the 6-user MISO IC with 6 antennas at
the transmitters, the scheme in [HC15] provides a 40% DoF gain w.r.t. applying the
2-user MAT scheme with time-sharing, but this is at the cost of 1422 instead of 45 slots.
Summarizing, it seems that better schemes in terms of DoF are obtained at the expenses
of longer transmission time. In this respect, the DoF-delay trade-off comes up as an in-
teresting topic to be investigated, i.e. comparison of schemes not only takes into account
the achievable DoF, but also the transmission duration.
Ergodic IA concepts have also been extended to the case of delayed CSIT [KC13]. How-
ever, although the DoF results provided in [KC13] outperform some of the material pre-
sented here, it has basically the same drawbacks reviewed in Chapter 3: very long delays,
and the requirement of time-varying channels. This latter condition is common through-
out all the literature on delayed CSIT, and it follows from the assumption that channel
feedback will incur a delay larger than channel coherence time. But, is this assumption
necessary indeed? Note that in practice the transmitter has no way to know the current
channel coefficients. Therefore, one may ask which of the state-of-the-art results are ap-
plicable in case there is delayed CSIT, the channel remains constant, but transmitter is
not aware of this, thus performing a delayed CSIT strategy anyway.
It is worth pointing out that IA concepts have also been extended to the case of no CSIT,
with a kind of IA which is labeled in the literature as Blind IA [GWJ11]. In such a
case, proper channel variations are chosen for interference alignment. Although it was
initially assumed that they appear naturally [Jaf10], i.e. by proper user selection, some
recent works have shown that they can be manipulated or artificially constructed from a
constant channel by means of reconfigurable antennas [GWJ11]. In any case, hereafter
Blind IA will not be considered since contrary to Ergodic IA it requires constant channels
and reconfigurable antennas.
Finally, we review the state-of-the-art for the IBC with delayed CSIT, to be tackled
in Chapter 7. Since the IC remains still open for many settings, actually there is only
one work treating the more complicated IBC [PA14], but their results are trivial since
do not exploit the benefits of having two cooperating transmitters at each cell. Then,
transmission strategies exploiting the specific topology of the IBC are yet to be developed.
5.2.1 MAT Scheme
The original scheme proposed by Maddah Ali and Tse in [MAT12] is here reviewed for
the 2-user MISO BC, with M = 2 antennas at the transmitter, and N = 1 antennas at
the receivers. The objective of the transmission is to deliver b = 2 symbols per user along
P = 2 phases, see Fig. 5.1, with τ = 3 slots, such that
d
(in)
j =
2
3
(5.9)
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DoF per user are achieved, which coincides with the outer bound in [MAT12], thus is
optimal. The main principles employed to achieve this are user scheduling, and delayed
CSIT precoding, as shown next. Generalizing those ideas, it is possible to tackle the
K-user case, for which some intuition is shed at the end of this section.
Individual interference sensing phase
Following a TDMA fashion, during this phase only one user is served per round (G1 = 1),
with two single-slot rounds, i.e:
R1 = 2, S1 = 1, G(1,r) = {r}, G1 = 1. (5.10)
The objective is to simultaneously obtain LCs of desired signals, and sensing the inter-
ference. This knowledge will be useful for the next phase.
The received signal at RXj during the (1, r)th round writes as
y
(1,r)
j = h
(1,r)
j V
(1,r)
r xr + n
(1,r)
j , (5.11)
where V(1,r)r ∈ C2×2 is randomly chosen from a predetermined dictionary since in this
phase there is no CSIT, h(1,r)j ∈ C1×2, and z(1,r)j = y(1,r)j since there is no per-phase
processing. Thanks to this phase, one LC of desired signals is obtained at each receiver,
but since two symbols have been transmitted, the message cannot still be linearly decoded.
Now, for i, j = 1, 2, let
t j,i = h
(1,i)
j V
(1,i)
i ∈ C1×2 (5.12)
denote the observed vector at RXj carrying the symbols of user i during the first phase.
Clearly, when i 6= j, it represents interference that is available at RXj whereas it is a
desired signal at RXi, such that if obtained, it would be sufficient to decode the two
transmitted symbols. In the sequel, those terms will be denoted by the overheard inter-
ference (OHI), and will be the basis to construct the transmitted signal for the second
phase.
Retrospective interference alignment phase
The second phase consists of one single-slot round, where both users are simultaneously
served exploiting the principle of delayed CSIT precoding, i.e:
R2 = 1, S2 = 1, G(2) = {1, 2}, G2 = 2. (5.13)
This means that the signal obtained at each receiver writes as
y
(2)
j = h
(2)
j
(
V
(2)
1 x1 + V
(2)
2 x2
)
+ n
(2)
j (5.14)
The key point here is that the alignment constraint
h
(2)
j V
(2)
i ∝ t j,i,∀j 6= i. (5.15)
can be ensured without current CSIT by setting
V
(2)
i = σi t j,i. (5.16)
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IIS  phase RIA  phase
S1 = 1 slot each S2 = 1 slot
{1,2}{1} {2}
Channel feedback
TX
RX1
RX2
Figure 5.1: MAT for the 2-user BC with M = 2, N = 1. There are two phases: IIS and RIA. The groups of users
being served each round (G(p,r)) is specified.
where σi∈ C2×1 is some arbitrary random vector ensuring the transmit power constraint.
The received signals can be represented by the SSM shown next:
Ωj =

t j,1 0
0 t j,2
h
(2)
j σ1 t 2,1 h
(2)
j σ2 t 1,2

(1, 1)th round
(1, 2)th round
2nd phase
(5.17)
where phases are separated by a dashed line, each block row represents a different round,
and each block column represents the subspaces occupied by the signals of each user. For
the sake of clarity, in this first example we have annotated at the right hand side which
round corresponds to each block row. Notice that thanks to the first phase OHI, each
user j = 1, 2 may remove the received interference for the second phase since (5.15) has
been ensured. Then, each user obtains another LC of its desired symbols, and once it has
two LCs of two symbols it is able to linearly decode them.
Generalization to more than 2 users
The MAT scheme is generalized in [MAT12] for an arbitrary number of usersK by suitably
applying the principles of user scheduling and delayed CSIT precoding, similarly to toy
example presented above. Therefore, in the general case there are K phases, and for each
phase p we have:
Rp =
(
K
p
)
, Sp =
lcm({1, ...,K})
p ·Rp , Gp = p, (5.18)
where lcm(·) denotes the lowest common multiple of a set of numbers. Notice that the
number of rounds guarantee that all possible groups of p users are served, and Sp denotes
the number of time slots dedicated to each of them.
The procedure consists in transmitting symbols of order p for phase p, which generate
symbols of order p + 1 to be delivered during phase p + 1. An order-m symbol refers
to a supersymbol which is desired or available (thus can be removed) at m receivers.
For example, during the second phase of the 2-user MAT scheme, an order-2 symbol is
transmitted, because it is useful for both users. The process of transmitting every phase
symbols of higher order ends up at phase K where symbols of order-K, i.e. intended to all
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JIS phase
S1 = 5 slots
RIA phase
Channel feedback
{1,2,3} {1,2,3}
S2 = 3 slots
RX1
RX2
RX3
TX1
TX2
TX3
Figure 5.2: RIA for the 3-user SISO IC. There are two single-round phases: JIS and RIA. All users are served
during all rounds.
the users, are transmitted by means of TDMA, and not producing additional high-order
symbols. Accordingly, the order-m DoF are defined as the efficiency of transmitting order-
m symbols through the network. Notice that they account for the DoF obtained with
transmitting order-m symbols without interpretation of which user they are intended to.
Hence, this formulation works with sum-DoF. By denoting d(m,in) as the order-m sum-DoF
inner bound, and according to previous arguments, the following recursive formulation is
found[MAT12]:
d(m,in) =
K −m+ 1
m
1(
K
m
)
+
(
K
m+1
)
m
d(m+1,in)
, m = 1 . . .K − 1, (5.19a)
d(K,in) = 1, (5.19b)
d(1,in) ≡ d(in), (5.19c)
where the efficiency of transmitting order-m symbols depends on the efficiency of trans-
mitting order-(m+ 1) symbols. This divide and conquer approach allows uncoupling the
design of each phase, and obtaining a more general framework. Finally, notice that the
sum-DoF of order-K are equal to one since we work with normalized DoF.
5.2.2 RIA for the 3-user SISO IC
The original scheme for the 3-user SISO IC proposed by Maleki et al in [MJS12] is here
reviewed. The objective of the transmission is to deliver b = 3 symbols per user along
P = 2 phases, see Fig. 5.2, with τ = 8 slots, such that
d
(in)
j =
3
8
. (5.20)
This scheme is not best in terms of DoF, since other approaches provide higher DoF, e.g.
the 3-phase scheme proposed in [AGK13]. However, it is interesting because it allows
us to introduce a new ingredient: redundancy transmission, which together with delayed
CSIT precoding constitute the two principles this scheme is built with.
Joint interference sensing phase
The first phase consists of one round of S1 = 5 slots where all users are served, i.e. there
is no user scheduling. The objective is that receivers sense information about the inter-
ference, to be used in the next phase. Since there is no CSI available at the transmitters,
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generic full-rank precoding matrices V(1)i ∈ C5×3 selected from a predetermined dictio-
nary are agreed by all nodes. Each receiver obtains 5 observations, which are processed
and then may be written as
z
(1)
j = U
(1)
j H
(1)
j,jV
(1)
j xj + U
(1)
j
[
Hj,j+1V
(1)
j+1,H
(1)
j,j−1V
(1)
j−1
] [xj+1
xj−1
]
, (5.21)
where the noise term is omitted since we focus on DoF analysis, i.e. at the very high
SNR regime. Recall that thanks to the suitable design of the parameters (number of
transmitted symbols and duration of the round), the received signal presents some re-
dundancy: there are more observations than variables corresponding to each interference
term. This redundancy transmission will be exploited in pursuit of partial interference
nulling, i.e. projecting the received signals onto subspaces where the desired signals are
interfered by the symbols of a single user. In this regard, consider the linear receive filters
U
(1)
j,i ∈ C2×5, i 6= j, defined such that
U
(1)
j,i H
(1)
j,kV
(1)
k = 0, k 6= {i, j} (5.22a)
U
(1)
j,i H
(1)
j,i V
(1)
i 6= 0. (5.22b)
Notice that receivers have full CSI, so this design is feasible at the end of the first phase.
Then, the first-phase receiving filter is given by
U
(1)
j = stack
(
U
(1)
j,j+1,U
(1)
j,j−1
)
∈ C4×5, (5.23)
and satisfies
U
(1)
j
[
H
(1)
j,j+1V
(1)
j+1H
(1)
j,j−1V
(1)
j−1
]
= bdiag (Tj,j+1,Tj,j−1) , (5.24a)
Tj,i = U
(1)
j,i H
(1)
j,i V
(1)
i ∈ C2×3, i 6= j (5.24b)
where Tj,i is the residual interference from TXi after applying the linear filter U
(1)
j,i ,
i.e. this processing together with the transmitted redundancy allows uncoupling the
interference from the different sources at RXj . Now, for each i 6= j we define
Tj,i = rspan (Tj,i) . (5.25)
Those subspaces represent the OHI, and similarly to the MAT scheme, will be the basis
to construct the second phase transmitted signals. Finally, for the sake of reader’s under-
standing, the processed signals in (5.21) are next written by applying the design for U(1)j
in (5.22):
z
(1)
j = U
(1)
j H
(1)
j,jV
(1)
j xj +
[
Tj,j+1 0
0 Tj,j−1
][
xj+1
xj−1
]
, (5.26)
ensuring that (5.24a) holds.
Retrospective interference alignment phase
The second phase lasts for S2 = 3 slots where the precoding matrix for TXi is designed
to align the generated interference with the overheard interference at all non-intended
receivers. In other words, each receiver should be able to remove the interference generated
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by V(2)i using the overheard interference from the JIS phase, see (5.25). Then, they are
designed to satisfy the following set of constraints:
rspan
(
H
(2)
k,iV
(2)
i
)
⊆ Tk,i, ∀k 6= i. (5.27)
An easy way to ensure this without using full CSIT is to set
V
(2)
i = Σ
(2)
i T
(2)
i , (5.28a)
rspan
(
T
(2)
i
)
= T (2)i =
⋂
k 6=i
Tk,i = Ti+1,i ∩ Ti−1,i, (5.28b)
where Σ(2)i ∈ C3×1 is some arbitrary full rank matrix ensuring the transmit power con-
straint, and T(2)i ∈ C1×3 is some arbitrary matrix whose rows span the intersection sub-
space T (2)i of dimension one. The received signals along the whole communication at each
receiver, can be more easily understood by writing the jth signal space matrix:
Ωj =

Uj,j+1H
(1)
j,jV
(1)
j Tj,j+1 0
Uj,j−1H
(1)
j,jV
(1)
j 0 Tj,j−1
H
(2)
j,jV
(2)
j Hj,j+1V
(2)
j+1 H
(2)
j,j−1V
(2)
j−1

Phase 1
Phase 2
(5.29)
where the dotted lines separate the blocks rows corresponding to each of the two phases.
Recall that here the first phase has two block rows, but they correspond to the signals
processed with two different filters, instead of two different rounds for the first phase. Since
precoding matrices satisfy conditions in (5.27), each interference term generated during
the second phase is aligned with one of the OHI terms of the first phase. Therefore, all
the second phase interference can be removed by combining the processed signals, which
is interpreted as row operations on the signal space matrix. In turn, notice that the first
and second block rows of (5.29) contain desired signals. Then, it can be seen that each
time slot provides one independent LC of desired symbols, i.e. three LCs after all, thus
all desired symbols can be linearly decoded.
Generalization for more than 2 users
The RIA scheme presented in [MJS12] was later extended to the K-user case in [MC12].
Given our formulation, notice that (5.27) easily generalizes to an arbitrary number of
users, as well as (6.12b). In this later case, the subspace T (2)i is built as the intersection
of K − 1 subspaces. Therefore, using suitable parameters the rest of the design follows
the same. However, the conclusion of such generalization is that it is better to consider
only 3 users and applying time-sharing arguments [MC12].
6
IC with Delayed CSIT
This chapter studies the DoF of the K-user MIMO interference channel with delayed
CSIT, see Fig. 6.1. Three linear precoding strategies are envisioned, formulated in such a
way that the achievable DoF can be derived as a function of the transmission delay, thus
elucidating its achievable DoF-delay trade-off. All strategies are based on the concept of
retrospective interference alignment, and built upon three main ingredients: delayed CSIT
precoding, user scheduling, and redundancy transmission, reviewed in the previous chapter.
Finally, the latter part of this chapter settles that all the proposed strategies work also
for constant channels, except for SISO. In such a case, the schemes can be made feasible
by resorting to ACS concepts, as applied for full CSIT in Chapter 4. This conclusion
removes the time-varying channels assumption usually assumed in all the literature on
delayed CSIT.
6.1 Main Contributions
The three main research results attained in this chapter are next exposed.
6.1.1 Proposed Transmission Strategies
Three linear precoding strategies are proposed. For each case, the number of transmitted
symbols, and the duration of the phases are obtained as the solution of a DoF maximiza-
tion problem. This allows formulating the achievable DoF as a function of each setting,
i.e. number of users K and antenna configuration ρ. From the obtained results, three
different regimes are observed:
• When ρ ≤ 1, the RIA scheme for the 3-user SISO IC in [MJS12], reviewed in previous
chapter (Section 5.2.2), is generalized to the K-user MIMO case. In contrast to
the rule of thumb in [MC12], it is shown that considering L ∈ {3, 4, . . . ,K} users
simultaneously active may increase the attained DoF, where the optimal value of L
depends on each antenna setting and the total number of users K.
• For ρ > 1, a two-phase scheme is proposed. The idea is similar to the MAT scheme
reviewed in previous chapter. In contrast, now in the second phase groups of
G2 ∈ {2, . . . ,K} users are served, where the optimal value of G2 is designed ac-
cording to ρ and the number of users K in pursuit of DoF boosting. Inspired by the
way it is carried out, we denote this scheme as the TDMA groups (TG) scheme.
• For ρ ≈ 1 and K = 3 users, we generalize the PSR scheme in [AGK13] to the
MIMO case. Moreover, this scheme turns to be also useful for the K-user MIMO
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Figure 6.1: The K-user MIMO IC, with (M,N) antennas at the transmitters and receivers, respectively.
Solid/Dotted lines denote the links carrying intended/interference signals.
IC when it is combined with time-sharing concepts, i.e. with L < K users being
simultaneously served, where the optimal value of L depends on the value of ρ.
The DoF attained by means of the proposed schemes are summarized in Theorem 6.2,
Theorem 6.3, whereas the DoF outer bound resulting from combining different SotA re-
sults is formulated in Theorem 6.1. For ρ < 1K−1 , the DoF with full CSIT can be
achieved without CSIT by applying zero-forcing concepts at the receiver only, see for
example [WGJ14, Section V.A]. For the rest of cases, and for comparison purposes, the
following DoF outer bound will be used:
Theorem 6.1 (DoF Outer bound [WSJ14, MAT12]). For the K-user MIMO IC with
delayed CSIT and antenna ratio ρ, the normalized DoF per user are bounded above by:
d
(out)
j =

K − 1
K
ρ
1
K − 1 ≤ ρ < α
ρ
ρ+ 1
α ≤ ρ < 1β
1
β + 1
ρ ≥ 1β
(6.1)
where α =
K − 2
K2 − 3K + 1 and β =
1
2
+
1
3
+ · · ·+ 1
K
.
Proof: The first two bounds follow by assuming full CSIT and applying the results in
[WSJ14], since this cannot decrease the capacity of a network with delayed CSIT. Simi-
larly, the other bound is based on the idea that cooperation can never hurt the DoF, thus
the bounds for the 3-user BC with delayed CSIT in [MAT12] can be applied here.
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The DoF inner bounds describing the performance of the proposed schemes are next
stated and illustrated by means of some examples:
Theorem 6.2 (DoF Inner bound for 3 users). For the 3-user MIMO IC with delayed
CSIT and antenna ratio ρ, the following DoF per user can be achieved:
d
(in)
j =

ρ3
2− ρ
1
2 < ρ ≤ ρPSR,1
2ρ2
5ρ2 − 10ρ+ 8 ρPSR,1 < ρ ≤ ρPSR,2
6ρ
3ρ+ 10
ρPSR,2 < ρ <
4
5
12
31
ρ ≥ 45
(6.2)
where
ρPSR,1 =
1
15
(
10 + 52/3
(
3
√
2
(
3
√
6 + 2
)
− 3
√
2
(
3
√
6− 2
)))
≈ 0.7545 (6.3)
ρPSR,2 =
1
3
(
5−
√
7
)
≈ 0.7847 (6.4)
Proof: See Section 6.2.3, describing the 3-user PSR scheme.
res
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Theorem 6.3 (DoF Inner bound for K users). For the K-user MIMO IC with delayed
CSIT and antenna ratio ρ, the following DoF per user can be achieved:
d
(in)
j ρ Scheme
ρ
ρ+ 1
(
1
K
, ρA(K)
)
1
K
max
(
λ2
λ2 − 1 , (λ− 1)
ρ
ρ+ 1
)
[ρA(λ), ρA(λ− 1)] , λ ∈ {4 . . .K} RIA
9
8K
(
3
5
, ρx
]
3
K
Γ (ρx, ρy(K)] 3-user PSR
ρ
ρ+ (K − 1) (ρy(K), ρB(K))
max
(
1 + α(λ)·(λ− 1)
K +
(
1 + λ·(λ− 2))·(Kλ) , λ− 1K ρρ+ (λ− 2)
)
[ρB(λ), ρB(λ− 1)] , λ ∈ {3 . . .K} TG
2
K + 1
(K,∞)
res
where ρA(λ) = λλ2−λ−1 , ρx =
√
249 − 15 ≈ 0.7797, Γ denotes the DoF achieved for the
3-user MIMO IC, and stated in Theorem 6.2, applicable to the K-user case by means
of time-sharing arguments (see Section 2.4.2), ρy(K) =
36(K−1)
31K−36 , α(λ) =
(
K−1
λ−1
)
, and
ρB(λ) =
1+α(λ)·(λ−1)
1+α(λ)·(λ−2) . Note that ρA(3) =
3
5 , and ρB(2) = K, both representing the ex-
tremal values of the range of application for the RIA and TG schemes, respectively.
Proof: Each DoF value is achieved by means of the precoding scheme indicated in the last
column. Among the proposed schemes, the RIA scheme gets the best performance for
ρ < ρx, and it is described in Section 6.2.1. When ρ is close to one (M ≈ N), the 3-user
PSR scheme combined with time-sharing performs the best. This scheme is described in
Section 6.2.3. Finally, the TG scheme addressed in Section 6.2.2 corresponds to the cases
ρ > ρy(K).
Combining Theorems 6.2, 6.3, and 6.1, the inner and outer bound DoF per user forK = 3
and K = 6 users are summarized in Fig. 6.2 top and bottom, respectively. They are
represented for ρ > 1K−1 , since otherwise the DoF outer bound is attained without the
need of CSIT, i.e. TDMA, see e.g. [WGJ14].
Previous inner bound curves are constructed by using two different transmission strate-
gies, yielding the best known DoF for each antenna setting. First, the PSR scheme in
[AGK13] for the K-user SISO IC may be trivially extended for M 6= N by turning off the
additional antennas, and scaling all the parameters by a factor min
(
M,N
)
. Second, the
scheme for the 2-user MIMO IC in [VV12b] with delayed CSIT is considered, where the
6.1 Main Contributions 64
1
2
3
5
4
5
1 24
19
3
2
9
5
2 7
3
3
8
3
7
1
2
6
11
4
9
12
31
1
3
RIA (L = 3)
PSR
TG (G2 = 3) TG (G2 = 2)
ρ
d
(in)
j
Outer bound
Proposed inner bound
Previous inner bound
Recent inner bound
TDMA
aa
1
5
ρx ρy(6) 2 3 4 5 6
1
6
875
4362
21
86
20
49
2
7
6
31
2
9
1
4
25
79
3-user PSR
RIA (L = 3, . . . , 6)
TG (G2 = 3, . . . , 6)
ρ
d
(in)
j
Outer bound
Proposed inner bound
Recent inner bound
Previous inner bound
TDMA
TG (G2 = 2)
Figure 6.2: Normalized DoF inner and outer bounds per user for the MIMO IC with delayed CSIT, for K = 3
(top) and K = 6 (bottom). Shaded regions identify where proposed inner bounds improve recent and previous
bounds in the state-of-the-art.
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equivalent DoF are multiplied by a factor 2K , see (2.20). Further, the work of Hao and
Clerckx [HC15] appeared during the development of the material in this chapter has been
depicted, labeled as the recent inner bound. Although not explicitly stated in their pa-
per, since all the schemes on delayed CSIT scale, it is assumed that the scheme in [HC15]
scales with the number of antennas, thus it can depicted as a function of ρ. Moreover, it
is worth pointing out that such scheme assumes local delayed CSIT only.
No claim of optimality for the proposed inner bounds is stated, while it is worth pointing
out that they outperform current inner bounds for certain antenna settings. Moreover,
for the region 1K−1 < ρ <
K
K2−K−1 , the RIA scheme gets close to the best known DoF
outer bound.
6.1.2 DoF-Delay Trade-Off
Although the proposed schemes do not obtain the best achievable DoF in comparison
with recently appeared SotA, they present a shorter transmission, elucidating a trade-
off between DoF and delay. Recall that precoding schemes exploiting delayed CSIT
require multi-phase transmissions. For some settings, this entails long communication
delays, and a high number of transmitted symbols, thus increasing the complexity of the
encoding/decoding operation at transmitters/receivers. In contrast, the proposed schemes
are limited to 2 or 3 phases. The aim of this restriction is to obtain simpler transmission
strategies exploiting most of the DoF gains provided by having delayed CSIT, but without
the need of DoF optimality, which seems to require long and complex communications
procedures.
Section 6.3 studies the DoF-delay trade-off of the proposed and some state-of-the-art
schemes. Thanks the DoF-delay trade-off analysis, two main insights are concluded:
• The supremacy in terms of achievable DoF of one scheme w.r.t. another depends
on the allowed complexity of the transmission, i.e. number of transmitted symbols
or duration of the communication.
• The communication delay can be highly alleviated without high DoF penalties.
Many examples are provided showing the balance between optimal (but usually
large) parameters and more DoF w.r.t. practical parameters and competitive DoF.
Two methodologies will be used to derive the DoF-delay trade-off curves of the proposed
schemes. On the one hand, the different points of the curves are obtained by limiting the
maximum number of transmitted symbols. On the other hand, the curves are produced
by varying the maximum order of the transmitted symbols. Both methodologies allow us
to limit the complexity of the communication procedure, and will be explained in detail
in Section 6.4.
6.1.3 Achievable DoF for Constant Channels
One may ask which of the previous results is applicable in case there is delayed CSIT, but
the channel remains constant. This is addressed in Section 6.4, where it is proved that:
1) for some settings the schemes in the literature fail, although 2) as for the full CSIT
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case, they can be made feasible by resorting to asymmetric complex signaling concepts.
The following theorem summarizes this contribution:
Theorem 6.4 (DoF Inner bound with delayed CSIT and constant channels). All inner
bounds proposed in Theorem 6.3 apply for the K-user MIMO IC with delayed CSIT,
constant channels, and antenna ratio ρ.
res
Proof: See Section 6.4.
6.2 Proposed Transmission Strategies
Three linear precoding strategies are proposed: RIA, TG, and PSR. For each case, the
number of transmitted symbols, and the duration of the phases are obtained as the
solution of a DoF maximization problem. This allows formulating the achievable DoF as
a function of each setting, i.e. number of users K and antenna configuration ρ.
6.2.1 RIA Scheme (M < N)
This two-phase scheme is general for the K-user MIMO case, and proves Theorem 6.3 for
ρ < ρx. Next section gives an intuition behind this transmission strategy. Then, each of
the two phases is built. Finally, we present the optimization problem that provides the
optimal system parameters for any antenna setting and number of users.
JIS phase
S1 slots S2 slots
RIA phase
Channel feedback
{1, . . . , L} {1, . . . , L}
Figure 6.3: Transmission frame for the RIA scheme. P = 2 single-round phases, where only L out of the total K
users are served, i.e. G(1) = G(2) = {1, . . . , L}. By time-sharing concepts, the rest of users are considered on other
frames.
Overview of the precoding strategy
The transmission frame is depicted in Fig. 6.3. In contrast to the original RIA scheme, in
both phases only L ≤ K users are scheduled for the communication, with L ∈ {3, . . . ,K}.
Delayed-CSIT precoding and redundancy transmission constitute the two main ingredi-
ents, with all L users considered being active during the two single-round phases, i.e:
R1 = R2 = 1, (6.5)
G1 = G2 = L, (6.6)
as specified in Table 6.1.
During the JIS phase the transmitted signals are precoded with coefficients agreed before
the communication starts. The objective is that each receiver senses the interference, with
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Table 6.1: Served users per round and acquired OHI at RX1 for each round for the RIA scheme
Phase (p) Round (r) G(p,r) Acquired OHI at RX1 after processing
1 1 {1, . . . , L} T1,2 x2, . . . ,T1,L xL
2 1 {1, . . . , L} −
the objective of being used during the second phase. Thanks to the channel feedback, at
beginning of the RIA phase each transmitter is able to reconstruct the interference terms
generated at the non-intended receivers in the previous phase. Then, the transmitted
signals delivered during the second phase are designed to be aligned with the interference
generated during the first phase, i.e. such that do not cause additional interference.
In the sequel, the transmission scheme is described for a particular value of L. After this,
we present the methodology used to derive the optimal value of L, as well as the optimal
system parameters for each antenna setting ρ. The results are summarized in Table 6.2,
showing the optimal system parameters for a given value of L, entailing two different
antenna setting regimes: A.I = { 1K−1 < ρ ≤ ρA(L)} and A.II = {ρA(L) < ρ ≤ 1}. Note
that for the regime A.II the achieved DoF are constant with respect to M , and equal
to the achievable DoF for ρ = ρA(L). Actually, this simply evidences that if a DoF
value can be attained for ρ = ρA(L), it is also achievable for ρ > ρA(L). In particular,
those cases may be tackled by scaling equally all the parameters and turning off enough
transmit antennas to obtain the desired antenna ratio1. Consequently, without loss of
generalization, in what follows only regime A.I is detailed.
Table 6.2: System parameters for RIA scheme as a function of ρ
b S1 S2 d
(in)
j
A.I = {12 < ρ ≤ ρA(L)} MN N M LK ρρ+1
A.II = {ρA(L) < ρ < 1} LN L2 − L− 1 L LK LL2−1
Joint interference sensing phase
The first phase lasts for S1 slots with all transmitters active. Since there is no CSI available
at the transmitters, generic full-rank precoding matrices V(1)i ∈ CMS1×b selected from a
predetermined dictionary are agreed by all nodes. As specified in Table 6.2, b = MN ,
S1 = N . Then, each receiver obtains NS1 = N2 observations, which are processed and
write as
z
(1)
j = U
(1)
j H
(1)
j,jV
(1)
j xj + U
(1)
j
[
H
(1)
j,Ij1
V
(1)
Ij1
. . .H
(1)
j,IjL−1
V
(1)
IjL−1
] xIj1...
xIjL−1
 , (6.7)
where Ij = {1, . . . , L}\{j}, and Ijk is the kth index of the set Ij , and as explained above
the noise term is omitted since we focus on DoF analysis.
1This methodology might not be possible if parameters are limited to some value for the sake of e.g.
low complexity or communication delay, as in Section 6.3.
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We impose by design that the parameters satisfy NS1 > (L − 2)b, thus there is some
redundancy: the receiver has more observations than variables corresponding to inter-
ference. This redundancy can be exploited in pursuit of partial interference nulling, i.e.
projecting the received signals onto subspaces where the desired signals are interfered by
the symbols of a single user. In this regard, let define the receiving filter U(1)j ∈ Cϕ0×NS1 ,
∀i 6= j, with
ϕ0 = (L− 1)ϕ1,
ϕ1 = NS1 − (L− 2)b = N (N − (L− 2)M) ,
which consists of the composition of L − 1 linear filters U(1)j,i ∈ Cϕ1×NS1 , i 6= j, defined
such that
U
(1)
j,i H
(1)
j,kV
(1)
k = 0, k 6= {i, j} (6.8a)
U
(1)
j,i H
(1)
j,i V
(1)
i 6= 0, (6.8b)
U
(1)
j = stack
(
U
(1)
j,Ij1
, . . . ,U
(1)
j,IjL−1
)
, (6.8c)
U
(1)
j
[
H
(1)
j,Ij1
V
(1)
Ij1
. . .H
(1)
j,IjL−1
V
(1)
IjL−1
]
= bdiag
(
T
j,Ij1 , . . . ,Tj,IjL−1
)
, (6.8d)
Tj,i = U
(1)
j,i H
(1)
j,i V
(1)
i ∈ Cϕ1×b, i 6= j (6.8e)
where Tj,i is the residual interference from TXi after applying the linear filter U
(1)
j,i ,
i.e. this processing together with the transmitted redundancy allows uncoupling the
interference from the different sources at RXj . Now, let define for each i 6= j the subspace
Tj,i = rspan (Tj,i) . (6.9)
Those subspaces represent the overheard interference the signals of the second phase will
be aligned with, and they are available at RXj after the first phase. As an example,
Table 6.1 shows in its last column the acquired OHI at RX1. Notice that all these terms
can be constructed using only delayed CSIT, thus transmitters will be able to construct
them at the beginning of the second phase. Finally, for the sake of reader’s understanding,
the processed signals in (6.7) are written by applying the design for U(1)j in (6.8):
z
(1)
j = U
(1)
j H
(1)
j,jV
(1)
j xj +

T
j,Ij1 xIj1
...
T
j,IjL−1 xIjL−1
 . (6.10)
Retrospective interference alignment phase
The second phase lasts for S2 = M slots where the precoding matrix for TXi is designed
to align the generated interference with the overheard interference at all non-intended
receivers. In other words, each receiver should be able to remove the interference generated
by V(2)i using the overheard interference from the JIS phase, see (6.9). Then, they are
designed to satisfy the following set of constraints:
rspan
(
H
(2)
k,iV
(2)
i
)
⊆ Tk,i, ∀k ∈ G(2)\{i}. (6.11)
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An easy way to ensure this without using full CSIT is to set
V
(2)
i = Σ
(2)
i T
(2)
i , (6.12a)
rspan
(
T
(2)
i
)
= T (2)i =
⋂
∀k∈G(2)\{i}
Tk,i, (6.12b)
where Σ(2)i ∈ CMS2×ϕ2 is some arbitrary full rank matrix ensuring the transmit power
constraint, and T(2)i ∈ Cϕ2×b is some arbitrary matrix whose rows span the intersection
subspace T (2)i of dimension
ϕ2 = b− (L− 1)(b− ϕ1) (6.13a)
= N ((L− 1)N − L(L− 2)M) , (6.13b)
derived using the identity described in the Notations Section. The received signals along
the whole communication at each receiver, can be more easily understood by writing the
jth signal space matrix:
Ωj =

U
j,Ij1H
(1)
j,jV
(1)
j Tj,Ij1 · · · 0
...
...
. . .
...
U
j,IjL−1H
(1)
j,jV
(1)
j 0 · · · Tj,IjL−1
H
(2)
j,jV
(2)
j H
(2)
j,Ij1
V
(2)
Ij1
· · · H(2)
j,IjL−1
V
(2)
IjL−1

,
where the dotted lines separate the blocks rows corresponding to each of the two phases.
Note that combination of processed signals may be interpreted as row operations on the
signal space matrix. Since precoding matrices satisfy conditions in (6.11), each inter-
ference term generated during the second phase is aligned with one of the overheard
interference terms of the first phase. Therefore, all the second phase interference can be
removed, and N LCs of desired symbols free of interference are retrieved at each receiver
per time slot, i.e. NS2 = MN = b LCs after all. In the next section, the constraints to be
satisfied by all parameters for each antenna setting will be presented, including that all
such b LCs are linearly independent, and thus all desired symbols can be linearly decoded.
Finally, after explaining this precoding scheme we are able to highlight the main differ-
ence of the IC w.r.t. the BC. In this case, each transmitter has only access to its own
symbols, thus can only reconstruct part of the overheard interference. Consequently, the
interference can only be aligned individually, i.e. two users cannot align their signals
simultaneously at one receiver with the signals of one slot, since the transmitted signals
travel through different channels. This is why a partial interference nulling is applied to
the first phase received signals by means of the processing filter U(1)j , such that only one
interference term affects the desired signals on the processed signal space. In terms of the
signal space matrix, this means that block columns corresponding to interference should
have at most one non-zero element per block row.
System parameters optimization
Optimal system parameters for each antenna setting and number of users are derived next.
First, the optimal value of L can be found by exhaustive evaluation of the expressions in
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Theorem 6.3. Since for high values of K there will be many regions, the Algorithm 6.1 in
the next page is provided to alleviate the search for the optimal L to only two candidates.
The motivation behind each of its different steps is next explained.
First, the real number x is the positive solution of inverting the definition of ρA(L),
defined in Theorem 6.3. Then, since the inner bound is a piecewise function, x represents
the value of L between two steps. For this reason, using the ceil and floor functions the
two closest integers are selected as candidates, evaluating the achievable DoF for each of
them. Finally, the best integer value L is chosen taking into account the extreme cases.
Algorithm 6.1: L solver
Step 1: x := 12
((
1 + ρ−1
)
+
√
(1 + ρ−1)2 + 4
)
Step 2: y := bxc ρρ+1 , z := 1K dxe
2
dxe2−1
Step 3: L(ρ) =

K x ≥ K
3 x ≤ 3
bxc 3 < x < K, y > z
dxe otherwise
Assuming a particular value for L, we formulate the following DoF optimization problem:
P1 : maximize{b,S1,S2}∈Z+
L
KN
b
S1 + S2
(6.14a)
s.t. MS1 ≥ b (6.14b)
NS1 > (L− 2)b (6.14c)
NS2 ≥ b (6.14d)
LMS2 ≥ b (6.14e)
Lϕ2 ≥ b, (6.14f)
with ϕ2 = (L− 1)NS1 − L(L− 2)b. This problem provides the optimal values for b, S1,
and S2 when the RIA scheme is employed. The objective function corresponds to the
number of symbols divided by the channel uses, and a factor due to time-sharing and
DoF normalization. On the other hand, the following four constraints are introduced to
ensure linear feasibility:
Transmit rank during the JIS phase (6.14b): During the first phase, MS1 linear
combinations of the b symbols are transmitted using M antennas, and during S1 slots.
Then, for linear decodability of the desired symbols, no more symbols than the number
of transmit dimensions can be sent.
JIS phase redundancy (6.14c): After the first phase, the linear filters Uj,i∈ Cϕ1×NS1
in (6.8), ϕ1 = NS1 − (L− 2)b, are applied assuming some redundancy has been trans-
mitted. Then, we force ϕ1 > 0 or, equivalently, (6.14c).
Receiver space-time dimensions (6.14d): Each receiver should have enough space-
time dimensions to allocate all the desired and interference signals without space over-
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lapping. First, notice that the interference received during the JIS phase occupies at
most NS1 dimensions. This subspace remains the same after the RIA phase, since all the
interference generated during the RIA phase is aligned. On the other hand, the desired
signals occupy at most b dimensions at each receiver. Hence, we must have
b︸︷︷︸
desired dim.
+ NS1︸︷︷︸
interference dim.
≤ NS1 +NS2︸ ︷︷ ︸
total dimensions
Rank of desired signals after zero-forcing (6.14e)-(6.14f): For ease of exposition,
the signal space matrix Ωj at each receiver is here rewritten:
Ωj =

U
j,Ij1H
(1)
j,jV
(1)
j Tj,Ij1 · · · 0
...
...
. . .
...
U
j,IjL−1H
(1)
j,jV
(1)
j 0 · · · Tj,IjL−1
H
(2)
j,jV
(2)
j H
(2)
j,Ij1
V
(2)
Ij1
· · · H(2)
j,IjL−1
V
(2)
IjL−1

l ϕ1
l ϕ1
l NS2
,
where the block rows corresponding to the first phase have ϕ1 rows each, whereas the
block row of the second phase has NS2 rows. Now, recall that the precoding matrices
V
(2)
i lie on a subspace of dimension t = min
(
MS2, ϕ2
)
< ϕ1, see (6.12a)-(6.13). Then,
if the interference is to be removed, each of the L − 1 block rows corresponding to the
JIS phase must be projected onto the corresponding subspace of dimension t and linearly
combined with the block row of the second phase. This is done by means of the linear
filter Wj , obtaining
rank (WjUjHj,jVj) = min
(
L ·min (MS2, ϕ2), b) .
Since any linear precoding scheme requires rank (WjUjHj,jVj) ≥ b, this yields to
L ·min (MS2, ϕ2) ≥ b⇒ {LMS2 ≥ b
Lϕ2 = L ((L− 1)NS1 − L(L− 2)b) ≥ b
.
Next, we analytically derive the solution of problem P1 in (6.14). For any given value
of b, the objective function in (6.14a) is strictly decreasing with S1 and S2, i.e. their
optimum values are their minimum feasible values. Therefore, since S2 appears in (6.14d)
and (6.14e) only, its optimum value S∗2 is given by
S∗2 =
⌈
bmax
( 1
N
,
1
ML
)⌉
This establishes two regions, with the threshold ρ = 1L . However, it can be seen that
taking S∗2 =
⌈
b
ML
⌉
and solving the problem produces a DoF value which is always out-
performed by taking S∗2 =
⌈
b
N
⌉
and increasing the value of L. Hence, we definitely
take
S∗2 =
⌈ b
N
⌉
. (6.15)
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On the other hand, the optimum value of S1 is set to satisfy one of the constraints (6.14b),
(6.14c), and (6.14f) with equality:
S∗1 =
⌈
max
(
b
M
,
b+ 1
N
,
b
NL
(
L2 − L− 1))⌉=⌈b ·max( 1
M
,
1
NL
(
L2 − L− 1))⌉.(6.16)
While in Section 6.3 a maximum-value constraint for b will be included, here the problem
is solved for unbounded b, i.e. it is simply chosen such that all parameters are integer
values. Accordingly, one optimal solution is specified in Table 6.2. Note that the threshold
ρA(L) =
L
L2−L−1 follows from the two possible choices for S
∗
1 , with b = MN or b = NL,
for each case.
6.2.2 TG Scheme (M > N)
The two-phase TG scheme obtains the performance described by Theorem 6.3 for ρ > ρy(K).
Next section gives an intuition behind this strategy, illustrating how each of the two phases
is built, and finally we present the optimization problem that provides the optimal system
parameters for any antenna setting and number of users.
Overview of the precoding strategy
This approach is designed according to two main ingredients: delayed CSIT precoding
and user scheduling. In contrast to the RIA scheme, now all users are considered in each
transmission block (L = K), and scheduled through the different rounds. During the first
phase, time resources are orthogonally distributed among users, thus G1 = 1, such that
interference can be sensed individually. For this reason, this phase will be labeled as the
individual interference sensing (IIS) phase. Notice also that in addition to sensing the
interference, this phase provides free of interference observations of the desired signals to
each receiver.
Each round of the second phase is dedicated to a different group of G2 users, which
for simplicity in the notation will be simply denoted as G. The objective is similar to
the second phase of the RIA scheme (Section 6.8), and for this reason it is also denoted
hereafter as the RIA phase. Based on the channel feedback, each active transmitter is
able to send LCs of symbols that can be removed at the non-intended active receivers by
exploiting the overheard interference from the IIS phase. As an example, the transmission
frame for the case K = 4, G = 3 is depicted in Fig. 6.4.
IIS phase RIA phase
S1 slots each S2 slots each
{1,2,3} {1,2,4} {1,3,4} {2,3,4}{1} {2} {3} {4}
Channel feedback
Figure 6.4: Transmission frame for the TG scheme with K = 4, G = 3. Each of the P = 2 phases has four rounds
of S1 and S2 slots each. Active groups G(p,r) are represented for each round of the two phases.
6.2 Proposed Transmission Strategies 73
Summarizing, we have
R1 = K, R2 =
(
K
G
)
, (6.17)
G1 = 1, G2 , G. (6.18)
Note that the transmitted signals during each round of the second phase are designed
such that they can be removed at the G− 1 non-intended active receivers. Consequently,
they do not generate additional OHI. Moreover, notice that low values of G relax the
constraints on the design, i.e. the number of receivers where the transmitted signals
should be aligned, but also increase the number of rounds. This is a trade-off that should
be balanced by the optimal value of G. The derivation of the optimal system parameters,
as well as G is deferred to last subsection, with results summarized in Table 6.3. For
each value of G, it can be seen that there exist two different antenna setting regimes:
B.I = {1 < ρ ≤ ρB(G)} and B.II = {ρ > ρB(G)}, with ρB(G) = 1+α(G)·(G−1)1+α(G)·(G−2) . Following
similar arguments as for the RIA scheme, only the case B.I will be addressed in the sequel,
and a particular value for G is assumed. Therefore, for ease of notation simply
α , α(G) =
(
K − 1
G− 1
)
will be used during the following two sections.
Table 6.3: System parameters for TG scheme as a function of ρ
b S1 S2 d
(in)
j
B.I = {1 < ρ ≤ ρB(G)} αMN αN M −N GK ρρ+(G−1)
B.II = {ρ > ρB(G)} (1 + α · (G− 1))N 1 + α · (G− 2) 1 1+α·(G−1)K+(G(G−2)+1)(KG)
Individual interference sensing phase
Each TXi sends linear combinations of its b = αMN symbols during the S1 = αN time
slots of the (1, i)th round, thus RXj obtains
y
(1,i)
j = H
(1,i)
j,i V
(1,i)
i xi, (6.19)
where H(1,r)j,r ∈ CNS1×MS1 , and the precoding matrices V(1,r)r ∈ CMS1×b are chosen as
some generic full-rank matrices. Since no redundancy was transmitted (b < NS1), none
per-phase receiving filter is applied, i.e. equivalently we have U(1)j = INτ1 . Moreover,
similarly to (6.8e)-(6.9) we define
Tj,i = H
(1,i)
j,i V
(1,i)
i (6.20a)
Tj,i = rspan (Tj,i) , (6.20b)
as the overheard interference generated by TXi at RXj , with dim (Tj,i) = NS1 = αN2.
As an example, we show in Table 6.4, the OHI obtained at RX1 after each round when
K = 4 and G = 3. In contrast to the previous scheme, now this term is individually
obtained since there is only one active transmitter per round. Specifically, each receiver
observes NS1 = αN2 linear combinations of the desired symbols, as well as αN2(K − 1)
linear combinations of OHI, and since NS1 < b, linear decodability is not possible yet.
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Table 6.4: Served users per round and acquired OHI at RX1 for each round for the TG scheme with K = 4 and
G = 3.
Phase (p) Round (r) G(p,r) Acquired OHI at RX1
1
1 {1 −}
2 {2} T1,2 x2
3 {3} T1,3 x3
4 {4} T1,4 x4
2
1 {1, 2, 3 −}
2 {1, 2, 4 −}
3 {1, 3, 4 −}
4 {2, 3, 4} H(2,4)1,2 V(2,4)2 x2 +H(2,4)1,3 V(2,4)3 x3 +H(2,4)1,4 V(2,4)4 x4
Retrospective interference alignment phase
The objective of the RIA phase is to exploit the overheard interference, i.e. the subspaces
Tj,i available at the non-intended receivers, to construct signals that can be canceled even
without knowing the current CSI. The design pursues that for each round r of the second
phase, the interference generated is aligned at all the G receivers in G(2,r). For this reason,
the optimal value of G depends on each antenna setting and the total number of users K.
According to this objective, the signal transmitted during the (2, r)th round by each
active transmitter i ∈ G(2,r) should satisfy the following set of constraints:
rspan
(
H
(2,r)
k,i V
(2,r)
i
)
⊆ Tk,i, ∀k ∈ G(2,r)\{i}. (6.21)
This can be ensured by setting
V
(2,r)
i = Σ
(2,r)
i T
(2,r)
i ,
rspan
(
T
(2,r)
i
)
= T (2,r)i =
⋂
k∈G(2,r)\{i}
Tk,i, (6.22a)
where Σ(2,r)i ∈ CMS2×ϕ is some arbitrary full rank matrix ensuring the transmit power
constraint, and T(2,r)i ∈ Cϕ×b is a matrix whose rows lie on the intersection subspace of
dimension
ϕ = (G− 1)NS1 − (G− 2)b (6.23a)
= αN (N(G− 1)− (G− 2)M) .
The main difference between the second phase of this scheme w.r.t. to the second phase
of the RIA scheme is that the transmitted signals should be removable only at the non-
intended active receivers, instead that at all receivers2. This can be seen by comparing
(6.12b) with (6.22a): instead of the intersection of all but one subspaces, during each
2Another difference is that here transmitters require only local instead of global delayed CSIT.
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round each transmitter sends signals that lie on the intersection of G − 1 subspaces. In
order to illustrate how the signals are received and aligned, the signal space matrix at
each receiver for the case K = 4, G = 3 is next shown:
Ωj =

Tj,1 0 0 0
0 Tj,2 0 0
0 0 Tj,3 0
0 0 0 Tj,4
H
(2,1)
j,1 V
(2,1)
1 H
(2,1)
j,2 V
(2,1)
2 H
(2,1)
j,3 V
(2,1)
3 0
...
...
...
...
0 H
(2,4)
j,2 V
(2,4)
2 H
(2,4)
j,3 V
(2,4)
3 H
(2,4)
j,4 V
(2,4)
4

. (6.24)
Thanks to conditions in (6.21), all the interference captured during the RIA phase can
be removed using the overheard interference from the IIS phase. Now, recall that α
represents the number of groups of the RIA phase to which each user belongs. Therefore,
the RIA phase provides α ·min (NS2, ϕ) = α ·N(M−N) extra observations of the desired
symbols. Finally, by combining the NS1 = αN2 linear combinations retrieved from the
IIS phase with that obtained during this phase, each receiver obtains b = α ·MN LCs of
its desired symbols.
Remark : It can be seen that when ρ < ρB(G) only a subspace of dimensionN(M−N) < ϕ
of T (2,r)i is revealed to each receiver. This is in contrast with the case ρ > ρB(G) where
the entire subspaces T (2,r)i must be delivered to RXi in order to obtaining a sufficient
number of observations, and thus ensure linear decodability.
System parameters optimization
Given a value of ρ, the optimal value of G for the TG scheme may be obtained by means
of the steps described in Algorithm 6.2. The philosophy here is similar to the one in
Algorithm 6.1, and thus its description is omitted to avoid redundancy. The parameters,
e.g. number of symbols b and number of slots per round S1, S2, given G, K, and ρ, are
derived by means of the following DoF optimization problem:
P2 : maximize{b,S1,S2}∈Z+
1
N
b
KS1 +
(
K
G
)
S2
(6.25a)
s.t. MS1 ≥ b (6.25b)
NS1 < b (6.25c)
NS2 ≤ (G− 1)NS1 − (G− 2)b (6.25d)
N
(
S1 + α(G) · S2
) ≥ b. (6.25e)
While the objective function corresponds to number of symbols delivered per user divided
by the duration of the communication, and normalized, the different constraints imposed
to ensure linear feasibility are next described:
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Algorithm 6.2: G solver
Step 1: For a given value of ρ, find x ∈ {2, . . . ,K} minimizing
ρ− 1+α(x)·(x−1)1+α(x)·(x−2) , with ρ ≥ 1+α(x)·(x−1)1+α(x)·(x−2) , α(x) =
(
K−1
x−1
)
Step 2: y := 1+α(x)·(x−1)
K+(x(x−2)+1))(Kx)
, z := x+1K
ρ
ρ+x
Step 3: G(ρ) =

x x ∈ {2,K}
x 2 < x < K, y > z
x− 1 otherwise
Transmit rank during the IIS phase (6.25b): During the first phase, MS1 linear
combinations of the b symbols are transmitted using M antennas, and during S1 slots.
Then, for linear decodability of the desired symbols, no more symbols than the number
of transmit dimensions can be sent, thus we force MS1 ≥ b.
Need of RIA phase (6.25c): Since the first phase provides NS1 interference-free
linear observations of the desired symbols, we force NS1 < b.
Non-redundant RIA phase (6.25d): The precoding matrices for each round of the
second phase lie on a subspace of dimension ϕ, see (6.22a) and (6.23a), and they are used
during S2 slots. Then, to avoid redundancy on the received signals, we force that no more
than ϕ linear combinations are obtained at the receivers, i.e. S2 < ϕ.
Linear combinations at the end of the transmission (6.25e): Each round of the
first phase provides NS1 LCs of desired symbols to each receiver, while each round of
the second phase min
(
MS2, NS2, ϕ
)
= NS2, which follows from M > N the previous
constraint. Hence, since each user is active during α(G) rounds of the RIA phase the
number of interference-free linear combinations of desired symbols obtained at the end of
the transmission are NS1 + α(G) ·NS2, and they should be enough for linearly decoding
the b desired symbols.
This problem will be handled as problem P1. First, S2 is removed by setting it to its
minimum feasible integer value, i.e.
S∗2 =
⌈
1
α(G)
(
b
N
− S1
)⌉
, (6.26)
dictated by (6.25e). Then, (6.25d) foces that:
(G− 1)NS1 − (G− 2)b ≥ N
⌈
1
α(G)
(
b
N
− S1
)⌉
≥ N 1
α(G)
(
b
N
− S1
)
, (6.27)
Therefore, S1 may be written as follows:
S∗1 =
⌈
b ·max
(
1
M
,
1
N
1 + α(G) · (G− 2)
1 + α(G) · (G− 1)
)⌉
, (6.28)
where B.I and B.II follow from choosing one of the two values above, with the threshold
given by ρB(G) =
1+α(G)·(G−1)
1+α(G)·(G−2) .
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6.2.3 3-user PSR Scheme (M ≈ N)
The scheme of P = 3 phases proposed in [AGK13] for the 3-user SISO IC is generalized
to the 3-user MIMO case, proving Theorem 6.2. Moreover, Theorem 6.3 for (ρx, ρy(K)]
follows from applying this scheme together with time-sharing concepts. Next section gives
an intuition behind this strategy. Then, each of the phases is built, and finally we present
the optimization problem that provides the optimal system parameters for any antenna
setting.
JIS phase RIA phaseHybrid phase
S1 slots S2 slots each S3 slots
{1,2,3} {1,2,3}{1,2} {1,3} {2,3}
Channel feedback Channel feedback
Figure 6.5: Transmission frame for the PSR scheme. Each phase p has
(K
p
)
rounds of Sp slots. Active groups
G(p,r) are represented for each round of the three phases.
Overview of the precoding strategy
This approach is designed according to the three ingredients exploited so far: delayed
CSIT precoding, user scheduling, and redundancy transmission. For this reason, it is
denoted as the Precoding, Scheduling, Redundancy scheme. The first and third phases
will be labeled as the JIS and RIA phases, as those phases for the RIA scheme. In a
similar manner, the objective is to jointly sense the interference for the former and to
transmit signals do not causing additional interference for the latter, i.e. aligned with
the overheard interference. This is achieved by exploiting only delayed CSIT precoding
and redundancy transmission, thus all users are active during those phases. But, a hybrid
phase developed by pairs is introduced as the second phase. The objective of the hybrid
phase is twofold. First, each transmitter based on channel feedback reconstructs the
overheard information created at each receiver during the JIS phase to deliver desired
linear combinations of symbols. Second, some redundancy is sent in order to create the
overheard interference terms that will be used during the last phase. Hence, all the three
ingredients are mixed up in this phase in pursuit of DoF maximization. According to all
these ideas, we have:
R1 = R3 = 1, R2 =
(
3
2
)
= 3, (6.29)
G1 = G3 = 3, G2 = 2, (6.30)
also summarized in Fig. 6.5. The optimal system parameters are derived at the end of
this section, and specified in Table 6.5. Recall that ρPSR,1 ≈ 0.7545, ρPSR,2 ≈ 0.7847, see
(6.3) and (6.4), which means that regimes C.II and C.III require M,N > 10. Moreover,
it can be seen that this scheme is always outperformed by the RIA scheme for regime C.I.
Therefore, the most significant finding in this case is that the DoF inner bound for SISO
(d(in)j =
12
31) is valid whenever ρ ≥ 45 . Consequently, next sections focus on regime C.IV
for simplicity on the description.
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Table 6.5: System parameters for the PSR scheme as a function of ρ
b S1 S2 S3 d
(in)
j
C.I = {12 < ρ ≤ ρPSR,1} M3 M2 M(N −M) 2(N −M)2 ρ
3
2−ρ
C.II = {ρPSR,1 < ρ ≤ ρPSR,2} 2M2N 2MN 2N(N −M) 5M2 − 6MN + 2N2 2ρ25ρ2−10ρ+8
C.III = {ρPSR,2 < ρ < 45} 6MN 6N 4N − 3M 4(3M − 2N) 6ρ3ρ+10
C.IV = {ρ ≥ 45} 12N 15 4 4 1231
Joint interfering sensing phase
The first phase lasts for S1 slots where transmitters have no CSI, thus they transmit
with generic full-rank precoding matrices V(1)i ∈ CMS1×b selected from a predetermined
dictionary known by all nodes. The development of this phase is exactly the same as for
the RIA scheme, with the dimensions specified in Table 6.5, where b = 12N , S1 = 15.
Then, similarly we define the receiving filter U(1)j ∈ C2ϕ1×NS1 , ∀i 6= j, with
ϕ1 = min
(
NS1 − b, b
)
= 3N, (6.31)
which consists of the composition of two linear filters U(1)j,i ∈ Cϕ1×NS1 , i 6= j, defined
such that (6.8) is satisfied. Then, Tj,i = U
(1)
j,i H
(1)
j,i V
(1)
i ∈ Cϕ1×b, i 6= j is again defined
representing the residual interference from TXi after applying the linear filter U
(1)
j,i , and
subspaces Tj,i = rspan (Tj,i). Next table summarizes the acquired OHI at RX1 along the
whole communication.
Table 6.6: Served users per round and acquired OHI at RX1 for each round for the 3-user PSR scheme.
Phase (p) Round (r) G(p,r) Acquired OHI at RX1 after processing
1
1 {1 −}
2 {2} T1,2 x2
3 {3} T1,3 x3
2
1 {1, 2} −
2 {1, 3} −
3 {2, 3} F{1}3,2 x2, F{1}2,3 x3
3 1 {1, 2, 3} −
Hybrid phase
The transmission is developed by pairs, where each pair transmits during S2 = 4 slots.
The objective of this phase is twofold. First, each transmitter exploits the overheard
information available at each receiver after the JIS phase to deliver desired linear combi-
nations of symbols, similarly to the second phase of the TG scheme (Section 6.20) when
6.2 Proposed Transmission Strategies 79
G = 2. Second, each transmitter sends some redundancy in order to create overheard
interference that will be seized during the last phase.
Consider the (2, r)th round, with active users G(2,r) = {i, j}. The transmitted signals are
designed such that
rspan
(
H
(2,r)
i,j V
(2,r)
j
)
⊆ Ti,j , rspan
(
H
(2,r)
j,i V
(2,r)
i
)
⊆ Tj,i, (6.32)
thus the precoding matrices are set to
V
(2,r)
i = Σ
(2,r)
i Tj,i, V
(2,r)
j = Σ
(2,r)
j Ti,j , (6.33)
where Σ(2,r)i ,Σ
(2,r)
j ∈ CMS2×ϕ1 are some arbitrary full rank matrices ensuring the transmit
power constraint. For each active pair, NS2 = 4N LCs of symbols are received, although
the rank of the transmitted signals is
rank
(
V
(2,r)
i
)
= min
(
MS2, dim
(Tj,i)) = ϕ1 = 3N, (6.34)
thus there exists some redundancy on the received signals. In this case the per-phase
receiving filters are defined as follows:
U
(2)
1 = bdiag
(
I, I, stack
(
U
(2)
1,2,U
(2)
1,3
))
,
U
(2)
2 = bdiag
(
I, stack
(
U
(2)
2,1,U
(2)
2,3
)
, I
)
,
U
(2)
3 = bdiag
(
stack
(
U
(2)
3,1,U
(2)
3,2
)
, I, I
)
.
where U(2)j,i ∈ Cϕ2×NS2 , with
ϕ2 = min
(
NS2 − ϕ1, ϕ1
)
= N. (6.35)
Note that the received signal is modified only for the round where all transmitted signals
are interference. The objective of this processing is to obtain signal spaces where the
desired signals is interfered by only one user, which will be useful to align the interference
during the last phase. For example, the processed signal at the first receiver for the
(2, 3)th round writes as:
z
(2,3)
1 =
[
U
(2)
1,2
U
(2)
1,3
] [
H
(2,3)
1,2 V
(2,3)
2 ,H
(2,3)
1,3 V
(2,3)
3
] [x2
x3
]
=
[
F
{1}
3,2 0
0 F
{1}
2,3
] [
x2
x3
]
, (6.36)
where F{j}k,i ∈ Cϕ2×b is defined as
F
{j}
k,i = U
(2)
j,i H
(2,r)
j,i V
(2,r)
i = U
(2)
j,i H
(2,r)
j,i Σ
(2,r)
i Tk,i (6.37)
F{j}k,i = rspan
(
F
{j}
k,i
) ⊂ Tk,i, (6.38)
i.e. F{j}k,i is the remaining contribution of V(2,r)i at RXj after suppressing the signal
corresponding to user k, i.e. the other active transmitter during the (2, r)th round.
Moreover, it represents the subspace of Tk,i (completely known at RXk) that is known
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thanks to this phase at RXj , as summarized for RX1 in Table 6.6. For a better reader’s
understanding, let us write the signal space matrix obtained at RX1 after this phase:
Ω
(1:2)
1 =

U
(1)
1,2H
(1)
1,1V
(1)
1 T1,2 0
U
(1)
1,3H
(1)
1,1V
(1)
1 0 T1,3
H
(2,1)
1,1 V
(2,1)
1 H
(2,1)
1,2 V
(2,1)
2 0
H
(2,2)
1,1 V
(2,2)
1 0 H
(2,2)
1,3 V
(2,2)
3
0 F
{1}
3,2 0
0 0 F
{1}
2,3

. (6.39)
where the dotted lines separate the signals corresponding to each phase.
Finally, the number of interference-free LC of desired signals each receiver can retrieve
after this phase is summarized. On the one hand, since at each receiver the signals of
each round occupy NS2 = 4N dimensions, and the interference has rank ϕ1 = 3N only,
there exists almost surely a ϕ2-dimensional subspace where interference can be projected
to. Then, from the two pairs 2 ·min (ϕ1, ϕ2) = 2N LCs are obtained. On the other hand,
since precoding matrices are designed to align the interference (conditions in (6.32)), RXj
will be able to combine the first phase processed signals with the second phase received
signals to cancel the interference. Consequently, 2ϕ1 = 6N additional interference-free
LCs of desired signals are retrieved, and only b − 8N = 4N more LCs are required for
ensuring linear decodability.
Retrospective interference alignment phase
The third phase lasts for S3 = 4 slots, where all users are active. The objective is to design
the transmitted signals based on the information commonly known at the non-intended
receivers after the first two phases. The precoding matrices for this phase are constructed
as follows:
V
(3)
1 = Σ
(3)
1
[
F
{3}
2,1
F
{2}
3,1
]
, V
(3)
2 = Σ
(3)
2
[
F
{3}
1,2
F
{1}
3,2
]
V
(3)
3 = Σ
(3)
3
[
F
{2}
1,3
F
{1}
2,3
]
(6.40)
where Σ(3)i ∈ CMS3×2ϕ2 . This design ensures that all the generated interference is already
known at both non-intended receivers, thus receivers will be able to remove it. Moreover,
each receiver observes NS3 = 4N linear combinations of the transmitted signals of rank
rank
(
V
(3)
i
)
= dim
(
F{k}j,i + F{j}k,i
)
(6.41a)
= dim
(
F{k}j,i
)
+ dim
(
F{j}k,i
)
= 2ϕ2 = 2N, i 6= j 6= k. (6.41b)
Then, the same idea as for the second phase applies here: some redundancy is transmitted
in order to apply zero-forcing concepts at the receiver. Following the same notation as
before, two linear filters U(3)j,i ∈ Cϕ3×NS3 , j 6= i, are applied at each receiver, with
ϕ3 = min
(
NS3 − 2ϕ2, 2ϕ2
)
= 2N, (6.42)
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For brevity and clarity, the final signal space matrix at RX1 is next shown:
Ω1 =

U
(1)
1,2H
(1)
1,1V
(1)
1 T1,2 0
U
(1)
1,3H
(1)
1,1V
(1)
2 0 T1,3
H
(2,1)
1,1 V
(2,1)
1 H
(2,1)
1,2 V
(2,1)
2 0
H
(2,2)
1,1 V
(2,2)
1 0 H
(2,2)
1,3 V
(2,2)
3
0 F
{1}
3,2 0
0 0 F
{1}
2,3
U
(3)
1,2H
(3)
1,1V
(3)
1 U
(3)
1,2H
(3)
1,2V
(3)
2 0
U
(3)
1,3H
(3)
1,1V
(3)
1 0 U
(3)
1,3H
(3)
1,3V
(3)
3

, (6.43)
where the signals received during the RIA phase are processed using U(3)1,2 and U
(3)
1,3, see
the last two blocks rows. Now it is easy to see that all the interference is aligned. For
example, consider the 1st, 5th and 7th block rows. Since
rspan
(
U
(3)
1,2H
(3)
1,2V
(3)
2
)
⊆ rspan
(
V
(3)
2
)
, (6.44a)
rspan
(
V
(3)
2
)
⊆ F{1}3,2 + F{3}1,2 , (6.44b)
F{3}1,2 ⊂ T1,2, (6.44c)
the signals corresponding to the 1st and 5th block rows can be used to remove the interfer-
ence from the signals represented by the 7th block row. Then, 2ϕ2 LCs of desired signals
are retrieved. Following similar arguments for rows 2nd, 6th, and 8th, 2N extra LCs are
obtained. Combining the 4ϕ2 = 4N LCs of desired signals obtained from this phase with
the 8N LCs from previous phases, each receiver obtains enough LCs for linearly decode
all of its b = 12N desired symbols.
System parameters optimization
The parameters for the PSR scheme are derived by means of the following DoF optimiza-
tion problem:
P3 : maximize{b,ϕ1,ϕ2,ϕ3}>0
b
b+ 4ϕ1 + 5ϕ2 + ϕ3
(6.45a)
s.t. ρ (ϕ1 + b) ≥ b (6.45b)
4ϕ1 ≥ b (6.45c)
ρ (ϕ1 + ϕ2) ≥ ϕ1 (6.45d)
ϕ2 ≤ ϕ1 (6.45e)
2 (ϕ1 + ϕ2) < b (6.45f)
ρ (ϕ3 + 2ϕ2) ≥ 2ϕ2 (6.45g)
2 (ϕ1 + ϕ2 + ϕ3) ≥ b (6.45h)
ϕ3 ≤ 2ϕ2 (6.45i)
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formulated in terms of ϕi > 0, i = 1, 2, 3, where the number of slots can be retrieved by
applying the following change of variables:
ϕ1 = NS1 − b, ϕ2 = NS2 − ϕ1, ϕ3 = NS3 − 2ϕ2. (6.46)
While the objective function corresponds to bNτ in terms of the new variables, the con-
straints imposed to ensure linear feasibility are next described:
Transmit rank during the JIS phase (6.45b): Similarly to other schemes,MS1 ≥ b
is imposed to ensure the transmit rank.
Linear combinations on the system (6.45c): After the first phase processing, 4ϕ1
linear combinations of the symbols of each user are distributed along the receivers: 2ϕ1
at the intended receiver (known coupled with interference), and ϕ1 at each non-intended
receiver. Then, since the rest of phases are just retransmissions, a necessary condition is
that at least obtaining all of them the b desired symbols should be linearly decodable.
Transmit rank during the hybrid phase (6.45d): Written in terms of the new
variables, it is forced MS2 ≥ ϕ1, since the rank of the transmitted signals during each
second phase round is equal to ϕ1, see (6.34).
Bounded redundancy during the hybrid phase and need of RIA phase (6.45e)
and (6.45f): After the hybrid phase, each receiver is able to retrieve ϕ1+ϕ2 interference-
free LCs of desired symbols from each of the two rounds where desired LCs of signals are
sent. First, exploiting the redundancy on the received signals due to ϕ2 = NS2−ϕ1 > 0,
min
(
ϕ1, ϕ2
)
linear combinations can be retrieved by zero-forcing concepts. Then, we
force (6.45e), since having ϕ2 > ϕ1 does not provide additional LCs. This constraint
bounds the value of S2, and it is also imposed by F{j}k,i ⊂ Tk,i, as assumed in (6.38).
On the other hand, ϕ1 LCs are obtained through RIA concepts, by projecting the signals
of the corresponding round of the hybrid phase onto a subspace of dimension ϕ1, and
combining them with the JIS phase processed signals. Consequently, at the end of the
hybrid phase 2(ϕ1 +ϕ2) independent observations are obtained. (6.45f) ensures that still
some extra LCs are required, and thus RIA phase is necessary.
Transmit rank during the RIA phase (6.45g): Written in terms of the new vari-
ables, it is forced MS3 ≥ 2ϕ2, see (6.33).
Linear combinations at the end of the transmission (6.45h) and bounded re-
dundancy during the RIA phase (6.45i): The signal received during the RIA phase
is processed to decouple the interference, see (6.43). Those processed signals combined
with the rest of available overheard interference provide 2 ·min (ϕ3, 2ϕ2) extra observa-
tions of the desired symbols. First, (6.45i) is forced to bound the value of S3, and because
in this case more redundancy does not provide additional LCs. Second, the number of
interference-free LCs of desired signals each receiver is able to retrieve at the end of the
transmission is equal to 2 · (ϕ1 + ϕ2 + ϕ3), and it should be enough to linearly decode all
the b desired symbols.
The problem P3 in (6.45) is next solved. Before proceeding, let us introduce the following
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proposition:
Proposition 6.4 Consider the following two linear inequalities:
ax+ by ≥ cz, (6.47a)
dx+ ey ≤ fz, (6.47b)
where {a, b, c, d, e, f} are positive given parameters, and {x, y, z} represent unknown vari-
ables. Then, any solution satisfying both inequalities also satisfies:
cdx+ cey ≤ fax+ fby. (6.48)
This trivial proposition is useful because it allows suppressing variables from linear con-
straints. Actually, it is the basis of the Fourier-Motzkin Elimination method, see [DE73].
Consider the application of Proposition 1 to (6.45g), (6.45h), and (6.45i), such that vari-
able ϕ3 is removed. This leads to the following two constraints:
2 (ϕ1 + 3ϕ2) ≥ b, (6.49)
ϕ2 (1− 2ρ) ≥ 0, (6.50)
where the second constraint forces ρ ≥ 12 . Now, let us apply again the proposition to
(6.45e), (6.45f), and the new constraint (6.49) in order to remove ϕ2. Again, two new
constraints are produced:
8ϕ1 ≥ b
ϕ1 (1− 2ρ) ≥ 0,
which are loose with respect to the rest of constraints. Then, the value of ϕ1 is completely
determined by (6.45b) and (6.45c), as follows:
ϕ1 = bmax
(1
4
,
1− ρ
ρ
)
, (6.51)
thus establishing two regions: ρ ≥ 45 and ρ < 45 . For a given value of ϕ1, the optimal ϕ2
is decided according to (6.45e) and (6.49), as follows:
ϕ2 = max
(
ϕ1
1− ρ
ρ
,
1
6
(b− 2ϕ1)
)
. (6.52)
Finally, the optimal value of ϕ3 is set according to
ϕ3 = max
(
2ϕ2
1− ρ
ρ
,
b
2
− ϕ1 − ϕ2
)
. (6.53)
It can be checked that the control constraints (6.45f) and (6.45g) are always satisfied
following these rules. The values in Table 6.5 are obtained by inverting the change of
variables and taking the value of b such that S1, S2, and S3 are integer values.
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6.3 DoF-Delay Trade-Off
The precoding schemes exploiting delayed CSIT require multi-phase transmissions. For
some settings, this entails long communication delays, and a high number of transmitted
symbols, thus increasing the complexity of the encoding/decoding operation at transmit-
ters/receivers. This section studies the DoF-delay trade-off of the proposed and some
state-of-the-art schemes. Thanks the DoF-delay trade-off analysis, two main insights are
concluded:
• The supremacy in terms of achievable DoF of one scheme w.r.t. another depends on
the allowed complexity of the transmission, i.e. number of transmitted symbols or
duration of the communication. For example, when ρ = 1, K = 3, the RIA scheme
outperforms the PSR scheme given a maximum number of time slots allowed for
the communication.
• The communication delay can be highly alleviated without high DoF penalties.
Many examples are provided showing the balance between optimal (but usually
large) parameters and maximum DoF w.r.t. practical parameters and competitive
achievable DoF.
Two methodologies are used in the sequel to study the DoF-delay trade-off of the proposed
schemes. First, the following three sections analyze this trade-off by limiting the maximum
number of symbols per user that can be transmitted to B, i.e. by introducing the following
constraint into the system parameters optimization problems:
b ≤ B.
The case where this constraint is omitted or, equivalently, B → ∞, will be hereafter
denoted as the unbounded case. For each scheme, a simplified version of the DoF opti-
mization problem for finite B is provided. Then, at least two examples are evaluated for
each case, one for K = 3 and one for K = 6, which are useful to benchmark one of the
values of ρ in Fig. 6.2 as a function of B.
On the other hand, Section 6.3.4 proposes an alternative approach for comparing the
proposed schemes to the PSR scheme in [AGK13] and its extension to MISO for K > 3
in [HC15]. Notice that the first methodology could also be used, but currently we do
not have derived DoF optimization problems for those schemes, which remains as future
work.
Adopting this second methodology, the DoF-delay trade-off is studied by limiting the
order of the transmitted symbols. Although the formulation up to this section works
with order-1 symbols and order-1 DoF, the works in the literature usually follow the
high-order symbol framework, see e.g. [MAT12], reviewed in Section 5.2.1. Inspired by
this formulation, we propose to bound the schemes in [AGK13] and [HC15] to maximum
order Θ by forcing:
d
(Θ,in)
j = 1. (6.54)
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6.3.1 RIA Scheme
A closed-form solution for S1 and S2 was obtained in Section 6.2.1, see (6.15) and (6.16).
For unbounded b, the value of L was obtained given ρ and K by means of Algorithm 6.1.
However, for finite B the optimal value of L becomes a function of B. In this regard, the
achievable DoF for the RIA scheme write as follows:
dj(B) =
1
KN
max
(
fRIA,1(B), fRIA,2(B)
)
, (6.55a)
fRIA,1(x) = maximize
b≤x,L
bL
d bM e+ d bN e
, (6.55b)
fRIA,2(x) = maximize
b≤x,L
bL
d bN L
2−L−1
L e+ d bN e
, (6.55c)
where fRIA,1(x) and fRIA,2(x) represent the achievable DoF for each side of the stepping
function in Figs. 6.2-top and 6.2-bottom, or in Theorem 6.3. Since the value of L depends
on B, it is not possible to derive a threshold as ρA(L). Then, we maximize w.r.t. L and
b, and then just take the maximum between the two sides of the stepping function.
The maximization problem as a function of B has been solved for the two settings:
(M,N,K) = (4, 7, 3), and (M,N,K) = (3, 4, 6), where the solutions follow the expressions
given in (6.55a)-(6.55b). The achievable DoF w.r.t. the communication delay are depicted
in Fig. 6.6-top for B = 1 . . . b∗, where b∗ denotes for each case the optimal value of b for
the unbounded case. Moreover, the DoF achieved without the need of CSIT are also
included for comparison. First, notice that since L ∈ {3, . . . ,K}, the only possible value
for the first setting is L = 3. In such a case, since ρ < ρA(3) = 35 , it follows
dj(B) =
1
KN
fRIA,1(B).
The more interesting conclusion from this analysis is that the number of required slots can
be dramatically reduced without high DoF penalties. In particular, the number of time
slots may be halved (from 11 to 5), while 94% of the maximum DoF are attained (from
0.3636 to 0.3429). In contrast, for the setting (M,N,K) = (3, 4, 6) the value of L changes
as a function of B, as highlighted in Fig. 6.6, top-right. Notice that in this case the
number of slots required to outperform TDMA is huge, and DoF gains are insignificant.
The reader may have noticed that the cases with ρ > 35 have been omitted. In this regard,
two additional examples will be shown for the RIA scheme in Section 6.3.3, deferred to
that section in order to compare together the RIA and PSR schemes performance for
limited B.
6.3.2 TG Scheme
Closed form solutions for S∗1 and S∗2 were found in Section 6.23, see (6.26) and (6.28),
next restated for reader’s convenience. Note that S∗2 depends on the value taken for S∗1 ,
which depend on the antenna ratio and B. In this case, the achievable DoF for a given
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Figure 6.6: Achievable DoF of the proposed schemes vs duration of the transmission τ for different values of B.
The DoF achieved without the need of CSIT or using previous schemes in the literature are also depicted for
comparison purposes.
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Figure 6.7: Achievable DoF of the proposed schemes vs duration of the transmission τ for different values of the
maximum order of the transmitted symbols Θ. The DoF achieved without the need of CSIT or using previous
schemes in the literature are also depicted for comparison purposes.
B write as follows:
dj(B) = maximize
b≤B,G
1
N
b
KS∗1 +
(
K
G
)
S∗2
, (6.56a)
S∗1 =
⌈
b ·max
(
1
M
,
1
N
1 + α(G) · (G− 2)
1 + α(G) · (G− 1)
)⌉
, (6.56b)
S∗2 =
⌈
1
α(G)
(
b
N
− S∗1
)⌉
, α(G) =
(
K − 1
G− 1
)
. (6.56c)
Two settings are simulated and shown in Fig. 6.6-middle: (M,N,K) = (7, 5, 3), and
(M,N,K) = (4, 1, 6). While the curves have been obtained by solving the problem P2 in
(6.25), one can check that they follow the expressions in (6.56a)-(6.56c). For comparison
purposes, in addition to the TDMA performance, the scheme in [VV12b] for the 2-user IC
has been considered. This scheme is applied to the K-user case by means of time-sharing,
which dramatically increases the communication delay. In order to obtain its performance
for different values of B, a DoF maximization problem has been formulated. The problem
is very similar to the TG scheme with G = 2, and thus omitted.
In both cases it is observed how DoF gains are provided by the wise use of delayed CSIT
w.r.t. no CSIT by increasing the duration of the communication τ . Two remarkable
observations can be drawn, one for each setting. For the setting (M,N,K) = (7, 5, 3) the
DoF attained using delayed CSIT for both strategies are similar for the unbounded case.
However, this is at the cost of a high communication delay for the scheme in [VV12b]. If
otherwise τ is reduced, then the TG scheme clearly outperforms any other strategy.
On the other hand, for the setting (M,N,K) = (4, 1, 6), it can be observed that the
unbounded case requires τ = 75 slots, while similar DoF gains can be obtained using
only τ = 27 slots, and also outperforming any other scheme. This is one of the main
conclusions obtained from our analysis: while the best DoF are attained using a high
number of time slots, usually one solution with reduced number of time slots can be found
without high DoF penalties. The reader may have noticed that no case with ρ > K − 1
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has been considered because the scheme in [HC15] surpasses the proposed TG scheme.
One example for K = 6 will be addressed in Section 6.3.4.
6.3.3 PSR Scheme
The performance of the PSR scheme is compared to the RIA scheme for K = 3 users.
Since the region of most interest for this scheme is ρ > 45 , we consider two representative
antenna settings: (M,N) = (4, 5), and SISO (M = N = 1). In this case, following the
expressions given in Section 6.2.3 it is easy to see that:
S∗1 =
⌈
ϕ1 + b
N
⌉
=
⌈
5
4
b
N
⌉
,
S∗2 =
⌈
ϕ1 + ϕ2
N
⌉
=
⌈
b
3N
⌉
=
⌈
2ϕ2 + ϕ3
N
⌉
= S∗3 ,
dj(B) = maximize
b≤B
1
N
b
S∗1 + 3S∗2 + S∗3
. (6.57a)
The performance for the two settings is depicted in Fig. 6.6-bottom. The most remarkable
result is that whenever B is below b∗, the RIA outperforms the PSR scheme. Moreover,
notice that for the unbounded case a similar DoF performance (from 0.387 to 0.375) is
obtained for RIA w.r.t. the PSR scheme with only a quarter of the number of slots (from
31 to 8).
6.3.4 DoF with Limited Order of Symbols
In order to compare the DoF-delay trade-off of the proposed schemes for K > 3 to other
approaches in the literature, the DoF are depicted for different values of the maximum
order of symbols Θ in Fig. 6.7. Two settings for K = 6 are considered: SISO at left, and
(M,N) = (6, 1) (MISO) at right. First, since the scale may be confusing, it is worth to
remark that the first operation point of the PSR scheme outperforming the RIA scheme
requires 1154 slots (Θ = 3), in contrast to the 160 slots required by the latter. Also, it
is remarkable how the number of slots grow when the order of the transmitted symbols
is not limited, with negligible DoF gains. For example, when Θ = 4 the achievable DoF
require a quarter of the unbounded case communication delay (from 39258 to 7898), and
provide a 95% of the unbounded case achievable DoF.
For the MISO case, the supremacy of the proposed schemes in terms of practical terms
is evident. While the TG scheme requires only 21 slots, the first operation point out-
performing its DoF performance (Θ = 4) requires 495 slots. Also, notice that the gains
from this latter point w.r.t. the unbounded case are negligible, while the number of slots
increase threefold.
As a conclusion, it is observed that in pursuit of approaching the DoF outer bound it
is better to increase the number of phases and the order to the transmitted symbols.
However, when practical issues come into play, it is preferable to penalize the achievable
DoF for the sake of complexity and communication latency.
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6.4 Achievable DoF for Constant Channels
The literature on delayed CSIT always assumes that channel feedback incurs a delay
larger than channel coherence time, i.e. the current channel is completely uncorrelated
w.r.t. the channel that has been reported. However, this assumption is not always
realistic in practice, since the transmitter has no way to know if the channel has changed.
In this regard, this section studies the extreme case where the channel is constant, the
transmitter is not aware of this, and performs a delayed CSIT strategy anyways. Then,
the next sections prove Theorem 6.4, stating that all results so far also apply for constant
channels.
The difference in the system model between constant and time-varying channels is that
all block diagonal compositions of channels are simplified to Kronecker products. Let
H˚j,i∈ CN×M denote the channel between TXi and RXj for all τ slots of the communica-
tion, since the channels are constant. Then, we have
Hj,i = Iτ ⊗ H˚j,i.
It is instructive to particularize it to the SISO case, where channels become scaled identity
matrices, i.e:
Hj,i = Iτ ⊗ h˚j,i = h˚j,iIτ , (6.58)
which exhibits lower diversity than MIMO channels.
6.4.1 RIA Scheme
This section proves that the RIA scheme described in Section 6.2.1 fails for the SISO
case if channels are constant and L = 3. Next section will show that this scheme can
be made feasible by means of exploiting asymmetric complex signaling concepts. Similar
arguments allow showing feasibility for any other antenna setting with probability one.
During the first phase of the RIA scheme, all transmitters are active, using predetermined
precoding matrices V(1)i ∈ C5×3, and interfering to all users. The received signal is
processed using the per-phase linear filters Ui,j ∈ C2×5, in such a way that the desired
signals are only mixed with interference from another user. Consider the signal space
matrix for the signals received during the first phase:
Ω
(1)
i =
[
Ui,i+1hi,iV
(1)
i Ui,i+1hi,i+1V
(1)
i+1 0
Ui,i−1hi,iV
(1)
i−1 0 Ui,i+1hi,i−1V
(1)
i−1
]
(6.59)
where indices in this section are assumed to be in the set {1, 2, 3}, applying the modulo-3
operation only if necessary. Notice that matrices Ui,j satisfy
rspan (Ui,j) = null
(
span
(
V
(1)
k
))
, ∀i, j 6= k, i 6= j, (6.60)
i.e. Ui,j removes the interference generated at RXi by user k 6= j, but not the inter-
ference from user j. Due to definition (6.60), there are only three different per-phase
filters. Indeed, they correspond to the null space of each V(1)i , which will be denoted as
V¯
(1)
i ∈ C2×5 for ease of description. Accordingly, the signal space matrix for the whole
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communication writes as
Ωi =

hi,iV¯
(1)
i−1V
(1)
i hi,i+1V¯
(1)
i−1V
(1)
i+1 0
hi,iV¯
(1)
i+1V
(1)
i−1 0 hi,i−1V¯
(1)
i+1V
(1)
i−1
hi,iΣ
(2)
i T
(2)
i hi,i+1Σ
(2)
i+1T
(2)
i+1 hi,i−1Σ
(2)
i−1T
(2)
i−1
 , (6.61)
where the precoding matrices for the second phase are computed following (6.12a) and
(6.12b), here repeated for reader’s convenience:
V
(2)
i = Σ
(2)
i T
(2)
i ,
rspan
(
T
(2)
i
)
= T (2)i = Ti+1,i ∩ Ti−1,i,
where Tj,i ∈ C2×3, with Ti+1,i = hi+1,iV¯(1)i−1V(1)i and Ti−1,i = hi−1,iV¯(1)i+1V(1)i . This
design allows that the interference generated during the RIA phase be aligned with the
JIS phase overheard interference at both non-intended receivers. Now, since Ti+1,i and
Ti−1,i are independent, its intersection will be of dimension one with probability one.
Then, there exist two vectors θi,ϑi∈ C2×1 such that T(2)i can be written as
T
(2)
i
.
= θTi V¯
(1)
i−1V
(1)
i
.
= ϑTi V¯
(1)
i+1V
(1)
i , (6.62)
where .= is short for equality of row spans. Notice that θi and ϑi correspond to the
vectors that project V¯(1)i−1V
(1)
i and V¯
(1)
i+1V
(1)
i to its intersection subspace, respectively.
The following lemma states a key property satisfied by these vectors:
Lemma 6.5. If the vectors θi,ϑi, i = 1, 2, 3 are computed satisfying the properties in
(6.62), then θi
.
= ϑi+1.
Proof: Only the proof for i = 1 will be shown. The proof for i = 2, 3 follows the same
steps thus it is omitted. First, notice that (6.62) for i = 1, 2 can be written as follows:
θT1 V¯
(1)
3 − ϑT1 V¯(1)2 ⊂ V¯(1)1 ⇒ θT1 V¯(1)3 − ϑT1 V¯(1)2 = λT V¯(1)1 , (6.63)
ϑT2 V¯
(1)
3 − θT2 V¯(1)1 ⊂ V¯(1)2 ⇒ ϑT2 V¯(1)3 − θT2 V¯(1)1 = ϕT V¯(1)2 . (6.64)
for some λ,ϕ∈ C2×1, which is equivalent to
[
λT , ϑT1 , θ
T
1
]  V¯
(1)
1
V¯
(1)
2
−V¯(1)3
 = 0, [θT2 , ϕT , ϑT2 ]
 V¯
(1)
1
V¯
(1)
2
−V¯(1)3
 = 0. (6.65)
Hence, θ1 and ϑ2 are the last two components of any vector lying on the null space of
the 6×5 full rank matrix on the right hand side. Since it has dimension one, the last two
components will always be proportional, thus θ1
.
= ϑ2.
Linear feasibility requires that rank
(
WjΩ
des
j
)
= b. This will be settled in the negative
for user one, while non-feasibility for the rest of users may be similarly proved. In this
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regard, consider the product:
W1Ω
des
1 = W1U1H1V1 = W1

h1,1V¯
(1)
3 V
(1)
1
h1,1V¯
(1)
2 V
(1)
1
h1,1Σ
(2)
1 T
(2)
1
 , (6.66)
as the result of taking the first block column of the SSM in (6.61) multiplied by the
receiving filter W1. The objective of this filter is to remove the interference by combining
the rows of the signal space matrix. One simple solution is
W1 =
[
Σ
(2)
2 ϑ
T
2 Σ
(2)
3 θ
T
3 I
]
, (6.67)
thus (6.66) writes as
W1Ω
des
1
.
= h1,1Σ
(2)
2 ϑ
T
2 V¯
(1)
3 V
(1)
1 + h1,1Σ
(2)
3 θ
T
3 V¯
(1)
2 V
(1)
1 + h1,1Σ
(2)
1 θ
T
1 V¯
(1)
3 V
(1)
1 . (6.68)
First, note that θ1
.
= ϑ2 according to Lemma 6.5, thus the first and last terms are
proportional. Moreover, note that the last term can be written as h1,1Σ
(2)
1 ϑ
T
1 V¯
(1)
2 V
(1)
1 due
to definition (6.62). Then, since θ3
.
= ϑ1 holds according to Lemma 6.5, it is concluded
that all three terms are proportional, thus rank
(
W1Ω
des
1
)
= 1 < 3, and the desired
symbols cannot be retrieved.
6.4.2 RIA Scheme with ACS
As for the full CSIT case [CJW10][T+14], the application of asymmetric complex signaling
concepts enables the feasibility of the RIA scheme either for constant or time-varying
channels also for the SISO case. To the best of the authors knowledge, this is the first
claim that improper signaling may be useful for precoding schemes using delayed CSIT.
This section provides a sketch of the proof, omitted in its full version to avoid redundancy
with the cited references.
In case of using asymmetric complex signaling, the channel can be modeled in terms of
real magnitudes (see [T+14]), such that 2b real symbols are transmitted to each user along
2τ slots, and the channel model in (6.58) translates to
Hj,i = Iτ ⊗
∣∣˚hj,i∣∣Φ˚j,i = ∣∣˚hj,i∣∣Φj,i∈ R2τ×2τ , (6.69)
where φj,i is the phase of the complex channel gain h˚j,i, and
Φ˚j,i =
[
cos (φj,i) − sin (φj,i)
sin (φj,i) cos (φj,i)
]
∈ R2×2, (6.70)
Φj,i = Iτ ⊗ Φ˚j,i. (6.71)
Matrices Φj,i break the diagonal structure of channel matrices. This is of interest because
in previous section the same interference was generated at both unintended receivers
thereby the same per-phase filter was used to remove it, see (6.60). Nonetheless, in this
case different per-phase filters should be used, thus the connections among vectors θi,ϑi
stated by Lemma 6.5 no longer hold, and feasibility is ensured for any channel realization.
Similar arguments apply to the MIMO case.
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6.4.3 TG Scheme
We review the foundations of this scheme, described in Section 6.2.2 for M > N , in order
to show that it also works for constant channels. During the IIS phase transmitters are
scheduled in a TDMA fashion. Therefore, for each RXj obtains
y
(1,r)
j = H
(1,r)
j,r V
(1,r)
r xr =
(
IS1 ⊗ H˚j,i
)
V(1,r)r xr,
Tj,i =
(
IS1 ⊗ H˚j,i
)
V
(1,i)
i ,
where the precoding matrices V(1,i)i ∈ CMS1×b are chosen to be some generic full-rank
matrices, with V(1,r)i = 0 for r 6= i. Since M > N , and NS1 < b by design, it is easy
to see that all ranks are preserved even for constant channels, i.e. rank (Tj,i) = NS1, ∀i,
and all such pieces of overheard interference generate generic subspaces Tj,i.
Now, let us recall that the precoders for each round of the RIA phase, see (6.22a), are
linear combinations of T(2,r)i , obtained as a basis of
rspan
(
T
(2,r)
i
)
= T (2,r)i =
⋂
k∈G(2,r)\{i}
Tk,i
which will also preserve the rank. Therefore, we conclude that this scheme does not
require the time-varying channels assumption, since each receiver can acquire enough
linear combinations of desired symbols even in case of constant channels.
6.4.4 3-user PSR Scheme
The first phase of this scheme is similar to that for the RIA scheme. In contrast, there
are three phases and the second phase is developed by pairs. Feasibility is easily shown
for MIMO channels, whereas the SISO setting fails. Since the scheme delivers exactly 12
LCs of the b = 12 desired symbols to each receiver, by simply showing that some of those
LCs are linearly dependent is sufficient to show the non-feasibility. In this regard, next
we show that not all LCs delivered during the first round of the second phase are linearly
independent. Consider the signal space matrix for the second phase, particularized for
this case:
Ω
(2)
1 =

h1,1V¯
(1)
3 V
(1)
1 T1,2 0
h1,1V¯
(1)
2 V
(1)
1 0 T1,3
h1,1Σ
(2,1)
1 T2,1 h1,2Σ
(2,1)
2 T1,2 0
h1,1Σ
(2,2)
1 T3,1 0 h1,1Σ
(2,2)
3 T1,3
0 F
{1}
3,2 0
0 0 F
{1}
2,3

, (6.72)
where the same notation as for the RIA case has been used, and in this case we have
T2,1 = h2,1V¯
(1)
3 V
(1)
1 ∈ C3×12.
Two methods for delivering LCs of desired symbols were used in the second phase, see
Section 6.2.3. First, recall that Σ(2,1)1 ∈ C4×3, thus zero-forcing the interference received
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during the first round of the second phase, RX1 obtains
λT h1,1Σ
(2,1)
1 T2,1x1 (6.73)
for some λ∈ C4×1 that satisfies λTΣ(2,1)2 = 0. Clearly, such LC of desired signals lies on
rspan (T2,1).
On the other hand, four LCs of desired signals may be obtained by combining the JIS
phase received signals with the signals received during the first round of the hybrid phase:(
h1,2Σ
(2,1)
2 h1,1V¯
(1)
3 V
(1)
1 + h1,1Σ
(2,1)
1 T2,1
)
x1 =
(
h1,2
h2,1
Σ
(2,1)
2 + Σ
(2,1)
1
)
h1,1T2,1x1.
Those LCs form a basis of the three-dimensional subspace rspan (T2,1), thus actually
would provide only three independent desired LCs of desired symbols. However, since the
LC obtained by the first method lies also in rspan (T2,1), after this round user one acquires
only three instead of four independent desired LCs, and linear feasibility is discarded.
Nonetheless, this problem can be fixed by exploiting asymmetric complex signaling, since
the per-phase receiving filters for the second phase are distinct across users, similarly to
what occurs for the RIA scheme. Then, the PSR scheme can be made feasible even for
SISO constant channels.
6.5 Conclusion
Three fundamental tools have been envisioned in the context of delayed CSIT for designing
linear precoding strategies: delayed CSIT precoding, user scheduling, and redundancy
transmission. Based on them, this chapter proposes three precoding strategies, evaluated
as a function of the antenna ratio ρ.
For ρ < 1, the RIA scheme initially proposed for the 3-user SISO IC (ρ = 1) has been
generalized to the K-user MIMO case. This scheme exploits delayed CSIT precoding and
redundancy transmission. In contrast to the conjecture in [MC12], our results show that
state-of-the-art DoF can be improved by considering L ≥ 3 active pairs. Moreover, we
have shown that for the region 1K−1 < ρ <
K
K2−K−1 our proposed inner bound using the
RIA scheme gets very close to the best known outer bound.
Moreover, we have generalized the PSR scheme for 3 users from SISO to MIMO, which
combines the three tools: delayed CSIT precoding, user scheduling, and redundancy trans-
mission. This scheme provides the best achievable DoF when the number of antennas at
the transmitter and receiver are similar (ρ ≈ 1) not only for the 3-user MIMO IC, but
also for the K-user MIMO IC by applying time-sharing concepts. Nevertheless, a MIMO
generalization for K > 3 users remains open.
In case the transmitter has more antennas than the receiver (ρ > 1), we propose the
TG scheme improving state-of-the-art for 1 < ρ < K − 1. Linear precoding and user
scheduling are carefully designed for DoF boosting, where the first phase is carried out
orthogonally among users, whereas the second phase is developed in groups of G ≤ K
users. The proper value of G lies on the trade-off between the constraints imposed by
interference alignment, and the increase on the number of rounds, in turn depending on
the antenna ratio ρ and the number of users K.
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The DoF-delay trade-off of the proposed schemes has been studied and compared to SotA
by limiting either the number or the order of the transmitted symbols. The first method
builds upon the formulation of the parameters of each scheme (number of transmitted
symbols and duration of the phases) as the solution of a DoF constrained maximization
problem, and as a function of the number of users and antenna ratio. In this regard,
the analysis shows that although the PSR scheme and its extensions attain higher DoF
values for some settings, this is at the cost of long transmission delays. Consequently, it
has been shown that the gains provided by the PSR scheme is not worth the increase of
complexity both at the transmitter and the receiver side, as compared to the proposed
schemes.
Finally, the later part of this chapter has concluded that the time-varying channels as-
sumption, which is common along all the literature on delayed CSIT, is indeed not neces-
sary, except for the SISO case. This implies that delayed CSIT strategies can be used even
if the channel remains constant. For the particular SISO case, we have proved that the
two schemes in the literature [MJS12][AGK13] failed, which can be fixed by the applying
asymmetric complex signaling concept.
7
IBC with Delayed CSIT
The potential of Retrospective Interference Alignment has been exposed for DoF boosting
of broadcast and interference channels with delayed CSIT. However, it is not known if
it may be adapted to more complex topologies like the IBC. This chapter studies the
MIMO IBC with delayed CSIT, 2 cells and 2 users per cell. Although some of the
schemes designed for other channels may be applied, the specific topology of the IBC has
not been exploited yet. In this regard, we propose a precoding strategy that includes the
concept of redundancy transmission, employed in previous chapter for the IC, by taking
into account that users of each cell are served by a common transmitter.
7.1 Main Contribution
The main result attained in this chapter is summarized in Fig. 7.2, where DoF inner and
outer bounds using delayed CSIT, as well as the optimal DoF for no CSIT (TDMA) are
depicted. Three different inner bounds are considered:
• achieved by using the proposed scheme,
• based on consolidated state-of-the-art for the IC and BC,
• based on very recent results for the IC appeared simultaneously to the development
of the material in this chapter.
Each of those inner bounds is next specified. First, the performance of the proposed
scheme is summarized next:
Theorem 7.1 (DoF Inner bound). For the 2-cell 2-user MIMO IBC with delayed local
CSIT and antenna ratio ρ, the following normalized DoF per user can be achieved:
a
d
(in)
j =

ρ3
ρ3+3ρ2+3ρ+8
ρA ≤ ρ < ρB
3ρ2
5ρ2+7ρ+3
ρB ≤ ρ < ρC
9ρ
16ρ+20 ρC ≤ ρ < 4
3
7 ρ ≥ 4
(7.1)
with ρA ≈ 2.6413, ρB ≈ 3.1557, and ρC ≈ 3.5414.
Proof: See Section 7.2.
Notice that the proposed scheme performance improves the consolidated state-of-the-art
for ρ > 2.9413, and recent results for ρ > ρC. The performance for ρ < ρA is not derived
since in such a case it is better using other approaches from the SotA.
For ρ > 1, consolidated SotA refers to applying the TG scheme with G = 2 described for
the IC in Chapter 6, Section 6.2.2. Notice that in such a case, the IBC is interpreted as
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Figure 7.1: The 2-cell 2-user MIMO IBC, with M = 4, N = 1 antennas at the transmitters and receivers,
respectively. Solid/Dotted lines denote the links carrying intended/interference signals.
a 4-user IC, thus not exploiting the common transmitter at each cell. On the other hand,
recent SotA corresponds to applying recent results for the IC. For ρ < 2, the schemes
described in previous chapter are applied. Otherwise, [HC15] is employed.
It is worth pointing out that although the proposed scheme provides lower DoF than
the scheme in [HC15], the latter requires a higher number of time slots, which hinders
its implementation as studied in previous chapter. For example, for ρ = 4 the proposed
scheme requires τ = 28, whereas the scheme in [HC15] is developed in τ = 65, i.e. more
than twice the number of slots.
Moreover, for comparison purposes we derive the following DoF outer bound:
Theorem 7.2 (DoF Outer bound). For the 2-cell 2-user MIMO IBC with delayed CSIT
and antenna ratio ρ > 12 , the normalized DoF per user are bounded above by:
d
(out)
j =

ρ
2
1
2 ≤ ρ < 23
1
3
2
3 ≤ ρ < 1
ρ/3 1 ≤ ρ < 43
2 ρ3ρ+2
4
3 ≤ ρ < 3/2
6 ρ11ρ+3 3/2 ≤ ρ < 2
12
25 ρ ≥ 2
Proof: It corresponds to the minimum between two trivial upper bounds. First, assuming
transmitter cooperation, the IBC turns into a 4-user MIMO BC with 2M antennas at the
transmitter, whose DoF were derived in [MAT12]. This bound applies for ρ > 43 . The
second outer bound corresponds to assuming current CSIT [SY13], and applies for ρ < 43 .
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Figure 7.2: Normalized DoF per user inner and outer bounds for the 2-cell 2-user MIMO IBC with delayed CSIT.
Only ρ > 1
2
is shown. Otherwise, the optimal DoF are attained without the need of CSIT [SY13]. The proposed
scheme outperforms all other SotA for ρ > ρC, with ρC ≈ 3.5414.
7.2 Proposed Transmission Strategy
Similarly to the proposed strategies presented in previous chapter, we divide its descrip-
tion in two parts. First, it is presented for the (M,N) = (4, 1) specific antenna setting,
easing reader’s understanding1, see Fig. 7.1. Then, it is generalized to a general an-
tenna setting by means of the formulation of a DoF maximization problem with linear
constraints.
7.2.1 Case M=4, N=1
Our DoF maximization problem, to be presented in the next section, assumes the follow-
ing:
P = 4, Rp =
(
4
p
)
, (7.2)
as summarized in Table 7.1. Then, the number of transmitted symbols, and the duration
of each round of each phase should be optimized. For this antenna setting, we obtain that
3
7 DoF per user can be achieved by delivering b = 12 symbols to each user along τ = 28
time slots.
Phase 1
The first phase is divided in R1 = 4 rounds, each of them dedicated to transmit LCs of
symbols of one user during S1 = 3 time slots. The precoding matrices used during this
1In this setting, with single-antenna receivers, the number of transmitted symbols, and duration of
the symbols is relatively short. Then, it is one of the more amenable antenna regimes to follow for
non-familiar readers, among the ones where the proposed scheme outperforms the SotA.
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round are predefined and randomly chosen from a dictionary before the communication.
Consequently, after the first phase each receiver acquires S1 = 3 LCs of desired symbols,
thus b − S1 = 9 additional LCs are required. Interestingly, those remaining LCs are
distributed along the listening receivers, who observe 3 LCs of each non-desired set of
symbols. These LCs will be the basis to align the interference during the next phases,
while providing new LCs of desired symbols. They represent the overheard interference
for the first phase, denoted by
Tj,i = H
(1,i)
j,c(i)V
(1,i)
i ∈ C3×12, (7.3)
Ti,j = rspan (Tj,i) , (7.4)
i.e. the signals intended to RXi and observed at RXj , see Table 7.1 for the OHI collected
at RX1. Moreover, notice that all these 12 distributed LCs can be assumed linearly
independent with probability one due to the channel randomness. Finally, for better
readability we show the signal space matrix for RX1:
Ω
(1)
1 = bdiag (T1,1,T1,2,T1,3,T1,4) =

T1,1 0 0 0
0 T1,2 0 0
0 0 T1,3 0
0 0 0 T1,4
 . (7.5)
Phase 2
Users are served by pairs during this phase, with R1 = 6 single-slot rounds. The first
phase OHI is exploited to deliver a LC of desired symbols aligned at the non-intended
receiver. Consider the round r dedicated to RXi and RXj , i.e. G(2,r) = {i, j}. Then,
transmitted signals are designed such that
rspan
(
H
(2,r)
j,c(i)V
(2,r)
i
)
⊆ Tj,i, rspan
(
H
(2,r)
i,c(j)V
(2,r)
j
)
⊆ Ti,j ,
i.e. the signals obtained at each receiver are aligned with the previously received OHI.
Similarly to Section 6.2.2, one simple solution using only delayed CSIT is given by
V
(2,r)
i = Θ
(2,r)
i Tj,i, V
(2,r)
j = Θ
(2,r)
j Ti,j , (7.6)
where Θ(2,r)i ,Θ
(2,r)
j ∈ C4×3 are some random full rank matrices ensuring the transmit
power constraint.
The OHI obtained during this phase is generally written as
m
(k)
j,i = h
(2,r)
k,c(i)V
(2,r)
i ∈ C1×12, (7.7)
with rspan
(
m
(k)
j,i
) ⊂ Tj,i, r such that G(2,r) = {i, j}, and k /∈ G(2,r). In other words, m(k)j,i
is the LC of Tj,i observed at RXk. For instance, m
(1)
4,3 = h
(2,6)
1,2 Θ
(2,6)
3 T4,3 is the LC of T4,3
observed at RX1.
From each user’s perspective, the rounds of the first two phases can be classified in
two classes: serving or listening round, as specified in Table 7.1. During the serving
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Table 7.1: Served users per round, type of each round from the perspective of RX1, and acquired OHI at RX1 for
each round
Phase (p) Round (r) G(p,r) Type of Round for RX1 Acquired OHI at RX1
1
1 {1} Serving −
2 {2} Listening T1,2 x2
3 {3} Listening T1,3 x3
4 {4} Listening T1,4 x4
2
1 {1, 2} Serving −
2 {1, 3} Serving −
3 {1, 4} Serving −
4 {2, 3} Listening m(1)3,2 x2 +m(1)2,3 x3
5 {2, 4} Listening m(1)4,2 x2 +m(1)2,4 x4
6 {3, 4} Listening m(1)4,3 x3 +m(1)3,4 x4
3
1 {1, 2, 3} Mixed m(1)3,2 x2, m(1)2,3 x3
2 {1, 2, 4} Mixed m(1)4,2 x2, m(1)2,4 x4
3 {1, 3, 4} Serving −
4 {2, 3, 4} Listening f1,2 x2 + f1,3 x3 + f1,4 x4
4 − {1, 2, 3, 4} Serving −
rounds, extra linear combinations of desired signals are obtained, free of interference
or with aligned interference that can be removed using the previously acquired OHI.
In contrast, during the listening rounds, only interference is observed, to be used as
overheard interference during the next phases. Note that after the second phase some of
the overheard interference is coupled. For example, during the fourth round at RX1, the
overheard interference obtained is given by
y
(3,2)
1 = i
(3,2)
1 = m
(1)
3,2x2 + m
(1)
2,3x3. (7.8)
Therefore, only a LC is known, but not each of the two terms individually. This is specified
in Table 7.1, and can be analyzed in a more compact way by means of the second phase
SSM at RX1, given by
Ω
(2)
1 =

m
(1)
2,1 m
(1)
1,2 0 0
m
(1)
3,1 0 m
(1)
1,3 0
0 m
(1)
3,2 m
(1)
2,3 0
0 m
(1)
4,2 0 m
(1)
2,4
0 0 m
(1)
4,3 m
(1)
3,4

. (7.9)
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Finally, from the received signals represented by (7.5) and (7.9), each user is able to
retrieve 3 new LCs of desired symbols by combining the current received signals and
previous OHI.
Phase 3
Each of the R3 = 4 single-slot rounds of this phase is dedicated to one of the four
possible triplets of users, see Table 7.2. In contrast to the first two phases, three different
types of rounds may be defined during the third phase. In case of RX1, the third and
fourth rounds are serving and listening rounds, respectively, following the definition above.
However, the first and second rounds correspond to an intermediate situation, denoted as
mixed rounds. In those cases, desired signals are received but combined with interference
terms that cannot be removed. This is because they come from different transmitters,
i.e. observed through different channels, and because the OHI is known coupled. The
contribution of this phase is then twofold: 1) to provide one LC of desired signals free
of interference during the serving round, and 2) to decouple the OHI from the second
phase during the mixed rounds. On the one hand, although the second phase OHI is
known coupled it can be removed whenever all the interference is generated by the same
transmitter. Since there is one serving round of duration one slot per user, one LC of
desired signals free of interference is acquired. On the other hand, the interference for
the mixed rounds cannot be entirely removed, but allows decoupling the interference, i.e.
acquire each of the OHI terms individually, which will be useful for the last phase. As an
example, see rounds (3, 1) and (3, 2) in Table 7.1, where the OHI collected at RX1 during
the communication is exposed.
Table 7.2: OHI transmitted during each third phase round
r G(3,r) G(3,r)(1) G(3,r)(2) G(3,r)(3)
1 {1, 2, 3} {m(3)2,1,m(2)3,1} {m(3)1,2,m(1)3,2} {m(2)1,3,m(1)2,3}
2 {1, 2, 4} {m(4)2,1,m(2)4,1} {m(4)1,2,m(1)4,2} {m(2)1,4,m(1)2,4}
3 {1, 3, 4} {m(4)3,1,m(3)4,1} {m(4)1,3,m(1)4,3} {m(3)1,4,m(1)3,4}
4 {2, 3, 4} {m(4)3,2,m(3)4,2} {m(3)2,1,m(2)3,1} {m(3)2,1,m(2)3,1}
To illustrate all these arguments mathematically, let consider the precoding matrix design
for the third round2, dedicated to users in G(3,3) = {1, 3, 4}:
V
(3,3)
1 = θ
(3,3)
1 m
(4)
3,1 + θ
(3,3)
2 m
(3)
4,1, (7.10a)
V
(3,3)
3 = θ
(3,3)
1 m
(4)
1,3 + θ
(3,3)
3 m
(1)
4,3, (7.10b)
V
(3,3)
4 = θ
(3,3)
2 m
(3)
1,4 + θ
(3,3)
3 m
(1)
3,4, (7.10c)
where θ(3,r)i ∈ C4×1 is some vector with random entries and ensuring the transmit power
2To avoid redundancy, we intentionally focus on this round in order to make use of (7.9). The design
for the rest of rounds is easily derived according to Table 7.2.
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constraint, thus the interference generated at RX1 is:
i
(3,3)
1 = h
(3,3)
1,2
(
V
(3,3)
3 x3 + V
(3,3)
4 x4
)
(7.11a)
= h
(3,3)
1,2
(
θ
(3,3)
1 m
(4)
1,3 x3 + θ
(3,3)
3
[
m
(1)
4,3,m
(1)
3,4
][x3
x4
]
+ θ
(3,3)
2 m
(3)
1,4 x4
)
. (7.11b)
By exploiting the phase 2 OHI, see Table 7.1, the terms proportional to the row vector[
m
(1)
4,3,m
(1)
3,4
]
can be removed, while the rest of terms are aligned with the first phase
OHI. Then, all the interference terms in (7.11) are removed, and one additional LC of
desired symbols is retrieved. Unfortunately, the trick in (7.11) can be done only if all the
interference comes from the same transmitter, i.e. all the interference terms are observed
through the same channel, as in a BC. To see this, consider the interference generated at
RX1 during the (3, 1)th round:
i
(3,1)
1 = h
(3,1)
1,1
(
θ
(3,1)
1 m
(3)
1,2 + θ
(3,1)
3 m
(1)
3,2
)
x2 + (7.12a)
+ h
(3,1)
1,2
(
θ
(3,1)
2 m
(2)
1,3 + θ
(3,1)
3 m
(1)
2,3
)
x3. (7.12b)
As explained at the beginning of this section, since m(1)3,2 and m
(1)
2,3 are known coupled (see
Table 7.1), they cannot be simultaneously canceled in (7.12). Nonetheless, RX1 is able
to acquire them individually thanks to this round, denoted as interference uncoupling.
Finally, the OHI for this phase is defined as follows:
f j,i = h
(3,r)
j,c(i)V
(3,r)
i ∈ C1×12, (7.13)
with r defined such that i /∈ G(3,r). In other words, f j,i is the LC of symbols of RXi
observed at RXj during the unique third phase round where RXj is a listening user.
Note that rspan
(
f j,i
) ⊂ rspan(stack(m(k)l,i ,m(l)k,i)), where all indices take different values.
For example, the row span of f4,2 = h
(3,1)
4,1 V
(3,1)
1 = h
(3,1)
4,1
(
θ
(3,1)
1 m
(3)
1,2 + θ
(3,1)
3 m
(1)
3,2
)
lies on
rspan
(
stack
(
m
(3)
1,2,m
(1)
3,2
))
. For a better understanding, the SSM corresponding to the first
three phases is shown in Table 7.3.
Table 7.3: OHI terms transmitted during the last phase
i fIi(3),i fIi(2),i fIi(1),i
1 {m(3)2,1,m(2)3,1} {m(4)2,1,m(2)4,1} {m(4)3,1,m(3)4,1}
2 {m(3)1,2,m(1)3,2} {m(4)1,2,m(1)4,2} {m(4)3,2,m(3)4,2}
3 {m(2)1,3,m(1)2,3} {m(4)1,3,m(1)4,3} {m(4)2,3,m(2)4,3}
4 {m(2)1,4,m(1)2,4} {m(3)1,4,m(1)3,4} {m(3)2,4,m(2)3,4}
Phase 4
The last phase consists of a single round of S4 = 6 slots, during which all users are simul-
taneously served. In this case the precoding matrices transmit a rank-3 LC of symbols,
thus there is some redundancy, that will be used to cancel the non-aligned interference.
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H
(1,1)
1,1 V
(1,1)
1 000
0 H
(1,2)
1,1 V
(1,2)
2 00
H00
(1,3)
1,2 V
(1,3)
3 0
H000
(1,4)
1,2 V
(1,4)
4
H
(2,1)
1,1 θ
(2,1)
1 T2,1 H
(2,1)
1,1 θ
(2,1)
2 T1,2
T1,2
00
H
(2,2)
1,1 θ
(2,2)
1 T3,1 0 H
(2,2)
1,2 θ
(2,2)
3 T1,3 0
H
(2,3)
1,1 θ
(2,3)
1 T4,1 H00
(2,2)
1,2 θ
(2,3)
4 T1,4
0 H
(2,4)
1,1 θ
(2,4)
2 T3,2 H
(2,4)
1,2 θ
(2,4)
3 T2,3 0
0 H
(2,5)
1,1 θ
(2,5)
2 T4,2 0 H
(2,5)
1,2 θ
(2,5)
4 T2,4
(2,6) (2,6)
H
(3,1)
1,1 θ
(3,1)
1 ,θ
(3,1)
2
m(3)2,1
m
(2)
3,1
 H(3,1)1,1 θ(3,1)1 ,θ(3,1)3
m(3)1,2
m
(1)
3,2
 H(3,1)1,2 θ(3,1)2 ,θ(3,1)3
m(2)1,3
m
(1)
2,3
 0
H
(3,2)
1,1 θ
(3,2)
1 ,θ
(3,2)
2
m(4)2,1
m
(2)
4,1
 H(3,2)1,1 θ(3,2)1 ,θ(3,2)3
m(4)1,2
m
(1)
4,2
 0 H(3,2)1,2 θ(3,2)2 ,θ(3,2)3
m(2)1,4
m
(1)
2,4

H
(3,3)
1,1 θ
(3,3)
1 ,θ
(3,3)
2
m(4)3,1
m
(3)
4,1
 0 H(3,3)1,2 θ(3,3)1 ,θ(3,3)3
m(4)1,3
m
(1)
4,3
 H(3,3)1,2 θ(3,3)2 ,θ(3,3)3
m(3)1,4
m
(1)
3,4

0 H
(3,4)
1,1 θ
(3,4)
1 ,θ
(3,4)
2
m(4)3,2
m
(3)
4,2
 H(3,4)1,2 θ(3,4)1 ,θ(3,4)3
m(4)2,3
m
(2)
4,3
 H(3,4)1,2 θ(3,4)2 ,θ(3,4)3
m(3)2,4
m
(2)
3,4

T1,3
H1,2 θ4 T3,4
m
(1)
3,4
H00
(2,6)
1,2 θ
(2,6)
3 T4,3
m
(1)
4,3
f1,2
1
(3)
1
(2)
1
(1)
 == ΩΩ1(1:3)Ω
Ω
The precoding matrix design for this phase is generally written as:
V
(4)
i =
3∑
k=1
θ
(4)
Ii(k)fIi(k),i, (7.14)
where θ(4)i ∈ C4×1, Ii = {1, . . . , 4}\{i}, Ii(k) is the kth element of Ii. Table 7.3 shows
the different LCs transmitted during this phase. For example:
V
(4)
3 = θ
(4)
4 f4,3 + θ
(4)
2 f2,3 + θ
(4)
1 f1,3 (7.15a)
= θ
(4)
4
(
h
(3,1)
4,2
(
θ
(3,1)
2 m
(2)
1,3 + θ
(3,1)
3 m
(1)
2,3
))
(7.15b)
+ θ
(4)
2
(
h
(3,3)
2,2
(
θ
(3,3)
1 m
(4)
1,3 + θ
(3,3)
3 m
(1)
4,3
))
(7.15c)
+ θ
(4)
1
(
h
(3,4)
1,2
(
θ
(3,4)
1 m
(4)
2,3 + θ
(3,4)
3 m
(1)
4,3
))
. (7.15d)
In general, V(4)i is constructed by retransmitting each piece of interference received at
RXk, with k /∈ G(3,r), for each of the three rounds (3, r) where the signals of RXi were
transmitted. The received signal at RX1 writes as
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y
(4)
1 = H
(4)
1,1
((
Θ
(4)
1 f4,1 + Θ
(4)
2 f3,1 + Θ
(4)
3 f2,1
)
x1 +
(
Θ
(4)
1 f4,2 + Θ
(4)
2 f3,2 + Θ
(4)
4 f1,2
)
x2
)
+
H
(4)
1,2
((
Θ
(4)
1 f4,3 + Θ
(4)
2 f3,3 + Θ
(4)
4 f1,3
)
x3 +
(
Θ
(4)
2 f3,4 + Θ
(4)
3 f2,4 + Θ
(4)
4 f1,4
)
x4
)
,
= H
(4)
1,1
((
Θ
(4)
1 H
(3,1)
4,1
[
θ
(3,1)
1 ,θ
(3,1)
2
][m(3)2,1
m
(2)
3,1
]
+ Θ
(4)
2 H
(3,2)
3,1
[
θ
(3,2)
1 ,θ
(3,2)
2
][m(4)2,1
m
(2)
4,1
]
+ Θ
(4)
3 H
(3,3)
2,1
[
θ
(3,3)
1 ,θ
(3,3)
2
][m(4)3,1
m
(3)
4,1
])
x1 +
(
Θ
(4)
1 H
(3,1)
4,1
[
θ
(3,1)
1 ,θ
(3,1)
3
][m(3)1,2
m
(1)
3,2
]
+ Θ
(4)
2 H
(3,2)
3,1
[
θ
(3,2)
1 ,θ
(3,2)
3
][m(4)1,2
m
(1)
4,2
]
+ Θ
(4)
4 H
(3,4)
1,1
[
θ
(3,4)
1 ,θ
(3,4)
2
][m(4)3,2
m
(3)
4,2
])
x2
)
+
H
(4)
1,2
((
Θ
(4)
1 H
(3,1)
4,2
[
θ
(3,1)
2 ,θ
(3,1)
3
][m(2)1,3
m
(1)
2,3
]
+ Θ
(4)
3 H
(3,3)
2,2
[
θ
(3,3)
1 ,θ
(3,3)
3
][m(4)1,3
m
(1)
4,3
]
+ Θ
(4)
4 H
(3,4)
1,1
[
θ
(3,4)
1 ,θ
(3,4)
3
][m(4)2,3
m
(2)
4,3
])
x3 +
(
Θ
(4)
2 H
(3,2)
3,2
[
θ
(3,2)
2 ,θ
(3,2)
3
][m(2)1,4
m
(1)
2,4
]
+ Θ
(4)
3 H
(3,3)
2,2
[
θ
(3,3)
2 ,θ
(3,3)
3
][m(3)1,4
m
(1)
3,4
]
+ Θ
(4)
4 H
(3,4)
1,1
[
θ
(3,4)
2 ,θ
(3,4)
3
][m(3)2,4
m
(2)
3,4
])
x4
)
.
For some column vector a∈ C6×1 (different for each case), the interference terms generated
during this phase at RX1 can be classified in three classes:
• Terms associated to the OHI generated during the first phase at RX1, i.e. of the
form a · (m(k)1,i xi), ∀k 6= 1,∀i 6= 1. All those terms can be removed using the first
phase overheard interference, since by definition rspan
(
m
(k)
j,i
) ⊂ Tj,i.
• Terms associated to the OHI generated during the second phase, i.e. of the form
a ·(m(1)j,i xi),∀j 6= 1,∀i. All those terms can be removed using the second phase OHI
terms, which are now decoupled thus individually available thanks to the mixed
rounds of the third phase.
• Other terms that cannot be individually removed.
After removing all possible terms using the available OHI, RX1 obtains
H¯
(4)
1,1V¯
(4)
1 x1 + H
(4)
1,1θ
(4)
1 f1,2︸ ︷︷ ︸
rank 1
x2 + H
(4)
1,2θ
(4)
1
[
f1,3, f1,4
]︸ ︷︷ ︸
inter-cell interference
[
x3
x4
]
(7.16)
where H¯(4)1,1V¯
(4)
1 ∈ C6×12 is a full rank matrix containing a combination of the desired
signals received during phase 4, and the first two rounds of the phase 3. Now, using the
OHI from the last third phase round (
[
f1,2, f1,3, f1,4
]
) the receiver is able to remove the
inter-cell interference terms in (7.16). However, there remain some non-aligned intra-cell
interference terms, since in general we cannot ensure that H(4)1,1 = H
(4)
1,2. Fortunately,
H
(4)
1,1θ
(4)
1 f1,2∈ C6×12 contains a 5-dimensional orthogonal subspace where the signals can
be projected, such that 5 LCs of desired signals free of interference may be retrieved from
this phase.
Overall, the total number of interference-free LCs of desired symbols at the end of the
communication is equal to 3 + 3 + 1 + 5 = 12 = b, thus d(in)j =
12
28 =
3
7 DoF are achieved.
7.2.2 Generalization to MIMO
Achievability of inner bounds in Theorem 7.1 is based on the generalization of the previous
transmission protocol to any antenna setting. To this end, we formulate the following DoF
7.2 Proposed Transmission Strategy 104
optimization problem:
P1 : maximize{b,S1,S2,S3}∈Z+
1
N
b
4S1 + 6S2 + 4S3 + S4
(7.17a)
s.t. max
(
MS1, 4NS1
) ≥ b (7.17b)
4NS1 ≥ b (7.17c)
MS2 ≥ NS1 (7.17d)
MS3 ≥ 2NS2 (7.17e)
N
(
S1 + 3S2 + 6 max
(
S2, S3
)) ≥ b (7.17f)
providing the optimal values for b, Si, i = 1, 2, 3 when the proposed scheme is employed,
with S4 = min
(
6S2,
b
N − S1 − 3S2
)
, to be derived next. This problem may be solved by
using the same methods employed at the end of Section 6.2.3.
The objective function (7.17a) corresponds to the number of symbols b divided by the
number of signal dimensions Nτ at the receiver. Moreover, a number of linear constraints
are introduced to ensure linear decodability, and are justified next:
Transmit rank in phase 1: During the first phase, MS1 linear combinations of the b
symbols are transmitted using M antennas, and during S1 slots. Then, for linear decod-
ability of the desired symbols, no more symbols than the number of transmit dimensions
can be sent, thus we force (7.17b).
Enough linear combinations in phase 1: After the first phase, NS1 linear combi-
nations of each user’s symbols are distributed along each receiver. Note that no more
fresh linear combinations of desired symbols will be introduced to the system, since the
rest of phases consists in the retransmission of those linear combinations. Therefore, we
force (7.17c), i.e. if each user have access to all 4NS1 linear combinations of its symbols,
it should be able to linearly decode them.
Transmit rank in phase 2: Since NS1 linear combinations of overheard interference
are retransmitted in the S2 slots of each phase 2 round, we force (7.17d), in order to
ensure that the rank of transmitted OHI is preserved.
Transmit rank in phase 3: Similarly to the first and third constraints, we force
(7.17e).
Enough LCs for the whole communication: At most, N
(
S1 + 3S2 + 6 max
(
S2, S3
))
linear combinations of desired symbols are delivered to each user. Then, we must have
(7.17f).
Finally, we show how the value of S4 can be obtained in closed form. First, we have that
6S2 linear combinations of overheard interference are transmitted per user during the last
phase, thus we force:
N · 6S2 ≤ N · S4.
Moreover, after the third phase N (S1 + 3S2 + S3) linear combinations of desired symbols
are provided to each user, while the last phase delivers N (S4 − S3) additional linear
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combinations to each of them. This last expression can be easily derived by taking into
account the zero-forcing operation. Then, we must have
N (S1 + 3S2 + S3 + (S4 − S3)) ≥ b
N (S1 + 3S2 + S4) ≥ b
Taking into account that no more than these two constraints involve S4, we pick its
minimum feasible, given by:
S4 = min
(
6S2,
b
N
− S1 − 3S2
)
7.3 Conclusion
The DoF of the 2-cell 2-user MIMO IBC have been studied for the case of delayed CSIT.
We propose a four-phase protocol using only local knowledge, and based on linear precod-
ing and decoding, extending the MAT scheme to be applicable in the IBC. Built on this
basis, employing the principles of delayed CSIT precoding and user scheduling, we intro-
duce the principle of redundancy transmission, taking into account the particular topology
of the IBC, where users located in the same cell are served by the same transmitter.
Similarly to the schemes proposed for the IC (Chapter 6), we formulate a DoF maxi-
mization problem, generalizing the approach to be reliable for any antenna ratio ρ = MN .
Hence, the optimal transmission parameters (number of transmitted symbols, and du-
ration of the phases) are derived as a function of ρ as the solution of the optimization
problem. After evaluating the solution for each antenna ratio, we conclude that the pro-
posed scheme improves any other work in terms of achievable DoF for ρ > ρC, with
ρC ≈ 3.5414.
Part III
Impact of Limited Feedback
The last part of this dissertation studies the MISO IC under the constraint of finite rate to in-
form the transmitters about the channel state. First, we introduce a common formulation able to
connect the feedback parameters (number of quantization bits or transmission power for the feed-
back transmission) to the feedback quality. Then, the performance of the TDMA-groups scheme,
described in Section 6.2.2 is evaluated under the case of finite-rate CSIT from three different
perspectives: i) comparing its performance for digital and analog feedback, ii) for fixed feedback
quality , and iii) in terms of net DoF. The adopted formulation allows drawing interesting con-
clusions for the first two cases, and analyzing the net DoF independently of the feedback method.
Moreover, notice that our analysis moves from a particular to a general vision, since the net DoF
take into account not only the impact of feedback quality on the DoF, but also the cost of CSI
acquisition. Consequently, the net DoF provide a more accurate analysis, since each technique is
affected by the transmission efficiency, its robustness to quality and delay of channel feedback, as
well as to the channel coherence time value.
Technical paper/s related to this part:
M. Torrellas, A. Agustin, and J. Vidal, “On the degrees of freedom of the K-user MISO Interfer-
ence Channel With Delayed CSIT", IEEE ICASSP, May 2014.
M. Torrellas, A. Agustin, and J. Vidal, “Performance Analysis of Inter-cell Interference Coordina-
tion in Small-Cell Networks with long feedback delays", Poster at EuCNC, Bologna, June 2014.
M. Torrellas, A. Agustin, and J. Vidal, “Net DoF analysis for the K-user MISO IC with outdated
and imperfect channel feedback", EuCNC, Paris, June 2015.
106
8
Preliminaries
This chapter reviews some background required to understand the contributions of the
last part of the thesis. First, we write the specific system model for the case of finite-rate
CSIT, extending and particularizing some of the formulation introduced in Chapter 2,
and reviewing the related literature under this type of CSIT. Second, the methods for
channel feedback reporting, briefly introduced in Chapter 2, are more in-depth described.
8.1 Specific System Model
Unless otherwise stated, in this part of the thesis all variables will be indexed by means
of the block channel structure perspective, as in (2.10), instead of from the point of
view of the transmission strategy. This alternative notation hinders the description of
transmission strategies, but will be more suitable for the analysis carried out in the
sequel. For reader’s convenience, we repeat in Fig. 8.1 the figure summarizing the block
fading model.
8.1.1 MISO Interference Channel
In the K-user MISO IC there is only one user per cell equipped with a single antenna,
thus each receiver is served by the transmitter with the same index. Therefore,
Ku = 1, K = Kc, c(j) = j,∀j. (8.1)
We assume that terminals are moving at constant velocity given by
v =
ϕ
TC
, (8.2)
where TC is the channel coherence time, and ϕ will be defined as a function of the system
parameters. For each time slot t of the block ν, the signal observed at RXj is expressed
as
y
[t,ν]
j = h
[ν]
j,js
[t,ν]
j +
∑
i 6=j
h
[ν]
j,is
[t,ν]
i +n
[t,ν]
j , t = 1, . . . , TC, (8.3)
with ν =
⌈
t
TC
⌉
. Moreover, we now consider also the feedback channel, orthogonal to the
data channel, and described by:
~y
[t,ν]
i =
K∑
j=1
~h
[ν]
i,j ~s
[t,ν]
j + ~n
[t,ν]
i (8.4)
where ~h
[ν]
i,j ∈ CK×1 denotes the feedback channel gains from RXj to the antennas of TXi,
and ~s[t,ν]j is the signal transmitted by RXj during time slot t of the block ν, containing
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H j,i   
[ν]
H j,i   
[ν + 1] H j,i   
[ν + 2]
TC 
i.i.d. i.i.d.
TFBT TFB 
TTR TD TDC 
TrainingData channel
Feedback channel
Transmission with Transmission with 
Feedback
current CSITno current CSIT
Figure 8.1: Block fading channel model. The channel remains constant in blocks of duration TC time slots.
Every time the channel changes of state, it is estimated by means of a training phase of duration TTR time slots.
This information is then fed back through the feedback channel, centered in an orthogonal channel, e.g. another
frequency carrier. The transmission of the feedback lasts for TFBT slots, although we assume that the feedback
delay is system-fixed and equal to TFB. During this waiting time, the transmitter can use the channel to transmit
data without resorting to the current CSIT, i.e. with delayed or without CSIT. Finally, the remaining time of the
block (TDC) can be used for transmission exploiting the available information about the current channel state at
the transmitter side. The total time of the block that can be used to transmit data is denoted by TD.
the channel feedback for block ν, and ensuring
E
[∣∣∣ ~s[t,ν]j ∣∣∣2] ≤ PFB, (8.5)
where PFB is the maximum transmission power at each receiver.
Remark : For ease of exposition, we have assumed that data and feedback channel change
its state at the same time. This unrealistic assumption does not affect any of the results
in the sequel, and simply makes formulation less cumbersome.
8.1.2 Channel Feedback Quality
Two procedures exist in the literature for reporting the channel estimations from the
receiver to the transmitter side: digital and analog feedback, reviewed in Sections 8.2.1
and 8.2.2, respectively. Both procedures introduce some errors on the channel knowledge
at the transmitters. The inaccuracy of those methods is described by the feedback quality.
Let hˆ
[ν]
j,i denote the estimation available at the transmitter side for channel h
[s]
j,i. We
assume that this estimation is distributed as a Gaussian variable for both procedures.
According to this, the feedback error is given by
h˜
[ν]
j,i = h
[ν]
j,i − hˆ
[ν]
j,i ∼ CN
(
0, P−T
)
, (8.6)
where PT is the maximum transmission power at the transmitters, and the exponent
 ∈ [0, 1] defines the feedback quality:  = 1 implies perfect CSIT,  = 0 entails completely
useless or inaccurate CSIT, such that the feedback knowledge gives no information about
the actual channel. This definition of quality arises from the context of DoF analysis,
which studies the channel at high SNR. Therefore,  = 1 makes the error to vanish as PT
grows, whereas  = 0 makes the error to be as strong as the channel itself.
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To the best of the author’s knowledge, the first attempt to study the DoF with this
framework of imperfect CSIT was in [C+10] for the BC with imperfect current CSIT, i.e.
when feedback has negligible delay but contains accuracy errors. In such a case, it was
shown that null-steering attains K DoF. Consequently, this result suggests that errors
on feedback always reduce the channel DoF, although the author in [Jin06] does not claim
optimality in terms of DoF for this setting.
More recently, the advances on characterizing the DoF with perfect delayed CSIT have
led to the study of multi-user networks, basically the 2-user MISO BC, with different
types of CSIT:
(a) Perfect delayed CSIT and imperfect current CSIT.
(b) Imperfect delayed CSIT and imperfect current CSIT, with each type of CSIT with a
different feedback quality.
(c) Only imperfect delayed CSIT.
Case (a) was initially studied by Yi et al. in [KC12], and subsequently optimized by Gou
and Jafar in [GJ12]. In this latter reference, the authors derived both inner and outer
bounds, thus the channel DoF became characterized for the 2-user MISO BC with this
type of CSIT. Later, Chen and Elia advanced one step further in [CE13], considering also
errors for delayed CSIT, i.e. case (b). Moreover, their work also applies to case (c) if
useless current CSIT is considered. Surprisingly, the authors show that above a threshold
for , imperfect delayed CSIT can be sufficient to attain the channel DoF corresponding
to the case of perfect delayed CSIT. Regarding the IC, only the journal version [Y+14] of
[KC12] analyzed the 2-user case, fully characterizing its DoF region for case (a). However,
there are no results dealing with the IC for more than 2 users.
8.1.3 Net DoF
The net DoF describe the DoF taking into account all the issues related to channel
estimation and feedback. They are given as a function of the channel coherence time, and
provide a notion of the benefits of using CSIT taking into account the cost of having CSIT.
While the benefits are basically described in terms of the conventional DoF, the costs are
described by the feedback overhead, see (2.32) and feedback efficiency, or feedback DoF.
In this regard, let F denote the feedback rate, i.e. the amount of resources consumed
on the return channel to deliver the feedback. Then, the net DoF d(net) and net bit-rate
B(net) are defined as
d(net) = d(in) − d(FB) = lim
PT→∞
B(net)
log2 PT
, B(net) = B − F, (8.7)
where B was defined in (2.17), d(in) also accounts for the overheads, and d(FB) denotes
the feedback DoF, defined as
d(FB) = lim
PT→∞
F
log2 PT
. (8.8)
Notice that the DoF are penalized as inaccurate is the available CSIT. On the other
hand, the feedback DoF increase if a higher feedback quality should be ensured. Then,
all previous variables will depend on the feedback quality .
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Table 8.1: Available results in the literature and contributions of this thesis for the three types of analysis carried
out in this part of the thesis.
Literature Studied in this thesis
DoF with imperfect 
FB quality
Performance of analog
and digital FB
Net DoF
Simulation results for one strategy 
using delayed CSIT only
Inner bounds for the K-user MISO IC
with imperfect delayed CSIT
Inner bounds for the K-user IC
2-user MISO BC region (any type and quality
of CSIT) [CE13], 2-user MISO IC region (perfect 
delayed CSIT, imperfect current CSIT) [Y+14]
Digital FB: analysis of ZF for the BC [Jin06]
Analog FB: analysis of IA for the IC [AH12]
Inner bounds for the K-user BC [XAJ12][LSYW13]
Some effects of the block fading channel neglected 
The concept of net DoF was originally introduced in [XAJ12] for the 2-user BC, comparing
the performance of ZF, MAT, and TDMA schemes. For long coherence time values (or
very low user speeds), it was concluded that ZF performs the best, whereas for short
coherence time (or very fast user speeds) TDMA performs the best. The most interesting
conclusion was that for moderate to non-supersonic speedy terminals, MAT raises as the
best candidate, i.e. the best balance between the benefit and cost of having CSIT is
assuming delayed CSIT.
The net DoF analysis in [XAJ12] includes the errors due to digital feedback with finite
quantization bits, but assumes full CSIR after the training period. However, this proce-
dure only provides each receiver with estimations of the channel state for links ending at
that receiver, i.e. local channels. Since most CSI-based strategies require that receivers
have knowledge of all CSI (local and non-local), we denote by dedicated training (ded.
training) the procedure that provides non-local channels to the receiver side. This issue
was added to the net DoF analysis in [LSYW13], also for the 2-user BC, but then imper-
fect CSIT is not considered. Consequently, a complete analysis taking into account all
effects is not available in the literature. Moreover, only the BC has been considered for
this type of analysis.
8.2 Feedback Methods
Assuming that the CSI is estimated at the receivers using a pilot-based training signal,
two procedures have been proposed in the literature for delivering feedback information
from receivers to transmitters, next explained. Notice that we only assume deviation of
channel knowledge at the transmitters, whereas receivers have perfect quality CSI after
the training period.
8.2.1 Digital Feedback
In current cellular networks, channel feedback (if any) is usually delivered as digital
feedback [Jin06]. This procedure entails two steps. First, the channel estimation is
quantized to LB bits. The quantization is performed using a random vector quantization
codebook (CB) that is known at the transmitters and the receivers. A random vector
quantization codebook consists of 2LB-dimensional unit norm vectors ci, i = 1...2LB i.i.d.
as CN (0, 1), where LB denotes the number of feedback bits per quantized channel. Note
that since the phase of a Gaussian vector is uniformly distributed, we can assume that
for sufficiently high LB the 2LB vectors are uniformly distributed along the unit sphere.
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The quantization procedure is performed according to the following criterion:
hˆ
[ν]
j,i = arg max
ci,=1...2
LB
{∣∣∣˚h[ν]j,i ci∣∣∣},with h˚[ν]j,i = h[ν]j,i∥∥h[ν]j,i∥∥ (8.9)
where hˆ
[ν]
j,i denotes the quantization of h˚
[ν]
j,i , the normalized channel. Basically, the channel
is quantized by selecting the codeword that is closest to the estimated channel vector,
where closeness is measured in terms of the chordal distance or, equivalently, the maximum
inner product.
Once the quantization operation is performed, the second and last step is the delivery of
channel feedback. In this case, it is assumed to be sent through an error-free channel.
One possibility for implementation is to send the data through almost error-free control
channels usually reserved in wireless networks. Therefore, the channel quantization turns
to be the only error source when digital feedback is considered. Note that the total
number of bits to be fed back is equal to the codebook size LB multiplied by the number
of cross-channels crossed or to be crossed by the transmitted signals. In other words, if
for example TXi is not active during the block ν, then it is not necessary to feedback the
channels h˚
[ν]
j,i , ∀j.
Low accurate CSIT may cause high-power non-perfectly aligned interferences at the UEs
and drastically reduce the system performance. In terms of DoF, this situation was
analyzed in [Jin06] for the BC using null-steering at the transmitter, where the authors
concluded that the DoF with perfect CSIT cannot be maintained unless LB scales with
PT in dB.
8.2.2 Analog Feedback
An alternative way to feed back the CSI is analog feedback, proposed for example in
[AH12] for the K-user MIMO IC. In this case, the receivers feed back directly their
(perfect accuracy) channel estimations in a dedicated precoded transmission through the
feedback channel during TFBT time slots. In our case,
TFBT = γ ·K2 (K − 1) (8.10)
with γ > 1, since K channels, and K − 1 coefficients per channel are to be reported1.
Notice that in addition to the K2 (K − 1) coefficients to be transmitted, we also include
the term γ, denoting the number of repetitions of the channel feedback transmission.
Repeating the feedback allows improving the feedback quality (thus reducing the impact
of noise) by coherently combining repetitions of the same transmission, but at the cost of
a higher occupation of the feedback channel.
Define Φj∈ C
TFBT
K
×TFBT such that
ΦjΦ
H
k = δj,kI, (8.11)
where δj,k = 0 unless j = k. This matrix exists with probability one since any (TFBT)-
dimensional space can be split into K orthogonal (TFBTK )-dimensional subspaces. There-
fore, for each time slot t = 1 . . . TFBT the channel feedback is post-multiplied by the
1Since the magnitude is not exploited in the schemes considered in this dissertation, for each channel
vector of K coefficients, only K − 1 coefficients are required.
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column t of Φj at RXj . This allows transmitting the feedback simultaneously and such
that the different terms can be separated at the transmitter side. As a result, assuming
that all transmitters were active during block ν, the signal transmitted by RXj after the
TFBT time slots is written as follows:
~s
[ν]
j =
[
~s
[1,ν]
j , . . . , ~s
[TFBT,ν]
j
]
(8.12a)
=
√
PFB
K − 1
[
h
[ν]
j,1, . . . ,h
[ν]
j,j−1, . . . ,h
[ν]
j,j+1, . . . ,h
[ν]
j,K
]
Φj . (8.12b)
Then, the CSI is estimated at the transmitter by applying
∥∥ ~h[ν]i,j∥∥−1( ~h[ν]i,j)H and ΦHj by the
left and right hand side of the received signal, respectively. After that, each transmitter
computes MMSE estimates of the data channels fed back by RXj , where the quality of
such CSI depends on the feedback transmission power PFB2 and the number of repetitions
γ of the feedback transmission.
Errors due to analog CSI were analyzed in terms of DoF in [AH12] for the IC using IA,
where the authors showed that in order to maintain the perfect CSIT achievable DoF, the
transmission power per receiver should scale with the transmission power per transmitter,
i.e. PFB ∝ PT. Notice that setting γ > 1 cannot improve the DoF obtained with γ = 1,
since the number of repetitions is a finite number and we analyze the high SNR regime,
although it can improve the performance in terms of bit-rate.
2Recall that noise is assumed to have unit variance, thus PFB also represents the SNR for the feedback
channel.
9
IC with Finite-Rate CSIT
The K-user MISO IC is studied under finite-rate CSIT. First, we introduce in Section 9.2
a common formulation able to connect the feedback parameters (number of quantization
bits or transmission power for the feedback transmission) to the feedback quality. Then,
the performance of the TDMA-groups scheme, described in Section 6.2.2, is evaluated un-
der the case of finite-rate CSIT from three different perspectives. First, in Section 9.3, we
analyze its performance by comparing the cases when digital or analog feedback methods
are employed. Second, we evaluate the scheme for a fixed feedback quality  in Section 9.4,
i.e. feedback parameters are adjusted for each SNR value to guarantee a fixed feedback
quality w.r.t. the SNR. Finally, the TG scheme is evaluated in terms of net DoF.
9.1 Main Contributions
9.1.1 A Common Feedback Formulation
When analyzing the errors of feedback, the state-of-the-art usually assumes a feedback
setting, and evaluate the performance of the system as a function of it. In the last
years, and motivated by the DoF analysis, some works have evaluated the performance
of assuming a fixed feedback quality, defined as the exponent of the channel estimation
error variance, and decaying with the SNR, as described in Section 8.1.2. As our first
contribution, we connect in Section 9.2 both approaches by formulating the feedback
quality as a function of the settings of analog or digital feedback. As a byproduct, this
formulation will be useful to analyze the net DoF independently of the feedback procedure.
9.1.2 Analog vs Digital Feedback
In Section 9.3, we consider the downlink of a wireless scenario, and evaluate the perfor-
mance of different strategies in terms mean and outage rate. Specifically, the original IBC
is simplified to an IC by orthogonalizing the resources dedicated to in-cell users, and then
the inter-cell is managed by: i) the TG scheme based on analog or digital feedback, or
ii) a non-CSIT-based strategy. Results show supremacy of analog w.r.t. digital feedback
and also the supremacy of both w.r.t. non-CSIT-based strategies.
9.1.3 Impact of Feedback Quality
The TG scheme is evaluated as a function of the feedback quality  in Section 9.4. Our
contribution is twofold. First, we derive the achievable DoF for the case of imperfect
delayed CSIT, summarized by:
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Theorem 9.1. For the K-user MIMO IC with antenna ratio ρ = K, imperfect delayed
CSIT, and feedback quality , the following achievable DoF per user are obtained:
d
(in)
j =
2
K + 1
1 + (K − 1)
K
. (9.1)
Proof: See Section 9.4.
Recall that consistently when  = 1 the DoF achieved by the TG scheme under perfect
delayed CSIT are obtained, see Theorem 6.3 in Section 6.1. Additionally, we have the
following corollary:
Corollary 1. For any number of users K, the TG scheme outperforms TDMA, whenever
 > 12 .
Proof: It follows by comparing the DoF inner bound achieved by both approaches, i.e.
starting from d(in)j >
1
K .
Beyond the theoretical analysis, we have evaluated the bit-rate and outage rate achieved
by the TG scheme for different values of , to be presented in Section 9.4. Since the slope
of the bit-rate curves correspond to the achievable DoF proposed in Theorem 9.1, this
simulation validates in practical terms the analytical result.
9.1.4 Net DoF Analysis
Our last contribution is addressed in Section 9.5, and may be summarized by the following
items:
• The net DoF of 4 protocols are derived as a function of channel coherence time and
the quality of channel feedback. They are constructed on the basis of the ZF, TG and
TDMA schemes, initially proposed for the cases of current, delayed, and no CSIT:
TDMA, TG, ZF-TDMA, and ZF-TG, where the last two combine two strategies:
one using current CSIT, and another one to be carried out while the feedback is
being transmitted. This will be shown in detail in Section 9.5. Interestingly, we
obtain that the derived DoF inner bounds decrease piecewise linearly with user
velocity, related to the channel coherence time as in (8.2).
• The CSIR distribution method proposed in [LSYW13] for the BC is extended to
the IC.
• Beyond theoretical net DoF analysis, we provide net sum-rate results for the system
working at finite SNR and finite feedback quality for two different user velocities.
9.2 A Common Feedback Formulation
When analyzing the errors associated to feedback, the state-of-the-art usually adopts one
of the following two approaches:
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1. Evaluate the performance of a system when one of the two feedback methods (analog
or digital) is employed, using fixed feedback parameters, e.g. number of quantization
bits. Moreover, in some cases it is analyzed how these parameters must be chosen
to ensure the multiplexing gain or a given rate. This is the approach assumed next
in Section 9.3.
2. Evaluate the performance of a system assuming a feedback quality, denoting the
exponent of the channel estimation error variance, decaying with the SNR. This
approach is employed in Section 9.4, and it is motivated by the DoF analysis.
In this section, we connect both approaches by formulating the feedback quality as a
function of the feedback settings of analog or digital feedback. Consequently, we will be
able to evaluate the net DoF independently of the feedback procedure using the single
parameter . To this end, the feedback rate will be described in terms of the feedback
parameters, to be used to compute the net DoF and net sum-rate in the last section.
Let T > τ denote the amount of time slots required for the communication, including
feedback and training periods, and possibly entailing multiple coherence time blocks.
Then, the amount of time resources consumed by feedback are quantified by the feedback
rate, and formulated as follows:
F =
{ LB
T digital feedback
TFBT
T log2 PFB analog feedback
(9.2)
where LB denotes the number of quantization bits when using digital feedback, whereas
TFBT is the duration of the feedback transmission when using analog feedback.
Now, recall the following two results in the literature, derived for current CSIT but easily
extendable to the delayed CSIT framework:
• Digital feedback: In [Jin06] the authors showed that the multiplexing gain for ZF
cannot be ensured unless the number of bits LB scales as
LB ∝ LCH logPT, (9.3)
where LCH denotes the number of channels to be reported.
• Analog feedback: In [AH12] the authors showed that analog feedback only ensures
the DoF achieved by IA in case
PFB ∝ PT, (9.4)
Inspired by these works, we propose formulating the feedback quality parameter  for
each method, as follows:
 =

LB
LCH log2 PT
, digital feedback
α+ β, analog feedback
(9.5)
On the one hand, notice that for digital feedback  = 1 ensures (9.3). On the other hand,
we define
α =
logPFB
logPT
, β =
log γ
logPT
, (9.6)
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where α takes into account the increase of quality related to PFB, with (9.4) ensured for
α = 1. Moreover, β takes into account the number of retransmissions γ of the same packet
as a way to improve the feedback quality. However, for finite number of repetitions, β → 0
when PT →∞. Hence, since the DoF analysis assumes an arbitrarily high transmission
power, finite γ is useless in terms of DoF, thus β > 0 (γ > 1) will be only useful in the
context of finite SNR.
9.3 Analog vs Digital Feedback
In this section, the TG scheme is compared for the case of using digital or analog feedback
in terms of mean rate and outage rate. Results are benchmarked to a non-CSIT-based
strategy, reviewed in the next section. Next, Section 9.3.2 defines the scenario and the
three different approaches to be evaluated. Finally, Section 9.3.3 addresses the simulation
results.
9.3.1 Review of eICIC
The time domain muting (TDM) enhanced Inter-Cell Interference Coordination (eICIC)
has been considered as an interference management strategy for mitigating the inter-cell
interference in today’s LTE-based systems [WP12]. Basically, it divides the time resources
orthogonally between the transmitters, defining a pattern for every transmitter that in-
dicates when it can transmit. Let assume a K-user IC. Then, a muting ratio equal to
K−1
K indicates that every transmitter is muted
K−1
K part of the time, thus no interference
is generated at the receivers. On the other hand, a lower muting ratio forces that more
than one transmitter is active at the same time, thus generating some interference at the
receivers.
The eICIC approach assumes no CSIT, thus the received interference is treated as noise,
and it is not considered any interference management procedure beyond TDM. In this
regard, notice that eICIC entails d(in) = 0 for any muting ratio lower than K−1K , since the
arbitrarily high SNR regime is assumed. Therefore, the eICIC approach is not well suited
for networks working at high SNR regime.
9.3.2 Problem Formulation
The downlink of a wireless scenario is considered, which can be modeled by the IBC
with Kc = 4 cells, each with one transmitter, acting as base-station, and Ku = 10 users
per cell. In this case, the intra-cell interference is avoided by naive orthogonalization,
thus only the inter-cell interference is to be managed, and the problem reduces to the
K-user MISO IC with K = 4. Three different approaches are considered to deal with
the remaining interference, whose frame patterns are depicted in Fig. 9.1, and they are
described next:
• The TG scheme with G = 2, entailing P = 2 phases of R1 = 4 and R2 = 6 single-slot
rounds.
• eICIC-A: The eICIC scheme with the same muting ratio.
• eICIC-B: The eICIC scheme with muting ratio 3/4, equivalent to TDMA.
Notice that employing the first two strategies leads to some interference observed at the
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receivers. On the one hand, in case of using the eICIC-A scheme, the received interference
is treated as noise. On the other hand, for the TG scheme the receiver will proceed as
explained next.
phase 2phase 1 phase 2phase 1
{2,3}{1,4}{1,3}{1,2} {2,4} {3,4}
{1} {2} {3} {4} {1} {2} {3} {4}{1} {2} {3} {4}{1} {2} {3} {4}
{1} {2} {3} {4} {2,3}{1,4}{1,3}{1,2} {2,4} {3,4}{1} {2} {3} {4}
{1} {2} {3} {4}
Figure 9.1: The two frame patterns considered for comparison of TG and eICIC. The eICIC scheme with muting
ratio 3/4 uses the frame pattern at top, being equivalent to TDMA. It is repeated 5 times, with each instance of
duration 4 slots. The TG scheme and eICIC 3/4 − 1/2 follow exactly the same frame pattern, shown at bottom,
and repeated twice, with each instance of duration 10 slots. Notice that the beyond the served users per slot, the
difference between them is how the signals are transmitted using or not the CSIT.
Consider the SSM of interference at RXj , given by Ωintj ∈ Cτ×τ (see (2.15)). Remember
that in this case b = 4 symbols are transmitted per user along τ = 10 time slots. In case
of perfect feedback quality, span
(
Ωintj
)
lies on a subspace of dimension τ − b > b. Conse-
quently, the receiver can project onto the null space of the interference (span
(
Ωintj
)⊥), of
dimension greater or equal to b. Hence, all the interference is canceled without hurting the
rank of the desired signals. However, when feedback has errors the subspace orthogonal-
to-interference may be of dimension lower than b because there is no guarantee of the IA
constraints. For this reason, the receiving filter will be designed as explained next. First,
consider the matrix
Θ = [θ1,θ2, . . . ,θτ ] (9.7)
whose columns represent the left singular vectors of Ω(int)j , ordered from the lowest to the
highest singular value. Then, the receiving filter Wj is chosen as:
W = [θ1,θ2, . . . ,θb]
H , (9.8)
i.e. the b = 4 singulars vectors with lowest singular value. Notice that this design ensures
completely null interference only in case of perfect CSIT.
9.3.3 Simulation Results
The three approaches are simulated following the settings in [Hua13]. A quasi-static
system level simulator is used according to the parameters for Small Cell Enhancement
Scenario 2a. The most relevant parameters are shown in Table 9.1.
In case of using the TG scheme, the two feedback procedures described in Sections 8.2.1
and 8.2.2 are considered, with the maximum values for UE transmission power PFB or
codebook size LB detailed in Table 9.1. A random codebook with Gaussian codewords is
employed for digital feedback. System performance is evaluated in terms of mean bit-rate
(MBR) and 10% outage rate (OR) per user. The former is defined as the average of Bj
in (2.17), averaging not only among users, but also among channel realizations. On the
other hand, the latter represents the bit-rate value above which at least the 90% of the
rates are found. These two metrics give insight into the performance and fairness of each
technique and feedback procedure working together.
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Table 9.1: Simulation parameters
Parameter Setting
Channel realizations 500
Bandwidth 10 MHz
Carrier frequency 3.5 GHz
Number of cells 4
Number of UEs per cell 10
UEs placement
80% indoor
20% outdoor
Maximum transmission power
BS: 30 dBm
UE: [5, 10, 15, 20] dBm
Codebook size [4, 8, 10, 12, 14, 16] bits
Antenna Height
BS: 10m
UE: 1.5m
Path loss ITU UMi
Codewords                    Random Gaussian
Minimum distance BS to BS: 20m
(2D distance) BS to UE: 5m
Noise figure 9dB
Noise density -174 dBm/Hz
Performance metrics
Mean rate per user
Outage rate per user
Fig. 9.2 depicts the performance provided by each scheme on the MBR-OR plane. Results
obtained by the eICIC-B scheme are improved in OR terms when the eICIC-B scheme
is adopted. This is possible because every user is active during more time slots, where
each BS transmits using random beamforming. Therefore, this scheme is able to reduce
the impact of bad channel situations. However, the inter-cell interference does not allow
gains in MBR terms, since we are in the high SNR regime. In this regard, the TG scheme
with perfect delayed CSIT provides the best results in terms of MBR and improves the
eICIC-B scheme by 15% gain in OR terms.
Those gains are achieved by managing the inter-cell interference thanks to the feedback
report, being progressively reduced depending on which feedback approach and system
parameters are employed. As expected, the system performance decreases as the code-
book size, or feedback transmission power, respectively, are reduced. For our system
parameters, analog clearly outperforms digital FB.
Finally, we observe that eICIC-A exhibits the best OR value as compared to TDMA, i.e.
eICIC-B. This is because in our scenario there are some pairs of UEs not really interfering
each other, thus scheduling such UEs together provides high contributions. However, UEs
highly interfering each other seem to balance those gains. As a result, there exists a trade-
off which is translated in approximately the same average rate as compared to TDMA,
but an increase in terms of outage rate.
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Figure 9.2: Mean bit-rate and 10% Outage Rate per UE for 4 cells of 10 UEs each. Analog and and Digital
feedback procedures are compared to perfect delayed CSIT, and two eICIC-based schemes with different frame
patterns are simulated as baselines.
9.4 Impact of Feedback Quality
The TG scheme is now studied when the feedback is acquired with quality . Notice that
thanks to the common formulation proposed in Section 9.2, this analysis hold both for
analog or digital feedback. First, the achievable DoF as a function of  are derived in
Section 9.4.1, thus proving Theorem 9.1. Next, Section 9.4.2 addresses the evaluation of
the scheme in terms of mean and outage rates.
9.4.1 Proof of Theorem 9.1
The proof is presented for the case M = K, N = 1, although it is easy to see that the
result holds for any antenna setting with antenna ratio ρ = K, by scaling both the number
of transmitted symbols, and time slots. Moreover, the proof is shown for K = 3 users,
where there are P = 2 phases of R1 = R2 = 3 single-slot rounds. The generalization to K
users is straightforward by following a very similar procedure. In this line of arguments,
the proof is shown only for RX1. Also, the channels will be written in terms of phases
and rounds for not losing generality. Actually, the DoF performance of this scheme under
constant or time-varying channels is equivalent, as addressed in Section 6.4, since the only
necessary assumption is independence of channels across users.
We assume that transmitters have no knowledge of feedback quality, thus they transmit
as if the feedback was perfect. Then, the signal space matrix of interference at RX1 is
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given by:
Ωint1 =

0 0
c1
√
PTh
(1,2)
1,2 0
0 c1
√
PTh
(1,3)
1,3
c2
√
PThˆ
(1,2)
1,2 0
0 c3
√
PThˆ
(1,3)
1,3
c4
√
PThˆ
(1,2)
3,2 c5
√
PThˆ
(1,3)
2,3

,
Phase 1
Phase 2
(9.9)
where
c1 =
1√
3
, c2 =
h
(2,1)
1,2 (1)∥∥hˆ(1,2)1,2 ∥∥ , c3 =
h
(2,2)
1,3 (1)∥∥hˆ(1,3)1,3 ∥∥ , c4 =
h
(2,3)
1,2 (1)∥∥hˆ(1,3)3,2 ∥∥ , c5 =
h
(2,3)
1,3 (1)∥∥hˆ(1,3)2,3 ∥∥ , (9.10)
and we have assumed that during the second phase transmitters use only one antenna per
transmission. Therefore, all constants ck, k = 1 . . . 5 are independent of PT. Remember
that each row in (9.9) corresponds to each round (with only one slot), and each block
column to users 2 and 3, respectively.
Let assume that the receiver applies the following receiving filter:
W1 =
1 0 0 0 0 00 c2 0 −c1 0 0
0 0 c3 0 −c1 0
 (9.11)
such that the residual interference at RX1 results:
W1Ω
int
1 =
 0 0c1c2√PTh˜(1,2)1,2 0
0 c1c3
√
PTh˜
(1,3)
1,3
 , (9.12)
with the estimation error h˜
(p,r)
j,i defined as in (8.6). Therefore, the interference covariance
matrix, defined in (2.16), is given by,
Qint1 =
(
W1Ω
int
1
) (
W1Ω
int
1
)H
=
0 0 00 c6PT ∥∥˜h(1,2)1,2 ∥∥2 0
0 0 c7PT
∥∥˜h(1,3)1,3 ∥∥2
 (9.13)
where c6, c7 are independent of PT. Notice that this design for the receiving filter en-
sures completely null interference for perfect CSIT, but some residual terms are obtained
otherwise.
Finally, we obtain the achieved DoF by developing the primary definition in (2.19), as
follows:
dˆ
((in)
1 ()≥
logE
{∣∣Qdes1 ∣∣}− logE{∣∣Qint1 + W1WH1 ∣∣}
6 logP
(9.14a)
=
3 logPT − 2(1− ) logPT
6 logPT
=
1 + 2
6
, (9.14b)
with Qdesj defined in (2.16), where we have assumed PT →∞, and used the Jensen’s in-
equality [BV04] and basic properties of linear algebra. The DoF value stated in Theorem 9.1
is obtained by generalizing this procedure to the K-user case.
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9.4.2 Simulation results for Finite SNR
For the 3-user case, we evaluate the TG scheme for different feedback quality and SNR
values. Fig. 9.3 shows the rate per user as a function of the SNR, averaged over 2000 chan-
nel realizations. We compare our results with the no CSIT case, referring to developing a
TDMA strategy during 9 time slots. Notice that the slope for  = 0.5 coincides with that
for the no CSIT case, as expected from the DoF expression derived in Theorem 9.1. If,
for example, analog feedback is used for feedback transmission, this implies that the TG
scheme, based on delayed CSIT, outperforms the no CSIT case as long as PFB is higher
than half PT (both in dB, see (9.3)). It is also remarkable that the no CSIT scheme
can be outperformed with the sufficiently high , even in the low-medium SNR regime.
Further, Fig. 9.4 presents the 10% outage rate per user as a function of the feedback
quality . It can be seen that the required feedback quality value for outperforming the
TDMA scheme depends on the SNR.
9.5 Net DoF Analysis
We evaluate a number of protocols, presented in Section 9.5.1, in terms of its net DoF in
Section 9.5.2. Finally, Section 9.5.3 addresses numerical results in terms of net DoF and
net sum-rate.
9.5.1 Problem Formulation
Four protocols will be considered in the sequel, built upon ZF, TG, and TDMA schemes.
Their protocol frames are depicted in Fig. 9.5 for both the data and feedback channels,
and are briefly described next:
1. TDMA: The protocol frame is shown in Fig. 9.5-(a). Since no CSIT is required,
there is no feedback. Hence, after the training period, data can directly be trans-
mitted.
2. ZF-TDMA: The protocol frame is shown in Fig. 9.5-(b), where each block is
divided in four parts. First, a training process is carried out. After that, feed-
back is transmitted through the feedback channel, thus transmitters must wait.
Consequently, the data channel can be used without exploiting the information of
the current report of the channel, with TDMA. Once the feedback information is
available, transmitters compute the precoding matrices, and deliver the necessary
information to the receiver side to ensure correct decodability. This is denoted as
the dedicated training process. Finally, data is transmitted employing the computed
precoding vectors.
3. Pure TG: The protocol frame is shown in Fig. 9.5-(d). There are three types of
blocks: K for the first phase,
(
K
2
)
for the second phase, and T (TG)EDT extra blocks for
dedicated training, with
τ (TG) = K +
(
K
2
)
. (9.15)
Since delayed CSIT is assumed, the feedback can be transmitted out of the block.
Then, the blocks corresponding to the first phase have only training and data trans-
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mission periods. In contrast, in the blocks of the second phase the training pe-
riod has lower duration since only one antenna is used at the active transmitters.
Then, some time slots are used for dedicated training. Finally the extra blocks
for dedicated training are divided in two parts: for estimating the current channel
coefficients at the receivers, and for transmitting the previous dedicated training
coefficients.
4. ZF-TG: The protocol frame is shown in Fig. 9.5-(c). Similarly to the previous
approach, one can use the TG scheme during the dead times of ZF, since no current
CSIT is required. Therefore, we have two types of blocks, τ (TG)for developing the
data transmission for TG, and T (ZF-TG)EDT extra blocks for transmitting the dedicated
training coefficients required for TG.
All of them will be studied in terms of net DoF. To this end, the DoF with overheads
d(in) are derived for each case, as well as its feedback DoF d(FB). Then, the net DoF are
simply computed as:
d(net) = d(in) − d(FB).
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Figure 9.5: Protocol frames for (a) TDMA, (b) ZF-TDMA, (c) ZF-TG, and (d) pure TG for data and feedback channels, DC and FC, respectively.
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9.5.2 A Per-Protocol Analysis
TDMA (no CSIT)
The training period lasts for one time slot since only one antenna is used at the trans-
mitter, and no channel feedback is required. Hence
d(net,TDMA) = d(in,TDMA) =
TC − 1
TC
= 1− 1
TC
. (9.16)
ZF-TDMA (current and no CSIT)
In this case the data channel usage is divided in four parts (see Fig. 9.5-(b)). First, a pilot-
based training is carried out during K2 time slots since all antennas of all transmitters are
to be used. Next, feedback is reported and transmitters must wait for TFB time slots. One
possibility is to exploit this dead time to transmit without current CSIT, e.g. TDMA. Up
to the author’s best knowledge, the idea of using the dead times of ZF was first introduced
in [LSYW12] for the BC. In this case, this adds TFB ∧
(
TC −K2
)+ DoF per block to the
net DoF count.
Once the feedback report is available, each transmitter computes its ZF precoder. Then,
one time slot of dedicated training is scheduled, providing to each RXj its equivalent
channel Ωdesj , i.e. the product of direct channel and ZF precoder.
The DoF achieved by ZF-TDMA, accounting for the overheads, are given by
d(in,ZF-TDMA) = λ+ κ, (9.17a)
λ =  ·
(
1− K
2 + 1 + TFB
TC
)+
, κ =
TFB ∧
(
TC −K2
)+
TC
, (9.17b)
where λ are the DoF achieved by the ZF part, taking into account that the DoF with
imperfect current CSIT collapse to K ·  [Jin06], whereas κ are the DoF achieved by the
TDMA part. On the other hand, K (K − 1) channels are reported, thus the feedback
DoF are given by
d(FB,ZF-TDMA) = ·K(K−1)
2
TC
1(TC >K
2 + 1 +TFB), (9.18)
where the indicator function 1 allows removing the feedback penalty if ZF cannot be
done. Finally, the net DoF expression follows from combining (9.17a) and (9.18).
Pure TG (delayed CSIT)
Two different type of blocks are scheduled: for data transmission, and for dedicated train-
ing (see Fig. 9.5-d). The first type includes the first and second phases of the precoding
scheme, and each block is in turn divided in two parts. The first part corresponds to a
training period, while the remaining part of the block corresponds to data transmission
without CSIT. The training during the first phase lasts for K time slots, since only one
transmitter is active at a time and has K antennas. In contrast, during the second phase
there are two simultaneously active transmitters but using only one antenna each. Hence,
training consumes only 2 time slots, and the K − 2 time slots of excess can be used to
transmit dedicated training coefficients, as will be explained later.
9.5 Net DoF Analysis 126
For the proper decoding of desired signals, every receiver needs all the CSI used by its
associated transmitter for precoding, and the direct channel, although the latter is already
known thanks to the training period. The aim of the dedicated training period is to deliver
to every receiver the remaining required CSI for decoding. In case of transmitting one
channel coefficient at a time, it would take K2 (K − 1) time slots to deliver the K (K − 1)
channels. Next, we show that the number of time slots required for dedicated training can
be halved. Inspired by [LSYW12] and the TG scheme, we exploit the already available
information at the receivers (namely overheard CSI) to transmit the required CSIR. Our
approach will be described by means of an example, and later we specify how it is used
with the proposed protocol frame.
Consider the channel hˆ
[ν1]
p,q
(
hˆ
[ν2]
q,p
)
, available at RXp (RXq) thanks to the training phase,
and desired at RXq (RXp). Notice that we generally write ν1 and ν2 since they correspond
to different coherence blocks. Assume that hˆ
[ν1]
p,q , hˆ
[ν2]
q,p are transmitted as symbols, with
no precoding and simultaneously, from TXp and TXq, respectively. Therefore, each user
obtains a linear combination of
{
hˆ
[ν1]
p,q , hˆ
[ν2]
q,p
}
and the required non-local CSI may be
obtained by using the previous available local CSI.
Note that this approach is only reliable in case of digital feedback. This is because in
such a case each transmitter obtains the same imperfect version of the channels, whereas
in case of analog feedback different estimations of the feedback report are obtained at the
transmitter side.
Now, since
(
K
2
) · (K − 2) time slots are saved along the whole second phase, some extra
time slots are required for dedicated training, written in general as
T
(TG)
DT =
(
K
2
)
· (µK −K − 2). (9.19)
where µ = 1, 2 for digital and analog feedback, respectively. The duration of this process
can be longer than the coherence time. Then, since each block requires downlink training,
the number of blocks for completing the dedicated training process is
T
(TG)
EDT =
⌈
T
(TG)
DT
TC −K
⌉
, (9.20)
assuming K time slots for data channel training per block. Then, data and feedback DoF
are written as
d(in,TG) = K
(TC −K) (1 +  (K − 1))
TC · τ (TG) +K · T (TG)EDT + T (TG)DT
, (9.21)
d(FB,TG) = 
K (K − 1)2
TC · τ (TG) +K · T (TG)EDT + T (TG)DT
, (9.22)
where we use that TC −K slots are available for data transmission, and K 1+(K−1)τ (TG) DoF
are achieved with imperfect delayed CSIT of quality , see Section 9.1. Note that the
same feedback as ZF-TDMA is required but at a reduced rate, thus reducing also the
feedback DoF.
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ZF-TG (current and delayed CSIT)
Similarly to ZF-TDMA, and ZF-MAT in [LSYW12], the TG scheme may be carried out
during the dead times of ZF, since it does not require current CSIT, see its protocol frame
in Fig. 9.5-c. The number of blocks for dedicated training are
T
(ZF-TG)
EDT =
⌈(
K
2
)
K
TFB ∧
(
TC −K2
)⌉, (9.23)
Since each block offers TFB time slots for ZF, we have
d(in, ZF-TG) = λ+K
TFB ∧
(
TC −K2
)+
TC
1 +  (K − 1)
τ (TG) + T
(ZF-TG)
EDT
.
with d(FB, ZF-TG) = d(FB, ZF-TDMA) and λ given in (9.17b).
9.5.3 Numerical Results
The protocols have been evaluated in terms of net DoF and net sum-rate assuming the
same LTE-based system parameters in previous section, with TS = 1168 msec as the dura-
tion of each time slot, and feedback delay equal to an LTE frame, i.e. 10 msec, equivalent
to TFB = 1680 time slots. Moreover, we consider that terminals are moving at constant
velocity v = ϕTC , with
ϕ =
c
4fcTS
, (9.24)
where fc denotes the carrier frequency, c is the speed of light, and TC is measured in
number of time slots (dimensionless).
Net DoF
Fig. 9.6 depicts net DoF as a function of user velocity. Those results assume K = 4
users, feedback quality  = 0.7, and only γ = 1 feedback transmissions, since retransmit-
ting the feedback cannot improve the net DoF. Using the proposed common framework
(Section 9.2), this translates with, for instance PT = 20 dB, to B≈14 bits or PFB=14 dB.
Two regions are clearly observed, interestingly separated at approximately
vT =
ϕ
TFB
≈ 7.5 km/h. (9.25)
This threshold corresponds to the velocity where coherence time is comparable to the
feedback delay, since in such a case ZF is no more reliable and the net DoF are severely
reduced. ZF-TG performs the best (closely followed by ZF-TDMA) below vT. Other-
wise, pure TG exhibits the best performance. Notice that ZF-TG is outperformed by
ZF-TDMA for v > 60 km/h. This is essentially because the former transmits an exces-
sive amount of feedback whereas the latter reduces to simply TDMA since ZF cannot be
done.
Finally, notice that the net DoF for any protocol are well approximated as piecewise linear
functions, whose cut at the y-axis corresponds to the conventional DoF with imperfect
CSIT. The derivation of those linear functions can be handled straightforwardly by simple
extrapolations using the net DoF expressions.
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Figure 9.6: Net DoF vs. user velocity for  = 0.7, K = 4 users and TFB = 1680. Net DoF are independent of the
feedback method except for the TG protocol.
Net Sum Rate
Simulation results are depicted in Figs. 9.7 and 9.8 for v = 3 km/h and v = 45 km/h,
respectively, elucidate when previous conclusions apply to settings with finite SNR and
finite feedback quality. Results are averaged over 200 channel realizations. Transmis-
sions are repeated such that all protocols employ the same number of channels. The
same system parameters as in previous section are used, but now we fix B = 14 bits,
PFB = 14 dB for all SNR values, and evaluate three possible number of feedback repe-
titions γ = {1, 5, 10}. Some results are omitted to avoid redundancy and simplify the
content on figure.
In case of v = 3 km/h, ZF is reliable, since v < vT. Therefore, ZF-TG (closely followed by
ZF-TDMA) provides the best net sum-rate for low-moderate SNR values (PT < 40 dB).
However, both ZF-based protocols decay severely as PT increases, since the feedback error
cannot be bounded using finite B or PFB. For analog feedback, this might be partially
solved by increasing the number of repetitions γ, i.e. improving feedback quality at the
cost of feedback load. This is beneficial as SNR increases, but not for low SNR, where such
amount of feedback penalizes system performance. Consequently, we conclude that there
is a trade-off between γ and PT. In contrast, the TG protocol provides lower performance
for the low-medium SNR regime, but it is more resilient to feedback quality, and becomes
the best protocol in terms of net sum-rate for PT > 40 dB.
Finally, we also show the case v = 45 km/h, depicted in Fig. 9.8. In such a case, ZF is no
more reliable (v > vT, see (9.25)), and pure TG performs the best, providing maximum
5-10 % gains w.r.t. TDMA.
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Figure 9.7: Net sum-rate vs. PT for v = 3 km/h, with analog feedback employing PFB = 14 dB. Each protocol is
identified by one different color and line style, while markers denote different feedback settings.
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Figure 9.8: Net sum-rate vs. PT for v = 45 km/h. analog feedback with PFB = 14 dB.
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9.6 Conclusion
The K-user MISO IC has been studied in case the CSI is obtained by means of finite-rate
feedback. First, we have formulated the feedback quality as a function of the parame-
ters of each feedback method. After, the performance of the TG scheme, described in
Section 6.2.2, has been evaluated by comparing the cases where digital and analog feed-
back are employed, and benchmarking the results with eICIC with two different muting
ratios. Results show supremacy of analog w.r.t. digital feedback and also the supremacy
of both w.r.t. the two no CSIT approaches based on eICIC. Next, we have derived the
achievable DoF of the TG scheme for the K-user MISO IC with feedback quality , ob-
taining that TDMA is outperformed as long as  > 12 independently of the number of
users K. Finally, we have evaluated the achievable net DoF of four protocols, based on
transmission strategies for the cases of current, delayed, and no CSIT. For our system
setup, we conclude that the net DoF decrease piecewise linearly with the user velocity.
Moreover, and similarly to the conclusions for the BC, we obtain the the introduction of
delayed-CSIT-based precoding strategies is beneficial, either for pedestrian or vehicular
speeds.
Discussion and Lines of Future Work
Transmission strategies for interfering networks have been proposed and analyzed mainly
in terms of DoF throughout this dissertation under different types of topology, MIMO
configurations, and CSIT. Our objective has been focused on organizing the dissertation
from theoretical towards every time more practical assumptions and key performance
metrics, as summarized in Fig. 9.9. In broad terms, notice that in Part I only the channel
DoF were studied. Then, we introduce in part II the more practical DoF-delay trade-
off, taking also into account the latency and complexity for obtaining such DoF gains.
Finally, in the last part of the thesis we have taken into account not only the gains of
having CSIT, but also the cost of its acquisition by means of the net DoF metric.
Part I
DoF
Part II
DoF
DoF-delay
trade-off
Part III
DoF()
Net DoF
Figure 9.9: Performance metrics employed in each part of the dissertation.
Part I
The starting point of the dissertation has been the analysis of the interference channel in
terms of DoF under full CSIT. In such a case, linear strategies proposed in the literature
were not able to attain the DoF outer bound if channels are constant and transmitters
have one more antenna that receivers, or viceversa (ρ = MM+1). Inspired by the results
for the SISO case, we have introduced the principle of asymmetric complex signaling into
the machinery of subspace alignment chains, and formally proved that the conjunction
of both approaches allows the achievability of the DoF outer bound for M = 2, 3, . . . , 6.
Moreover, a methodology has been presented easing the proof for any value of M , where
we conjecture that the optimal linear DoF can also be attained. This conjecture has been
numerically checked for M = 8, 9. Consequently, the linear DoF of all antenna settings
except for SISO are completely characterized.
Future work related to this first part of the thesis is next summarized:
• Exploring linear strategies for the SISO case, where linear DoF are not yet com-
pletely characterized.
• It may be interesting to optimize not only the slope of the sum-rate curve at the
high SNR regime, but also the SNR offset. Taking into account the transmit power
constraint, this seems to be possible by investigating the design of the support
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precoding blocks, with the objective of improving the achievable sum-rate, and as
an alternative to the one presented in Section 4.4.2.
• Exploring other practical scenarios under full CSIT whose DoF characterization
remains open. For example, the IC with general message demands, i.e. where each
transmitter sends a message, and each receiver requests for an arbitrary subset of
messages1, has been characterized for ρ = 1, but there are no results for other
antenna settings.
Part II
Having perfect knowledge of the current channel state might not be realistic, especially for
networks with high channel dynamics where the feedback delay may exceed the channel
coherence time. The second part of the thesis has studied how the strategies based on full
CSIT are extended to interference networks with delayed CSIT, i.e. when only information
about past channel states is available. Chapter 6 has addressed the study of the DoF-
delay trade-off for theK-user MIMO IC with delayed CSIT. Three fundamental tools have
been identified in the context of delayed CSIT for designing linear precoding strategies:
delayed CSIT precoding, user scheduling, and redundancy transmission. Based on them,
we have proposed three precoding strategies, evaluated as a function of the antenna ratio
ρ. For ρ < 1, the RIA scheme (built upon delayed CSIT precoding and a redundancy
transmission, see Section 6.2.1) initially proposed for the 3-user SISO IC (ρ = 1) has
been generalized to the K-user MIMO case. In contrast to the conjecture in [MC12], our
results show that state-of-the-art DoF can be improved by considering L ≥ 3 active pairs.
Moreover, we have shown that for the region 1K−1 < ρ <
K
K2−K−1 our proposed inner
bound using the RIA scheme gets very close to the best known outer bound. Moreover,
we have generalized the PSR scheme (built upon delayed CSIT precoding, user scheduling
and a redundancy transmission, see Section 6.2.3)for 3 users from SISO to MIMO. This
scheme provides the best achievable DoF when the number of antennas at the transmitter
and receiver are similar (ρ ≈ 1) not only for the 3-user MIMO IC, but also for the K-user
MIMO IC by applying time-sharing concepts. Nevertheless, a MIMO generalization for
K > 3 users remains open. In case the transmitter has more antennas than the receiver
(ρ > 1), we propose the TG scheme (built upon delayed CSIT precoding and a user
scheduling, see Section 6.2.2). The first phase is carried out orthogonally among users,
whereas the second phase is developed in groups of G ≤ K users. The proper value of
G lies on the trade-off between the constraints imposed by interference alignment, and
the increase on the number of rounds, in turn depending on the antenna ratio ρ and the
number of users K.
Schemes based on delayed CSIT usually obtain large DoF gains as compared to the no
CSIT case, but at the cost of long transmission delays. In this regard, we have investigated
the sensibility of the DoF for the proposed schemes as a function of the transmission
duration, i.e. the DoF-delay trade-off, either by limiting the number of transmitted
symbols, or its order, using the nomenclature introduced for the MAT scheme in [MAT12].
The first method builds upon the formulation of the parameters of each scheme (number
of transmitted symbols and duration of the phases) as the solution of a DoF constrained
maximization problem, and as a function of the number of users and the antenna ratio.
In this regard, the analysis shows that although the PSR scheme and its extensions attain
1Notice that the IC represents the case where each user requests only one and different message.
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the best DoF values, this is at the cost of long transmission delays, which increases the
complexity both at the transmitter and the receiver. In contrast, the proposed schemes
are limited to P ≤ 3 phases, and provide a better DoF-delay trade-off, i.e. competitive
achievable DoF at the cost of not so long transmission delays.
Chapter 6 ends by concluding that the time-varying channels assumption, which is com-
mon along all the literature on delayed CSIT, is indeed not necessary, except for the SISO
case. This implies that delayed CSIT strategies can be used even if the channel remains
constant, which could be the case if the transmitter does not actually know the current
channel coefficients. For the particular SISO case, we have proved that the two schemes
in the literature failed, which can be fixed by applying asymmetric complex signaling
concepts, as applied in the first part of thesis.
Chapter 7 has studied the DoF of the 2-user 2-cell IBC with delayed CSIT. A four-phase
protocol based on linear precoding and decoding has been proposed, inspired by the
lessons from the BC and IC, and taking into account the particular topology of the IBC,
i.e. users from a cell are served by the same transmitter. Specifically, we have introduced
the concept of redundancy transmission, originated for the IC, into the MAT scheme,
the optimal transmission strategy for the BC. After reviewing the state-of-the-art, the
proposed scheme has been shown to outperform any other work in terms of DoF for any
antenna ratio ρ > 3.5414.
Future work related to the second part of the thesis is next summarized:
• A complete MIMO generalization of the PSR scheme (similar to the one in [HC15])
seems a tentative line of future work. Such generalization for the K-user MIMO IC
may lead to tighter DoF results, although may be impractical in terms of commu-
nication delay.
• The formulation employed in Chapters 6 and 7 seems to be a good starting point
for deriving precoding strategies for the asymmetric MIMO IC, i.e. when not all
transmitters and receivers have the same number of antennas. In a similar way, it
would be interesting to characterize not only the DoF per user or sum DoF, but
also the DoF region for these channels.
• The study of the DoF penalties entailed by the use of local instead of global CSI
may be an interesting line of future research.
• For full CSIT, the optimal scheme for the BC, i.e. ZF, extends to the IBC by
taking into account the users located in the same cell, in a form of ZF denoted as
ZF block-diagonalization [SSH04]. In a similar fashion, we have obtained that the
transmission strategy of the BC with delayed CSIT can be extended to the IBC, by
following the same arguments, i.e. by taking into account the common transmitters
in the set of served users. Then, our contribution opens the door to the application
of this principle for the study of scenarios with more cells or users per cell, and
using some type of interference uncoupling procedure similar to the one proposed
in Chapter 7. In the same line of arguments, we expect that exploiting these ideas
the DoF knowledge for other antenna settings could be improved.
• Deriving tighter outer bounds would be also desirable for both channels, since the
achievable DoF of the best known schemes are still too far from the trivial upper
bounds.
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Part III
Concluding the dissertation, we have focused on implementation issues for the TG scheme
developed in Chapter 6. First, we have proposed a common framework for dealing with
feedback quality regardless of the feedback procedure, see Section 9.2. This allows con-
necting the approaches of the rest of sections by formulating the feedback quality as a
function of the feedback quality parameters of analog or digital feedback. Consequently,
the net DoF can be analyzed independently of the feedback procedure.
Next, we study the performance of such scheme for the downlink of a wireless scenario,
addressed in Section 9.3. In this case, the network is simplified to a MISO IC by orthog-
onalizing the resources dedicated to in-cell users, and managing the inter-cell interference
by means of three different strategies. Results show supremacy of analog with respect to
digital feedback and eICIC-based strategies.
As a third contribution of this part, Section 9.4 has addressed the study of the K-user
MISO IC when the transmitters have imperfect, delayed, and local CSIT. Errors on chan-
nel feedback have been analyzed by evaluating the performance of the TG scheme in terms
of DoF, and as a function of the feedback quality . We conclude that as long as  > 12 ,
the proposed scheme outperforms the no CSIT case. Thanks to the common formulation
expressed in the last part the thesis, this may be translated as, for example, requiring
that the transmission power used for feedback scales as half the transmission power for
data, both in dB. Moreover, simulation results are provided, empirically validating the
theoretical analysis, and showing the benefits of using delayed CSIT not only in terms of
average bit-rate but also in terms of outage rate with respect to the case of uninformed
transmitters.
Finally, Section 9.5 has addressed a net DoF analysis of the K-user MISO IC. They rep-
resent the most accurate metric for analyzing the performance of the proposed precoding
strategy, since the the DoF are written as a function of the coherence time, and taking
into account all issues related to channel acquisition at both the transmitter and receiver
side: consumption of resources for feedback transmission, consumption of resources for
channel training, and feedback delay. First, we have proposed four protocols based on the
TG scheme, and the ZF and TDMA principles. Then, the net DoF have been derived as a
function of channel coherence time and the quality of channel feedback. Interestingly, our
results show that the net DoF decrease piecewise linearly with user velocity. Moreover,
we have shown how the CSIR distribution method proposed in [LSYW13] for the BC
can be extended to the IC. While the TG scheme has been shown to provide only few
gains when combined with ZF for low-speed terminals, it provides considerable gains for
vehicular speed terminals with respect to the protocol based on TDMA only, since ZF
cannot be done.
Future work related to the last part of the thesis is next summarized:
• Deriving achievable DoF as a function of the feedback quality  for other transmis-
sion strategies or antenna settings, as well as deriving outer bounds as a function
of , elucidating how close to the channel DoF are the given inner bounds.
• Using the information about the value of  for the design of the transmission strategy.
• Comparing the net DoF of the TG scheme to other state-of-the-art approaches using
both current and delayed CSIT.
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• Derive rules-of-thumb based on the information about the user speed for designing
the transmission strategy, which is directly related to the channel coherence time.
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