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АСИМПТОТИЧНА ЄДИНІСТЬ ОЦІНКИ НАЙМЕНШИХ КВАДРАТІВ ПАРАМЕТРІВ 
НЕЛІНІЙНОЇ МОДЕЛІ РЕГРЕСІЇ 
In the paper the nonlinear regression model with continuous time and random noise, which is a local functional of 
strongly dependent stationary Gaussian random process, is considered. Sufficient conditions of asymptotic uniqueness 
of the least squares estimator of regression function parameters are obtained. This result is applied to the least squares 
estimator of amplitude and angular frequencies of harmonic oscillations sum observed on the background of given 
random noise. To obtain the main result limit theorems of random processes, weak convergence of a family of                 
measures to the spectral measure of a regression function, etc were used. The novelty, compared with the known                 
results in the theory of periodogram estimator in observation models on weakly dependent noise, is assuming that the 
random noise is a local functional of Gaussian strongly dependent stationary process. The result can be used in the 
proof of the asymptotic normality of the least squares estimator of nonlinear regression model parameters with the 
help of Brower fixed point theorem. 
Keywords: least square estimator, asymptotic uniqueness, strong dependence, hidden periodicities, nonlinear regres-
sion. 
Вступ 
Виявлення прихованих періодичностей — 
це задача, яка має довгу історію, розпочату 
Ж. Лагранжем у XVIII ст. В сучасному статис-
тичному розумінні виявлення прихованих періо-
дичностей — це оцінювання невідомих амплітуд 
і кутових частот, взагалі кажучи, суми гармоніч-
них коливань, що спостерігаються на фоні ви-
падкового шуму, який маскує ці коливання. 
Досить часто з’являються нові публікації 
на тему виявлення прихованих періодичностей, 
які стосуються різноманітних галузей знань, 
зокрема астрономії [1], фізики та геофізики [2], 
біології [3], кліматології [4] тощо. 
У статті розглядається нелінійна модель 
регресії з неперервним часом і випадковим 
шумом, який є локальним функціоналом від 
гауссового стаціонарного процесу із сильною 
залежністю. Як оцінка невідомих параметрів 
функції регресії вибирається оцінка наймен-
ших квадратів (о.н.к.). Серед бажаних власти-
востей о.н.к. важливу роль відіграє її асимпто-
тична єдиність, яка полягає в тому, що при 
необмеженому зростанні часу спостереження 
о.н.к. єдина з імовірністю, що прямує до оди-
ниці. Цей факт може бути використаним у до-
ведені асимптотичної нормальності о.н.к. при 
застосуванні теореми Брауера про нерухому 
точку [5]. 
Постановка задачі 
Мета роботи полягає в наведенні достатніх 
умов асимптотичної єдиності о.н.к. загальної 
нелінійної моделі регресії з неперервним часом 
і випадковим шумом, що є локальним функціо-
налом від гауссового стаціонарного процесу із 
сильною залежністю. 
Вихідні дані 
Розглянемо модель регресії  
 ( ) ( , ) ( ), [0, ],X t g t t t T= θ + ε ∈  (1)  
де 1(, ) : [0; ) cg ⋅ ⋅ +∞ ×Θ → R  — неперервна функ-
ція, cΘ  − замикання в qR  відкритої множини 
qΘ ⊂ R , а відносно шуму ( )tε  припустимо, що 
A1. ( )tε , 1t R∈ , є локальним функціона-
лом від гауссового стаціонарного процесу ( )tξ , 
тобто ( ) ( ( ))t G tε = ξ , ( )G x , 1x R∈ , — борелів-
ська функція, причому (0) 0Eε = , 4(0)E ε < ∞ . 
 A2. ( )tξ , 1t R∈ , є дійсним неперервним у 
середньому квадратичному вимірним стаціонар-
ним гауссовим процесом із сильною залежніс-
тю, (0) 0E ξ = . 
Припустимо також, що виконується одна з 
двох умов: 
A3. Коваріаційна функція (к.ф.) процесу 
( )tξ  має вигляд 
( ) (0) ( ) (| |) | |E t B t L t t −αξ ξ = = , (0,1)α ∈ , 
2(0) (0) 1E Bξ = = , 
де ( )L t , 0t ≥ , — неспадна повільно змінна на 
нескінченності функція. 
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, (0,1)α ∈ , [0, )ψ ∈ ∞ . 
Будемо розглядати о.н.к. невідомого пара-
метра θ ∈ Θ , тобто випадковий вектор cTθ ∈Θ

 
такий, що мінімізує функціонал  
1 2
0
[ ( ) ( , )] .( )
T
TQ T X t g t dt
−θ = − θ∫  
Зробимо деякі припущення щодо функції 
регресії ( , ).g t τ  Нехай ( , )g t τ  двічі неперервно 
диференційовна за cτ ∈ Θ . 
 Позначимо  
2
, ( , ), , ( , ), , 1,) ,( ) (i il
i i l
g t g t g t g t i l q




T iT id d == θ , 
де 
2 2 1 2
0
( ) , , lim 0,
, 1, .
( ) ( )
T
iT i iTd g t dt T d
T i q




Ці границі можуть дорівнювати, зокрема, нескін-
ченності. Нехай також  
 2 2,
0
( ) ( ) ., , , , 1,
T
il T ild g t dt i l qθ = θ θ ∈Θ =∫  
Розглянемо нормовану о.н.к.: 
 ( .( )) ( )T T T Tu u d= θ = θ θ − θ
 
 (2) 
Зробимо заміну змінних ( )( )Tu d= θ τ − θ , 
яка відповідає нормуванню (2), у функції ре-
гресії та її похідних, тобто  
 1( , ) ( , ) ( , )) ,(Tg t g t d u h t u
−τ = θ + θ =  
 1( ) ( ( ) ) (, , , ), 1, , i i T ig t g t d u h t u i q
−τ = θ+ θ = =  
1( ) ( ( ), , ,( ,) ) ., , 1il il T ilg t g t d u h t u i l q
−τ = θ + θ = =  
Позначимо ( ) { : }qV R u u R= ∈ <R . Додатні 
константи будемо позначати k . Припускати-
мемо, що для 0R ≥ , усіх достатньо великих T  
0( )T T>  та істинного значення параметра 





[0, ] ( )
| ( , ) |
sup sup ( ) , 1, ;
( )c
ii
t T u V R iT
h t u








[0, ] ( ) ,
| ( , ) |
sup sup ( ) , , 1, ;
( )c
ilil
t T u V R il T
h t u









( ) , , 1, .




k R T i l q
d d
−θ ≤ ⋅ =θ θ θ
  (5) 
Будемо також використовувати позначення 
1 2 1 2( ; , ) ( , ) ( , ),H t u u h t u h t u= −  
1 2 1 2( ) ( ); , , , , 1( , .)i i iH t u u h t u h t u i q= − =  
Введемо вектор 
 1( ,( ) ( ))
i q
T T iu u =Ψ = Ψ  
 0 0
( , ) ( , )
( )( ( ;0, ) ,








h t u h t u
u t dt H t u dt
d d
i q




Вектор ( )T uΨ  визначений для ( )cTu U∈ θ , 
( ) ( )( )T TU dθ = θ Θ − θ .  
Зауважимо, що, за нашим припущенням, 
множина ( )TU θ  розширюється до qR  при 
T → ∞ . Тоді для будь-якого 0R > , ( )cV R ⊂  
( )TU⊂ θ  для 0T T> .  
Нормована о.н.к. Tu

 задовольняє систему 
нормальних рівнянь  
 0( ) .T uΨ =  (7) 
Запишемо 
 
, , 1 ,
1 1
0
( ) ( ) ( )




T il T i l il T
T
iT lT i l
J J J
d d g t g t dt
=
− −
θ = θ θ =
= θ θ θ θ∫  
min max( )( ) ( )A Aλ λ  — найменше (найбільше) 
власне число додатно визначеної матриці .A  
В2. Для деякого * 0λ >  при 0T T>  
 min *( ( )) .TJλ θ ≥ λ  
Розглянемо нормовану о.н.к. 
 
1
2( ) ( )( ,)T T T Tw w T d
−
= θ = θ θ − θ   
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якій відповідає заміна змінних 
1
2 ( )( )Tw T d
−
= θ τ − θ  
у функції регресії та її похідних. 
Позначимо  
1
12 ( )( , ) , ( , ),Tg t g t T d w f t w




12, , , ,( ) ( ) 1,( ) ,i i T ig t g t T d w f t w i q
−⎛ ⎞⎜ ⎟τ = θ + θ = =⎜ ⎟⎝ ⎠
 
1
12, , , , ,( ) ( ) 1, .( )il il T ilg t g t T d w f t w i l q
−⎛ ⎞⎜ ⎟τ = θ + θ = =⎜ ⎟⎝ ⎠
 
1 2 1 2( ; , ) ( , ) ( , ),F t w w f t w f t w= −  
1 2 1 2( ) ( ); , , , , 1( , ,)i i iF t w w f t w f t w i q= − =  
 1 2 1 2( ) ( ); , , , , ,( ) 1, .il il ilF t w w f t w f t w i l q= − =  
 2,
0
,0 ; ,0 ,( ) ( )
T
il T ilw F t w dtΦ = ∫  
Введемо також умову 
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Зауважимо, що нерівності (8) і (9) є моди-











T TX t f t w dt Q T d wT
−⎛ ⎞⎜ ⎟− = θ + θ⎜ ⎟⎝ ⎠∫  (11) 











































⎛ ⎞−⎜ ⎟= − ⋅⎜ ⎟θ⎝ ⎠∫  
Тоді нормована о.н.к. Tw

 задовольняє си-
стему рівнянь  
 .( ) 0T w =M  (12) 
Зауважимо, що якщо нормована о.н.к. Tw

 
є єдиним розв’язком системи рівнянь (12), тоді 
Tu

 є єдиним розв’язком системи рівнянь (7). 
Основний результат 
Для описаної вище моделі має місце такий 
результат. 
Теорема 4. Нехай виконуються умови A1, 
А2, А3 або А4, В1—В3, тоді нормована о.н.к. 
Tw

 з імовірністю, що прямує до 1 при ,T → ∞  
є єдиним розв’язком системи рівнянь (12). 
Дов е де нн я. Розглянемо загальний еле-
мент гесіана , 1( ) (( ))
il q
T T i lw w ==H H : 
 
12





w Q T d w
w w T
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( , ) ( , )







T X t f t w T
d d
f t w f t w
T dt
d d
− −⎛= − ⋅ +⎜ θ θ⎝
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f t t f t w dt
d d
f t w f t w
dt
d d
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iT lT iT lT
f t w f t w
F t w dt t dt
d d d d
= ⋅ − ε +θ θ θ θ∫ ∫  
1
0














f t w f t f t f t w
f t f t
dt I w
d d
− + ⋅ −
− ++ = +θ θ∫  
2
0
( ) ( ) ( ) ( )
( )
( , ,0 ) ( , ,0 )
( ) ( )
T
i i l l
iT lT
f t w f t f t w f t
I w dt
d d
− ⋅ −+ + +θ θ∫  
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( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) (
( , ,0 ) ,0






l l i i l
iT lT iT lT
f t w f t f t
dt
d d
f t w f t f t f t f t
dt dt
d d d d
− ⋅+ +θ θ




1 2 3 4 5 ,( ) ( ) ( ) ( ,
, 1
) ( ) ( )
, .
il TI w I w I w I w I w J
i l q
= + + + + + θ
=
(13) 








( ( )) ( ( ))





q w J≤ ≤
λ − λ θ ≤








,1 , 1 ,
1
| ( ) ( ) | | (max ) |max .il il T mi l q i l q
m
w J I w≤ ≤ ≤ ≤=
− θ ≤ ∑H  (14) 
Використовуючи умови теореми, формулу 
скінченних приростів і нерівність Коші—Буня-













I w F t w dt
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d d
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il il
qk k k w k k k⋅ ⋅≤ =⋅ …
      (15) 













I w t dt
d d
= ε =θ θ∫  
 
0 0
( ); ,0 ,0
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iT lT iT lT
F t w f t
t dt t dt
d d d d
= ε + ε ≤θ θ θ θ∫ ∫  
 6 7| | |) ) | .( (I w I w≤ +  (16) 
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ilT t dt k w
−⎛ ⎞≤ ε⎜ ⎟⎜⎝
⋅⎟⎠








1 2 2 2 2 2
0
( 0 ) 0 ( 0 ) ,
( )





T t E dt E E
−
−
⎛ ⎞ε =⎜ ⎟⎜ ⎟⎝ ⎠




 2 2 2 2 2 2
0 0
( 0 ) ) .( ) ( ) ( )
TT
TE T E t s E dt ds
−ξ = ε ε − ε∫∫  
Доведемо, що 
 2 2 2 2 2
0 0
( ) ( ) ( 0 ) , .( )
TT
T E t s dtds E T− ε ε → ε → ∞∫ ∫  (18) 
За умови A1 функцію 2( )G x  можна роз-
класти в ряд у гільбертовому просторі 2 ,(
qL R  
)( )x dxϕ  за поліномами Чебишова—Ерміта:  
 2
0










= ∑  
 2 ( ) , 0) .( ( )m md G x H x x dx m
+∞
−∞
= ϕ ≥∫  
Таким чином, 




( 0( ) ( ) ( ))




E t s E
d




ε ε − ε =













= − ≤ −∑ ∑  (19) 















= ξ − ξ =∑  
 2 (0)( ,)DG= ξ < ∞  (20) 













ε ε = − ≤ ξ −∑  
маємо при T → ∞  (див., наприклад, [7]) 
2 2 2
0 0
( (0) | ( ) .) | 0
TT
TE DG T B t s dtds
−ξ ≤ ξ − →∫∫  
Таким чином 
 (1) ,(1)T poξ =  (21) 
де (1) 1 ,( .) 0
P
po T→ → ∞  








( ) ( )
| |
, 0






E t dt E t s dt ds
d d
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| ( ,0) |
sup











k k DG T B t s dt ds
∈
−
⎛ ⎞× ≤⎜ ⎟θ θ⎝ ⎠
≤ ξ ⋅⋅ −⋅ ∫ ∫ 
 
Таким чином, 
 (2)7( ) ( )| | 1 0, .
P
pI w o T= → → ∞  (22) 
Маємо далі  
3
0
( , ,0 ) ( , ,0 )
| |
( ) ( ) ( ) ( )
( )
( ) ( )
T
i i l l
iT lT
f t w f t f t w f t
I w dt
d d
− ⋅ −= ≤θ θ∫  
* *
1 10
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I w k k k w
=
⎛ ⎞⎜ ⎟≤ ⎜ ⎟⎝ ⎠
⋅ ⋅ ⋅∑    
Таким чином, враховуючи (13)—(25), бачимо, 
що  
0
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o k k k k w
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= =
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k k k w
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k k k w
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∑    (26) 
Підставляючи в (26) нормовану о.н.к. Tw

, 
та враховуючи, що за умови В2 0( )TJ θ  — додат-
но визначена матриця з мінімальним власним 
числом 0min *( ( ))TJλ θ ≥ λ , для деякого 0r >  
розглянемо подію  
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( ) (1 2)( ) ({| 1 | , | 1 | , })p p To r o r w r≤ ≤ ≤ ⊂  
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{ }p p To r o r w r≤ ≤ ≤ =






1 2 3 1 2 3
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{ } { } { } { }
P
P P P P
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(1) (2){| (1)| } {| (1)| } { }.p p TP o r P o r P w r= > + > + >  
Для довільного 0ε >  для 0T T>  маємо 
(1){| (1) | }
3p
P o r
ε> ≤  і (2){| (1) | }
3p
P o r
ε> ≤ . Тоді якщо 
для 0T T>  { } 3TP w r
ε> ≤ , то 
(1) (2)( ) ( ){| 1 | } {| 1 | } { }
,
3 3 3
p p TP o r P o r P w r> + > + > ≤
ε ε ε≤ + + = ε

 
а отже, для 0T T>  
 1 2 3{ } 1 .P Ω Ω Ω > − ε∩ ∩  
Це означає, що нормована о.н.к. Tw

 з 
імовірністю, що прямує до 1 при ,T → ∞  є єди-
ним розв’язком системи рівнянь (12), оскільки 
матриця ( )T Tw
H  є додатно визначеною, і функ-
ціонал (11) має єдиний екстремум (мінімум) у 
точці Tw

. Теорему 4 доведено. 
Покажемо, що тригонометрична модель 
регресії вигляду 
 0 0 0 0 0
1
( , ) ( cos sin ),
N
k k k k
k
g t A t B t
=
θ = ϕ + ϕ∑  (27) 
0 0 0 0 0 0 0
1 2 3 3 2 3 1 3
0 0 0 0 0 0
1 1 1
( , , , , , , )
( , , , , , , )
N N N
N N NA B A B
− −θ = θ θ θ … θ θ θ =
= ϕ … ϕ
 
задовольняє умови В1—B3. 
Висновки 
У роботі отримано достатні умови асимп-
тотичної єдиності о.н.к. параметрів нелінійної 
моделі регресії з неперервним часом і випадко-
вим шумом, який є локальним функціоналом 
від гауссового стаціонарного сильно залежного 
процесу. Асимптотична єдиність є важливою 
властивістю оцінки, що дає можливість довести 
асимптотичну нормальність о.н.к. з викорис-
танням теореми Брауера про нерухому точку. 
Показано, що для тригонометричної моделі 
регресії, яка виникає при розв’язуванні зада-         
чі про виявлення прихованих періодичностей, 
о.н.к. амплітуд і кутових частот суми гармоніч-
них коливань є асимптотично єдиною.  
Подальшим напрямом досліджень може 
бути отримання асимптотичної нормальності 
оцінки найменших квадратів параметрів нелі-
нійної моделі регресії. 
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