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Let A be an arbitrary locally finite, infinite tree and assume that a graph G 
contains for every positive integer n a system of n disjoint graphs each iso- 
morphic to a subdivision of A. Then G contains infinitely many disjoint subgraphs 
each isomorphic to a subdivision of A. This sharpens a theorem of Hahn [5], 
who proved the corresponding result for the case that A is a tree in which each 
vertex has degree not greater than 3. 
EINLEITUNG 
In [5] ist folgendes Problem gestellt worden: (1) A sei ein Graph. Ange- 
genommen ein Graph G enthalt fur jede nattirliche Zahl IZ ein System von IZ 
disjunkten Teilgraphen, die alle isomorph zu A sind. Enthalt G dann not- 
wendigerweise unendlich viele disjunkte Teilgraphen, die isomorph zu A 
sind ? 
Diese Frage ist positiv beantwortet worden fur die Falle, da13 A ein ein- 
seitig bezw. zweiseitig unendlicher Weg ist (vergl. [3] bezw. [4]). In [l], [6] 
und [9] wurde unabhangig voneinander anhand von Gegenbeispielen 
gezeigt, da13 die Frage (1) fur den allgemeinen Fall negativ zu beantworten 
ist. 
Weiter ist in [5] eine Variante des obigen Problems behandelt worden: 
(2) A sei wieder ein Graph. Angenommen ein Graph G enthalt fur jede 
nattirliche Zahl n ein System von n disjunkten Teilgraphen, von denen jeder 
zu einer Unterteilung von A isomorph ist. Enthalt G dann such notwendiger- 
weise ein solches System von unendlicher Machtigkeit? 
In [5] wurde eine Klasse von lokalfiniten Graphen charakterisiert, fur die 
die Frage (2) positiv zu beantworten ist. Diese Klasse umfaDt insbesondere 
alle lokalfiniten Baume, in denen alle Ecken einen Grad kleiner oder gleich 
3 haben. In [l] wurde anhand eines Gegenbeispiels gezeigt, da13 such die 
Frage (2) fur den allgemeinen Fall negativ zu beantworten ist.-Im tibrigen 
sind, wie man leicht sieht (vergl. hierzu [5]), die beiden Fragen (1) und (2) 
augerdem positiv zu beantworten, falls A ein endlicher Graph ist. 
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Als Hauptergebnis der vorliegenden Arbeit wird bewiesen werden, da13 
die Frage (2) positiv zu beantworten ist, falls A ein unendlicher, lokalfiniter 
Baum ist. Dabei wird im Beweis dieses Satzes em Satz von Nash-Williams 
benutzt, der besagt, da13 es in jeder unendlichen Folge von Wurzelbaumen 
4 , B, ,... immer ein Paar Bi , Bj(i <j) gibt, so da13 eine Unterteilung von 
Bi isomorph in Bj eingebettet werden kann (vergl. [7]). Als weiteres ent- 
scheidendes Hilfsmittel wird ein Analogon zum Mengerschen Satz fur 
einseitig unendliche Wege in lokalfiniten Graphen benutzt, das von R. Halin 
stammt ([2], Satz 3). 
Als Folgerung aus dem Hauptsatz der vorliegenden Arbeit wird sich fur 
Frage (1) folgendes ergeben: Frage (1) ist positiv zu beantworten, falls A ein 
Graph ist, der aus endlich vielen disjunkten einseitig unendlichen Wegen 
Wi(i = I,..., k) dadurch entsteht, dal3 man die Wi an ihren Anfangsecken 
zusammenheftet. 
1. DEFINITIONEN UND BEZEICHNUNGEN 
Im folgenden werden die wichtigsten Begriffe und Bezeichnungen, die in 
dieser Arbeit Verwendung finden, zusammengestellt. Bzgl. der hier nicht 
definierten, aber dennoch in dieser Arbeit verwendeten Begriffe verweisen 
wir auf [8]. 
Unter einem Graphen G wollen wir immer einen ungerichteten Graphen 
ohne Schlingen und Mehrfachkanten verstehen. Die Eckenmenge von G 
bezeichnen wir mit E(G), die Kantenmenge von G mit K(G). 1st k eine Kante, 
die die Ecken a und b verbindet, so schreiben wir such: k = (a, b). 
Unter einem Weg (von a, nach a, ; der Lange n) versteht man einen 
Graphen, der sich aus n + 1 verschiedenen Ecken a,, ,..., a, und n Kanten 
ki = (ai , ai+&i = O,..., n - 1) zusammensetzt. Unter einem einseitig un- 
endlichen Weg W (such kurz: l- Weg) versteht man einen Graphen, der sich 
aus einer Folge a,, , a, , a2 ,..., von verschiedenen Ecken und den Kanten 
ki = (ai, ai+l)(i = 0, 1, 2,...) zusammensetzt. Wir schreiben such W = 
(a, ,..., a,) bzw. W = (a,, a,, a, ,... ). 1st W = (a,, , a, ,...) ein I-Weg, so 
nennen wir den I-Weg W’ einen Rest von W, falls W’ = (a,, a,,, ,...,) fur 
ein n E N u (0) gilt. Unter einem Baum verstehen wir einen kreislosen, 
zusammenhangenden Graphen. U, V seien zwei I-Wege in einem Baum; 
wir sagen: (I und V gehiiren demselben Ende an, falls ein Rest von U mit 
einem Rest von V tibereinstimmt. Unter einem Wurzelbaum wollen wir 
einen Baum B verstehen, bei dem eine Ecke ws als Wurzel ausgezeichnet ist. 
(Wir bezeichnen einen Wurzelbaum mit (B, wg) oder such einfach mit B.). 1st 
B ein Wurzelbaum, dann la& sich auf E(B) eine Ordnungsrelation & er- 
kliren: e GB e’ gelte genau dann, wenn e auf dem Weg von w, nach e’ liegt. 
Wir setzen N(e, B) := {e’ E E(B): e & e’ und (e, e’) E K(B)}. Unter dem 
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Zweig van B in der Ecke e (in Zeichen: Z(B, e)) verstehen wir den von allen 
Ecken e’ mit e &, e’ in B aufgespannten Teilbaum; wir wollen Z(B, e) immer 
als Wurzelbaum mit der Wurzel e auffagen. 
Den Grad einer Ecke a in G(d.i. die Anzahl der in a anstogenden Kanten 
von G) bezeichnen wir mit deg,(a). Eine Ecke a mit deg,(a) = 1 nennen wir 
Endecke von G. Ein Graph G heiBt lokalfinit, falls de&;(a) < co fur alle 
a E E(G) gilt. Ftir a, b E E(G) bezeichne ( a, b IG den Abstand von a und b in G. 
(Es sei I a, b lG = co, falls es in G keinen Weg von a nach b gibt, und andern- 
falls sei I a, b lG das Minimum der Langen aller Wege in G, die von a nach b 
fiihren.) 1st H ein Teilgraph von G, so definieren wir noch: 1 a, H lG : = 
mh,m I a, b lG . G sei ein Graph, und E eine Teilmenge von E(G). Unter 
G 2 E verstehen wir den Graphen, der aus G dadurch entsteht, daD man alle 
Ecken aus E und alle mit ihnen inzidenten Kanten forth%. 1st H ein Teilgraph 
von G, so schreiben wir anstelle von G - E(H) such: G 2 H. 1st A zu 
einem Teilgraphen von B isomorph, so schreiben wir: A _C B. 
G und H seien Graphen. Es sei # eine Abbildung, die E(G) injektiv in E(H) 
abbildet, und die jeder Kante k = (e, , ez) E K(G) einen Weg zJ(k) in H 
zuordnet, der von #(el) nach $(eJ fiihrt. Wir nennen Z/J eine homiimorphe 
Einbettung von G in H (oder such einfach: eine Einbettung von G in H), falls 
folgendes gilt : 
(1) Es sei e E E(G) und k = (e, , ez) E K(G) mit e # e,(i = 1, 2). Dann 
liegt #(e) nicht auf #(k). 
(2) Es seien k, k’ zwei verschiedene Kanten aus K(G). Dann ist #(k) n 
#(k’) = ia, falls k und k’ nicht benachbart sind, und #(k) n #(k’) = #(e), 
falls die Ecke e mit k und k’ inzidiert. Existiert eine Einbettung von G in H, so 
schreiben wir: G c H. Fur jeden Teilgraphen T von G definieren wir weiter: 
#(T) := Ueom +X4 u UWT) WI - #(G> nennen wir ein Exemplar von 
G in H. 
A, B seien Wurzelbaume; 4 sei eine Einbettung von A in B. Gilt fur #: 
c3) #(wA) <B #( ) f e tir alle e E E(A), so schreiben wir: A &B. 
Wir nennen zwei Graphen disjunkt, wenn ihre Eckenmengen disjunkt 
sind. 1st A ein Graph und n eine Kardinalzahl, so sei nA die Vereinigung von 
n paarweise disjunkten Graphen, die alle isomorph zu A sind. Mit dieser 
Bezeichnung kijnnen wir die in dieser Arbeit behandelten Fragestellungen 
folgendermaBen fassen: (1) G, A seien Graphen derart, da13 G1 nA fur alle 
n E N gilt. Unter welchen Bedingungen folgt dann: GS NOA? (2) G, A seien 
Graphen derart, da13 G 2 nA ftir alle n E N gilt. Unter welchen Bedingungen 
folgt dann: G 2 rt,A ? 
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2. EINIGE HILI&TZE 
Wir wollen zundchst einige Lemmata beweisen. Zum Beweis von Lemma 1 
beniitigen wir folgenden Satz von Nash- Williams [7]: (B, , w,) n = I, 2,... sei 
eine Folge von (endlichen oder unendlichen) Wurzelbaumen. Dann gibt es 
immer ein Paar i, j(i <j) mit (Bi , wi) & (Bj , wj). 
LEMMA 1. B sei ein Wurzelbaum und W = (e, , e2 ,...) sei ein l- Weg in B, 
fiir den gilt: ei & ej fiir alle i, j E N mit i <j. Dunn gibt es ein n, E N, so daJ 
fiir alle n 3 no gilt: Z(B, enO) & Z(B, e,). 
Beweis. Es gentigt offensichtlich zu zeigen, da13 es ein n, gibt, so da13 
Z(B, ens) 5, Z(B, e,) fur unendlich viele n > n, gilt. Nehmen wir an, ein 
solches n, gebe es nicht. Dann existiert zu jedem n eine griihte natiirliche 
Zahlf(n) mit Z(B, e,) & Z(B, e,(,)). Man konnte also eine Folge von Ecken 
e e, ,... aus W wahlen, so dal.3 gilt: f(nJ < ni+l(i = 1, 2,...,). Dann wtirde 
a”de; fir kein Paar i, j (i < j) gelten: Z(B, eni) c:, Z(B, e,>), im Widerspruch 
zum Satz von Nash-Williams. 
LEMMA 2. A sei ein lokalfiniter, unendlicher Wurzelbaum. Dunn gibt es 
einen endlichen Teilbaum B von A, so daJ gilt: 
(1) wA E E(B). 
(2) A 2 B zerfailt in endlich viele disjunkte Zweige van A, sagen wir in 
Z(A, eJ(j = l,..., k), so daJ es in Z(A, eJ einen I- Weg Wj mit Anfangsecke 
ej gibt, der folgende Eigenschaft hat: Z(A, ei) t& Z(A, e) fiir alle e E E( WJ. 
Beweis. E sei die Menge aller e E E(A) - {w,}, die folgende Eigenschaft 
haben: In Z(A, e) gibt es einen I-Weg W, der in e beginnt, so da13 fur alle 
e’ E E(W) gilt: Z(A, e) & Z(A, e’). Wir setzen E: = E(A) - E und behaupten: 
Der von i? in A aufgespannte Teilgraph F besitzt nur endliche Komponenten. 
Denn angenommen F habe eine unendliche Komponente K, so gabe es nach 
einem bekannten Satz von Kijnig einen I-Weg W = (w, , w2 ,...) in K, fiir den 
wir 0.B.d.A. annehmen kiinnen, da13 wi ,<a wi fur i <j und wA # w1 gilt. 
Nach Lemma 1 wi.irde es dann ein n, geben, so dal3 fur alle n 3 n, gilt: 
Z(A, w,J 5, Z(A, w,). Dies ware aber ein Widerspruch zu w,~ E E. Es sei 
nun B die Komponente von F, die wA enthalt. 
DEFINITION. Fur n = 1,2,..., sei G& eine Menge von n eckendisjunkten 
Graphen. Es sei a = u,“=l O& . Wir nennen Q’ C a ein dickes Teilsystem 
von O?, falls es fur alle k E N ein nL E N gibt, so da13 1 0” n G&, 1 3 k gilt. 
Anderenfalls beige GY’ diinnes Teilsystem von @ (GY’ ist also genau dann ein 
dtinnes Teilsystem von I!& wenn es ein kO E FV gibt, so darj fur alle n E N 
I @ n O& I < k, gilt.). 
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Als unmittelbare Folgerung aus dieser Definition erhalten wir Lemma 3 
und Lemma 4: 
LEMMA 3.(a) Die Vereinigung von end&h vielen diinnen Teilsystemen von 
GY ist ebenfalls ein diinnes Teilsystem von a. (b) a’ sei ein dickes, und cpd” sei ein 
diinnes Teilsystem von a. Dann ist a’ - L%‘” ein dickes Teilsystem von LX 
LEMMA 4. G und A seien Graphen derart, daJ es zu jeder natiirlichen Zahl 
n ein System G&, volt n disjunkten Exemplaren von A in G gibt. Wir setzen 
ed : = uzzI 6& . G’ sei ein endlicher Teilgraph von G. Dann ist die Menge aller 
Graphen aus 02, die G’ treffen, ein diinnes Teilsystem von CZ. 
LEMMA 5. A sei ein Wurzelbaum mit einem I- Weg W. G sei ein Graph 
derart, daJ es zu jedem n E N n disjunkte Einbettungen $n*m)(m = l,..., n) 
von A in G gibt. Wir setzen A(n.m) := q~(~s~)(A), W(n*m) := q~(~,~)( W), 
a,, : = {Acn*m) : m = I ,. .., n} und cpd : = UzCI & . Dann gibt es ein dickes 
Teilsystem 13’ von @, so daJ entweder (1) oder (2) gilt: 
(1) Fiir alle n, m mit A(n.m) E @’ undfiir alle Ecken e E Wfnsrn) trtfft der 
Zweig Z(A(n*m), e)’ alle Elemente aus GY’ bis auf ein diinnes Teilsystem 
Br’“’ von fY, 9~,m’ C GY’. 
(2) Fur alle n, m mit ACn*wLj E 02’ gibt es ein e E WCn,m), so daJ der Zweig 
Z(A(“sm), e) alle Elemente aus 0t’ bis auf ein endliches Teilsystem 9n.m) von 02, 
.9n*m) C a’, vermeidet. 
Beweis. Wir wollen annehmen, dab es kein dickes Teilsystem von GY gibt, 
fur das (1) gilt. Zu zeigen ist, da13 es dann ein dickes Teilsystem von CPG geben 
mug, fur das (2) gilt. Fur alle dicken Teilsysteme G?’ von @ gelte also: 
(*) Es gibt ein A(n.m) E GY und eine Ecke e E W(n,m) und ein dickes Teil- 
system Cl? von G!!, CY’ C CY’, so dab der Zweig Z(A(n*m), e) alle Elemente aus 
CY” vermeidet. 
(I) Wir weisen zunachst nach, da0 fur alle dicken Teilsysteme a’ von CY 
folgende Verscharfung von (*) gilt: 
(**) Fur beliebiges k E N gibt es (bei passend gewahltem n) k disjunkte 
Atnvmj) E a’ (j = l,..., k) und ein dickes Teilsystem GY” von a, OY C CPG’, so 
da13 gilt: Fur alle j = l,..., k gibt es eine Ecke ej E W(a*mj), so da13 der Zweig 
Z(A(“*mz), eJ alle Elemente aus GY” vermeidet. 
Wir beweisen (* *) durch vollstandige Induktion nach k: Ftir k = 1 ist (* *) 
gerade unsere Annahme (*). Ftir alle dicken Teilsysteme 02’ von a und ftir ein 
1 ,P+’ sei als Wurzelbaum mit der Wurzel T’~~‘@(wA) aufgefal3t. In diesem Sinne ist 
der Ausdruck Z(A(n+‘, e) zu verstehen. 
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k E N sei (**) bereits bewiesen; wir nehmen an, da13 (**) fur ein dickes 
Teilsystem 08’) von Cl! fur k + 1 nicht gelte und fiihren diese Annahme zum 
Widerspruch. 
Es sei o(l) : = {A(n.m) E 02(l) : 1 G& n 6P > k + 11; da QY ein dickes 
Teilsystem von @ ist, ist such 6?(l) ein dickes Teilsystem von a. Nach Induk- 
tionsannahme wahle man k disjunkte A(nl*mJ E du)(j = I,..., k) und ein 
dickes Teilsystem 6YC2) von OL, OP2) _C d(l) gemal (**). Nach Definition von 
do) gibt es noch ein weiteres A(nls”k+l) E G&, n au), das zu allen A(nl-nll) 
(j = l,..., k) disjunkt ist. Fur dieses A(~.~k-l) gilt: Fur alle Ecken 
e E W(‘~I,~%+I) trifft &r Zweig Z(A(nl,mk+l), P) alle Elemente aus GYC2’ bis auf 
ein dtinnes Teilsystem ~J”L~l,~r+l) von a, da wir andernfalls einen Widerspruch 
zur Annahme bekamen, da13 (**) fur LP und k + I nicht gelte. Wir setzen 
g1 : = {A(ww+,}. 
Weiter wahle man in dc2) := {A(n,m) E GP) : ) G& n LP 1 3 k + 2) nach 
Induktionsannahme k disjunkte A(nl.mj) E dc2)(j = l,..., k) und ein dickes 
Teilsystem 6Y3) von 6Y, OLC3) C aC2), gemal3(**). Nach Definition von dt2) gibt 
es in OC2) no& zwei weitere A(%-wQI) und A(%.“e+z), die zu allen A(%.“‘J) 
(j = I,..., k) disjunkt sind. Fur diese A(nz.mk+u)(p = 1, 2) gilt nun ebenso wie 
oben nach Wahl von 6P: Fur alle e E W(nz,mk-J trifft der Zweig Z(A@Qsnrk+p), 
e) alle Elemente aus OLc3) bis auf ein diinnes Teilsystem cY’~“~‘“‘~ 21) von 0% 
(p = 1, 2). Wir setzen: g2 := {A(nz-mr+s) : p = 1, 2). 
Wir definieren nun entsprechend &t3) : = A(n-nf) E 6V3’ : 1 Oln n CV3) 1 2 f 
k + 3) und schlieben ebenso weiter wie oben. Allgemein erhalten wir durch 
unbegrenzte Fortsetzung des obigen Verfahrens zu jedem q E N ein System 
.ga von q dis.junkten Exemplaren von A mit gp _C C!& fur ein nq E N. 9 : = 
UT=1 Bq ist dann ein dickes Teilsystem von G!, das nach Konstruktion die 
Eigenschaft (1) besitzt, im Widerspruch zur Annahme (*). Damit ist (**) be- 
wiesen. 
(II) Mit Hilfe von (**) la& sich nun leicht ein dickes Teilsystem von GY 
finden, fur das (2) gilt: Wir wenden (**) auf den Fall 67 = Gl! fiir k = 1 an 
und erhalten ein A(“f*ml) und ein dickes Teilsystem OP von a mit den in (**) 
genannten Eigenschaften. Weiter wenden wir dann (**) auf CP fur k = 2 
an und erhalten A(“zsrnp)(p = 1, 2) E 02(l) und ein dickes Teilsystem LYgc2) von 
GY, 6P2) Z GP, mit den in (**) genannten Eigenschaften. Durch unbegrenzte 
Fortsetzung des obigen Verfahrens erhalt man fur alle q E N ein System 
v* := {A(-@ :p = I,..., q} von q disjunkten Exemplaren von A, so da13 
V : = uy=i eq ein dickes Teilsystem von G? ist, fur das (2) gilt. 
LEMMA 6. A sei ein IokalJiniter, unendlicher Wurzelbaum. Fiir A seien 
gem@ Lemma 2 eine disjunkte Zerlegung in B, C, ,..., C, mit Cj : = Z(A, e,) 
und Wege W,(j = l,..., k) fest gewiihlt. G sei ein Graph, fiir den G 2 nA fiir 
allen~Ngilt.Fiirallen = 1,2 ,..., lassen sich dann die Systeme O&, = (A(n,nlj : 
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m = I,..., n> von n disjunkten Exemplaren von A und die zugehorigen Ein- 
bettungen #n*m) (m = l,..., n) von A in G mit c#~*~)(A) = A(n*m) so wiihlen, 
da$I fiir jedes j = l,..., k entweder (j.1) oder (j.2) gilt (Wir setzen d:= 
TJz=z=l & und Wjfl,m’ : = @srn)( W,).): 
(j. 1) Fiir alle n, m und alle Ecken e E Wj(n+’ trifft der Zweig Z(A(“*“), e) 
alle Elemente aus a bis auf ein diinnes Teilsystem 9r9”’ von fl. 
(j.2) Fiir alle n, m gibt es eine Ecke ein’“’ E Wjnam’, so da,0 der Zweig 
Z(A cnsrn), einTm)) alle Elemente aus 6? bis auf ein endliches Teilsystem .9in9m’ 
von 0l vermeidet. 
Beweis. Man wahle die Systeme On = (A(nsm): m = I,..., n} und die 
zugehiirigen Einbettungen $n,m) zunachst beliebig und wende Lemma 5 auf 
W, an: Man erhalt ein dickes Teilsystem CT!’ von GY, so da13 (1) oder (2) aus 
Lemma 5 entsprechend gilt. Zu jedem n E N wahle man sich (fiir passendes 
qn) genau n disjunkte Exemplare von A aus a’ n 0lq, ; die so erhaltenen 
Systeme von n disjunkten Exemplaren von A bezeichnen wir der Einfachheit 
halber wieder mit O?,, und wenden auf diese GYn und auf W, wiederum 
Lemma 5 an. Wiederholt man dieses Verfahren fur alle W,(j = I,..., k), so 
erhalt man nach k Schritten Systeme ad,(n = 1,2,...) von IZ disjunkten 
Exemplaren von A, die die im Lemma verlangten Eigenschaften haben. 
3. BEWEIS DES HAUPTSATZES 
HAUPTSATZ. A sei ein lokaljiniter, unendlicher Baum, und G sei ein Graph, 
fiir den G 2 nA fiir alle n E N gilt. Dann folgt: G 2 &,A. 
Beweis. Wir wollen A als einen Wurzelbaum mit einer beliebig aus- 
ausgewahlten Wurzel wA auffassen. Tst 9) eine Einbettung von A in G, SO sei 
entsprechend q(A) als Wurzelbaum mit der Wurzel q(w,J aufgefaBt. Weiter 
denken wir uns fur diesen Beweis eine Zerlegung von A in B, C, ,..., C, mit 
Cj : = Z(A, ej)(j = l,..., k) und Wege W, ,..., W, gemsI Lemma 2 fest 
gewahlt. Die nach Voraussetzung fur alle n E N existierenden Systeme G& = 
{A’“.m, : m = I,..., n} von n disjunkten Exemplaren von A in G und die 
zugehorigen Einbettungen ~(~9~) von A in G mit q~(~*~)(Ai) = Atnsrn) denken 
wir uns so gewahlt, da13 sie die Eigenschaften aus Lemma 6 haben. Aus 
Lemma 6 iibernehmen wir noch die Bezeichnungen d := UzBI 02% und 
WfnVrn), und definieren analog B(n.nL) := c$~,~)(B) und C:n3m) := #m*m)(CJ 
& I,..., k). Weiter sei J1 := {j : I <.j < k, j erfiillt (j.1) aus Lemma 6) 
und analog Jz : = {j : 1 < j < k, j erftillt (j.2) aus Lemma 6). 
(I) Wir wollen zunachst den relativ einfachen Fall behandeln, daB J1 = o 
gilt. Dann folgt namlich: 
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(*) Fur alle n, m E N(n > m) gibt es einen Teilgraphen d(n*ml von A(“*“), 
der Exemplar von A ist, so da0 A ^(n*m) alle Elemente aus @ vermeidet, ab- 
gesehen von einem diinnen Teilsystem 53’n*m) von CY. 
Beweis von (*): Wir definieren Acngn) folgendermal3en: eyVn) sei wie in (j.2) 
aus Lemma 6(j = l,..., k). Nach Lemma 2 gilt fur alle j = I,..., k: 
Z(A, eJ g’, Z(A(n*m), eypm’ ); d.h.: Es gibt eine Einbettung 7jnVrn) von Cj 
(= Z(A, ej)) in Z(A(n*m), einYm)) und einen Weg Vj/j(nYm) in Acnsm), der seine 
erste Ecke (und nur diese) mit Bcnsm) gemeinsam hat und dessen letzte Ecke 
-ri.“‘m)(ej) ist. Wir setzen Afn,m) := B(n*m) U & v!n,m’ U pi”‘“‘. 
Nach Konstruktion ist A^(n+m) ein Exemplar van A, das wegen (j.2) aus 
Lemma 6 und wegen Lemma 4 die in (*) geforderten Eigenschaften hat. 
Mit Hilfe von (*) lassen sich nun leicht unendlich viele disjunkte Exemplare 
A&q = I, 2,...) von A in G finden: Wir setzen A, := A(nl*ml) fiir beliebige 
n1 , ml . Es seien nun A, : = &np*m9)(p = l,..., q) schon so definiert, da13 die 
A, paarweise disjunkt sind. Dann wahlen wir A,,, := ~(n~+l,m~+l) derart, 
da8 A(nq+l.mg+l) E @ - &I 9np,mp) gilt. Es folgt wegen (*): A, n A,,, = 0 
(P = l,..., 4). 
(11) Im folgenden sei nun immer J1 # 0. Wir wollen noch einige neue 
Bezeichnungen in A festlegen: Es sei B der von E(B) u UbsE(B) N(b, A) 
aufgespannte Teilbaum von A. Wir setzen S, := B u ujoJ, Cj . Denken wir 
uns nun die Ecken von UjEJ, Ci so abgezahlt, daD fur die Abzahlung a, , uz ,..., 
a n 3.‘. gilt: Aus IZ~ < n2 folgt I an1, B IA < j anz, B IA. Es sei fur n > 2 S,-, 
schon definiert; dann sei S, der von E(S,-,) u N(d,-l , A) aufgespannte 
Teilgraph von A. (Wie man sich leicht iiberlegt, ist a, Endecke von S, (fur 
alle II E N) und S, ist ein Teilbaum von A.) AuBerdem setzen wir noch 
E,:=(ai~E(S,):i>n}. 
(III) Wir wollen noch die folgenden abkiirzenden Sprechweisen verein- 
baren: 
(a) D sei ein lokalfiniter Baum, der Teilgraph von G ist. D heiDe uom 
Typ n (n E N), falls es eine Einbettung $ von S, in D gibt, so da13 gilt (D sei 
als Wurzelbaum mit der Wurzel #(w,J aufgefabt): D = #(S,) u UasE, 
Z(D, 4(e)). Wir nennen dann $ eine zugehiirige Einbettung van S, in D. 
(Offenbar gilt: 1st A’ ein Exemplar von A in G, so ist A’ vom Typ n fur alle 
nE N.) 
(b) D sei vom Typ n; # sei eine zugehijrige Einbettung von S, in D. 
Ein dickes Teilsystem GY von Gf heiBe vertrtiglich mit D und I/, wenn gilt: 
(1) z,h(S,J n A’ = 0 fur alle A’ E 02’ 
(2) Fur jedes e E E, gilt entweder (2.1) oder (2.2): 
Z(D, 4(e)) n A’ # 0 fur alle A’ E 0l’ (2.1) 
Z(D, #(e)) n A’ = o fur alle A’ E GY und Z(A, e) c, Z(D, $(e)) (2.2) 
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(c) 16 sei eine Einbettung von S, in G; a, sei wie in (II). Wir wollen eine 
Einbettung #’ von SIEfl in G eine Fortsetzung von sl/ nennen, wenn #(S,,) 
Teilgraph von #‘(S,+,) ist, und falls # und #’ auf S, 2 a,, iibereinstimmen. 
(IV) Nach diesen vorbereitenden Definitionen kommen wir nun zum 
Beweis unseres Satzes: 
(a) Wir bestimmen zunachst einen Graphen PJ’ vom Typ 1 mit 
zugehbriger Einbettung $(l,l’ von S, in O(l*l’ und ein dickes Teilsystem OP 
von @, das mit PJ’ und I,&J’ vertraglich ist: 
Wir erhalten PJ’ als Teilgraphen von ,4’l*l’ folgendermal3en: Fur alle 
j E Jz sei 8”’ wie in (j.2) aus Lemma 6. Nach Lemma 2 gilt: Cj & Z(A(l,l’, 
e’.““), d.hr: Es gibt eine Einbettung 7j von Cj(= Z(A, e$)) in Z(A’l*l’, eiA3”) 
und einen Weg Vj in A(lJ’, der mit B’l*l’ seine erste Ecke (und nur diese) 
gemeinsam hat, und dessen letzte Ecke Tj(ej) ist. Wir setzen nun: 
@l) .~ 
.-i 
A(l.1) 1 
u cy) u (J v, u T,(CJ. 
ia, PJ, 
* UJ’ sei so definiert, da13 t,P1 auf S, 2 ujoJ, Cj mit @l-1’ und auf 
C,(j E Jz) mit Tj iibereinstimmt. Da P*l’ ein Exemplar von A ist, ist P*l’ 
vom Typ 1. Wir bestimmen nun GY (l’: Nach Lemma 4 gibt es ein diinnes 
Teilsystem 9 von @, so da13 fur alle A’ E GY - 9 gilt: A’ n yW1’(B) = a. 
@““(j E JJ sei wie in (j.2) aus Lemma 6. Es gilt dann fur alle A’ E @’ : = 
02 - (9 u uicJ, gy*l’): @lJ’(S,) n A’ = o. Weiter gilt fiir alle e E El 
nach Lemma 6: Der Zweig Z(P*l’, #“J’(e)) trifft alle Elemente aus GY bis 
auf ein dtinnes Teilsystem .9e von GK Setzen wir nun OP : = C?!’ - lJesEl 9e , 
so erhalten wir ein dickes Teilsystem von O?, das mit DoJ’ und #(l*l’ ver- 
traglich ist. 
(b) Wir stellen folgende Behauptung auf: Es sei 9,, = {Dtnsm’: m = 
I,..., n} ein System von n disjunkten, lokalfiniten Baumen vom Typ n in G. 
3/Fm)(m = l,..., n) seien zugehiirige Einbettungen von S, in Dtnsm’, und acn’ 
sei ein dickes Teilsystem von OC, das mit Dtnsrn’ und @n-m) fur alle m = l,..., IZ 
vertraglich ist. Dann gibt es in G such ein System 9’n+l = {D(n+l*m’ : m = 
1 ,...> n + l} von n f 1 disjunkten, lokalfiniten Baumen vom Typ n + 1 und 
zugehijrige Einbettungen #(n+l,m’ von S,,, in D(n+l*m’ (m = l,..., n + l), SO 
dal3 gilt: 
(1) * (n+l*m’ ist Fortsetzung von #(n*m)(m = I,..., n). 
(2) Es gibt ein dickes Teilsystem OPn+l’ von GY, so daB OP+l’ mit 
D(n+l.m’ und #(n+l,m’ fur alle m = l,..., n + 1 vertraglich ist. 
Wir wollen die Behauptung b) spater (in (V)) beweisen und zeigen zunachst: 
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c) Aus (a) und (b) folgt, dal3 es in G unendlich viele disjunkte Exemplare 
A’“‘(m = 1, 2,...) von A gibt: 
Beweis: Unter Anwendung von a) und b) erklaren wir induktiv zu jedem 
n E FY ein System 9n := {D(n*m) : m = l,..., n} von II disjunkten, lokal- 
finiten Baumen vom Typ n und zugehiirige Einbettungen #(n,m) von S, in 
D(n,m), so da13 gilt: (*) $(“+l*m) ist Fortsetzung von qPrn) fur alle n, m E 
RJ(n > m). Wir setzten S(n,m) : = I,P~.~$SJ fur alle n, m E N(n > m) und 
Atm) : = ul, S(n.m)(m = 1, 2 ,... ). 
Offensichtlich gilt A(ml) n A(m2) = 0 fur m, # m2 und es ist leicht zu 
sehen, dab Atrn) ein Exemplar von A ist (m = 1, 2,...). Damit ist unsere 
Behauptung bewiesen. 
(V) Es bleibt noch die Behauptung (b) aus (IV) zu beweisen. (a) Es sei 
9-” := {Z(D(n,m), $‘“*“‘(e)): e E E, , m = I,..., n} und Yrn die Menge aller 
fl;‘y? + (n,m) e ( 1) J E 072 mit Z(D(n*nl), +‘“*“‘(e)) n A’ # ,0 fur alle A’ E QPTd(?l), 
. 2 n : = 9-S - Y1”. Fur alle Z(D(n.n), #(n,n8)(e)) E .Yzn gilt: Z(D(n.qn), 
$(n,“c’(e)) n A’ = @ und Z(A, e) &, Z(D(n.m), @“-“J(e)). Der Einfachheit 
halber wollen wir die Wurzelbaume aus Yn folgendermaoen numerieren: 
Fin = {Tl ,..., Ts} und rzn = (T,,, ,..., T,}. Mit w, bezeichnen wir die 
Wurzel von T,(r = I,..., t). 
Es sei q : = 9 + 1. Da a(n) dickes Teilsystem von @ ist, gibt es ein n, E N 
mit / Q&, r~ agcn) I 3 q. Wir wahlen genau q disjunkte Exemplare A(nq.mp) 
(p = I,..., q) von A aus G&, n QP. Der Einfachheit halber setzen wir: 
A, : = A(na.nL~), yP : = ~J’*Q,~v) und W/’ : = Wi(n~3mn’(p = l,..., q; ,j = l,..., k). 
Weiter sei R := lJizl I,Y”.~)(SJ u uF:l T,,, . Es gilt dann mit diesen 
Bezeichnungen: R n A, = 0 und T, n A, # o (p = I,..., q; Y = l,..., s). 
Zu jedem r = l,..., s wahlen wir einen endlichen Teilbaum T,* von T, und 
eine Indexmenge Z, C {p : 1 < p < q} mit / I, / = s, so dal3 gilt: (1) w, E TF 
und (2) A, n T$ # @ gilt genau dann, wenn p E Z, . (Man tiberlegt sich 
leicht, da13 dies miiglich ist.) Es sei F := u;=, T,*; da q = 9 + 1 ist, folgt: 
Es gibt ein p,,(l < p. < q), so da13 Aso n F = 0 gilt. 
Wir definieren nun D(a+l,n+-l) als Teilgraphen von ADo (analog zur Defini- 
tion von D(l*l’) folgendermagen: Nach (j.2) in Lemma 6 gibt es fur jedes 
j E J, eine Ecke dj E Wp, so dab der Zweig Z(ADo, di) alle Elemente aus Q? bis 
auf ein endliches Teilsystem aj von 02 vermeidet. Nach Lemma 2 gilt: 
Cj & Z(ADo, d,); demnach gibt es eine Einbettung uj von Cj in Z(ADo, di) und 
einen Weg Qj in ADo, der mit F,~(B) und oj(Cj) jeweils nur genau eine Ecke 
gemeinsam hat. Wir setzen: 
Die zugehorige Einbettung $(n+l*n+l) von Sn+l in D(n+l,n+l) sei so definiert, 
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daD # cn+1,n+u auf&y+l 1 UjsJ, Cj mit vP, und auf C,(jo J,) mit uj iiberein- 
stimmt. ZYn+lsn+l) ist dann vom Typ n + 1. 
(b) j, sei derjenige Index aus .Zl , fur den a, E Cj, gilt. Zu jedem 
r(l < r < s) und zu jedem p E Z,. wdhlen wir eine Ecke a,., E T$ n A, fest 
aus. CJ,., sei dann derjenige I-Weg, der in u,,, beginnt, ganz in A, verlauft 
und demselben Ende von A, angehort wie Wjr . Wir setzen H := F w 
lJF=, lJPPES U,, und behaupten: In H gibt es s disjunkte I-Wege V, ,..., V, , so 
dal3 V, in w, beginnt (r = l,..., s). 
Beweis: Man adjungiere eine neue Ecke x zu H, die genau zu den w, 
(r = l,..., s) benachbart sein soll. Den entstandenen Graphen nennen wir H’. 
Wir wahlen s - 1 beliebige Ecken # x aus H’, sagen wir x1 ,..., x,-~ . Aus 
Anzahlgrlinden gilt nun folgendes: Es gibt ein r,(l < rl < s) mit xi 6 T: fur 
alle i = l,..., s - 1. Da / Z?, / = s, gibt es ein p1 E Z,., mit xi $ UrlD, fur alle 
i = l,..., s - 1. Daraus folgt, da13 x in der Komponente von H’ 2 {xi : 
i=l ,.‘., s - l} liegt, die such den unendlichen Graphen Tc u U, B enthalt. 
Da H’ lokalfinit ist, konnen wir Satz 3 aus [2] anwenden und erhal& unsere 
Behauptung.2 
Fur alle r = l,..., s mu13 es nun ein p,(l < pr ,< q) geben, so da13 ein Rest 
von V, ganz in A,, lauft und mit einem Rest von WY; tibereinstimmt. Wir 
wahlen eine Ecke U, E V,. n W?r derart, da13 Z(A,,, v,) n F = ,@ (Wegen der 
Endlichkeit von Fist dies mop&h!) und setzen: KL : = Z(Ap7, u,)(r = l,..., s). 
(c) Fur alle m = l,..., n gibt es ein r,(l < r, < t; rml # rm2 fur 
ml # m2) mit w% = $(“~“)(d,). Fur jedes m(1 < m < n) sind nun 2 Ftille 
moglich: I. TT, E Yin oder 2. Tr, E Yzn, 
Fall 1. T’, E Yin. Nach Definition von Krm und nach Lemma 2 gilt: 
Cj g:, Kvm. Nach Wahl vonjn folgt daraus: Z(A, a,) z2L: K,,, d.h.: ES gibt eine 
Eihbettung 7, von Z(A, a,) in Krm und einen Weg P, in Vym v Kv, von w,~ 
nach T,,&), so daD P, n T,(Z(A, a,)) = ~~(a,) gilt. 
Fall 2. TTm E Y2”. Nach Definition von Yz” gilt: Z(A, a,) & TTm; d.h.: ES 
gibt eine Einbettung r, von Z(A, a,) in Trm und einen Weg P, in Tr, von 
w,~ nach ~,(a,), so da13 P,,, n T,(Z(A, a,)) = ~~(a,) gilt. 
Zu jedem Wurzelbaum T, E Yn(r = l,..., t) definieren wir nun einen 
Wurzelbaum p,. mit Wurzel w, folgendermaoen: 
(1) c;, : = P, u T,(Z(A, a,)) (m = l,..., n), 
(2) ~~:=V~~K~fallsr~sundr#r,fiirallem=1,...,n, 
(3) pY:= T,fallsr >sundr #r,ftirallem = l,...,n. 
2 Es sei angemerkt, daR sich unsere Behauptung such direkt mit Hilfe des Mengerschen 
Satzes fiir endliche Graphen zeigen lPl3t. 
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Es sei R, := {r : 1 < r < t; w, E #(“em)}; wir definieren nun: 
D(n+l.m) := #(Nan) u u p,. (m = l,..., n). 
TER, 
Es gilt nun nach Konstruktion: 9n+l : = {D(n+l*m) : m = l,..., n + l} ist 
ein System von n + 1 disjunkten, lokalfiniten Bgumen vom Typ y1 + 1, und 
fi.ir m = I,..., n gibt es eine zu D(n+l*m) gehijrige Einbettung #(“+l*m) von 
s n+l in D(n+l*m), so da13 #lz+l,m) eine Fortsetzung von #(n*m) ist. Fiir 1 < 
m < n wghle man ngmlich # (n+l,m) folgendermafien (Da Dfn+lqrn) ein Baum 
ist, geniigt es @“+1,“)(a) fiir u E E(S,+,) anzugeben !): $(n+l,m) (a) : = #(n*m) (a) 
fiir aeS, 2 a, und # (n+l,m) (a) : = Tm(a) fiir d = a,, oder a E N(a, , A). Fiir 
m = n + 1 wurde # (n+l*m) bereits im AnschluD an (*) in V(a) definiert. 
Damit ist (1) aus IV(b) bewiesen. 
(d) Es bleibt noch die Existenz von cP+~) aus (2) in IV(b) nach- 
zuweisen. 
Wegen R n A’ = o ftir alle A’ E C7PnJ (zur Definition von R vergl. v(a)) 
und wegen Lemma 4 gilt: Fiir alle m = I,..., n vermeiden alle Elemente aus 
a(“) die Graphen #(n+l,m) S ( %+J, abgesehen von einem di.innen Teilsystem 9 
von 6Y,9 5 CYfn). Wegen Lemma 4 und nach Konstruktion von ~,!~(~+l,~+l) gilt 
such fiir n + 1: Alle Elemente aus GPGCn) vermeiden den Graphen $(n-+l,n+l) 
(S,,,) abgesehen von einem di.innen Teilsystem 9 von a, 9’ C C?P). Nach 
Lemma 3(a) und (b) folgt: b := GP) - (9 u 9’) ist ein dickes Teilsystem 
von O?, fir das gilt: # cn+l*m)(Sn+l) f? A’ = o fiir alle A’ E & und m = 1 ,..., 
n+ I. 
Wir betrachten nun die Zweige Z(Dtn+l**), t,W+l,“)(e)) fiir m = I,..., 
n+ 1 und eEE,+l. Der Einfachheit halber setzen wir Z,” := Z(D(n+l-m), 
$(n~kl,ln)(e)). Es mu13 nachgewiesen werden, da13 es ein dickes Teilsystem 
GPn+l) von 02 mit CYn+l) !C &? gibt, so da0 fiir jedes Z,” entweder (1) oder (2) 
gilt: (1) Z,‘” n A’ # C? fiir alle A’ E QZfn+l); (2) Z,” n A’ = @ fiir alle 
A’ E QCnll) und Z(A, e) c‘, Z,“. Hierzu unterscheiden wir mehrere Fglle: 
Fall 1. Z,” ist Teilgraph von R. Dann gilt nach Konstruktion: Z,” A 
A’ = @ fi.ir alle A’ E & und Z(A, e) 4, Zem. 
Fall 2. Z,” ist kein Teilgraph von R. 
Fall 2a. Fiir Z,” gilt: 1 < m ,< n und e # N(a, , A). Dann gilt nach 
Konstruktion: Z,” ist identisch mit einem i’,. = V, u K, (vergl. k(c)). Nach 
Definition von K,(vergl. T/(b); man beachte insbesondere, da13 j, E J1 gilt!) 
gilt wegen Lemma 6: Z,” n A’ # Q fiir alle A’ E & abgesehen von einem 
diinnen Teilsystem von Q. Es folgt nach Lemma 3a), b): Es gibt ein dickes 
Teilsystem d von G& d C &, so daI3 gilt: Z,” n A’ f 0 fiir alle A’ E G?. 
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Fall 2b). Fur Z,” gilt: m = n + 1 oder e E N(a, , A). Diese Z,“” wollen 
wir der Einfachheit halber durchnumerieren und nennen sie 2, ,..., ZL . Fur 
2, gibt es nun ein dickes Teilsystem go) von O& @l) C G?, so da13 entweder 
Z, n A’ # s3 fur alle A’ E L?tY”) oder Z, n A’ = ,@ fur alle A’ E L#l) gilt. 
Ebenso gibt es fir Zz ein dickes Teilsystem 6@t2) von CL?, B(2) C ~#r), so da13 
entweder 2, n A’ # ia fur alle A’ E L@2) oder Z, n A’ = ia fur alle A’ E %?I21 
gilt. Fahrt man entsprechend fort bis ZL , so erhalt man eine absteigende 
Folge von dicken Teilsystemen von @ : 3Y1) 1 .%?12) > -*. > 33cr). Wir setzen 
QLCn+l) : = 3?lz). Da fur alle in Fall 2(b) betrachteten Zern gilt: Z(A, e) c:, Z,““, 
erftillen alle Z,” entweder (1) oder (2). 
Wir haben somit such (2) aus IV(b) nachgewiesen. Unser Satz ist damit 
bewiesen. 
Als Folgerung aus dem Hauptsatz erhalten wir: 
Folgerung: A sei ein Graph, der aus k disjunkten I-Wegen WI ,..., W, 
dadurch entsteht, da13 man WI ,..., W, an ihren Anfangsecken zusammen- 
heftet (k E N). G sei ein Graph fur den gilt: G 2 nA fur alle n E N. Dann 
folgt : G 1 &,A. 
Beweis. G > nA impliziert G 2 nA(n = 1, 2,...). Da A ein lokalfiniter 
Baum ist, kiinnen wir den Hauptsatz anwenden und erhalten: G 3 K,A. 
Da A aber die Eigenschaft hat, zu jedem Exemplar von sich isomorph zu 
sein, folgt : G 1 &,A. 
AbschlieBend sei noch darauf hingewiesen, da13 sich aus Beispiel 2 in [I] 
ergibt, da13 der Hauptsatz der vorliegenden Arbeit fur beliebige lokalfinite 
Graphen nicht mehr gtiltig ist. Beispiel 1 in [l] und ebenso das Beispiel in [9] 
zeigen, da13 der Hauptsatz dieser Arbeit ebenfalls falsch wird, wenn man 
“c” durch “C” ersetzt. Offen bleibt jedoch das Problem, ob Frage (2) such 
fiir beliebige Baume A positiv zu beantworten ist. 
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