In this work, we study the 1D stabilized Kuramoto Sivashinsky equation with additive uncorrelated stochastic noise. The Eckhaus stable band of the deterministic equation collapses to a narrow region near the center of the band. This is consistent with the behavior of the phase diffusion constants of these states. Some connections to the phenomenon of state selection in driven out of equilibrium systems are made.
I. INTRODUCTION
In this paper, the old question of pattern selection in extended systems is studied in a simple but non trivial driven out of equilibrium model with additive Gaussian distributed stochastic noise. A number of physical systems fall into this category, examples of which are wavelength selection in directional solidification [1] and Rayleigh-Bénard convection [2] . The absence of selection is claimed in models of convection [3] and in directional solidification [4, 5] . Contrary claims have also been made [6] [7] [8] [9] . The apparently simple model we choose to study is the stabilized Kuramoto Sivashinsky equation in one spatial dimension with additive uncorrelated Gaussian distributed stochastic noise. This equation has the essential ingredient of non linearity, has a band of stable steady states in the absence of noise, displays most of the instabilities and stationary states of real systems [10] and is sufficiently simple to allow a detailed analysis in the presence of stochastic noise. All real systems are subject to some sort of stochastic noise which may have very important consequences. For example, a system evolving towards equilibrium will ultimately end up in a unique stationary equilibrium state which is the state of minimum free energy. There may be several states corresponding to local free energy minima but the system eventually reaches the state of absolute minimum free energy. Should the system evolve in a noiseless deterministic fashion, it will become stuck in the first local minimum encountered which implies that its final state depends on its initial state. However, when stochastic noise is present, the system will escape from any local minimum and will eventually end up in the absolute free energy minimum. This picture is consistent with selection of the unique equilibrium state at very late times as in [11, 12] .
The temporal evolution of many driven out of equilibrium systems cannot be described in terms of a potential as
where ζ(r, t) is a Gaussian distributed uncorrelated random noise with ζ(r, t) = 0 and ζ(r, t)ζ(0, 0) = 2ǫδ(r)δ(t). A system whose evolution is described by Eq.
(1) will reach the stationary state corresponding to the absolute minimum of the potential F (φ) as t → ∞, as in the Swift-Hohenberg equation [13] . The stochastic noise ζ(r, t) in Eq. (1) is essential for the selection of a unique stationary state provided that the noise strength ǫ is not too large [12] . If we interpret the potential F (φ) as the free energy, then ǫ ∝ T , the temperature of the system. As expected, when ǫ > ǫ c , or T > T c , no unique state is selected and the system is disordered [12] . Also, selection of a unique equilibrium state occurs only in the thermodynamic limit when the probability of the state is unity. In a finite system, it is well known that fluctuations or noise ensure that all possible states are visited with finite probability so there is no true selection. The role of noise is not well understood, and mostly ignored in non-equilibrium systems on the grounds that it is so small that its neglect is justified [2] . An important question that has been addressed both experimentally and theoretically, is the effect of noise on the stability of stationary states or patterns [1, [14] [15] [16] [17] [18] [19] [20] [21] . Pattern selection is a widely investigated phenomenon. Systems where this has been observed include convective rolls in RayleighBénard instabilities [22] [23] [24] , propagation of Taylor vortices in unstable Couette-Taylor flow [25] , electrohydrodynamic convection in nematic liquid crystals [26, 27] , directional solidification [28] [29] [30] and fingering instabilities in Hele-Shaw type experiments [31, 32] . These studies show that fluctuations seem to play an important role and that they should not be ignored. In this paper we further examine this phenomenon in an attempt to obtain a better understanding of the effects of noise.
In dissipative systems, spatially periodic structures emerge as a result of a primary instability which develops when the control parameter exceeds its critical value [33] . The periodic structures can themselves become unstable and develop secondary instabilities under certain perturbations of the primary pattern [2] . For example, the Eckhaus instability arises from the translational invariance of the periodic solution. As a result of this instability, the system undergoes a change in the wavelength of the pattern. We consider the stabilized Kuramoto Sivashinsky (SKS) equation [10] 
where u(x, t) is a scalar function in one space dimension describing an interface profile. The control parameter, α > 0, is a stabilizing mechanism. The SKS equation is one of the simplest equations describing dissipative systems and is used to describe directional solidification [10] and the Burton-Cabrera-Frank model of terrace growth [34] . Extensive studies [10, 35] . For α ≤ α c , the trivial solution is unstable and modes in the band 1/2 + 1/4 − α ≥ q 2 ≥ 1/2 − 1/4 − α grow exponentially. However, the nonlinearity in Eq. (2) mixes these modes resulting in the emergence of stable periodic structures [10, 33, 35] . The stability diagram of the SKS equation of Fig. (1) shows the neutral curve and the different regions of secondary bifurcations.
In this work, we study the effect of noise on static cells in the stable region inside the Eckhaus stable band. The paper is organized as follows. In Section II, we present the numerical simulations of the noisy SKS equation and the results obtained. In Section III we discuss the linear stability analysis of the deterministic noiseless SKS equation and the phase-diffusion coefficients of the steady states. We also present numerical computation of the phase-diffusion coefficients of the steady states of the deterministic SKS using Auto [36, 37] , a software for continuation and bifurcations of a system of ordinary differential equations (ODE). We compare the results obtained from direct simulations of the noisy SKS equation with the computation of the phase-diffusion coefficient. Finally, in Section IV we draw some conclusions from our study.
II. THE NOISY KURAMOTO-SIVASHINSKY EQUATION-NUMERICAL SIMULATION
The Eckhaus stable band of stationary periodic states for the deterministic SKS equation is shown in Fig. ( [10, 33, 35] . All states inside this band are stable against small perturbations while those outside the band are unstable against long wavelength perturbations and decay to a state inside the band which depends on the exact form of the perturbation. Since any real system is subject to a variety of external and internal perturbations such as thermal fluctuations, vibrations from a slammed door, a heavy truck outside the laboratory, etc, it is of some interest to study the consequences of random noise on these stable stationary states. The simplest way to represent such effects is to add uncorrelated Gaussian distributed noise to the deterministic evolution equation. In this section, we investigate numerically the effects of additive Gaussian distributed white noise on the cellular stationary states of the SKS equation. The Langevin equation associated with Eq. (2) is
where ζ(x, t) is a Gaussian distributed noise with ζ(x, t) = 0, and
) with denoting an average over the noise distribution.
The noisy SKS equation of Eq. (3) has been studied in the context of rough growth and morphological instabilities in various growth processes such as electrodeposition [40] [41] [42] and of the evolution of a surface undergoing ion sputtering [43, 44] . The focus of these earlier works is to understand the forced growth into a rough interface with emphasis on the interface width and its scaling properties. In this work, we focus the formation of a periodic stationary state and the the role of the stochastic noise in the selection of a unique stationary state rather than the scaling of the mesoscopic width of the interface.
To perform numerical simulations, we discretize Eq. (3) by defining u j i = u(x i , t j ) with x i = i∆x, t j = j∆t. The spatial grid of N points is labelled by the subscript 1 ≤ i ≤ N and the time grid of N points by the superscript 1 ≤ j ≤ N . We impose periodic spatial boundary conditions u j i+N = u j i and, since we have an initial value problem and a first order time derivative, specifying u(x, t = 0) completes the definition of the problem. The discretized Ito-Langevin equation corresponding to Eq. (3) is [45] 
where η j i is a Gaussian white noise of unit variance with η j i = 0 and η We restrict our study to stationary periodic states by limiting the control parameter to 0.16 ≤ α ≤ 0.25 [10, 35] . In the discrete system, the allowed wavenumbers are q = 2πN c /L x where 1 ≤ N c ≤ N is an integer corresponding to the number of cells in the pattern and L x = N ∆x is the size of the system. Most of our simulations are done with N = 1024 and grid spacing ∆x = 0.50 which is the largest value for which we could discern no difference in the pattern by changing ∆x → ∆x/2. When we compare results for ∆x = 1 and ∆x = 0.50, the differences are visually very obvious but not for ∆x = 0.50 and ∆x = 0.25. The error due to the spatial discretization is O(∆x 2 ). Because of the ∇ 4 u term in Eq. (3), the Courant-Friedrichs-Lewy (CFL) condition determining the convergence of the discretized form in Eq. (4) to the solution of the continuous PDE of Eq. (3) is ∆t ≤ C(∆x) 4 . Numerically, we find C ≈ 0.1331 and we choose ∆t = 0.006 which satisfies the CFL condition when ∆x = 0.50. For ∆x = 0.25 the CFL condition requires a time step ∆t = O(10 −5 ) which implies an order of magnitude greater computational time N τ than for ∆x = 0.50 for the same real time T = N ∆t. Here, τ ∝ N is the time to perform a single update t → t + ∆t.
Direct simulations on systems of finite size, L x = N ∆x, show that noise destabilizes all steady states of the deterministic SKS equation of Eq. (2), as expected. A truly stable stationary state can exist only in the thermodynamic limit L x → ∞ which implies that a finite size scaling analysis, similar to that used to study equilibrium phase transitions [46] , might provide a more convincing case for state selection but this is beyond our ability. Thus, our conclusions from these simulations must rely on some operational definition of stability which we choose as the existence of the state in the presence of noise for at least some specified number of time steps. This measure allows us to compare the stability of different states.
The Eckhaus band of spatially periodic stable states shrinks in the presence of noise. Even though we expect the stable band to shrink to a point, in the simulations we could only observe it to shrink to a narrow band in most cases. We were not able to further narrow down this region to a single state, because of limitations in both the computational time and allowed noise strength. In the absence of a clear definition of an appropriate noise strength, we limited ourselves to noise strengths for which we could still clearly observe a periodic pattern. The further from the boundaries of the Eckhaus band the fundamental wavenumber q is chosen, the more stable against noise the periodic state becomes, so that a larger noise strength ǫ, or, equivalently, a longer simulation time is required to destroy the state. As α is decreased, states inside the Eckhaus stable band become more stable.
In the simulations, we take ∆x = 0.50, ∆t = 0.006 and N = 1024 since these values allow for the largest real time T = N ∆t while satisfying the CFL condition. A few simulations with N = 2024 were done with no change in the results. For α = 0.24, the band of stable wavenumbers is 53 < N c < 61 corresponding to 0.65 < q s < 0.74. In the presence of noise with ǫ = 1.10 −5 , the initial deterministic static steady state with N c = 54 evolves into the periodic state with N c = 55 shown in Fig. (2) . Similarly, the N c = 60 deterministic steady state transitions to the N c = 59 periodic state. How long a state of a particular periodicity survives before transitioning to another periodicity depends on the noise sequence generated. Also, the lower the noise strength ǫ, the longer a particular periodic state survives before transitioning to a neighboring periodicity. For example, in a typical simulation with ǫ = 2.10 −4 , the system transitioned from N c = 59 to N c = 58 after 7.10 6 time steps. When ǫ = 5.10 −4 , the same N c = 59 state evolved first into an N c = 58 state and then to a N c = 57 state in 3.10 6 time steps. The N c = 55 state evolves into an N c = 56 state. The N c = 56 and N c = 58 states in turn evolve into an N c = 57 or q s = 0.6995 state which appears to be the most stable state as it remains stable for 10 8 time steps and noise strength up to ǫ = 5.10 −4 . As α is decreased, the states in the Eckhaus band become increasingly stable against noise and we could not shrink the Eckhaus band to a point but only to a narrower band. For α = 0.2, the Eckhaus band consists of 0.58 ≤ q s ≤ 0.77, corresponding to 48 ≤ N c ≤ 63. In the presence of noise, states in the middle of the band survive. In Fig. (3) is shown the evolution of an initial against noise of strength ǫ ≤ 2.10 −3 .
For α = 0.17, Fig. (4) shows the evolution of a periodic state with N c = 63 into a N c = 62 periodic state after 1. 
III. PHASE DIFFUSION COEFFICIENT A. Stability Analysis
To understand the destabilization of the static steady states in the presence of noise, we linearize the profile u(x, t) about a periodic stationary state of period L, u
where v is an arbitrary function v(x, t) ∈ C n , and L * is a linear operator which depends on the steady state solution u * (x). To check for the stability of the steady state, we compute the spectrum of L * , which reduces to solving the eigenvalue problem
We define a Bloch wave operator
where ν ∈ C. Eq. (6) becomes for some v(x) = v(x + L) ∈ C n and some ν ∈ i[0, 2π L ). We focus our attention on the eigenvalue λ o defined such that ℜλ o ≥ ℜλ j ∀j, which determines the stability of the mode u * (x).
The Eckhaus instability is a long wavelength instability implying that ν = 0 is the important spatial eigenvalue [2] . Expanding λ o (ν) about ν = 0, we obtain
We define the group velocity c g := − dλo dν | ν=0 ∈ R and the phase-diffusion coefficient D := 
B. Computing the Phase Diffusion Coefficient
To find the eigenvalues as functions of ν and the diffusion coefficient D(q), we use Auto [36, 37] which is a software for continuation and bifurcation of a system of autonomous ordinary differential equations (ODE). To use Auto, we rewrite the steady state equation associated with Eq. (2) as a system of first order ODEs and, to get the correct number of parameters to solve the SKS equation, we add the term cu x , where the parameter c is the speed of the wave. This extra parameter is also used to check the results of the computations since it must always come out to be zero in our case. We write U ≡ (u, u x , u xx , u xxx ) which allows us to normalize the spatial period L to unity. We thus consider the boundaryvalue problem on the interval (0,1) [36] . As a first step, we must find the stationary solutions of the deterministic SKS equation within Auto as we use these solutions as input to the stability calculations. The stationary solutions U obey the vector form of Eq. (5)
with the boundary and normalization conditions [36] U
where U old (x) is the vector U from the previous step in the iterative computational procedure, U ′ = U x and
Linearizing Eq. (10) 
We supplement Eq. (12) with the boundary and integral conditions 
We impose boundary and integral conditions
and obtain λ | and λ || by solving Eqs. (10) to (15) From Figs. (6, 7, 8) , we see that the maximum of λ || rises dramatically as α is decreased from 0.24 to 0.17. The wave number q max maximizing λ || (q) = 2D(α, q) is shown as a function of α in Fig. (9) . The error bars in Fig. (9) are an overestimate as they represent the maximum possible uncertainty in an extrapolation from nearby points from Auto. We interpret these values of q max (α) as the selected wave numbers as discussed in Section IV.
IV. CONCLUSIONS
The stability of the stationary periodic states of the deterministic SKS equation is studied (i) by simulation of the SKS equation with additive uncorrelated Gaussian distributed noise and (ii) by computing the decay rates of perturbations about these periodic states. Direct simulations of the noisy SKS equation show that the Eckhaus boundary separating unstable and stable spatially periodic states of the deterministic SKS equation collapses in the presence of additive Gaussian distributed stochastic noise and the Eckhaus stable band shrinks to a much narrower band. For α α c = 1/4, the simulations show that the Eckhaus band shrinks to a point as one of the allowed values of q is more stable than the others. However, as α c − α increases, the periodic states in the Eckhaus stable band become more stable against noise and the simulations could verify only that the width of the stable band shrinks. These results agree with the picture obtained from the deterministic equation by computing the phase diffusion coefficient D(q) of these spatially periodic states using Auto [36, 37] .
We find that the value of the phase diffusion coefficient D(q) is negative for periodic states outside the Eckhaus band, positive for those inside and zero for the states at the boundary. This indicates that states inside the Eckhaus band are stable against long wavelength perturbation. The phase diffusion coefficient seems to also determine the stability of the state against random fluctuations. The states with a higher value of the phase diffusion coefficient are more stable against noise. The maximum of the phase diffusion coefficient curve increases as α decreases.
For α = 0.24, simulations of the noisy SKS equations show that the most stable state in the presence of noise is N c = 57 corresponding to q = 0.6995 with parameters N = 1024, ∆x = 0.50. This state has the largest value of D(q) of the states with 53 ≤ N c ≤ 61 comprising the Eck-haus band for the N = 1024, ∆x = 0.50, system used in our simulations. As α is decreased, the states inside the stable band become more stable against noise and, due to limitations in computational time and allowed noise strengths, we are able to narrow down this region to a single state for α = 0.24 only. However, the picture is consistent with that given by the phase diffusion coefficient despite the large ∆q = 2π/(N ∆x) = 0.01227 · · · between allowed values of q because of the periodic boundary conditions. The stable region in the presence of noise for each α corresponds to a region located about the maximum of the phase diffusion coefficient curve for that particular value of α. Also, from Figs. (6, 7, 8) , we see that the maximum value of the phase diffusion coefficient increases from about D ≈ 2.75 at α = 0.24 to D ≈ 9.5 at α = 0.17, which is consistent with the observation from direct numerical simulations that the stability against noise of states inside the Eckhaus band increases as α decreases.
We note from our results from the phase diffusion coefficient of Fig. (9) that, as α ranges over the full range of stationary periodic states from α = 0.25 to α = 0.17, the periodicities vary over a very small range 0.707 ≥ q s ≥ 0.685 corresponding to 58 > N c > 56 when N = 1024 and ∆x = 0.50. To obtain a larger range of N c , larger system sizes are necessary. Perhaps N = 2 12 = 4096 is suitable but sizes like this will require extremely long runs and a large increase in the noise strength ǫ. In turn, this will make identification of the periodicity of a state problematic. Taken together these extra difficulties seem to preclude numerical testing of our hypothesis with our presently available computational resources.
