Abstract: Diffuse optical tomography (DOT) has much lower sensitivity in deep tissues than in superficial tissues, which leads to poor depth resolution. In this paper, a layer-based sigmoid adjustment (LSA) method is proposed for reducing sensitivity contrast in the depth dimension. Using this method, differences in image quality between layers can be effectively reduced. As a result, positioning errors of less than 3 mm can be obtained in the depth dimension for all depths from -1 cm to -3 cm.
Introduction
In 1977 Jobsis [1] showed that near-infrared light (wavelengths of 650nm to 950nm) could penetrate several centimeters into biological tissues, which made it possible to "see" activations non-invasively as they happened in deep tissues. Among the methods developed to reconstruct images of activations in biological tissues [2] [3] [4] [5] , diffuse optical tomography (DOT) has become important [6] [7] [8] [9] . In DOT, near-infrared light is introduced into tissues through optical fibers. Near-infrared photons are then scattered many times within the biological tissues. These can be considered as random walks or as diffuse propagations. During propagation, some photons are absorbed by absorbers such as hemoglobins (including oxy-hemoglobin and deoxy-hemoglobin) and water. Afterwards, the photons that emerge are collected by detectors placed several centimeters away from the sources.
It has been well established that a detected signal from a source-detector pair can be influenced by changes in hemoglobin concentrations over a large area [10] [11] [12] , which can be defined as the field of view (FOV) of this source-detector pair. In addition, detected signals are much more sensitive to activations arising near the sources and detectors than from those at other positions within the FOV. Reflectance diffuse optical tomography (rDOT) has been used for adult human brains, and its sensitivity has been shown to drop off exponentially in the depth dimension in tissues deeper than several millimeters [13] . Since reconstructed activations tend to be located in regions having higher sensitivity, rDOT has poor depth resolution, especially in deep tissues.
In practice, time-domain (TD) measurements can achieve better depth resolution than continuous wave (CW) ones [14] [15] [16] . However, time-domain measurements are limited by expensive instruments and low spatio-temporal resolution. This paper concentrates on improving the depth resolution of CW measurements. This would have the effect of making CW-DOT an appropriate tool for imaging adult brains by proving high spatial, temporal and depth resolution.
Using information previously obtained from anatomical magnetic resonance imaging (MRI) can achieve better depth localization of rDOT [13, 17] . In such methods, a 3-D model of the brain was obtained using high resolution MRI. Then voxels belonging to cortical tissues were separated and images were reconstructed based on these cortical-tissues-only voxels. Under the constraint obtained by using the cortical-tissues-only voxels, reconstructed activations can only be located on the superficial surfaces of cortical tissues, because within the cortical tissues, the sensitivity of rDOT dropped off exponentially. Spatial variant regularization (SVR) is a family of methods in which different regularization parameters are used for different voxels [18, 19] . SVR methods can achieve constant spatial resolution in the imaging region, and thus benefit the image quality of DOT.
In this paper for the first time to our knowledge, a layer-based sigmoid adjustment (LSA) method is proposed to balance the sensitivity contrast in the depth dimension by a direct adjustment in the forward matrix. The LSA method is based on the fact that sensitivity drops off significantly in the depth dimension in tissues deeper than several millimeters, but at the same time sensitivity contrasts within same layer usually remain unapparent. To evaluate the proposed LSA method, simulations were performed using a semi-infinite model.
Methods

Multicentered geometry
The multicentered geometry [20] is shown in Fig. 1 . The side of the equilateral hexagon is 4 cm. The multicentered geometry has 7 sources in the central part of the hexagon; and around these sources 24 detectors are placed. In Fig. 1 , source 2 is located on the line defined by source 1 and detector 1, and is 1.15 cm away from source 1. Detector 13 is located 0.58 cm below the top edge and is equidistant from detectors 1 and 2. Sources 3 to 7 and detectors 14 to 24 can be placed in the same way as source 2 and detector 13, respectively.
In this multicentered geometry, a signal from any source can be received by all of the detectors, so a total of 168 measurements can be achieved. The imaging region in thex y plane is 6.0×6.0 cm 2 , as indicated by the block in Fig. 1 . In this paper we chose depths from -1.0 cm to -3.0 cm, based on the fact that the distance from the surface of the scalp to the surface of the cortical tissues of an adult human would be no less than 1.0 cm. The voxel size in the reconstructed images is 1×1×1 mm 
Forward model
The propagation of near-infrared photons in biological tissues can be described by a diffusion equation [21] . In practice, the analytic solution of diffusion equations can be obtained under the semi-infinite assumption [21] [22] [23] . The scattering portion of the analytic solution is hard to determine using CW instruments. Fortunately, the scattering portion remains nearly constant during any single simulation, so we considered only changes in the absorption portion, which was defined as in Ref. [24] :
In which OD Δ is the change in optical density. 0 Φ is the simulated photon fluency in a semiinfinite model, and pert Φ is the simulated photon fluency with the absorbers included. The second part of Eq. (1) is known as the modified Beer-Lambert law, in which ( ) a r μ Δ is the change in absorption coefficient, and ( ) L r is the effective average path length of the photons.
In this paper, Gaussian noise was added to 0 Φ and pert Φ to achieve an approximate signal to noise ratio (SNR) of 1000.
The discrete form of the modified Beer-Lambert law can be written as y Ax = , in which y contains the measured changes in optical density from all the measurements; x is the unknown changes in absorption coefficient in all of the voxels; and matrix A contains the mapping from the absorption space to the measurement space. The elements in matrix A can also be viewed as representations of the sensitivity of the measurements to changes in the absorption coefficients. The sum of matrix A by rows indicates the overall sensitivity in each voxel, as shown in Fig. 2. 
Layer-based sigmoid adjustment method
As can be observed from the first column of Fig. 2 , the sensitivity dropped off sharply as depth increased, while within the same layer the contrast in sensitivity was not significant. To smooth the sensitivity in the depth dimension, a layer-based sigmoid adjustment (LSA) was performed using the following steps.
First, the sigmoid function was defined by the following equation:
[ ] 
here D is a diagonal matrix. Equal LSA coefficients were assigned to every voxel within the same layer. 
Image reconstruction
We reconstructed images using the following three Tikhonov regularization methods [25, 26] , the first one of which is the DOT method without the LSA adjustment; the second one is defined as the LSA method; and the third one is the SVR method taking 
we can see that the LSA method and the SVR method are formally similar. In this paper, we compared the image quality of the LSA method to the SVR method. In Eq. (4) max a s λ λ = ⋅ , parameter λ is generated by the L-curve method and matrix A [27, 28] , max s is the maximal singular value of matrix A . In this paper, we compared the image quality of Eqs. (5) and (6) 
Here λ is generated by the L-curve method and matrix A , max s is the maximal singular value of matrix A .
Evaluation of image quality
To calculate the contrast to noise ratio (CNR), the reconstructed image was divided into two parts, a region of interest (ROI) and a region of background (ROB). The ROI was the same region as that of the located objects, while the ROB was defined as the residual region in the reconstructed image. After the mean values and standard deviations of the reconstructed absorption coefficients over the ROI and ROB were calculated, the CNR value was calculated using the following equation [29] :
where ROI w is the division of the area of the ROI by the area of the whole image, and ROB w is defined as 1
. ROI μ and ROB μ are the mean values of the objects and background regions in the reconstructed images. ROI σ and ROB σ are the corresponding standard deviations.
The detected objects are defined as voxels with absorption coefficients above the halfmaxima in the reconstructed images. The centers of the detected objects were calculated by averaging the coordinates of the voxels within the objects. Then the positioning errors (PE) became the differences between the real positions of the objects and the centers of the detected objects. In this paper, only the PE in the z dimension is evaluated.
Simulations
The background absorption and reduced scattering coefficients used in the semi-infinite model are 0.1 cm -1 and 10 cm -1 , respectively. The perturbations in absorption coefficients, which can also be viewed as objects, are simulated by spheres with radii of 3 mm and absorption coefficients of 0.3 cm -1 . To select the best regularization parameters for the LSA method and the SVR method, objects were located from -1.0 cm to -3.0 cm in depth, and LSA parameters were varied from 1.0 to 400.0. The intervals of the depths and the LSA parameters were 1 mm and 10.0, respectively. For each depth and LSA parameter an image was reconstructed and the corresponding CNR value was calculated. The CNR maps are shown in Fig. 4 For an illustrational analysis of the improvement in image quality by the LSA method, the real images with objects located at depths of -1.0 cm, -1.3 cm, -1.6 cm, -1.9 cm, -2.1 cm, -2.4 cm, -2.7 cm and -3.0 cm are shown in the first column of Fig. 6 . The reconstructed images without and with the LSA adjustment are shown in the second and the third columns of Fig. 6 . The reconstructed images using the SVR method are shown in the last column of Fig. 6 . The CNR and PE values for the reconstructed images are listed in Table 1 . The LSA parameters used to generate matrices D for the LSA method and for the SVR method are 400.0 and 20.0, respectively. 
Results
Reduction in sensitivity contrast by the LSA method
The proposed LSA method is effective in reducing the sensitivity contrast in the depth dimension. Note from Figs. 2(c) and 2(d) that the maximal level of sensitivity at a depth of -3.0 cm is about 1/154 of the top layer before adjustment. In DOT, the measured signals are influenced by changes in absorption coefficients both in the superficial layers and in the deep layers. The much smaller sensitivities in the deep layers have trivial weights in the reconstruction of images; so reconstructed objects tend to be found in superficial layers, and large PE can be found in the depth dimension. However, the maximal sensitivity at a depth of -3.0 cm is about 1/4 of the maximal sensitivity in the whole imaging region with an LSA parameter of 400.0, as shown in Figs. 2(f) and 2(h). The low sensitivity contrast balances the importance of different layers in the reconstruction of images and helps to locate the activations at the right depth.
Selection of best regularization parameters
The LSA method can achieve the best image quality for max b s λ λ = ⋅ because the brighter area, which indicated larger CNR values, is larger in Fig. 4(a) than that in Figs. 4(b) and 4(c) . The same conclusion can be reached through comparing the three lines in Fig. 5(a) We also chose LSA parameters of 400.0 for the LSA method and of 20.0 for the SVR method to reconstruct the images in Fig. 6 since the most uniform image quality can be reached using these numbers for the two methods, as can be seen in the red lines in Fig. 5 . 
Improvement in image quality by the LSA method
The reconstructed images without any adjustment in the forward matrix are clearly biased in favor of the superficial layers. This can be observed from the second column of Fig. 6 . As a result, high CNR values and small PE values can be seen in Table 1 for depths from -1.0 cm to -1.3 cm. At the same time much smaller CNR values and much larger PE values can be found for depths from -1.9 cm to -3.0 cm. This indicates that DOT without any adjustment has poor performance in the depth dimension.
In contrast, the images reconstructed by the SVR method from -1.3 cm to -2.1 cm are clearly biased in favor of the deep layers, as can be seen in the last column of Fig. 6 . In particular, noise in the deep layers is emphasized so that the reconstructed images for -1.0 cm are too blurred to recognize the reconstructed objects.
Unlike the previous two methods, the LSA method can achieve a satisfactory image quality for both superficial objects and deep objects. As can be seen in Fig. 6 , the LSA method can achieve much better image quality than the DOT without any adjustment for deep objects, and can achieve much better image quality than the SVR method for superficial objects. In particular, PE values of less than 3.0 mm can be obtained for all depths from -1.0 cm to -3.0 cm by the LSA method, as can be seen in the fifth column of Table 1 . This indicates a significant improvement in depth resolution by the LSA method.
Since near-infrared photons can only penetrate a few centimeters into biological tissues, DOT cannot image tissues deeper than the maximal depth that near-infrared photons can reach. Nevertheless, the LSA method can reduce the deviations in image quality in the depth dimension within the visual field of DOT. This will benefit the detection of human brain activations.
Relationship between the LSA method and the SVR method
The poor image quality of the SVR method for superficial objects is mainly because the premultiplied D on the right-hand side of Eq. (9) overemphasizes deep layers. However, the LSA method can moderately balance the superficial layers and deep layers, so better image quality can be achieved by the LSA method. This indicates that the LSA method and the SVR method are different methods, even though they are formally similar.
The LSA method directly balances the sensitivity contrast in the depth dimension. The SVR method uses smaller regularization parameters for regions with lower sensitivity. The results in this paper indicate that the former is the better method for improving depth resolution of DOT.
Discussion
In this paper, the LSA parameters used are larger than 1.0, so the LSA method will multiply each element in the forward matrix A by a number larger than 1.0. The enlarged elements in the adjusted forward matrix A will underestimate changes in absorption coefficients.
The underestimation of changes in absorption coefficients is a common problem in DOT. In this paper, the underestimation in absorption coefficients has little influence on the recognition of reconstructed objects. However, this problem is still an important one and should be left to be resolved by future advances.
Conclusions
Large contrasts in sensitivity between deep and superficial tissues are believed to be the main reason for the poor depth resolution of DOT. In this paper, we demonstrated for the first time to our knowledge that the depth resolution of DOT could be significantly improved by direct adjustments in the sensitivity matrix. Rather than providing a more nearly accurate forward model for solving the inverse problem, the proposed layer-based sigmoid adjustment (LSA) method balances the sensitivity in the depth dimension. Simulations performed in a semiinfinite model indicated that the LSA method could effectively reduce the sensitivity contrast between the deep and superficial tissues, and positioning errors of less than 3 mm could be achieved for depths from -1 cm to -3 cm. Further analysis of the simulation results showed that the proposed LSA method had a better image quality than that obtained by the SVR method.
