In this paper, the potential of Isogeometric Analysis for strain field measurement by Digital Image Correlation is investigated. Digital Image Correlation (DIC) is a full field kinematics measurement technique based on gray level conservation principle and the formulation we adopt allows for using arbitrary displacement bases. The high continuity properties of Non-Uniform Rational B-Spline (NURBS) functions are exploited herein as an additional regularization of the initial ill-posed problem. k-refinement is analyzed on an artificial test case where the proposed methodology is shown to outperform usual finite element based DIC. Finally a fatigue tensile test on a thin aluminum sheet is analyzed. Strain localization occurs after a certain number of cycles and combination of NURBS into a DIC algorithm clearly shows a great potential to improve the robustness of non-linear constitutive law identification.
Digital Image Correlation algorithm
(1)
The principle of DIC is to determine u as accurately as possible. The problem is illed-posed by nature as a 54 vector field is searched for from a scalar equation. Further, the displacement may be measurable along the 55 direction of the gradient of g only. Thus, the first step is to try and solve it in an "average" sense, i.e., by 56 minimizing a global error
where Ω is the domain of interest and Φ(x) defines the local correlation error:
The usual approach consists in maximizing a correlation coefficient (Sutton et al. [1, 17, 18] ) by searching for 66 We use in the following the global approach proposed in Besnard et al. [16] . After a description basis is 67 adopted for the displacement field 68 u(x) = n∈N a n ψ ψ ψ n (x) = [Ψ(x)]{U},
Resolution
an iterative Newton procedure is initiated in order to minimize η 2 (Eq. (2)). A sequence of linear system is 69 solved until convergence of the solution increment dU is obtained:
with 71 M (i) nm = Ω (ψ ψ ψ n · ∇g(x + [Ψ]{U} (i) ))(ψ ψ ψ m · ∇g(x + [Ψ]{U} (i) ))dx,
and 72 b (i) n = Ω (ψ ψ ψ n · ∇g(x − [Ψ]{U} (i) ))(f (x) − g(x + [Ψ]{U} (i) ))dx,
∇ denoting spatial derivation and i the current iteration number. 73 3 2.3. Numerical aspects 74 To reduce numerical costs, the tangent operator [M] (i) is not computed at each iteration. In practice, the 75 tangent operator is set to the final one, i.e., replacing ∇g(x + [Ψ]{U} (i) ) by ∇f (x) which can be computed 76 once for all. For large deformations or when the choice of a simple initial solution is not the best choice, one 77 can adopt a balanced tangent operator by weighting the contribution of the current search direction (using 78 ∇g(x + [Ψ]{U} (i) )) and the final one (using ∇f (x)).
79
The derivation operations are performed numerically by finite differences on the pixel grid of the image.
80
The integrals in M is performed using a spline-cubic interpolation of the gray level from the neighbor pixels, see Bornert et al.
84
[20] for an overview. strategy must be adopted in order to introduce progressively the shortest wave lengths of the solution and 89 to avoid local minima. This has been decribed and studied in details in Réthoré et al. [21] .
90
The idea is to start with a coarsened description not only of the displacement field but also of the images 91 f and g and then to introduce step by step the whole frequency content of the images and displacement 92 basis. For these purposes, we define a "grain" as a generic denomination of a pixel whatever the scale. At 93 scale n + 1, a grain contains 2 × 2 grains of scale n, at scale 1 a grain is a pixel. Then the value of f or g in 94 gray level for scale n + 1 at each grain is set to the mean value of the gray level of its "sub"-grains at scale 95 n. This procedure is illustrated by Figure ? ? and can be seen as a restriction operation R that reads:
where x Gr denotes the position of grain Gr of scale n + 1 in the reference image f n+1 at this scale and x gr 97 the position of grain gr of scale n in the reference image f n . The short wave lengths of the image texture 98 are thus filtered progressively. For the deformed image g, its correction g(x + [Ψ]{U} (i) ) is first performed 99 and then the coarse-graining step is performed.
100
The displacement discretization is finite element based and regular meshes are used. It is thus easy 101 to coarsen the description of the unknown field. At scale n, elements are h × h grains and thus at scale 102 n + 1 they are still h × h grains since grains have been coarsened. The prolongation of the displacement is 103 4 performed using the bilinear interpolation of the finite element shape functions (see also Figure ? ?)
where P is the prolongation operator, U n,p is the displacement at node p of level n, (x p ) its position, N n+1 j basis being interpolatory at the endpoints of the interval. A knot vector is referred to as periodic if its first 133 and last knots have unit multiplicity.
134
B-spline basis functions for a given order p, are defined recursively in the parametric space by way of 135 the knot vector Ξ. Beginning with piecewise constants (p = 0) we have
For p = 1, 2, 3, . . ., the basis is defined by the Cox-de Boor recursion formula:
Let d denote the number of spatial dimensions. A B-spline curve in R d is defined as follows:
where B i ∈ R d denotes control point i. 
A similar description can be constructed for higher dimensional spaces, for example to form a B-spline 153 volume in 3D.
154
A rational B-spline object in R d is obtained from the projection of a nonrational (polynomial) B-spline 155 object in R d+1 . To obtain a NURBS curve in R 2 , we start by defining a set of control points called 156 6 projective points B w i ∈ R 3 , associated with a B-spline curve in R 3 with knot vector Ξ. The control points 157 for the NURBS curve are given by
where (B i ) j is the j-th component of B i and ω i = (B w i ) 3 is the third component of B w i and is referred to as 159 the i-th weight. The NURBS basis function of order p are defined by the following equation:
The NURBS curve is then defined by
This can be generalized to define NURBS surfaces and volumes. It is interesting to note here that the basis functions obtained for C 0 linear NURBS are exactly the same 192 as the standard piecewise linear finite elements, therefore for that particular case, the method is exactly the affected by experimental uncertainty. Thus, the sensitivity to measurement noise also needs to be addressed.
203
To study the correlation error, we employ a common technique which consists in performing a DIC anal-204 ysis over the domain of interest of the initial image with a deformed image which is artificially translated by 205 u t pixels in the horizontal direction. As the prescribed displacement is constant, no interpolation error arises 206 at this step. For the interpolation error, we choose a displacement field u s that is not in the interpolation 207 space of the basis functions, and compare it with its L 2 projection onto the basis functions. As no DIC 208 problem is solved, no correlation error arises at this step. Finally, we solve a complete DIC problem based 209 on the same predefined solution u s . We impose the reference displacement field u s on a given picture to 210 create a simulated deformed picture. This is similar to the use of problems with a known analytical solution 211 in numerical methods for convergence analysis and is a common strategy employed in the DIC literature to 212 study algorithm efficiency and "convergence".
213
As proposed in Bornert et al.
[20], we only impose a displacement field with a horizontal component. 214 We choose the following displacement form: 
224
The idea is to consider that both the reference and deformed image are corrupted by a random noise.
225
This noise is supposed to be of zero mean and spatially uncorrelated. For simplicity, we consider that the 226 deformed image is noiseless and that the deviation from optical flow conservation given in Eq. (1) 
231
The curves are plotted with the contribution of boundary degrees of freedom for C p−1 in Figure ? ? and C 0 232 NURBS in Figure ? ?, and without the contribution of the boundary dofs in Figure ? ? and Figure ? ?. We 233 can see that the noise sensitivity decreases as the element size increases for all values of the degree for C 0 234 NURBS and for degrees up to p = 3 for C p−1 NURBS with boundary dofs. We can also see in both cases 235 that the sensitivity increases with the degree of the NURBS functions, no matter the continuity. Further, 236 for C p−1 NURBS with boundary dofs, the slope of the sensitivity vs element size is changing as the degree 237 is increased and as the element size is increasing, in particular, the sensitivity is constant then increases for 238 the quartic case. Without boundary dofs, the results are almost identical for C 0 NURBS that with boundary 239 dofs. On the contrary, with C p−1 NURBS, we can see that the sensitivity decreases with the element size for 240 all degrees and with lower error levels than with C 0 NURBS. This indicates that higher continuity provides 241 less sensitivity to noise for interior dofs. 242 We also plot in Figure ? ? sensitivity maps as the norm of the rows of [C], these maps are plotted with 243 a value for each degree of freedom and are not interpolated using basis functions as for displacement fields.
244
On Figure ? ?, we plot these maps for C p−1 NURBS. These sensitivity maps are not homogeneous due to the 245 heterogeneous nature of the gradient of the reference image. We can clearly see that the boundary degrees 246 of freedom have a sensitivity that is much higher than on the inside of the domain. The support of these 247 9 degrees of freedom is much smaller, one half and one fourth on the corners, than the one of the inside degrees 248 of freedom. We can see that the difference between the sensitivity on the boundary and on the inside is 249 increasing with the degree of the functions. We also plot on Figure ? ? the same maps only with the degrees 250 of freedom that have a zero contribution on the boundary of the domain. We can see that the maps look 251 similar and that the scale is more or less multiplied by a factor of five each time the degree is increased.
252
Finally we plot on Figures ?? and ? ? the same maps for C 0 NURBS for p = 1, 2, 3 for all the degrees of 253 freedom and for the interior degrees of freedom. by the same displacement field as for the step 2; this analysis produces what is called the total error.
260
For the first step, i.e., the analysis of the correlation error, the value of u t = 0.5 pixel is chosen because 261 it produces the maximum correlation error. The displacement prescribed at steps 2 and 3 is the one given 262 in Eq. (17). For step 2, the L 2 projection is performed in the following way:
For each step, the error is obtained by taking the standard deviation of the gap between the computed samples have been controlled with a thickness indicator Mitutoyo IP65.
331
The images are 1200 × 1600 pixels with 8-bit digitization. The reference image is shown in Figure ??(b) .
332
This Figure also presents the boundary of the domain of interest and the mesh for 16-pixels elements. 
Results

338
First, the analysis is carried out using 16-pixel elements with C 0 piecewise linear functions. Figure ? ? 339 shows the displacement results at 8500 cycles: the map ?? gives the horizontal displacement in pixel, the 340 map ?? the vertical displacement and the deformed mesh is shown on Figure ? ?. Figure ?? shows the local Figure ? ?, it appears that the deformation is localized within a band which 345 orientation with respect to the loading direction is about 65 o . For a deeper analysis, the three components 12 of the Green-Lagrange strain tensor (E xx ,E yy and E xy ) are presented in Figure ? ? after 8500 cycles. It is 347 confirmed that the strain is localized within a band whose width is about 200 pixels with an average level of 348 E xx of about 15%. It is also observed that conjugate bands (with a −65 o angle with respect to the loading 349 direction) have developed but with lower strain levels (about 5%). Figure ?? reveals that E yy is localized 350 along the same patterns as E xx with a strain intensity of about 2 to 3%. Figure ? ? concerns E xy which is 351 almost homogeneous and about noise measurement.
352 Figure ? ? shows E xx after 8500 cycles for different discretization bases for the displacement. For a C 0 353 linear basis, Figures ?? to ?? show the results for 16, 32 and 64-pixel elements. It is observed that the noise 354 is reduced when the element size increases; but a coarser description of the localization patterns is obtained.
355
For comparison, the same analysis is performed using a C 2 cubic NURBS functions in Figures ?? to ?? . The C 2 cubic functions give 1.62%, 1.46% and 1.51%. In this case it appears that 32-pixel elements with C 2 360 cubic NURBS is a good compromise between noise sensitivity reduction and discretization error. Figure ? ? 21 Figure 8 : Artificial test. Imposed and computed horizontal displacement profiles for C p−1 -continuous k−refined NURBS with 8, 16, 32 and 64 pixels per element for p = 1 (left), p = 3 (center) and p = 4 (right). Figure 9 : Artificial test. Imposed and computed εxx strain component profiles for C p−1 -continuous k−refined NURBS with 8, 16, 32 and 64 pixels per element for p = 1 (left), p = 3 (center) and p = 4 (right). and 64 pixels per element for p = 1 (left), p = 3 (center) and p = 4 (right). Figure 11 : Artificial test. Imposed and computed εxx strain component profiles for C 0 -continuous NURBS with 8, 16, 32 and 64 pixels per element for p = 1 (left), p = 3 (center) and p = 4 (right). 
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