Abstract. We study Besov spaces B q (L p ( )), 0 < p; q; < 1 on domains in R d . We show that there is an extension operator E which is a bounded mapping from B q (L p ( )) onto B q (L p (R d )). This is then used to derive various properties of the Besov spaces such as interpolation theorems for a pair of B q (L p ( )), atomic decompositions for the elements of B q (L p ( )), and a description of the Besov spaces by means of spline approximation.
1. Introduction. Besov spaces B q (L p ( )) are being applied to a variety of problems in analysis and applied mathematics. Applications frequently require knowledge of the interpolation and approximation properties of these spaces. These properties are well understood when p 1 or when the underlying domain is R d . The purpose of the present paper is to show that these properties can be extended to general nonsmooth domains of R d and for all 0 < p 1. Besov spaces with p < 1 are becoming increasingly more important in the study of nonlinear problems.
To a large extent the present paper is a sequel to 2] and 4] which established various properties of the spaces B q (L p ( )), a cube. Among these are atomic decompositions for the functions in B q (L p ( )), a characterization of B q (L p ( )) through spline approximation, and a description of interpolation spaces for a pair of Besov spaces. We establish similar results for more general domains.
Our approach is to rst de ne an extension operator, E, which extends functions in B q (L p ( )) to all of R d . Similar extension operators for p 1 have been introduced by Calder on and Stein (see 7, Chapter 6]). Our main departure from these earlier approaches is that by necessity our extension operators are nonlinear. Moreover, whereas in the case p 1, it is possible to take E so that ! r (Ef; t) p C! r (f; t) p with ! r the r ? th order modulus of smoothness (at least when is minimally smooth 5]), in the case 0 < p < 1, we only obtain a weak comparison between ! r (Ef; t) p and ! r (f; t) p .
We shall establish our results for two important classes of nonsmooth domains: the Lipschitz graph domains, and the ( ; ) domains introduced by Jones 6] . We begin in x4
with the case of Lipschitz graph domains since the geometric arguments in this case are the most obvious. We later generalize these arguments to ( ; ) domains in x5. Although the results of x5 contain those of x4, we feel that this two tier presentation makes the essential arguments much clearer. E r (f; Q) p C w r (f;`(Q); Q) p :
We shall use the generic notation P Q := P Q (f) to denote a polynomial in P r which satis es (2.8) kf ? P Q k p (Q) E r (f; Q) p where 1 is a constant which we x. The polynomial P Q is then called a near best approximation to f with constant . When = 1, P Q is a best approximation. It follows from (2.7) and (2.8) that (2.9) kf ? P Q k p (Q) C w r (f;`(Q); Q) p :
We shall use the following observation (see 2, Lemma 3.2]) about near best approximation in the sequel. Let > 0. If P Q 2 P r is a near best approximation to f with constant on Q in the L norm, then it is also a near best approximation to f for all p : (2.10) kf ? P Q k p (Q) C E r (f; Q) p where the constant C depends only on , r and d.
The estimate (2.10) leads to a characterization of Besov spaces in terms of spline approximation. For n 2 Z, let D n be the collection of dyadic cubes Q of sidelength 2 ?n and let D := n2Z D n be the collection of all dyadic cubes. For n 2 Z, let n := n;r be the space of piecewise polynomials S on D n which have degree less than r. The and so together with (4.6) (applied with j = 2) and the modi ed triangle inequality we obtain the desired result (4.5). 
follows that`(Q) 2`(R).
Our next step is to construct a`chain' of cubes fR j g m 0 from F which connect R 0 to Q = R m with each R j touching R j+1 . We accomplish this as follows. Let x 1 = (u 1 ; v 1 ) be the center of R 0 and x 3 := (u 3 ; v 3 ) be a point from Q\R. We consider the path consisting of a`horizontal' followed by a`vertical' linear segment which connects rst x 1 to the point x 2 = (u 3 ; v 1 ) and then x 2 to x 3 . The point x 2 is in 9 8 R 0 = R 0 and is therefore in a cubẽ R 2 F which touches R 0 . IfR 6 = R 0 , we de ne R 1 :=R, otherwise R 1 is not yet de ned.
The remaining cubes R j are obtained from the vertical segment which connects x 2 to x 3 , namely the cubes we encounter (in order) as v changes from v 1 to v 3 . Since all these cubes are in F, they have disjoint interiors. From property (4.1)(iii), we obtain P m j=0`( R j ) is comparable to`(R 0 ); moreover,
In particular, we have Q c R j and R j c R, where c has been increased as necessary but remains independent of f.
Since Q cR j , the inequalities (3.3) for polynomials, give that for any polynomial P, kPk 1 (Q) CkPk p (R j ), j = 0; :::; m for a constant C depending only on p; d; and the degree of P but not on j. We now write P Q ? P R 0 = (P R m ? P R m?1 ) + + (P R 1 ? P R 0 ) and nd from Lemma 4.1 that
Hence, jQj ?1=p kP Q ? P R 0 k p (Q) also does not exceed the right side of (4.9). If we write f ? P R 0 = (f ? P Q ) + (P Q ? P R 0 ), we obtain (4.10)
Since an`1 norm does not exceed an`p norm, we have
We denote the`chain' from Q to R 0 by T Q := (R j ) m j=0 . Summing (4.11) over all Q belonging to F such that Q \ R 6 = ;, we then obtain (4.12)
Next we interchange the order of summation in (4.12) and note that while an S that appears in the sum of (4.12) may occur in more than one T Q , each such Q is contained in c S and therefore P fQ:S2T Q g jQj CjSj. Since Ef = f on such Q, we obtain (4.13)
We can prove a similar estimate to (4.13) for cubesQ 2 F c for whichQ \ R 6 = ;:
Indeed, for a cubeQ which appears in the left sum of (4.14), we have from the de nition of E in (4.4): where we have used the fact that the Q are positive and sum to one and we have used (3.3) (for q = p) to replace kP Q s ? P R 0 k p p (Q) by kP Q s ? P R 0 k p p (Q s ) (recall that Q;Q, and Q s all have comparable size and the distance between any two of these cubes does not exceed C diam(Q)). Now, by (4.2)(v), Q \Q 6 = ; only if Q andQ touch. Therefore by (4.2)(iv) there are at most N terms in the sum (4.15) and N depends only on d and . Also a given Q s appears for at most C cubesQ (see the remark following (4.3)). Furthermore Q s is contained in c R and therefore the estimate (4.9) holds (with the Q there replaced by Q s ). Finally, if we use (3.2) to replace the L 1 (Q s ) norm by an L p (Q s ) norm on the left side of (4.9) and then use this in the terms of the right sum of (4.15), we arrive at (4.14) in the same way that we have derived (4.13).
To complete the proof, it is enough to add the estimates (4.13) and (4.14).
We are now in a position to give an estimate for ! r (Ef; t) p for each of the extension operators E. where N 0 is the constant of (4.2)(vi), and C is a constant which depends only on d and c which counts the number of times a cube S 2 F can appear in distinct cubes cR, R 2 . Therefore, from (2.7), we obtain for each j 2 Z, .2)(vi). We can use (4.2)(iv) to majorize derivatives of the Q . Hence, from the de nition of E and Leibniz' formula, we have for j j = r: (4.25) kD Efk 1 (R ) = kD Ef ?
where the last inequality uses Markov's inequality and (3.3). We next choose a constant c > 0 so large that it exceeds the constant in (4.3) and also cR s contains each of the cubes Q s , for Q 2 R . We shall possibly increase the size of the constant c in the remainder of the proof but it will end up to be a xed constant depending at most on d, , and previous constants.
For each Q s , such that Q 2 R , there is a`chain' T Q connecting R s with Q s which can be obtained from the proof of Lemma 4.2. Namely, if the constant C > 0 is large enough then R := CR will contain R s and all of the Q s . We choose R 0 2 F as in Lemma 4.2 for the cube R. The chain T Q then consists of the cubes in F which connect Q s to R 0 and then R 0 to R s . Each cube in the chain T Q will have sidelength larger than c ?1`( R) where c may have to be increased appropriately. Of course each cube in the chain also has sidelength C`(R 0 ) C`(R). Because of the size condition on the cubes in T Q , the fact that they have disjoint interiors, and dist(Q s ; R s ) C`(R s ), the number of cubes in T Q is no larger than a xed constant depending only on d and . Therefore, we can estimate P Q s ? P R s as in (4 .9) where we have used the fact that the number of cubes in R is bounded independent of R.
We now proceed in a similar fashion to the way we derived (4.24). Since (as we have derived earlier) c`(R) `(S) C`(R), every cube S appearing in the sum of (4.28) satis es ct `(S) c 1 t provided c 1 is su ciently large. We majorize E(S ) by (2.5) and (2.7). This gives (compare with the derivation of (4.21) through (4.24)): The proof of the theorem is completed by adding the estimates (4.18), (4.24), and (4.30) and making the observation that w r (f; s; ) a d=p w r (f; as; ) p for any a 1 to put the resulting sum in the form (4.16).
5. Extension theorems for ( ; ) domains. The techniques of x4 also apply to more general domains. We shall indicate in this section the adjustments required in x4 to execute the extension theorem for ( ; ) domains as introduced by P. Jones 6] We shall also assume that the diameter of is larger than which, of course, will be true, if we take small enough.
Let F be a Whitney decomposition of and F c be a Whitney decomposition of c n@ ; that is (4.1)(i) and (ii) hold for the cubes Q 2 F F c . We shall often make use of the following two properties which hold for a constant C depending only on d: The rst of these properties follow from the fact that the neighbors of Q all have size comparable to that of Q (property (4.1)(ii)), while the second is a consequence of (4.1)(i).
For a cube Q 2 F c , we let Q s be any cube from F of maximal diameter such that dist(Q s ; Q) 2 dist(Q; @ ). The cube Q s will be called the re ection of Q and plays the same role as the re ected cubes for the Lipschitz graph domains of x4. We note for further use that from (4.1)(i) and the de nition of re ected cubes, it follows that if Q 1 ; Q 2 2 F c , then
with C depending only on d.
Since there are not necessarily arbitrarly large cubes in , for large cubes Q 2 F c , the re ected cube Q s may have small diameter compared to that of Q. On the other hand, if F c denotes the collection of cubes Q 2 F c whose diameters are no larger than , then for each Q in F c its re ection will satisfy properties (4.3) for a xed constant C depending only on , and d. To see this, we take a point x 0 2 @ which is closest to Q from the boundary and let x 2 be a point close to x 0 (to be described in more detail shortly). Since Proof. Let z 2 Q and z 0 2 R 0 satisfy jz ? z 0 j and let ?(t), 0 t 1 be a path connecting z 0 to z guaranteed by the de nition of ( ; ) domains. We claim that any cube S 2 F which intersects ? has diameter C diam(Q). Indeed, if S touches Q or R 0 , this is clear. If S does not touch Q or R 0 and w 2 ? \ S, then, by (4.1)(ii), jw ? z 0 j `(R 0 )=4 and jw ? zj `(Q)=4 . Hence, by (5.1), dist(w; @ ) `(Q)=4 and therefore our claim follows from (5.2)(ii) and (4.1)(i).
We let S 0 ; S 1 ; S 2 ; : : : be the cubes from F met by the path ? as t increases; by the above remarks this sequence is nite. If two cubes are identical, S i = S j , we delete S i+1 ; : : : ; S j from this sequence. It is clear that R j touches R j?1 for each j = 1; 2; : : : ; m. We take points z j 2 ? \ R j , j = 0; : : : ; m. Since the path ? has length Cjz 0 ? zj C diam(R 0 ), all points z j satisfy dist(z j ; @ ) C diam(R 0 ). Therefore, properties (4.1)(i) and (5.2)(ii) give that diam(R j ) C diam(R 0 ). Hence R j cR 0 for some constant depending only on C 1 and . We also claim that Q cR j . This is clear if R j touches Q or R 0 (see (4,1)(ii)). On the other hand, if R j does not touch Q or R 0 , then by (5.1) and (4.1)(ii), we have dist(z j ; @ ) min(jz ? z j j; jz j ? z 0 j) C`(Q):
Hence, by (5.1)(ii) and (4.1)(i), diam(R j ) C diam(Q) and our claim follows in this case as well.
We shall now de ne our extension operator for the ( ; ) domain . Let Q , Q 2 F c , be a partition of unity for c which satis es (4.2). Recall that F c is the collection of all cubes Q 2 F c for which diam(Q) . If > 0 and r is a positive integer, we de ne The proof of the smoothness preserving property of the extension operator E is now very similar to the proof in x4. We with the constants C and c 1 depending only on d, r, , , , and . Proof. The proof of (5.7) is very similar to that of (4.16) and we shall only highlight the di erences. We rst observe that (5. where the sum is taken over all cubes R of this type.
The second possibility is that dist(R; @ ) a . Whenever Q 2 F c is such that Q does not identically vanish on R, then 6 `(Q); C`(Q) and therefore from (4.2), kD Q k 1 C, j j r, with C a constant depending only on and r. Also kP Q sk p (Q s )
Ckfk p (Q s ) by the de nition of P Q s as a near best approximation. From this and by
Markov's inequality for polynomials, we obtain kD (P Q s )k 1 (Q s ) Ckfk p (Q s ), j j r. We add (5.8) and (5.10) to obtain that R ? j r h (Ef)j p dx does not exceed the sum of the right sides of (5.8) and (5.10). The proof is then completed by adding the estimates in the three cases.
6. Applications of the extension theorem. In this section, we establish the boundedness of the extension operator E on Besov spaces and apply this to obtain other characterizations of these spaces. Given 0 < < 1 and 0 < q 1 and a sequence fa k g k2N of real numbers, we de ne 
Therefore, (6.3) holds for q and 0 < < r, if jb k j does not exceed the sum of the right sides of (6.2).
Theorem 6.1. If is an ( ; ) domain, > 0, and r is a positive integer, then the extension operator E of (5.4) is a bounded mapping from B q (L p ( )) into B q (L p (R d )) for all p 1, 0 < q 1, and < r:
with the constant C depending only on d, r, , , , and .
Proof. Let < min(q; p). Since an`p norm is less than an` norm and since w r ! r , We can therefore apply (6.3) and obtain
The monotonicity of ! r shows that the left side of (6.6) is equivalent to jfj B q (L p (R d )) while the right side is equivalent kfk B q (L p ( )) . Since E is a bounded map from L p ( ) into L p (R d ), (6.6) establishes the theorem.
It follows from Theorem 6.1 that for each 0 < p 1, 0 < q 1, > 0 and any ( ; ) domain , we have
with constant C depending only on d; r; ; , and . We next show that functions in B q (L p ( )) have atomic or wavelet decompositions. Let N r be the tensor product B-spline in R For each 0 < < 1, 0 < q 1, the space X ;q := (X 0 ; X 1 ) ;q is the collection of all functions f 2 X 0 + X 1 for which (6.11) is nite (with again the usual adjustment on the right side of (6.11) when q = 1). This is an interpolation space since it follows easily from the de nition of the K-functional that each linear operator which is bounded on X 0 and X 1 is also bounded on X ;q . We are interested in interpolation for a pair of Besov spaces. Suppose that 0 < p 0 ; p 1 We take g = D f, j j = r, and add the identities (6.18) to obtain (6.17).
We shall next show that an analogue of inequality (5.7) holds for p 1 We now sum over all Q 2 F such that Q\R 6 = ; in (5.12), reverse the order of summation to obtain that (5.5) is valid for this range of p provided that we can show that for xed S = R j , we have (4.27) . and (4.28) is bounded by a constant C depending only on d, , and . This then completes the proof of the theorem subject to the veri cation of (6.22).
To prove (6.22), we count the number N k of cubes Q 2 F with Q cS and`(Q) = 2 ?k`( S). There are only a nite number of values of k 0 and for each of these N k C with C depending only on d (because the cubes Q are pairwise disjoint). Therefore, this portion of the sum appearing in (6.22) does not exceed the right side of (6.22).
To estimate N k for k 1, we recall that the cubes S have sidelength `(R 0 ) C`(R) C .
Therefore, by choosing su ciently small, we can assume that 2c diam (S) with c the constant in the summation index of (6.22) and of course the constant in the de nition of minimally smooth domains. Therefore, by property Remark 6.9. While preparing this paper, we were informed by O.V. Besov that Ju.A.
Brudnyi and P.A. Shvartzman have also considered extension theorems for for Besov spaces on domains (including the case 0 < p < 1). We have not been able yet to obtain a publication of those results to compare to ours.
