Many researchers have proposed the use of biomechanical models for high accuracy soft organ non-rigid image registration, but one main problem in using comprehensive models is the long computation time required to obtain the solution. In this paper, we propose to use the Total Lagrangian formulation of the Finite Element method together with Dynamic Relaxation for computing intra-operative organ deformations. We study the best ways of estimating the parameters involved and we propose a termination criteria that can be used in order to obtain fast results with prescribed accuracy. The simulation results prove the accuracy and computational efficiency of the method, even in cases involving large deformations, nonlinear materials and contacts.
Introduction
Many techniques used in neurosurgery have an extremely localized area of therapeutic effect. A surgeon must apply these techniques precisely in relation to current (i.e. intra-operative) patient's anatomy, directly over specific location of anatomic or functional abnormality. Image-guided intervention systems can help the surgeon in achieving this goal, improving the clinical outcome of surgery [1] . Nakaji and Speltzer list the ''accurate localization of the target" as the first principle in modern neurosurgical approaches [2] .
As only the pre-operative anatomy of the patient is known precisely from medical images (usually MRI), it is now recognized that the ability to predict soft organ deformation during the operation is the main problem in performing reliable surgery on soft organs.
We are particularly interested in problems arising in imageguided neurosurgery. In this context it is very important to be able to predict the effect of certain procedures on the position of pathologies and critical healthy areas in the brain. The most typical example is the prediction of a displacement field within the brain after opening the skull (so called ''brain shift" estimation). A neurosurgeon is interested only in the final, deformed position of the brain. The time-accurate path along which this final state has been reached is of no interest. Therefore, there is a need for an algorithm that would allow a very fast convergence to the deformed state at a cost of loss of accuracy along the path.
Most researchers in the surgical simulation community use mathematical models based on linear elasticity because of their computational efficiency [3] [4] [5] [6] [7] [8] [9] [10] . These models are not capable of providing realistic predictions of finite deformations of the tissue because only very small deformations are considered and the material is assumed to have a linear response [11] [12] [13] . An efficient finite element algorithm that accounts for both geometric and material nonlinearities is needed.
For close-to-real-time intra-operative applications very high computational efficiencies are required. Highly nonlinear 3D finite element models with about 50,000 degrees of freedom need to be solved in less than one minute [14] [15] [16] .
In the next Section we propose the use of Dynamic Relaxation for finding the deformed state for a finite element problem and examine how the parameters involved can be evaluated. We also present a new way of estimating the accuracy of the results. In Section 3 we present computational examples and Section 4 contains discussion and conclusions.
Methods

Finite element equations
The general equation of motion for a nonlinear system, obtained after the finite element discretisation of the momentum conservation equation, can be written as [17] :
where M is the mass matrix, q is the displacement vector, P is the vector of internal nodal forces and f is the vector of externally applied forces (volumetric forces, surface forces, nodal forces as 
In general the relation between nodal forces and displacements in strongly nonlinear because of a combination of different factors: large deformations, material law and contacts.
Dynamic Relaxation solution algorithm
The basic Dynamic Relaxation (DR) algorithm is presented in [18] . The main ideas are the inclusion of a mass proportional damping in Eq. (1) that will increase the convergence speed towards the deformed state and the solving of the obtained damped equation using the central difference method (explicit integration).
After the inclusion of a mass proportional damping, Eq. (1) becomes
where c is the damping coefficient. The following central difference expressions are used for the temporal derivatives
where h is a fixed time increment, n indicates the nth time increment and the superimposed dot represents time derivative. By applying these relations to the damped equation of motion (3), the equation that describes the iterations in terms of displacements becomes:
The iterative method defined by Eq. (6) is explicit as long as the mass matrix is diagonal. As the mass matrix does not influence the deformed state solution, given by Eq. (2), a lumped mass matrix can be used that maximizes the convergence of the method.
In [18] the convergence of the DR algorithm is studied for linear structural mechanics equations, when the nodal forces can be written as
with K being the stiffness matrix. We extend this study to the nonlinear case. We propose to use the linearization of the nodal forces obtained by expanding them in a Taylor series and keeping the first two terms:
where q k is a point close to q n and K k is the tangent stiffness matrix evaluated at point q k .
By replacing (9) in (6), we obtain the equation that advances to a new iteration for a nonlinear problem as:
It is worth noting that, even if Eq. (10) has the same form as in the linear case, the point q k is not fixed during the iteration process (as it must be close to q n in order for the Taylor series expansion to be accurate) and therefore, the tangent stiffness matrix (and matrix A) changes.
The error after the nth iteration is defined as:
where q * is the solution. Substituting (12) in (10) gives the error equation (valid only close to the solution):
and by assuming that
the following relation is obtained for computing the eigenvalues j of matrix j:
where A denotes any eigenvalue of matrix A. The fastest convergence is obtained for the smallest possible spectral radius q = jjj. The optimum convergence condition is obtained when:
where A 0 and A m are the minimum and maximum eigenvalues of matrix A and therefore, x 0 and x max are the lowest and highest circular frequencies of the un-damped equation of motion [18] . Because matrix A changes in the nonlinear case, the optimum DR parameters for the beginning of the deformation are usually different from the optimum parameters needed close to the steady state solution. Anyhow, none of these parameters are easy to calculate, as we will show in the following sections. Therefore, we propose to estimate the optimum DR parameters corresponding to the steady state solution in the initialization step and then use the estimated values for performing the iterations.
The algorithm we propose for computing the deformed state for a nonlinear problem using DR can be summarized as follows: a) Initialization:
Choose A m and compute the mass matrix so that spectral radius q is minimized. The same A m value and the same mass matrix are used for estimating the minimum eigenvalue A 0 (see Sections 2.4 and 2.5).
Compute the iteration parameters a and b using (7) with h and c given by (17) and (18) . b) For every iteration step: Compute the nodal forces corresponding to the current displacements, P(q n ) (by assembling the elements' nodal forces) (see Section 2.6).
Compute next displacement vector using (6) . Check convergence criteria and finish analysis if they are met (see Section 2.7). Check the maximum eigenvalue of each element and change the mass matrix if needed (see Section 2.4).
The initialization step can be done pre-operatively and therefore, we are interested in pre-computing as many parameters as possible in this step. Because the iterative solution is obtained intra-operatively, the computation process must be very efficient.
The computation of the optimum convergence parameters and the other parts of the algorithm are presented in the following sub-sections.
The effect of eigenvalue estimation on convergence
For the computation of the optimum convergence parameters the maximum and minimum eigenvalues of matrix A must be known. Unfortunately these eigenvalues are not easy to compute and can only be approximated. In this section we present a new study of the way eigenvalue estimation influences the convergence speed. We use the following procedure:
We consider the real range of eigenvalues for matrix A to be known. We make an estimation of the minimum and maximum eigenvalues. The parameters h and c are computed based on the estimated eigenvalues.
The modulus of the eigenvalues of j is computed using (15) and represented against the real range of eigenvalues for matrix A.
For the figures presented in this section we assumed a small range of eigenvalues (condition number) for matrix A in order to obtain more clear graphs. In reality the range of eigenvalues is orders of magnitude higher.
Fig. 1a shows that under-estimating the minimum eigenvalue
A 0 leads to an increase of the spectral radius q and therefore, a decrease in convergence speed. The over-estimation of A 0 leads to a decrease of the modulus of all eigenvalues jjj except for a very narrow range of small eigenvalues. It is important to note that jjj will never have absolute values higher than 1 because of the minimum eigenvalue estimation and therefore, this estimation can not lead to the divergence of (6) . Fig. 1b shows that over-estimating the maximum eigenvalue A m has the same effect as the under-estimating of A 0 . It also demonstrates that even a small under-estimation of A m can lead to some of the eigenvalues of matrix j having modulus higher than 1 and therefore, to the divergence of (6) .
To ensure convergence, it is critical that the maximum eigenvalue A m is over-estimated, even if this will lead to a decreased convergence speed. If, at the same time, the minimum eigenvalue A 0 is under-estimated, uniform convergence will be obtained for all eigenvalues, with a further decrease in convergence speed. If A 0 is over-estimated then it is possible to increase the convergence speed for all eigenvalues except a very narrow range of small eigenvalues (Fig. 2) .
Maximum eigenvalue A m . The mass matrix
Using the Rayleigh quotient, it has been demonstrated that the maximum eigenvalue of an assembled finite element mesh is bounded by the maximum eigenvalue of any of the elements in the mesh [17] :
Therefore, an estimation of the maximum eigenvalue can be obtained by estimating the maximum eigenvalue of each element in the mesh. Such estimations for different element types are presented in [19] .
In the case of a nonlinear problem the maximum eigenvalue changes during the simulation as the geometry of the elements changes and therefore, it must be estimated after every iteration step.
Because the mass matrix has no influence on the deformed state (see Eq. (2)), a fictitious mass matrix that improves the convergence rate can be used. The mass matrix can be chosen such that it reduces the condition number of matrix A, leading to a decrease in the spectral radius q (see Eq. (16)).
In order to reduce the condition number we propose to align the maximum eigenvalue of all elements in the mesh to the same value by changing the density of each element. By doing this we can still use (19) for estimating the maximum eigenvalue and the condition number is at least preserved and generally decreased, as shown in [18] .
The process we propose for selecting the maximum eigenvalue and the mass matrix is as follows:
At the beginning of the simulation we select a value for the maximum eigenvalue A m and modify the density of each element so that all elements have the same maximum eigenvalue:
where c 1 < 1 is a safety factor; During the simulation the maximum eigenvalue of all elements is monitored at each time step. If
then the density of the corresponding element is changed so that relation (20) holds. The factor c 2 is chosen so that c 1 < c 2 < 1.
This process guarantees that the selected maximum eigenvalue A m is an over-estimation of the actual maximum eigenvalue during the simulation, therefore, ensuring the convergence.
Estimation of the minimum eigenvalue A 0
Estimating the minimum eigenvalue is a difficult problem, especially in the case of nonlinear problems, where an adaptive procedure should be used in order to obtain the optimum convergence parameters. An overview of the procedures proposed by different authors in the context of DR (including an adaptive one) is presented in [18] .
The adaptive method proposed in [18] is based on Rayleigh's quotient and the use of a local diagonal stiffness matrix. The elements of this matrix are computed using finite differences which can be difficult to do for degrees of freedom which have very small displacement variation.
To eliminate these problems we propose to estimate the minimum eigenvalue in the pre-processing stage using an estimation of the actual loading that will be applied intra-operatively. Although the optimum convergence parameters may not be obtained, this reduces the computational effort for each iteration step. By performing more iterations in the same time interval the overall efficiency of the algorithm may be increased.
The minimum eigenvalue computation is done using the procedure presented in [20] by selecting an initial estimation and then calculating a series of approximations of the dominant eigenvalue:
When j DR converges to an almost constant value then the minimum eigenvalue is computed from (15):
This eigenvalue corresponds to the steady state solution obtained using the estimated loading.
Computation of nodal forces
One of the key ideas in the finite element algorithms development was to use the Total Lagrangian (TL) formulation of the finite element method in which all variables are referred to the original configuration of the system [21] . Second-Piola Kirchoff stress and Green strain are used. The decisive advantage of this formulation is that all derivatives with respect to spatial coordinates are calculated with respect to original configuration and therefore, can be pre-computed. The proposed stress and strain measures are appropriate for handling geometric nonlinearities (finite deformations) [17] .
The fact that many quantities involved in the computation of nodal forces can be pre-computed leads to a significant decrease in the computational effort. As DR is an explicit method most of the computation time is spent on computing the nodal forces. Therefore, it is important to perform these computations as fast as possible.
The basic TL formulation is presented in [21, 22] . We use singlepoint integration for all the elements in the mesh (improved linear tetrahedrons [23] and under-integrated linear hexahedrons) for computational efficiency. Therefore, the nodal forces for each element are computed as:
where according to the notations used in [17] , the left superscript represents the current time, the left subscript represents the time of the reference configuration, P int is the matrix of nodal forces, B 0 is the matrix of shape function derivatives, S is the second Piola Kirchoff stress matrix, X is the deformation gradient and V 0 is the initial volume. In (24), the matrix of shape function derivatives B 0 and the initial volume V 0 are constant and therefore, can be precomputed. The under-integrated linear hexahedron exhibits zero energy deformation modes (hourglass) because of the one point integration. The hourglass modes can be controlled by calculating hourglass forces that oppose the hourglass deformation modes. We have shown in [24] that the hourglass control forces for each element can be computed (in matrix form) as:
where k is a constant that depends on the element geometry and material properties, 0 Y is the matrix of hourglass shape vectors and q is the matrix of current displacements. In (25) all quantities except q are constant and can be pre-computed which makes the hourglass control mechanism very efficient. Because biological tissue behavior can be described in general using hyper-elastic or hyper-visco-elastic models [25] the usage of the TL formulation also leads to a simplification of material law implementation as these material models can be easily described using a relation between the second Piola Kirchoff stress and the deformation gradient [17] .
Termination criteria
One very important aspect of any FEM algorithm is the termination criterion used. If the criterion is too coarse, then the solution might be too inaccurate and if the criterion is too tight, then time is lost in unnecessary computations.
The usual criteria used by FEM software are based on residual forces, displacements or energy. None of these criteria gives any information about the absolute error in the solution and selecting any of these termination criteria is very difficult.
We propose a new termination criterion that gives information about the absolute error in the solution, particularly suited for our solution method. Because DR iterations lead to a strong reduction of the high frequencies, the displacement vector will oscillate around the solution vector with a frequency that converges towards the smallest oscillation frequency. That implies that the error vector e will converge toward the eigenvector corresponding to the lowest eigenvalue. Therefore, we can make the following approximation:
By substituting (26) in (13), and considering relations (14) and (15) we obtain:
Therefore, after each iteration step the error is reduced by a ratio equal with q. We can now obtain an approximation of the absolute error in the solution by applying the infinity norm to relation (27) :
This convergence criterion gives an approximation of the absolute error based on the displacement variation norm from the current iteration.
Simulation results
The purpose of this section is to assess the accuracy, speed and convergence properties of the proposed algorithms for complex biomechanical models. We are not interested here in validating the models used. Partial validation of the model we use for the brain shift simulation was performed in previous papers with very promising results [16, 26, 27] .
Due to its strong resemblance to an explicit procedure the proposed solution method was implemented in C by modifying the Total Lagrangian Explicit Dynamics algorithm we presented in [21] . All simulations were done on a standard 3 GHz IntelÒ Core TM Duo CPU system using Windows XP operating system.
Deformation of an ellipsoid
We use this example to demonstrate the accuracy of our method. For an ellipsoid having approximately the size of the brain, we fixed some of the nodes and displaced a few other nodes in order to simulate deformation similar to what happens in the case of a brain shift. The mesh was created using hexahedral elements and has 2200 elements and 2535 nodes. We used an almost incompressible, nonlinear (Neo-Hookean) material model and a large displacement value (2 cm). In our implementation the displacement was applied using a smooth loading curve over 500 iteration steps and a large number of steps (10,000) were executed afterwards in order to obtain the deformed state.
Parameter initialization
In the initialization stage we chose h = 0.001 (corresponding to A m = 4,000,000) and made an estimation of the lower eigenvalue A 0 = 1000. We then performed a simulation using an estimation of the displacements (which we chose to be half of the real displacements) applied over 1000 iteration steps. The variation of the dominant eigenvalue given by (22) is presented in Fig. 3a .
We can therefore, estimate the dominant eigenvalue j DR = 0.9982 which leads to the real value of the lower eigenvalue A 0 % 110.
In Fig. 3b we present the dominant eigenvalue estimation obtained if we make an initial estimation of the lower eigenvalue A 0 = 10 (under-estimation). We can see that in this case the dominant eigenvalue estimation does not converge to a constant value, as the displacement vector tends to oscillate around the deformed state (because of insufficient damping). In such a case we can increase the initial estimation of A 0 and repeat the simulation. This will lead to a faster damping of the high frequencies, as discussed in Section 2.3, and a convergence of (22) towards the dominant eigenvalue. Performing multiple simulations in order to find good estimations of the parameters is not a problem, as this step can be entirely done pre-operatively.
Deformed state computation
We performed the displacement computation first by using our algorithm and second by using a well known commercial finite element package -Abaqus [28] . For computational efficiency we use under-integrated hexahedral elements with the hourglass control implemented based on the relations presented in [24] . In Abaqus we used hybrid hexahedral elements, which are the ''gold standard" elements for almost incompressible materials. We used the static solver with the default configuration and assumed that the Abaqus simulation provides the accurate results.
The distribution of the error (absolute difference in nodal position between the two simulations) is presented in Fig. 4 . The maximum error magnitude of 0.6 mm is obtained at the edge of the displaced area and it is mainly an artifact of using under-integrated elements. Nevertheless the average error is 0.025 mm which demonstrates that our simulation results are more than acceptable. Our algorithm performed 1000 steps in 1.2 s, with the resulting accuracy better than 0.1 mm. The Abaqus static solver performed four iterations in 8 s.
The error estimation based on (29) is presented in Fig. 5 . As the iteration number increases the estimation is getting closer to the real error value. The estimated error is higher than the real one therefore, ensuring the desired accuracy.
Simulation of a brain shift
A more complex simulation is presented here to demonstrate the computational efficiency of the proposed algorithm. A human brain consisting of healthy brain tissue, a tumor and ventricles is enclosed inside the skull. The different parts of the brain are modeled using almost incompressible nonlinear materials (Neo-Hookean) with different properties (for the ventricle the Poisson's ratio was assumed to be low in order to account for any fluid leakage). The material model is consistent with our previous work on brain material properties [29] [30] [31] .
The brain is meshed using mainly hexahedral elements but also includes some improved tetrahedral elements [23] . The mesh has 12,182 elements and 13,209 nodes (Fig. 6) . The skull is meshed using 3960 triangular elements. We assume that the initial geometry is known from high quality pre-operative MRI images and we simulate the brain shift by applying displacements on the area of the brain visible during craniotomy, where the displacements can be measured intra-operatively (using a laser range scanner [32] or a stereo vision system [33] ). We extracted the required displacements from available intra-operative MRI images. A very similar model has been used in previous papers for brain shift estimation [16, 26, 27] .
We assume the skull to be rigid and the interaction between the brain and the skull as a frictionless finite sliding contact. Because our algorithm has the property of attenuating the high frequency vibrations in the solution, we can implement this contact as a computationally very efficient kinematic constraint for the brain nodes (any brain node that penetrates the skull surface is brought back on the surface). All external brain nodes except the displaced ones are included in the contact definition. A detailed description of the contact algorithm used is presented in [34] .
Parameter initialization
The initialization procedure was performed in the same manner as in the previous experiment. The variation of the dominant eigenvalue is presented in Fig. 7 . The highly nonlinear behavior of this problem (especially the inclusion of contacts) leads to a lot of oscillations in the graph, but it finally converges towards a constant value. We estimated a dominant eigenvalue of j DR = 0.9991 which leads to the real value of the lower eigenvalue A 0 % 56.
Deformed state computation
Similar to the ellipsoid deformation simulation the displacements were imposed using a smooth loading curve and the deformed state was obtained by executing a large number of steps (10,000). The error in nodal position is presented in Fig. 8 .
The accuracy of neurosurgery is not better than 1 mm [1] . Voxel size in high quality pre-operative MR images is usually of similar magnitude. Even after 1000 iterations (from which 500 were used for the displacements application) the accuracy of the results is sufficient for image registration, being one order of magnitude higher than the accuracy of any features extracted from the image. By performing 1000 iterations more the accuracy is increased by almost three orders of magnitude. The computation time needed for 1000 iterations (on a simple desktop computer) is less than 17 s.
In the previous papers where this model has been used the steady state solution was found with the commercial finite element solver LS-DYNA [35] . The displacements obtained were very similar, but each iteration step took more than two times longer in LS-DYNA compared with our algorithms. In the same time, LS-DYNA required more iteration steps to reach the steady state solution, a complete simulation taking about 5 min.
The last step of the algorithm (maximum eigenvalue control) can be done in parallel with the rest of the computations by using double buffering of the displacements and mass vectors. This also means that the checking of the maximum eigenvalue will fall one iteration behind the main algorithm, but this can easily be handled by decreasing the value of the safety factor c 2 (see Section 2.4). This was implemented by using multi-threading and therefore, taking advantage of the fact that the processor we used had two cores. The computation time for the brain deformation simulation was reduced to less than 9 s for 1000 iterations.
The error estimation is shown in Fig. 9 . We notice that in the first stages of the simulation the error estimation is not very accurate. This happens because of the strongly nonlinear character of the problem and the assumptions that we made during the derivation of relation (29) , mainly the fact that the structure oscillates in the lowest vibration mode. The error estimation becomes more accurate as the number of iterations increases and it converges toward the real error value. It is also higher than the real error and therefore, guarantees the imposed accuracy when used as a termination criterion. 
Discussion and conclusions
In this paper, we propose to use Dynamic Relaxation in the context of the Total Lagrangian formulation for finding the deformed state of a nonlinear finite element problem. The main characteristics of the proposed method are: fast convergence, computational efficiency and the possibility to control the accuracy of the results. These characteristics make it an ideal method for solving image registration problems using bio-mechanical models.
The efficiency of the method derives from the fact that many quantities involved in the computation of the nodal forces are constant and can be pre-computed. We propose that one of the main parameters of the DR algorithm, the lower eigenvalue A 0 , can be pre-computed during the pre-operative stage. We also propose a termination criterion based on the convergence properties of this method which can offer an indication about the absolute accuracy of the results.
We present simulation results that confirm the accuracy and computational efficiency of our solution method. The accuracy is proven by comparing for a given problem the results obtained using our method with the results obtained using the static solver of the commercial finite element code Abaqus and ''gold standard" elements that can handle almost incompressible materials. The efficiency of the method is shown by measuring the computation time for a relatively complex simulation of a brain shift where we use different material types and properties for the component parts of the brain (brain tissue, tumor, ventricles), different element types (hexahedrons, tetrahedrons) and contacts between brain and skull. Even for such a complex model (more than 36,000 degrees of freedom) the brain shift simulation can be run in tens of seconds on a normal PC. Because of the explicit character of the algorithm, the computation time increases linearly with the number of elements in the mesh.
Although this study is done in the context of the Finite Element Method, most results can also be applied in other cases when the deformed state of a large system of differential equations must be obtained (e.g. mesh-less methods). The computational efficiency of this method will allow researchers to use more comprehensive bio-mechanical models for image registration, leading to an increase in registration accuracy.
