This paper concerns splitting-based iterative procedures for the coupled nonlinear thermo-poroelasticity model problem. The thermo-poroelastic model problem we consider is formulated as a three-field system of PDE's, consisting of an energy balance equation, a mass balance equation and a momentum balance equation, where the primary variables are temperature, fluid pressure, and elastic displacement. Due to the presence of a nonlinear convective transport term in the energy balance equation, it is convenient to have access to both the pressure and temperature gradients. Hence, we introduce these as two additional variables and extend the original three-field model to a five-field model. For the numerical solution of this five-field formulation, we compare three approaches that differ by how we treat the coupling/decoupling between the flow and/from heat and/from mechanics; these approaches have in common a simultaneous application of the fixed-stress splitting scheme on both the non-linearity and the coupling structure of the problem. More precisely, the derived procedures transform a nonlinear and fully coupled problem into a set of simpler subproblems to be solved sequentially in an iterative fashion. We provide a convergence proof for the derived algorithms, and validate our results through several numerical examples.
Introduction

Problem statement
The field of poroelasticity is concerned with the interaction between viscous fluid flow and elastic solid deformation within a porous material, and was pioneered through the works of K. Terzhagi [40] and M. A. Biot [5, 6] . In the fully-saturated, quasi-static regime, the mathematical modeling of such processes constitutes a coupled two-field linear model where the primary variables are the fluid pressure and the elastic displacement of the solid. This is known as the quasi-static Biot's model.
In many important applications, such as geothermal energy extraction, nuclear waste disposal and carbon storage, temperature also plays a vital role and must therefore be included in the aforementioned model. Thus, we consider here a thermo-poroelastic system which can be seen as a generalization of the Biot system to the nonisothermal case, i.e., the coupled processes are heat, flow, and geomechanics. Since it appears to be the cornerstone of many complex models, we focus on the following nonlinear and coupled quasi-static thermo-poroelastic equations as it is exposed in [10] : find the temperature T , the pressure p, and the displacement u such that In the above model, Ω is a bounded (connected and open) domain in R d , d = 2 or 3, and t f > 0 is the final time. The function z is the heat source, g is the mass source, and f is the body force. The functionals ψ and ϕ denote the
Weak solution and well-posedness of the continuous problem
The common structure of mathematical models which are based on (systems of) scalar conservation laws of the form (1.1a) and where nonlinear gradient terms appear, suggests introducing the heat flux; r := −Θ∇T , or the Darcy flux; w := −K∇p, as an additional variable, thus, either the nonlinear coupling term c f (K∇p) · ∇T becomes [−c f (w · ∇T )] or −c f ((K ⊗ Θ −1 )r · ∇p) , e.g. [38, 37] . Precisely, it is well known that this term, dealing nonlinearly with the coupling convective term, can be quite difficult to approximate correctly in its actual form. This altogether leads to challenging numerical issues. Furthermore, the choice to introduce the heat flux or the Darcy flux as a new variable depends strongly on which process (the flow or the heat flow) dominates, and may result in a different treatment of the convective term. Here, to avoid some of these complexities, we adopt from [9] the mixed form for both the heat and flow subproblems (1.1a) and (1.1b), taking in mind that Mixed Finite Element (also Finite Volume) literature has developed techniques to handle convective terms [17, 14] . Throughout the paper, we assume that the following assumptions hold true (A5) The source terms are such that z, g ∈ L 2 (0, t f ; L 2 (Ω)) and f ∈ H 1 (0, t f ; L 2 (Ω)).
(A6) The initial data are such that p 0 , T 0 ∈ H 1 0 (Ω) and u 0 ∈ (L 2 (Ω)) d .
Before transcribing the mixed variational formulation of the problem, we introduce some notations:
where we denote by (·, ·) the standard L 2 (Ω) inner product, and by · the induced L 2 (Ω) norm. Due to (A1) and (A2), we can use the tensors K and Θ (and their inverses) to define L 2 (Ω)-equivalent norms which we denote by u K := (Ku, u) 1/2 (and u K −1 := (K −1 u, u) 1/2 ), and similarly for Θ. The variational formulation of (1.1) then reads as follows: Definition 1.1 (The continuous formulation [9] ). Assuming that (A1)-(A6) hold true. The fully coupled mixedprimal formulation of (1.1) reads as follows: find (T (t), r(t), p(t), w(t), u(t)) ∈ T × R × P × W × U, such that for a.e. t ∈ (0, t f ) there holds (∂ t ψ(p, T, u), S) + c f (w · Θ −1 r, S) + (∇ · r, S) = (z, S), ∀S ∈ T , (1.2a) (Θ −1 r, y) − (T, ∇ · y) = 0, ∀y ∈ R, (1.2b) (∂ t ϕ(p, T, u), q) + (∇ · w, q) = (g, q), ∀q ∈ P, (1.2c) (K −1 w, z) − (p, ∇ · z) = 0, ∀z ∈ W, (1.2d) (θ(u), ε(v)) − (βT + αp, ∇ · v) = (f , v), ∀v ∈ U, (1.2e)
together with the initial condition (1.1e).
The above variational problem was analyzed in [9] . There, it was shown that under the assumption that the heat flux (or Darcy flux) is such that r(t) ∈ (L ∞ (Ω)) d , for t ∈ (0, t f ), the problem (1.2) has a unique weak solution. Moreover, it was shown that with additional regularity on the data, i.e., f ∈
, the fluxes are bounded functions.
Goal and positioning of the paper
The simulation of thermo-poroelasticity problems is very difficult because of the coexistence of different physics that require coupling. For this type of problems, there are typically three different coupling approaches employed in modeling fluid flow coupled with reservoir geomechanics. They are known as the fully implicit, the explicit (loosely or weakly) coupling, and the splitting-iterative approaches. The main issue for the applicability of the implicit approach that solves simultaneously the above three-phenomena (flow, heat and mechanics) problem is that it results in a very large system to be solved at each time step. Note however that this approach has excellent stability properties [4, 18] . If going weakly coupled, the resulting approach enjoys a lower computational cost compared to the implicit (monolithic) one but known to be inaccurate in general, and only conditionally stable [19, 32] . Here, we adopt the iterative coupling approach that lies between the implicit and explicit approach, and resolves iteratively the two/three subsystems (depending on the choice of decoupling) by exchanging the values of the shared state variables in an iterative fashion [8, 30] . In this paper, adopting an iterative method for a nonlinear and fully coupled three-processes problem appears as a natural approach (more than an option!) as the implicit one leads to a huge system (particularly if MFE methods are adopted [1, 12, 20, 44] ) incorporating different equations varied in type, such as coupling linear and non-linear systems, that must be solved at each time step. The advantage of the iterative approaches transcribed in this paper is that, at each iteration, smaller, easier-to-solve systems cooperate iteratively through algorithms [20, 11] . Another advantage that distinguishes our approaches is the possibility to reuse existing codes for different numerical schemes and coupling techniques specialized to each component of the problem (see [2, 33] for multiples processes model). For the classical linear poroelasticity, the iterative coupling procedures mentioned in the above has been studied extensively [3, 8, 13, 24, 26, 27, 30, 31, 42] . In particular, two such algorithms have received considerable attention; the "Undrained Split"(constant fluid mass during structure deformation), and the "Fixed Stress Split"(constant volumetric mean total stress during solution of flow problem). In [26] these were first shown to be unconditionally stable. In [30, 31] contraction estimates and rates of convergence were derived.
Building further on the idea of the Undrained Split/Fixed Stress Split algorithms is the L-scheme. For solving of coupled problems, this involves adding an artificial stabilization term to one or more of the subproblems with a parameter L > 0. Here, the quantity held constant during solving of one of the subproblems needs not have any physical interpretation. In this sense, the L-scheme generalizes the Undrained Split/Fixed Stress Split algorithms, and due to the removal of physical constraints on the stabilization terms, allows for further optimization. The L-scheme can also be employed as a linearization procedure for nonlinear problems, with the parameter L > 0 mimicking the Jacobian from Newton iteration. However, in order to determine the parameter L > 0, for any given problem, derived convergence estimates are necessary. The L-scheme has been shown to perform robustly for Richards equation [29, 35] and for both linear and nonlinear coupled flow and geomechanics [7, 8] .
Although the literature on iterative coupling procedures for (isothermal) poroelastic problems is quite extensive, thermo-poroelastic problems have not received the same amount of attention. Sequential iterative methods for thermo-poroelasticity was considered in [25] , but for the linear case. Iterative splitting schemes for separate poroelasticity and thermoelasticity problems were considered in [28] . Compared to problems of (two-field) coupled flow and mechanics (which can be solved either sequentially or monolithically) we now have additional options in partial decoupling, i.e., solving two of the subproblems together decoupled from the third. Combinatorially, this yields six combinations of iterative procedures, ranging from monolithic to fully decoupled. In this work, we propose six iterative algorithms for thermo-poroelasticity based on these six combinations of coupling/decoupling. In particular, we employ variations of the L-scheme in all six algorithms, with artificial stabilization terms added to both the flow and heat sub-problems. Here, the main advantage of the L-scheme is that it treats simultaneously the coupling and the non-linearity effects, thus, no inner iterative approaches are required, see e.g. [36] where L-scheme type approaches are developed to treat iteratively a combined domain decomposition and nonlinearity problem. The convergence in most cases is linear but in the required energy norms. Furthemore, the necessary constraint on the time step is not severe.
The reason we propose all the possible algorithms is the following: the coupling strength of the heat, flow and mechanics may vary depending on the physics at hand. Precisely, to develop robust and efficient solution procedures for the three-processes problem at hand, one should take into account which process (the mechanics and/or flow and/or heat flow ) dominates the full problem. Thus, to be agnostic towards the dominating processes and derive a framework for this model problem, we propose six variations of iterative coupling/decoupling algorithms for thermo-poroelasticity, covering all possibilities of varying coupling strength between the three physical processes involved. This derivation is also important for practitioners to reuse existing codes where smaller problems and/or algorithms can be easily coded, cheaply combined, and efficiently used in practical simulations. Note that developed algorithms are applicable on any numerical schemes used to obtain the solutions of the different processes [34, 45] . For the convergence analysis, we derive energy-type estimates, from which we infer the convergence of the iterate solutions as well as obtaining strict lower bounds on the stabilization parameters, and an upper bound on the time step. However, a "cut-off" operator M is introduced in the mixed setting in order to make the iterative schemes converge. Several numerical tests validate our proposed algorithms. In particular, we show that by using the derived stabilization estimates, the proposed algorithms perform robustly with respect to both mesh refinement and a wide range of different problem parameters.
The article is organized as follows: In Section 2 we present the fully discretization of the thermo-poroelasticity model, and in Section 3 we present all six iterative algorithms. In Section 4, convergence analysis based on contraction estimates are derived, from which the well-posedness of the discrete scheme is inferred in addition to the bounds on the stabilization parameters and time step. In Section 5 we provide several numerical experiments, and finally in Section 6 some concluding remarks.
Discrete setting
Let X h be a simplicial mesh of Ω, matching in the sense that for two distinct elements of X h their intersection is either an empty set or their common vertex or edge. Let h K denote the diameter of K ∈ X h and let h be the largest diameter of all such triangles, i.e., h := max K∈X h h K . For the time partition, we let {t n : n = 0, 1, · · · , N } be the discrete time steps, where 0 := t 0 < t 1 < · · · < t N = t f , and τ n = t n − t n−1 , n ≥ 1, be the difference between consecutive discrete times. In other words, we have t n := n =1 τ , 1 ≤ n ≤ N , and therefrom t f = N n=1 τ n . For the discrete spaces, we let T h , R h , P h , W h and U h be suitable finite element spaces corresponding to the infinite dimensional spaces of subsection 1.2, where we assume that
For the time discretization we will employ a backward Euler scheme. For the sake of simplicity, we assumed the source terms f , g and z to be piecewise constant in time. We then denote by (
) the discrete counterpart of the solution tuple to problem (1.2) at time t n .
Definition 2.1 (The coupled mixed × mixed and Galerkin finite element scheme). The discrete formulation of the problem (1.2) reads:
where the functions (w
) are defined as,
with M is a fixed positive real number and |v| :
In the above scheme, we used (w
, S h ) for the approximation of the convective coupling term instead of the original (w
The reason for this approximation will be clarified later. The equations (2.2a)-(2.2b) form the discrete mixed scheme of the heat subproblem, (2.2c)-(2.2d) form the discrete mixed scheme for the flow subproblem, and (2.2e) is the discrete form of the mechanics subproblem with Galerkin finite element method. Together, these subproblems make up the nonlinear and fully coupled discrete version of the thermo-poroelastic problem to be solved iteratively in the next section.
Remark 2.1 (Other schemes).
The results we present are valid also for other choices of temporal discretizations, as well as different (i.e., non-mixed) formulations for the heat and flow problems. Different spatial discretizations can even be chosen for each of the three subproblems, although we do not pursue this topic further.
Remark 2.2 (Convective coupling term). The convective coupling term (w
h , S h ), where two different constants M and R are used in the definitions (2.3). In that case, the underlying iterative methods of Section 3 as well as the convergence analysis of Section 4 remains true with minor modifications in the proofs.
The L-type iterative schemes
We now present six iterative (splitting) algorithms for the discrete thermo-poroelastic problem (2.2). These algorithms involve either decoupling all the subproblems and solving each separately at every iteration (three-step algorithm), or decoupling only one subproblem from the other two which are then solved together (two-step algorithm), or solving a linearized problem monolithically at every iteration (one-step algorithm). We use the letters H (Heat), F (Flow), and M (Mechanics), to abbreviate the algorithms, e.g. a two-step algorithm where the heat and flow subproblems are solved together decoupled from the mechanics subproblem is referred to as (HF-M), and similarly for other combinations of coupling/decoupling of the subproblems. Throughout the rest of the article we will mostly refer to the discrete problems, and therefore omit the h-subscript on the variables and test functions for cleaner notation. We shall also denote the time step simply by τ , keeping in mind it may depend on n.
At the time step n ≥ 1, let (T n−1 , r n−1 , p n−1 , w n−1 , u n−1 ) be given. We then approximate the solution at the actual time step n ∈ {1, · · · , N }, using the sequence (T n,i , r n,i , p n,i , w n,i , u n,i ) for i ≥ 0, defined in an iterative fashion, and where the iterate (T n,0 , r n,0 , p n,0 , w n,0 , u n,0 ) is an initial guess. All the algorithms involve adding the stabilization terms
to the left hand sides of equations (2.2a) and (2.2c), respectively, where L T , L p > 0 are the stabilization parameters (to be chosen later). Furthemore, to make the notation easier, we introduce the parametrized fluid and heat content functionals: for a given L T , L p > 0, we define
For the analysis of the coupled mixed (2.2) and the underlying iterative approach introduced in this section, we need to introduce the cut-off operator M as described in e.g. [38, 37] by
where M is a large positive constant. The notation (w
) has little or no practical implications, but is necessary in order to facilitate the convergence analysis; obviously, if the exact fluxes are bounded, i.e.,
The iterative algorithms then reads as follows:
The monolithic scheme (HFM)
At the each iteration i > 0 of the L-type monolothic scheme, we solve the linearized thermo-poroelastic problem:
This algorithm in continued until a fixed tolerance is reached. Clearly, in the above algorithm, the L-scheme acts only as a linearization procedure, where we approximate the convective transport term by M(w n,i−1 )·Θ −1 M(r n,i ). Note that, one can also approximate this term by M(w n,i )·Θ −1 M(r n,i−1 ), and the analysis presented next remains true and follows exactly the same lines. The complexity in this algorithm is that it requires solving a large system generated by (3.3), which combines equations varied in type, and this is at each iteration i > 1. Thus, encouraging the development of efficient techniques for the resolution of these coupled systems.
The partially decoupled schemes
In the second set of iterative schemes, we only decouple either the flow (F) or mechanics (M) or heat (H) from the remaining two processes, which are being solved monolithically. Thus, we transform the monolithic solver (HFM) into a two-level iterative approach in which two simpler subproblems are solved sequentially. This setting delivers the following three iterative approaches.
3.2.A (HF-M): coupled heat/flow
Decoupling the mechanics calculation from the coupled flow and heat flow calculation, the first two-level iterative scheme reads as follows: at the iteration i > 1, do:
3.2.B (HM-F): coupled heat/mechanics
The second scheme in this subsection is obtained by decoupling the flow calculation from the remaining coupled thermo-elasticity calculation. This iterative scheme reads: at the iteration i > 1, do:
3.2.C (FM-H): coupled flow/mechanics
The last two-level scheme is obtained by decoupling the poro-elasticity (solved monolithically) calculation from the heat flow. This iterative scheme reads: at the iteration i > 1, do:
The fully decoupled schemes
In this set of iterative coupling schemes, we simply split the three processes, providing three sub-problems to be solved sequentially. Fixing the mechanics calculation in the third level, two approaches are then derived in which either the problem of flow or the heat is solved first followed by solving the other system and then the mechanics using the already calculated information, leading to recover the original solution. These schemes enjoy the solving of much simpler subsystems through the algorithm, as well as the facility to reuse existing codes for each component of the problem.
3.3.A (H-F-M): decoupled heat -flow -mechanics
At each iteration all three subproblems are decoupled, and are solved in the order heat → flow → mechanics. This iterative scheme reads: at the iteration i > 1, do:
3.3.B (F-H-M): decoupled flow -heat -mechanics
At each iteration all three subproblems are decoupled, and are solved in the order flow → heat → mechanics. This iterative scheme reads: at iteration i > 1, do:
Convergence analysis
The starting point for our analysis is the existence and uniqueness of a solution to (2.2) . To this aim, we will make use of the following Lemma (cf. [38] ), stating the Lipschitz property of the cut-off operator M:
Thus, we have
The proof of the next Theorem is based on showing that the scheme (3.3) is a contraction, and then by applying the Banach fixed-point theorem [15] , to deduce convergence of the scheme. In what follows we will frequently use the following polarization and binomial identities,
Finally, we define the difference functions between the solutions at the iteration i and i − 1 of problem (3.
With this, we state the first of our main results: 
, then, the monolithic L-scheme HFM (Algorithm 3.1) defines a contraction satisfying
Therefrom, the limit is the unique solution of the problem (2.2). 
We choose now S = e i T , y = τ e i r , q = e i p , z = τ e i w , and v = e i u as test functions in equations (4.6a)-(4.6e), respectively. Then, summing the resulting equations and using the identity (4.3) together with applying CauchySchwarz and Young inequalities and some algebraic manipulations, we get, for any 1 , 2 > 0,
From equation (4.6b), and by Thomas' lemma [41] , there existsŷ ∈ R h and a constant c Ω,d > 0 depending only on the domain and spatial dimension such that ∇ ·ŷ = e Replacing (4.9) in (4.7) while choosing 1 = c f M and 2 = c f M k M /θ m , we obtain
The contraction of the residuals follows if the time step τ is small enough, i.e.,
where c Ω,d is not bounded from above, and can thus always be chosen such that the denominator in the above is positive. This proves the convergence of the monolithic L-scheme. The limit is then the unique solution of (2.2).
The well-posedness of the discrete variational problem (2.2) is established by the Theorem 4.2, where the solution at time t n , n ≤ 0, is denoted by (T n , r n , p n , w n , u n ). Thus, we can now prove the convergence of the decoupled schemes to this solution. We begin with analyzing the partially decoupled schemes, introduced in Subsection 3.2. To this end, we let the difference functions defined in (4.4) now be the differences between the solutions at the iteration i of problem (3.4), and the solutions to (2.2), i.e. 
The second of our main results is given through Theorem 4.3 (Convergence of the partially decoupled schemes). Assuming that (A1)-(A6) hold true, the stabilization parameters are such that
, and L T ≥ 4β 13) and the time step is small enough such that τ <
. Then, the partially decoupled Lscheme HF-M (Algorithm 3.2.A) is a contraction given by
Furthemore, there holds,
Proof. We start by taking the difference of equations (3.4a) -(3.4e) at iteration i with the corresponding equations solved by (T n , r n , p n , w n , u n ). This leads to the following set of difference equations
where we used the following identity
The aim now is to show a contraction of successive error functions, thereby implying convergence of the sequences (T n,i , r n,i , p n,i , w n,i , u n,i ) as i → ∞ for n ≥ 1, by the Banach Fixed Point Theorem [15] . Taking as test functions q = e 
We now follow [8] and choose ξ = 2µ 2µ + dλ , which together with the Young inequality yields
Combining this with eq. (4.18) leads to
We thus need to impose some constraints on the stabilization parameters, i.e. L p ≥ 4α
.
With this, we can discard some positive terms on the left hand side of (4.23), and use the Cauchy-Schwarz and Young inequalities, together with the Lipschitz property of M to obtain 
Thus, if the time step τ satisfies 27) we can write (4.26) as
where
Going back to eq. (4.16e), we choose v = e i u as test function which leads to
for some ξ ∈ (0, 1). Following the same steps which led to (4.22), and choosing as before ξ = 2µ 2µ + dλ , we get by the Young inequality
This shows a contraction of the residuals and therefore completes the proof. Before we state the last of our main results, we let the difference functions defined in (4.12) now be the difference between the solutions at the iteration i of problem (3.8) and the solutions to (2.2). The last of our main results then reads:
Furthermore, the estimate (4.15) holds true.
Proof. We follow the same lines as in the proof of Theorem 4.3, and take the difference of equations (3.8a) -(3.8d) with the same equations solved by (T n , r n , p n , w n , u n ), and obtain the difference equations for the fully decoupled scheme F-H-M. We then promptly obtain estimate (4.34), from which the contraction is inferred by choosing the stabilization parameters and the time step. That of the second estimate follows in exactly the same way. 
Numerical experiments
In the following we present three numerical test cases using the algorithms from Section 3. The first is a constructed problem, posed on the unit square domain, with prescribed solutions for the temperature, pressure and displacements. Here, we consider five different parameter regimes, exhausting all possibilities of weak/strong coupling between the subproblems, and compare the number of iterations needed for convergence with decreasing mesh sizes. Since analytical solutions are available, we present also discretization errors. Next, we present two implementations of Mandel's problem, which is originally a benchmark problem in linear poroelasticity, extended here to nonlinear thermo-poroelasticity. For the original Mandel problem, analytical solutions for the pressure and displacement field are known. Due to the similarity of the thermo-poroelastic equations we consider with the linear Biot's equations, and due to the lack of benchmark problems for thermoporoelasticity, we choose to use this problem as our second and third numerical test cases. Even though the analytical solutions are no longer valid when including temperature, we have sufficiently weak temperature effects in the first implementation of Mandel's problem that the computed pressure and displacement field matches the (isothermal) analytical solutions. The second implementation of Mandel's problem includes a heat source, which has a significant effect on both the pressure and displacement. Regarding the spatial discretization, we choose the following finite element spaces:
where RT 0 (K) denotes the lowest-order Raviart-Thomas finite-dimensional subspace associated with the element K ∈ X h , and P l (K) is the space of polynomials on K ∈ X h of total degree less than or equal to l. Thus, the spaces (T h , R h ) and (P h , W h ) are the lowest order Raviart-Thomas mixed finite element spaces for the mixed flow and heat flow subproblems, respectively. Note that both spaces satisfy the condition (2.1), see e.g. [21] for more details on (mixed) finite elements. The vector valued space U h is the first order Lagrange finite element space for the mechanics problem. We employ the following stopping criterion for the iterative algorithms, given in terms of the relative and absolute tolerances, aTOL and rTOL, i.e.
where we set aTOL = rTOL = 1e-6 for all the computations. For the solution of the linear subproblems, we make use of a direct sparse linear solver from the Python library SciPy, i.e., scipy.sparse.linalg.spsolve. The present approaches can also be combined with iterative solvers adapted to the various subproblems. All numerical tests are implemented in a finite element code written in Python, the complete source code is accessible at https://github.com/matkbrun/FEM.
Test case 1: an academic example with a manufactured solution
As a first test case, we let the domain be a regular triangularization of the unit square, i.e., Ω = [0, 1] × [0, 1] ⊂ R 2 , and prescribe the following smooth solutions for the temperature, pressure and displacement while right hand sides, i.e., z, g and f , can be calculated explicitly using equations (1.1a)-(1.1c). We prescribe homogenous initial conditions and homogenous Dirichlet boundary conditions, for the temperature, pressure and displacement. All computations are done on a fixed time step, i.e., τ = 1.0, and continued until criterion (5.2) is satisfied.
For the analysis and comparison of our algorithms, we consider dimensionless equations, i.e. all parameters are set to 1.0e − 1, except for the three coupling coefficients {α, β, b 0 }, which we vary in order to weaken/strengthen the coupling between the three subproblems. In particular, we consider five different parameter regimes, PR1 -PR5, specified in Table 1 : We also set a 0 = c 0 = 2b 0 , thus satisfying (A4). Table 2 shows number of iterations needed for convergence using the six algorithms from Subsections 3.1, 3.2 and 3.3, for a single time step with decreasing mesh sizes, and stabilization according to equality in (4.13 We see that for parameter regimes 1, 3 and 4 we have higher iterations numbers than for parameter regimes 2 and 5, for all six algorithms. This is because L T ∼ β 2 and L p ∼ α 2 , and larger stabilization results in higher iteration numbers. Furthermore, as expected, the strongly coupled parameter regime (PR1) yields the highest iteration numbers, in particular for the algorithms HF-M, H-F-M and F-H-M. Apart from this, the algorithms are performing robustly both with respect to different coupling regimes and decreasing mesh sizes. For comparison we also provide in Table 3 
We see here that the fully monolithic algorithm (HFM) has low iteration counts for all parameter regimes since this is only a linearization scheme, and does not require stabilization (cf. Theorem 4.2). For the two-level (Section 3.2) and three-level (Section 3.3) algorithms, which involves some splitting as well as linearization, we see that iteration counts for different parameter regimes corresponds to the various coupling/decoupling of the subproblems present in the algorithms (splitting of subproblems which are strongly coupled yields high iteration numbers, compared to solving the strongly coupled subproblems together). This is in contrast to employing stabilization, which greatly improves the robustness of the algorithms with respect to variations in parameters. For the strongly coupled parameter regime (PR1), we even have no convergence for algorithm HF-M, when no stabilization is applied.
Furthermore, in order to check the robustness of the proposed schemes with respect to the nonlinearity, we adjust the coefficient of the nonlinear term, c f , in order to make this term dominate. Table 4 shows number of iterations needed for convergence when c f = 10, for both the strongly coupled parameter regime (PR1) and the weakly coupled parameter regime (PR5). We also compare the results when no stabilization is applied. Note that we here only use a single mesh with h = 1/16. For the weakly coupled parameter regime (PR5), there is no difference in iteration numbers between the stabilized and non-stabilized algorithms, even with a dominating nonlinearity. For the strongly coupled parameter regime (PR1), however, the stabilized algorithms has a significantly lower iteration count. This might be due to the fact that the nonlinearity appears as a coupling term.
Since analytical solutions are available for this problem, we provide also the discretization errors, denoted by (e h,T , e h,r , e h,p , e h,w , e h,u ), measured in the L 2 -norm. Due to almost no variation in discretization errors between the six algorithms and between the different parameter regimes (less than 5%), we provide in Table 5 the discretization errors using algorithm F-HM applied on the weakly coupled parameter regime (PR5). h e h,T e h,r e h,p e h,w e h,u 1/4 8.5e-3 3.5e-3 8.5e-3 3.5e-3 5.6e-3 1/8
4.4e-3 1.8e-3 4.4e-3 1.8e-3 1.4e-3 1/16 2.2e-3 9.3e-4 2.2e-3 9.3e-4 3.6e-4 1/32 1.1e-3 4.7e-4 1.1e-3 4.7e-4 9.1e-5 1/64 5.5e-4 2.3e-4 5.5e-4 2.3e-4 2.3e-5 Table 5 : Smooth solution: discretization errors using algorithm F-HM applied on the weakly coupled parameter regime (PR5), stabilization from theory.
Test case 2: Mandel's problem
See [16] for a detailed description of Mandel's problem. Formulas for the analytical pressure and displacements can be found in [34] . We provide here only a brief description; Mandel's problem is posed on a rectangular domain representing a poroelastic slab of extent 2a in the horizontal direction, 2b in the vertical direction, and infinitely long in the third direction. The poroelastic slab in contained between two rigid plates, where at the initial time a downward force of magnitude 2F is applied to the top plate, with an equal but opposite force applied to the bottom plate. We perform now all computations with realistic choices of physical parameters. In particular, we take mechanics and flow parameters identical to [30] , and heat parameters identical to [25] . However, in [25] the flow-heat coupling coefficient b 0 is taken to be identically zero, so in order to preserve this coupling we instead choose a suitably small number (i.e. one that satisfies (A4)). All parameters are listed in Table 6 .
In terms of our previous notation, we now have K = µ and λ = Eν (1 + ν) (1 + 2ν) . Note also that we will now employ the dimensional version of the heat equation (1.1a), which reads (in primal form)
The magnitude of the compressive force is F = 2 × 10 8 Pa m, and the physical dimensions of the quarter rectangle is given by a = 100 m and b = 10 m, of which we make a regular triangularization. We impose the compressive force as a Dirichlet boundary condition on the top boundary (x 2 = b) for the vertical component of the displacement. We denote by n 1 and n 2 the number of subdivisions of the domain in the x 1 and x 2 directions, respectively. For Table 6 : Mandel's problem: physical parameters, taken from [30, 25] .
the first implementation of Mandel's problem we prescribe homogenous boundary conditions and source term for the heat problem. Figure 2 shows the solution profiles for the pressure, temperature and displacements for selected time steps, with the analytical (isothermal) solutions for the pressure and displacement included for comparison. The computed solutions for pressure and displacement matches the analytical ones, even though the analytical solutions are only valid for the linear isothermal problem. This is because the induced temperature effect in the system is small enough that the heat decouples from the flow and mechanics. For the second implementation of Mandel's problem we prescribe a constant source term for the heat problem, i.e., z = 2 × 10 −4 W m −3 K −1 . Figure 3 shows the solution profiles for the pressure, temperature and displacements at selected time steps. The temperature source now interacts with the other processes and thus has an effect on the pressure and horizontal component of the displacement. Furthermore, the temperature change in the system is now increasing with increasing time. Table 7 shows the number of iterations for Mandel's problem using the derived algorithms.
Heat source z = 0 z = 2e-4 z = 0 z = 2e-4 z = 0 z = 2e-4 n 1 = n 2 HFM HF-M HM- F  10  18  18  14  14  14  14  20  18  18  13  12  13  12  40  18  18  13  12  13 
Conclusions
Based on developments on iterative splitting schemes from linear poroelasticity, we have proposed six novel iterative procedures for nonlinear thermo-poroelasticity. In particular, these algorithms are using stabilization and linearization techniques similar to [8, 29] , which is known in the literature as the 'L-scheme'. The thermo-poroelastic problem we consider can be viewed as a coupling of three physical processes (or subproblems); flow, geomechanics and heat. Solving this system either monolithically (all three subproblems simultaneously), partially decoupled (two subproblems simultaneously), or fully decoupled (each subproblem separately), yields six possible combinations of coupling/decoupling which we have used to design the six algorithms. All of these involve a linearization of the convective term and added stabilization terms to both the flow and heat subproblems. In this sense, our use of the L-scheme is both as a stabilization for iterative splitting, and as a linearization of nonlinear problems. For any given situation the coupling strength between the three subproblems may vary. A-priori, the expectation is that solving together subproblems which are strongly coupled yields better efficiency properties than does splitting. On the other hand, if the coupling between two or more subproblems is weak, a splitting procedure might be beneficial. For this reason, and due to the fact that splitting the three-way coupled multi-physics problem into smaller subproblems, allows for combining existing codes that separately can handle any of the three processes involved (or two of them combined), six different algorithms are presented. These six algorithms covers all possibilities of strong/weak coupling between the three subproblems. Using the well-posedness of the continuous problem, we obtained lower bounds on the stabilization parameters, and proved the convergence of our proposed algorithms under a constraint on the time step. In practice, however, we find that this bound is not tight; as long as the fluxes are not becoming unbounded (e.g. due to a singularity) a 'reasonable' time step can safely be chosen.
Our algorithms are tested in detail with several numerical examples. In particular, we find that all six algorithms are performing robustly with respect to both mesh refinement and different parameter regimes (i.e. strong/weak coupling between the subproblems and strong/weak nonlinear effects), using the stabilization revealed by our analysis. We also find that using no stabilization results in the algorithms being more sensitive to the parameter regimes, i.e. splitting subproblems which are strongly coupled yields high iteration numbers compared to solving these subproblems together. This phenomena is also observed in the stabilized algorithms, but to a significantly lesser extent. In particular, with no stabilization, each of the algorithms is suitable only for a certain parameter regime in contrast to the stabilized algorithms, which can handle a wide range of different parameters.
