Abstract-This paper presents a novel approach to feature selection for the classification of hyperspectral images. The proposed approach aims at selecting a subset of the original set of features that exhibits at the same time high capability to discriminate among the considered classes and high invariance in the spatial domain of the investigated scene. This approach results in a more robust classification system with improved generalization properties with respect to standard feature-selection methods. The feature selection is accomplished by defining a multiobjective criterion function made up of two terms: 1) a term that measures the class separability and 2) a term that evaluates the spatial invariance of the selected features. In order to assess the spatial invariance of the feature subset, we propose both a supervised method (which assumes that training samples acquired in two or more spatially disjoint areas are available) and a semisupervised method (which requires only a standard training set acquired in a single area of the scene and takes advantage of unlabeled samples selected in portions of the scene spatially disjoint from the training set). The choice for the supervised or semisupervised method depends on the available reference data. The multiobjective problem is solved by an evolutionary algorithm that estimates the set of Paretooptimal solutions. Experiments carried out on a hyperspectral image acquired by the Hyperion sensor on a complex area confirmed the effectiveness of the proposed approach.
I. INTRODUCTION
H YPERSPECTRAL remote sensing images, which are characterized by a dense sampling of the spectral signature of different land-cover types, represent a very rich source of information for the analysis and automatic recognition of land-cover classes. However, supervised classification of hyperspectral images is a very complex methodological problem due to many different issues [1] - [5] : 1) the small value of the ratio between the number of training samples and the number of available spectral channels (and thus of classifier parameters), which results in the Hughes phenomenon [6] ; 2) the high correlation among training patterns taken from the same area, which violates the required assumption of independence of samples included in the training set (thus reducing the information conveyed to the classification algorithm by the considered samples); and 3) the nonstationary behavior of the spectral signatures of land-cover classes in the spatial domain of the scene, which is due to physical factors related to ground (e.g., different soil moisture or composition), vegetation, and atmospheric conditions. All the aforementioned issues result in decreasing the robustness, the generalization capability, and the overall accuracy of classification systems used to generate the land-cover maps.
In order to address the aforementioned problems, in the recent literature, different promising approaches have been proposed for hyperspectral image classification. Among the others, we recall the following: 1) the use of supervised kernel methods [and in particular of support vector machines (SVMs)], which are intrinsically robust to the Hughes phenomenon [1] , [2] ; 2) the use of semisupervised learning methods that take into account both labeled and unlabeled samples in the learning of the classifier [3] ; and 3) the joint use of kernel methods and semisupervised techniques [4] , [5] . On the one hand, SVMs are supervised classifiers that result in augmented generalization capability with respect to other classification methods thanks to the structural risk minimization principle, which allows one to effectively control the tradeoff between the empirical risk and the generalization property. On the other hand, semisupervised approaches can increase the capability of classification algorithms to derive discrimination rules that better fit with the nonstationary behavior of features in the hyperspectral image under investigation, by considering also the information of unlabeled samples. These classification methods proved to be quite effective in mitigating some of the aforementioned problems. Nevertheless, the problem of the spatial variability of the features can be addressed (together with the sample size problem) at a different and complementary level, i.e., in the feature extraction and/or feature-selection phase. To this purpose, the feature extraction phase should aim at deriving discriminative features that are also as stationary as possible in the spatial domain. The feature-selection phase should aim at selecting a subset of the available features that satisfies the following: 1) allows the classifier to effectively discriminate 0196-2892/$26.00 © 2009 IEEE the considered classes and 2) contains features that have the most invariant as possible behavior in the spatial domain. In this paper, we focus on the development of a feature-selection approach to the identification of robust and spatially invariant features. It is worth noting that, although, in the literature, several feature-selection algorithms have been proposed for the analysis of hyperspectral data (e.g., [9] - [12] ), to the authors' knowledge, little attention has been devoted to the aforementioned problem.
The feature-selection techniques that are most widely used in remote sensing generally require the definition of a criterion function and a search strategy. The criterion function is a measure of the effectiveness of the considered subset of features, and the search strategy is an algorithm that aims at efficiently finding a solution (i.e., a subset of features) that optimizes the adopted criterion function. In standard feature-selection methods [9] - [17] , the criterion functions typically adopted are statistical measures that assess the separability of the different classes on a given training set but do not explicitly take into account the stationarity of the features (e.g., the variability of the spectral signature of the land-cover classes). This approach may result in selecting a subset of features that retains very good discrimination properties in the portion of the scene close to the training pixels (and therefore with similar behavior), but are not appropriate to model the class distributions in separate portions on the scene, which may present different spectral behavior. Considering the typical high spatial variability of the spectral signature of land-cover classes in hyperspectral images, this approach can lead to an overfitting phenomenon in the feature-selection phase, resulting in poor generalization capabilities of the classification system. Note that we use here the term overfitting with an extended meaning with respect to the conventional sense, which traditionally refers to the phenomenon that occurs when inductive algorithms model too closely the training data, losing generalization capability. In this paper, we observe that there is an intrinsic spatial variability of the spectral signature of classes in the hyperspectral image, and thus, we expect that the generalization ability of the system is strongly affected by this property of hyperspectral data, which is much more critical than in standard multispectral images.
In this paper, we address the aforementioned problem by proposing a novel approach to feature selection that aims at identifying a subset of features that exhibits both high discrimination ability among the considered classes and high invariance in the spatial domain of the investigated scene. This approach is implemented by defining a novel criterion function that is based on the evaluation of two terms: 1) a standard separability measure and 2) a novel invariance measure that assesses the stationarity of features in the spatial domain. The search algorithm, adopted for deriving the subsets of features that jointly optimize the two terms, is based on the optimization of a multiobjective problem for the estimation of the Pareto-optimal solutions. For the assessment of the two terms of the criterion function, we propose both a supervised and a semisupervised method that can be adopted according to the amount of available reference data. The proposed approach can be integrated in the design of any system for hyperspectral image classification (e.g., based on parametric or distribution-free supervised algorithms, kernel methods, and semisupervised classification techniques) for increasing the robustness and the generalization capability of the classifier. This paper is organized into six sections. The next section presents the background and a brief overview on existing feature-selection algorithms for the classification of hyperspectral data. Section III presents the proposed novel approach to the selection of features for the classification of hyperspectral images, and two possible methods to implement it according to the available reference data. Section IV describes the adopted hyperspectral data set and the design of the experimental analysis carried out for assessing the effectiveness of the proposed approach. Section V presents the obtained experimental results on the considered data set. Section VI draws the conclusions of this paper.
II. BACKGROUND ON FEATURE SELECTION IN HYPERSPECTRAL IMAGES
The process of feature selection aims at reducing the dimensionality of the original feature space by selecting an effective subset of the original features while discarding the remaining measures. Note that this approach is different from feature transformation (extraction), which consists in projecting the original feature space onto a different (usually lower dimensional) feature space [9] , [14] , [18] , [19] . In this paper, we focus our attention on feature selection, which has the important advantage to preserve the physical meaning of the selected features. Moreover, feature selection results in a more general approach than feature transformation alone by considering that the features given as input to the feature-selection module can be associated with the original spectral channels of the hyperspectral image and/or with measures that extract information from the original channels and from the spatial context of each single pixel [20] , [21] (e.g., texture, wavelets, average of groups of contiguous bands, derivatives of the spectral signature, etc.).
Let us formalize a general feature-selection problem for the classification of a hyperspectral image I, where each pixel, described by a feature vector x = (x 1 , x 2 , . . . , x n ) in an n-dimensional feature space, is to be assigned to one of C different classes Ω = {ω 1 , ω 2 , . . . , ω C }. The set Υ is made up of the n features in input to the feature-selection process (which can be the original channels and/or measures extracted from them). Let P (ω i ), where ω i ∈ Ω, be the a priori probabilities of the land-cover classes in the considered scene, and let p(x | ω i ) be the conditional probability density functions for the feature vector x, given the class ω i ∈ Ω. Let us further assume that a training set T = {X , Y} made up of l pairs (x i , y i ) is available, where
is the corresponding set of class labels. The aim of the featureselection process is to select the most effective subset θ * ⊂ Υ of m features (with m < n), according to a criterion function and a search strategy. This can be obtained according to different algorithms that broadly fall into three categories [22] : 1) the filter model; 2) the wrapper model; and 3) the hybrid model. The filter model is based on the general characteristics of the considered data and filters out the most irrelevant features without involving the classification algorithm. Usually, this is accomplished according to a measure that assesses the separability among classes. The wrapper model depends on a particular classification algorithm and exploits the classifier performance as the criterion function. It searches for a subset of features that optimizes the accuracy of the adopted inductive algorithm, but it is generally computationally more expensive than the filter model. The hybrid model takes advantage of the aforementioned two models by exploiting their different evaluation criteria in different search stages. It uses a criterion function that depends on the available data to identify the subset of candidate solutions for a given cardinality m and then exploits the classification algorithm to select the final best subset. In the next sections, we focus our literature analysis on the filter methods and only on the background concepts that are relevant for the developed technique.
A. Criterion Functions
In standard filter approaches to feature selection, the typically adopted criterion functions are based on statistical distance measures that assess the separability among class distributions p(x | ω i ), ∀ω i ∈ Ω, on the basis of the available training set T . Statistical distance measures are usually adopted as they represent practical criteria to easily approximate the Bayes error. The commonly adopted measures to evaluate the separability between the distributions of two classes ω i and ω j are [9] , [14] Divergence:
Bhattacharyya distance:
Jeffries-Matusita (JM) distance:
The JM distance can be rewritten according to the Bhattacharyya distance B ij
In multispectral and hyperspectral remote sensing images, the distributions of classes p(x | ω i ), ω i ∈ Ω are usually modeled with Gaussian functions with mean vectors μ i and covariance matrices Σ i . Under this assumption, we can write
where Tr{·} is the trace of a matrix. An important drawback of the divergence is that its value quadratically increases with respect to the separation between the mean vectors of the class distributions. This behavior does not reflect the classification accuracy behavior, which asymptotically tends to one when the class distributions are perfectly separated. On the contrary, the JM distance exhibits a behavior that saturates when the separability between the two considered classes increases. For this reason, the JM distance is generally preferred to either the divergence or the Bhattacharyya distance. The previously described measures evaluate the statistical distance between a pair of class distributions. In order to extend the separability measures to multiclass problems, a usually adopted separability indicator is obtained by computing the average distance among all pairwise distances. Thus, a multiclass separability measure can be defined as
where S ij (θ) is a statistical distance measure (e.g., Bhattacharyya distance, divergence, and JM distance) between the distributions p(x | ω i ) and p(x | ω j ) of the two classes ω i and ω j , and P (ω i ) and P (ω j ) are the prior probabilities of the classes ω i and ω j in the considered scene, respectively. Other measures adopted for feature selection are based on scatter matrices that allow one to characterize the variance within classes and between classes [14] . Using these measures, the canonical analysis aims at maximizing the ratio between among-class variance and within-class variance, resulting in the selection of features that simultaneously exhibit both requirements, i.e., high among-class variance and low within-class variance. Another example of indicator that can be adopted as criterion function is the mutual information, which measures the mutual dependence of two random variables. In the context of feature selection, the mutual information can be used to assess the capability of the considered feature vector x i ∈ θ to predict the correct class label y i ∈ Ω ∀i = 1, 2, . . . , l. To this purpose, a definition of the mutual information that considers the discrete nature of y should be adopted (for deeper insight on feature selection based on mutual information, we refer the reader to [23] and [24] ).
B. Search Strategies
In order to select the final subset of features that optimizes the adopted criterion function, a search strategy is needed. The search strategy generates possible solutions of the featureselection algorithm and compares them by applying the criterion function as a measure of the effectiveness of each solution. An exhaustive search for the optimal solution involves the evaluation and comparison of the criterion function for all n m possible combinations of features. This is an intractable problem from a computational point of view, even for low numbers of features [17] . The branch-and-bound method proposed by Narendra and Fukunaga [14] , [15] is a widely used approach to compute the globally optimum solution for monotonic criterion function without explicitly exploring all possible combinations of features. Nevertheless, the computational saving is not sufficient for treating problems with hundreds of features. Therefore, in the case of feature selection for hyperspectral data classification, suboptimal approaches should be adopted. Several suboptimal search strategies have been proposed in the literature. The simplest suboptimal search strategies are the sequential forward selection (SFS) and the sequential backward selection (SBS) techniques [16] , [17] . A serious drawback of both algorithms is that they do not allow backtracking. In the case of the SFS algorithm, once the features have been selected, they cannot be discarded. Similarly, in the case of the SBS search technique, once the features have been discarded, they cannot be added again to the subset of selected features. Two effective sequential search methods are those proposed by Pudil et al. [16] , namely, the sequential forward floating selection (SFFS) method and the sequential backward floating selection (SBFS) method. They improve the standard SFS and SBS techniques by dynamically changing the number of features included (SFFS) or removed (SBFS) to the subset of selected features at each step, thus allowing the reconsideration of the features included or removed at the previous steps. Other effective strategies are those proposed in [12] , where two search algorithms are presented (i.e., the steepest ascent and the fast constrained search), which are based on the formalization of the feature-selection problem in the framework of a discrete optimization problem in an adequately defined binary multidimensional space.
An alternative approach to the exploration of the feature space that is relevant to this paper is that based on genetic algorithms (GAs), whose application to feature-selection problems was proposed in [25] . Genetic algorithms exploit an analogy with biology, in which a group of solutions, encoded as chromosomes, evolve via natural selection [26] . A standard GA starts by randomly creating an initial population (with a predefined size). Solutions are then combined via a crossover operator to produce offspring, thus expanding the current population. The individuals in the population are evaluated according to the criterion function, and the individuals that less fit such a function are discarded to return the population to its original size. A mutation operator is generally applied in order to increase individuals' variations. The processes of crossover, evaluation, and selection are repeated for a predetermined number of generations (if no other stop criterion is met before) in order to reach a satisfactory solution. Several papers confirmed the effectiveness of GAs for standard featureselection approaches (e.g., [27] - [29] ), also for hyperdimensional feature space. Moreover, as it will be explained later, GAs become particularly relevant for this paper as they are effective when the criterion function involves multiple concurrent terms, and therefore, a multiobjective problem has to be optimized in order to estimate the Pareto-optimal solutions [30] , [31] .
III. PROPOSED FEATURE-SELECTION APPROACH
The main idea and novelty of the approach that we propose in this paper is to explicitly consider in the criterion function of the feature-selection process the spatial variability of the features (e.g., of the spectral signatures) on each land-cover class in the investigated scene, together with their discrimination capability. This results in the possibility to select a subset of features that exhibits both high capability to discriminate among different classes and high invariance in the spatial domain. The resulting subset of selected features implicitly improves the generalization capability in the classification process, which results in augmented robustness and accuracy in the classification of hyperspectral images with respect to feature subsets selected with standard methods. This property is particularly relevant when the considered scene is extended over large geographical areas and/or presents considerable intraclass variability of the spectral signatures.
From a formal viewpoint, the aim of the proposed approach is to select the subset θ * ⊂ Υ of m features (with m < n) that optimizes a novel criterion function made up of two measures that characterize the following: 1) the capability of the subset of features to discriminate among the considered classes in Ω and 2) the spatial invariance (stationary behavior) of the selected features. The first measure can be evaluated with standard statistical separability indices (as described in the previous section), whereas the spatial invariance property is evaluated according to a novel invariance measure that represents an important contribution of this paper. In particular, we propose two possible methods to evaluate the invariance of a subset of features: 1) a supervised method and 2) a semisupervised method. The supervised method relies on the assumption that the available training set T is made up of two subsets of labeled patterns T 1 and T 2 (such that T 1 ∪ T 2 = T and T 1 ∩ T 2 = ∅) collected on disjoint (separate) areas on the ground. This property of the training set is exploited for assessing the spatial variability of the spectral signatures of the land-cover classes. We successively relax this hypothesis by proposing a semisupervised method that does not require the availability of a training subset T 2 spatially disjoint from T 1 (only a standard training set T ≡ T 1 acquired in a single area of the scene is needed) and takes advantage of unlabeled samples. This second method is based on an estimation of the distributions of classes in portions of the image separate from T , which is carried out by exploiting the information captured from unlabeled pixels. The final subset of features is selected by jointly optimizing the two concurrent terms of the criterion function. This is done by defining a proper search strategy based on the optimization of a multiobjective problem for deriving the subsets of features that exhibit the best tradeoff between the two concurrent objectives.
In the following sections, we present the proposed supervised and semisupervised methods for the evaluation of the criterion function. Then, we describe the proposed multiobjective search strategy for deriving the final subsets of features that exhibit both the aforementioned properties (which can be assessed with either the supervised or the semisupervised method, depending on the available reference data). 
A. Supervised Formulation of the Proposed Criterion Function
Let us first assume the availability of two subsets of labeled patterns T 1 and T 2 collected on disjoint areas on the ground (thus representing two different realizations of the class distributions). Under this assumption, we can define a novel criterion function that is based on two different terms: 1) a term that measures the class separability (discrimination term) and 2) a term that evaluates the spatial invariance of the investigated features (invariance term).
1) Discrimination Term Δ:
This term is based on a standard feature-selection criterion function. In the proposed system, we adopt the definition given in (7), where the term Δ(θ) evaluates the average measure of distance between all couples of class distributions p(x | ω i ) and p(x | ω j ) ∀ω i , ω j ∈ Ω and i < j. This term depends on the selected subset θ of features, and the subset of m features θ * that maximizes this distance results in the best potential for discriminating land-cover classes in the area modeled by the training samples. It is important to note that the evaluation of the aforementioned term is usually performed by assuming Gaussian distributions of classes for calculating the statistical distance S ij (θ). Under this assumption, also in the presence of two disjoint training sets, it is preferable to evaluate the discrimination term by considering only one subset of the training set (T 1 or T 2 ). This can be explained by considering that mixing up the two available training subsets T 1 and T 2 would result in mixing together two different realizations of the feature distributions, which, from a theoretical perspective, cannot be correctly modeled with Gaussian (monomodal) distributions.
2) Invariance Term P: In order to introduce the invariance term, let us first consider Fig. 1 . This figure shows a qualitative example in a 2-D feature space of two subsets of features that exhibit different behavior of the samples extracted from different portions of a scene. The features of Fig. 1(a) present good capability to separate the class clusters and also exhibit high invariance on the two considered training sets. These properties allow the supervised algorithm to derive a robust classification rule, resulting in the capability to accurately classify samples that can be localized in both areas from which the samples of T 1 and T 2 are extracted. On the contrary, the features adopted in Fig. 1(b) exhibit good separability properties but low invariance. This feature subset leads the supervised learner to derive a classification rule that is not robust, resulting in poor classification accuracy in spatially disjoint areas.
The different behavior between the feature subsets in Fig. 1(a) and (b) can be modeled by considering the distance between the clusters that refer to the same land-cover class in the two disjoint training sets T 1 and T 2 . Thus, we can introduce a novel term to explicitly measure the invariance (stationary behavior) of features on each class in the investigated image. It can be defined as
where S
is a statistical distance measure between the distributions p T r (x | ω i ), r = 1, 2, of the class ω i computed on T 1 and T 2 , and P T r (ω i ) represents the prior probability of the class ω i in T r , r = 1, 2. This term evaluates the average distance between the distributions of the same class in different portions of the scene (i.e., on the two disjoint subsets of the training set). Unlike for Δ(θ), we expect that a good (i.e., robust) subset of features should minimize the value of P(θ). The computation of P(θ) can be easily extended to more than two training subsets if labeled data collected on more than two disjoint regions are available. In the general case, when R spatially disjoint training sets are available, the invariance term can be defined as follows:
The process of selection of features that jointly optimize the discrimination term Δ(θ) and the invariance term P(θ) will be described in Section III-C.
B. Semisupervised Evaluation of the Criterion Function (Invariance Term Estimation)
The collection of labeled training samples on two (or more) spatially disjoint areas from the site under investigation can be difficult and/or very expensive. This may compromise the applicability of the proposed supervised method in some real classification applications. In order to overcome this possible problem, in this section, we propose a semisupervised technique to estimate the invariance term defined in (8), which does not require the availability of a disjoint training subset T 2 . Here, we only assume that a training set T 1 is available, and we consider a set of unlabeled pixels U = {x 1 , x 2 , . . . , x n } ∈ I (subset of the original image I) that should satisfy two requirements: 1) U contains samples of all the considered classes, and 2) samples in U should be taken from portions of the scene separated from those on which the training samples T 1 are collected. The set U can be defined in either of the following ways: 1) by manually selecting clusters of pixels on a portion of the considered scene; 2) by randomly subsampling a set of pixels; or 3) by considering the whole image I. It is worth noting that, in the proposed algorithm, the labels of classes are not required. We only assume that the unlabeled samples are collected according to a strategy that can implicitly consider all classes present in the scene.
The method is based on the semisupervised estimation of the terms P U (ω i ) and p U (x | ω i ), ω i ∈ Ω, which, in this case, characterize the prior probabilities and the conditional probability density functions in the disjoint area corresponding to the pixels in U , respectively. The distribution of the samples in U can be described by the following mixture model:
We assume that P U (ω i ) and p U (x | ω i ) are not known, while p U (x) is given from the data distribution. However, despite the expected variability, for each class ω i ∈ Ω, the initial values of both the prior probability P U (ω i ) and the conditional density function p U (x | ω i ) can be roughly approximated by the prior and the conditional density function in T 1 , i.e.,
The problem can be addressed by estimating the parameter
, where each component δ i represents the vector of parameters that characterize the density function p U (x | ω i ), which, given its dependence from δ i , can be rewritten as p
The components of J can be estimated by maximizing the pseudo log-likelihood function
The maximization of the log-likelihood function can be obtained with the expectation-maximization (EM) algorithm [32] . The EM algorithm consists of two main steps: an expectation step and a maximization step. The two steps are iterated, so that the value of the log-likelihood function L[p U (x)] increases at each iteration, until a local maximum is reached. For simplicity, let us consider that all the classes ω i ∈ Ω are Gaussian distributed. Under this assumption, the density function associated with each class ω i can be completely described by the mean vector μ U i and the covariance matrix Σ U i , i = 1, . . . , C. Therefore, the parameter vector to be estimated becomes
It can be proven that the equations to be used at iteration s + 1 for estimating the statistical terms associated with a generic class ω i are the following [3] , [32] , [33] :
where the superscripts s and s + 1 refer to the values of the parameters at the sth and s + 1th iterations, respectively. The estimates of the statistical parameters that describe the class distributions in the disjoint areas are obtained starting from the initial values of the parameters [see (11) ] and iterating (14)- (16) up to convergence. An important aspect of the EM algorithm concerns its convergence properties. It is not possible to guarantee that the algorithm will converge to the global maximum of the log-likelihood function, although convergence to a local maximum can be ensured. A detailed description of the EM algorithm is beyond the scope of this paper, so we refer the reader to the literature for a more detailed analysis of such an algorithm and its properties [3] , [32] . The final estimates obtained at convergence for each class ω i ∈ Ω, i.e.,P U (ω i ), andp U (x | ω i ) (which depend on the estimated parametersμ
to estimate the invariance termP(θ) for each subset of features θ considered. Thus, the semisupervised estimation of the invariance term becomeŝ
The discrimination term Δ(θ) can be calculated as in (7) with no difference with respect to the supervised method. It is worth noting that, depending on the adopted set U of unlabeled pixels, the estimation of the prior probabilities and the class-conditional densities can reflect with different degree of accuracy the true values. In particular, the estimation of the elements of the covariance matricesΣ U i , i = 1, . . . , C, may become critical in some cases when the number of classes is high. Thus, in these cases, since small fluctuations in the accuracy of the estimation of the covariance termsΣ U i , i = 1, . . . , C, can strongly affect the invariance term values, the estimation of the invariance term can be simplified in the following ways: 1) by assuming that the covariance matrix is diagonal and 2) by considering only the first-order statistical moment (thus neglecting the second-order moments) for the evaluation of the statistical distanceŜ
C. Proposed Multiobjective Search Strategy
Given the proposed criterion function that is made up of the discrimination term Δ(θ) and the invariance term P(θ) (which, depending on the available reference data, can be evaluated with the supervised or unsupervised methods, as described in the previous two sections), we address now the problem of defining a search strategy to select the subset (or the subsets) of features that (jointly) optimize(s) the two defined measures. To this purpose, one can define a global optimization function as where K tunes the tradeoff between discrimination ability and invariance of the selected subset of features and f is the monotonic decreasing function of P(θ). The subset θ * of m features for which V (θ) has the maximum value represents the solution to the considered problem.
Nevertheless, the aforementioned formulation of the problem has two drawbacks: 1) the obtained criterion function is not monotonic (and thus, effective search algorithms based on this property cannot be used), and 2) the definition of f and K (which should be carried out empirically) affects significantly the final result. To overcome these drawbacks, we modeled this problem as a multiobjective minimization problem, where the multiobjective function g(θ) is made up of two different (and possibly conflicting) objectives g 1 (θ) and g 2 (θ), which express the discrimination ability Δ(θ) among the considered classes and the spatial invariance P(θ) of the subset of features θ, respectively. The multiobjective problem can therefore be formulated as follows:
where |θ| is the cardinality of the subset θ, i.e., the number of features m to be selected from the originally available n. This problem is solved in order to obtain a set of Pareto-optimal solutions O * instead of a single optimal one. In greater detail, a solution θ * is said to be Pareto optimal if it is not dominated by any other solution in the search space, i.e., there is no other θ such that g i (θ) ≤ g i (θ * ) (∀i = 1, 2) and g j (θ) < g j (θ * ) for at least one j (∀j = 1, 2). This means that θ * is Pareto optimal if there exists no other subset of features θ that would decrease an objective without simultaneously increasing the other one ( Fig. 2 clarifies this concept with a graphical example) . The set O * of all optimal solutions is called Pareto-optimal set. The plot of the objective function of all solutions in the Pareto-optimal set is called Pareto front PF * = {g(θ)|θ ∈ O * }. Because of the complexity of the search space, an exhaustive search of the set of optimal solutions O * is unfeasible. Thus, instead of identifying the true set of optimal solutions, we aim to estimate a set of nondominated solutionsÔ * with objective values as close as possible to the Pareto front. This estimation can be achieved with different multiobjective optimization algorithms (e.g., multiobjective evolutionary algorithms).
The main advantage of the multiobjective approach is that it avoids aggregation of metrics capturing multiple objectives into a single measure. On the contrary, it allows one to effectively identify different possible tradeoffs between the values of Δ(θ) and P(θ). This results in the possibility to evaluate in a more flexible way the tradeoffs between discrimination ability among classes and spatial invariance of each feature subset and to identify the subsets of features that simultaneously exhibit both properties. In particular, we expect that the most robust subsets of features (which will result in the best generalization capability of the classification system) are represented by the solutions that are localized close to the knee of the estimated Pareto front (or the solutions closest to the origin of the search space).
IV. DATA SET DESCRIPTION AND DESIGN OF EXPERIMENTS
In order to assess the effectiveness of the presented approach (with both the proposed supervised and semisupervised methods), we carried out several experiments on a hyperspectral image acquired over an extended geographical area. We considered a data set that is increasingly used as a benchmark in the literature and consists of data acquired by the Hyperion sensor of the Earth Observing 1 (EO-1) satellite in an area of the Okavango Delta, Botswana. The Hyperion sensor on EO-1 acquired the hyperspectral image with a spatial resolution of 30 m over a 7.7-km strip in 242 bands. Uncalibrated and noisy bands that cover water absorption range of the spectrum were removed, and the remaining 145 bands were given as input to the feature-selection technique. For more details on this data set, we refer the reader to [34] . The labeled reference samples were collected on two different and spatially disjoint areas (Area 1 and Area 2), thus representing possible spatial variabilities of the spectral signatures of classes. The samples taken on the first area were partitioned into a training set T 1 and a test set T S 1 by random sampling (these sets represent similar realizations of the spectral signatures of classes). The samples taken on the second area were used to derive a training set T 2 and a test set T S 2 according to the same procedure used for the samples of the first considered area (these two sets present possible variability in class distributions with respect to the first two sets). The numbers of labeled reference samples for each set and class are reported in Table I . After preliminary experiments were carried out in order to understand the size of the subset of features that led to the saturation of the classification accuracies, we performed different experiments (with both the supervised and semisupervised methods) by varying the size m of the selected subset of features in a range between 6 and 14 with step 2. The obtained subsets of features were used to perform the classification with a Gaussian maximum-likelihood (ML) classifier. The training of the ML classifier (estimation of Gaussian parameters for class-conditional densities) was carried out using the training set T 1 . We compared the classification accuracies obtained on both test sets T S 1 and T S 2 performing the feature selection with the following: 1) the proposed approach with the supervised method for the estimation of the invariance term; 2) the proposed semisupervised method for estimating the invariance term; and 3) a standard featureselection technique that considers only the discrimination term.
The experiments with the supervised feature-selection method were carried out by considering the training set T 1 for the evaluation of the discrimination term Δ(θ) and both T 1 and T 2 for the evaluation of the invariance term P(θ). In our implementation, we adopted the JM distance (under the Gaussian assumption for the distribution of classes) as a statistical distance measure for both considered terms. The second set of experiments was carried out with the proposed semisupervised feature-selection method. In these experiments, we considered the training set T 1 for the evaluation of the discriminative term Δ(θ), while the invariance termP(θ) was estimated from T 1 and the samples of T 2 , which were used without their class label information as set U . For simplicity, we considered only the first-order moment to evaluate the statistical distanceŜ
ii (θ) (see the discussion in Section II-A). The standard feature selection was performed by selecting the subsets of features that maximize the JM distance on the training set T 1 with a (mono-objective) GA. Note that we did not mix up the two training sets T 1 and T 2 for both training the ML classifiers and evaluating the discrimination term, as the Gaussian approximation is no more reasonable for the two different Gaussian realizations of each class in T 1 and T 2 (see Section II-A).
In order to solve the defined two-objective minimization problem for the proposed methods (i.e., estimating the Paretooptimal solutions), we implemented a modification of the "nondominated sorting in genetic algorithm II" (NSGA-II) [31] . The original algorithm was modified in order to avoid solutions with multiple selections of the same feature. This has been accomplished by changing the random initialization of the chromosome population and by modifying the crossover and mutation operators. In all the experiments, the population size was set equal to 100, and the maximum number of generations was set equal to 50. The classification was carried out using all combinations of featuresθ * ∈Ô * that lie on the estimated Pareto front, and the subsetθ * that resulted in the highest accuracy on the disjoint test set T S 2 was finally selected. For the mono-objective GA, we adopted the same values for both the population size and the maximum number of generations as for the multiobjective GA.
V. EXPERIMENTAL RESULTS

A. Results With the Supervised Method for the Estimation of the Invariance Term
We first present the experimental results obtained with the proposed supervised method that allows us to derive important considerations about the validity of the proposed approach with respect to the standard one. In order to show the shortcomings of standard feature-selection algorithms for the classification of hyperspectral images, Fig. 3 shows the graphs of the accuracy obtained by the ML classifier on the adjoint (T S 1 ) and disjoint (T S 2 ) test sets versus the values of the discrimination term Δ(θ) for different subsets of features. For the reported graphs, we used the solutions on the Pareto front estimated by the modified NSGA-II algorithm applied to the multiobjective minimization problem in (19) , in the cases of six and eight features (these two cases are selected as examples; the other considered cases led to similar results). From this figure, it is possible to observe that the accuracy on T S 1 increases when the discrimination term increases, whereas the accuracy on T S 2 increases only until a certain value and then it decreases. Therefore, the simple maximization of the discrimination term (as standard approaches do) can lead to an overfitting phenomenon, which results in poor generalization capabilities, i.e., low capability to discriminate and correctly classify the landcover classes in areas of the scene different from that associated with the collected training data. This confirms the significant variability of the spectral signature of classes in hyperspectral images.
The aim of the proposed approach is to overcome this problem. Let us now consider Fig. 4 that shows the Pareto fronts estimated by the proposed approach (employing the modified NSGA-II algorithm) in the cases of the selection of six and eight features. This figure represents the information of the kappa coefficient of accuracy, which is obtained by the classification of the test sets T S 1 and T S 2 with the considered subset of featuresθ * , as the color of the point, according to the reported color scale bar. The diagrams in Fig. 4(a)-(c) show that, for the classification of T S 1 , the solutions with higher discrimination capability [lower values of −Δ(θ)] result in better accuracies. This behavior reveals (as expected) that only the discrimination term is important for selecting the most effective feature subset for the classification of pixels acquired in a similar area of pixels in T 1 (in these conditions, training and test patterns represent the same realization of the statistical distributions of classes). On the contrary, the diagrams in Fig. 4(b)-(d) show that the most accurate solutions for the classification of the spatially disjoint samples of T S 2 (which result in the highest kappa coefficient of accuracy) are located in a middle region, close to the knee of the estimated Pareto front. This confirms the importance of the invariance term, and that tradeoff solutions between the two competing objectives Δ(θ) and P(θ) should be identified in order to select the subset of features that leads to better generalization capabilities and, thus, higher classification accuracy in areas of the hyperspectral image different from the training one. Table II reports the comparison of the classification accuracies obtained on T S 1 and T S 2 by selecting the subset of features with the proposed multiobjective supervised and semisupervised methods, as well as the standard method. From this table, it is possible to observe that the obtained accuracy on the disjoint test set T S 2 are, in general, significantly lower that those obtained on the adjoint test set T S 1 , confirming the presence of consistent variability in the spatial domain of the spectral signatures of the classes. This phenomenon severely challenges the generalization capability of the classification system. Nevertheless, we can observe that, for all considered cases, the proposed multiobjective feature-selection methods allowed one to significantly increase the accuracy on the test set T S 2 with respect to the standard method, while the accuracy on the adjoint test set T S 1 only slightly decreased. On average, the proposed supervised method resulted in an increase of the classification accuracy on the disjoint test set of 21.3% with respect to the standard approach, while it slightly decreased by 4.2% the accuracy on the adjoint test set.
The obtained results clearly confirm that the proposed approach is effective in exploiting the information of the two distinct available training sets to select subsets of robust and invariant features, which can improve the generalization capabilities of the classification system. We further observe that very few spectral channels (6-14 bands out of the originally available 145) are sufficient for effectively representing and discriminating the considered information classes, thus significantly reducing the problems associated with the Hughes phenomenon. The computational cost of the proposed supervised method is comparable with that of the standard mono-objective algorithm. In our experiments, which were carried out on a personal computer mounting an Intel Pentium D processor at 3.4 GHz and a 2-GB DDR2 RAM, the feature selection with the supervised multiobjective method took an average time of about 4 min, while the standard method took about 3 min. This is due to the fact that the evaluation of the discrimination term Δ(θ) (which has to be computed also with standard feature-selection methods) requires a computational cost that is proportional to C(C − 1)/2, while the introduced invariance term P(θ) has a computational cost that is proportional to C. Therefore, the additional cost due to the evaluation of the new term becomes lesser and lesser when the number of classes increases.
B. Results With the Semisupervised Method for the Estimation of the Invariance Term
Often, in real applications, a disjoint training set T 2 is not available to the user, and the proposed supervised method cannot be used. In these cases, the semisupervised approach can be adopted. It is worth noting that, from the perspective of the semisupervised method, the supervised technique represents an upper bound of the accuracy and generalization ability that can be obtained (if the same samples with and without labels are considered). Thus, in this case, the results presented in the previous section can be seen as the best performances that can be obtained on the considered samples.
As expected, the semisupervised method led to accuracies that were slightly lower than that of the supervised method, but it still maintained a significant improvement with respect to the traditional approach. On average, the semisupervised method increased the classification accuracy on T S 2 by 16.4% with respect to the standard feature-selection method, while it decreased the accuracy on T S 1 by 3.1%. The small decrease in performances with respect to those obtained by the supervised method is due to the approximate estimation of the invariance term carried out with the EM algorithm, which cannot ensure convergence to the optimal solution. However, the semisupervised method has the very important advantage to considerably increase the generalization capabilities of the classification systems with respect to the traditional approach without requiring additional reference data. The computation cost of this method is slightly higher with respect to the standard method, because of the time required by the EM algorithm to perform the estimation necessary to evaluate the invariance term. In our experiments, the average time for the feature selection with the semisupervised approach was about 60 min (15 times more than that with the supervised method).
VI. CONCLUSION
In this paper, we presented a novel feature-selection approach to the classification of hyperspectral images. The proposed approach aimed at selecting subsets of features that exhibited, at the same time, high discrimination ability and high spatial invariance, improving the robustness and the generalization properties of the classification system with respect to standard techniques. The feature selection was accomplished by defining a multiobjective criterion function that considered the evaluation of both a standard separability measure and a novel term that measured the spatial invariance of the selected features. In order to assess the invariance in the scene of the feature subset, we proposed both a supervised method (assuming the availability of training samples acquired in two or more spatially disjoint areas) and a semisupervised method (which required only a standard training set acquired in a single area of the scene and which exploited the information of unlabeled pixels in portions of the scene spatially disjoint from the training areas). The multiobjective problem was solved by an evolutionary algorithm for the estimation of the set of Pareto-optimal solutions.
Experimental results showed that the proposed featureselection approach selected subsets of the original features that sharply increased the classification accuracy on disjoint test samples, while it slightly decreased the accuracy on the adjoint test set with respect to standard methods. This behavior confirms that the proposed approach results in augmented generalization capability of the classification system. In this regard, we would like to stress the importance of evaluating the accuracy on a disjoint test set, because this allows one to estimate the accuracy in the classification of the whole considered image. In particular, the proposed supervised method is effective in exploiting the information of the two available training sets, and the proposed semisupervised method can significantly increase the generalization capabilities of the classification system without requiring additional reference data with respect to traditional feature-selection algorithms. This can be achieved at the cost of an acceptable additional computational time.
It is important to note that the proposed approach is defined in a general way, thus allowing different possible implementations. For instance, the discrimination and invariance terms can be evaluated considering statistical distance measures that are different from those adopted in our experimental analysis, and other multiobjective optimization algorithms can be adopted as search strategy for estimating the Pareto-optimal solutions. This general definition of the approach results in the possibility of further developing the implementation that we adopted for our experimental analysis. As an example, as future developments of this paper, the proposed approach could be integrated with classification algorithms that are different from the adopted ML classifier, e.g., the SVM and/or other kernel-based classification techniques, for further improving the accuracy of the classification system. In addition, we think that the overall classification system can be further improved by jointly exploiting the proposed feature-selection approach and a semisupervised classification technique for a synergic and complete exploitation of the unlabeled-sample information.
