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FINITELY ADDITIVE MEASURES AND COMPLEMENTABILITY
OF LIPSCHITZ-FREE SPACES
MAREK CU´TH, ONDRˇEJ F.K. KALENDA AND PETR KAPLICKY´
Abstract. We prove in particular that the Lipschitz-free space over a finitely-
dimensional normed space is complemented in its bidual. For Euclidean spaces
the norm of the respective projection is 1. As a tool to obtain the main result
we establish several facts on the structure of finitely additive measures on
finitely-dimensional spaces.
1. Introduction
The Lipschitz-free space over a metric space M is a Banach space FpMq whose
linear structure in a way reflects the metric structure of M . In the framework of
Banach spaces, Lipschitz-free spaces can be used to get a linearization of certain
properties. For example, one of the first results of this kind, due to G. Godefroy
and N. Kalton [10] says that, whenever a separable Banach space Y admits (as
a metric space) an isometric embedding into a Banach space X there exists a
linear isometric embedding. Lipschitz-free spaces form nowadays an active field
of research, there are many results on Banach space properties of them – papers
[13, 23, 15, 20, 14, 5, 6, 2] contain results on approximation properties and Schauder
bases, in [3] it is proved that any Lipschitz-free space contains a copy of ℓ1 as soon
as it has infinite dimension. In [4] we provided an isometric description of Lipschitz-
free space over convex domains in finite-dimensional normed spaces. In the present
paper we will use this representation to investigate complementability of Lipschitz-
free spaces in the bidual. One of the motivations for this research is [11, Problem
16] asking whether Fpℓ1q is complemented in the bidual. This problem is of a
particular interest, because a positive answer would solve famous open problem of
whether every Banach space which is Lipschitz-isomorphic to ℓ1 is actually linearly
isomorphic to ℓ1, see [11, comment after Problem 16]. We were not able to answer
this question, so we started by the investigation of finite-dimensional spaces. Our
main result reads as follows.
Theorem 1.1. Let E be a normed space of a finite dimension d ě 2. Then there is
a linear projection Q : FpEq˚˚ Ñ FpEq such that }Q} ď dBM pE, ℓ2dq, where dBM
denotes the Banach-Mazur distance.
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We excluded the case d “ 1 as it is well known and easy. Indeed, by [10, p. 128]
FpRq is isometric to L1pRq. Moreover, L1pRq is even 1-complemented in its bidual,
in fact it is an L-embedded space, i.e., there is a projection P : pL1pRqq˚˚ Ñ L1pRq
satisfying }x˚˚} “ }P px˚˚q} ` }x˚˚ ´ P px˚˚q} for x˚˚ P pL1pRqq˚˚. For d ě 2
the situation is complicated, it is not clear whether FpEq is L-embedded when
dimE ě 2 (at least in some norm).
An easy consequence is the following statement.
Corollary 1.2. Let E be a finite-dimensional normed space and let M Ă E be a
subset whose closure has nonempty interior in E. Then FpMq is complemented in
FpMq˚˚.
Proof. By [19, Corollary 3.5], FpMq is isomorphic to FpEq, so the statement follows
immediately from Theorem 1.1. 
Another consequence of the main result is the following (the second assertion
follows from the John theorem [18]).
Corollary 1.3.
‚ Let E be a finite-dimensional Euclidean space. Then FpEq is 1-comple-
mented in its bidual.
‚ Let E be a normed space of finite dimension d ě 2. Then FpEq is ?d-
complemented in its bidual.
Note that for non-Euclidean spaces the estimate of the norm of a projection
depends on dimension. The following question seems to be open.
Question 1.4. Is there a constant C ě 1 such that FpEq is C-complemented in
FpEq˚˚ for any finite-dimensional normed space E?
Note that the isometric representation of FpΩq given in [4] works for any nonempty
open convex subset Ω of a finite-dimensional normed space E. However, the esti-
mate for the projection given in Theorem 1.1 is proved only in the case Ω “ E.
Hence, the following question seems to be open.
Question 1.5. Does the statement of Theorem 1.1 hold also for FpΩq, where Ω is
a nonempty open convex subset of a finite-dimensional normed space?
The original motivation for our investigation was, as mentioned above, the prob-
lem of complementability of Fpℓ1q in the bidual. We have not answered this ques-
tion, but in view of the main results the following problem seems to be natural.
Question 1.6. Is Fpℓ2q complemented in Fpℓ2q˚˚? Is it 1-complemented?
Let us now describe the basic strategy of the proof. Let E be a finite-dimensional
normed space and Ω Ă E be a nonempty open convex set. In [4] it is shown that
FpΩq is isometric to the quotient of L1pΩ, Eq by the subspace of the vector fields
with zero divergence (see Proposition 5.1 for a precise formulation). So, to prove
that FpΩq is complemented in the bidual it is enough to show that the mentioned
quotient is complemented in its bidual. This bidual can be described, using stan-
dard Banach-space duality, as the respective quotient of L1pΩ, Eq˚˚. The space
L1pΩ, Eq˚˚ can be represented as the space of E-valued finitely additive measures
on Ω which are zero on Lebesgue null sets (see Section 4). Therefore, we start by
investigating the finitely additive measures and some natural projections on them.
FINITELY ADDITIVE MEASURES AND LIPSCHITZ-FREE SPACES 3
Section 3 is devoted to scalar (real-valued) measures, Section 4 to vector-valued
ones. In Section 5 we describe the isometric representation of FpΩq and FpΩq˚˚
and prove several results on approximation in case Ω “ E. In Section 6 we study
(not necessarily absolutely continuous) σ-additive vector-valued measures whose
distributional divergence coincides with the divergence of an L1-vector field. We
give a characterization of such measures and prove several estimates. In Section 7
we construct a projection onto this subspace of measures, using tangent spaces of
measures. Finally, by composing three natural mappings we get the sought projec-
tion.
2. Preliminaries
In this section we collect basic definitions and notation used throughout the
paper.
We start by defining the Lipschitz-free spaces. Let pM,dq be a metric space with
a distinguished point 0 P M . By Lip0pMq we denote the space of all real-valued
Lipschitz functions on M which map the distinguished point 0 PM to 0 P R. If we
equip Lip0pMq by the Lipschitz-constant norm }¨}lip, it becomes a Banach space.
For any x P M let δpxq P Lip0pMq˚ be the evaluation functional δpxq : f ÞÑ fpxq.
Then δ : M Ñ Lip0pMq˚ is an isometry and the Lipschitz-free space FpMq is
defined as the closed linear span of δpMq in Lip0pMq˚.
The space FpMq has the following universal property: Given any Banach space
Z and any Lipschitz mapping f : M Ñ Z satisfying fp0q “ 0, there is a unique
bounded linear operator L : FpMq Ñ Z such that f “ L ˝ δ. Moreover, the norm
of L equals the Lipschitz constant of f . Applying this to Z “ R we see that the
dual of FpMq is canonically isometric to Lip0pMq. (Note that by a recent result of
N. Weaver [27], the space Lip0pMq has a unique predual – namely FpMq – whenever
M is either bounded or it is a convex subset of a normed space.) We stress that
the weak˚ topology on Lip0pMq coincides on bounded sets with the topology of
pointwise convergence.
We will further use the standard calculus of distributions. Let us recall basic
notation and some useful facts. If Ω Ă Rd is a nonempty open set, DpΩq denotes
the space of test functions on Ω, i.e., the space of real-valued C8 functions with
compact support in Ω. By D 1pΩq we denote the space of distributions on Ω.
An approximate unit in DpRdq is a sequence punq in DpRdq given by the formula
unpxq “ ndφpnxq, x P Rd,
where φ is a fixed nonnegative test function satisfying
ş
Rd
φ “ 1.
The approximate unit is used to smoothen measurable functions using convo-
lution. We will apply it also to vector-valued functions. If X “ pRk, }¨}Xq is a
finite-dimensional normed space and f “ pf1, . . . , fkq : Rd Ñ X is a locally inte-
grable vector field, we set un ˚ f “ pun ˚ f1, . . . , un ˚ fkq. The following lemma
summarizes several results on approximation which follow immeadiately from their
well-known scalar versions.
Lemma 2.1. Let punq be an approximate unit in DpRdq and let X “ pRk, }¨}Xq be
a finite-dimensional normed space.
(i) If f P L1pRk, Xq, then un ˚ f Ñ f in the norm of L1pRk, Xq.
(ii) If f : Rk Ñ X is continuous, then un ˚ f Ñ f uniformly on compact sets,
in particular pointwise.
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(iii) If f : Rk Ñ X is uniformly continuous (in particular, if f P C0pRk, Xq),
then un ˚ f Ñ f uniformly on Rk.
We will use also the following easy estimate.
Lemma 2.2. Let punq be an approximate unit in DpRdq, let X “ pRk, }¨}Xq be a
finite-dimensional normed space and let f : Rd Ñ X be a locally bounded measurable
mapping.
(i) }pun ˚ f qpxq}X ď supyPx´sptun }fpyq}X for any x P Rd.
(ii) If f is bounded, then }un ˚ f}L8pRd,Xq ď }f}L8pRd,Xq.
Proof. The assertion (ii) follows immeadiately from (i). The assertion (i) is easy,
we give a proof for the sake of completeness. Fix x P Rd. Let z˚ P X˚ be such
that }z˚}X˚ ď 1. Then we have
|xz˚, pun ˚ fqpxqy| “
ˇˇˇˇB
z˚,
ż
Rd
unpyqfpx´ yqdy
Fˇˇˇˇ
“
ˇˇˇˇż
Rd
unpyq xz˚,fpx´ yqy dy
ˇˇˇˇ
ď
ż
Rd
unpyq }fpx´ yq}X dy ď sup
yPx´sptun
}f pyq}X

3. Finitely additive measures – scalar case
Throughout this section Ω will be a fixed nonempty open subset of Rd where
d ě 1 is fixed. By BpΩq we denote the Borel σ-algebra on Ω, by λ the d-dimensional
Lebesgue measure on Ω. Further, MpΩq will denote the Banach space of all real-
valued finitely additive Borel measures on Ω equipped with the total variation norm,
i.e.,
}µ} “ supt
nÿ
i“1
|µpBiq| ; B1, . . . , Bn P BpΩq disjointu, µ PMpΩq.
The space MpΩq is canonically isometric to the dual space to BbpΩ,Rq, the space
of all bounded real-valued Borel measurable functions on Ω equipped with the sup-
norm, see [8, Theorem IV.5.1]. Therefore, there is a canonical weak˚ topology on
MpΩq. For any µ PMpΩq we define measures µ`, µ´ and |µ| by
µ`pBq “ suptµpCq; C Ă B Borelu,
µ´pBq “ supt´µpCq; C Ă B Borelu,
|µ| pBq “ supt
nÿ
i“1
|µpCiq| ; C1, . . . , Cn Ă B disjoint Borel setsu
Then µ`, µ´, |µ| PMpΩq, µ “ µ` ´ µ´ and |µ| “ µ` ` µ´, see [8, Lemma III.1.6
and Theorem III.1.8].
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Let us consider the following four subspaces of MpΩq:
MσpΩq “ tµ PMpΩq; µ is σ-additiveu,
MpfapΩq “ tµ PMpΩq; @ε ą 0 DpBnqnPN a Borel cover of Ω :
8ÿ
n“1
|µ| pBnq ă εu,
MacpΩq “ tµ PMpΩq; @B P BpΩq : λpBq “ 0ñ µpBq “ 0u,
MspΩq “ tµ PMpΩq; DB P BpΩq : λpBq “ 0 & |µ| pΩzBq “ 0u.
The measures from MpfapΩq are called purely finitely additive. Let us remark
that in [8, Definition III.7.7] a different definition of a purely finitely additive mea-
sure is given, namely a nonnegative measure is purely finitely additive if it majorizes
no nonzero nonnegative σ-additive measure, and a signed measure is purely finitely
additive if it is true both for the positive and the negative parts. It is easy to
see that our definition is equivalent (in view of the fact that BpΩq is a σ-algebra).
Moreover, it can be carried to vector measures, which we will do in the next section.
Further, any µ P MpΩq can be canonically decomposed to a σ-additive and a
purely finitely additive measures, see [8, Theorem III.7.8]. Indeed, if µ ě 0 set
SpµqpBq “ inft
ÿ
nPN
µpCnq; pCnqnPN is a Borel cover of Bu, B P BpΩq.
It is easy to check that Spµq is a nonnegative σ-additive Borel measure on Ω. Since
it is clearly the largest such measure below µ, it is exactly the measure constructed
in the proof of [8, Theorem III.7.8]. For a general µ we set Spµq “ Spµ`q ´ Spµ´q.
It is easy to show that S is a linear projection and for any µ PMpΩq we have
Spµq PMσpΩq, µ´ Spµq PMpfapΩq, }µ} “ }Spµq} ` }µ´ Spµq} .
Indeed, the first statement is clear, the second one follows from [28, Theorem 1.17].
By [28, Theorem 1.24] the decomposition to a σ-additive and purely finitely additive
parts is unique, hence the linearity of S follows. The last equality follows easily
using [28, Theorem 1.16].
σ-additive measures fromMacpΩq are exactly the measures which are absolutely
continuous with respect to the Lebesgue measure. For finitely additive measures
we do not use this term as it has a different meaning, it is defined by a stronger
condition [8, Definition III.4.12]. The subspace MacpΩq is important for us, as it
is canonically isometric to the dual of L8pΩq, see [8, Theorem IV.8.16]. Moreover,
MacpΩq is weak˚-closed inMpΩq and its weak˚ topology coincides with the weak˚
topology inherited from MpΩq. Indeed, L8pΩq is the quotient of BbpΩ,Rq by the
subspace made by functions which are zero λ-almost everywhere, so it is enough to
use the standard duality of subspaces and quotients.
Any µ PMpΩq can be canonically decomposed to a measure from MacpΩq and
a measure from MspΩq. Indeed, if µ ě 0, set
AspµqpBq “ suptµpCq; C Ă B Borel, λpCq “ 0u, B P BpΩq.
It is clear that Aspµq P MspΩq. Moreover, if λpBq “ 0, then AspµqpBq “ µpBq,
hence µ ´ Aspµq P MacpΩq. It is easy to check that As is additive and positive
homogeneous, hence if we define Aspµq “ Aspµ`q´Aspµ´q for a general µ, we infer
that As is a linear projection and that for any µ PMpΩq one has
Aspµq PMspΩq, µ´Aspµq PMacpΩq, }µ} “ }Aspµq} ` }µ´Aspµq} .
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Further, by [16, Theorem I.1.10(a)] the projections S and As commute. It follows
that for any µ PMpΩq we have
}µ} “ }pI ´AsqSµ} ` }AsSµ} ` }pI ´AsqpI ´ Sqµ} ` }AspI ´ Sqµ}
and
pI ´AsqSµ PMσpΩq XMacpΩq, AsSµ PMσpΩq XMspΩq,
pI ´AsqpI ´ Sqµ PMpfapΩq XMacpΩq, AspI ´ Sqµ PMpfapΩq XMspΩq.
There is another projection of MpΩq onto MσpΩq, different from S. Let µ P
MpΩq. Then µ defines a continuous linear functional on BbpΩ,Rq. The space C0pΩq
(of continuous real-valued functions on the locally compact space Ω vanishing at
infinity) is a closed subspace of BbpΩ,Rq, hence we can consider the restriction
of the mentioned functional to C0pΩq. By the Riesz representation theorem this
functional is represented by a measure from MσpΩq. Let us denote the resulting
measure by Rpµq. It is clear that R is a linear operator and }R} ď 1. Further, if
µ ě 0, then for any open set G Ă Ω we have
RpµqpGq “ suptµpKq; K Ă G compactu.
Indeed, this easily follows from the proof of the Riesz theorem (see [25, Theorem
2.14]), as we have for each open G Ă Ω
RpµqpGq “ suptµpfq; f P C0pΩq, 0 ď f ď 1, f supported by a compact subset of Gu.
Hence, if µ is σ-additive, then Rpµq “ µ, as σ-additive finite Borel measures on Ω
are necessarily regular. It follows that R is a norm-one projection of MpΩq onto
MσpΩq. This projection will serve as one of the key tools in the proof of the main
result.
Moreover, we have even RpMacpΩqq “MσpΩq, in fact
(1) @µ PMσpΩq Dν PMacpΩq : Rpνq “ µ & }ν} “ }µ} .
Indeed, this follows from the Hahn-Banach theorem, as C0pΩq is canonically iso-
metric to a subspace of L8pΩq. In fact, much more is true, as witnessed by the
following theorem which shows that the projection R is in a sense ‘orthogonal’ to
the projections As and S.
Theorem 3.1. For any µ PMσpΩq there are ν1 PMpfapΩq XMacpΩq and ν2 P
MpfapΩq XMspΩq with }ν1} “ }ν2} “ }µ} such that Rpν1q “ Rpν2q “ µ. In
particular, RpMpfapΩq XMacpΩqq “ RpMpfapΩq XMspΩqq “MσpΩq.
Proof. Step 1. Assume that µ ě 0 and the support of µ is a nowhere dense
compact set K Ă Ω.
We start by constructing ν1. Let
Y1 “ spanpCbpΩq Y tχKu Y tχB; B P BpΩq, λpBq “ 0uq.
Then Y1 is a linear subspace of BbpΩ,Rq. Let us define a linear functional ϕ1 on Y1
by setting
ϕ1pf`cχK`
nÿ
i“1
αiχBiq “
ż
f dµ, f P CbpΩq, B1, . . . , Bn P BpΩq, α1, . . . , αn, c P R.
Since always ›››››f ` cχK ` nÿ
i“1
αiχBi
›››››
8
ě }f}8 ,
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it is clear that }ϕ1} ď }µ}. By the Hahn-Banach extension theorem we can extend
ϕ1 to some ψ1 P BbpΩ,Rq˚ with }ψ1} “ }ϕ1}. Let ν1 P MpΩq be the measure
representing ψ1. By the construction we get }ν1} “ }µ} and Rpν1q “ µ. Since
ν1pBq “ 0 whenever λpBq “ 0, we see that ν1 P MacpΩq. Further, as }ν1} “
}µ} “ µpΩq “ ϕ1p1q “ ψ1p1q “ ν1pΩq, we deduce that ν1 ě 0. By construction we
get ν1pKq “ ϕ1pχKq “ 0. Moreover, since Rpν1qpΩzKq “ µpΩzKq “ 0, we have
ν1pLq “ 0 for any compact set L Ă ΩzK. Finally, ΩzK is σ-compact, hence Ω
can be covered by a sequence of compact sets of zero ν1-measure, thus ν1 is purely
finitely additive.
To construct ν2 we proceed similarly. Set
Y2 “ span
`
CbpΩq Y tχKu Y tχL; L Ă Ω compact, λpLq “ 0u
Y tχF ; F Ă Ω is Fσ, IntF “ H, λpΩzF q “ 0u
˘
.
For f ` cχK `
řn
i“1 αiχLi `
řm
j“1 βjχFj P Y2 set
ϕ2pf ` cχK `
nÿ
i“1
αiχLi `
mÿ
j“1
βjχFj q “
ż
f dµ
It is clear that ϕ2 is a linear functional on Y2. Since K Y
Ťn
i“1 Li Y
Ťm
j“1 Fj has
empty interior, we deduce that
›››f ` cχK `řni“1 αiχLi `řmj“1 βjχfj ›››8 ě }f}8
and thus }ϕ2} ď }µ}. By the Hahn-Banach extension theorem we can extend ϕ2 to
some ψ2 P BbpΩ,Rq˚ with }ψ2} “ }ϕ2}. Let ν2 PMpΩq be the measure representing
ψ2. By the construction we get }ν2} “ }µ} and Rpν2q “ µ. Since ν2pΩq “ }ν2},
we see that ν2 ě 0. The proof that ν2 is purely finitely additive is the same as for
ν1. It remains to show that ν2 PMspΩq. To this end fix G Ă ΩzK dense Gδ with
λpGq “ 0. Then ν2pΩzGq “ 0, hence indeed ν2 PMspΩq.
Step 2. Suppose that µ ě 0.
Let C Ă Ω be a countable dense set of µ-measure zero. Then ΩzC has full
measure. By regularity of µ there is a σ-compact subset F Ă ΩzC of full µ-
measure. Suppose F “ ŤnPN Fn with Fn compact. For each n P N the restriction
µ|Fn satisfies the assumption of Step 1, hence there are νn1 PMacpΩq XMpfapΩq
and νn2 PMspΩqXMpfapΩq such that }νn1 } “ }νn2 } “ }µ|Fn} and Rpνn1 q “ Rpνn2 q “
µ|Fn . It is enough to set
ν1 “
ÿ
nPN
νn1 , ν2 “
ÿ
nPN
νn2 .
Step 3. If µ is a general measure, the proof is completed using the decomposi-
tion µ “ µ` ´ µ´. 
4. Finitely additive measures – vector-valued case
We keep the notation from the previous section, in particular, Ω is a fixed
nonempty open subset of Rd, where d ě 1 is given, Moreover, let X be a finite-
dimensional normed space. Then X can be represented as pRk, }¨}Xq, where k “
dimX . The dual X˚ can be then canonically represented as pRk, }¨}X˚q.
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Consider the following Lebesgue-Bochner spaces
L1pΩ, Xq “ tf : ΩÑ X measurable; }f}1 “
ż
}fpxq}X dλpxq ă 8u,
L8pΩ, X˚q “ tg : ΩÑ X˚ measurable; }g}8 “ esssupxPΩ }gpxq}X˚ ă 8u.
Note that any mapping with values in X or X˚ can be represented by a k-tuple of
scalar functions. Then f “ pf1, . . . , fkq P L1pΩ, Xq if and only if f1, . . . , fk P L1pΩq.
Similarly, g “ pg1, . . . , gkq P L8pΩ, X˚q if and only if g1, . . . , gk P L8pΩq. So,
the above spaces depend only on the dimension of X ; the concrete norm on X
determines just the norms on these spaces.
It is well-known that L8pΩ, X˚q is isometric to the dual of L1pΩ, Xq, where the
duality is given by
xg,fy “
ż
Ω
xgpxq,fpxqy dλpxq, g P L8pΩ, X˚q,f P L1pΩ, Xq.
Indeed, in case Ω is bounded it follows from [7, p. 97-98] (where the assumption
that the measure on Ω is finite is used). The general case follows then easily (using
σ-finiteness of the Lebesgue measure). Alternatively, one can use [26, Example 2.19
and the formulas on p.24]. Note that the isomorphic version follows easily from the
scalar case, but the quoted results are necessary to prove that the identification is
in fact isometric.
Further, by MpΩ, Xq we will denote the space of all X-valued finitely additive
Borel measures on X which have bounded total variation. We equip this space with
the total variation norm, i.e.,
(2) }µ} “ supt
nÿ
i“1
}µpBiq}X ; B1, . . . , Bn P BpΩq disjointu, µ PMpΩ, Xq.
For any µ PMpΩ, Xq we define its absolute variation by
(3) |µ| pBq “ supt
nÿ
i“1
}µpBiq}X ; B1, . . . , Bn Ă B disjoint Borel setsu, B P BpΩq.
We define subspaces MσpΩ, Xq, MacpΩ, Xq, MpfapΩ, Xq and MspΩ, Xq by the
same formulas as in the scalar case.
Note that any µ PMpΩ, Xq can be represented as a k-tuple of measures from
MpΩq, thus MpΩ, Xq is isomorphic to MpΩqk. Moreover, it is clear that µ “
pµ1, . . . , µkq P MσpΩ, Xq if and only if µ1, . . . , µk P MσpΩq and similarly for the
remaining three subspaces. So, we can define the projections S : MpΩ, Xq Ñ
MσpΩ, Xq and As :MpΩ, Xq ÑMspΩ, Xq by
(4)
Spµ1, . . . , µkq “ pSpµ1q, . . . , Spµkqq,
Aspµ1, . . . , µkq “ pAspµ1q, . . . , Aspµkqq, pµ1, . . . , µkq PMpΩ, Xq.
Further, MpΩ, Xq is canonically isometric to the dual of BbpΩ, X˚q, the space
of bounded X-valued Borel mappings on Ω equipped with the sup-norm. Indeed,
simple Borel mappings are dense in BbpΩ, X˚q and it is clear that linear functionals
on the space of simple functions are exactly the finitely additive X-valued measures
and that the norm of such a functional is just the total variation of the vector
measure in question. (In fact, this is the proof of the scalar case which works in
the vector-valued case as well.)
Similarly,MacpΩ, Xq is canonically isometric to the dual of L8pΩ, X˚q.
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Further, let C0pΩ, X˚q be the space of continuous X˚-valued mappings on Ω
which are zero at infinity equipped with the sup-norm. Its dual C0pΩ, X˚q˚ is
canonically isometric to MσpΩ, Xq. Indeed, the isomorphic identification follows
easily from the scalar case (C0pΩ, X˚q is isomorphic to C0pΩqk), so it is enough to
observe that this identification is in fact isometric. This can be easily computed
similarly as in the scalar case or, alternatively, it follows by [26, Theorem 5.22,
Theorem 5.33 and the beginning of Section 3.2].
Let us define the mapping R :MpΩ, Xq ÑMσpΩ, Xq similarly as in the scalar
case. I.e., Rpµq is the measure which represents the restriction to C0pΩ, X˚q of the
functional on BbpΩ, X˚q represented by µ. Note that
Rpµ1, . . . , µkq “ pRpµ1q, . . . , Rpµkqq for µ “ pµ1, . . . , µkq PMpΩq.
The following proposition follows from (1) and Theorem 3.1.
Proposition 4.1.
RpMacpΩ, Xqq “ RpMacpΩ, Xq XMpfapΩ, Xqq
“ RpMspΩ, Xq XMpfapΩ, Xqq “MσpΩ, Xq.
5. Lipschitz-free space and its bidual
In this section we recall the representation of Lipschitz-free spaces on finite-
dimensional spaces from [4], we further deduce the representation of its bidual and
then prove a key proposition on approximation by test functions (Proposition 5.4
below). Let us start with the basic setting. Let E be a normed space of finite
dimension d ě 2, Ω Ă E a nonempty open convex set and o P Ω a distinguished
point (we can assume that o is the origin). We represent E as pRd, }¨}Eq and E˚
as pRd, }¨}E˚q.
The following proposition summarizes the results of [4].
Proposition 5.1.
‚ The mapping T : f ÞÑ f 1 is a linear isometry of Lip0pΩq into L8pΩ, E˚q.
The range of T is
XpΩq “ tf “ pf1, . . . , fdq P L8pΩ, E˚q; @i, j P t1, . . . , du : Bifj “ Bjfi in D 1pΩqu
“ tf P L8pΩ, E˚q; @i, j P t1, . . . , du @ϕ P DpΩq :
ż
Ω
fjBiϕ “
ż
Ω
fiBjϕu.
‚ XpΩq “ Y pΩqK, where
Y pΩq “ tg P L1pΩ, Eq; div g “ 0 in D 1pRdqu
“ tg “ pg1, . . . , gdq P L1pΩ, Eq; @ϕ P DpRdq :
dÿ
i“1
ż
Ω
giBiϕ “ 0u.
‚ The adjoint mapping T ˚ maps the quotient L1pΩ, Eq{Y pΩq (which is the
canonical predual of XpΩq) isometrically onto FpΩq.
An easy consequence of the first assertion of the above proposition is the following
description of the bidual of FpΩq, i.e., of the dual of Lip0pΩq.
Proposition 5.2. The adjoint mapping T ˚ is an isometry of MacpΩ, Eq{XpΩqK
onto Lip0pΩq˚.
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It follows that the question on complementability of FpΩq in its bidual can be re-
duced to the question on complementability of L1pΩ, Eq{Y pΩq inMacpΩ, Eq{XpΩqK.
Note that L1pΩ, Eq{Y pΩq is embedded inMacpΩ, Eq{XpΩqK in the following way:
Given f P L1pΩ, Eq, by fλ we denote the E-valued measure on Ω with density
f with respect to the Lebesgue measure. The mapping f ÞÑ fλ is an isometry of
L1pΩ, Eq ontoMacpΩ, EqXMσpΩ, Eq (it is onto by the Radon-Nikody´m theorem).
Hence, we can identify L1pΩ, Eq and MacpΩ, Eq XMσpΩ, Eq . Moreover, using
this identification, one has Y pΩq “ XpΩqK “ XpΩqK XMacpΩ, Eq XMσpΩ, Eq,
therefore the inclusion L1pΩ, Eq{Y pΩq Ă MacpΩ, Eq{XpΩqK can be obtained by
the factorization of the inclusion L1pΩ, Eq Ă MacpΩ, Eq along Y pΩq, i.e., by the
formula
f ` Y pΩq ÞÑ fλ`XpΩqK.
Note that L1pΩ, Eq is complemented in its bidualMacpΩ, Eq via the projection
S defined in (4). In case E is equipped with the ℓ1-norm, the projection S is even
an L-projection. A natural idea would be to try to factorize the projection S along
XpΩqK. However, it is not possible, as witnessed by Proposition 8.2 below.
Now we are going to prove the key proposition on approximation by test func-
tions. Although the representation of FpΩq and FpΩq˚˚ described above works
for an arbitrary nonempty open convex subset Ω Ă E, we are able to prove the
approximation only for Ω “ E. We do not know whether a similar result holds for
a general Ω (cf. Question 1.5). Therefore in the sequel we will consider only the
case Ω “ E “ pRd, }¨}Eq. Instead of L1pE,Eq, L8pE,E˚q, MpE,Eq etc. we will
write L1pRd, Eq, L8pRd, E˚q, MpRd, Eq etc. This is done in order to stress that
the structure of these spaces does not depend on the concrete norm on the domain.
To prove the approximation results, we need the following easy lemma.
Lemma 5.3. For any ε ą 0 there exists a C8 function ψ : Rd Ñ R with the
properties
‚ 0 ď ψ ď 1 on Rd,
‚ ψpxq “ 1 whenever }x}E ď 1,
‚ ψpxq “ 0 whenever }x}E ě 2,
‚ }∇ψ}L8pRd,E˚q ď 1` ε.
Proof. Fix δ P p0, 1
2
q such that 1
1´2δ ă 1` ε. Define ψ0 by
ψ0pxq “
$’&’%
1 if }x}E ď 1` δ,
2´δ´}x}
E
1´2δ if 1` δ ď }x}E ď 2´ δ,
0 if }x}E ě 2´ δ.
Then ψ0 is
1
1´2δ -Lipschitz, thus p1` εq-Lipschitz in the norm }¨}E .
Further, let punq be an approximate unit in DpRdq. Fix n so large that sptun Ă
UEpo, δq and set ψ “ un ˚ ψ0. Then ψ is the sought function. 
Proposition 5.4.
(i) For any F P Lip0pEq and any ε ą 0 there is a sequence pFnq in DpRdq such
that
– }Fn}lip ď }F }lip for n P N,
– the sequence pFn ´ Fnpoqq weak˚ converges to F .
(ii) t∇ϕ; ϕ P DpRdqu is norm-dense in C0pRd, E˚q XXpEq.
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(iii) For any g P C0pRd, E˚q we have
distpg, XpEqq “ distpg, XpEq X C0pRd, E˚qq.
Let us point out that the density in (ii) and the distance in (iii) is considered with
respect to the standard norm of L8pRd, E˚q as this space serves as the ambient
space here.
Proof. Let punq be an approximate unit in DpRdq. Without loss of generality
suppose that sptun Ă UEpo, 1q for each n P N.
(i) Fix F P Lip0pEq and set L “ }F }lip. For each n P N define a function rFn,0
by rFn,0pxq “
#
F pxq if }x}E ď n,
0 if }x}E ě 2n.
We claim that rFn,0 is L-Lipschitz on its domain. It is clear that it is L-Lipschitz on
BEpo, nq and on EzUEpo, 2nq. So, fix x,y P E such that }x}E ď n and }y}E ě 2n.
Then ˇˇˇ rFn,0pxq ´ rFn,0pyqˇˇˇ “ |F pxq| ď L ¨ }x}E ď Ln ď L }x´ y}E .
Thus we can extend rFn,0 to an L-Lipschitz function rFn : E Ñ R. Set Fn “ un ˚ rFn.
Then Fn P DpRdq, Fn is L-Lipschitz, as
}Fn}lip “ }∇Fn}L8pRd,E˚q “
›››un ˚ rF 1n›››
L8pRd,E˚q
ď
››› rF 1n›››
L8pRd,E˚q
“
››› rFn›››
lip
“ L.
So, it remains to show that pFn´Fnpoqq converges weak˚ to F . Since the sequence
is bounded by L in Lip0pEq, it is enough to prove the pointwise convergence. To
this end fix x P E. If n P N is such that n ě }x}E ` 1, then
Fnpxq “ pun ˚ rFnqpxq “ pun ˚ F qpxq.
Since un˚F Ñ F pointwise, we deduce that Fnpxq Ñ F pxq, thus Fn Ñ F pointwise.
In particular, Fnpoq Ñ F poq “ 0, so Fn ´ Fnpoq Ñ F pointwise. This completes
the proof of (i).
(ii) Fix f P C0pRd, E˚q X XpEq. Then un ˚ f uniformly converges to f and,
moreover, un ˚ f are C8 functions. Moreover, since sptun Ă UEpo, 1q, for each
x P Rd we have (by Lemma 2.2)
}pun ˚ fqpxq}E˚ ď supt}f pyq} ; }y ´ x}E ď 1u,
thus un ˚ f P C0pRd, E˚q. Further, un ˚ f P XpEq, as
(5) Bipun ˚ fjq “ un ˚ Bifj “ un ˚ Bjfi “ Bjpun ˚ fiq for i, j P t1, . . . , du.
Therefore, we can suppose without loss of generality that f is moreover C8.
Let F P Lip0pEq be such that F 1 “ f . Note that F is a C8 function. For n P N
define
Fnpxq “ ψ
´x
n
¯
¨ F pxq, x P E.
To complete the proof it is enough to show that that the sequence p∇Fnq uniformly
converges to f .
For n P N set
αn “ supt}f pxq}E˚ ; }x}E ě n´ 1u.
Then αn Œ 0. To estimate }f ´∇Fn}L8pRd,E˚q we distinguish three cases:
(a) }x}E ď n. Then }fpxq ´∇Fnpxq}E˚ “ 0.
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(b) }x}E ě 2n. Then
}fpxq ´∇Fnpxq}E˚ “ }fpxq}E˚ ď α2n`1.
(c) n ă }x}E ă 2n. Then
}fpxq ´∇Fnpxq}E˚ “
››››fpxq ´ 1n∇ψ ´xn¯ ¨ F pxq ´ ψ ´xn¯ ¨ fpxq
››››
E˚
ď
´
1´ ψ
´x
n
¯¯
¨ }fpxq}E˚ `
1` ε
n
|F pxq| .
It is easy to see that, for each k P N,
sup
}x}Eďk
|F pxq| ď α1 ` ¨ ¨ ¨ ` αk.
Hence, we have
}fpxq ´∇Fnpxq}E˚ ď αn`1 ` p1` εq
α1 ` ¨ ¨ ¨ ` α2n`1
n
.
Now, summarizing and taking into account that αn Ñ 0 (and therefore pαnq is
Cesa`ro convergent to 0), we conclude that ∇Fn converges uniformly to f , which
completes the proof of (ii).
(iii) Fix g P C0pRd, E˚q. The inequality ‘ď’ is obvious, let us prove the con-
verse one. Set θ “ distpg, XpEqq and fix any ε ą 0. Find f P XpEq with
}g ´ f}L8pRd,E˚q ă θ ` ε. Since g P C0pRd, E˚q, we can find r ą 0 such that
}gpxq}E˚ ă ε whenever }x}E ě r. Then clearly
(6)
››f |RdzUEpo,rq››L8pRdzUEpo,rq,E˚q ă θ ` 2ε.
Let F P Lip0pEq be such that F 1 “ f . Set L “ }F }lip “ }f}L8pRd,E˚q. Fix
C ą r ` 1 and set B “ tx P Rd; C ´ 1 ď }x}E ď Cu. For x,y P B there are two
possibilities:
If the segment rx,ys does not meet UEpo, rq, then
|F pxq ´ F pyq| ď pθ ` 2εq }x´ y}E .
Suppose that the segment rx,ys meets UEpo, rq. This intersection is a segment,
let u and v be its endpoints, denoted such that v is between u and y. Then
}x´ y}E ě }x´ u}E ` }y ´ v}E ě 2pC ´ 1´ rq and
|F pxq ´ F pyq| ď |F pxq ´ F puq| ` |F puq ´ F pvq| ` |F pvq ´ F pyq|
ď pθ ` 2εq }x´ u}E ` L }u´ v}E ` pθ ` 2εq }v ´ y}E
ď pθ ` 2εq }x´ y}E ` 2Lr “
ˆ
θ ` 2ε` 2Lr}x´ y}E
˙
}x´ y}E
ď
ˆ
θ ` 2ε` Lr
C ´ 1´ r
˙
}x´ y}E .
By choosing C large enough, we can assume that F is pθ ` 3εq-Lipschitz on B.
Further, fix D ą C, set B1 “ B Y pRdzUEpo, Dqq and define a function rF0 on
B1 by rF0pxq “
#
F pxq if x P B,
0 if }x}E ě D.
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Fix x P B and y P Rd with }y}E ě D. Thenˇˇˇ rF0pxq ´ rF0pyqˇˇˇ “ |F pxq| ď LC ď LC
D ´ C }x´ y}E .
So, if D is large enough, we get that rF0 is pθ ` 3εq-Lipschitz on B1. Let rF1 be a
pθ ` 3εq-Lipschitz extension of rF0 to EzUEpo, C ´ 1q and
rF pxq “ #F pxq if }x}E ď C,rF1pxq, if }x}E ě C ´ 1.
Then clearly rF P Lip0pEq. Set rf “ rF 1. Then rf P XpEq and has compact support.
We claim that ›››rf ´ g›››
L8pRd,E˚q
ď θ ` 4ε.
Indeed, on UEpo, Cq we have rf “ f , hence›››rf ´ g›››
L8pUEp0,Cq,E˚q
“ }f ´ g}L8pUEp0,Cq,E˚q ă θ ` ε.
Further, on RdzBEpo, C ´ 1q the function rF is pθ ` 3εq-Lipschitz, hence›››rf ´ g›››
L8pRdzBEp0,C´1q,E˚q
ď
›››rf›››
L8pRdzBEp0,C´1q,E˚q
` }g}L8pRdzBEp0,C´1q,E˚q
ă θ ` 4ε.
Finally, consider the functions un ˚ rf . They belong to C0pRd, E˚q (in fact, even
to DpRd, E˚q) and also to XpEq (by the computation (5) above). Further›››un ˚ rf ´ g›››
L8pRd,E˚q
ď
›››un ˚ prf ´ gq›››
L8pRd,E˚q
` }un ˚ g ´ g}L8pRd,E˚q ă θ ` 5ε
if n is large enough, as the first term is bounded by θ ` 4ε by Lemma 2.2 and the
second one goes to zero (because un ˚ g converges to g uniformly by Lemma 2.1).
Since ε ą 0 was arbitrary, this completes the proof. 
6. On divergence of measures
In this section we investigate the spaceMσpRd, Eq and its subspaces
YσpEq “ tµ PMσpRd, Eq; divµ “ 0 in D 1pRdqu,
M
div
σ pEq “ tµ PMσpRd, Eq; Df P L1pRd, Eq : div f “ divµu
“ pMσpRd, Eq XMacpRd, Eqq ` YσpEq.
The aim of this section is to prove three results. The first one is a characterization
of the subspace Mdivσ pEq in Proposition 6.4. Similar results in a different context
can be found in [21, Proposition 8.12] or [1, Lemma 2.1]. The second result is the
canonical isomorphism of L1pRd, Eq{Y pEq and Mdivσ pEq{YσpEq (see Lemma 6.5).
The last result is Proposition 6.6 where a stability property ofMdivσ pEq is proved.
It will be used in the next section.
We start by the following extension lemma
Lemma 6.1. For any µ P YσpEq there is some ν P XpEqK such that Rpνq “ µ
and }ν} ď }µ}.
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Proof. Note that µ defines a functional on C0pRd, E˚q. We will extend it to a
functional from XpEqK. To this end we define the functional ϕ on C0pRd, E˚q `
XpEq by the formula
ϕpf ` gq “ xµ,fy “
dÿ
i“1
ż
fi dµi, f P C0pRd, E˚q, g P XpEq.
First observe that ϕ is well defined. Indeed, the assumption divµ “ 0 means that
µ is zero on the space t∇ϕ; ϕ P DpRdqu. By Proposition 5.4(ii) we get that µ
vanishes also on C0pRd, E˚q XXpEq.
Further, let us prove that }ϕ} ď }µ}. Let ε ą 0 be arbitrary. Let f P C0pRd, E˚q
and g P XpEq be such that }f ` g} ď 1. Hence distpf , XpEqq ď 1. By Proposi-
tion 5.4(iii) there is h P XpEq X C0pRd, E˚q such that }f ´ h}L8pRd,E˚q ă 1 ` ε.
Then
|ϕpf ` gq| “ |ϕpf ´ h` gq| “ |xµ,f ´ hy| ď }µ} ¨ p1` εq.
We deduce that }ϕ} ď p1 ` εq }µ}. Since ε ą 0 was arbitrary, }ϕ} ď }µ}.
Finally, by the Hahn-Banach extension theorem the functional ϕ can be extended
to a functional on L8pRd, E˚q with same norm. Its representing measure is the
sought ν. 
As a consequence we get the following proposition.
Proposition 6.2. RpXpEqKq “ YσpEq.
Proof. The inclusion Ă is obvious, the converse one follows from Lemma 6.1. 
To prove the key Proposition 6.4 we will use the following abstract lemma.
Lemma 6.3. Let Z be a separable Banach space and let V Ă Z˚ be a C-norming
subspace (where C ě 1), i.e., BZ˚ Ă V X CBZ˚w
˚
. Let θ be a bounded linear
functional on V . The following assertions are equivalent.
(i) There is z P Z such that θpz˚q “ z˚pzq for z˚ P V .
(ii) θ is weak˚-sequentially continuous on V .
Moreover, if these conditions are satisfied, then z is uniquely determined and }z} ď
C }θ}.
Proof. The implication (i)ñ(ii) is obvious, let us prove the converse one. Since Z
is separable, there is a translation invariant metric ρ on Z˚ which generates the
weak˚ topology on any bounded set. Hence, if θ is weak˚-sequentially continuous
on V , it is weak˚-continuous on V X rBZ˚ for each r ą 0. We claim that it is even
uniformly continuous (in the metric ρ) on V X rBZ˚ .
Indeed, fix r ą 0 and ε ą 0. By the weak˚-continuity on V X2rBZ˚ there is δ ą 0
such that |θpz˚q| ă ε whenever z˚ P V X 2rBZ˚ and ρpz˚, 0q ă δ. Then, whenever
z˚1 , z
˚
2 P V X rBZ˚ are such that ρpz˚1 , z˚2 q ă δ, we have z˚1 ´ z˚2 P V X 2rBZ˚ and
ρpz˚1 ´ z˚2 , 0q ă δ, hence |θpz˚1 q ´ θpz˚2 q| ă ε.
It follows that θ can be uniquely extended to a functional rθ on Z˚ such that rθ
is weak˚-continuous on V X rBZ˚w
˚
for any r ą 0. It is clear that rθ is linear. It
remains to show that it is represented by an element of Z and to estimate its norm.
To this end we use the assumption that V is C-norming. Since
BZ˚ Ă V X CBZ˚w
˚
,
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we deduce that rθ is weak˚ continuous on BZ˚ , thus it belongs to Z by the Banach-
Dieudonne´ theorem. Moreover,›››rθ››› “ sup!ˇˇˇrθpz˚qˇˇˇ ; z˚ P BZ˚) ď supt|θpv˚q| ; v˚ P V X CBZ˚u “ C }θ} .
This completes the proof. 
Proposition 6.4.
(a) A measure µ PMσpRd, Eq belongs to Mdivσ pEq if and only if the following
condition holds:
Given a sequence pϕnq in DpRdq satisfying
˝ ϕn ´ ϕnpoq pointwise converge to zero,
˝ supnPN }∇ϕn}L8pRd,E˚q ă 8;
one has xµ,∇ϕny Ñ 0.
(b) For any µ PMdivσ pEq and any ε ą 0 there is f P L1pRd, Eq with divµ “
div f and }f} ď p1` εq }µ}.
Proof. This is a consequence of Lemma 6.3 and Proposition 5.1. Let us explain it:
We will apply Lemma 6.3 to Z “ FpEq (hence Z˚ “ Lip0pEq) and
V “ tϕ´ ϕpoq; ϕ P DpRdqu.
By Proposition 5.4(i) V is 1-norming.
Any µ PMσpRd, Eq generates a functional on V by Fµ : ϕ ÞÑ xµ,∇ϕy. The two
conditions in (a) then mean that Fµ is weak
˚-sequentially continuous on V . So,
by Lemma 6.3 the validity of the two conditions is equivalent to the existence of
θ P FpEq such that Fµ “ θ|V . By Proposition 5.1 FpEq is canonically isometric to
L1pRd, Eq{Y pEq. If θ P FpEq and rgs “ pT ˚q´1pθq P L1pRd, Eq{Y pEq, then
xθ, ϕ´ ϕpoqy “ xT ˚rgs, ϕ´ ϕpoqy “ xrgs, T pϕ´ ϕpoqy “ xg,∇ϕy , ϕ P DpRdq.
Therefore, the existence of θ P FpEq with Fµ “ θ|V is equivalent to the existence
of g P L1pRd, Eq with Fgλ “ Fµ. Finally, the equality Fgλ “ Fµ means exactly
that div g “ divµ in D 1pRdq. This completes the proof of (a).
To show (b) suppose that µ PMdivσ pEq. Fix g P L1pRd, Eq with div g “ divµ.
Then T ˚prgsq|V “ Fµ (where Fµ is defined as above). Therefore, using the isometric
identification from Proposition 5.1 and Lemma 6.3 we get
}rgs} “ }T ˚prgsq} ď }Fµ} ď }µ} .
Hence, by the definition of the quotient norm, given ε ą 0, there is f P L1pRd, Eq
with f ´ g P Y pEq such that }f} ď p1` εq }µ}. Then div f “ div g “ divµ. 
Lemma 6.5. The subspace Mdivσ pEq is norm-closed in MσpRd, Eq. Moreover, the
canonical identity mapping J : L1pRd, Eq{Y pEq ÑMdivσ pEq{YσpEq defined by
Jpf ` Y pEqq “ fλ` YσpEq, rf s “ f ` Y pEq P L1pRd, Eq{Y pEq,
is an onto isometry.
Proof. To prove Mdivσ pEq is norm-closed it is enough to prove that
ř8
n“1 µn P
Mdivσ pEq whenever pµnq is a sequence in Mdivσ pEq such that
ř8
n“1 }µn} ă 8.
So, let pµnq be such a sequence. Let µ P MσpRd, Eq be its sum (by complete-
ness of MσpRd, Eq it exists). By Proposition 6.4(b) there is a sequence pfnq in
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L1pRd, Eq such that divµn “ div fn and }fn} ď 2 }µn} for each n P N. There-
fore
ř8
n“1 }fn} ă 8, so by completeness of L1pRd, Eq we have f “
ř8
n“1 fn P
L1pRd, Eq. Moreover, clearly div f “ divµ.
Let us continue by proving the moreover part. J is well defined as Y pEq Ă YσpEq
(more precisely, as fλ P YσpEq whenever f P Y pEq). The same inclusion shows that
}J} ď 1. Further, J is one-to-one, as for f P L1pRd, Eq, fλ P YσpEq is equivalent
to f P Y pEq.
Let rµs “ µ ` YσpEq P Mdivσ pEq{YσpEq. Since µ P Mdivσ pEq, there is f P
L1pRd, Eq with div f “ divµ. Then µ´ fλ P YσpEq, thus rµs “ Jprf sq. It follows
that J is onto. Moreover, by Proposition 6.4 we get }rf s} ď }µ}. This proves that››J´1›› ď 1. 
The next proposition is a stability result onMdivσ pEq.
Proposition 6.6. For any µ P Mdivσ pEq and any g P L1p|µ|q, the measure gµ
defined by
gµpBq “
ˆż
B
g dµ1, . . . ,
ż
B
g dµd
˙
, B P BpEq
belongs to Mdivσ pEq as well.
Proof. Suppose that µ P Mdivσ pEq, g P L1p|µ|q and gµ R Mdivσ pEq. By Proposi-
tion 6.4 there is a sequence pϕnq in DpRdq and C ą 0 such that
‚ ϕn ´ ϕnpoq pointwise converge to zero,
‚ }∇ϕn}L8pRd,E˚q ď 1 for n P N,
‚ xgµ,∇ϕny ą C for n P N.
By the Radon-Nikody´m theorem there is a function f P L1p|µ| , Eq such that µi “
fi |µ| for i “ 1, . . . , d. Moreover, we have }f}L8p|µ|,Eq ď 1. Indeed, in order
to get a contradiction, let us assume that the set A :“ tx; }fpxq} ą 1u is of
positive |µ|-measure. Fixing a countable dense set tyn; n P Nu Ă SE˚ , we see
that A “ ŤnPNtx; xyn,fpxqy ą 1u; hence, there is n P N such that the set An :“
tx; xyn,fpxqy ą 1u is of positive |µ|-measure. Then we have
|µ| pAnq ă
ż
An
xyn,fpxqy d |µ| “
B
yn,
ż
An
f pxqd |µ|
F
“ xyn,µpAnqy ď }µpAnq}E ,
a contradiction.
Observe that DpRdq are norm dense in L1p|µ|q. Indeed, given h P L1p|µ|q and
ε ą 0, the Luzin theorem yields h1, a continuous function with compact support
such that }h´ h1}L1p|µ|q ă ε. Further, there is h2 P DpRdq with }h1 ´ h2}8 ă ε.
Then }h1 ´ h2}L1p|µ|q ă ε }µ}, so }h´ h2}L1p|µ|q ă εp1` }µ}q.
Let h P L1p|µ|q be any function. Then
|xgµ,∇ϕny ´ xhµ,∇ϕny| “
ˇˇˇˇ
ˇ dÿ
i“1
ż
pgpxq ´ hpxqqBiϕnpxqfipxqd |µ| pxq
ˇˇˇˇ
ˇ
ď
ż
|gpxq ´ hpxq| }∇ϕnpxq}E˚ }fpxq}E d |µ| pxq
ď }g ´ h}L1p|µ|q .
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Therefore, we can find h P DpRdq (with }g ´ h}L1p|µ|q small enough) such that
xhµ,∇ϕny ą C2 for n P N. Then, for any n P N, we have
C
2
ă xhµ,∇ϕny “ xhµ,∇pϕn ´ ϕnpoqqy “ xµ, h∇pϕn ´ ϕnpoqqy
“ xµ,∇phpϕn ´ ϕnpoqqy ´ xµ, pϕn ´ ϕnpoqq∇hy
We will show that the last expression goes to zero as n Ñ 8, which will be a
contradiction. To this end first observe that
(7)
}pϕn ´ ϕnpoqq∇h}L8pRd,E˚q ď }∇h}L8pRd,E˚q ¨ sup
xPspth
}ϕnpxq ´ ϕnpoq}
ď }∇h}L8pRd,E˚q ¨ sup
xPspth
}x} ,
so the sequence ppϕn ´ ϕnpoqq∇hq is uniformly bounded. By Lebesgue theorem it
follows that xµ, pϕn ´ ϕnpoqq∇hy Ñ 0.
The remaining term xµ,∇phpϕn ´ ϕnpoqqy converges to zero as well by Proposi-
tion 6.4. Indeed, µ PMdivσ pEq and phpϕn ´ ϕnpoqqq is a sequence of test functions
on Rd vanishing at o, pointwise converging to zero and their gradients are uniformly
bounded, as
}∇phpϕn ´ ϕnpoqqq}L8pRd,E˚q ď }h ¨∇ϕn}L8pRd,E˚q ` }∇h ¨ pϕn ´ ϕnpoqq}L8pRd,E˚q
ď }h}8 ` }∇h}L8pRd,E˚q ¨ sup
xPspth
}x} .
This completes the proof. 
7. Tangent spaces of a measure and a projection onto Mdivσ pEq
The aim of this section is to show that Mdivσ pEq is a complemented subspace
of MσpRd, Eq. The projection is defined in (10) and a proof that it is indeed a
projection with required properties is given in Proposition 7.4. This result will be
used in the next section to prove our main result, Theorem 1.1.
The basic tool will be the notion of tangent spaces to a given nonnegative measure
in the sense of [17]. This approach was used to obtain similar results in a different
context for example in [1].
Recall that E “ pRd, }¨}Eq is a given d-dimensional normed space (where d ě
2). Further, let C “ dBM pE, ℓ2dq be the Banach-Mazur distance of E and the d-
dimensional Hilbert space. Then there is a Euclidean norm }¨}2 on E (i.e., a norm
induced by an inner product) such that }¨}2 ď }¨}E ď C }¨}2. Let us fix such a norm
and, given a linear subspace F Ă E, denote by PF the orthogonal projection of E
onto F with respect to the norm }¨}2. Below we use dist2 to denote distance in the
norm }¨}2 and U2px, rq to denote open balls in this norm.
Further, given a nonnegative measure ν PMσpRdq, we set
MνpEq “ tf P L1pν, Eq; fν PMdivσ pEqu.
The following proposition provides a characterization of Mν analogous to [1,
Proposition 3.2(i)]. It will be crucial to complete the proof, together with the
results of [17].
Proposition 7.1. Let ν P MσpEq be a nonnegative measure. Then there exists
a mapping Tν assigning to each x P Rd a vector subspace Tνpxq Ă E with the
following properties:
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‚ Tν is lower ν-measurable, i.e. tx P Rd; Tνpxq X G ‰ Hu is ν-measurable
for any G Ă E open.
‚ For any f P L1pν, Eq we have
f PMνpEq ô fpxq P Tνpxq for ν-almost all x P Rd.
Moreover, there exists a sequence pfnq8n“1 of functions from MνpEq such that
Tνpxq “ tfnpxq; n P Nu for ν-almost all x P Rd.
Proof. By Lemma 6.5 we know thatMνpEq is a closed subspace of L1pν, Eq. Fur-
ther, it follows from Proposition 6.6 that χB ¨ f PMνpEq whenever f P MνpEq
and B Ă E is ν-measurable. It follows from [17, Theorem 3.1] that there is a map-
ping Tν assigning to each x P Rd a nonempty closed subset Tνpxq Ă E such that
the two conditions are satisfied. Moreover, by [17, Lemma 1.1] there is a sequence
pfnq in MνpEq such that Tνpxq is given by the above formula. Since MνpEq is a
linear subspace, the sequence pfnq can be extended to one generating a Q-linear
subspace, so we can deduce that Tνpxq is a linear subspace for ν-almost all x P Rd.
Since the change of Tν on a set of ν-measure zero does not affect the statement, we
can suppose that Tνpxq is a linear subspaces for each x P E. 
In the next proposition we construct a projection of L1pν, Eq onto MνpEq. A
similar idea was used in [1, Proposition 3.2(ii)]
Proposition 7.2. Let ν PMσpEq be a nonnegative measure and Tν be the mapping
provided by Proposition 7.1. For any f P L1pν, Eq define
Pνpf qpxq “ PTνpxqpfpxqq, x P E.
Then Pν is a linear projection of L
1pν, Eq onto MνpEq with }Pν} ď C.
Proof. Let us start by proving that Pνpfq is a ν-measurable function for each
f P L1pν, Eq. To this end recall that the orthogonal projection coincides with the
metric projection, i.e., the nearest-point mapping. Fix an open set G Ă E. Let D
be a countable dense subset of E.
The first step is to show that the mapping
dpxq “ dist2pf pxq, Tνpxqq, x P E
is ν-measurable. This follows immediately from the following equivalence which
holds for each r ą 0.
(8) dpxq ă rô Dy P D : fpxq P U2
´
y,
r
2
¯
& U2
´
y,
r
2
¯
X Tνpxq ‰ H.
The implication ð follows from the triangle inequality. Let us show the converse
one. Suppose dpxq ă r. Then there is z P Tνpxq with }fpxq ´ z}2 ă r. Set
y0 “ 12 pf pxq ` zq. Then }fpxq ´ y0}2 “ }y0 ´ z}2 ă r2 . Thus we can find y P D
close enough to y0 such that }fpxq ´ y}2 ă r2 and }y ´ z}2 ă r2 . This y witnesses
the validity of the right-hand side.
Further, given any y P E and r ą 0, we will show that
(9)
Pνpf qpxq P U2py, rq ô Dα, β P Q Dn P N Du P D : 4β2 ´ α2 ă 1
n2
&
dpxq ą α & fpxq P U2pu, βq &
Tνpxq X U2pu, βq X U2
ˆ
y, r ´ 1
n
˙
‰ H.
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Once this is proved, it is clear that Pνpf q´1pU2py, rqq is a ν-measurable set for any
y P E and r ą 0, hence the mapping Pνpfq is ν-measurable. So, let us prove the
equivalence.
ñ: Let z “ Pνpf qpxq P U2py, rq. Fix n P N such that }z ´ y}2 ă r´ 1n . Further,
fix α, β P Q such that α ă dpxq ă 2β and 4β2 ´ α2 ă 1
n2
. Set u0 “ 12 pf pxq ` zq.
Then }fpxq ´ u0}2 “ }u0 ´ z}2 ă β. So, we can find u P D close enough to u0
such that }fpxq ´ u}2 ă β and }u´ z}2 ă β. It is clear that α, β, n,u witness the
validity of the right-hand side.
ð: Choose the respective α, β, n,u. Fix z0 P Tνpxq X U2pu, βq X U2py, r ´ 1n q
and set z “ Pνpfpxqq. Then
}z ´ z0}22 “ }fpxq ´ z0}22 ´ }fpxq ´ z}22 ď p}fpxq ´ u}2 ` }z0 ´ u}2q2 ´ dpxq2
ď 4β2 ´ α2 ă 1
n2
.
It follows that
}z ´ y}2 ď }z ´ z0}2 ` }z0 ´ y}2 ă r,
thus z P U2py, rq.
So, we have proved the equivalence (9) and hence we know that Pνpfq is ν-
measurable for each f P L1pν, Eq. We continue by estimating its norm. Since
}Pνpfqpxq}2 ď }fpxq}2 for each x P Rd, we get
}Pνpf q}L1pν,Eq “
ż
}Pνpf qpxq}E dνpxq ď C
ż
}Pνpf qpxq}2 dνpxq
ď C
ż
}fpxq}2 dνpxq ď C
ż
}fpxq}E dνpxq “ }f}L1pν,Eq ,
thus Pν maps L
1pν, Eq into L1pν, Eq. Moreover, it is clear that Pν is linear and the
above estimate shows that }Pν} ď C. Finally, it follows from Proposition 7.1 that
Pν is a projection with rangeMνpEq. 
The previous proposition describes a projection of L1pν, Eq onto MνpEq. Next
we will glue these projections to get a projection ofMσpRd, Eq ontoMdivσ pEq. The
projection will be defined by setting
(10) P pµq “ Pνpfqν if µ “ fν where ν PMσpEq, ν ě 0,f P L1pν, Eq.
Note that any µ P MσpRd, Eq can be, due to the Radon-Nikody´m theorem, ex-
pressed as µ “ f |µ| where f P L1p|µ| , Eq (in fact, f P L8p|µ| , Eq, see the proof
of Proposition 6.6). We will show that P is a well-defined linear projection of norm
at most C. To this end we need the following lemma.
Lemma 7.3. Let µ, ν PMσpEq be nonnegative measures such that µ is absolutely
continuous with respect to ν. Then Tνpxq “ Tµpxq for µ-almost all x P Rd.
Proof. By the Radon-Nikody´m theorem there is g P L1pνq such that g ě 0 and
µ “ gν. Fix any f P L1pµ,Eq. We will show
(11)
fpxq P Tµpxq for µ-almost all x P Rd ô fpxq P Tνpxq for µ-almost all x P Rd
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This can be proved by the following sequence of equivalences:
fpxq P Tµpxq for µ-almost all x P Rd ô fµ PMdivσ pEq ô fgν PMdivσ pEq
ô fpxqgpxq P Tνpxq for ν-almost all x P Rd
ô fpxqgpxq P Tνpxq for µ-almost all x P Rd
ô fpxq P Tνpxq for µ-almost all x P Rd
Indeed, the first and the third equivalences follow from Proposition 7.1, the second
one follows from the equality fµ “ fgν. Let us prove the fourth one: The im-
plication ñ is clear as any ν-null set is also µ-null. To show the converse denote
A “ tx P Rd; fpxqgpxq R Tνpxqu. Then 0 “ µpAq “
ş
A
g dν. Since g ą 0 on A,
we deduce νpAq “ 0. Finally, the last equivalence follows from the fact that g ą 0
µ-almost everywhere using the observation that f pxqgpxq P Tνpxq ô fpxq P Tνpxq
whenever gpxq ą 0.
Now we are ready to prove the statement of the lemma. By Proposition 7.1 there
is a sequence pfnq in L1pµ,Eq such that
Tµpxq “ tfnpxq; n P Nu for µ-almost all x P Rd.
By (11) we get fnpxq P Tνpxq for µ-almost all x P Rd and each n P N. We deduce
that Tµpxq Ă Tνpxq for µ-almost all x P Rd. The converse is similar – there is a
sequence phnq in L1pν, Eq such that
Tνpxq “ thnpxq; n P Nu for ν-almost all x P Rd,
hence the equality holds, a fortiori, for µ-almost all x P Rd. Finally, hng P L1pµ,Eq
and whenever gpxq ą 0 we have
hnpxqgpxq P Tνpxq ô hnpxq P Tνpxq and hnpxqgpxq P Tµpxq ô hnpxq P Tµpxq.
Since g ą 0 µ-almost everywhere, (11) implies hnpxq P Tµpxq for µ-almost all x P Rd
and each n P N. We deduce that Tνpxq Ă Tµpxq for µ-almost all x P Rd. 
Proposition 7.4. The mapping P is a linear projection of the space MσpRd, Eq
onto Mdivσ pEq and }P } ď C.
Proof. Let us start by proving that P is well defined. Suppose that µ1, µ2 PMσpEq
are nonnegative measures, f1 P L1pµ1, Eq, f2 P L1pµ2, Eq and f1µ1 “ f2µ2. Let
ν “ µ1`µ2 and let g1, g2 be the Radon-Nikody´m derivatives of µ1, µ2, respectively,
with respect to ν. Fix now j P t1, 2u. Then
(12) Pνpf jgjqν “ Pνpf jqgjν “ Pνpf jqµj “ Pµj pf jqµj .
Indeed, the first equality follows from the pointwise definition of Pν , the second one
from the choice of gj and the last one from Lemma 7.3. Since the left-hand side
equals P pf1µ2q “ P pf2µ2q, it follows that
Pµ1pf1qµ1 “ Pµ2pf2qµ2,
therefore P is well-defined.
Let us continue by proving linearity of P . It is clear that P pαµq “ αP pµq for
µ P MσpRd, Eq and α P R. It remains to show the additivity. Suppose µ1,µ2 P
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MσpRd, Eq. Suppose µ1 “ f1ν1 and µ2 “ f2ν2. Let h1, h2 be densities of ν1, ν2
with respect to ν1 ` ν2. Then
P pµ1 ` µ2q “ P pf1ν1 ` f2ν2q “ P ppf1h1 ` f2h2qpν1 ` ν2qq
“ Pν1`ν2pf1h1 ` f2h2qpν1 ` ν2q
“ pPν1`ν2pf1h1q ` Pν1`ν2pf2h2qqpν1 ` ν2q
“ Pν1`ν2pf1h1qpν1 ` ν2q ` Pν1`ν2pf2h2qpν1 ` ν2q
“ Pν1 pf1qν1 ` Pν2 pf2qν2 “ P pµ1q ` P pµ2q.
Indeed, all the equalities are obvious except for the sixth one, where we use similar
arguments as in (12).
It follows from Proposition 7.1 that P is a projection onto Mdivσ pEq. The esti-
mate }P } ď C follows from Proposition 7.2. 
8. Proof of the main result and final remarks
We are now ready to prove Theorem 1.1. It is an immediate consequence of the
following proposition (using Propositions 5.1 and 5.2).
Proposition 8.1. L1pRd, Eq{Y pEq is complemented in MacpRd, Eq{XpEqK by a
projection with norm at most dBM pE, ℓ2dq.
Proof. Let R : MacpRd, Eq Ñ MσpRd, Eq be the linear operator defined in Sec-
tion 4. Let P :MσpRd, Eq ÑMdivσ pEq be the projection defined in (10). Finally,
let J be the isometry from Lemma 6.5. Define the projection Q by setting
Qpµ`XpEqKq “ J´1pPRµ` YσpEqq, rµs “ µ`XpEqK PMacpRd, Eq{XpEqK.
First observe that Q is well-defined. Indeed, if µ P XpEqK, then Rpµq P YσpEq
by Proposition 6.2. Since YσpEq Ă Mdivσ pEq, PRpµq “ Rpµq P YσpEq. Hence
J´1pPRµ` YσpEqq “ 0.
Let f P L1pRd, Eq. Then Rpfλq “ fλ P Mdivσ pEq, thus PRpfλq “ fλ
and so Qpfλ ` XpEqKq “ f ` Y pEq. This shows that Q is a projection onto
L1pRd, Eq{Y pEq. Finally, obviously }R} “ 1, }P } ď dBM pE, ℓ2dq by Proposition 7.4
and
››J´1›› ď 1 by Lemma 6.5. The estimate of the norm of Q then follows imme-
diately. 
The previous proposition completes the proof of the main result. The resulting
projection is a composition of three mappings. It is natural to ask whether the
result can be prove more easily, using some more ‘natural’ approach. There are two
such ways that one is tempted to try. However, none of them works. Let us explain
it in more detail.
The first possibility is to try to use the projection S. The motivation for that
is that S is a projection of MacpRd, Eq onto L1pRd, Eq. If one succeeded to prove
that SpXpEqKq Ă Y pEq, one would get a projection of MacpRd, Eq{XpEqK onto
L1pRd, Eq{Y pEq by factorizing the projection S. But this is not possible by Propo-
sition 8.2 below.
The second possibility is to try to use the composition of I´As with R. Indeed,
R maps MacpRd, Eq onto MσpRd, Eq and I ´ As is a projection of MσpRd, Eq
onto L1pRd, Eq. If one succeeded to prove that pI ´ AsqpYσpEqq Ă Y pEq, one
would get a projection ofMacpRd, Eq{XpEqK onto L1pRd, Eq{Y pEq by factorizing
the projection pI ´AsqR. But this is not possible by the following proposition.
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Proposition 8.2. If d ě 2, then SpXpEqKq Ć Y pEq and pI´AsqpYσpEqq Ć Y pEq.
Proof. 1. Assume that SpXpEqKq Ă Y pEq. Since the validity of this inclusion does
not depend on the concrete norm on E, suppose without loss of generality that
E “ ℓ1d. In this case S is an L-projection of MacpRd, Eq “ pL1pRd, Eqq˚˚ onto
L1pRd, Eq, hence L1pRd, Eq is L-embedded. The assumption SpXpEqKq Ă Y pEq
then implies that the restriction of S to XpEqK is an L-projection onto Y pEq. Since
Y pEq˚˚ “ Y pEqKK “ XpEqK, we conclude that Y pEq is L-embedded. Using [24,
Corollary 6.4 and remark (i) on p. 435] it follows that the unit ball of Y pEq is
closed in L1pRd, Eq equipped with the topology of local convergence in measure.
But this contradicts [12, Proposition 7]. This contradiction completes the proof of
the first assertion.
2. Let us prove the second assertion. Since the concrete norm on E plays no
role in the assertion, we write simply Rd instead of E. Let ra, bs Ă R be a closed
interval and let γ : ra, bs Ñ Rd be a one-to-one C1-smooth curve. Let us define a
measure µ PMσpRd,Rdq by
µpBq “
ż
γ´1pBq
γ1 “
˜ż
γ´1pBq
γ11, . . . ,
ż
γ´1pBq
γ1d
¸
, B P BpRdq.
Then µ PMσpRd,RdqXMspRd,Rdq and, moreover, divµ “ εγpaq´εγpbq in D 1pRdq
(by εx we denote the Dirac measure supported at x. Indeed, if ϕ P DpRdq, we have
xdivµ, ϕy “ ´ xµ,∇ϕy “ ´
dÿ
i“1
ż
Biϕdµi “ ´
dÿ
i“1
ż b
a
Biϕpγptqqγ1iptqdt
“ ´
ż b
a
pϕ ˝ γq1ptqdt “ ϕpγpaqq ´ ϕpγpbqq “ @εγpaq ´ εγpbq, ϕD .
Finally, by [4, Proposition 3.4] there is f P L1pRd,Rdq (with compact support)
such that div f “ εγpaq ´ εγpbq in D 1pRdq. It follows that fλ ´ µ P YσpRdq and
pI ´Asqpfλ´ µq “ fλ R Y pRdq as γpaq ‰ γpbq. This completes the proof. 
We do not know the answer to the following question. Note that a positive
answer would yield a stronger version of Proposition 8.2.
Question 8.3. Suppose that d ě 2. Is it true that
SpXpEqKq “ pI ´AsqpYσpEqq “ L1pRd, Eq ?
Remark. The referee pointed out that our approach is related to the fact that
the Leray projection on L1 is not bounded. This is in a sense true, let us explain
it a bit. If p P p1,8q and d P N, then the space tf P LppRd,Rdq; div f “ 0u
is complemented in LppRd,Rdq by a canonical projection whose kernel consists of
gradients of functions from a suitable function space, see e.g. [9, Section III.1]. This
canonical projection is called the Leray projection (sometimes the Leray-Helmholtz
projection or the Helmholtz-Weyl projection). For p “ 1 such projection does not
exist.
It is indeed related to the topic of our paper – if tf P L1pRd,Rdq; div f “ 0u
was complemented in L1pRd,Rdq, then the space FpRdq which is isometric to the
respective quotient by [4] would be isomorphic to a complemented subspace of
L1pRd,Rdq, hence obviously complemented in the bidual.
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However, it is not possible to proceed like that as by [22] the space FpR2q
cannot be isomorphically embedded into any L1 space. It follows, in particular,
that tf P L1pRd,Rdq; div f “ 0u is not complemented in L1pRd,Rdq.
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