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Abstract
Wepresent a new approach to univariate partial least squares regression (PLSR) based on directional
signal-to-noise ratios (SNRs). We show how PLSR, unlike principal components regression, takes
into account the actual value and not only the variance of the ordinary least squares (OLS) estimator.
We ﬁnd an orthogonal sequence of directions associated with decreasing SNR. Then, we state partial
least squares estimators as least squares estimators constrained to be null on the last directions. We
also give another procedure that shows how PLSR rebuilds the OLS estimator iteratively by seeking
at each step the direction with the largest difference of signals over the noise. The latter approach
does not involve any arbitrary scale or orthogonality constraints.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Many different regression methods are now available to improve ordinary least squares
(OLS) estimators in multiple linear regression when explanatory variables are strongly
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correlated. Principal components regression (PCR) and partial least squares regression
(PLSR) are based on the construction of new variables, called components, that are linear
combinations of the original explanatory variables. In PCR, these components have a sta-
tistical meaning: they explain the internal covariance structure of the explanatory variables.
In PLSR, their statistical interpretation is more hidden, but intuitively, they make a compro-
mise between the internal structure of the explanatory variables and their relationship with
the response. Continuum regression [16] gives a more general framework for regression on
components that includes PLSR and PCR. Regression on components is often related to an
underlying common joint covariance distribution structure between the explanatory vari-
ables and the individual response. For instance, Helland [9,10], Helland and Almøy [11],
give a populationmodel for PLSRand establish asymptotic properties.However, in some sit-
uations, the sampling scheme used to collect data may be complex or unknown. On the other
hand, the goal may be to predict a new individual with the same conditional distribution but
a different joint distribution. In these cases, it is of interest to formulate a conditional model
and to consider the explanatory variables as ﬁxed. See Breiman and Spector [2] for further
discussions and simulation studies on the difference between ﬁxed and random cases. In this
paper, we assume a conditional model and focus on the improvement of the least squares
estimator.
Like PCR and Ridge regression, PLSR provides a shrunk version of the OLS estimator
[5,7]. For a comparison of these three techniques by simulations and case studies, see Frank
and Friedman [6]; for a general discussion, see Brown [3]. When the explanatory variables
are strongly correlated, the improvement of the OLS estimator obtained by shrinking can
be quite large under the quadratic loss function ‖ − ̂‖2 where  is the parameter to be
estimated and ̂ its estimator. However, this loss function is a global measure of how far
the estimate is from the true parameter and does not show how the estimate is improved on
speciﬁc directions. Butler and Denham [4] and Lingjærde and Christophersen [12] study
the shrinkage properties of PLS estimators in the directions given by the singular values
decomposition of the design matrix.
In this paper, we aim to show that PLSR singles out some directions for shrinking theOLS
estimator. More precisely, while PCR shrinks the OLS estimator in directions with large
variance (under a scale constraint), we show how PLSR does the same in some directions
corresponding to small signal-to-noise ratios (SNRs). We also show how the sequence of
PLS estimators successively rebuilds theOLS estimator by seeking the direction ofmaximal
difference of signals over the noise.
In Section 2, we give a brief review of the usual constrained estimators. In Section 3,
we recall some known results on the link between shrinkage coefﬁcients and SNR
for a one-dimensional parameter. Then, we apply these results to linear models.
In Section 4, we use a maximization procedure to obtain a sequence of orthogonal
directions with decreasingly ordered SNRs. Then, we obtain PLS estimators as OLS
estimators under the constraint of nullity on the last directions. In Section 5, we
propose a constraint-free algorithm based on the difference of signals over the noise. This
algorithm gives the PLS estimators iteratively. We show that this algorithm can easily
be programmed and we give an illustrative example. The concluding section gives some
perspectives and the Appendix states some general properties of regression on
components.
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2. Multiple linear model and biased estimation
We assume the following model for the n individuals:
y˙i = + x˙′i+ εi, i = 1, . . . , n, (1)
where y˙i is the real response observed on the ith individual, x˙i are the p-vectors of its
explanatory variables considered as ﬁxed,  is the unknown p-vector of parameters, and εi
are i.i.d. mean zero variance 2 real random variables. Removing the dots on the original
data means that their sample averages, denoted by ¯˙y and ¯˙x, have been removed. In vector
notation, we have for the centered model:
y = X+ ε. (2)
Design matrix X is assumed to be of full-rank. The non-full-rank case is slightly more
complicated and will be discussed in Section 6.
We write s = X′y and S = X′X. We denote by In the (n, n) identity matrix. Let A
be a (r1, r2) matrix, and M be a (r1, r1) symmetric positive matrix, we denote PMA =
A(A′MA)−A′M the projector matrix onto range(A) w.r.t. M. We also write PA = P IrA .
Consider a new individual x˙0 and assume that its response y˙0 is given by
y˙0 = + x˙′0 + ε0, (3)
where ε0 is independent of (ε1, . . . , εn) with mean 0 and variance 2. We want to predict
y˙0 by ¯˙y + x′0 ̂, where x0 = x˙0 − x˙0 and ̂ is an estimate of . It is well known that the best
linear unbiased estimator of x′0 is x′0 ̂
OLS
, where ̂OLS = (X′X)−1X′y = S−1 s. It is also
well known that ¯˙y + x′0̂
OLS is the best linear unbiased predictor of y˙0. However, for some
x0, x′0̂
OLS is a very poor estimate of x′0  or predictor of y˙0.
There are many methods for improving the estimation of  by biased estimators. For
example, Ridge estimators are obtained by approximating S by S+I in the normal equation
S ̂ = s, where the real  is a control parameter. They can also be obtained as constrained
least squares estimators:
̂
Ridge
c = ArgMin
:′c
‖y − X‖2, (4)
where c depends on .
In a similar way, Lasso estimators [17] are deﬁned by
̂
Lasso
c = ArgMin
:∑i |i |c
‖y − X‖2. (5)
In PCR, it is postulated that bad estimation of x′0  by OLS is due to the fact that var(x′0 ̂
OLS
)
can be very “large’’. To give a meaning to “large’’, a scale constraint must be added: in
PCR, the constraint is x′0x0 = 1. Denote by wPCR1 , . . . , wPCRp an orthogonal basis of unit
eigenvectors of S corresponding to decreasingly ordered eigenvalues. Since var(x′0̂
OLS
) =
2x′0S−1x0, PCR forces the OLS estimator to be zero on the directions given by the last
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eigenvectors. More precisely, deﬁne the matrix W PCR(q) = (wPCRq+1, . . . , wPCRp ), then
̂
PCR
q = ArgMin
:WPCR(q)
′
=0
‖y − X‖2 (6)
(see Appendix for further details). This expression shows how the OLS estimator is mod-
iﬁed in a statistically meaningful way. In another way, ̂PCRq can be obtained by a regres-
sion on the components tPCR1 = XwPCR1 , tPCR2 = XwPCR2 , . . . , tPCRq = XwPCRq . In that case,
vectors wPCR1 , w
PCR
2 , . . . , w
PCR
q are weight vectors. The fact that the same vector wi rep-
resents two different things, either a direction or a weight vector, is due to the fact that
wPCR1 , w
PCR
2 , . . . , w
PCR
p are orthogonal (see Lemma 5 and Formula 8). The main criticism
of PCR is that the constraints W PCR(q)
′
 = 0 are obtained by considering var(x′0̂
OLS
) (the
noise) but not the actual value of x′0 ̂
OLS (the signal). In other words, PCR constructs the
components independently of their relationship with the response y.
In the usual approach, PLSR is a method that aims to overcome this undesirable feature
of PCR. The ﬁrst component tPLS1 = XwPLS1 maximizes the empirical covariance:
cove(t, y) = cove(X w, y) = w′X′y (7)
under the scale constraint w′w = 1. The ith component tPLSi = XwPLSi maximizes (7)
under the constraints w′w = 1 and t ⊥ (tPLS1 , . . . , tPLSi−1). Deﬁne T PLS(q) = (tPLS1 , · · · , tPLSq ) and
W PLS(q) = (wPLS1 , . . . , wPLSq ). The PLS estimator ̂
PLS
q based on the q ﬁrst components is
̂
PLS
q = W PLS(q)
(
T PLS(q)
′ T PLS(q)
)−1
T PLS(q)
′ y = PS
WPLS
(q)
̂
OLS (8)
(see Appendix). Halland [8] shows that range
(
W PLS(q)
)
= Kq where Kq is the Krylov
subspace deﬁned by
Kq = span
{
s, Ss, S2s, . . . , Sq−1s
}
. (9)
He also shows that Martens’ algorithm (see [13]) is equivalent to a Gram–Schmidt orthogo-
nalization procedure of the nested Krylov subspaces (K1,K2, . . . , Kq) and gives the same
estimator ̂PLSq , as easily seen with Formula 8. The goal of the paper is to ﬁnd an analogue
to Formula 6 for PLSR. As shown in the Appendix, any estimator obtained by regression
on components, whatever the components are, can be expressed as a least squares estimator
under some linear constraints. However, we seek, for PLSR, constraints corresponding to
direction that have a clear statistical meaning. Since PLSR is a shrinkage method, shrinkage
factors along directions are of importance. This will be the key point of our approach.
3. Shrinkage factors and SNR
The SNR arises naturally in univariate estimation to deal with shrinkage. First, we recall
some known facts on unidimensional shrinkage. Then, we apply these notions to directions
in the linear model.
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3.1. Shrinking a one-dimensional estimator or predictor
Let ̂ be an unbiased estimator of a real parameter . We denote by 2 the variance of ̂.
We want to improve ̂ by shrinking, so we consider a class of estimators a ̂ for a ∈ R. Let
a∗ be the scalar that minimizes the MSE, i.e.
a∗ = ArgMin
a∈R
E
(
â− 
)2
. (10)
We have
a∗ = 
2
1 + 2 where  =
||

. (11)
When  is known, which arises in some scale models, a∗̂ is uniformly the best under the
quadratic loss among all the estimators â. When  is unknown but 2 is known,  can be
estimated by
̂ = |̂|

and â∗ = ̂
2
1 + ̂2 =
̂
2
2 + ̂2
. (12)
We see that the shrinkage factor â∗ is an increasing function of the SNR ̂. Bibby and
Toutenburg [1] study the properties of the estimator â∗ ̂. They also show that, in the normal
case, the probability that â∗̂ improves ̂ is very high: 77% or more depending on . When
 < 1, the probability is equal to 1.
Consider now the following prediction problem: we want to predict y0 =  + ε0 where
ε0 ∼ (0, 2) is independent of ̂. The predictor y˜0 = ̂ is an unbiased predictor of y0, i.e.
E(̂) = E(y0) = , and we want to improve the prediction by shrinking. The equivalent of
the MSE in prediction is the mean-squared error of prediction (MSEP):
MSEP = E(y˜0 − y0)2 = MSE + 2.
The predictor ay˜0 that minimizes the MSEP is a∗y˜0 with a∗ given by Eq. (11). Thus, in
both estimation and prediction problem, the best shrinkage factor is the same.
3.2. Shrinkage factors in multiple linear regression
We apply the results of Section 3.1 to the linear model (2). For some x0 ∈ Rp, we are
interested in the estimation of x′0. The minimum-variance unbiased linear estimator of x′0
is x′0̂
OLS
. To improve this estimator, we apply the shrinkage factor presented in Section 3.1.
So, we have
a∗x0 =
2x0
1 + 2x0
where x0 =
|x′0|

√
x′0S−1x0
(13)
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that can be estimated by
â∗x0 =
̂2x0
1 + ̂2x0
where ̂x0 =
|x′0̂
OLS|

√
x′0S−1x0
. (14)
If 2 is not known, it can be replaced by an estimate. However, in the following, we will
search for directions x which maximize ̂x . Thus, the resulting directions will not depend
on the actual value of  or its estimate. It is worth noting that x → ̂x is positively
homogeneous, that is,
∀ 
= 0, ̂x = ̂x. (15)
Consequently, the SNR ̂x0 depends only on the direction given by x0, not on the exact x0.
More precisely,
̂x0 =
|x′0 ̂
OLS|

√
x′0 S−1x0
= |x
′
0 S
−1s|

√
x′0 S−1x0
=
√
s S−1s

∣∣cos(x̂0, s)S−1 ∣∣ , (16)
where cos(x̂0, s)S−1 is the cosine of the angle (x̂0, s)S−1 w.r.t. the quadratic form S−1. Thus,
̂x0 depends only on the angle between x0 and s = X′y w.r.t. the quadratic form S−1. The
greater the angle w.r.t S−1 between x0 and s, the less its SNR. Thus, the space of null
SNR, which coincides with the space of null signal, is the orthogonal complement of s
w.r.t the quadratic form S−1. Moreover, the relationship between a∗x0 and x0 is intrinsically
non-linear and depends only on x0 .
4. PLSR and directional SNR algorithm
In the classic algorithms used to construct PLS estimators, two kinds of arbitrariness
are involved: a scale constraint and an orthogonality constraint. In this section, we present
an algorithm based on the SNR. Since the SNR is scale invariant, no scale constraint
is necessary. The algorithm seeks a sequence of orthogonal directions corresponding to
decreasing SNR.Then,we show that PLS estimators are least squares estimators constrained
to be null on the last directions of this sequence. The pseudo-code of this algorithm is given
in Table 1.
4.1. The SNR maximization procedure
Let us start to seek the direction w1 that maximizes the SNR, i.e.
w1 = ArgMax
w∈Rp
̂w = ArgMax
w∈Rp
|w′̂OLS|

√
w′S−1w
. (17)
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Table 1
The SNR algorithm
- w1 = ArgMax
w∈Rp
̂w
- q = 1
- ̂ = ̂w1
- repeat
- q = q + 1
- wq = ArgMax̂w under the constraint w ⊥ (w1, . . . , wq−1)
- until ̂wq = 0
- q∗ = q − 1
- for q = 1 to q∗
- W(q) = (wq+1, . . . , wp)
- ̂
PLS
q = ArgMin
:W ′(q)=0
∥∥y − X∥∥2
By a direct application of Cauchy–Schwarz’s inequality and because w′̂OLS = w′S−1s,
we have:
Proposition 1. The ﬁrst direction is spanned by s, that is, w1 is any vector proportional
to s.
It is interesting to see that the direction of maximal noise plays a central role in PLSR.
Iteratively, at step i, the direction wi maximizes the SNR ̂w under the orthogonality
constraints w ⊥ (w1, . . . , wi−1).
Deﬁne q∗ the lowest integer q such that Kq+1 = Kq , where Kq is the Krylov subspace
given by (9). We have
SKq∗ = Kq∗ . (18)
This invariance property implies that ̂OLS belongs to Kq∗ .
Lemma 2. The orthogonal complement of Kq∗ w.r.t. the quadratic form S is the same as
the orthogonal complement w.r.t. I. Moreover, K⊥q∗ is included in the null-signal space, that
is,
∀w ∈ K⊥q∗ , w′̂OLS = 0.
Proof. Let w be in the orthogonal complement of Kq∗ w.r.t. I and w∗ be any vector in Kq∗ ,
then w′Sw∗ = w′ (Sw∗) = 0 since Sw∗ ∈ Kq∗+1 = Kq∗ . Hence w lies in the orthogonal
complement of Kq∗ w.r.t. S. Next suppose w ∈ K⊥q∗ . Then, ∀w∗ ∈ Kq∗ , w′w∗ = 0. Eq. (18)
gives s = Sw∗∗ for some w∗∗ ∈ Kq∗ implying that w′̂OLS = w′S−1s = w′S−1Sw∗∗ =
w′w∗∗ = 0. 
Wecan now formulate the theorem that characterizes the sequencew1, . . . , wp and shows
its relationship with the Krylov subspaces K1, . . . , Kq∗ .
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Theorem 3. For i = 1, . . . , p, the directions wi can be obtained as follows:
(1) If iq∗, then wi belongs to Ki and is orthogonal to Ki−1. Moreover, w′i ̂
OLS 
= 0.
(2) If i > q∗, thenwi is any vector orthogonal to (w1, . . . , wi−1). In that case,w′i ̂
OLS = 0,
i.e. wi belongs to the null-signal space.
Proof. We use an induction. It has already been shown that w1 = s. We assume that the
theorem is true for k = 1, . . . , i−1.At step i, we seekwi that maximizes the SNR and that is
orthogonal to w1, . . . , wi−1. By display (15), we actually seek a direction and without loss
of generality, we may impose a scale constraint. The choice of the constraint will change
the actual wi but not the direction given by wi . So, we choose the simplest constraint which
is w′ S−1 w = 1. Under this constraint, the SNR is reduced to |w′̂OLS|. If w maximizes
|w′̂OLS| then either w or −w maximizes w′̂OLS. So, we want to maximize w′ ̂OLS under
the constraint w′ S−1 w = 1 and w′ wk = 0 for k = 1, . . . , i − 1.
Case 1: iq∗.
The maximizing wi will be a solution to the Lagrange multiplier equation
S−1 s +  S−1 wi +
i−1∑
k=1
k wk = 0. (19)
By the induction hypothesis, wk ∈ Kk for k = 1, . . . , i − 1, thus Swk ∈ Kk+1 ⊆ Ki .
Multiplying Eq. (19) by S gives
wi = −s −
i−1∑
k=1
kSwk. (20)
Since k < q∗, Kk+1 
= Kk and w1, Sw1, . . . , Swi−1 are linearly independent. Hence, 
cannot be equal to 0 and wi belongs necessarily to Ki . Point 1 is established.
Multiplying Eq. (19) by w′i gives
w′iS−1 s + wiS−1 wi = 0. (21)
Thus, w′i ̂
OLS 
= 0.
Case 2: i > q∗.
Since wi is orthogonal to Kq∗ = span
{
w1, . . . , wq∗
}
, the signal w′i ̂
OLS = 0 according
to Lemma 2. Hence, the function to be maximized is null and every wi in the orthogonal
complement of span {w1, . . . , wi−1} is a solution to the maximization problem. Point 2 is
established. 
Theorem 3 shows that the sequence (w1, . . . , wq∗) can be found by a Gram–Schmidt
orthogonalization procedure from the nested Krylov subspaces K1, . . . , Kq∗ . Therefore,
it corresponds to Martens’ weight vectors sequence. However, in our context, the vectors
w1, . . . , wq∗ deﬁne directions for the parameter  or its estimate and not weight vectors
corresponding to components. Denote
W(q) =
(
w1, . . . , wq
)
and W(q) =
(
wq+1, . . . , wp
)
. (22)
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We obviously have
range
(
W(q)
) = range (W(q))⊥ . (23)
Therefore, SNR and shrinkage factors of directions in range
(
W(q)
)
are bounded above, i.e.
Proposition 4.
∀x ∈ range (W(q)) , ̂x ̂wq+1 and â∗x â∗wq+1 . (24)
4.2. PLS estimators as constrained least squares estimators
We show that PLS estimators are least squares estimators constrained to be null on the
last directions of the sequence exhibited in Section 4.1. By Formula (24), we know that
these directions are associated with the lowest shrinkage factors or equivalently with the
lowest SNR of the sequence.
Lemma 5. Let G be a p × g matrix of rank g (gp) and F a p × f matrix (f = p − g)
of rank f such that G′F = 0, then:
ArgMin
:G′=0
‖y − X‖2 = S−1
(
I − PS−1G
)
s = PSF ̂
OLS
.
Proof. The proof of this lemma can be found in Seber [15]. 
Theorem 6. For qq∗, the PLS estimator ̂PLSq given by (8) is the least squares estimator
constrained to have a null signal in range
(
W(q)
)
:
̂
PLS
q = ArgMin
:W ′(q)=0
‖y − X‖2 . (25)
Proof. By Theorem 3, W ′(q)Kq = 0, Rank(Kq) = q and Rank(W(q)) = p − q, Lemma 5
with G = W(q) and F = Kq gives the result. 
Actually, the constraints W ′(q) = 0 do not need to take into account the vectors
wq∗+1, . . . , wp since they belong to the null-signal space. More precisely, for q < q∗,
the constraints W ′(q) = 0 in Formula (25) can be reduced to W˜ ′(q) = 0 where W˜(q) =(
wq+1, . . . , wq∗
)
. For qq∗, the constraints can be removed.
First, we give two technical results:
Lemma 7. Let G1 be a p × g1 matrix of rank g1 and G2 be a p × g2 matrix of rank g2
such that G2′S−1G1 = 0. Let G = (G1|G2). Then,
G′2̂
OLS = 0 ⇒ ArgMin
:G′=0
‖y − X‖2 = ArgMin
:G′1=0
‖y − X‖ .2
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Proof. G′2S−1G1 = 0 and G′2̂
OLS = 0 imply respectively that PS−1G = PS
−1
G1
+ PS−1G2 and
PS
−1
G2
s = 0. Thus, from Lemma 5,
ArgMin
:G′=0
‖y − X‖2 = S−1
(
I − PS−1G
)
s,
= S−1
(
I − PS−1G1
)
s,
= ArgMin
:G′1=0
‖y − X‖2 . 
Corollary 8. If G′̂OLS = 0, then PS−1G s = 0 and
ArgMin
:G′=0
‖y − X‖2 = ̂OLS.
Theorem 9. We have the following characterizations for ̂PLSq :
(1) ∀q < q∗,
̂
PLS
q = ArgMin
:W˜ ′
(q)
=0
‖y − X‖2 .
(2) ∀qq∗,
̂
PLS
q = ArgMin

‖y − X‖2 = ̂OLS.
Proof. From Theorem 3, we have W ′(q∗ )̂
OLS = 0. Moreover, if q < q∗,
W˜(q) ⊂ Kq∗ ⊥ W(q∗) ⇒ Kq∗ = SKq∗ ⊥S−1 W(q∗).
The conditions of Lemma 7 are fulﬁlled with G1 = W˜(q), G2 = W(q∗) and G = W(q).
Then, Theorem 6 and Lemma 7 give the ﬁrst part of the theorem.
If qq∗, rangeW(q) ⊂ rangeW(q∗). Thus, W ′(q)̂OLS = 0. Theorem 6 and Corollary 8
give ̂PLSq = ̂OLS. 
Therefore, the estimator ̂PLSq coincides with ̂
OLS
as soon as the space spanned by W(q)
contains Kq∗ . This follows from the fact that any estimator from regression on components
may be obtained by projecting ̂OLS on the space spanned by its weight vectors. Hence, Kq∗
indicates the end of the shrinkage procedure in the sequence of nested Krylov subspaces.
5. A constraint-free algorithm for PLSR
We present here a new approach to PLSR that differs from the one presented in Section
4. We show how PLS estimators rebuilds the OLS estimator by a new algorithm. This
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Table 2
The SNR algorithm
- q = 1, w1 = s, z1 = s
- ̂
PLS
1 =
z′1 s
z′1 S z1
z1
- W(1) = w1
- Repeat
- q = q + 1
- wq = s − S̂PLSq−1
- zq = (I − PSW(q−1) ) wq = wq −
∑q−1
i=1
z′
i
S wq
z′
i
S zi
zi
- ̂
PLS
q = ̂PLSq−1 +
z′q s
z′q S zq
zq
- W(q) = (w1, . . . , wq)
- until wq = 0
- q∗ = q − 1
algorithm is based, at step q, on the maximization of a new criterion, SNRq , followed by
a least squares minimization. Unlike usual PLS algorithms or the one presented in Section
4, the maximization of SNRq does not involve any scale or orthogonality constraints. The
pseudo-code of this algorithm is given in Table 2.
5.1. The SNR algorithm
The idea is to rebuild iteratively ̂OLS by a sequence ̂q , q = 0, . . . , q∗ of estimators. At
the ﬁrst step, we put ̂0 = 0. Then, we seek the direction v1 where ̂0 and ̂OLS differ the
most. So, we seek v1 which maximizes:
SNR0(x) = |x
′̂OLS − x ′̂0|

√
x′S−1x
.
and we deﬁne ̂1 to be the least squares estimator constrained to belong to span {v1}, i.e.
̂1 = ArgMin
∈span{v1}
‖y − X‖2 . (26)
Iteratively, at step q, we have the current estimator ̂q . First, we have a maximization stage.
We denote
SNRq(x) =
|x ′̂OLS − x ′̂q |

√
x′ S−1 x
(27)
and we deﬁne
vq+1 = ArgMax
x∈Rp
SNRq(x). (28)
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Then, we have a least squares minimization stage. Denote V(q+1) = (v1, . . . , vq+1). The
next estimator ̂q+1 is deﬁned by
̂q+1 = ArgMin
∈rangeV(q+1)
‖y − X‖2 . (29)
The following theorem states that the SNR algorithm leads to the PLS estimators.
Theorem 10. The sequence (v1, . . . , vq∗) constructed by the SNR algorithm is identical
to the sequence (w1, . . . , wq∗) found in Section 4.1, i.e.
(v1, . . . , vq∗) = (w1, . . . , wq∗). (30)
The estimators ̂q deﬁned by (29), for q = 1, . . . , q∗, are equal to the corresponding PLS
estimators. Moreover, for q = 0, . . . , q∗ − 1,
SNRq(vq+1) = max
x∈Rp
SNRq(x) = ̂wq+1 
= 0 (31)
and for qq∗,
SNRq(x) = 0 ∀x ∈ Rp. (32)
Proof. Weuse an induction. Forq = 0, the result follows fromSection 4 sinceSNR0(x) =
̂x . At step q < q∗, V(q) = W(q) where V(q) = (v1, . . . , vq) and W(q) is deﬁned by (22).
So ̂q = ̂PLSq . By Formula (42), ̂PLSq = PSV(q) ̂
OLS = PSV(q) S−1 s = S−1 PS
−1
SV(q)
s. By
Cauchy–Schwarz’s inequality,
SNRq(x) =
∣∣∣x′S−1 (s − PS−1S V(q) s
)∣∣∣

√
x′S−1x
 1

∥∥∥s − PS−1S V(q) s
∥∥∥
S−1
.
Equality holds iff x ∝ (I −PS−1S V(q) ) s. Denote by H the orthogonal complement of rangeV(q)
w.r.t. I. H is also the orthogonal complement of rangeSV(q) w.r.t. S−1. So, (I −PS−1S V(q) ) s =
PS
−1
H s ∈ H . Therefore, SNRq(x) attains its maximum on H. Since SNRq(x) and ̂x
coincide on H, we have
max
x∈Rp
SNRq(x) = max
x∈H SNRq(x) = maxx∈H ̂x.
By Theorem 3, maxx∈H ̂x = ̂vq+1 and then vq+1 = wq+1. By Formula (44), we have
̂q+1 = ̂PLSq+1. 
In order to show how this algorithm works in a practical way, we need to develop its two
stages.At the maximization stage, wq+1 can easily be calculated from the current estimator
̂
PLS
q .
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Proposition 11. For qq∗ − 1
ArgMax
x∈Rp
SNRq (x) ∝ wq+1 = s − S̂PLSq (33)
and
max
x∈Rp SNRq (x) = ̂wq+1 =
1

√
s ′̂OLS − s ′̂PLSq . (34)
Proof. Let qq∗ − 1. Cauchy–Schwarz’s inequality applied to (27) gives (33). Since
wq+1 ⊥ rangeW(q) and ̂PLSq belongs to W(q), w′q+1 ̂
PLS
q = 0. Formula (33) implies
̂
PLS′
q S̂
PLS
q = s ′̂PLSq which gives w′q+1S−1wq+1 = s ′̂
OLS − s ′̂PLSq 0. Thus,
̂wq+1 =
∣∣∣w′q+1̂OLS∣∣∣

√
w′q+1S−1wq+1
=
∣∣∣s ′̂OLS − s ′̂PLSq ∣∣∣

√
s ′̂OLS − s ′̂PLSq
= 1

√
s ′̂OLS − s ′̂PLSq .
At the least squares minimization stage, ̂PLSq+1 can be obtained from ̂
PLS
q and wq+1 as
follows:
Proposition 12. For qq∗ − 1, denote zq+1 = (I − PSW(q) )wq+1, then
̂
PLS
q+1 = ̂PLSq + PSzq+1 ̂
OLS = ̂PLSq +
z′q+1 s
z′q+1 S zq+1
zq+1. (35)
Proof. Formula (42) gives ̂PLSq+1 = PSW(q+1) ̂
OLS
. SinceW(q+1) =
(
W(q) | wq+1
)
,PSW(q+1) =
PSW(q)
+ PS(
I−PSW(q)
)
wq+1
and the result follows.
It should be noted that the value of ̂wq+1 in Formula (34) is a relative difference of signals
in the direction s w.r.t. the variability of the response. The advantage of Formula (35) is that
̂
PLS
q+1 can be obtained from ̂
PLS
q without computing S−1 (or S+ in the non-full-rank case).
5.2. Illustrative example
The data set comes from Umetrics [18]. The aim is to predict the logarithm of the relative
Bradykinin activating activity of a chemical compound by three types of measurements
(sizes, lipophilicity, and polarity) at ﬁve sites on the molecule. The data set has 30 obser-
vations and 15 explanatory variables. The ﬁrst 15 observations serve as the training set and
the rest constitute the test set used to calculate the predictive ability of the model. In this
example, the matrix S is of rank 11 and we are in the non-full-rank case (see Section 6).
The goal is to rebuild ̂OLS = S+s where S+ is the Moore–Penrose inverse of S. We use
the algorithm described by Propositions 11 and 12 and displayed in Table 2. We obtain the
sequence of ̂PLSq . Replacing  by its usual estimate ̂ in Formula (34) has given the sequence
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Fig. 1. SNR in the directions wq (̂wq ).
Fig. 2. Press depending on the number of components.
of SNR. The 11th SNR is zero, conﬁrming that q∗ is equal to 11 and that ̂OLS is reached.
The quick decrease of the SNR sequence shown in Figure 1 reveals that a few steps are
necessary to rebuild ̂OLS on the direction s. We are hopeful that the SNR sequence could
be useful to choose the optimal number of components in PLSR. The comparison between
Figs. 1 and 2 that gives the PRESS from the test set shows that this goal has not yet been
attained and needs further research.
5.3. Links with empirical covariances
From Section 5.1, we obtain here new expressions of the SNR and the related shrinkage
factors in the directions given by the Martens sequence w1, . . . , wq∗ . They involve the
empirical covariances between the residuals and either the explanatory variables or the
response.
Denote ŷPLSq = X ̂PLSq , ŷ = X ̂OLS and xj the jth explanatory variable. By Formula (33),
we have
wq+1 = S
(̂

OLS − ̂PLSq
)
= X′
(
ŷ − ŷPLSq
)
. (36)
Thus, the jth coordinate of wq+1 is equal to n cove(xj , ŷ − ŷPLSq ). Moreover, by Formula
(34),
̂wq+1 =
1

√
n cove(y, ŷ − ŷPLSq ). (37)
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The corresponding shrinkage factor is
â∗wq+1 =
cove(y, ŷ − ŷPLSq )
2/n + cove(y, ŷ − ŷPLSq )
(38)
6. The non-full-rank case
We discuss brieﬂy the non-full-rank case. If Rank(S) = r < p, the same procedure
described in Section 4 can be applied but needs to be adjusted. The OLS estimator ̂OLS
is non-unique, but if x′0 is estimable, i.e. if x0 ∈ rangeS, x′0̂
OLS
and var(x′0̂
OLS
) do not
depend on the choice of ̂OLS. So, we seek directions w1, . . . , wr in range(S) rather than
in the whole space. With this restriction, part (1) of Theorems 3 and 10 are still valid
and w1, . . . , wq∗ are identical to Martens’ weight vectors. Denote by wr+1, . . . , wp an
orthogonal sequence in range(S)⊥. For qr , we deﬁne W(q) = (wq+1, . . . , wp). It can be
shown that for q < q∗,
̂
PLS
q = ArgMin
:W ′(q)=0
‖y − X‖2 (39)
and for q∗qr:
ArgMin
:W ′(q)=0
‖y − X‖2 = ̂OLS∗, (40)
where ̂OLS∗ = S+s with S+ the Moore–Penrose inverse of S. The constraints w′r+1 =
0, . . . , w′p = 0 ensure that the estimator belongs to range(S). The interpretation of es-
timators in terms of projectors can easily be adapted by using generalized projectors (see
[14]) and by choosing ̂OLS∗ as the initial OLS estimator. The fact that wq belongs to rangeS
is implicit in the SNR algorithm displayed in Table 2.
7. Concluding section
We have presented two new algorithms that lead to new interpretations of PLSR. The aim
of these algorithms is to understand how the OLS estimator is improved by seeking some
directions in the parameter space. Both of them include a maximization stage and a least
squares minimization. In the SNR algorithm, presented in Section 4, the whole sequence
of directions is constructed in the maximization stage, then least squares minimizations
lead to the sequence of PLS estimators. In the SNR algorithm, presented in Section 5, the
maximization and the least squares minimization stages are performed at each step. This
second algorithm constructs iteratively the sequence of PLS estimators. Furthermore, it is
easy to use from a computational point of view. The usual PLS algorithms are based on
the way the response must be ﬁtted. Thus, the criterion used in the maximization stage is
a covariance. Since the covariance is non-homogeneous, it is necessary to include a scale
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constraint, which often appears arbitrary. Since, SNR and SNR are scale invariant, no
such constraints are involved in the corresponding algorithm.
We hope that this new approach to PLSR will open new outlooks. For example, the
examination of the SNRs in the directions given by the Martens sequence could perhaps be
used in the choice of the number of components. However, this is not straightforward and
needs further research.Another possibility of extension is to adapt the algorithms presented
in the paper to the generalized linear model. One referee of the paper has suggested the use
of a more robust SNR, that would lead to a different PLSR.
Appendix
We recall here some general results on regression on components. We use the same
notations as inSection 2 and assume the standard linearmodely = X+εwhereX is a (n, p)
regular matrix. We deﬁne p linearly independent components t1 = Xw1, . . . , tp = Xwp,
where w1, . . . , wp are p linearly independent p-vectors. We denote T(q) = (t1, . . . , tq) and
W(q) = (w1, . . . , wq) for q = 1, . . . , p. The OLS estimator in the regression of y on T(q)
is
(
T(q)
′ T(q)
)−1
T(q)
′ y. Since T(q) = XW(q), the corresponding estimator of  is
̂q = W(q)
(
T ′(q) T(q)
)−1
T ′(q) y. (41)
The following expression shows how ̂q depends on ̂
OLS
:
̂q = W(q)
(
W ′(q) SW(q)
)−1
W ′(q)S̂
OLS = PSW(q) ̂
OLS
. (42)
Denote (zq+1, . . . , zp) an orthogonal basis of the orthogonal complement of
span
{
w1, . . . , wq
}
and denote W(q) = (zq+1, . . . , zp). Then, ̂q is the least squares esti-
mator under the linear constraints W ′(q) = 0:
̂q = ArgMin
:W ′(q)=0
‖y − X‖2 . (43)
This result follows from Lemma 5 with F = W(q) and G = W(q) and Formula (42). Note
that, when w1, . . . , wp are orthogonal, one can choose zi = wi for i = q + 1, . . . , p.
Since W ′(q) = 0 is equivalent to  ∈ range
(
W(q)
)
, we also have
̂q = ArgMin
:∈rangeW(q)
‖y − X‖2 . (44)
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