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ON THE GEOMETRY OF THE
AUTOMORPHISM GROUPS OF AFFINE VARIETIES
JEAN-PHILIPPE FURTER AND HANSPETER KRAFT
Abstract. This article is a survey on ind-varieties and ind-groups introduced
by Shafarevich in 1965, with a special emphasis on automorphism groups
of affine varieties and actions of ind-groups on ind-varieties. We give precise
definitions and complete proofs, including several known results. The survey
contains many examples and also some questions which came up during our
work on the subject.
Among the new results we show that for an affine variety X the automor-
phism group Aut(X) is always locally closed in the ind-semigroup End(X) of
all endomorphisms, and we give an example of a strict closed subgroup of a
connected ind-group which has the same Lie algebra, based on the work of
Shestakov-Umirbaev on the existence of non-tame automorphisms of A3.
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Introduction
In a lecture given in Rome in 1965 Shafarevich [Sha66] introduced the concepts
of an infinite-dimensional algebraic variety and an infinite-dimensional algebraic
group1, and he announced some striking results. He remarks that a number of
interesting groups, like the automorphism group of affine n-space An or the group
GL(k[t]) (cf. the later paper [Sha04]) have a natural structure of an ind-group.
About 15 years later, in [Sha81] (with some corrections in [Sha95]), Shafare-
vich offers a detailed exposition of some material from that lecture. Among other
things he shows that the tangent space TeG at the unit element e of an ind-group
G has a natural structure of a Lie algebra, and in his main results he proves a very
strong connection between the ind-group G and its Lie algebra LieG in case of a
connected ind-group G, similar to what is known for algebraic groups.
Kumar’s book [Kum02] contains in Section IV an introduction to ind-varieties
and ind-groups, with complete and detailed proofs, and with [Sha81] as a basic refer-
ence. The author also gives a proof of the main results of Shafarevich, but under
additional assumptions. Let us also mention here the two papers of Kambayashi
[Kam96, Kam03] about this subject where the author points out some minor flaws
in the papers of Shafarevich and thus tries to use a different approach.
One of the starting points of our paper is an example which implies that the two
main results of [Sha81], namely Theorems 1 and 2, are not correct. This example
is based on [SU04b] showing that not all automorphisms of affine 3-space A3 are
tame. The example is given with all details in Section 17.3. As a consequence, it
became unclear how a connected ind-group G is related to its Lie algebra LieG.
Another unclear point was the definition of the ind-group structure on Aut(An),
or more generally, on Aut(X) for any affine variety X . Clearly, Aut(X) is a subset
of End(X), the set of all morphisms X → X , and the latter is easily seen to have
a natural structure of an ind-semigroup. As a consequence, one can define the ind-
structure on Aut(X) by identifying Aut(X) with the pairs (ϕ, ψ) of endomorphisms
such that ϕ ◦ ψ = idX = ψ ◦ ϕ. But this definitions does not say anything about
the embedding Aut(X) →֒ End(X).
This problem was solved by our second main discovery. We show that Aut(X) is
closed in Dom(X), the dominant endomorphisms of X , and that Dom(X) is open in
End(X), see Theorem 5.2.1. Moreover, we show that the tangent space Tid End(X)
embeds into Vec(X), the Lie algebra of all vector fields on X which explains why
1We will use the short notation ind-variety and ind-group.
ON THE GEOMETRY OF AUTOMORPHISM GROUPS 5
LieAut(X) can always be understood, in a natural way, as a Lie subalgebra of
Vec(X).
Although the counterexample above shows that the relation between G and its
Lie algebra LieG is not as strong as in the case of algebraic groups, we discovered
that for a connected ind-group G two homomorphisms ϕ, ψ : G → H of ind-groups
are equal if and only if the differentials dϕe and dψe are equal. It is well known
that this has important consequences. Together with a careful study of the adjoint
representation Ad: G → GL(LieG) we can show that a connected ind-group G is
commutative if and only if its Lie algebra LieG is commutative.
Working on these problems we came up with many questions, problems, examples
and counterexamples. And because of the controversial discussions of some of the
results above we decided to include our new results into a survey on ind-groups,
automorphism groups, ind-group actions, and the relations to its Lie algebra and
to the vector fields, giving precise definitions, detailed proofs, many examples and
extensive references, together with some questions which we could not answer. We
hope that this survey is going to be useful.
Outline and Main Results
0.1. Ind-varieties. Our base field k is algebraically closed of characteristic zero.
For a variety X we denote by O(X) the algebra of regular functions on X , i.e. the
global sections of the sheaf OX of regular functions on X .
We start with the definition of an ind-variety and an admissible filtration of it.
An ind-variety V is given by a sequence of closed immersions V1 ⊆ V2 ⊆ V3 · · ·
of algebraic varieties such that V = ⋃k Vk. We say that another such filtration is
admissible if it endows V with the same structure of an ind-variety (Section 1.1).
A typical example is the infinite-dimensional affine space A∞ := lim−→A
n (Exam-
ple 1.4.6).
An ind-variety carries a natural topology, the Zariski topology, and we can de-
fine the dimension dimV of an ind-variety V = ⋃k Vk as dimV := supk dimVk
(Section 1.1).
Theorem 0.1.1. Let V be an ind-variety.
(1) V is connected if and only if there is an admissible filtration consisting of
connected varieties (Proposition 1.6.2).
(2) V is curve-connected if and only if there is an admissible filtration consisting
of irreducible varieties (Proposition 1.6.3).
(3) The connected components of V are open and closed, and the number of
connected components is countable (Proposition 1.7.1).
An ind-variety V is affine if every closed algebraic subset X ⊂ V is affine. Equiv-
alently, there is an admissible filtration V = ⋃k Vk with affine varieties Vk and
all admissible filtrations V = ⋃k Vk are such that the Vk are affine varieties (Sec-
tion 1.5).
Theorem 0.1.2. An ind-variety V is affine if and only if there exists a closed
immersion V →֒ A∞ (Theorem 1.5.1).
We then define morphisms between ind-varieties (Section 1.1) and tangent spaces
of ind-varieties (Section 1.9). Some results only hold for uncountable base fields k;
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the method of base field extensions K/k where K is algebraically closed will help
out in certain cases (Section 1.11).
Proposition 0.1.3. Every ind-variety V is defined over an algebraically closed
countable base field k (Proposition 1.12.1).
0.2. Ind-groups. An ind-group G is an ind-variety with a group structure such that
multiplication and inverse are morphisms (Section 2.1). For an ind-group, the prop-
erties curve-connected, connected and irreducible are equivalent (Remark 2.2.3).
Proposition 0.2.1. The connected component G◦ of the neutral element of an
ind-group G is an open and closed normal subgroup of countable index (Proposi-
tion 2.2.1).
Examples are GL∞(k) = lim−→GLn(k), the rational points G(R) of a linear alge-
braic group G over a finitely generated k-algebra R, and, as we will see below, the
automorphism group Aut(X) of an affine variety X (Examples 2.3).
The tangent space TeG of an affine ind-group has the structure of a Lie alge-
bra, denoted by LieG, and for every homomorphism ϕ : G → H of ind-groups the
differential dϕe : LieG → LieH is a homomorphism of Lie algebras (Section 2.1).
Because of the problems concerning closed ind-subgroups mentioned in the in-
troduction we discuss bijective morphisms of ind-varieties (Section 1.8) and homo-
morphisms of ind-groups with “small” kernels (Section 2.7).
Proposition 0.2.2. Let G be an ind-group, G a linear algebraic group, and ϕ : G →
G a homomorphism of ind-groups.
(1) If dimKerϕ <∞, then G◦ is an algebraic group. In particular, dimG <∞.
(2) If G is connected, then ϕ(G) ⊆ G is a closed subgroup.
(3) If G is connected and ϕ surjective, then dϕe : LieG → LieG is surjective,
and Kerdϕe ⊇ LieKerϕ.
(Proposition 2.7.2)
We finish the first part by defining families of endomorphisms and automor-
phisms and giving some important properties (Section 3) which will be used in the
following sections. Here is an example.
Proposition 0.2.3. Let X and Y be varieties, and let Φ = (Φy)y∈Y be a family of
endomorphisms of X parametrized by Y . If every Φy is an automorphism, then so
is Φ (Proposition 3.3.2).
0.3. Automorphism groups. The main result is the following.
Theorem 0.3.1. Let X be an affine variety. There exists a universal structure
of an affine ind-group on Aut(X), and Aut(X) is locally closed in End(X). More
precisely,
Aut(X)
⊆−−−−→
closed
Dom(X)
⊆−−−−→
open
End(X)
where Dom(X) denotes the ind-semigroup of dominant endomorphisms of X (The-
orems 5.1.1 and 5.2.1).
We have the following important relation between the Lie algebra of the ind-
group Aut(X) and the Lie algebra Vec(X) of vector fields on X .
ON THE GEOMETRY OF AUTOMORPHISM GROUPS 7
Theorem 0.3.2. There is a canonical inclusion ξ : Tid End(X) →֒ Vec(X) which
induces injective antihomomorphism of Lie algebras ξ : LieAut(X) →֒ Vec(X)
(Propositions 3.2.4 and 7.2.4).
0.4. Homomorphisms of groups. If G and H are linear algebraic groups, then
the set Hom(G,H) of algebraic group homomorphisms has a natural structure of
an ind-variety (see Section 8). If H = GL(V ) where V is a finite-dimensional vector
space of dimension n, then Hom(G,GL(V )) can be understood as the representa-
tions of G on V , or as the G-module structures on V . In this case, the GL(V )-orbits
on Hom(G,GL(V )) are the equivalence classes of n-dimensional representations.
Here is our main result (Theorem 8.6.8).
Theorem 0.4.1. Let G,H be linear algebraic groups.
(1) The ind-variety Hom(G,H) is finite-dimensional.
(2) If the radical of G is unipotent, then Hom(G,H) is an affine variety.
(3) If G is reductive, then Hom(G,GL(V )) is a countable union of closed GL(V )-
orbits, hence it is strongly smooth of dimension ≤ (dim V )2.
(4) If G◦ is semisimple or if G is finite, then Hom(G,GL(V )) is a finite union of
closed GL(V )-orbits and thus a smooth affine algebraic variety of dimension
≤ (dimV )2.
(5) If U is a unipotent group, then Hom(U,H) is an affine algebraic variety of
dimension ≤ dimU · dimHu.
The question whether Hom(G,H) is algebraic or not is answered by the following
result (Proposition 8.6.7).
Proposition 0.4.2. For a connected linear algebraic group G the following asser-
tions are equivalent.
(i) The radical radG is unipotent;
(ii) G is generated by unipotent elements;
(iii) The character group of G is trivial;
(iv) Hom(G,H) is an affine variety for any linear algebraic group H.
0.5. Ind-group actions and fixed points. An action of an ind-group G on an
affine variety X is the same as a homomorphism ρ : G → Aut(X) of ind-groups.
It then follows that the differential dρe : LieG → Vec(X), A 7→ ξA, is a anti-
homomorphism of Lie algebras.
Proposition 0.5.1. Let G be a connected ind-group acting on an affine variety
X, and let Y ⊆ X be a closed subvariety. Then Y is G-stable if and only if Y is
LieG-invariant, i.e., Y is ξA-invariant for all A ∈ LieG (Proposition 7.2.6).
An action of an ind-group G on an ind-variety V is a homomorphism G → Aut(V)
such that the action map G × V → V is a morphism of ind-varieties (Section 7.1).
In the same way we define a representation of an ind-group on a k-vector space V
of countable dimension (Section 2.6), namely as a homomorphism ρ : G → GL(V )
such that the linear action G × V → V is a morphism. Note that GL(V ) is not an
ind-group if V is not finite-dimensional, so that we cannot define a representation
as a homomorphism G → GL(V ) of ind-groups.
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For a representation ρ the differential dρe : LieG → L(V ) is well defined and is
a homomorphism of Lie algebras. Here L(V ) denotes the linear endomorphisms of
the k-vector space V .
If v0 ∈ V is a fixed point, then every g ∈ G induces a linear automorphism dgv0
of Tv0 V (Section 7.4) which defines the tangent representation τv0 : G → GL(Tv0 V).
Theorem 0.5.2. Let the affine ind-group G act on the ind-variety V, and assume
that v0 ∈ V is a fixed point. Then the action of G on Tv0 V is a linear representation
(Theorem 7.4.4).
If G acts on V and if v ∈ V we denote by µv : G → V the orbit map g 7→ gv. The
next lemma is crucial.
Lemma 0.5.3. Assume that G is connected. If (dµv)e : LieG → Tv V is the zero
map, then µv is constant, i.e. v is a fixed point of G (Lemma 7.4.6).
There are a number of important consequences.
Proposition 0.5.4. Let ϕ, ψ : G → H be two homomorphisms of ind-groups. If G
is connected and dϕe = dψe, then ϕ = ψ. In particular, ϕ is trivial if and only if
dϕe is trivial (Proposition 7.4.7).
Corollary 0.5.5. If G is connected, then the canonical homomorphism (of abstract
groups) ω : Aut(G)→ Aut(LieG), ϕ 7→ dϕe, is injective (Corollary 7.4.8).
0.6. Adjoint representation. Consider the action of the affine ind-group G on it-
self by conjugation: g 7→ Int g : h 7→ g ·h·g−1. This defines the adjoint representation
(Section 7.5)
Ad: G → GL(LieG).
Corollary 0.6.1. Let G be connected and let h ∈ G. Then h belongs to the center
of G if and only if Ad(h) is trivial:
Z(G) = KerAd: G → GL(LieG)
(Corollary 7.5.1).
Finally, one has the following important result.
Proposition 0.6.2. The differential ad: LieG → End(LieG) is given by
ad(A)(B) = [A,B] for A,B ∈ LieG
(Proposition 7.5.2).
Corollary 0.6.3. Let G be a connected ind-group. Then G is commutative if and
only if LieG is commutative (Corollary 7.5.3).
0.7. Large subgroups and modifications of k+-actions. Let X be an affine
variety with an action of a linear algebraic group G. Denote by ρ : G → Aut(X)
the corresponding homomorphism of ind-groups. A morphism α : X → G is called
G-invariant if it satisfies α(gx) = α(x) for g ∈ G and x ∈ X . For every such a G-
invariant morphism α we can define an automorphism ρα ∈ Aut(X) in the following
way (see Section 10.4):
ρα(x) := α(x)x for x ∈ X.
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Note that the G-invariant morphisms α form a group, namely
Mor(X,G)G = G(O(X))G = G(O(X)G).
One shows the following (see Proposition 10.4.4 and Proposition 10.4.7).
Proposition 0.7.1. (1) The map ρ˜ : G(O(X)G) → Aut(X), α 7→ ρα, is a
homomorphism of ind-groups.
(2) The ind-group G(O(X)G) has the same orbits in X than G.
(3) The image of ρ˜ is contained in the subgroup
Autρ(X) :=
{ϕ ∈ Aut(X) | ϕ(Gx) = Gx for all x ∈ X, ϕ|Gx = ρ(gx) for some gx ∈ G}.
(4) The subgroup Autρ(X) ⊆ Aut(X) is closed, and we have the following
inclusions
Autρ(X) ⊆ Autorb(X) ⊆ Autinv(X) ⊆ Aut(X).
(see Definition 10.1.2)
(5) If G acts faithfully on X and if O(X)G 6= k, then the image of ρ˜ is strictly
larger than ρ(G).
(6) Assume that
⋂
g∈GGgx = {e} for all x from a dense subset of X, then ρ˜ is
injective. This holds in particular for a faithful action of a reductive group
G on an irreducible X (Lemma 10.4.8).
For G = k+, we get an injection O(X)k+ →֒ Aut(X) of the invariant ring
considered as an additive ind-group. In particular, every invariant f ∈ O(X)k+
defines a k+-action ρf : k+ = kf → Aut(X), often called a modification of the
action ρ (Section 11.4).
Lemma 0.7.2. The modification ρf commutes with ρ, and the ρf -orbits are con-
tained in the ρ-orbits. If Xf := {x ∈ X | f(x) 6= 0} is dense in X, then both
actions have the same invariants. Moreover, the fixed point sets of the two actions
are related by
Xρf = Xρ ∪ {f = 0}
(Lemma 11.4.2).
0.8. Bijective homomorphisms. An important result in the theory of algebraic
groups in characteristic zero is that bijective homomorphisms are isomorphisms.
This does not carry over to ind-groups.
Proposition 0.8.1. Denote by k〈x, y〉 the free associative algebra in two genera-
tors. The canonical map Aut(k〈x, y〉) → Aut(k[x, y]) is a bijective homomorphism
of ind-groups, but not an isomorphism. More precisely, the induced homomorphism
LieAut(k〈x, y〉) → LieAut(k[x, y]) is surjective with a nontrivial kernel (Proposi-
tion 14.2.1).
(This example is already mentioned in [BW00, Section 11, last paragraph].) If we
make stronger assumptions for the target group, then this cannot happen.
Proposition 0.8.2. Let ϕ : G → H be a bijective homomorphism of ind-groups.
Assume that G is connected and H strongly smooth in e. Then ϕ is an isomorphism
(Proposition 14.1.1).
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0.9. Nested ind-groups. An ind-group G is nested if G has an admissible filtra-
tion G = ⋃k Gk consisting of closed algebraic subgroups Gk. The following result
generalizes [KPZ16, Remark 2.8], see Lemma 9.4.2.
Lemma 0.9.1. Let ϕ : G → H be an injective homomorphism of ind-groups where
G is connected and H nested. Then G is nested.
It is clear that any element of a nested ind-group is locally finite. We prove a
partial converse of this (see Proposition 9.4.4).
Proposition 0.9.2. Assume that k is uncountable. Let X be an affine variety, and
let G ⊆ Aut(X) be a commutative closed connected subgroup. If every element of G
is locally finite, then G is nested.
The following result is well known for commutative linear algebraic groups (Propo-
sition 9.4.7).
Proposition 0.9.3. Let G be a commutative nested ind-group.
(1) The subsets Gss of semisimple elements and Gu of unipotent elements of G
are closed subgroups, and G = Gss × Gu.
(2) Gu is a nested unipotent ind-group isomorphic to the additive group of a
vector space of countable dimension.
(3) (Gss)◦ is a nested torus, i.e. a finite dimensional torus or isomorphic to
(k∗)∞ := lim−→ (k
∗)k.
(4) There is a closed discrete subgroup F ⊂ Gss such that Gss = F · (Gss)◦.
0.10. Normalization. Let X be an irreducible affine variety and η : X˜ → X its
normalization. It is well known that every automorphism of X lifts to an automor-
phism of X˜. Thus we have an injective homomorphism of groups ι : Aut(X) →
Aut(X˜). Moreover, any action of an algebraic group G on X lifts to an action on
X˜. More generally, if ϕ : X → X is a dominant morphism, then there is a unique
“lift” ϕ˜ : X˜ → X˜, i.e. a morphism ϕ˜ such that η ◦ ϕ˜ = ϕ◦η, and ϕ˜ is also dominant.
This shows that we get an injective map ι : Dom(X)→ Dom(X˜).
The following general result holds (see Proposition 12.1.1).
Proposition 0.10.1. The map ι : Dom(X) → Dom(X˜) is a closed immersion of
ind-semigroups, and ι : Aut(X)→ Aut(X˜) is a closed immersion of ind-groups.
0.11. Automorphisms of An. In the third part we study the automorphisms of
affine n-spaces An.
The so-called locally finite automorphisms turn out to play a central role. An
automorphism g of An is called locally finite when there exists a constant C such
that all iterates gk, k ≥ 1, satisfy deg(gk) ≤ C, see Definition 9.1.3. Equivalently,
this means that g belongs to a linear algebraic group included into Aut(An).
The group Aut(An) contains two important closed subgroups, the group Aff(n)
of affine automorphisms and the de Jonquie`res2 subgroup J (n) of triangular
automorphisms, both consisting of locally finite automorphisms:
Aff(n) := {g ∈ Aut(An) | deg g = 1} = GL(n)⋉ Tr(n),
J (n) := {g = (g1, . . . , gn) | gi ∈ k[xi, . . . , xn] for i = 1, . . . , n},
2Ernest Jean Philippe Fauque de Jonquie`res, 1820-1901
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where Tr(n)
∼−→ (k+)n are the translations. The subgroup generated by Aff(n) and
J (n) is called the group of tame automorphisms:
Tame(An) := 〈Aff(n),J (n)〉.
An element g ∈ Aut(An) is called triangularizable if g is conjugate to an element
of J (n). We denote by Auttr(An) ⊆ Autlf(An) the subset of triangularizable au-
tomorphisms. The element g is called linearizable if it is conjugate to an element
of GL(n), and diagonalizable if it is conjugate to an element of D(n) ⊆ GL(n), the
diagonal matrices.
For g ∈ Aut(An) we denote by C(g) := {h−1 ·g ·h | h ∈ Aut(An)} its conjugacy
class in Aut(An), and by 〈g〉 ⊆ Aut(An) the subgroup generated by g. Recall that
an algebraic group D is called diagonalizable if it is isomorphic to a closed subgroup
of a torus (k∗)m. A diagonalizable group has the form F × (k∗)d where F is finite
and commutative.
The jacobian determinant defines a character jac : Aut(An) → k∗, and we set
SAut(An) := Ker jac. For the Lie algebras we have the following result.
Proposition 0.11.1. The identification ξ : End(An) = Tid End(An)
∼−→ Vec(An)
induces the following anti-isomorphisms of Lie algebras
(1) LieAut(An) ∼−→ Vecc(An) := {δ ∈ Vec(An) | Div δ ∈ k},
(2) Lie SAut(An) ∼−→ Vec0(An) := {δ ∈ Vec(An) | Div δ = 0},
where Div is the divergence of a vector field (Proposition 15.7.2).
0.12. Main results about Aut(An). Here is a collection of results which will
be given in the third part. Some are certainly known to the specialists. For the
topological notion weakly closed, weak closure C
w
, and weakly constructible we refer
to Section 1.13.
Theorem 0.12.1. (1) An automorphism g ∈ Aut(An) is locally finite if and
only if the closure 〈g〉 ⊆ Aut(An) is an algebraic group. In this case 〈g〉
is isomorphic to D or D × k+ where D is diagonalizable and D/D◦ cyclic
(Section 9.1).
(2) Every locally finite g ∈ Aut(An) has a uniquely defined Jordan decomposi-
tion g = gs · gu where gs is semisimple, gu is unipotent and both commute
(Section 9.1).
(3) If g is semisimple, then g has a fixed point (Proposition 15.9.3).
(4) The subset Autlf(An) ⊆ Aut(An) of locally finite automorphisms is weakly
closed (Proposition 9.2.3).
(5) If g ∈ Aut(An) has a fixed point in An, then the weak closure C(g)w con-
tains a linear automorphism (Proposition 15.9.6).
(6) The weak closure C(g)
w
of the conjugacy class of a semisimple element g
consists of semisimple elements (Proposition 15.8.3(3)).
(7) The conjugacy class of a diagonalizable element g is weakly closed (Corol-
lary 15.8.6).
(8) The unipotent elements Autu(An) ⊆ Aut(An) form a weakly closed subset
(Section 16.4).
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(9) The conjugacy classes of nontrivial unipotent triangular automorphisms u
all have the same weak closure C(u)
w
and thus the same closure (Proposi-
tion 15.10.7). The weak closure C(u)
w
contains all triangularizable unipo-
tent elements.
(10) The group Aut(An) is connected (Proposition 15.4.1) and for n ≥ 2 acts
infinitely-transitively on An (Proposition 15.5.2).
In case n = 2 these results can be improved (Theorem 16.6 and 16.6.2).
Theorem 0.12.2. (1) Conjugacy classes in Aut(A2) are weakly constructible.
(2) An automorphism g ∈ Aut(A2) is semisimple if and only if its conjugacy
class C(g) is closed.
(3) The locally finite elements Autlf(A2) ⊆ Aut(A2) as well as the unipotent
elements Autu(A2) ⊆ Aut(A2) form closed subsets.
(4) For every locally finite g ∈ Aut(A2) we have gs ∈ C(g)w.
(5) For a nontrivial unipotent u ∈ Aut(A2) we get C(u)w = C(u) = Autu(A2).
(6) The subgroup SAut(A2) ⊂ Aut(A2) is the only nontrivial closed connected
normal subgroup of Aut(A2).
0.13. Tame automorphisms of Aut(A3). In 2003, Shestakov and Umirbaev
settled an old problem by showing that the Nagata automorphism n ∈ Aut(A3)
(Section 15.11) is not tame ([SU03, SU04b]). Edo and Poloni showed in [EP15]
that the tame automorphisms Tame(A3) ⊆ Aut(A3) do not form a closed subgroup.
In fact, Tame(A3) is even not weekly closed in Aut(A3). We will prove the following
result in the “opposite” direction (Section 17.3). Consider the closed subgroup G ⊆
Aut(A3) of those automorphisms of A3 which leave the projection pr3 : A
3 → A1
invariant,
G := {f = (f1, f2, f3) ∈ Aut(A3) | f3 = z},
and let Gt := G ∩ Tame(A3) ⊆ G be the subgroup consisting of tame elements. We
have the following result (see Theorem 17.3.1).
Theorem 0.13.1. (1) Gt ⊆ G is a closed subgroup, and Gt 6= G;
(2) G is connected;
(3) LieGt = LieG.
This theorem is in contrast to some results claimed by Shafarevich in [Sha81,
Sha95].
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Part 1. GENERALITIES ON IND-VARIETIES AND IND-GROUPS
The first part of the survey is a general introduction to ind-varieties and ind-
groups and some of their basic properties. We give several examples illustrating the
concept of ind-varieties and ind-groups and also some unexpected behavior of these
objects.
1. Ind-Varieties and Morphisms
1.1. Ind-varieties, Zariski topology, and dimension. The notion of an ind-
variety and an ind-group goes back to Shafarevich who called these objects
infinite-dimensional algebraic varieties and infinite-dimensional algebraic groups,
see [Sha66, Sha81, Sha95]).
Definition 1.1.1. An ind-variety V is a set together with an ascending filtration
V0 ⊆ V1 ⊆ V2 ⊆ · · · ⊆ V such that the following holds:
(1) V = ⋃k∈N Vk;
(2) Each Vk has the structure of an algebraic variety;
(3) For all k ∈ N, the inclusion Vk →֒ Vk+1 is a closed immersion of algebraic
varieties.
A morphism between ind-varieties V and W is a map ϕ : V → W such that for
any k there is an l such that ϕ(Vk) ⊆ Wl and that the induced map Vk → Wl
is a morphism of varieties. In the sequel, a morphism of ind-varieties will often be
called an ind-morphism, and we denote by Mor(V ,W) the set of ind-morphisms
ϕ : V → W .
An isomorphism of ind-varieties is defined in the obvious way: it is a bijective
morphism ϕ : V → W such that ϕ−1 : W → V is also a morphism.
Two ind-variety structures V = ⋃k∈N Vk and V = ⋃k∈N V ′k on the same set V
are called equivalent if the identity map id : V = ⋃k∈N Vk → V = ⋃k∈N V ′k is an
isomorphism. This means that for any k there is an ℓ such that Vk is closed in V ′ℓ,
and for any m there exists an n such that V ′m is closed in Vn.
A filtration on an ind-variety V = ⋃k Vk is an increasing sequence of closed
subsets A1 ⊆ A2 ⊆ A3 · · · such that V =
⋃
ℓAℓ. The filtration is called admissible
if it defines an equivalent ind-variety structure on V . We will freely move between
admissible filtrations.
Lemma 1.1.2. Let ϕ : V → W be an ind-morphism. Then, for any admissible
filtration V = ⋃k∈N Vk of V, there exists an admissible filtration W = ⋃k∈NWk of
W such that ϕ(Vk) ⊆ Wk for each k.
Proof. LetW = ⋃k∈NW ′k be any admissible filtration ofW . Since ϕ is a morphism,
there is a strictly increasing sequence (mk)k such that ϕ(Vk) ⊆ W ′mk for each k. It
is then enough to set Wk :=W ′mk for each k. 
Definition 1.1.3. The Zariski topology of an ind-variety V = ⋃k Vk is defined by
declaring a subset U ⊆ V to be open if the intersection U ∩Vk is Zariski-open in Vk
for all k. It is obvious that A ⊆ V is closed if and only if A∩Vk is Zariski-closed in
Vk for all k. It follows that a locally closed subset W ⊆ V has a natural structure
of an ind-variety, given by the filtration Wk := W ∩ Vk which are locally closed
subvarieties of Vk. These subsets are called ind-subvarieties. Note that a subset
S ⊆ V with the property that Sk := S ∩ Vk is locally closed in Vk for all k is not
necessarily locally closed, see [FM10, §2.3].
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Definition 1.1.4. (1) An ind-variety V is called affine if it admits an admis-
sible filtration such that all Vk are affine. It follows that all admissible
filtrations of V do have this property.
(2) A subset X ⊆ V is called algebraic if it is locally closed and contained in
Vk for some k. Such an X has a natural structure of an algebraic variety.
(3) The algebra of regular functions on V = ⋃Vk or the coordinate ring is
defined as
O(V) := Mor(V ,A1) = lim←−O(Vk)
We endow each algebra O(Vk) with the discrete topology and O(V) =
lim←−O(Vk) with the inverse limit topology, i.e. with the coarsest topol-
ogy making all projections O(V) → O(Vk) continuous. For any morphism
ϕ : V → W the induced homomorphism ϕ∗ : O(W)→ O(V) is continuous.
Moreover, an affine ind-variety V is uniquely determined by the topological
algebra O(V), up to isomorphisms.
The following lemma can be found in [Kum02, Lemma 4.1.2]).
Lemma 1.1.5. Let ϕ : X → W be a continuous map where X is an algebraic
variety and W is an ind-variety. Then ϕ(X) ⊆ W is algebraic, i.e. there is an ℓ
such that ϕ(X) ⊆ Wℓ.
Proof. Assume that ϕ(X) is not contained in anyWℓ, i.e. that
⋃
ℓ≤m ϕ
−1(Wℓ) $ X
for all m ≥ 1. Then we can find an infinite sequence m1 < m2 < · · · of natural
numbers and points xi ∈ X , i ∈ N, such that ϕ(xi) ∈ Wmi \Wmi−1 . It follows that
the infinite set S := {ϕ(x1), ϕ(x2), . . .} ⊆ W is discrete, because S∩Wℓ is finite for
every ℓ. Hence Z := ϕ−1(S) ⊆ X is closed and Zi := ϕ−1(ϕ(xi)) ⊆ Z is open (and
closed) in Z for all i, and so Z ⊆ X has infinitely many connected components
which is a contradiction since Z is a variety. 
Next we define the dimension of an ind-variety and draw some easy consequences.
Definition 1.1.6. For an ind-variety V = ⋃k Vk we define the local dimension of
V in v ∈ V and the dimension of V by
dimv V := sup
k
dimv Vk, dimV := sup
k
dimVk = sup
v
dimv V .
We have dimV ≤ d <∞ if and only if every algebraic subvariety has dimension
≤ d. In this case V is a countable union of closed algebraic subvarieties of dimension
≤ d. In particular, dimV = 0 if and only if V is discrete.
It is also clear that there are no injective morphisms of an ind-variety of infinite
dimension into an algebraic variety.
1.2. Closed immersions. A morphism ϕ : V → W is called an immersion if the
image ϕ(V) ⊆ W is locally closed and ϕ induces an isomorphism V ∼−→ ϕ(V) of ind-
varieties. An immersion ϕ is called a closed immersion (resp. an open immersion)
if ϕ(V) ⊆ W is closed (resp. open).
Our definition of a closed immersion coincides with the one given in Kumar’s
book [Kum02, Section 4.1.1] as the following lemma shows.
Lemma 1.2.1. A morphism ϕ : V = ⋃k Vk → W = ⋃kWk of ind-varieties is a
closed immersion if and only if the following holds:
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(a) For every k there is an ℓ such that ϕ(Vk) ⊆ Wℓ and ϕ|Vk : Vk → Wl is a
closed immersion of varieties.
(b) ϕ(V) ⊆ W is closed.
(c) ϕ : V → ϕ(V) is a homeomorphism.
Proof. (1) Assume that ϕ is a closed immersion, i.e. that (i) ϕ(V) ⊆ W is closed,
and (ii) ϕ : V → ϕ(V) is an isomorphism. Clearly, (i) implies (b) and (ii) implies
(c). It remains to prove (a). Given an index k there is an ℓ such that ϕ(Vk) ⊆ Wℓ,
because ϕ is an ind-morphism. Since Vk is closed in V it follows that ϕ(Vk) is closed
in ϕ(V), and therefore in W and in Wℓ). The isomorphism V ∼−→ ϕ(V) induces an
isomorphism Vk ∼−→ ϕ(Vk), proving that ϕ induces a closed immersion Vk →֒ Wℓ.
(2) Now assume that (a), (b), (c) are satisfied. Since (b) implies (i) it remains
to prove (ii). Assertions (a) and (b) imply that ϕ induces a bijective morphism
ϕ0 : V → ϕ(V). We have to show that ψ := ϕ−10 : ϕ(V)→ V is a morphism. By (a)
and (b), the image ϕ(Vk) ⊆ W is closed and the induced map ϕk : Vk ∼−→ ϕ(Vk) is
an isomorphism. Hence, the inverse map ϕ−1k : ϕ(Vk) ∼−→ Vk is also an isomorphism.
Moreover, ψ : ϕ(V)→ V is a homeomorphism, and so Lemma 1.1.5 below implies
that for every ℓ there is a k such that ψ(ϕ(V)∩Wℓ) ⊆ Vk, i.e. ϕ(V)∩Wℓ ⊆ ϕ(Vk).
Hence ϕ−1k induces a morphism (a closed immersion) ϕ(V) ∩ Wℓ → Vk, showing
that ψ is a morphism. 
Remark 1.2.2. When the ground field k is uncountable, we will show in Lemma 1.3.5
below that condition (c) is already implied by the conditions (a) and (b).
The following result is well known for varieties.
Lemma 1.2.3. Let V, W and U be ind-varieties, and let ϕ : V → W, ψ : W → U
be ind-morphisms. If the composition V ϕ−→W ψ−→ U is a closed immersion, then so
is ϕ : V → W.
Proof. Set µ := ψ ◦ϕ : V → U . Replacing U by the closed ind-subvariety µ(V) ⊂ U
and W by ψ−1(µ(V)) we can assume that µ is an isomorphism. Clearly, w ∈ W
belongs to the image of ϕ if and only if w = ϕ◦µ−1◦ψ(w). Setting δ : W →W×W ,
δ(w) := (w,ϕ ◦ µ−1 ◦ ψ(w)) we see that ϕ(V) = δ−1(∆) where ∆ := {(w,w) | w ∈
W} ⊂ W ×W is the diagonal. Thus ϕ(V) ⊂ W is a closed ind-subvariety.
The ind-morphism µ−1 ◦ ψ : W → V restricts to an ind-morphism ψ¯ : ϕ(V)→ V
such that ψ¯ ◦ ϕ = idV , hence ϕ : V ∼−→ ϕ(V) is an isomorphism. 
1.3. The case of an uncountable base field k. In this section we will prove that
for an uncountable base field k any filtration of an ind-variety by closed algebraic
subsets is admissible (Theorem 1.3.3). Apart from the aesthetic point of view, this
allows to simplify some statements, e.g. the criterion for closed immersions given
by Kumar in Lemma 1.2.1, see Lemma 1.3.5 below.
Lemma 1.3.1. Let k be uncountable. Let X be a variety and C ⊆ X a constructible
subset. Assume that there is a countable set {Ci | i ∈ N} of constructible subsets
Ci ⊆ C such that C =
⋃∞
i=1 Ci. Then there is a finite subset F ⊆ N such that
C =
⋃
i∈F Ci.
Proof. Since every constructible set is the image of a morphism we can assume that
C is a variety. By assumption, C ⊆ ⋃iCi. Since the base field is not countable, we
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get C =
⋃
i∈F1
Cj for a finite subset F1 ⊆ N. This implies that there is a subset
U ⊆ ⋃i∈F Cj which is open and dense in C. Replacing C by C′ := C \ U and the
Ci by C
′
i := Ci \ U we get dimC′ < dimC and C′ =
⋃
iC
′
i. The claim follows by
induction on dimC. 
A first and easy application of this lemma is the following.
Proposition 1.3.2. Assume that the ground field k is uncountable. Let ϕ : V → X
be a surjective morphism where V is an ind-variety and X a variety. Then there is
an algebraic subset Y ⊆ V such that ϕ(Y ) = X.
Proof. If V = ⋃k Vk, then X = ⋃k ϕ(Vk), and the claim follows from the lemma
above. 
Here is a striking and useful consequence of Lemma 1.3.1.
Theorem 1.3.3. Assume that k is uncountable, and let V be an ind-variety. Then
every filtration of V by closed algebraic subsets is admissible.
Proof. Let V = ⋃k Vk and assume that V = ⋃ℓAℓ where A1 ⊆ A2 ⊆ A3 · · ·
are closed algebraic subsets. By definition, each Ak is contained in some Vℓ. On
the other hand, Vk =
⋃
ℓ(Vk ∩Aℓ), and so Vk = Aℓ ∪ Vk by Lemma 1.3.1, i.e.
Vk ⊆ Aℓ. 
Remark 1.3.4. This result does not hold for a countable field k, since the affine line
A1 can be filtered by a sequence of finite sets.
If k is uncountable, it follows from the theorem above that condition (c) of
Lemma 1.2.1 is already implied by the conditions (a) and (b):
Lemma 1.3.5. Assume that the ground field k is uncountable. Then a morphism
ϕ : V = ⋃k Vk →W = ⋃kWk of ind-varieties is a closed immersion if and only if
the following holds:
(a) For every k there is an ℓ such that ϕ(Vk) ⊆ Wℓ and ϕ|Vk : Vk → Wl is a
closed immersion of varieties.
(b) ϕ(V) ⊆ W is closed.
Proof. It is enough to show that condition (c) of Lemma 1.2.1 is satisfied. Note
that the two conditions above imply that for each k
(1) ϕ(Vk) is closed in ϕ(V) and in W , and
(2) ϕ induces an isomorphism Vk ∼−→ ϕ(Vk).
In order to prove that ϕ : V → ϕ(V) is a homeomorphism it is enough to show that
ϕ is a closed map, i.e. that it sends closed sets to closed sets. Let Z ⊆ V be any
closed subset. This means that Z ∩ Vk is closed in Vk for each k. The conditions
(1)-(2) above imply that ϕ(Z ∩ Vk) = ϕ(Z) ∩ ϕ(Vk) is closed in ϕ(Vk). Since the
filtration of ϕ(V) by the closed algebraic subsets ϕ(Vk) is admissible, this means
that ϕ(Z) is closed in ϕ(V). 
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1.4. Examples of ind-varieties.
Example 1.4.1. Every variety X is an ind-variety in a canonical way where we take
Xk := X for all k. On the other hand, it is clear that an ind-variety V =
⋃Vk is a
variety if and only if there is a k0 such that Vk = Vk0 for k ≥ k0.
Example 1.4.2. Any k-vector space V of countable dimension is given the structure
of an (affine) ind-variety by choosing an increasing sequence of finite-dimensional
subspaces Vk such that V =
⋃
k Vk. Clearly, all filtrations by finite-dimensional
subspaces are admissible.
Example 1.4.3. If R is a commutative k-algebra of countable dimension, a ⊆ R a
subspace (e.g. an ideal), and P ⊆ k[x1, . . . , xn] a set of polynomials, then the subset
{(a1, . . . , an) ∈ Rn | f(a1, . . . , an) ∈ a for all f ∈ P} ⊆ Rn
is a closed ind-subvariety of Rn. A special case of this is the set X(R) of R-rational
points of an affine variety X . We will discuss this in Section 1.10, see Proposi-
tion 1.10.1.
Example 1.4.4. Every countable set S is an ind-variety in a canonical way: S =⋃
Sk where all Sk are finite. Clearly, all these filtrations are admissible. These
ind-varieties are called discrete.
Example 1.4.5. Let (Xi)i∈N be a countable set of k-varieties. Then the disjoint
union X := ⋃i∈NXi has a natural structure of an ind-variety where the filtration
is given by the finite disjoint unions Xk =
⋃k
i=1Xi = X1 ∪˙X2 ∪˙ · · · ∪˙Xk. Other
admissible filtrations can be obtained by writing N as a union of finite subsets Ni
where Ni ⊆ Ni+1, and setting Xk :=
⋃
i∈Nk
Xi.
This ind-variety has a countable set of connected components, namely the con-
nected components of the Xi. In particular, X is not an algebraic variety. Clearly,
X is affine if and only if all Xi are affine. Moreover, every Xi ⊂ X is open and
closed in X . Note that dimX = maxi dimXi.
If all the Xi are closed subsets of some variety X , then we obtain a natural
ind-morphism ϕ : X → X in the obvious way. If the Xi ⊆ X are disjoint, then ϕ is
injective, but it is not a closed immersion, because X is not a variety.
If all the Xi are closed algebraic subsets of some ind-variety V , then again we get
a natural ind-morphism ϕ : X → V . But even if the Xi ⊆ V are disjoint, one cannot
expect that ϕ is a closed immersion since, in general, the union
⋃
i∈NXi ⊂ V is not
closed.
Example 1.4.6. The infinite-dimensional affine space
A∞ := {(x1, x2, . . .) | there is a k ≥ 1 such that xi = 0 for i ≥ k}
is an ind-variety in a natural way, given by A∞ :=
⋃
n≥1A
n where An is the affine
n-space kn embedded into An+1 via the map (a1, . . . , an) 7→ (a1, . . . , an, 0).
Example 1.4.7. If Xk, k ∈ N, are varieties and ϕk : Xk → Xk+1 closed immersions,
then the inductive limit lim−→Xk is an ind-variety in a canonical way. If all Xk are
affine, then lim−→Xk is affine.
Proposition 1.4.8. For any sequence of closed immersions ϕk : Ak → Ak+1, k ≥ 1,
we have lim−→A
k ≃ A∞.
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Proof. The proof relies on the following statement proved by Srinivas in [Sri91,
Theorem 2]. Assume that ψ1, ψ2 : V → An are two closed embeddings of a smooth
affine irreducible variety V of dimension d into an affine space An of dimension
n > 2d+ 1. Then there exists an automorphism ϕ of An such that ψ2 = ϕ ◦ ψ1.
Let dk be any sequence of non-negative integers satisfying dk+1 > 2dk + 1. For
each k ≥ 0, set Vk := Adk and let ψ˜k, ι˜k : Vk → Vk+1 be the morphisms defined by
the following compositions:
ψ˜k : Vk = Adk
ψdk−−−−→ Adk+1 ψdk+1−−−−→ · · · ψdk+1−1−−−−−−→ Adk+1 = Vk+1,
ι˜k : Vk = Adk
ιdk−−−−→ Adk+1 ιdk+1−−−−→ · · · ιdk+1−1−−−−−→ Adk+1 = Vk+1,
where ιk : Ak →֒ Ak+1 is the natural injection sending (x1, . . . , xk) to (x1, . . . , xk, 0).
Note that lim−→
ψ
Ak ≃ lim−→˜
ψ
Vk and that A∞ = lim−→
ι
Ak ≃ lim−→˜
ι
Vk. Therefore, it is enough
to construct a sequence of automorphisms αk : Vk
∼−→ Vk making the following
diagram commutative:
(Sk)
Vk
ψ˜k−−−−→ Vk+1
≃
yαk ≃yαk+1
Vk
ι˜k−−−−→ Vk+1
Assume that α0 := id, . . . , αk are constructed such that the squares (S0), . . . , (Sk−1)
are commutative. Since ψ˜k and ι˜k ◦ αk are two closed immersions of Vk into Vk+1
and since dim Vk+1 = dk+1 > 2dk +1 = 2 dimVk +1, the existence of αk+1 making
(Sk) commutative follows from the above mentioned result of Srinivas. 
Generalizing Example 1.4.7 we get the following.
Lemma 1.4.9. Let (Mk)k∈N be a sequence of ind-varieties together with closed
immersions ιk : Mk → Mk+1 for k ∈ N. Then, the inductive limit M := lim−→Mk
exists in the category of ind-varieties. If all Mk are affine, then M is affine.
Proof. We may assume that Mk is a closed subset of Mk+1 for all k, and that
the admissible filtrations Mk =
⋃
ℓMk,ℓ satisfy Mk,ℓ ⊆ Mk+1,ℓ for each k, ℓ
(Lemma 1.1.2). Then one easily checks that lim−→Mk,k is the inductive limit of the
(Mk)k∈N. 
1.5. Affine ind-varieties. Extending a classical result for varieties, we want to
show that every affine ind-variety V admits a closed immersion into A∞.
Theorem 1.5.1. An ind-variety V is affine if and only if it is isomorphic to a
closed subvariety of A∞.
Proof. It is clear that a closed subvariety of A∞ is affine. Conversely, assume that
the ind-variety V = ⋃k≥0 Vk is affine, i.e. that each Vk is an affine variety. It is
enough to prove that there exists a sequence of integers 0 ≤ n0 ≤ n1 ≤ · · · and a
sequence of closed immersions ψk : Vk →֒ Ank satisfying the two following two prop-
erties where ιk : Ank → Ank+1 denotes the natural inclusion sending (x1, . . . , xnk)
to (x1, . . . , xnk , 0, . . . , 0):
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(Pk) The following diagram is commutative:
Vk ψk−−−−→
⊆
Ank
⊆
yιk ⊆yιk+1
Vk+1 ψk+1−−−−→
⊆
Ank+1
(Qk) We have ψk+1(Vk+1) ∩ Ank = ψk(Vk).
(Note that condition Qk is needed to make sure that the induced morphism ψ : V →
A∞ is a closed immersion.)
Assume that the integers nk as well as the closed immersions ψk : Vk →֒ Ank have
been constructed for k ≤ ℓ such that the properties (Pk) and (Qk) are satisfied
for k ≤ ℓ − 1. By Lemma 1.5.2 below there exists an integer nl+1 ≥ nl and a
closed immersion ψl+1 : V l+1 →֒ Anl+1 such that the properties (Pℓ) and (Qℓ) are
satisfied. By induction it follows that ψ : V → A∞ is well-defined and is a closed
immersion. 
Lemma 1.5.2. Let X be a closed subvariety of an affine variety Y and ψ : X →֒
An a closed immersion. For any m consider the natural embedding An ⊆ An+m
given by (x1, . . . , xn) 7→ (x1, . . . , xn, 0, . . . , 0). Then there exists an m such that the
composition ψ : X →֒ An ⊆ An+m extends to a closed immersion ψ˜ : Y →֒ An+m
with ψ˜(Y ) ∩An = ψ(X).
X
ψ−−−−→ Any⊆ y⊆
Y
ψ˜−−−−→ An+m
Proof. Let f1, . . . , fn ∈ O(X) be the components of ψ, i.e. ψ(x) = (f1(x), . . . , fn(x))
for any x ∈ X . We have a short exact sequence
0→ I(X)→ O(Y ) res−−→ O(X)→ 0,
where res: O(Y ) → O(X) denotes the restriction map f 7→ f |X , and I(X) is
the ideal of regular functions on Y vanishing on X . For each i let gi ∈ O(Y ) be
a regular function such that res gi = fi. Since O(Y ) = k[g1, . . . , gm] + I(X), we
have O(Y ) = k[g1, . . . , gm, I(X)], and so there exists a nonnegative integer n and
elements gm+1, . . . , gm+n ∈ I(X) satisfying the following two conditions:
(1) The ideal I(X) is generated by {gm+1, . . . , gm+n};
(2) O(Y ) = k[g1, . . . , gm+n].
It follows from (2) that the map ψ˜ : Y → Am+n defined by y 7→ (g1(y), . . . , gm+n(y))
is a closed immersion extending ψ. Furthermore, ψ˜(y) belongs to An if and only if
gm+1(y) = · · · = gm+n(y) = 0, i.e. if and only if y ∈ X . The claim follows. 
1.6. Connectedness and curve-connectedness. We will use the following def-
inition.
Definition 1.6.1. An ind-variety V is called curve-connected if for any two points
a, b ∈ V there is an irreducible algebraic curve D and a morphism D → V whose
image contains a and b. Equivalently, there is a closed irreducible algebraic curve
D′ ⊆ V which contains a and b.
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Clearly, a curve-connected ind-variety is connected. It is also known that an
irreducible variety is curve-connected (see [Mum08, Lemma on page 56]). Here are
the two main results of this section:
Proposition 1.6.2. An ind-variety V is connected if and only if there exists an
admissible filtration V = ⋃k Vk such that all Vk are connected.
Proposition 1.6.3. An ind-variety V is curve-connected if and only if there exists
an admissible filtration V = ⋃k Vk such that all Vk are irreducible.
Proof of Proposition 1.6.2. One direction is clear. For the other implication, let us
start with an admissible filtration V = ⋃k Vk of V. Choose any connected com-
ponent V01 of V1. Then there is a unique connected component V02 of V2 which
contains V01, and so on. In this way, we construct connected closed algebraic sub-
sets V01 ⊆ V02 ⊆ · · · . Set V◦ :=
⋃
k V◦k. Since V◦ℓ is a connected component of Vℓ
it follows that for k ≤ ℓ the intersection V◦ℓ ∩Vk is a union of connected compo-
nents of Vk. Hence, V◦ ∩Vk is also a union of connected components of Vk, and is
therefore open and closed in Vk. Thus V◦ = V , because V is connected.
It remains to see that V = ⋃k V◦k is an admissible filtration. We know that
Vk =
⋃
ℓ≥k(V
0
ℓ ∩ Vk). Since the intersection V 0ℓ ∩ Vk is a finite union of connected
components of Vk it is clear that there exists an ℓ such that Vk = V
0
ℓ ∩ Vk, and the
claim follows. 
Proof of Proposition 1.6.3. One direction is clear. For the other implication we
claim that for any k there is an ℓ and an irreducible component C of Vℓ such
that Vk ⊆ C. This implies, by induction, that there is an infinite sequence ℓ1 <
ℓ2 < ℓ3 < · · · and irreducible components Ci ⊆ Vℓi such that Ci ⊇ Vℓi−1 . It follows
that
⋃
iCi = V , finishing the proof of the proposition.
For the proof of the claim we can assume that k is uncountable. In fact, choose an
uncountable algebraically closed field K ⊇ k and replace all Vk by (Vk)K. If C˜ is an
irreducible component of (Vℓ)K containing (Vk)K, then C˜ = CK for an irreducible
component C of Vℓ, and C contains Vk. (See Section 1.11 for a detailed discussion
of base field extensions; here we only use the obvious fact that if X1, . . . , Xr are the
irreducible components of a k-variety X , then (X1)K, . . . , (Xr)K are the irreducible
components of XK.)
It now suffices to show that for any k and any two irreducible components Y1
and Y2 of Vk there is an ℓ and an irreducible component of Vℓ containing Y1 ∪ Y2.
Fix b ∈ Y2 and choose for any a ∈ Y1 an irreducible curve Da containing a and b.
Y1
·a · b
Y2
Da
This curve is contained in an irreducible component Z of some Vℓ. For such an
irreducible component Z define the subset S(Z) := {a ∈ Y1 | Z ⊇ Da} ⊆ Y1.
We have
⋃
Z S(Z) = Y1, hence
⋃
Z S(Z) = Y1. Because the number of irreducible
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components of all the Vℓ, ℓ ∈ N, is countable, and the base field k is uncountable,
we can find finitely many Zi such that
⋃
i S(Zi) = Y1 (see Lemma 1.3.1). Since Y1
is irreducible, we have Y1 = S(Z) for some Z. Thus S(Z) is dense in Y1, hence Z
contains Y1 and b, because Z ⊇ S(Z). Call this irreducible component Zb. Then⋃
b∈Y2
Zb ⊇ Y1 ∪ Y2. Now we repeat the same argument to show that Zb ⊇ Y1 ∪ Y2
for a suitable Zb. 
Remark 1.6.4. There is also the (topological) notion of an irreducible ind-variety.
It is easy to see that a curve-connected ind-variety is irreducible, but the other
implication does not hold as shown by the following example taken from [BF13,
Remark 4.3]. This example also implies that [Sha81, Proposition 2] is not correct.
Example 1.6.5. Consider the closed subvarieties
Xk := VA2((x− 1) · · · (x− k)(y − 1) · · · (y − k)) ⊆ A2
consisting of k horizontal and k vertical lines in A2. Then V := ⋃kXk is an irre-
ducible ind-variety which is not curve-connected.
Proof. If a closed subvariety W ⊆ V contains infinitely many lines, then W = V.
In fact, assume that it contains infinitely many horizontal lines. Then W meets
every vertical line in infinitely many points and thus W contains all vertical lines
which implies, with the same argument, that it also contains all horizontal lines. If
V = V ′ ∪V ′′ with two closed subset V ′,V ′′ ⊆ V , then one of them contains infinitely
many lines, hence equals V . Thus V is irreducible, and it is clear that V is not
curve-connected. 
The next result is a direct consequence of Proposition 1.6.3. The Example 1.6.5
above shows that the conclusion does not hold for irreducible ind-varieties.
Corollary 1.6.6. If an ind-variety V is curve-connected and satisfies dimV <∞,
then it is an algebraic variety.
Remark 1.6.7. If X is a variety, and Y1 ⊆ Y2 ⊆ · · · ⊆ X a countable increasing
sequence of irreducible closed subsets, then Y :=
⋃
n Yn is a closed subset of X .
Indeed, there exists an integer n0 ≥ 1 such that dimYn = dimYn0 for n ≥ n0. Hence,
we get Yn = Yn0 for n ≥ n0, and so Y = Yn0 is closed in X . By contrast, we now
give an example of a countable increasing sequence Y1 ⊆ Y2 ⊆ · · · ⊆ V of irreducible
closed algebraic subsets of an ind-variety V = ⋃n Vn for which Y := ⋃n Yn is not
closed in V .
Example 1.6.8. Set V = A∞ = ⋃n Vn, where Vn = An for each n. Let Yn ⊂ Vn =
An be the hypersurface defined by the equation fn = 0, where fn ∈ k[x1, . . . , xn] is
defined inductively by f1 := x1−1 and fn := xn+(x1−n)fn−1. E.g. f2 = x2+(x1−
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1)(x1− 2). The inclusion Yn ⊂ Yn+1 is obvious, and since there exists a polynomial
gn such that fn = xn + gn(x1, . . . , xn−1) the hypersurface Yn is isomorphic to
An−1. The equality fn(x1, 0, . . . , 0) = (x1 − 1)(x1 − 2) . . . (x1 − n) implies that
Yn ∩ A1 = {1, 2, . . . , n} ⊂ A1. Therefore,
⋃
n Yn ∩ A1 = {1, 2, 3, . . .}, proving that
Y :=
⋃
n Yn is not closed in V = A∞.
By Proposition 1.4.8, we have lim−→Yk ≃ A
∞. Therefore, this example also provides
an injective morphism ϕ : A∞ →֒ A∞ such that the following holds.
(1) For any closed algebraic subset Z ⊂ A∞, ϕ induces a closed immersion
Z →֒ A∞.
(2) The image ϕ(A∞) ⊂ A∞ is not closed, and so ϕ is not a closed immersion.
1.7. Connected and irreducible components. For a general topological space
M the connected components of M are always closed, but not necessarily open. For
an algebraic variety X , there are finitely many connected components, and they
are open and closed. This carries over to ind-varieties in the following form.
Proposition 1.7.1. The connected components of an ind-variety V are open and
closed, and the number of connected components is countable.
If M is a topological space and p ∈M we define M (p) ⊆M to be the connected
component of M containing p.
Proof. Since V(x) is connected and closed, it follows that V(x) ∩Vk is the union of
connected components of Vk, hence open and closed in Vk, and so V(x) ⊆ V is open
and closed.
For every k we can find finitely many points {xk,1, xk,2, . . . , xk,rk} representing
the connected components of Vk. It follows that every connected component of V
is of the form V(xk,j) for some k, j. Hence, their number is countable. 
Remark 1.7.2. It is easy to see, using Zorn’s Lemma, that every irreducible subset
of an ind-variety V is contained in a maximal irreducible subset, and that the
maximal ones are closed. (This holds for every topological space.) Similarly, every
curve-connected subset is contained in a maximal curve-connected subset, but we
do not know if these are closed.
Since an ind-variety is a countable union of irreducible algebraic subvarieties, it
is also a countable union of maximal curve-connected subsets.
Example 1.7.3. In this example we construct a closed ind-subvarietyW ⊆ A∞ with
the following properties:
(1) The maximal irreducible subsets of W are closed, curve-connected, and iso-
morphic to A∞.
(2) The union of any number of maximal irreducible subsets is closed;
(3) The set of maximal irreducible subsets of W is not countable;
(4) Every point of W is contained in uncountably many maximal irreducible
subsets.
Consider the free monoid M = 〈a, b〉 in the two letters a and b,
M := {1, a, b, a2, ab, ba, b2, a3, a2b, aba, . . .},
and the k-vector space F whose (countable) basis is given by the elements of M .
If w is an element of M , its length |w| is defined as the number of its letters. For
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example, |1| = 0, |a| = |b| = 1 and |a2| = |ab| = |ba| = 2. Denote by ≤ the prefix
partial order on M , i.e. u ≤ v if and only if there exists an element u′ ∈ M such
that uu′ = v. For n ∈ N set Fn := span{w ∈ M | |w| ≤ n} ⊆ F , and for w ∈ M
define Ew := span{v ∈ M | v ≤ w} ⊆ F . Note that Eu ⊆ Ev if and only if u ≤ v.
In particular, if v = uu′ and |u| = n, then Ev ∩ Fn = Eu.
The inclusions between the Ew are demonstrated graphically in the diagram
below.
E1
Ea
Ea2 Eab
Eb
Eba Eb2
Define the closed subsets
Wn :=
⋃
|w|≤n
Ew ⊆ Fn
as the union of the finite-dimensional subspaces Ew ⊆ F , |w| ≤ n. For example,
W0 = E1 = F0 = span(1),
W1 = Ea ∪ Eb = span(1, a) ∪ span(1, b) ⊆ F1 = span(1, a, b), and
W2 = Ea2 ∪Eab ∪ Eba ∪ Eb2
= span(1, a, a2) ∪ span(1, a, ab) ∪ span(1, b, ba) ∪ span(1, b, b2).
By construction, Wn ⊆ Wn+1, and Wn+1 ∩ Fn =Wn, as we have seen above. This
implies that W := ⋃nWn ⊆ F ≃ A∞ is closed, because W ∩ Fn =Wn.
Proof of the statements (1)-(4). For each infinite word x = x1x2 . . . xn . . . in the
letters a and b, the following subset of W
W(x) :=
⋃
n≥0
E(x1x2···xn) = span(1, x1, x1x2, . . . , x1 . . . xn, . . .) ⊆ W
is closed, curve-connected, and isomorphic to A∞. In fact, one has W(x) ∩ Wn =
Ex1x2···xn , and since the Ex1x2···xn are k-vector spaces, the rest is clear. We want
to show that the W(x) are the maximal irreducible subsets of W which implies (1),
(3) and (4).
We first remark that if I is any set of infinite words x, then the same argument
as above shows that
⋃
x∈IW(x) ⊆ W is closed, proving (2).
Let C ⊆ W be an irreducible subset. If w ∈ M we set W(≥w) :=
⋃
x=wyW(x).
Clearly,W(≥w) =W(≥wa) ∪W(≥wb), and all these subsets are closed, by (2). If C is
not contained in aW(x), then, by induction, there is a word w such that C ⊆ W(≥w),
but C *W(≥wa) and C *W(≥wb), and we have a contradiction. 
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1.8. Morphisms with small fibers. A well-known result in the category of vari-
eties is that a bijective morphism ϕ : X → Y is an isomorphism if X is irreducible
and Y is normal. This is a special case of the original form of Zariski’s Main
Theorem, see [Mum99, Chap. III, §9, p. 209]. (See also Lemma 5.2.4.)
We can prove a similar statement for a bijective morphism ϕ : V → W where V is
connected, but only under a strong normality assumption forW , namely that there
exists an admissible filtration consisting of normal varieties, see Proposition 1.8.5
below.
If the base field k is countable, we have some very strange examples, e.g. take V to
be k considered as a discrete countable set, and take ϕ : V → A1 to be the identity
map. Then, the inverse image of the algebraic set A1 by the bijective morphism ϕ
is not algebraic! However, for an uncountable base field k such a behavior cannot
occur as the following lemma shows.
Lemma 1.8.1. Assume that k is uncountable, and let ϕ : V → W be a bijective
ind-morphism.
(1) For every algebraic subset X ⊆ W the inverse image ϕ−1(X) is algebraic.
(2) If W = ⋃kWk is an admissible filtration of W, then V = ⋃k ϕ−1(Wk) is
an admissible filtration of V.
Proof. (1) Since ϕ is surjective, we have X =
⋃
k ϕ(Vk) ∩ X , and the subsets
ϕ(Vk)∩X ⊆ X are all constructible. By Lemma 1.3.1 we have X ⊆ ϕ(Vk) for some
k, hence ϕ−1(X) ⊆ Vk, and the claim follows.
(2) By (1) the subsets ϕ−1(Wk) are closed algebraic subsets, and the result
follows from Theorem 1.3.3. 
Let V be an ind-variety, X a variety, and let ϕ : V → X be a morphism. Even
if the fibers are “small” this does not imply that V is a variety. If the base field
k is countable, such an example was already given just before Lemma 1.8.1. An
example not assuming that k is countable is the embedding of Z into A1. This is
an injective morphism and thus has finite fibers, but Z is not a variety. Even if V is
connected we cannot conclude that V is a variety, as the following example shows.
Example 1.8.2. Let V = ⋃k Vk where
Vk := VA2(y(x− 1)(x− 2) · · · (x− k)) ⊆ A2,
with the obvious immersions Vk ⊆ Vk+1.
Then the projection ϕk : Vk → A1 onto the x-axis defines a morphism ϕ : V → A1
whose fibers are either points or lines. However, V is not a variety.
Note that in this example V is connected, but not curve-connected. In fact, with
this stronger assumption we get what we want.
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Proposition 1.8.3. Let ϕ : V → X be a morphism where X is a variety. Assume
that there is an integer d ∈ N such that the fibers are ind-varieties of dimension ≤ d.
Then V is finite-dimensional of dimension ≤ dimX + d. If V is curve-connected,
then V is an algebraic variety.
Proof. (a) Assume that V is curve connected, and choose an admissible filtration
V = ⋃k Vk where all Vk are irreducible (see Proposition 1.6.3). Since the fibers of
Vk → ϕ(Vk) have dimension ≤ d, we see that dimVk ≤ dimϕ(Vk)+d ≤ dimX+d.
Thus, there is a k0 such that Vk = Vk0 for k ≥ k0, hence V = Vk0 is an algebraic
variety.
(b) In general, V is a countable union of irreducible algebraic varieties, V =⋃
k Zk. By (a), dimZk ≤ dimX + d for all k. Hence dimV ≤ dimX + d. 
Remark 1.8.4. The proof above shows that the assumptions for V can be weakened
in order to get that V is an algebraic variety. It suffices to assume that there is
an admissible filtration V = ⋃k Vk and an integer m such that the number of
irreducible components of each Vk is ≤ m.
We finally prove the statement about bijective morphisms announced at the
beginning.
Proposition 1.8.5. Assume that k is uncountable. Let ϕ : V → W be a bijective
ind-morphism. Assume that V is connected and that there exists an admissible fil-
tration W = ⋃kWk such that all Wk are irreducible and normal. Then ϕ is an
isomorphism.
Proof. For every k, set Vk := ϕ−1(Wk). By Lemma 1.8.1(2) V =
⋃
k Vk is an
admissible filtration. The induced map ϕk : Vk →Wk is bijective. By the following
lemma, there is a uniquely defined connected component V◦k which is normal and
such that ϕ induces an open immersion V◦k →֒ Wk. Set V◦ :=
⋃
k V◦k. Since V◦ℓ is a
connected component of Vℓ it follows that for k ≤ ℓ the intersection V◦ℓ ∩Vk is a
union of connected components of Vk. Hence V◦ ∩Vk is also a union of connected
components of Vk, hence open and closed. Thus V◦ = V , because V is connected.
Now we claim that for every k there is an ℓ > k such that V◦ℓ ⊇ V◦k. In fact,
if this is not the case, define V ′ := ⋃ℓ>k V◦ℓ . As above, V ′ is open and closed in
V, hence V ′ = V, contradicting the assumption. It follows that there is a sequence
k1 < k2 < · · · such that V◦kj ⊆ V◦kj+1 for all j ≥ 1, hence V =
⋃
j V◦kj is an admissible
filtration (Theorem 1.3.3). Now the claim follows from Lemma 1.8.7 below. 
Lemma 1.8.6. Let ϕ : X → Y be a bijective morphism of varieties where Y is
irreducible and normal. Then there is a connected component X◦ ⊆ X such that
the induced map ϕ|X◦ : X◦ →֒ Y is an open immersion.
Proof. There is a well-defined irreducible component X0 of X such that ϕ(X0) is
dense in Y . Then Zariski’s Main Theorem inGrothendieck’s form (see [Mum99,
Chap. III, §9, statement IV, p. 209]) implies that there exists an open immersion
X0 →֒ X˜ where X˜ is an irreducible variety, and a finite morphism ϕ˜ : X˜ → Y
extending ϕ|X0 . Since ϕ˜ is birational and Y is normal it follows that ϕ˜ is an
isomorphism, and so ϕ|X0 : X0 →֒ Y is an open immersion. In particular, X0 =
ϕ−1(ϕ(X0)) ⊆ X is open, hence a connected component of X . 
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Lemma 1.8.7. Assume that k is uncountable. Let ϕ : V = ⋃k Vk → W = ⋃kWk
be a bijective ind-morphism where V is connected. If ϕ(Vk) ⊆ Wk, and if the induced
maps ϕ|Vk : Vk →Wk are open immersions for all k, then ϕ is an isomorphism.
Proof. It follows from Lemma 1.8.1 that the closed subsets ϕ−1(Wk), k ≥ 1, form an
admissible filtration of V. Therefore, for each k, there is a ℓ such that ϕ−1(Wk) ⊆ Vℓ.
From the inclusions ϕ(Vk) ⊆ Wk ⊆ ϕ(Vℓ) we see thatW ′k := ϕ(Vk) is closed inWk,
because ϕ(Vk) is closed in ϕ(Vℓ), and that Wk ⊆ W ′ℓ. This shows thatW =
⋃
kW ′k
is an admissible filtration. Now it is clear that ϕ is an isomorphism. 
1.9. Tangent spaces and smoothness. For any ind-variety V = ⋃k∈N Vk we
define the tangent space in v ∈ V in the obvious way. We have v ∈ Vk for k ≥ k0,
and Tv Vk ⊆ Tv Vk+1 for k ≥ k0, and then define
Tv V := lim−→
k≥k0
Tv Vk
which is a k-vector space of countable dimension. If V = V is a k-vector space of
countable dimension (Example 1.4.2), then, for any v ∈ V , we have TvV = V in a
canonical way.
If V is affine, then every δ ∈ Tv V defines a continuous derivation δ : O(V) → k
in v, i.e. a continuous linear map δ satisfying δ(fg) = f(v)δ(g) + g(v)δ(f) for
all f, g ∈ O(V). In fact, we have δ ∈ Tv Vk for some k ≥ 1, and then we set
δf := δ(f |Vk) for f ∈ O(V). The following lemma is clear.
Lemma 1.9.1. If V is affine there is a canonical isomorphism of the tangent space
Tv V with the continuous derivations Dercontv (O(V ), k) in v.
It is also clear that for an open ind-subvariety W ⊆ V we have TwW = Tw V for
all w ∈ W . Moreover, any morphism ϕ : V → W between ind-varieties induces a
linear map dϕv : Tv V → Tϕ(v)W for every v ∈ V, called the differential of ϕ in v.
Remark 1.9.2. An ind-variety V is discrete if and only if all tangent spaces are
trivial. On the other hand, dimV < ∞ does not imply that the tangent spaces
are finite-dimensional. In fact, the union U of all the coordinate lines in A∞ is a
closed ind-subvariety of dimension 1, but we have dimT0U =∞. A more interesting
example will be given below in Example 1.9.7.
Example 1.9.3. Let ϕ : V → W be a surjective ind-morphism such that dϕv is trivial
in every point v ∈ V . ThenW is countable, hence discrete in case k is uncountable.
If V is connected, then W is a point.
(The assumption implies that every connected closed algebraic subset X ⊆ V is
mapped to a point. Thus the first statement is clear, because V is a countable
union of connected closed algebraic subsets, namely of the connected components
of the Vk. For the second claim, we use the fact that there exists an admissible
filtration V = ⋃k Vk such that all Vk are connected, see Proposition 1.6.2.)
Definition 1.9.4. Let V be an ind-variety, and let x ∈ V .
(1) V is strongly smooth in x if there is an open neighborhood of x which has
an admissible filtration consisting of connected smooth varieties.
(2) V is geometrically smooth in x if there is an admissible filtration ⋃k Vk such
that x ∈ Vk is a smooth point for all k.
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There is a third concept of smoothness, called algebraic smoothness which we
will not discuss here. We refer to [Kum02, Section 4.3] for a detailed investigation.
It follows from the definition that a geometrically smooth point is also algebraically
smooth.
Example 1.9.5. We consider again the ind-variety X := ⋃i∈NXi from Example 1.4.5
where the Xi are algebraic varieties. For x ∈ Xi ⊂ X , it follows immediately from
the definitions that the next three points are equivalent:
(i) Xi is smooth in x;
(ii) X is strongly smooth in x;
(iii) X is geometrically smooth in x.
If all the Xi are closed subvarieties of some variety X , then we obtain a natural
ind-morphism ϕ : X → X in the obvious way. If the Xi ⊆ X are disjoint, then ϕ
is injective, and the differential dϕx : TxX → Tϕ(x)X is injective for every x ∈ X .
Note that ϕ cannot be a closed immersion, since the image is not closed in case k
is uncountable.
Continuing our discussion about bijective morphisms in Section 1.8 we have the
following result.
Proposition 1.9.6. Let ϕ : V → W be a bijective ind-morphism. Assume that V is
curve-connected and W is strongly smooth in a point w ∈ W. Then there is an open
neighborhood V ′ of ϕ−1(w) ∈ V such that ϕ|V′ : V ′ →֒ W is an open immersion. If
W is strongly smooth in every point, then ϕ is an isomorphism.
Proof. Replacing W by an open neighborhood of w and V by its inverse image,
we can assume that there exists an admissible filtration of W consisting of con-
nected smooth varieties and that ϕ is bijective. Then, by Proposition 1.8.5, ϕ is an
isomorphism. 
Next we give an example of a curve-connected and strongly smooth closed sub-
variety of A∞ with the same tangent space in 0, but which is strictly included in
A∞.
Example 1.9.7. Define inductively a sequence of polynomials fk ∈ O(Ak) by f1 :=
x1 and fk := xk+(fk−1)
2 for k ≥ 2. For each k, let Vk be the (smooth) hypersurface
of Ak which is the zero set of fk. Set V :=
⋃
k≥1 Vk. By construction, V ∩Ak = Vk
for all k, hence V $ A∞ is a strict closed subset.
Note that T0 Vk = Ak−1 ⊆ Ak = T0Ak, where Ak−1 ⊆ Ak is the hyperplane
of equation xk = 0. Then, it is clear that T0 V =
⋃
k≥1 T0 Vk = A∞ = T0A∞.
Moreover, each Vk is isomorphic to Ak−1 and so V ≃ A∞, by Proposition 1.4.8
above. Thus we have constructed a strict closed immersion ϕ : A∞ →֒ A∞ such
that dϕ0 : T0(A∞)
∼−→ T0A∞ is an isomorphism.
Question 1.9.8. Is it true that a bijective morphism ϕ : V → W between ind-
varieties is an isomorphism if the differential dϕv is an isomorphism in every point
v ∈ V? Maybe one has to assume in addition that V is connected or even curve-
connected.
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1.10. R-rational points. If X is a k-variety and R any k-algebra, then the R-
rational points of X are defined by
X(R) := Mor(SpecR,X).
If X is affine, then X(R) = Algk(O(X), R), the k-algebra homomorphisms from
O(X) to R. If X is an algebraic semigroup or an algebraic group, then X(R) is
a semigroup, resp. a group. It is clear that X 7→ X(R) is a functor, i.e. for any
morphism ϕ : X → Y we get a map ϕ(R) : X(R)→ Y (R) with the usual functorial
properties.
If S ⊆ R is a k-subalgebra, then we have a natural inclusion X(S) ⊆ X(R). In
particular, we have an inclusion X = X(k) ⊆ X(R) for every k-algebra R.
If K/k is a field extension where K is again algebraically closed, then X(K) are
the K-rational points of the variety XK := SpecK×Spec k X . We will often confuse
X(K) with XK, and ϕ(K) : X(K) → Y (K) with ϕK : XK → YK in case ϕ : X → Y
is a morphism.
As an example, let V be a k-vector space of countable dimension. Then VK =
V (K) = K⊗k V in a canonical way.
It is clear that these constructions carry over to ind-varieties. If V = ⋃k Vk, then
V(R) :=
⋃
k
Vk(R)
where we use the fact that for a closed subvariety Vk ⊆ Vk+1 we also get an inclusion
Vk(R) →֒ Vk+1(R) of the R-rational points. In case K/k is a field extension where
K is algebraically closed we get a K-ind-variety VK =
⋃
k(Vk)K. Again, we identify
VK with its K-rational points: VK = V(K) =
⋃
k Vk(K).
Proposition 1.10.1. Let X be an affine k-variety and R a (commutative) k-algebra
of countable dimension. Then X(R) has a natural structure of an affine ind-variety
such that the following holds.
(1) If ϕ : X → Y is a morphism of affine k-varieties, then the induced map
ϕ(R) : X(R)→ Y (R) is an ind-morphism. If ϕ is a closed immersion, then
so is ϕ(R).
(2) For every homomorphism ρ : R → S of k-algebras of countable dimension
the induced map X(ρ) : X(R)→ X(S) is an ind-morphism. If ρ is injective,
then X(ρ) is a closed immersion.
Proof. (a) Let X ⊆ An be a closed subset and denote by I(X) ⊂ O(An) =
k[x1, . . . , xn] the ideal of X . Then
X(R) = {(a1, . . . , an) ∈ Rn | f(a1, . . . , an) = 0 for all f ∈ I(X)} ⊆ Rn.
This is a closed subset of Rn (cf. Example 1.4.3), and we thus obtain the structure
of an affine ind-variety on X(R) for every closed subset X ⊂ An.
(b) Let X ⊆ An and Y ⊆ Am be closed subsets, and let ϕ : X → Y be a
morphism. Then there exists a morphism Φ: An → Am which induces ϕ, and we
get the following commutative diagram.
X(R)
⊆−−−−→ Rnyϕ(R) yΦ(R)
Y (R)
⊆−−−−→ Rm
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Since Φ(R) is given by polynomials with coefficients in k it is an ind-morphism,
and the same is true for ϕ(R) : X(R)→ Y (R).
(c) Let X be an affine variety and let η : X →֒ An, µ : X →֒ Am be two closed
immersions. Then we obtain an isomorphism ϕ : η(X)
∼−→ µ(X), ϕ(a) := µ(η−1(a)).
It follows from (b) that ϕ(R) : η(X)(R)
∼−→ µ(X)(R) is an isomorphism of ind-
varieties. Therefore, the ind-structure on the setX(R) defined by a closed immersion
X →֒ An does not depend on the immersion. Moreover, (b) also implies that for a
morphism ϕ : X → Y of affine varieties the induced map ϕ(R) : X(R) → Y (R) is
an ind-morphism, proving the first part of (1).
(d) It follows from (b) and (c) that for a closed immersion η : X →֒ An the
induced map ϕ(R) : X(R) →֒ Rn is a closed immersion. This implies the second
part of (1), by composing a closed immersion ϕ : X →֒ Y with a closed immersion
Y →֒ An.
(e) If ρ : R → S is a homomorphism of k-algebras, then the induced map
ρn : Rn → Sn is k-linear, hence an ind-morphism. If ρ is injective, then ρn is a
closed immersion. Applying this to a closed subset X ⊂ An we obtain (2). 
Remark 1.10.2. Another interesting case is the following. Let X be an affine variety,
f ∈ O(X) a nonzero regular function, and consider the principal open set Xf ⊂ X .
We will show in Section 4.3 that the canonical morphism Xf (R) → X(R) is a
locally closed immersion for any finitely generated k-algebra R.
1.11. Base field extension. We will mainly use the construction above for field
extensions where K is also algebraically closed. It will be applied to reduce some
proofs to the case of an uncountable base field. (We have already used this method
in the proof of Proposition 1.6.3.)
In the following two lemmas we first recall and prove some basic properties in
the case of varieties. After this, in Proposition 1.11.3, we will study the situation
for ind-varieties.
The group Γ := Aut(K/k) of field automorphisms of K fixing k acts on K and
hence on XK = X(K) for every k-variety X . Since KΓ = k, i.e. K/k is a Galois-
extension, we get X = (XK)
Γ. Moreover, if ϕ : X → Y is a k-morphism, then
ϕK : XK → YK is Γ-equivariant.
Lemma 1.11.1. (1) Let R be a finitely generated k-algebra, and let I ⊆ RK :=
K⊗R be an ideal. If I is Γ-stable, the I is defined over k, i.e. I = K⊗ IΓ
and IΓ = I ∩R.
(2) Let X be a variety and U ⊆ XK a locally closed K-subvariety. If U is stable
under Γ, then U is defined over k. More precisely, UΓ = U ∩ X ⊆ X is a
locally closed k-subvariety and U = (U ∩X)K.
Proof. (1) We prove the following more general result. If V ⊂ K∞ is a Γ-stable
linear subspace, then V = KV Γ. Since V is a union of Γ-stable finite-dimensional
subspaces we can assume that V is a finite-dimensional subspace of some Km. Let
(v1, . . . , vk) be a basis of V in row echelon form where the first nonzero entry in
each vi is 1. For every γ ∈ Γ the element γvi belongs to V and thus can be expressed
as a linear combination of the vj ’s. By the properties of the row echelon form we
see that the basis vector vj for j 6= i cannot appear in this linear combination, and
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that the coefficient of vi must be 1. This shows that the basis is fixed by Γ, i.e.
v1, . . . vk ∈ (Km)Γ = km, and so V = KV Γ.
(2) It suffices to consider the case of an affine variety X . It is also clear that it
is enough to prove (2) for Γ-stable subsets of XK which are either closed or open.
If Z ⊆ XK is closed and Γ-stable, then the ideal I := I(Z) ⊆ O(XK) = K⊗O(X)
is Γ-stable. It follows from (1) that I = K⊗ IΓ. This implies that Z = (Z ′)K where
Z ′ ⊆ X is the zero set of IΓ. Since IΓ generates the ideal I we get Z ′ = Z∩X = ZΓ.
This proves the claim for a closed subvariety Z ⊆ XK.
If U ⊆ XK is open and Γ-stable, then Z := XK \U is closed and Γ-stable, hence
Z = (Z ′)K where Z
′ := Z ∩ X , as we have just seen. Setting U ′ := X \ Z ′ we
get XK = (U
′)K ∪ (Z ′)K and (U ′)K ∩ (Z ′)K = ∅. In fact, the second statement is
clear, because the intersection is a Γ-stable closed subset of (U ′)K, hence defined
over k. For the first we remark that Z˜ := XK \ (U ′)K ⊆ XK is closed and Γ-stable,
hence Z˜ = (Z˜ ∩ X)K. Since (U ′)K ∩ X = U ′ we get Z˜ ∩ X = Z ′ = Z ∩ X , hence
Z˜ = (Z˜ ∩ X)K = (Z ∩ X)K = Z, and the claim follows. As a consequence, U is
defined over k and U = (U ∩ X)K, showing that (2) also holds for open subsets
U ⊂ XK. 
Lemma 1.11.2. Let X,Y be k-varieties.
(1) For f ∈ O(XK) we have that f ∈ O(X) if and only if f(X) ⊆ k.
(2) If ψ : XK → YK is a K-morphism such that ψ(X) ⊆ Y , then the induced
map ϕ : X → Y , x 7→ ψ(x), is a morphism and ψ = ϕK. This holds in
particular if ψ is Γ-equivariant.
(3) X ⊆ XK carries the induced topology, and X = XK.
Now let ϕ : X → Y be a morphism and ϕK : XK → YK the extension.
(4) If y ∈ Y and y /∈ ϕ(X), then y /∈ ϕK(XK). In particular, we have ϕ(X) =
ϕK(XK) ∩ Y .
(5) ϕ is injective (resp. surjective, resp. bijective) if and only if ϕK is injective
(resp. surjective, resp. bijective).
(6) ϕ is an isomorphism (resp. a closed immersion, resp. an open immersion)
if and only if ϕK is an isomorphism (resp. a closed immersion, resp. an
open immersion).
Proof. (1) We can assume that X is affine. Then O(XK) = K ⊗k O(X), so that
we can write f =
∑m
i=1 aifi where a1 = 1, the ai ∈ K are linearly independent
over k, and fi ∈ O(X). Let us assume that the inclusion f(X) ⊆ k holds. Then
f(x) =
∑
i aifi(x) ∈ k for any x ∈ X , and so fi(x) = 0 for each i ≥ 2. Thus, fi = 0
for i ≥ 2, and we get f = f1 ∈ O(X). The other implication is obvious.
(2) We can assume that Y is affine and that Y ⊆ An is a closed subset. Then
YK ⊆ AnK and ψ : XK → YK ⊆ AnK is given by n regular functions f1, . . . , fn ∈
O(XK). Since ϕ(X) ⊆ Y ⊆ An we see that fi(X) ⊆ k, and the claim follows from
(1).
(3) Again we can assume that X is affine. If f ∈ O(XK), f =
∑m
i=1 ai ⊗ fi
with k-linearly independent ai ∈ K, then f(x) = 0 for some x ∈ X if and only if
f1(x) = · · · = fm(x) = 0. This shows that for the zero sets we get VXK(f) ∩ X =
VX(f1, . . . , fm), proving the first claim.
For the second, we can assume that X $ XK. Then there is a nonzero f ∈ O(XK)
vanishing on X. By (1), f ∈ O(X), and we end up with a contradiction.
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(4) We can assume again that X,Y are affine. Then y /∈ ϕ(X) means that
ϕ∗(my) ⊆ O(X) generates O(X), i.e. 1 =
∑
i fiϕ
∗(hi) for some hi ∈ my and
fi ∈ O(X). Hence, ϕ∗K(my) also generates O(XK), and the claim follows.
(5a) If ϕK is injective, then so is ϕ, and if ϕK is surjective, then (4) implies that
ϕ is surjective.
(5b) Assume that ϕ is injective. We prove that ϕK is injective by induction
on dimX . The case dimX = 0 is obvious. If dimX > 0, then there is an open
dense set U ⊆ X such that ϕ(U) ⊆ Y is locally closed and that ϕ induces an
isomorphism U
∼−→ ϕ(U). It follows that ϕK : XK → YK induces an isomorphism
UK
∼−→ ϕ(U)K ⊆ YK. In particular, ϕ(U)K = ϕK(UK). Setting Z := X \ U we see
that dimZ < dimX , and so the morphism ZK → YK induced by ϕK is injective,
by induction. It remains to see that the images ϕK(ZK) and ϕK(UK) are disjoint.
If not, there is a nonempty locally closed and dense subset A ⊆ ϕK(ZK) ∩ ϕK(UK).
Since the intersection is stable under Γ := Aut(K/k) we can assume that A is also
Γ-stable. Then, by Lemma 1.11(2), A is defined over k: A = (A ∩X)K.
If A1 ⊂ UK and A2 ⊂ ZK denote the inverse images of A under the morphisms
UK → YK and ZK → YK, then both varieties are defined over k. Moreover, A1 ∼−→ A
is an isomorphism and A2 → A is bijective. It follows that A1 ∩ X ⊂ U and
A2 ∩X ⊂ Z are both mapped bijectively onto A∩X under ϕ. This contradicts the
fact that ϕ is injective and that U and Z = X \ U are disjoint.
(5c) Finally, assume that ϕ is surjective. We prove that ϕK is surjective by
induction on dimY . Again, the case dim Y = 0 is obvious. If ϕK is not surjective,
then there is a subset U ⊆ C := YK \ ϕK(XK) which is open and dense in C.
Since C is stable under Γ we can assume that U is also stable under Γ. Hence,
by Lemma 1.11(1), U is defined over k and U ∩ X 6= ∅. But U ∩ X * ϕ(X), by
construction, contradicting the assumption.
(6a) If ϕ is an isomorphism, then it is clear that ϕK is an isomorphism. If ϕK is
an isomorphism, then the inverse ϕ−1
K
is Γ-equivariant, because ϕK is Γ-equivariant.
Thus, ϕ−1
K
is defined over k and induces a morphism ψ : Y → X . It follows that the
compositions ϕ ◦ ψ and ψ ◦ ϕ are the identity, and thus ϕ is an isomorphism.
(6b) If ϕ is a closed immersion, i.e. ϕ(X) ⊆ Y is closed and ϕ induces an
isomorphism X
∼−→ ϕ(X), then ϕ(X)K ⊆ YK is closed and equal to ϕK(XK), by (5).
Now the claim follows from (6a).
The case of an open immersion ϕ follows with the same arguments.
(6c) If ϕK is a closed immersion, then ϕK(XK) ⊆ YK is closed and Γ-stable,
hence defined over k. Since ϕ(X) = ϕK(XK) ∩ Y , by (4), we see that ϕ(X) ⊆ Y
is closed, by (3), and ϕK(XK) = ϕ(X)K. Moreover, the morphism ψ : X → ϕ(X),
x 7→ ϕ(x), induces the isomorphism ψK : XK ∼−→ ϕK(XK), x 7→ ϕK(x). Thus ψ is an
isomorphism, by (6a), and so ϕ is a closed immersion.
Again, the case of an open immersion follows with the same arguments. 
We now extend some of these results to ind-varieties V. If ϕ : V → W is a
morphism and ϕK : VK →WK its extension we get a commutative diagram
V ϕ−−−−→ Wy⊆ y⊆
VK ϕK−−−−→ WK
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The group Γ = Aut(K/k) acts on VK, and (VK)Γ = V . Moreover, the morphism
ϕK : VK →WK is Γ-equivariant.
Proposition 1.11.3. Let V, W be ind-varieties, and let K/k be a field extension
where K is also algebraically closed.
(1) V ⊆ VK carries the induced topology, and V is dense in VK.
(2) If U ⊆ VK is locally closed and Γ-stable, then U is defined over k, i.e.
U ∩ V = UΓ ⊆ V is locally closed and U = (U ∩ V)K.
(3) If ψ : VK →WK is a morphism of K-ind-varieties such that ψ(V) ⊆ W, then
the induced map ϕ : V → W, v 7→ ψ(v), is a morphism of k-ind-varieties
and ψ = ϕK. This holds in particular if ψ is Γ-equivariant.
Let ϕ : V → W be a morphism of k-ind-varieties and ϕK : VK →WK the extension.
(4) The morphism ϕ is an isomorphism (resp. a closed immersion, resp. an
open immersion) if and only if ϕK is an isomorphism (resp. a closed im-
mersion, resp. an open immersion).
(5) The morphism ϕ is injective if and only if ϕK is injective.
(6) If ϕK is surjective, then ϕ is surjective. The other implication holds if k is
uncountable.
Proof. (1) If V = ⋃k Vk is an admissible filtration, then VK = ⋃k(Vk)K is an
admissible filtration which is Γ-stable. If T ⊆ VK is closed, then T ∩ (Vk)K is closed
in (Vk)K for all k, and so T ∩ Vk is closed in Vk, by Lemma 1.11.2(3). Thus T ∩ V
is closed in V . If S ⊆ V is closed, then S is a closed ind-subvariety of V and so SK
is a closed ind-subvariety of VK. Thus V carries the induced topology of VK. Since
(Vk)K = Vk ⊆ V by Lemma 1.11.2(3), we finally get V = VK.
(2) If U ⊂ VK is locally closed, then U ∩ V is locally closed in V by (1). Also,
U ∩ (Vk)K is locally closed in (Vk)K and Γ-stable. By Lemma 1.11(2), we see that
U ∩ Vk is a locally closed k-subvariety of Vk (which also follows from the fact
that U ∩ V is locally closed in V) and that U ∩ (Vk)K = (U ∩ Vk)K. This yields
(U ∩ V)K =
⋃
k(U ∩ Vk)K =
⋃
k U ∩ (Vk)K = U as we wanted.
(3) For any k there is an ℓ such that ψ((Vk)K) ⊆ (Wℓ)K. Since Vk = (Vk)K∩V and
Wℓ = (Wℓ)K∩W we get ψ(Vk) ⊆ Wℓ. Hence, by Lemma 1.11.2(2), ϕ|Vk : Vk →Wℓ
is a morphism and ψ|(Vk)K = (ϕ|Vk)K. The claim follows.
(4) If ϕK is an isomorphism, then ϕ is bijective. Hence ϕ
−1
K
sends W bijectively
onto V , and ϕ−1
K
|W = ϕ−1. Now it follows from Lemma 1.11.2(2) that ϕ−1 is a
morphism, and so ϕ is an isomorphism. The other implication is obvious.
If ϕK is a closed immersion, then ϕ(V) = ϕK(VK) ∩ W is closed in W , and
ϕ(V)K = ϕ(VK), by (2). Thus we have a decomposition ϕ : V ϕ¯→ ϕ(V) ι→֒ W
into a bijective morphism ϕ¯ and a closed immersion ι. By assumption, ϕ¯K is an
isomorphism, and the claim follows. Again, the other implication is obvious.
The case of an open immersion can be proved along the same lines.
(5) This follows directly from the corresponding statements for varieties (see
Lemma 1.11.2(5)).
(6) If ϕK is surjective and w ∈ W , then w ∈ ϕK((Vk)K) for some k. Since
ϕ(Vk) = ϕK((Vk)K) ∩ W , by Lemma 1.11.2(4), we get w ∈ ϕ(Vk), hence ϕ is
surjective.
Now assume that k is uncountable and that ϕ is surjective. For any ℓ the in-
verse image ϕ−1
K
((Wℓ)K) ⊆ VK is closed and Γ-stable, hence defined over k. Since
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ϕ−1
K
((Wℓ)K) ∩ V = ϕ−1(Wℓ) we get ϕ−1K ((Wℓ)K) = ϕ−1(Wℓ)K, by (2). Moreover,
the induced morphism ϕ−1(Wℓ) → Wℓ is surjective, so that we can find a closed
algebraic subset Y ⊆ ϕ−1(Wℓ) such that ϕ(Y ) = Wk (Proposition 1.3.2). By
Lemma 1.11.2(5) the induced morphism YK → (Wℓ)K is surjective, and the claim
follows. 
Note that the assumption of an uncountable field is necessary in statement (6)
as shown by the bijective morphism V → A1 where V is k considered as a discrete
set.
1.12. Field of definition. A well-known and useful result from algebraic geometry
says that every variety X is defined over a field K which is finitely generated over
the prime field. It is easy to see that this does not hold for ind-varieties. However,
we have the following result.
Proposition 1.12.1. Every ind-variety V is defined over a countable field, i.e.
there is a countable algebraically closed field k0 ⊆ k and a k0-ind-variety W such
that Wk is k-isomorphic to V.
Proof. For the proof we first remark the following. If k0 ⊆ k1 ⊆ · · · ⊆ k are
countable subfields of k, then the union
⋃∞
i=1 ki ⊆ k is a countable field.
Now let V = ⋃k Vk, and assume that we have constructed a countable alge-
braically closed field k0, a k0-variety Wℓ and closed subvarieties W1 ⊆ W2 ⊆
· · · ⊆ Wℓ, and an isomorphism ϕℓ : (Wℓ)k ∼−→ Vℓ such that ϕℓ((Wi)k) = Vi for
i = 1, . . . , ℓ− 1. We want to construct a countable algebraically closed field k1 ⊆ k
containing k0, a k1-variety Wℓ+1, a closed inclusion (Wℓ)k1 →֒ Wℓ+1, and an iso-
morphism ϕℓ+1 : (Wℓ+1)k such that ϕℓ+1((Wi)k = V i for i = 1, . . . , ℓ. Then the
claim follows by induction.
(W1)k ⊆−−−−→ (W2)k ⊆−−−−→ · · · ⊆−−−−→ (Wℓ)k ⊆−−−−→ (Wℓ+1)k
ϕ1
y≃ ϕ2y≃ ϕℓy≃ ϕℓ+1y≃
V1 ⊆−−−−→ V2 ⊆−−−−→ · · · ⊆−−−−→ Vℓ ⊆−−−−→ Vℓ+1
There is a finitely generated field extension k′/k0 contained in k, a k′-variety
X and an isomorphism ϕ : Xk
∼−→ Vℓ+1. Moreover, the inclusion ι : Vℓ →֒ Vℓ+1
is defined over a finitely generated field extension k′′/k′, i.e. we have an inclusion
ι′′ : (Wℓ)k′′ →֒ Xk′′ such that ι′′k = ι. Now set k1 := k′′ ⊆ k and Wℓ+1 := Xk1 .
Then k1 is countable, and there is an isomorphism ϕℓ+1 : (Wℓ+1)k ∼−→ Vℓ+1 such
that ϕℓ+1((Wj)k) = Vj for j = 1, . . . , ℓ. 
1.13. More topological notions, and examples. Recall that a subset of a topo-
logical space is called constructible if it is a finite union of locally closed subsets.
This is an important notion in the Zariski topology of a variety, because images of
constructible subsets under morphisms of varieties are constructible. Before giving
definitions which turn out to be very useful in the study of automorphism groups,
we begin with the following basic result.
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Lemma 1.13.1. Let V = ⋃k Vk be an ind-variety where all Vk are irreducible, and
let ϕ : V → X be a morphism where X is a variety. Then there is a k0 ≥ 1 such
that the following holds:
(1) ϕ(V) = ϕ(Vk0) ⊆ X;
(2) There exists a subset U0 ⊆ ϕ(Vk0) such that U0 ⊆ ϕ(V) is open and dense.
Proof. (1) Choose k0 ≥ 1 such that dimϕ(Vk) = dimϕ(Vk0) for k ≥ k0. This
implies ϕ(Vk) = ϕ(Vk0) and therefore ϕ(V) = ϕ(Vk0).
(2) Since ϕ(Vk0) ⊂ X is constructible, it contains a subset U0 which is open and
dense in ϕ(Vk0) = ϕ(V). 
Definition 1.13.2. Let V = ⋃k>0 Vk be an ind-variety and S ⊆ V a subset.
(1) S is called weakly constructible if S ∩ Vk is a constructible subset of Vk for
all k.
(2) S is called ind-constructible if S is a countable union of locally closed ind-
subvarieties. Equivalently, S is a countable union of algebraic subsets.
(3) S is called weakly closed if the following holds: For every algebraic subset
U ⊆ V such that U ⊆ S we have U ⊆ S.
(4) The weak closure of S is defined by S
w
:=
⋃
X⊆S X where X runs through
all algebraic subsets of V lying in S. If S is ind-constructible, then the
weak closure is ind-constructible and weakly closed (see Proposition 1.13.6
below).
Remarks 1.13.3. (1) If S ⊆ V is weakly closed, X an algebraic variety and
ϕ : X → V a morphism such that ϕ(X) ⊆ S, then ϕ(X) ⊆ S.
(2) The image of a morphism ϕ : V → W of ind-varieties is ind-constructible,
because it is the union of the constructible subsets ϕ(Vk).
(3) A constructible subset of V is weakly constructible, and a weakly con-
structible subset is ind-constructible, but the other implications do not
hold. E.g. the subset Z ⊆ k is ind-constructible, because the inclusion
Z→ k is an ind-morphism, but it is not weakly constructible. An example
of a weakly constructible subset which is not constructible is given in the
following example.
(4) A subset S is closed if and only if it is weakly closed and weakly con-
structible.
(5) If S is stable under an automorphism of V , then so are S and Sw.
Example 1.13.4. Here we give an example of a weakly constructible subset which is
not constructible. Take the ind-variety V = ⋃kXk defined in Example 1.6.5 where
Xn is the zeros set in A2 of (x−1) · · · (x−n)(y−1) · · · (y−n). Since V is irreducible
every dense constructible subset contains a nonempty open set of V .
Let S ⊆ V be the countable union of the locally closed sets Lk where Lk is the
vertical line x = k from which the k points (k, 1), . . . , (k, k) are removed. Then we
see that Vk ∩S = L1∪· · ·∪Lk is locally closed in Vk for each k, hence constructible,
and so S is weakly constructible. Since S is dense in V and does not contain a
nontrivial open set, it follows that S is not constructible.
Example 1.13.5 (Immanuel Stampfli). Define the following subsets of A2: L0 :=
A1×{0} and Lm := {m}×A1 form > 0. Then S :=
⋃
i≥0 Li ⊆ A2 has the structure
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of an ind-variety by setting Sk :=
⋃k
i=0 Li. The inclusion S → A2 is a morphism
and S ⊆ A2 is weakly closed. On the other hand, the subset U := S \L0 is open and
dense in S, but the weak closure U
w
=
⋃
i≥1 Li is strictly contained in S. So even
for open sets of ind-varieties the weak closure might be smaller than the closure.
The example also shows that the image of a morphism need not be constructible
or weakly constructible.
Proposition 1.13.6. Assume that k is uncountable. Then every countable union of
closed algebraic subsets of an ind-variety V is weakly closed. In particular, if S ⊆ V
is ind-constructible, S =
⋃
j Sj with algebraic subsets Sj ⊆ V, then S
w
=
⋃
j Sj,
and this set is weakly closed.
Proof. Let S =
⋃
i∈I Xi be a countable union of closed algebraic subsets Xi ⊆ V,
and let Y ⊆ V be a locally closed algebraic subset contained in S. It follows that
Y =
⋃
i∈I Xi∩Y . If k is uncountable, then, by Lemma 1.3.1, there is a finite subset
F ⊆ I such that Y = ⋃i∈F Xi ∩ Y . Hence, Y ⊆ ⋃i∈F Xi and so Y ⊆ ⋃i∈F Xi ⊆
S. 
In general, the weak closure needs not to be weakly closed as the following
example shows.
Example 1.13.7. Consider the analytic hypersurface
S := {(x, y, z) ∈ A3C | y = exp(z)x} ⊆ A3C.
x
y
z
We claim that every irreducible algebraic subset of S is contained in one of the
horizontal lines Ha := S ∩ {(x, y, z) | z = a}, a ∈ C, or in the vertical line L :=
S ∩ {(x, y, z) | x = 0}. Note that S is irreducible as an analytic variety, because
the map ϕ : A2
C
→ S, (x, z) 7→ (x, exp(z)x, z), is biholomorphic. Since S is not
algebraic it follows that every irreducible algebraic subset of S is either a point or
an irreducible algebraic curve C, and the closure C (for the C-topology or for the
Zariski topology) is still contained in S.
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In order to prove the claim above let us assume, by contradiction, that C is
neither contained in the plane (x = 0) nor in a plane (z = a) for some a ∈ C. It
follows that the map ϕ : C 99K C, (x, y, z) 7→ y/x = exp z, is rational and that the
map ψ : C → C, (x, y, z) 7→ z, is dominant. Therefore, the image of ψ is equal to
C\F where F is a finite subset of C. It follows that the rational maps ϕ, ψ : C 99K C
are algebraically independent over C. This is impossible, because the field C(C) of
rational functions on the curve C has transcendence degree one over C, and the
claim follows.
Now consider the open dense set U := S \ (H0∪L) of S. The following assertions
are straightforward consequences from the claim:
(1) The set S is weakly closed in A3
C
;
(2) We have U
w
= S \H0;
(3) We have U
ww
= U
w ∪ {0};
(4) We have U
ww
w
= U
ww
.
In particular, U
w
is not weakly closed, but U
ww
is.
Here is a useful lemma whose easy proof is left to the reader.
Lemma 1.13.8. Let ϕ : V → W be an ind-morphism. Then the image ϕ(V) is
ind-constructible. If we assume that for every k ∈ N there is an m = m(k) such
that ϕ(Vm) ⊇ ϕ(V) ∩Wk, then the image ϕ(V) is weakly constructible.
2. Ind-Groups, Lie Algebras, and Representations
2.1. Ind-groups and Lie algebras. The product of two ind-varieties V = ⋃k Vk
and W = ⋃kWk is defined in the obvious way: V ×W := ⋃k(Vk ×Wk). This
allows to define an ind-group as an ind-variety G with a group structure such that
multiplication G × G → G : (g, h) 7→ g · h, and inverse G → G : g 7→ g−1, are both
morphisms. It is clear that a closed subgroup G of an ind-group G is an algebraic
group if and only if G is an algebraic subset of G.
Recall that the Lie algebra LieG of a linear algebraic group G is defined as the
Lie algebra of left invariant vector fields on G. This means the following where
we identify the vector fields on an affine variety X with the derivations of O(X).
If g ∈ G we denote by λg : G ∼−→ G, h 7→ gh, the left translation on G, and by
ρg : G
∼−→ G, h 7→ hg, the right translation.
Definition 2.1.1. The Lie algebra LieG of G is the set of all derivations of the
k-algebra O(G) that commute with the automorphisms λ∗g induced by the left
translations λg, g ∈ G. The Lie bracket is defined by [δ1, δ2] := δ1 ◦ δ2 − δ2 ◦ δ1.
Let TeG be the tangent space of G at the identity e, i.e. the vector space of all k-
derivations from O(G) to the O(G)-module O(G)/me = k where me is the maximal
ideal of e. Denote by εe : O(G) → k the evaluation homomorphism f 7→ f(e). For
any vector field δ ∈ LieG, the composition δe := εe ◦δ is a tangent vector from TeG,
and we have the following crucial result (see for example [Bor91, Theorem I.3.4]).
Proposition 2.1.2. The map LieG → TeG, δ 7→ δe := εe ◦δ, is an isomorphism
of k-vector spaces.
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This allows to identify LieG with TeG and to carry over the structure of Lie
algebra to the tangent space TeG.
The Lie algebra LieG of an affine ind-group G is defined analogously, using
again the left-invariant vector fields on G. The details, as for example the proof of
Theorem 2.1.4 below, are given in [Kum02, Proposition 4.2.2].
Definition 2.1.3. The Lie algebra LieG of the affine ind-group G is the set of all
continuous derivations of the k-algebra O(G) that commute with automorphisms
λ∗g induced by the left translations λg of G.
The tangent space TeG to G at the identity e ∈ G is the k-vector space of all
continuous k-derivations δ : O(G)→ O(G)/me = k.
Theorem 2.1.4 ([Kum02, Proposition 4.2.2]). The linear map LieG → TeG, δ 7→
δe := εe ◦δ, is an isomorphism of k-vector spaces.
As in the case of linear algebraic groups, this allows to identify LieG with TeG
and makes it possible to carry over the structure of Lie algebra to TeG.
Remark 2.1.5. The construction of the left-invariant vector field δA on G corre-
sponding to the tangent vector A ∈ TeG is given in the following way.
δA : O(G) µ
∗
−−−−→ O(G × G) = O(G)⊗̂O(G) id ⊗̂A−−−−→ O(G).
Here we use that the coordinate ring of a product V ×W of two affine ind-varieties
is a completion O(V)⊗̂O(W) of O(V)⊗O(W) (cf. [Kum02, IV.4.2]).
If ϕ : G → H is a homomorphism of affine ind-groups, then the differential
dϕe : LieG → LieH
is a homomorphism of Lie algebras. This follows from the definition above, see
[Kum02, Proposition 4.2.2].
2.2. The connected component of the identity. For an ind-group G = ⋃k Gk
we denote by G◦ the connected component G(e) containing the identity e ∈ G, see
Section 1.7.
Proposition 2.2.1. Let G = ⋃k Gk be an ind-group.
(1) G◦ = ⋃k G(e)k .
(2) G◦ ⊆ G is a curve-connected open (and thus closed) normal subgroup of
countable index. In particular, LieG = LieG◦.
(3) We have dimG <∞ if and only if G◦ is an algebraic group.
(4) We have dimG <∞ if and only if dimLieG <∞.
Proof. We know from Proposition 1.7.1 that G◦ is open and closed in G.
(1) Set G′ := ⋃k G(e)k ⊆ G, the union of the connected components of Gk con-
taining the identity e. Since G(e)k ⊆ G◦ we have G′ ⊆ G◦. By Proposition 1.6.2,
there exists an admissible filtration G◦ = ⋃k G◦k of G◦ where all G◦k are connected.
If G◦k ⊆ Gℓ, then G◦k ⊆ G(e)ℓ , hence G◦ ⊆ G′.
(2) Clearly, G◦ · G◦, (G◦)−1 and gG◦g−1 (g ∈ G) are connected and contain e,
and so G◦ is a normal subgroup of G. It is of countable index, because the number
of connected components is countable.
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In order to prove that G◦ is curve-connected it suffices to show that every closed
connected algebraic subset Y ⊆ G◦ is contained in an irreducible closed algebraic
subset X ⊆ G◦. We prove this by induction on the number n of irreducible compo-
nents of Y . If n ≥ 2 we can find two irreducible components C1, C2 of Y which have
a nonempty intersection. Choose a point h ∈ C1 ∩ C2 and consider the morphism
C1 × C2 → G◦, (g1, g2) 7→ g1h−1g2. Then the closure D of the image is irreducible
and contains C1 and C2. Hence, Y
′ := D ∪ Y has at most n− 1 connected compo-
nents, and the claim follows by induction.
(3) Assume that d := dimG < ∞. Let G◦ = ⋃k G◦k be an admissible filtration
such that all G◦k are irreducible (Proposition 1.6.3). Then there is a k0 such that
dimG◦k = d = dimG◦k0 for all k ≥ k0, hence G◦k = G◦k0 for all k ≥ k0. It follows thatG◦ = G◦k0 is a connected algebraic group.
(4) If dimG <∞, then G◦ is an algebraic group, by (3). Since LieG = LieG◦ by
(2) we see that LieG is finite-dimensional. On the other hand, TgG ≃ TeG = LieG
for all g ∈ G and so dimTgGk ≤ dimLieG for all k ≥ 1 and all g ∈ Gk. Hence,
dimGk ≤ dimLieG for all k, i.e. dim G ≤ dimLieG. 
Corollary 2.2.2. Let k be uncountable. If G is an ind-group and H ⊆ G a closed
subgroup of countable index, then G◦ ⊆ H.
Proof. It is clear that H◦ ⊆ G◦ and that H◦ has countable index in G◦, see Propo-
sition 2.2.1(2). Choose representatives gi ∈ G◦ (i ∈ N) of the left-cosets of H◦ in
G◦ where g1 = e. If G◦ =
⋃
k Gk with irreducible closed subsets Gk containing e,
then Gk =
⋃∞
i=1(Gk ∩ giH◦) is a countable union of disjoint closed subsets. Since k
is uncountable we get Gk = Gk ∩ g1H◦ ⊆ H◦, hence G◦ ⊆ H◦, and so G◦ = H◦. 
Remark 2.2.3. The proposition above shows that the following statements for an
ind-group G are equivalent.
(1) G is connected;
(2) G is irreducible;
(3) G is curve connected;
(4) G = G◦.
2.3. Some examples of ind-groups.
(1) The most important examples for us are the automorphism groups Aut(X)
of affine varieties X . These groups will be studied in detail in Section 5.
(2) If V is a k-vector space of countable dimension, then V + := (V,+) is a
commutative connected ind-group. Moreover this ind-group is nested (see
Example 2.4.2 below) since we may filter V by a family of finite-dimensional
subspaces. If W is another such k-vector space, then the homomorphisms
(of ind-groups) V →W are the linear maps.
(3) Let (Gk, ιk)k∈N be a countable set of algebraic groups Gk and injective
homomorphisms ιk : Gk →֒ Gk+1. Then the limit G := lim−→Gk is a nested
ind-group. A typical example is GL∞(k) := lim−→GLk(k) $ GL(k
∞) which
is the group of invertible matrices (aij) with the property that aij = 0 for
large enough i 6= j, and aii = 1 for large enough i.
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More generally, for a k-vector space V of countable infinite dimension
we define
GL∞(V ) := {ϕ ∈ GL(V ) | Coker(ϕ− id) is finite-dimensional}.
If V1 ⊂ V2 ⊂ · · · ⊂ V is a flag of finite-dimensional subspaces such that V =⋃
k Vk, then GL∞(V ) = lim−→GL(Vk) where we use the obvious inclusions
GL(Vk) →֒ GL(Vk+1). It follows that GL∞(V ) ≃ GL∞(k) as ind-groups.
(4) A countable group G with the discrete topology is a discrete ind-group.
Moreover, an ind-group G is discrete if and only if its Lie algebra LieG
is trivial. If k is uncountable this is equivalent to the condition that G is
countable.
2.4. Smoothness of ind-groups. It follows from the definitions of smoothness
(see Definition 1.9.4) that if an ind-groups is strongly smooth in one point, then
it is strongly smooth in every point, and the same holds for geometrically smooth.
Smoothness has very strong consequences, as the following corollary to Proposi-
tion 1.9.6 shows.
Corollary 2.4.1. Let ϕ : G → H be a bijective homomorphism of ind-groups. As-
sume that G is connected and H is strongly smooth in e. Then ϕ is an isomorphism.
In contrast to the case of algebraic groups, it is not true in general that an ind-
group is strongly smooth. In fact, we will give an example of a bijective morphism
of ind-groups which is not an isomorphism, see Proposition 14.2.1. On the other
hand, there is a class of groups which are strongly smooth.
Example 2.4.2. Assume that the ind-group G admits a filtration consisting of closed
algebraic subgroups. Then G is strongly smooth in any of its points.
Such ind-groups are called nested, see [KPZ16]. We will discuss these ind-groups in
Section 9.4.
2.5. R-rational points of algebraic groups. Another type of interesting exam-
ples of ind-groups are the groups G(R) of R-rational points of an algebraic group
G where R is a commutative k-algebra of countable dimension.
Proposition 2.5.1. Let G be a linear algebraic group, and let R be a commutative
k-algebra of countable dimension, e.g. a finitely generated commutative k-algebra.
Then the group G(R) of R-rational points of G is naturally an ind-group.
Proof. We have seen in Proposition 1.10.1 that for every affine variety X and every
commutative k-algebra R the set of R-rational points X(R) has a natural structure
of an ind-variety. If G is a linear algebraic group, then G(R) has a group structure,
and the proposition also shows that the multiplication G(R) ×G(R) → G(R) is a
morphism and the inverse G(R)
∼−→ G(R) is an isomorphism, hence the claim. 
Remark 2.5.2. If X is an affine variety and G a linear algebraic group, then we
have a canonical identification
G(O(X)) = G(X) := Mor(X,G).
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A special case is R∗ := GL1(R), the ind-group of invertible elements of R . A
detailed analysis of this ind-group will be given in Section 4.
Another special case is GL2(k[t]) which is worked out in [Sha04]. It is shown
there that, for the obvious filtration by degree, one has that GL2(k[t])k are exactly
the singular points of GL2(k[t])k+1.
The next result is an immediate consequence of Proposition 1.10.1.
Proposition 2.5.3. (1) Let ϕ : G→ H be a homomorphism of linear algebraic
groups. Then, for any commutative k-algebra R of countable dimension, the
induced homomorphism
ϕ(R) : G(R)→ H(R)
is a homomorphism of ind-groups. If ϕ is injective, then ϕ(R) is a closed
immersion.
(2) Let ρ : R → S be a homomorphism of commutative k-algebras of countable
dimension, and let G be a linear algebraic group. Then the induced homo-
morphism G(ρ) : G(R) → G(S) is a homomorphism of ind-groups. If ρ is
injective, then G(ρ) is a closed immersion.
For some applications one can reduce the study of the ind-group G(R) to the case
where R is a k-domain, i.e. a commutative k-algebra which is an integral domain.
Proposition 2.5.4. Let G be a linear algebraic group and R a finitely generated
commutative k-algebra. There is a closed immersion of G(R) into an ind-group
of the form H(S) where H is a linear algebraic group and S a finitely generated
k-domain.
The main ingredient of the proof is the following lemma which was indicated to
us by Claudio Procesi.
Lemma 2.5.5. Any finitely generated commutative k-algebra R can be embedded
into a matrix algebra Mn(S) where S is a finitely generated k-domain.
Proof. It suffices to show that there is an embedding ϕ : R →֒ Mn(K) where
K = k(x1, . . . , xm) is a rational function field over k. In fact, if R is generated
by a1, . . . , ar and if S ⊂ K is the subalgebra generated by the coefficients of the
matrices ϕ(ai), then ϕ(R) ⊂ Mn(S).
The k-algebra R embeds into the localization RT where T ⊂ R is the set of
nonzero divisors. Since RT is noetherian and of Krull-dimension 0 it is a finite
product of local artinian k-algebras: R = R1× · · · ×Rm. Thus it is enough to show
that each Ri can be embedded into an Mn(K) for a suitable rational function field
K over k.
So let (R,m) be a local artinian k-algebra whose residue field L := R/m is finitely
generated over k. We claim that R contains a rational function field K over k such
that R is finite-dimensional over K. Then the regular representation of R on itself
defines an embedding R →֒ Mn(K), n := dimK R, hence the claim.
It remains to prove the existence of a subfield K ⊂ R such that dimK R < ∞.
Choose c1, . . . , cr ∈ R such that the images c¯1, . . . , c¯r ∈ R/m = L form transcen-
dence basis of L. It follows that the field K := k(c1, . . . , cr) is contained in R and
that R/m is finite-dimensional over K. Since mi/mi+1 is a finitely generated R-
module, it is also finite-dimensional over K, and sind md = (0) for some d ≥ 1 we
finally get that R is finite-dimensional over K. 
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Proof of Proposition 2.5.4. By Lemma 2.5.5, there is an embedding ϕ : R →֒ Mn(S)
where S is a finitely generated k-domain. Then ϕ induces an embedding
ϕ˜ : Mn(R) →֒ Mn(Mm(S)) ≃ Mmn(S)
which is k-linear, hence closed. It follows that the subgroup
H := {h ∈ GLmn(S) | h, h−1 ∈ Im ϕ˜}
is closed, and so ϕ˜ induces an isomorphism GLn(R)
∼−→ H . Now the claim follows
since every linear algebraic group G is isomorphic to a closed subgroup of some
GLn(k). 
Recall that an abstract group is said to be linear if it admits an embedding
into a linear group GLn(K) for some field K. Thus the above theorem implies the
following result.
Corollary 2.5.6. Any ind-group of the form G(R) where G is a linear algebraic
group and R a finitely generated commutative k-algebra is linear.
2.6. Representations of ind-groups. Let G be an ind-group, and let V be a
k-vector space of countable dimension. We denote by L(V ) the k-vector space of
linear endomorphisms. Note that L(V ) is not an ind-variety in case V is not finite-
dimensional.
Definition 2.6.1. A group homomorphism ρ : G → GL(V ) is called a represen-
tation of G on V if the induced map ρ˜ : G × V → V , (g, v) 7→ gv := ρ(g)v, is an
ind-morphism. We also say that V is a G-module.
If ρ : G → GL(V ) is a representation we define a linear map dρ : LieG → L(V )
in the following way. For v ∈ V , let µv : G → V be the orbit map g 7→ gv. Then
dρ(A)(v) := (dµv)e(A) for A ∈ LieG.
For A ∈ LieG and v ∈ V we will write A(v) for dρ(A)(v) The following result can
be found in [Kum02, Lemma 4.2.4].
Lemma 2.6.2. The map dρ : LieG → L(V ), A 7→ (dµv)e(A), for A ∈ LieG and
v ∈ V is a homomorphism of Lie algebras.
Remark 2.6.3. Denote by ρ˜ : G × V → V the corresponding linear action. It is easy
to see that the differential dρ˜(e,v) : LieG×TvV → TvV has the following description:
dρ˜(e,v)(A,w) = A(v) + w for A ∈ LieG, w ∈ TvV = V.
Proposition 2.6.4. Let ρ : G → GL(V ) be a representation of a connected ind-
group G. Then ρ is trivial if and only if dρ is trivial.
Proof. It is clear from the definition of dρ that for a trivial representation ρ we
have dρ = 0. Now assume that dρ = 0 and that G is connected. If dρ is trivial,
then the differentials in e ∈ G of the orbit maps µv : G → V are all zero. Hence
(dµv)g = 0 for all g ∈ G. In fact, µgv = µv ◦ ρg where ρg is the right translations,
and so (dµgv)e = (dµv)g ◦ (dρg)e from which the result follows.
We choose an admissible filtration G = ⋃Gk such that Gk is irreducible (Propo-
sition 1.6.3) and that e ∈ Gk for all k. If ρ is nontrivial we can find a v ∈ V such
that Gv 6= {v}. It follows that for a large enough k the morphism µ : Gk → V ,
g 7→ gv, is non-constant. Since Gk is irreducible this implies that the differential of
µ is non-constant on a dense open set of Gk, contradicting what we said above. 
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A fundamental result in the theory of algebraic groups is that every affine G-
variety can be equivariantly embedded into a finite-dimensional G-module. This
does not hold for ind-groups.
Proposition 2.6.5. Assume that an ind-group G of infinite dimension (see Defi-
nition 1.1.6) acts faithfully on an affine variety X. Then there is no embedding of
X as a closed G-stable subvariety of a representation V of G.
Proof. Assume that X embeds equivariantly into a representation V . Since X is a
variety the linear spanW := 〈X〉 ⊆ V is finite-dimensional and G-stable. Therefore,
we obtain an injective homomorphism of ind-groups G →֒ GL(W ). This is clearly
impossible, because dim G =∞. 
Note that the automorphism group Aut(X) acts faithfully on the coordinate
ring O(X). We will see later in Proposition 7.3.1 that this is a representation of the
ind-group Aut(X). But we don’t even know if a general affine ind-group admits a
nontrivial representation.
Question 2.6.6. Does any affine ind-group admit a faithful (or only nontrivial)
representation on a k-vector space of countable dimension ?
2.7. Homomorphisms with small kernels. The first result is an immediate
consequence of the fact that the image of a homomorphism of algebraic groups is
closed.
Proposition 2.7.1. Let G be an ind-group, G an algebraic group, and ϕ : G→ G a
homomorphism of ind-groups. Then the image ϕ(G) is a closed algebraic subgroup.
Proof. If G = ⋃k Gk, then there is a k such that ϕ(G) ⊆ Gk. It follows that ϕ(G) ⊆
Gk, and so ϕ(G) is a closed algebraic subgroup and ϕ induces a homomorphism
G→ ϕ(G) of algebraic groups with a dense image. Hence ϕ(G) = ϕ(G). 
We now apply the results from Section 1.8 to the case of homomorphisms of
ind-groups.
Proposition 2.7.2. Let G be an ind-group, G an algebraic group, and ϕ : G → G
a homomorphism of ind-groups.
(1) If dimKerϕ <∞, then G◦ is an algebraic group. In particular, dimG <∞.
(2) If G is connected, then ϕ(G) ⊆ G is a closed subgroup. Furthermore, there
exists a closed irreducible algebraic subset X of G such that ϕ(X) = ϕ(G).
(3) If G is connected and ϕ surjective, then dϕe : LieG → LieG is surjective,
and Kerdϕe ⊇ LieKerϕ.
Proof. (1) This follows from Proposition 1.8.3, because G◦ is curve-connected, by
Proposition 2.2.1
(2) We choose an admissible filtration G = ⋃Gk such that all Gk are irreducible.
Then the subsets ϕ(Gk) ⊆ G are irreducible and closed, and so there is a k0 > 0
such that ϕ(Gk0 ) = ϕ(Gk) for all k ≥ k0. It follows that H := ϕ(Gk0 ) ⊆ G is a
closed subgroup and that ϕ(G) ⊆ H . The image ϕ(Gk0 ) contains a subset U which
is open and dense in H . Since H is irreducible, it is well-known that U ·U = H (see
for example [Hum75, Lemma 7.4, page 54]). This yields ϕ(G) = H . Also, if k1 is
chosen such that Gk0 · Gk0 ⊆ Gk1 , we get ϕ(Gk1 ) = H , so that we can take X = Gk1 .
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(3) Choose X as in (2). This implies that the differential dϕg is surjective for all
g in an open dense set of X . Hence, for the induced morphism ϕ : g−1X → G the
differential dϕe : Teg
−1X → LieG is surjective, proving the first claim. The second
assertion is clear. 
The example Z ⊆ k+ shows that the connectedness assumption in (2) is neces-
sary. If k is uncountable, then (3) holds without assuming that G is connected. In
fact, G → G surjective then implies that G◦ → G◦ is surjective.
Question 2.7.3. Do we have that Ker dϕe = LieKerϕ?
In case of an uncountable base field k we have the following variation of the
proposition above.
Proposition 2.7.4. Assume that k is uncountable. Let ϕ : G → H be a homomor-
phism of ind-groups whose kernel is an algebraic group. Let H ⊆ H be an algebraic
subgroup and assume that H∩ϕ(G) is closed in H. Then, the inverse image ϕ−1(H)
is an algebraic subgroup. In particular, this holds if H ∩ ϕ(G) is constructible or if
H ⊆ ϕ(G).
Proof. We have H ∩ϕ(G) = ⋃kH ∩ϕ(Gk), and so H ∩ϕ(G) = H ∩ϕ(Gk) for some
k ≥ 0 by Lemma 1.3.1. This implies that ϕ−1(H) = Kerϕ · (ϕ−1(H) ∩ Gk), hence
ϕ−1(H) ⊆ Gm for some m ≥ k, proving that ϕ−1(H) is an algebraic subgroup. 
2.8. Factor groups and homogeneous spaces. If H ⊆ G is a closed subgroup
of an ind-group G one might ask if the homogeneous space G/H has the structure
of an ind-variety with the usual universal properties. If G is affine and H = H
a reductive algebraic subgroup, then on easily shows that G has an admissible
filtration G = ⋃k Gk where all Gk are affine and stable under right multiplication
with H . Since all H-orbits are isomorphic to H , the geometric quotient Gk/H exists
as an affine variety. It then follows that G/H = lim−→Gk/H is an affine ind-variety
with an action of G which has the usual universal properties of a homogeneous
space.
However, one cannot expect such a result in general. In Section 17.3 we will
construct a connected affine ind-group G and a closed connected subgroup H $ G
which has the same Lie algebra. Let us show that the homogeneous space G/H
cannot have a structure of an ind-variety with the usual properties of a homogeneous
space. In fact, if the projection π : G → G/H is a G-equivariant morphism, then dπe
is trivial, because Ker dπe ⊇ LieH = LieG. It follows from the G-equivariance
that dπg is trivial in every point g ∈ G which implies that G/H is a point (see
Example 1.9.3).
3. Families of Morphisms, of Endomorphisms, and of Automorphisms
3.1. Families of morphisms and the ind-variety of morphisms.
Definition 3.1.1. Let V,W and Z be ind-varieties. A family of morphisms from
V to W parametrized by Z is a morphism Φ: Z × V → W of ind-varieties. We use
the notation Φ = (Φz)z∈Z where Φz : V → W denotes the morphism sending v to
Φ(z, v).
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Definition 3.1.2. We say that Mor(V ,W) admits a natural structure of ind-variety
if it can be endowed with the structure of an ind-variety in such a way that families
of morphisms Z → Mor(V ,W) correspond to ind-morphisms Z → Mor(V ,W).
In other words, Mor(V ,W) admits a natural structure of ind-variety if and only
if the contravariant functor
Mor(V,W) : Ind-Var→ Sets, Z 7→ Mor(Z × V ,W)
is representable.
The following results follow immediately from the definitions.
Lemma 3.1.3. Let X , Y, Z, and T be ind-varieties, and assume that Mor(X ,Y),
Mor(Y,Z), Mor(X ,Z), Mor(Y, T ) admit natural structures of ind-varieties. Then
we have the following.
(1) The evaluation map
Mor(X ,Y) ×X → Y, (f, x) 7→ f(x)
is a morphism.
(2) The composition map
Mor(X ,Y)×Mor(Y,Z)→ Mor(X ,Z), (f, g) 7→ g ◦ f
is a morphism.
(3) For any g : Z → T the composition map
Mor(Y,Z)→ Mor(Y, T ), f 7→ g ◦ f
is a morphism.
(4) For any f : X → Y the composition map
Mor(Y,Z)→ Mor(X ,Z), g 7→ g ◦ f
is a morphism.
Here is our first existence result.
Lemma 3.1.4. If X, Y are affine varieties, then Mor(X,Y ) admits a natural
structure of ind-variety. Moreover, Mor(X,Y ) is an affine ind-variety.
Proof. By Proposition 1.10.1, the set Mor(X,Y ) = Y (O(X)) admits a structure of
ind-variety. It is easy to see that this structure has the requested universal property.

This result is easily extended to the case where Y is an affine ind-variety. For
the proof we use the following result.
Lemma 3.1.5. Let X,Y, Z be affine varieties and let σ : Y →֒ Z be a closed im-
mersion. Then the induced map
σ∗ : Mor(X,Y ) →֒ Mor(X,Z)
is a closed immersion of ind-varieties.
Proof. By Lemma 3.1.3(3) σ∗ is an ind-morphism.
Next we show that the image of σ∗, I := {ϕ ∈ Mor(X,Z) | ϕ(X) ⊆ σ(Y )}, is
closed. The evaluation maps εx : Mor(X,Z) → Z, ϕ 7→ ϕ(x), are morphisms by
Lemma 3.1.3(1), and so I = ⋂x∈X ε−1x (σ(Y )) is closed.
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It remains to see that σ∗ is a closed immersion. Again by Lemma 3.1.3(1), the
map ε : I × X → σ(Y ) ≃ Y , (ϕ, x) 7→ ϕ(x) is also an ind-morphism, as well as
the corresponding map I → Mor(X,Y ) (see Definition 3.1.2). It follows from the
construction that this is the inverse of the ind-morphism Mor(X,Y ) → I induced
by σ∗. 
Proposition 3.1.6. If X is an affine variety and Y an affine ind-variety, then
Mor(X,Y) admits a natural structure of ind-variety. Moreover, Mor(X,Y) is an
affine ind-variety.
Proof. Let Y = ⋃k∈N Yk be an admissible filtration of Y by affine varieties. By
Lemma 3.1.4, Mor(X,Yk) admits a universal structure of ind-variety, and, for
each k, we have a natural closed immersion Mor(X,Yk) → Mor(X,Yk+1), by
Lemma 3.1.5 above. It follows from Lemma 1.4.9 that Mor(X,Y) = lim−→Mor(X,Yk)
is an ind-variety, and one easily checks that it has the universal property we were
looking for. 
We now provide examples showing that Mor(X,Y ) does not necessarily admit a
natural structure of ind-variety in the two following cases:
(1) X is an affine variety and Y a quasi-affine variety;
(2) X is an affine ind-variety and Y an affine variety.
Example 3.1.7. Consider the quasi-affine variety A˙2 := A2 \ {(0, 0)}. We claim that
Mor(A1, A˙2) does not admit a natural structure of ind-variety. Assume that there
is such a structure. Consider the natural inclusion
ι : Mor(A1, A˙2) →֒ Mor(A1,A2) = k[x]2
and the closed algebraic subset Z := {(r, 1 + sx) | r, s ∈ k} ⊆ Mor(A1,A2). Then
Y := Z ∩Mor(A1, A˙2) = {(r, 1 + sx) | r, s ∈ k, r 6= 0 or r = s = 0} ⊆ Mor(A1, A˙2)
is closed, and it is an irreducible closed algebraic subset, because it is the image
of the morphism A2 → Mor(A1, A˙2), (a, b) 7→ (a, 1 + abx). Since Z is normal and
since the injective morphism Y → Z is dominant it follows from Zariski’s Main
Theorem in its original form (see [Mum99, Chap. III, §9, p. 209]) that Y → Z is
an open immersion. This is obviously a contradiction since Y is not open in Z.
Example 3.1.8. We claim that Mor(A∞,A1) = O(A∞) does not admit a natu-
ral structure of ind-variety. On one hand Mor(A∞,A1) = O(A∞) is equal to the
projective limit lim←− k[x1, . . . , xn], which contains lim←−
n
(kxn) =
∏
n
(kxn) ≃ kN, hence
its cardinality is at least equal to the cardinality of the power set P(k). On the
other hand it is clear that the cardinality of any ind-variety is at most equal to the
cardinality of k.
Remark 3.1.9. In the case where X is a projective variety and Y a quasi-projective
variety,Grothendieck has shown that there exists a universal structure of scheme
on Mor(X,Y ), the scheme having in general countably many components [Gro95,
4(c)], see also [Deb01, Chapter 2]. The scheme Mor(X,Y ) is naturally realized as
an open subscheme of the Hilbert scheme Hilb(X × Y ). For example, Mor(P1,Pn)
is the disjoint union of the varieties Mord(P1,Pn) of morphisms of degree d, and
Mord(P1,Pn) is an open set of the projective space P(Sd(k2)n+1) (see [Deb01, 2.1,
page 38]).
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Remark 3.1.10. If X is an affine variety, then End(X) = Mor(X,X) is an ind-
semigroup, i.e. an ind-variety with a semigroup structure such that the multiplica-
tion is an ind-morphism.
Remark 3.1.11. If G is a linear algebraic group and X an affine variety, we have
already seen in Section 2.5 that Mor(X,G) = G(O(X)) is an ind-group in a natural
way.
If X,Y, Z are affine varieties, then every morphism ϕ : X × Y → Z can be
regarded as a family of morphisms Y → Z parametrized by X , hence defines a
morphism X → Mor(Y, Z).
Lemma 3.1.12. Let X,Y, Z be affine varieties. Then the natural map
Mor(X × Y, Z)→ Mor(X,Mor(Y, Z)), ϕ 7→ (ϕ(x, ?))x∈X ,
is an isomorphism of ind-varieties.
Proof. (a) We first assume that Z = An. Then Mor(X × Y, Z) = O(X × Y )n and
Mor(X,Mor(Y, Z)) = Mor(X,O(Y )n) = O(X)⊗O(Y )n
where we use that for a k-vector space V of countable dimension we haveMor(X,V ) =
O(X)⊗V . The claim follows in this case, because the map is a linear isomorphism
of k-vector spaces of countable dimension.
(b) In general, we fix a closed embedding Z ⊆ An. Then Mor(X × Y, Z) ⊆
Mor(X × Y,An) and Mor(X,Mor(Y, Z)) ⊆ Mor(X,Mor(Y,An)) are closed ind-
subvarieties, and the claim follows from (a). 
Two other useful results in this context are the following.
Lemma 3.1.13. Let X,Y be affine varieties, and let x0 ∈ X, y0 ∈ Y . Then the
subset
Mor0(X,Y ) := {ϕ ∈ Mor(X,Y ) | ϕ(x0) = y0} ⊆Mor(X,Y )
is closed, and the map Mor0(X,Y ) → L(Tx0X,Ty0Y ), ϕ 7→ dϕx0 , is an ind-
morphism.
Proof. One easily reduces to the case where Y is a k-vector space V and y0 =
0. Then Mor(X,V ) = O(X) ⊗ V and Mor0(X,V ) = mx0 ⊗ V , hence closed in
Mor(X,Y ), and the map ϕ 7→ dϕx0 corresponds to mx0 ⊗ V → mx0/m2x0 ⊗ V =L(Tx0X,T0V ). 
Lemma 3.1.14. Let X,Y be affine varieties and W ,Z affine ind-varieties.
(1) If σ : W →֒ Z is a closed immersion, then the induced map
σ∗ : Mor(X,W)→ Mor(X,Z), ϕ 7→ σ ◦ ϕ,
is a closed immersion of ind-varieties.
(2) If µ : Y → X is a dominant morphism, then the induced map
µ∗ : Mor(X,Z) →֒ Mor(Y,Z), ϕ 7→ ϕ ◦ µ
is a closed immersion of ind-varieties.
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Proof. By Lemma 3.1.3(3) σ∗ and µ
∗ are both ind-morphisms.
(1) The claim is true ifW ,Z are affine varieties, by Lemma 3.1.5. Let Z = ⋃k Zk
be an admissible filtration, and let W = ⋃kWk be the induced filtration, i.e.
σ(Wk) = Zk ∩ σ(W). For any k we have a commutative diagram
Mor(X,Wk+1) σ∗−−−−→ Mor(X,Zk+1)x⊆ x⊆
Mor(X,Wk) σ∗−−−−→ Mor(X,Zk)
where all maps are closed immersions of ind-varieties. By construction we have
σ∗(Mor(X,Wk)) = σ∗(Mor(X,W))∩Mor(X,Zk), and thus σ∗ is a closed immersion.
(2) Let us first assume that Z is an affine variety Z. Using a closed embed-
ding Z ⊆ V into a finite-dimensional k-vector space V we obtain the following
commutative diagram of ind-morphisms:
Mor(X,Z)
⊆−−−−→ Mor(X,V ) O(X)⊗ Vyµ∗ yµ∗ yµ∗⊗id
Mor(Y, Z)
⊆−−−−→ Mor(Y, V ) O(Y )⊗ V
Since the induced map µ∗⊗ id : O(X)⊗V →֒ O(Y )⊗V is an injective linear map,
it is a closed immersion, and the claim follows in this case.
In general, we use an admissible filtration Z = ⋃k Zk. Since µ : X → Y is
dominant, we clearly have µ∗(Mor(Y,Zk)) = µ∗(Mor(Y,Z)) ∩Mor(X,Zk) which
implies that µ∗ is a closed immersion of ind-varieties. 
The following result shows that the ind-semigroup End(X) := Mor(X,X) of all
endomorphisms of X determines X up to isomorphisms.
Proposition 3.1.15. Let X and Y be affine varieties, and assume that there is an
isomorphism ψ : End(X)
∼−→ End(Y ) as ind-semigroups. Then X ≃ Y as varieties.
More precisely, the isomorphism ψ is induced by a uniquely determined isomorphism
ϕ : X
∼−→ Y .
Proof. For x ∈ X denote by γx ∈ End(X) the constant map with value x. Then the
map ιX : X → End(X), x 7→ γx, is a closed immersion. In fact, it is a morphism,
and there is a retraction given by the morphism εx0 : End(X)→ X , ϕ 7→ ϕ(x0).
Now we remark that the closed subset ιX(X) ⊆ End(X) of constant maps is
characterized by ιX(X) = {ϕ ∈ End(X) | ϕ ◦ ψ = ϕ for all ψ ∈ End(X)}. This im-
plies that the every isomorphism of ind-semigroups τ : End(X)
∼−→ End(Y ) defines
a bijective morphism τ |ιX (X) : ιX(X)→ ιY (Y ). The claim follows since the inverse
map is given by τ−1|ιY (Y ). 
Remark 3.1.16. A stronger result can be found in [AK14].
3.2. Vector fields and endomorphisms. As usual, a vector field δ on an affine
variety X is a map x 7→ δx ∈ TxX with the property that for every f ∈ O(X) the
function
δf : X → k, x 7→ δxf
is regular on X . It is easy to see that this gives a canonical identification of the
vector fields Vec(X) on X and the (k-linear) derivations Derk(O(X)) of O(X).
48 JEAN-PHILIPPE FURTER AND HANSPETER KRAFT
Moreover, Vec(X) is a module over O(X) by setting (fδ)x := f(x) · δx. If Y ⊆ X
is a closed subvariety, we define the submodule of vector fields “parallel” to Y by
VecY (X) := {δ ∈ Vec(X) | δy ∈ TyY for all y ∈ Y } ⊆ Vec(X).
The following result is well known.
Proposition 3.2.1. (1) Vec(X) is a finitely generated O(X)-module.
(2) Let f ∈ O(X) be a nonzero element. The restriction map δ 7→ δ|Xf induces
an isomorphism O(Xf )⊗O(X) Vec(X) ∼−→ Vec(Xf ).
(3) If X is irreducible, then dimk(X) k(X)⊗O(X) Vec(X) = dimX.
(4) If Y ⊆ X is a closed subvariety, then the linear map VecY (X) → Vec(Y ),
δ 7→ δ|Y , is a homomorphism of O(X)-modules. If X is an affine space An,
then this map is surjective.
Proof. We set R := O(X), so that Derk(R) = Vec(X), and we will only use that R
is a finitely generated k-algebra.
(1) If R = k[r1, . . . , rn], then the map
Derk(R)→ Rn, δ 7→ (δ(r1), . . . , δ(rn))
is an injective homomorphism of R-modules.
(2) Let S ⊆ R a multiplicatively closed subset with 0 /∈ S. Then we have a
canonical isomorphism RS ⊗R Derk(R) ∼−→ Derk(RS).
(3) If R is an integral domain with field of fraction K, then, by the previous
statement, we get an isomorphismK⊗RDerk(R) ≃ Derk(K). Now the claim follows
from the following two well-known assertions.
(a) If L/K is an algebraic field extension containing k, then
Derk(L) ≃ L⊗K Derk(K).
(b) If x1, . . . , xn are algebraically independent over k, then
Derk(k(x1, . . . , xn)) =
n⊕
i=1
k(x1, . . . , xn)∂xi .
Indeed, the last two points imply that if L is finitely generated extension of k, then
the dimension of Derk(L) over k is equal to the transcendence degree of L over k.
(4) The first assertion is obvious and the second follows from the fact that
Vec(An) is a free O(An)-module:
Derk(k[x1, . . . , xn]) =
n⊕
i=1
k[x1, . . . , xn]∂xi . 
Corollary 3.2.2. For every affine variety X there exists a vector field δ which is
nonzero on a dense open set. In particular, the map O(X) → Vec(X), f 7→ fδ, is
injective.
Proof. If δ ∈ Vec(X) is a vector field, then the set Z(δ) := {x ∈ X | δx = 0} ⊆ X
is closed, and Z(δ) = X if and only if δ = 0. Thus the first statement is clear in
case X is irreducible.
Let X =
⋃m
i=1Xi be the decomposition into irreducible components. There exist
regular functions fi ∈ O(X), i = 1, . . . ,m, such that (a) fi|Xi = 0, and (b) fi|Xj 6= 0
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for j 6= i. Setting f := f1f2 · · · fm we see that Xf =
⋃
i(Xi)f where the open sets
Ui := (Xi)f ⊆ Xi are pairwise disjoint and nonempty. It follows that
Vec(Xf ) =
m⊕
i=1
Vec(Ui).
Since Vec(Xf ) ≃ O(Xf )⊗O(X)Vec(X), by Proposition 3.2(b) above, we can find a
vector field δ ∈ Vec(X) such that δ|Ui 6= 0 for all i, proving the first claim.
Now assume that fδ = 0 for some f ∈ O(X). Then f(x)δx = 0 for all x ∈ X .
Hence f = 0 because δx is nonzero on a dense open set. 
Remark 3.2.3. The following two important results are due to Siebert [Sie96]. Let
X,Y be affine varieties.
(1) [Sie96, Proposition 1] The Lie algebra Vec(X) is simple if and only if X is
smooth.
(2) [Sie96, Corollary 3] If Vec(X) is isomorphic to Vec(Y ) as Lie algebras, and
if X,Y are both normal, then X ≃ Y .
We have seen in Lemma 3.1.4 that End(X) is an ind-variety in a natural way.
For any x ∈ X we have a morphism µx : End(X)→ X , ϕ 7→ ϕ(x), with differential
dµx : Tid End(X)→ TxX . Thus, for any H ∈ Tid End(X), we obtain an “abstract”
vector field ξH defined by ξH(x) := dµx(H).
Proposition 3.2.4. For every H ∈ Tid End(X), ξH is a vector field on X, and the
linear map ξ : Tid End(X) →֒ Vec(X) = Derk(O(X)), H 7→ ξH , is an inclusion. If
X is a k-vector space, then ξ is an isomorphism.
Proof. (a) In caseX = An we have End(An) = k[x1, . . . , xn]n, hence Tid End(An) =
k[x1, . . . , xn]n. If H = (h1, . . . , hn) ∈ Tid End(An), then ξH =
∑n
i=1 hi
∂
∂xi
. In fact,
µa(id+εH) = a+ εH(a) hence ξH(a) = H(a), i.e. ξH =
∑n
i=1 hi
∂
∂xi
.
(b) For the general case we choose a closed immersion X ⊆ kn so that O(X) =
k[x1, . . . , xn]/I(X). This defines a closed immersion of ind-varieties End(X) ⊆
Mor(X, kn) = O(X)n, hence an inclusion Tid End(X) ⊆ O(X)n. By definition,
(f1, . . . , fn) ∈ End(X) if and only if F (f1, . . . , fn) = 0 for all F ∈ I(X). Therefore,
we have for H = (h1, . . . , hn) ∈ Tid(End(X))
F (x¯1 + εh1, . . . , x¯n + εhn) = 0 for all F ∈ I(X),
and so
n∑
i=1
hi
∂F
∂xi
(x¯1, . . . , x¯n) = 0 for all F ∈ I(X).
The latter means that
∑n
i=1 hi
∂
∂xi
: k[x1, . . . , xn] → O(X) induces a derivation ξH
of O(X) by ξH x¯i = hi, i.e. a vector field given by ξH(a) = (h1(a), . . . , hn(a)) ∈
TaX ⊆ kn. It is clear now that the linear map H 7→ ξH is injective. 
It is not true that ξ : Tid End(X)→ Vec(X) is always an isomorphism. In fact, if
End(X) is finite-dimensional (see Section 5.5 for examples) and if X has dimension
at least one, then ξ cannot be an isomorphism, because Vec(X) is a k-vector space
of infinite dimension, by Proposition 3.2.
Question 3.2.5. Is it true that the image of Tid End(X) in Vec(X) is a Lie sub-
algebra?
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3.3. Families of automorphisms. The study of families of automorphisms plays
a fundamental role in our paper. We give here some basic facts.
Definition 3.3.1. Let X be a variety and Y an ind-variety. A family of automor-
phisms of X parametrized by Y is a Y-automorphism of X×Y, i.e. an automorphism
Φ of X × Y such that the projection pr : X × Y → Y is invariant: prY ◦Φ = prY).
We use the notation Φ = (Φy)y∈Y where Φy is the induced automorphism of the
fiber pr−1Y (y) = X × {y} which we identify with X . In this way, the family Φ can
be regarded as a map Φ: Y → Aut(X).
Similarly, for an algebraic group G, a family of G-actions on X parametrized by
Y is a G-action Φ on X×Y such that the projection pr : X×Y → Y is G-invariant.
Again we use the notation Φ = (Φy)y∈Y where Φy is the G-action on the fiber
X × {y} identified with X .
In the definition of a family of automorphism we assumed that Φ itself is an
automorphism. However, this is not necessary as the following proposition shows.
Note that in the case where X is affine, this proposition is a direct consequence of
the statement claiming that any injective endomorphism of an affine variety is an
isomorphism.
Proposition 3.3.2. Let X and Y be varieties where X is irreducible, and let
Φ = (Φy)y∈Y be a family of endomorphisms of X. If every Φy is an automorphism,
then so is Φ.
Proof. We can clearly assume that Y is irreducible.
The assumption implies that the tangent maps
dΦ(x,y) : T(x,y)(X × Y )→ TΦ(x,y)(X × Y )
are isomorphisms for all (x, y) ∈ X × Y , because dΦ(x,y) = ((dΦy)x, id). Thus Φ
induces an isomorphism Φ: (X × Y )smooth ≃ (X × Y )smooth. In particular, Φ is
birational.
If ηY : Y˜ → Y is the normalization of Y , then Φ induces, by base change, a
morphism Φ′ : X × Y˜ → X × Y˜ over Y˜ which is also an isomorphism on the fibers
X × {y˜}.
If ηX : X˜ → X is the normalization of X , then ηX × id : X˜ × Y˜ → X × Y˜ is the
normalization of X× Y˜ and so Φ′ induces a morphism Φ˜: X˜× Y˜ → X˜× Y˜ over Y˜ ,
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and Φ˜ has again the property that it induces isomorphisms on the fibers X˜ × {y˜}.
X˜ × Y˜ X˜ × Y˜
Y˜
X × Y˜ X × Y˜
Y˜
X × Y X × Y
Y
Φ˜
prY˜
ηX×id ηX×id
prY˜
id
Φ′
prY˜
id×ηY
prY˜
id×ηY
ηY
Φ
prY prY
Since X˜ × Y˜ is normal and Φ˜ bijective, Zariski’s Main Theorem in its original
form (see [Mum99, Chap. III, §9]) says that Φ˜ is an isomorphism.
Next we claim that Φ is finite. For this we look at the square
X˜ × Y˜ Φ˜−−−−→
≃
X˜ × Y˜yη yη
X × Y Φ−−−−→ X × Y
where the vertical map η is the normalization. Now Zariski’s Main Theorem in
Grothendieck’s form (see [Mum99, Chap. III, §9]) says that there is an open
immersion ι : X × Y →֒ Z and a finite surjective morphism ρ : Z → X × Y such
that Φ = ρ ◦ ι.
X˜ × Y˜ X˜ × Y˜
X × Y X × Y
Z
Φ˜
≃
η′
η η
Φ
ι ρ
Since Φ◦η = η ◦ Φ˜ is the normalization, this map factors through ρ, i.e. there exists
a morphism η′ : X˜ × Y˜ → Z such that Φ ◦ η = ρ ◦ η′. Hence, η′ = ι ◦ η : X˜ × Y˜ → Z
is finite and thus surjective, and so X × Y = Z.
Now the claim follows from the next lemma. In fact, since the tangent maps are
bijective, the fibers Φ−1(x, y) are reduced. 
Lemma 3.3.3. Let ϕ : U → Z be a bijective finite morphism between irreducible
varieties. If ϕ has reduced fibers, then ϕ is an isomorphism.
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Proof. We can assume that Z and hence U are both affine. Consider the short exact
sequence of finitely generated O(Z)-modules
0 −−−−→ O(Z) ⊆−−−−→ O(U) −−−−→ M := O(U)/O(Z) −−−−→ 0
If m ⊆ O(Z) is a maximal ideal, then mO(U) ⊆ O(U) is a maximal ideal, by
assumption, and so M/mM = O(U)/(mO(U) +O(Z)) = (0). Hence M = (0). 
4. Commutative k-Algebras and Invertible Elements
4.1. The embedding of R∗ into R. Let R be a finitely generated commutative k-
algebra.We have seen in Proposition 2.5.1 that the group GL1(R) ≃ R∗ of invertible
elements of R has a “natural” structure of an affine ind-group. This structure is
obtained from the closed immersion GL1(R) →֒ R×R, r 7→ (r, r−1). In particular,
the first projection induces an injective morphism p : GL1(R)→ R whose image is
R∗ ⊂ R.
We will now show that this image is locally closed and that the bijective mor-
phism p′ : GL1(R)→ R∗ is an isomorphism of ind-varieties.
Theorem 4.1.1. For a finitely generated commutative k-algebra R, the group R∗
of invertible elements is locally closed in R. More precisely, if NZ(R) denotes the
set of nonzero divisors of R, then R∗ is closed in NZ(R), and NZ(R) is open in R.
In addition, the inverse ι : R∗ → R∗, r 7→ r−1 is an isomorphism of ind-varieties.
In particular, p′ : GL1(R)→ R∗ is an isomorphism of ind-groups.
In the following we write R = k[x1, . . . , xn]/(q1, . . . , qm) and set Rk to be the
image of k[x1, . . . , xn]≤k. Then R =
⋃
kRk is a filtration by finite-dimensional
subspaces, and one has RkRm ⊆ Rk+m.
Lemma 4.1.2. For any k ≥ 1 there is an e = e(k) such that the following holds:
If r ∈ Rk is invertible, then r−1 ∈ Re.
For the proof we will use the following result given in [Her26, p. 49] (cf. [MM82,
p. 312] and [Sei74, §57]).
Proposition 4.1.3. If p, q0, . . . , qm ∈ k[x1, . . . , xn] are of degree ≤ k and if p ∈
(q0, . . . , qm), then there exist p0, . . . , pm ∈ k[x1, . . . , xn] such that
p =
m∑
i=0
pi qi and deg pi ≤ k + ((m+ 1)k)2
n
for all i.
Proof of Lemma 4.1.2. Let q ∈ k[x1, . . . , xn] be a lift of r ∈ Rk such that deg q ≤ k.
If r ∈ R is invertible, then 1 ∈ (q, q1, . . . , qm). Thus, by Proposition 4.1.3 above,
there exist p, p1, . . . , pm of degree ≤ e := k + ((m+ 1)k)2
n
such that 1 = pq +∑
i≥1 piqi. Hence, r
−1 = p¯ ∈ Re. 
Proof of Theorem 4.1.1. It is clear that NZ(R) is open in R, because the set of zero
divisors of R is the union of the (finitely many) associated primes which is a closed
subset.
Next we prove that R∗ is closed in NZ(R), i.e. that R∗k := R
∗ ∩ Rk is closed in
NZ(R)k := NZ(R)∩Rk. Clearly, r ∈ Rk is invertible if and only if the multiplication
map λr : R → R, s 7→ rs, is bijective. This is equivalent to the condition that 1
belongs to the image of λr. By Lemma 4.1.2 this means that 1 ∈ λr(Re), e = e(k).
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Denoting by L′(Re, Rke) the set of injective linear maps, we see from the following
Lemma 4.1.4 that the set {h ∈ L′(Re, Rke) | 1 ∈ h(Re)} is closed in L′(Re, Rke).
It follows that the set of invertible elements in Rk is closed in the set of nonzero
divisors of Rk.
It remains to see that the inverse map is an ind-morphism, i.e. that the maps
Rk → Re, r 7→ r−1, are morphisms. This is a direct consequence of Lemma 4.2.1
in the following section, applied to the multiplication map µ : Rk × Re → Rke,
(r, s) 7→ rs. 
Lemma 4.1.4. Let V,W be finite-dimensional k-vector spaces, and let w0 ∈ W .
Denote by L(V,W ) the linear maps from V to W , and by L′(V,W ) ⊆ L(V,W ) the
subset of injective maps. Then the following holds.
(1) The subset L′(V,W ) ⊆ L(V,W ) is open;
(2) The subset F := {h ∈ L′(V,W ) | w0 ∈ h(V )} is closed in L′(V,W ).
Proof. (1) This is well-known, because the set of maps of rank ≤ k is closed for
each k.
(2) We can assume that n := dimV < m := dimW . Choosing bases of V andW ,
the injective morphisms are given by the m×n-matrices A of rank n. The condition
w0 ∈ A(V ) means that all (n+ 1)× (n+ 1) minors of the extended matrix (A|w0)
are zero, hence the claim. 
Remark 4.1.5. If we only assume that the algebra R has countable dimension, then
it no longer true that R∗ is locally closed in R. Set R = k[x, (x+ n)−1, n ∈ Z] and
consider the affine line L := {x+ a, a ∈ k} ⊆ R. Then, R∗ ∩L = {x+ a, a ∈ Z} is
not locally closed in L, proving that R∗ is not locally closed in R.
4.2. Division is a morphism. The following “Division Lemma” was used in the
proof of Theorem 4.1.1 above. We will need it again in Section 12, in the proof of
Proposition 12.1.1.
Lemma 4.2.1. Let U , V and W be finite-dimensional k-vector spaces, and let
β : U × V → W be a k-bilinear map. Let X be a variety, and let µ : X → U ,
ρ : X →W be morphisms with the property that for all x ∈ X there exists a unique
element ν(x) ∈ V such that β(µ(x), ν(x)) = ρ(x). Then the map ν : X → V is a
morphism.
Proof. Choose bases u1, . . . , un of U , v1, . . . , vm of V , and w1, . . . , wℓ of W , and
write µ(x) =
∑
i gi(x)ui, ν(x) =
∑
j fj(x)vj , and ρ(x) =
∑
k hk(x)wk. By assump-
tion, the functions gi(x) and hk(x) are regular on X , and we have to show that the
functions fj(x) are also regular.
The equation β(µ(x), ν(x)) = ρ(x) is equivalent to a linear system of equations
(S(x))
m∑
j=1
akj(x)fj(x) = hk(x), 1 ≤ k ≤ ℓ,
where the functions akj(x) are linear in the gi(x), hence regular. For a fixed x0 ∈ X
the system (S(x0)) has, by assumption, a unique solution (f1(x0), . . . , fm(x0)).
Therefore, the matrix (akj(x0))kj has an invertible m×m submatrix. Clearly, this
matrix remains invertible for all x in an open neighborhood of x0. Now Cramer’s
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rule implies that the functions fj(x) are regular in this neighborhood, and the claim
follows. 
For later use we give the following application of the Divison Lemma.
Corollary 4.2.2. Let R be a finitely generated k-domain. Choose a filtration R =⋃
kRk by finite-dimensional subspaces. Let X be a variety, and let µ : X → R,
ρ : X → R be morphisms of ind-varieties such that the following holds:
(∗) µ(x) 6= 0 for all x ∈ X, and there is a k ≥ 1 such that ν(x) := ρ(x)
µ(x) ∈ Rk
for all x ∈ X.
Then ν : X → R is an ind-morphism.
Proof. The assumptions imply that there exist m, ℓ ≥ 1 such that the following
holds:
(a) µ(X) ⊆ Rm \ {0};
(b) ρ(X) ⊆ Rℓ and Rm · Rk ⊆ Rℓ;
(c) ρ(X) ⊆ µ(X) · Rk (this follows from (∗)).
Now set U := Rm, V := Rk and W := Rℓ, and take for β : U × V → W
the multiplication in R, using that Rm · Rk ⊆ Rℓ, by (b). Since R is a domain
it follows from (a) and (c) that the property of Lemma 4.2.1 is satisfied for the
map ν : X → Rk defined by ν(x) := ρ(x)µ(x) . Thus ν : X → R is an ind-morphism, as
claimed. 
4.3. Principal open sets. If X is an affine variety and f ∈ O(X) a nonzero func-
tion, then one defines the principal open set Xf := {x ∈ X | f(x) 6= 0} ⊆ X which
is again an affine variety. For any k-algebra R of countable dimension we obtain an
injective morphism ι : Xf(R) → X(R) of ind-varieties (Proposition 1.10.1) whose
image is
X ′(R) := {a ∈ X(R) | f(R)(a) ∈ R∗} ⊆ X(R).
This follows from the fact that the affine variety Xf is defined by
Xf = {(x, s) | s · f(x) = 1} ⊂ X × k.
Proposition 4.3.1. The morphism ι : Xf (R)→ X(R) is a (locally closed) immer-
sion, i.e. its image X ′(R) := ι(Xf (R)) ⊆ X(R) is locally closed and ι induces an
isomorphism Xf(R)
∼−→ X ′(R).
Proof. The function f : X → k = A1 defines a morphism f(R) : X(R) → R of
ind-varieties (Proposition 1.10.1). Hence the subset
X ′(R) = {a ∈ X(R) | f(R)(a) ∈ R∗} = f(R)−1(R∗)
is locally closed, because R∗ ⊂ R is locally closed (Theorem 4.1.1). By definition
Xf(R) = {(a, r) ∈ X(R)×R | r · f(R)(a) = 1} ⊂ X(R)×R.
Since the inverse R∗ → R∗ is a morphism, by Theorem 4.1.1, we see that the map
g : X ′(R)→ R, a 7→ [f(R)(a)]−1, is also a morphism. Therefore, the map
κ : X ′(R)→ X(R)×R, a 7→ (a, g(a)),
is a morphism whose image isXf (R). Since κ is the inverse of ι the claim follows. 
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Corollary 4.3.2. The inclusion ι : GLn(R) →֒ Mn(R) is a (locally closed) immer-
sion of ind-varieties. In particular, the invertible R-matrices form a locally closed
subset of Mn(R).
Here is another consequence of Theorem 4.1.1.
Corollary 4.3.3. Let X,Y be affine varieties, and let Yf ⊆ Y be a principal open
set. Then Mor(X,Yf ) ⊆ Mor(X,Y ) is locally closed.
Proof. Consider the following map ρ : Mor(X,Y ) → Mor(X, k) = O(X), ρ(ϕ) :=
f ◦ ϕ = ϕ∗(f). This is an ind-morphism (Remark 3.1.10), and Mor(X,Yf ) =
ρ−1(O(X)∗), hence the claim, by Theorem 4.1.1. 
Question 4.3.4. Does this hold for an arbitrary open affine variety Y ′ ⊆ Y ?
4.4. The structure of the ind-group R∗. For the coordinate ring R = O(X)
of an irreducible affine variety X it has been shown by Rosenlicht in [Ros57,
Lemma to Proposition 3] that the group R∗/k∗ is finitely generated and torsion
free (cf. [KKV89, 1.3 Proposition 3]). The following result generalizes this.
Proposition 4.4.1. Let R be a finitely generated commutative k-algebra, r ⊆ R
its nilradical, and let d ≥ 1 be the number of connected components of the affine
variety Spec(R/r). Then the following holds.
(1) There is an isomorphism of ind-groups (R∗)◦ ≃ (1 + r)× (k∗)d.
(2) The quotient R∗/(R∗)◦ is a finitely generated free abelian group. In partic-
ular, dimR∗ = dimk r+ d.
(3) The exponential map r→ U := 1 + r defines an isomorphism of ind-groups
(r,+)
∼−→ (U,×). In particular, the ind-group (R∗)◦ is nested.
Proof. (a) First assume that R is reduced, i.e. R = O(X) for some affine variety X .
Denote by E ⊆ O(X) the locally constant regular function. Clearly, E is a product
of d copies of the field k. Let X =
⋃
j Xj be the decomposition into irreducible
components. We have an injective homomorphism O(X) →֒ ∏j O(Xj), and the
projections O(X) ։ O(Xj) map E surjectively onto k, the constant functions
of O(Xj). It follows that we get an injection O(X)∗/E∗ →֒
∏
j O(Xj)∗/k∗. In
fact, if the image of f in each O(Xj) is constant, then f is locally constant. By
Rosenlicht’s Theorem (cf. [KKV89, §1, Proposition 1.3]), the groups O(Xj)/k∗
are finitely generated and torsion free, hence the the claim follows in this case.
(b) In general, the nilradical r is nilpotent, and so the inverse image 1 + r of 1
under the map p : R→ R/r consists of invertible elements, hence p−1((R/r)∗) = R∗.
In particular, we have an exact sequence of ind-groups (see Proposition 2.5):
1 −−−−→ 1 + r ⊆−−−−→ R∗ p−−−−→ (R/r)∗ −−−−→ 1
It follows that 1→ 1+r→ p−1(E)→ E → 1 is also an exact sequence of ind-groups.
We claim that this sequence splits, hence p−1(E) is connected and isomorphic to
(1+ r)×E∗, and R∗/p−1(E) ∼−→ (R/r)∗/E which is a finitely generated free abelian
group, by (a), proving (1) and (2).
In order to prove the claim choose inverse images e˜1, . . . , e˜d ∈ R of the standard
k-basis of E = kd ⊆ R/r, and set A := k[e˜1, . . . , e˜d] ⊆ R. Then rA := r ∩ A is
the nilradical of A and A/rA ≃ E. It follows that A is finite-dimensional, and so
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A∗ ⊆ R∗ is an algebraic group. As above, we have an exact sequence 1→ 1+ rA →
A∗ → E∗ → 1 which clearly splits, because 1 + rA is a unipotent group and E∗ is
a torus.
Since rm = (0) for some m ≥ 1, it is clear that the exponential map exp: r→ U ,
x 7→ exp(x) = ∑i≥0 xii! and the logarithm log : U → r, 1 + r 7→ log(1 + r) =∑
i≥1(−1)i−1 x
i
i
are morphisms of ind-groups, and it is not difficult to see that each
one is the inverse of the other, cf. Section 6.2). 
4.5. The case of non-commutative k-algebras. If R is an associative, but not
necessarily commutative k-algebra of countable dimension, we also have a “natural”
structure of an affine ind-group structure on the group R∗ of invertible elements,
obtained in the following way (cf. Section 4.1). The subset
A := {(r, s) ∈ R×R | rs = 1} ⊂ R ×R
is closed, and the first projection pr1 : R×R→ R induces a bijection A ∼−→ R∗ and
thus endows R∗ with the structure of an ind-variety. It is easy to see that R∗ is an
ind-group and that the injection R∗ →֒ R is a morphism of ind-semigroups. (There
will be more about this in Section 13 where we study “general algebras” R.)
One could expect that the structure results for R∗ given in Proposition 4.4.1
above carry over to the non-commutative case. But this is not true, and our example
is based on the counterexamples to the famous Burnside Problem which we are
going to recall first.
Let F2 denote the free group in two generators, and let Pn := 〈zn | z ∈ F2〉
be the subgroup generated by the nth powers of all elements from F2. This is a
normal subgroup, and the quotient group B(n) := F2/Pn is the so called Burnside
group. By construction, every element of B(n) has a finite order dividing n. It was
shown by S.V. Ivanov that B(n) is infinite for n ≥ 248 [Iva92], and this bound
was improved by I.G. Lysenok who showed that B(n) is infinite for n ≥ 8000.
Now we consider the group algebra R(n) := k[B(n)] which is a quotient of the
free associative k-algebra in 2 generators. If we denote by x, y the two generators
of B(n), then R(n) is generated as a k-algebra by x, y, and B(n) ⊂ R(n)∗ is the set
of monomials in x, y. For every z ∈ B(n) the commutative subalgebra k[z] ⊂ R(n)
is the group algebra of 〈z〉, hence it is isomorphic to a product of m copies of k
where m is the order of z. Therefore, k[z]∗ ⊆ R(n)∗ is an m-dimensional torus, and
in particular it is connected.
Now assume that (R(n)∗)◦ is a nested ind-group. Then the subgroup generated
by the two tori k[x]∗ and k[y]∗ is contained in a connected algebraic subgroup
G ⊂ (R(n)∗)◦. Since G contains all monomials in x, y we have B(n) ⊆ G. We claim
that this implies that B(n) is finite. In fact, the inclusion map R(n)∗ →֒ R(n) is
an ind-morphism, hence G is contained in an algebraic subset of R(n). It follows
that B(n) belongs to a finite-dimensional linear subspace of R(n) and thus must
be finite, because B(n) is a basis of R(n).
This establishes the following result.
Proposition 4.5.1. Let B(n) := B(2, n) be the Burnside group, and let R(n) :=
k[B(n)] be its group algebra. If n is large enough so that B(n) is infinite (e.g.
n ≥ 8000), then the connected component (R(n)∗)◦ does not have the structure of
a nested ind-group.
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We have seen above that every element from B(n) ⊂ R(n)∗ is semisimple and
that the group R(n)∗ contains a lot of tori. One might wonder whether all elements
of G are locally finite. The next proposition shows that this is not the case if n is
large enough.
Proposition 4.5.2. We use the same notation as in Proposition 4.5.1.
(1) For any λ ∈ k such that λn 6= 1 we have (x− λy) ∈ (R(n)∗)◦.
(2) If B(n) is infinite and a ≥ 2 is an integer, then the element (x+ay) ∈ R(n)
is not locally finite.
Proof. (a) The following holds in the algebra k[z] := k[Z]/(Zm − 1): A polynomial
p(z) ∈ k[z] is invertible if and only if p(ζ) 6= 0 for all m-th roots of unity ζ. In
fact, k[z] is isomorphic to km, and the projections onto the factors are given by
p(z) 7→ p(ζ).
(b) We have (x−λy) = x(1−λx−1y), and (1−λx−1y) ∈ k[z] where z := x−1y ∈
B(n). It follows from (a) that (1− λz) is invertible if λ is not a n-th root of unity.
Moreover, the inverses of all (1 − λz) belong to the finite-dimensional subspace
k[z] ⊂ R(n) which implies that the map
µ : C := k \ {nth roots of unity} → R(n)∗, λ 7→ (x − λy),
is a morphism. Since µ(0) = x ∈ (R(n)∗)◦ we find µ(C) ⊂ (R(n)∗)◦, proving (1).
(c) If a ≥ 2 is an integer, then −a is not a nth root of unity, so that (x + ay)
belongs to (R(n)∗)◦ by (1). Denote by B(n)k the set of elements of B(n) that might
be expressed as monomials in x, y of degree k. Since (x+ay)k is a linear combination
of all monomials in x, y of degree k and since all coefficients are positive rational
numbers there exist positive rational numbers ab, b ∈ B(n)k, such that
(x+ ay)k =
∑
b∈B(n)k
abb.
The infinite set B(n) is the union of the finite sets B(n)k, k ≥ 1. This proves
that there is no finite-dimensional subspace of R(n) which contains all the powers
(x+ ay)k, k ≥ 1. Hence, the elements (x+ ay) are not locally finite. 
4.6. Endomorphisms of commutative k-algebras. For a k-algebra R we de-
note by End(R) the semigroup of k-algebra endomorphisms.
Proposition 4.6.1. For every finitely generated commutative k-algebra R the set
End(R) has a natural structure of an ind-semigroup. Moreover, there is a canonical
embedding δ : Tid End(R) →֒ Derk(R).
Proof. (a) Assume that R = k[x1, . . . , xn]/I. Then
End(R) = {(r1, . . . , rn) ∈ Rn | p(r1, . . . , rn) = 0 for all p ∈ I} ⊆ Rn,
and this is a closed subset of Rn. It is easy to see that the induced ind-variety struc-
ture has the property that families of algebra endomorphisms of R parametrized by
an ind-variety Z correspond bijectively to morphisms Z → End(R). Therefore, this
structure does not depend on the presentation of R as a quotient of a polynomial
ring. In addition, the composition of homomorphism is a morphism, so that End(R)
is an ind-semigroup.
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(b) If A = (a1, . . . , an) ∈ Tid End(R) ⊆ Rn, then
p(x¯1 + εa1, . . . , x¯n + εan) = 0 for all p ∈ I,
hence ∑
i
ai
∂p
∂xi
(x¯1, . . . , x¯n) = 0 for all p ∈ I.
It follows that
∑
i ai
∂
∂xi
: k[x1, . . . , xn]→ R induces a derivation δA : R→ R where
δA(x¯i) = ai. This shows that we obtain an embedding δ : Tid End(R) →֒ Derk(R).

Remark 4.6.2. This latter proposition will be generalized to a general algebra R in
Section 13 (see Propositions 13.1.2 and 13.3.1).
We can use this result to give a more algebraic description of the construction
of the vector field ξH associated to a tangent vector H ∈ Tid End(X), see Propo-
sition 3.2.4. We have a canonical map τ : End(X)
∼−→ End(O(X)), ϕ 7→ ϕ∗, which
is an anti-isomorphism of ind-semigroups. Now it is easy to see that the following
diagram is commutative.
Tid End(X)
ξ−−−−→ Vec(X)
didτ
y≃ y≃
Tid End(O(X)) δ−−−−→ Derk(O(X))
Therefore, if we identify End(X) with End(O(X)) via ϕ 7→ ϕ∗, then the vector
field ξH corresponds to the derivation δH . This also explains why ξ is an anti-
homomorphism of Lie algebras whereas δ is a homomorphism of Lie algebras.
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Part 2. AUTOMORPHISM GROUPS AND GROUP ACTIONS
This part is devoted to the study of automorphism groups Aut(X) of affine va-
rieties X . These groups are ind-groups in a natural way, and they are locally closed
in End(X). We define actions of ind-groups on affine varieties and representations
of ind-groups. We will see that the Lie algebra of Aut(X) is naturally embedded
into the Lie algebra Vec(X) of vector fields on X . We also show that the automor-
phism group Aut(R) of a finitely generated general algebraR is an affine ind-group.
Finally, we give an example of a bijective homomorphism of connected ind-groups
which is not an isomorphism.
5. The Automorphism Group of an Affine Variety
5.1. The ind-group of automorphisms. In this section we show that for every
affine variety X the automorphism group Aut(X) has a natural structure of ind-
variety. We will also see that Aut(X) is locally closed in End(X). Recall that a
family of automorphisms ofX parametrized by an ind-variety Y is an automorphism
of X × Y over Y, see Definition 3.3.1.
Theorem 5.1.1. Let X be an affine variety.
(1) There exists a structure of an affine ind-group on Aut(X) such that families
of automorphisms of X parametrized by an ind-variety Y correspond to
morphisms Y → Aut(X) of ind-varieties.
(2) The following map is a closed immersion:
ι : Aut(X)→ End(X)× End(X), ϕ 7→ (ϕ, ϕ−1).
Proof. (1) Define the closed subset
A(X) := {(ϕ, ψ) ∈ End(X)× End(X) | ϕ · ψ = id = ψ · ϕ} ⊆ End(X)× End(X).
which can be identified with Aut(X) via the first projection. It is clear that with
this structure of a group the affine ind-variety A(X) becomes an ind-group which
has the required universal property (see Lemma 3.1.4).
(2) The previous construction shows that ι is a closed immersion with image
A(X). 
Let us state and prove the following relative version of the theorem above.
Lemma 5.1.2. For any morphism π : X → Y between affine varieties, the group
AutY (X) := {ϕ ∈ Aut(X) | π ◦ ϕ = π}
is closed in the ind-group Aut(X). In particular AutY (X) is an ind-group and has
the obvious universal property.
Proof. It follows from Lemma 3.1.3(3) that the composition
Aut(X) →֒ End(X)→ Mor(X,Y ), ϕ 7→ π ◦ ϕ,
is an ind-morphism. Since AutY (X) is the preimage of {π} it is closed. 
If π = prY : X × Y → Y , then the families of automorphisms of X parametrized
by Y forms the subgroup AutY (X × Y ) of Aut(X × Y ). The theorem above tells
us that there is a natural bijective map
AutY (X × Y ) ∼−→ Mor(Y,Aut(X)).
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Proposition 5.1.3. The subgroup AutY (X × Y ) ⊂ Aut(X × Y ) is closed, and the
natural map
Φ: AutY (X × Y ) ∼−→ Mor(Y,Aut(X))
is an isomorphism of ind-groups.
Proof. The first statement is a special case of Lemma 5.1.2.
By Lemma 3.1.12 the canonical map Mor(X × Y,X) → Mor(Y,End(X)) is an
isomorphism of ind-varieties. In addition, there is an isomorphism EndY (X×Y ) ∼−→
Mor(X × Y,X) given by ϕ 7→ prX ◦ϕ, whose inverse is ψ 7→ (ψ, idY ). Thus the
canonical map Ψ: EndY (X × Y ) → Mor(Y,End(X)) is an isomorphism of ind-
varieties. From this we obtain a commutative diagram
EndY (X × Y )× EndY (X × Y ) Ψ−−−−→
≃
Mor(Y,End(X)× End(X))xι : ϕ 7→(ϕ,ϕ−1) xMor(Y,ι)
AutY (X × Y ) Φ−−−−→ Mor(Y,Aut(X))
where the vertical maps are closed immersions (Theorem 5.1.1(2)). Since Φ is bi-
jective it is an isomorphism. 
Example 5.1.4. Let X,Y be affine varieties. Assume that all morphisms ϕ : X → Y
are constant as well as all morphisms ψ : Y → X . Then we have
End(X × Y ) = End(X)× End(Y ) and Aut(X × Y ) = Aut(X)×Aut(Y ).
In fact, if Φ = (ϕ1, ϕ2) : X×Y → X×Y is an endomorphism, then ϕ1 : X×Y → X
corresponds to a morphism ϕ˜1 : Y → End(X) of ind-varieties which is constant,
because y 7→ ϕ˜1(x)(y) = ϕ1(x, y) is constant for every x ∈ X . Thus ϕ1(x, y) =
ϕ1(x), and similarly ϕ2(x, y) = ϕ2(y).
An interesting example is the following (see [LRU18, Theorem 1.3]). Let X be a
torus, and let C be an affine smooth curve such that Aut(C) is trivial and O(C)∗ =
k∗. Then Aut(X × C) = Aut(X).
(In fact, there are no non-constant morphisms C → X , because O(X) is generated
by invertible elements, and there are no non-constant morphisms X → C, since
otherwise C is rational, hence isomorphic to A1 and thus Aut(C) is nontrivial.)
Example 5.1.5. Set A˙1 := A1 \ {0}. For the group Aut(A1 × A˙1) we have a split
exact sequence
1 −−−−→ Aut
A˙1
(A1 × A˙1) −−−−→ Aut(A1 × A˙1) p−−−−→ Aut(A˙1) −−−−→ 1.
The splitting is given by the obvious closed immersion Aut(A˙1) →֒ Aut(A1 × A˙1).
Moreover, Aut(A˙1) = 〈τ〉⋉ k∗ where τ : x 7→ x−1, and, by the proposition above,
Aut
A˙1
(A1 × A˙1) ≃ Mor(A˙1,Aut(A1)) ≃ Aff(1)(k[t, t−1]) = k[t, t−1]∗ ⋉ k[t, t−1]+,
cf. Remark 2.5.2. In particular, Aut(A1 × A˙1) = Aut(A˙1) ⋉ Aut
A˙1
(A1 × A˙1) is
a semidirect product of closed ind-subgroups, and the connected component of
Aut(A1 × A˙1) has index 2.
(The only non-obvious fact is the existence of the ind-morphism p. This follows, be-
cause every automorphism of O(A1× A˙1) = k[s, t, t−1] sends the invertible element
t to an invertible element which must be of the form at or at−1 for some a ∈ k∗,
and thus it induces an automorphism of the subalgebra k[t, t−1].)
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Proposition 5.1.6. Let X be an affine variety and Y ⊆ X a closed subset. Then,
the subgroup
Aut(X,Y ) := {ϕ ∈ Aut(X) | ϕ(Y ) ⊆ Y }
is a closed subgroup of Aut(X), and the restriction map resY : Aut(X,Y )→ Aut(Y )
is a homomorphism of ind-groups.
Proof. The evaluation maps εy : Aut(X) → Y , ϕ 7→ ϕ(y), are morphisms by
Lemma 3.1.3(1), and so Aut(X,Y ) =
⋂
y∈Y ε
−1
y (Y ) is closed in Aut(X). Now, the
action map Aut(X,Y )×Y → Y is induced by the ind-morphism Aut(X)×X → X ,
hence it is an ind-morphism, too, and so resY is a homomorphism of ind-groups. 
As an easy application we give a short proof of the the following result due to
Magid [Mag78].
Proposition 5.1.7. Assume that k is uncountable, and let X be an affine variety
with a group structure such that left and right multiplications with elements from
X are morphisms. Then X is an algebraic group.
Proof. First note that X is smooth. For x ∈ X let λx, ρx ∈ Aut(X) denote the left-
and right-multiplication with x. Define
G := {ϕ ∈ Aut(X) | ϕ ◦ ρx = ρx ◦ ϕ for all x ∈ X}.
Then G is a closed ind-subgroup of Aut(X) and thus acts faithfully on X . For
ϕ ∈ G we have ϕ(yx) = ϕ(y)x, and so ϕ = λϕ(e) where e ∈ X is the unit element
of the group structure. It follows that the orbit map µ : G → X , ϕ 7→ ϕ(e), is a
bijective ind-morphism. Hence G is an algebraic group, by Lemma 1.8.1, and µ is
an isomorphism of varieties since X is smooth. By construction, we have
µ(ϕ ◦ ψ) = ϕ(ψ(e)) = λϕ(e)(ψ(e)) = ϕ(e)ψ(e) = µ(ϕ)µ(ψ)
and so µ : G→ X is also an isomorphism of groups. 
5.2. The embedding of Aut(X) into End(X). For a finite-dimensional k-vector
space V the group GL(V ) is open in L(V ), the semigroup of linear endomorphisms.
This implies that for any finite-dimensional k-algebra A the group Autalg(A) of k-
algebra automorphisms is open in Endalg(A), the semigroup of k-algebra endomor-
phisms, because Endalg(A) is closed in L(A), and Autalg(A) = Endalg(A)∩GL(A).
In the case of Aut(X) where X is an affine variety there are several problems.
In the previous section we have given Aut(X) the structure of an ind-group using
the affine ind-group A(X) ⊂ End(X) × End(X) together with the ind-morphism
p : A(X)→ End(X) induced by pr1 : End(X)× End(X)→ End(X) which defines
a bijection p′ : A(X)→ p(A(X)) = Aut(X).
At this point we have the following natural questions (cf. [KM05, Remark 3.3.6,
p. 132]).
• Is Aut(X) = p(A(X)) ⊂ End(X) a locally closed ind-subvariety?
• And if so, is p′ : A(X)→ Aut(X) an isomorphism of ind-varieties?
We will answer affirmatively both questions in the following theorem. Recall that a
morphism ϕ : X → Y of varieties is dominant if the image ϕ(X) ⊆ Y is dense. If Y
is affine this is equivalent to the condition that the comorphism ϕ∗ : O(Y )→ O(X)
is injective.
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Theorem 5.2.1. For an affine variety X the subset Aut(X) ⊆ End(X) is locally
closed. More precisely, if Dom(X) denotes the set of dominant endomorphisms of
X, then Aut(X) is closed in Dom(X) and Dom(X) is open in End(X). Moreover,
the morphism p : A(X) → End(X) induces an isomorphism A(X) ∼−→ Aut(X) of
ind-varieties.
An interesting consequence is the following.
Corollary 5.2.2. Let Φ = (Φz)z∈Z be a family of dominant endomorphisms of the
affine variety X. Assume that the set {z ∈ Z | Φz ∈ Aut(X)} is dense in Z. Then
Φ is an automorphism.
Remark 5.2.3. If we assume in the corollary above that {z ∈ Z | Φz ∈ Aut(X)}
contains an open and dense set, then we can give a direct proof. First of all, we
can assume that Z is a smooth curve C. Since a suitable power Φm stabilizes the
irreducible components of C ×X we can also assume that X is irreducible.
Now the assumptions imply that Φ: C×X → C×X is birational and almost sur-
jective, i.e. codimC×X C ×X \ Φ(C ×X) ≥ 2. If η : X˜ → X is the normalization,
we get the commutative diagram
C × X˜ Φ˜−−−−→ C × X˜yidC ×η yidC ×η
C ×X Φ−−−−→ C ×X
which implies that Φ˜ is also birational and almost surjective, hence Φ˜ is an iso-
morphism, by Lemma 5.2.4 below. From this we see that Φ is a finite morphism. If
Φ were not an isomorphism, then we get an infinite sequence of finite O(C ×X)-
modules
O(C ×X) $ ρ−1(O(C ×X)) $ ρ−2(O(C ×X)) $ · · · $ O(C × X˜)
where ρ := (Φ˜)∗ : O(C × X˜) ∼−→ O(C × X˜).
The following result was used in the remark above. It is due to Igusa who used
it in his proof of [Igu73, Lemma 4]. Another proof can be found in [Kra84, II.3.4
Lemma and Bemerkung on page 106].
Lemma 5.2.4. Let X,Y be irreducible affine varieties, and let ϕ : X → Y be a
birational morphism. Assume that Y is normal and that ϕ is almost surjective, i.e.
codimY Y \ ϕ(X) ≥ 2. Then ϕ is an isomorphism.
We now fix a closed embedding X →֒ An and write O(X) = k[x1, . . . , xn]/I
where I = (q1, . . . , qm) is the vanishing ideal, and we define O(X)k to be the
image of k[x1, . . . , xn]≤k. This defines a filtration O(X) =
⋃
k≥0O(X)k by finite-
dimensional subspaces such that O(X)k · O(X)ℓ ⊆ O(X)k+ℓ. We have a closed
immersion
End(X) = {f = (f1, . . . , fn) ∈ O(X)n | q(f) = 0 for all q ∈ I} ⊆ O(X)n,
and define
End(X)k := End(X) ∩O(X)nk and Dom(X)k := Dom(X) ∩ End(X)k.
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This allows to define the degree of a regular function f ∈ O(X) and of an endo-
morphism ϕ ∈ End(X):
deg f := min{k ≥ 0 | f ∈ O(X)k}, degϕ := min{k ≥ 0 | ϕ ∈ End(X)k}.
Note that deg(fh) ≤ deg f + deg h and degϕ ◦ ψ ≤ degϕ · degψ.
5.3. Proof of Theorem 5.2.1. The first step in the proof of Theorem 5.2.1 relies
on the following result from Dube´ [Dub90] providing an upper bound for the degree
of the polynomials in a reduced Gro¨bner basis of an ideal. Such bounds were already
obtained by various authors, see e.g. [MM84]. For generalities on Gro¨bner bases,
we refer to [KR08]. In particular, the definition of a reduced Gro¨bner basis is given
in [KR08, Definition 2.4.12, page 115].
Proposition 5.3.1 (Dube´). Let J = (h1, . . . , hs) ⊆ k[z1, . . . , zm] be an ideal, and
set d := maxi{deg hi}. If σ is any term ordering and if G = {g1, . . . , gt} is a reduced
σ-Gro¨bner basis of J , then we have
max
i
{deg gi} ≤ 2 ·
(
d2
2
+ d
)2m−1
.
Lemma 5.3.2. Let X ⊆ An be a closed subvariety with vanishing ideal (q1, . . . , qm).
For ϕ ∈ End(X) there is an e = e(degϕ) such that
(1) ϕ∗ : O(X)→ O(X) is injective if and only if the induced map ϕ∗ : O(X)e →
O(X) is injective.
(2) If, in addition, ϕ is an automorphism, then degϕ−1 ≤ e.
Proof. (a) Set d := degϕ, and let f = (f1, . . . , fn) ∈ End(An)d be a lift of ϕ ∈
(O(X)d)n. Consider the polynomial ring Q := k[x1, . . . , xn, y1, . . . , yn], and let J ⊆
Q be the ideal generated by the following elements:
xi − fi(y1, . . . , yn) for 1 ≤ i ≤ n and qj(y1, . . . , yn) for 1 ≤ j ≤ m.
Let σ be an elimination ordering for {y1, . . . , yn} and let G = {g1, . . . , gs} be the
reduced σ-Gro¨bner basis of J . Then, by Proposition 5.3.1, we have deg gi ≤ e :=
2 ·
(
d2
2 + d
)2m−1
.
(b) Put P := k[x1, . . . , xn] ⊆ Q, and let Φ: k[x1, . . . , xn] → O(X) be the com-
position of the projection k[x1, . . . , xn]→ O(X) with ϕ∗, i.e. Φ(p) = p(p1, . . . , pn).
Then KerΦ = J∩P by [KR08, Proposition 3.6.2], and Ĝ := G∩P is the reduced σ-
Gro¨bner basis of J∩P by [KR08, Theorem 3.4.5.c)]. Therefore, if Kerϕ∗ is nonzero,
it necessarily contains a nonzero element of degree ≤ e.
(c) By [KR08, Proposition 3.6.6.d)],G contains elements of the form yi−hi(x1, . . . , xn)
for 1 ≤ i ≤ n. Therefore, hi is the σ-normal form of yi. By [KR08, Proposition
3.6.6.b)], we get x¯i = hi(f¯1, . . . , f¯n), so that h = (h1, . . . , hn) is a polynomial endo-
morphism of An such that h|X = ϕ−1. In particular, degϕ−1 ≤ e. 
The next lemma was already used in special form in Section 4.1, see Lemma 4.1.4.
Lemma 5.3.3. Let V,W be finite-dimensional k-vector spaces, and let W ′ ⊆W be
a subspace. Denote by L(V,W ) the linear maps from V to W , and by L′(V,W ) ⊆
L(V,W ) the subset of injective maps.
(1) The subset L′(V,W ) ⊆ L(V,W ) is open;
(2) The subset FW ′ := {h ∈ L′(V,W ) | h(V ) ⊇W ′} is closed in L′(V,W ).
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Proof. (1) This is well-known, because the set of maps of rank ≤ k is closed for
each k.
(2) Consider the morphism ϕ : L′(V,W )× V →W , (h, v) 7→ h(v), and take the
inverse image B := ϕ−1(W ′). If p : B → L′(V,W ) is the morphism induced from
the projection pr : L′(V,W )× V → L′(V,W ), then we see that p−1(h) ≃ h−1(W ′)
for all h ∈ L′(V,W ). Thus the fibers of p are (isomorphic to) k-vector spaces. We
may assume that dimW ′ ≤ dimU since otherwise FW ′ = ∅. Then FW ′ is the
set of points where the fiber has maximal dimension, namely dimW ′. It is again
well-known that this set is closed. 
Remark 5.3.4. Note that the set CW ′ := {u ∈ L(V,W ) | W ′ ⊆ u(V )} is in general
not locally closed in L(V,W ). Indeed, if V = W = k2 and if W ′ is any line of W ,
then CW ′ is a dense subset of L(V,W ) which is not open.
Remark 5.3.5. One might try to generalize Theorem 5.2.1 and to prove that for
any affine varieties X and Y , the set Imm(X,Y ) of closed immersions of X into
Y is a locally closed subset of the ind-variety Mor(X,Y ) of all morphisms from X
into Y . However, this is in general not true, as we now show by taking X = A1
and Y = A2. Set V = span(x, y) ⊆ O(A2) = k[x, y] and W = span(x, x2) ⊆
O(A1) = k[x]. The space L(V,W ) can naturally be identified with a (closed) subset
of Mor(A1,A2): For each element u ∈ L(V,W ), consider the morphism of algebras
O(A2) → O(A1) sending x onto u(x) and y onto u(y). If Imm(A1,A2) was locally
closed in Mor(A1,A2), then its trace Imm(A1,A2) ∩ L(V,W ) over L(V,W ) should
a fortiori be locally closed in L(V,W ). However, setting W ′ = span(x) ⊆ W and
using the notations from Remark 5.3.4, one could easily check that this trace is
equal to the set CW ′ := {u ∈ L(V,W ) | W ′ ⊆ u(V )}. The set CW ′ is not locally
closed in L(V,W ), again by Remark 5.3.4.
Proof of Theorem 5.2.1. (a) We first show that Dom(X)k is open in End(X)k. Let
ϕ be any element of End(X)k. By Lemma 5.3.2, ϕ is dominant if and only if
ϕ∗ : O(X)e → O(X)ek is injective, and this is an open condition, by Lemma 5.3.3 (1).
(b) Now we prove that Aut(X) is closed in Dom(X), i.e. that Aut(X)k is closed
in Dom(X)k for all k. Clearly, ϕ ∈ Domk is an automorphism if and only if
ϕ∗ : O(X) → O(X) is surjective. This is equivalent to x¯i ∈ Im(ϕ∗) for each i.
By Lemma 5.3.2, this means that xi is in the image of the injective linear map
f∗ : O(X)e → O(X)ek, and this is a closed condition, by Lemma 5.3.3(2).
(c) Finally, we show that p : A(X) → End(X) is a (locally closed) immersion,
i.e. that it induces an isomorphism A(X) ∼−→ Aut(X) onto its image. The family
Aut(X) × X → X of automorphisms of X corresponds, by Theorem 5.1.1, to a
morphism q : Aut(X) → A(X). This morphism is obviously the inverse of the
morphism p′ : A(X)→ Aut(X) induced by p. This concludes the proof. 
5.4. Automorphism groups of associative k-algebras. The results in the pre-
vious sections about the automorphism group Aut(X) of an affine variety X can
be formulated in terms of the automorphism group Aut(O(X)) of the k-algebra
O(X), using the anti-isomorphism Aut(X) ∼−→ Aut(O(X)), ϕ 7→ ϕ∗. Some of them
easily carry over to Aut(R) where R is a finitely generated associative k-algebra, or
even to Aut(R) where R is a finitely generated general k-algebra. The latter will
be discussed in detail in Section 13.
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In the following R is a finitely generated associative k-algebra. If W ⊆ R is
a finite-dimensional subspace generating R, then End(R) ⊂ L(W,R) is a closed
subset, hence an affine ind-variety. Moreover, the multiplication in End(R) is an
ind-morphism, so that End(R) has a natural structure of an affine ind-semigroup
(cf. Section 4.6 where the case of a commutative k-algebra is discussed.)
Proposition 5.4.1. The automorphism group Aut(R) of a finitely generated asso-
ciative k-algebra R has a natural structure of an affine ind-group.
Proof. (Cf. Theorem 5.1.1 and its proof.) Consider the closed subset
A := {(ϕ, ψ) ∈ End(R)× End(R) | ϕ ◦ ψ = ψ ◦ ϕ = idR} ⊂ End(R)× End(R)
The first projection pr1 : End(R) × End(R) → End(R) induces a bijective map
A → Aut(R), and thus gives Aut(R) the structure of an affine ind-variety. It is
easy to see that with this structure Aut(R) is an affine ind-group with the usual
universal properties. 
We have a canonical representation of Aut(R) on R which defines a homomor-
phism of Lie algebras δ : LieAut(R) → L(R) where L(R) are the linear endomor-
phisms of the k-vector space R. (For this and the following see Lemma 2.6.2.)
The image δA ∈ L(R) of A ∈ LieAut(R) is defined by δA(a) := dµa(A) where
µa : Aut(R) → R, a 7→ g(a), is the orbit map. It is clear from the definition, that
δ extends to a map δ˜ : Tid End(R)→ L(R) defined in the same way.
Proposition 5.4.2. The homomorphism δ˜ is injective, and its image is contained
in the derivations of R,
δ˜ : Tid End(R) →֒ Derk(R) and δ : LieAut(R) →֒ Derk(R),
where the second map is a homomorphism of Lie algebras.
Proof. (Cf. Proposition 4.6.1 and its proof.) For a, b ∈ R the morphism µa·b is the
composition
End(R)
(µa,µb)−−−−−→ R×R m−−−−→ R
where m is the multiplication of R. From this we see that the differential dµa·b is
given by the composition
Tid End(R)
(dµa,dµb)−−−−−−→ TaR⊕ TbR
dm(a,b)−−−−−→ R
Since dm(a,b)(x, y) = a ·y+x ·b we finally get δA(a ·b) = a ·δA(b)+δA(a) ·b, showing
that δA is a derivation of R.
In order to see that δ˜ is injective we choose a system of generators (a1, . . . , an) of
R to get a closed immersion End(R) →֒ Rn of ind-varieties. We obtain an injection
Tid End(R) →֒ Rn which has the following description: A 7→ (δ˜A(a1), . . . , δ˜A(an)).
Since any derivation of R is determined by the images of the generators a1, . . . , an
we see that δ˜A 6= 0 if A 6= 0. 
Question 5.4.3. Is Tid End(R) a Lie subalgebra of Derk(R)?
Question 5.4.4. (Cf. Theorem 5.2.1) Is Aut(R) ⊆ End(R) locally closed when R
is an associative k-algebra?
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5.5. Small semigroups of endomorphisms. We start with an example.
Example 5.5.1. An endomorphism of k∗ has the form t 7→ a · tm where a ∈ k∗ and
m ∈ Z. This shows that the semi-group End(k∗) is the semi-direct product Z×⋉k∗
where the (multiplicative) semigroup Z× acts on k∗ by ma := am. In particular,
dimEnd(k∗) = 1.
This example easily generalizes to an n-dimensional torus T = (k∗)n where one
finds that End(T ) = Mn(Z) ⋉ (k∗)n. Here, a matrix M = (mij) ∈ Mn(Z) acts
on (k∗)n by M(t1, . . . , tn) := (. . . ,
∏
j t
mij
j , . . .). Again, this ind-semigroup is finite-
dimensional, dimEnd(X) = n, and Aut(X) is open in End(X). This is a special
case of the following general result.
Proposition 5.5.2. Let X ⊆ (k∗)m be a closed subvariety. Then End(X) is finite-
dimensional, and Aut(X) ⊆ End(X) is open.
Proof. We will regard O(X)∗ as a closed ind-subvariety of O(X) × O(X) via the
embedding f 7→ (f, f−1). Choose invertible generators f1, . . . , fn of O(X). They
define a closed immersion
End(X) →֒ O(X)2n, ϕ 7→ (ϕ∗(f1), ϕ∗(f−11 ), . . . , ϕ∗(fn), ϕ∗(f−1n )).
Then the image lies in (O(X)∗)n which is finite-dimensional by Proposition 4.4.1
above. The last statement follows from the next lemma. 
Lemma 5.5.3. If End(X) is finite-dimensional, then Aut(X) is open in End(X).
Proof. The connected component M := End(X)(id) is an algebraic monoid which
acts locally finitely on the coordinate ring O(X). Therefore, we can find an M -
stable finite-dimensional subspace W ⊆ O(X) which generates O(X). We get an
embedding of monoids ρ : M →֒ L(W ) where L(W ) are the linear endomorphisms
ofW . Now it is clear that Aut(X)∩M = ρ−1(GL(W )) is open inM , and so Aut(X)
is open in End(X). 
Example 5.5.4. An affine variety is called endo-free if every endomorphism 6= idX
is constant. In [AK14] endo-free smooth affine varieties are constructed in arbitrary
dimensions. IfX is endo-free, then idX ∈ End(X) is an isolated point and End(X) ≃
X ∪ {idX} as ind-varieties (see Proposition 3.1.15 and its proof). In particular,
End(X) is an algebraic variety isomorphic to the disjoint union X ∪ {∗}.
5.6. The ind-variety of group actions. Let G be a linear algebraic group, and
let X be an affine variety. A group action of G on X is given by a morphism
ρ : G×X → X satisfying the two conditions
(i) For all x ∈ X we have ρ(e, x) = x;
(ii) For all g, h ∈ G and x ∈ X we have ρ(g, ρ(h, x)) = ρ(gh, x).
The following lemma shows that the space ActG(X) of group actions of G on X
has a natural structure of an affine ind-variety.
Lemma 5.6.1. (1) The subset
ActG(X) := {ρ : G×X → X | ρ is a group action} ⊆ Mor(G×X,X)
is closed.
(2) The subset Hom(G,Aut(X)) ⊆ Mor(G,End(X)) is closed.
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Proof. (1) We have to show that each of the two conditions (i) and (ii) above
defines a closed subset. For the first one this is obvious. We have a morphism
Ψ: Mor(G × X,X) → Mor(X,X) given by Ψ(ρ) = ρ ◦ ι where the morphism
ι : X → G×X is the closed immersion x 7→ (e, x). Then condition (i) is equivalent
to Ψ(ρ) = idX .
For the second condition let µ : G×G→ G denote the multiplication, and define
the following two maps Φ1,Φ2 : Mor(G×X,X)→ Mor(G×G×X,X):
Φ1(ρ) := ρ ◦ (µ× idX), Φ2(ρ) := ρ ◦ (idG×ρ).
It is again clear that both maps are morphisms of ind-varieties. Since condition (ii)
is equivalent to Φ1(ρ) = Φ2(ρ) the claim follows.
(2) Let H be a group and S a semigroup. Then it is easy to see that a map
ϕ : H → S induces a homomorphism H → S∗ of groups if and only if one has
(i) ϕ(ab) = ϕ(a)ϕ(b) for a, b ∈ G, and
(ii) ϕ(eG) = eS .
For H = G and S = End(X) the two conditions (i) and (ii) define a closed subset
of Mor(G,End(X)) which is equal to Hom(G,Aut(X)). 
It is clear that a G-action on X defines a homomorphism G→ Aut(X). We will
show now that this is a homomorphism of ind-groups, and that every homomor-
phism of ind-groups G→ Aut(X) defines an action of G on X .
Proposition 5.6.2. Let G be a linear algebraic group and X an affine variety.
(1) There is a bijection between the G-actions on X and the homomorphisms
G→ Aut(X) of ind-groups.
(2) The set Hom(G,Aut(X)) of homomorphisms of ind-groups has a natural
structure of an affine ind-variety, as a closed subset of the affine ind-variety
Mor(G,End(X)).
(3) The natural bijective map ι : ActG(X)
∼−→ Hom(G,Aut(X)) is an isomor-
phism of ind-varieties.
Proof. (1) An action ofG onX defines a family of automorphisms ofX parametrized
by G, hence a morphism G→ Aut(X), by Theorem 5.1.1, and this morphism is a
homomorphism of groups. On the other hand, if G→ Aut(X) is a homomorphism
of ind-groups, then the induced map G ×X → X is a morphism, hence an action
of G on X , again by Theorem 5.1.1.
(2) This is Lemma 5.6(1) above.
(3) By Lemma 3.1.12 we have an isomorphism of ind-varieties
ι : Mor(G×X,X) ∼−→ Mor(G,End(X))
inducing a bijection ι : ActG(X) → Hom(G,Aut(X)). From Lemma 5.6 we get
that ActG(X) is closed in Mor(G × X,X) and that Hom(G,Aut(X)) is closed in
Mor(G,End(X)), hence the map ι is an isomorphism of ind-varieties. 
5.7. Base field extensions of families. Let S,X, Y be varieties and let Φ =
(Φs)s∈S be a family of morphisms X → Y parametrized by S. Let K/k be a field
extension where K is algebraically closed. Then ΦK : SK × XK → YK is again a
family of morphisms XK → YK. In case X and Y are both affine varieties, then
these two families correspond to the morphisms ψ : S → Mor(X,Y ) and Ψ: SK →
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Mor(XK, YK). It follows from the universal property of Mor(X,Y ) that there is a
unique morphism µ : Mor(X,Y )K → Mor(XK, YK) such that the following diagram
commutes.
(∗)
S
⊆−−−−→ SK SKyψ yψK yΨ
Mor(X,Y )
⊆−−−−→ Mor(X,Y )K µ−−−−→ Mor(XK, YK)
It is clear now that we get similar morphisms µ : End(X)K → End(XK) and
µ : Aut(X)K → Aut(XK) which are compatible with the semigroup structure, resp.
the group structure.
Proposition 5.7.1. The canonical morphisms
µ : Mor(X,Y )K
∼−→ Mor(XK, YK), µ : End(X)K ∼−→ End(XK),
µ : Aut(X)K
∼−→ Aut(XK)
are all isomorphisms.
Proof. (1) We first look at a family of morphisms X → An, Φ: S×X → An. If Φ =
(f1, . . . , fn) where fi ∈ O(S×X) and if we identify Mor(X,An) = O(X)n, then the
map ϕ : S → O(X)n is given by s 7→ (f1(s, ?), . . . , fn(s, ?)), and ϕK : SK → O(X)K
is given by the same formula. On the other hand, ΦK : SK×XK → AnK is also given
by (f1, . . . , fn) and so ϕ
′ : SK → O(XK)n has the form s 7→ (f1(s, ?), . . . , fn(s, ?)).
Thus we get the following commutative diagram
S
⊆−−−−→ SK SKyϕ yϕK yϕ′
Mor(X,An)
⊆−−−−→ Mor(X,An)K µ−−−−→ Mor(XK,AnK)
=
yΦX =y(ΦX )K =yΦXK
O(X)n ⊆−−−−→ O(X)n
K
ν−−−−→
≃
O(XK)n
where ν is given by the canonical isomorphism O(X)K = K ⊗k O(X) ∼−→ O(XK).
Thus µ is an isomorphism in this case.
(2) For Mor(X,Y ) we can assume Y ⊆ An where the vanishing ideal I(Y ) =
(h1, . . . , hn). Then Mor(X,Y ) ⊆ Mor(X,An) = O(X)n is closed and also defined
by the equation h1, . . . , hn applied to n-tuples of functions of O(X)n. It follows
that the closed subset Mor(X,Y )K ⊆ O(X)nK is defined by the same equations, and
we have the following commutative diagram:
Mor(X,Y )
⊆−−−−→ Mor(X,Y )K µ−−−−→ Mor(XK, YK)
⊆
yΦX ⊆y(ΦX )K ⊆yΦXK
O(X)n ⊆−−−−→ O(X)n
K
µ−−−−→
≃
O(XK)n
Since the vanishing ideal I(YK) is also generated by h1, . . . , hn we finally get the
closed subset Mor(XK, YK) ⊆ O(XK)n is defined by the same equations, so that the
closed immersion µ is an isomorphism.
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(3) It remains to prove the assertion for Aut(X) which we consider as a closed
ind-subvariety of End(X)× End(X). We have the following diagram
Aut(X)
⊆−−−−→ Aut(X)K µ−−−−→ Aut(XK)y⊆ y⊆ y⊆
End(X)× End(X) ⊆−−−−→ End(X)K × End(X)K µ−−−−→
≃
End(XK)× End(XK)
which implies that µ is a closed immersion. Since the defining equations for the
embeddings Aut(X)K ⊆ End(X)K×End(X)K and Aut(XK) ⊆ End(XK)×End(XK)
are the same, µ is surjective, and we are done. 
6. Algebraic Group Actions and Vector Fields
In this section we discuss the important relation between group actions on vari-
eties and vector fields in the case of linear algebraic groups. The generalization to
ind-groups will be given in the next Section 7.
6.1. The linear case. Let V be a finite-dimensional k-vector space. We identify
V with the tangent space TpV in an arbitrary point p ∈ V by associating to v ∈ V
the directional derivative ∂v,p in direction v in the point p:
∂v,pf :=
f(p+ tv)− f(p)
t
∣∣∣
t=0
Choosing coordinates, we get for v = (v1, . . . , vn)
∂v,p =
n∑
i=1
vi
∂
∂xi
∣∣∣
x=p
.
This shows that a vector field δ ∈ Vec(V ) (Section 3.2) is the same as a morphism
ϕ : V → V , i.e. an element from End(V ). Choosing a basis of V , a morphism
ϕ : An → An is given by the images fi := ϕ∗(xi) ∈ k[x1, . . . , xn], and we write
ϕ = (f1, . . . , fn). Then the corresponding vector field ξϕ is
ξϕ =
n∑
i=1
fi∂xi where we write ∂xi for
∂
∂xi
.
The constant vector fields ∂v (v ∈ V ), corresponding to the constant maps x 7→
v, are the directional derivatives (∂vf)(x) = ∂v,xf =
f(x+tv)−f(x)
t
∣∣∣
t=0
defined
above. The linear vector fields, corresponding to the linear endomorphisms L(V ) ⊆
End(V ), also play an important role, because L(V ) = LieGL(V ). We denote by
ξA ∈ Vec(V ) = End(V ) the vector field corresponding to A ∈ LieGL(V ) = L(V ).
In coordinates, we find for A = (aij) ∈Mn(k)
ξA =
n∑
i=1
(ai1x1 + · · ·+ ainxn)∂xi .
The vector fields also form a Lie algebra, and a simple calculation show that
ξ[A,B] = [ξB, ξA] for A,B ∈ LieGL(V ) = L(V ),
i.e. the inclusion LieGL(V ) →֒ Vec(V ) is an anti-homomorphism of Lie algebras.
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We have already seen in Section 2.6 that the vector field ξA has the following
description. For v ∈ V consider the orbit map µv : GL(V ) → V , g 7→ gv, and its
differential dµv : LieGL(V )→ TvV = V . Then
dµv(A) = (ξA)v for all A ∈ LieGL(V ) and v ∈ V .
Lemma 6.1.1. Let λ ∈ Vec(V ) be a linear vector field, i.e. λ ∈ L(V ) ⊆ Vec(V ),
and let δ ∈ Vec(V ) be an arbitrary vector field. Then
λ(δ0) = −[λ, δ]0.
(Note that δ0 ∈ T0V = V , and so λ(δ0) makes sense.)
Proof. Let (v1, . . . , vn) be a basis of V and (x1, . . . , xn) the dual basis. Write δ =∑
j fj
∂
∂xj
, so that δ0 = (f1(0), . . . , fn(0)) ∈ T0V = V , and denote by A = (aij)i,j
the n × n matrix corresponding to λ. Then, as a vector field, λ = ∑i,j aijxj ∂∂xi ,
and we find
(λ ◦ δ)(xk) = λ(fk) =
∑
i,j
aijxj
∂fk
∂xi
and (δ ◦ λ)(xk) = δ(
∑
j
akjxj) =
∑
j
akjfj ,
hence
[λ, δ]0 = −
∑
j,k
akjfj(0)
∂
∂xk
∣∣∣
x=0
= −A · δ0. 
If N ∈ LieGL(V ) = L(V ) is a nilpotent element, then the exponential map
expN :=
∞∑
k=0
1
k!
Nk ∈ L(V )
is well-defined, and it is a unipotent automorphism of V . In order to see this one
uses a basis of V such that N is in Jordan normal form. More generally, for every
nilpotent N ∈ L(V ) the map
(∗) λN : k+ → GL(V ), s 7→ exp(sN),
is a homomorphism of algebraic groups such that dλN (1) = N . The following lemma
is well known.
Lemma 6.1.2. Let V be a finite-dimensional k-vector space.
(1) The subset N (V ) ⊆ L(V ) of nilpotent endomorphisms is closed, as well as
the subset U(V ) ⊆ GL(V ) of unipotent elements.
(2) The exponential map
exp: N (V ) ∼−→ U(V ), N 7→ expN :=
∞∑
k=0
1
k!
Nk,
is an isomorphism of varieties which is equivariant with respect to conju-
gation with elements from GL(V ).
(3) If λ : k+ → GL(V ) is a homomorphism of algebraic groups and N :=
dλ0(1) ∈ LieGL(V ) = L(V ), then N is nilpotent and λ = λN .
(4) If f ∈ O(V ), then
(∗∗) f(λN (s)v) =
∞∑
k=0
sk
k!
(ξkNf)(v).
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Outline of Proof. (1) This is easy and well known.
(2) The map exp is a morphism of varieties and commutes with the conjugation
by elements from GL(V ). The inverse map is given by
log(u) =
∞∑
k=1
(−1)k−1
k
(u− id)k
(3) This follows from the fact that a homomorphism of connected algebraic
groups is determined by the induced homomorphism of the Lie algebras.
(4) Denote the function on the right hand side by h(f, s). Then an easy calcula-
tion shows that
d
ds
h(f, s) = h(ξNf, s) and
d
ds
f(λN (s)v) = (ξNf)(λN (s)v).
This implies that if the identity (∗∗) holds for ξNf , then it holds for f , because the
two functions take the same value for s = 0. Thus the claim follows by induction
on the degree of f . 
6.2. Exponential map for linear algebraic groups. In this section, we gener-
alize Lemma 6.1.2 above to the case of a linear algebraic group G. We denote by
Gu ⊂ G the subset of unipotent elements, and by gnil ⊂ g := LieG the subset of
nilpotent elements. Recall that N ∈ g is nilpotent, if for one faithful representa-
tion ρ : G →֒ GL(V ) the image of N under the differential dρ : LieG → L(V ) is
nilpotent. It then follows that this holds for any representation of G.
Lemma 6.2.1. For any N ∈ gnil there is unique homomorphism λN : k+ → G
such that dλN (1) = N . Moreover, the image of λN is in G
u
Proof. We embed G as a closed subgroup into some GLm, so that g := LieG ⊆Mm.
If N ∈ gnil, then N is a nilpotent matrix, and the homomorphism λN : k+ → GLm
defined in (∗) above has the property that dλN (1) = N ∈ g. Hence, the image of
λN is in G, and thus in G ∩ U = Gu. The uniqueness is clear. 
Proposition 6.2.2. Let G be a linear algebraic group and g := LieG its Lie algebra.
The subsets Gu ⊂ G and gnil ⊂ g are closed, and there exists a G-equivariant
isomorphism
expG : g
nil ∼−→ Gu
which is uniquely defined by the following property: If λ : k+ → G is a homo-
morphism and dλ : k → g its differential, then exp(dλ(1)) = λ(1). Moreover,
d exp(A) = A for all A ∈ T0gnil ⊆ g.
Proof. We can assume that G is a closed subgroup of a suitable GL(V ), so that
g ⊂ L(V ). It then follows that Gu = U(V ) ∩G and gnil = N (V ) ∩ g, showing that
the two subsets are closed. We claim that the isomorphism exp: N (V ) ∼−→ U(V )
from Lemma 6.1.2(2) induces an isomorphism expG : g
nil ∼−→ Gu. This follows if we
show that exp(gnil) = Gu.
If N ∈ gnil, then, by Lemma 6.2.1, we get a homomorphism λN : k+ → G, hence
expG(1) = λN (1) ∈ G. This shows that expG(gnil) ⊆ Gu.
If u ∈ Gu ⊂ U(V ), then, by Lemma 6.1.2(2), u = exp(N) for a nilpotent element
N ∈ N (V ). It follows that the homomorphism λN : k+ → GL(V ) has image in G,
because λN (1) = u, and so N = dλN (1) ∈ gu. This shows that expG(gnil) ⊇ Gu.
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Hence, expG : g
nil ∼−→ Gu is an isomorphism, and the G-equivariance of expG follows
from the GL(V )-equivariance of exp.
The remaining statements follow immediately from Lemma 6.1.2. 
Example 6.2.3. If U is a unipotent group, then Uu = U and (LieU)nil = LieU .
Hence the exponential map gives an isomorphism expU : LieU
∼−→ U . This shows
that the underlying variety of a unipotent group is an affine space, cf. Theo-
rem 11.1.1. Moreover, if U is commutative, then expU : LieU
+ ∼−→ U is an iso-
morphism of algebraic groups.
The given property of expG implies the following “functoriality” of the exponen-
tial map.
Lemma 6.2.4. Let ρ : G→ H be a homomorphism of linear algebraic groups. Then
the diagram
(LieG)nil
dρ−−−−→ (LieH)nil
≃
yexpG ≃yexpH
Gu
ρ−−−−→ Hu
commutes, i.e. expH(dρ(N)) = ρ(expG(N)) for any nilpotent N ∈ LieG.
Proof. Let λ : k+ → G be a homomorphism of algebraic groups. Then, by the
definition of expG we have expG(dλ(1)) = λ(1), see Proposition 6.2.2. Similarly, for
λ˜ := ρ ◦ λ, we get expH(dλ˜(1)) = λ˜(1). Hence
expH(dλ˜(1)) = expH(dρ(λ(1))) = λ˜(1) = ρ(λ(1)) = ρ(expG(λ(1))),
and so expH(dρ(N)) = ρ(expG(N) for all nilpotent N ∈ LieG. 
There is another way to understand the given relation between the unipotent
elements from the group G and the nilpotent elements from the Lie algebra g. For
this we consider the set Hom(k+, G) of group homomorphisms λ : k+ → G, and the
two maps
εG : Hom(k+, G)→ G, λ 7→ λ(1),
νG : Hom(k+, G)→ g, λ 7→ dλ0(1).
Both maps are G-equivariant with respect to the obvious G-actions induced by the
conjugation action of G on G.
Proposition 6.2.5. (1) Hom(k+, G) ⊂ Mor(k, G) = G(k[s]) is a closed alge-
braic subset, hence an affine variety.
(2) The maps εG and νG induce G-equivariant isomorphisms
ε˜G : Hom(k+, G)
∼−→ Gu and ν˜G : Hom(k+, G) ∼−→ gnil.
(3) The composition ε˜G ◦ (ν˜G)−1 : gnil ∼−→ Gu is equal to the exponential map
expG.
Hom(k+, G) Gu
gnil
ε˜G
≃
ν˜G ≃ expG
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Proof. (1) It is easy to see that Hom(k+, G) is closed in Mor(k, G). Now we embed
G into GLm in such a way that G is closed in Mm. By Lemma 3.1.14 we have the
following closed immersions of ind-varieties:
Hom(k+, G) ⊆Mor(k, G) ⊆ Mor(k,Mm) = Mm(k[s]).
Since every homomorphism λ : k+ → G has the form λN (s) =
∑m−1
j=0
sj
j!N
j for a
suitable nilpotent matrix N ∈ Mm it follows that Hom(k+, G) lies in Mm(k[s]<m)
which is a finite-dimensional subspace of Mm(k[s]). Thus Hom(k+, G) is a closed
algebraic subset of Mm(k[s]).
(3) This follows immediately from the definitions of ε˜G and ν˜G.
(2) It is clear that both maps ε˜G and ν˜G are G-equivariant morphisms. By
definition, the inverse of ν˜G is given by N 7→ λN which is a morphism since it is
the restriction of the morphism Mm → Mm(k[s]), A 7→
∑m−1
j=0
sj
j!A
j . Hence ν˜G is
an isomorphism, and ε˜G is an isomorphism, because the composition ε˜G ◦ (ν˜G)−1
is an isomorphism, by (3). 
The next result is due to Kostant, see [Kos63, Theorem 16 on page 392].
Theorem 6.2.6. For a reductive group G with Lie algebra g = LieG the nilpotent
cone gnil ⊂ g is a normal complete intersection.
The exponential map from Proposition 6.2.2 then gives the next result.
Corollary 6.2.7. For a reductive group G the unipotent elements Gu ⊂ G form a
closed normal subvariety.
6.3. Vector fields and invariant subvarieties. Let X be an affine variety. As
already mentioned in Section 3.2, we will always identify the vector fields Vec(X)
with the derivations Derk(O(X)) of O(X).
Definition 6.3.1. Let X be an affine variety, and let δ ∈ Vec(X) be a vector field
on X .
(1) A locally closed subset Y ⊆ X is called δ-invariant, if δ(y) ∈ TyY for all
y ∈ Y . In this case one also says that δ is parallel to Y .
(2) A linear subspace U ⊆ O(X) is called δ-invariant if δ(U) ⊆ U .
It is easy to see that Y is δ-invariant if and only if the closure Y is δ-invariant,
and this is equivalent to the condition that the ideal I(Y ) ⊆ O(X) is δ-invariant.
Proposition 6.3.2. Let X be an affine variety and δ ∈ Vec(X) a vector field.
(1) If Yi ⊆ X are δ-invariant closed subvarieties, then
⋂
i Yi is δ-invariant.
(2) If Y ⊆ X is δ-invariant, then every irreducible component of Y is δ-
invariant.
This follows from the next more general result.
Lemma 6.3.3. Let R be a finitely generated k-algebra, and let δ ∈ Derk(R) be a
derivation.
(1) If I ⊆ R is a δ-invariant ideal, then the radical √I ⊆ R is also δ-invariant.
(2) If I ⊆ R is a δ-invariant ideal, then the minimal primes containing I are
also δ-invariant.
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Proof. (1) Replacing R by R/I it suffices to show that if fn = 0, then (δf)m = 0
for some m > 0. For this we can assume, by induction, that n = 2. Then we find
0 = δ(f2) = 2f · δf,
hence
0 = δf · (δ2f2) = 2δf · ((δf)2 + f · δ2f) = 2(δf)3,
and so δf ∈ √I.
(2) By (1) we can assume that I =
√
I = (0), hence (0) = p1 ∩ . . .∩ pk where the
pi are the minimal primes of O(X). For every i choose an element pi ∈
⋂
j 6=i pj \ pi.
Then pi = {p ∈ O(X) | pi · p = 0}, and the same holds for every power of pi. For
every p ∈ pi we find
0 = pi · δ(ei · p) = pi · (ei · δp+ δpi · p) = p2i · δp,
hence δp ∈ pi. 
A fundamental result in this context is the following strong relation between
G-stability and LieG-invariance.
We will prove this in the more general setting of an action of a connected ind-
group on an affine variety (Proposition 7.2.6).
Proposition 6.3.4. Let G be a connected linear algebraic group acting on an affine
variety X, and let Y ⊆ X be a closed subvariety. Then Y is G-stable if and only if
Y is ξA-invariant for all A ∈ LieG.
Remark 6.3.5. Seidenberg has shown that the singular locus Xsing ⊆ X is invari-
ant under all vector fields δ ∈ Vec(X), see [Sei67]. Moreover, he has proved that if a
strict closed subvariety Y $ X is invariant under all vector fields, then Y ⊆ Xsing.
6.4. Locally finite representations on vector fields. Every automorphism ϕ
of an affine variety X induces a linear automorphism of the regular functions O(X)
and a linear automorphism of the vector fields Vec(X), both denoted by ϕ. For
f ∈ O(X) we have ϕ(f) : x 7→ f(ϕ−1(x)), i.e. we take for ϕ : O(X) → O(X) the
inverse of the comorphism ϕ∗ : O(X)→ O(X).
For a vector field δ ∈ Vec(X) there are two ways to describe the action of ϕ.
If we consider δ as a derivation of O(X), then ϕ(δ) := (ϕ∗)−1 ◦ δ ◦ ϕ∗. If we see
δ = (δx)x∈X : X → TX as a section of the tangent bundle TX , then we have
ϕ(δ)ϕ(x) = dϕx(δx) or ϕ(δ)x = dϕϕ−1(x)(δϕ−1(x)) :
TX TX
X X
p
dϕ
≃
p
ϕ
≃
δ ϕ(δ)
For f ∈ O(X) and δ ∈ Vec(X) we get ϕ(fδ) = ϕ(f)ϕ(δ) and ϕ(δf) = ϕ(δ)ϕ(f).
Example 6.4.1. Let ϕ = (f1, . . . , fn) : An → An be an automorphism. Then we find
ϕ(
∂
∂xj
) =
∑
i
∂fi
∂xj
(ϕ−1(x))
∂
∂xi
.
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In fact,
ϕ(
∂
∂xj
)(xi) = ϕ(
∂
∂xj
)ϕ(ϕ−1(xi)) = ϕ(
∂
∂xj
ϕ−1(xi))
= ϕ(
∂fi
∂xj
) = (
∂fi
∂xj
)(ϕ−1(x)).
If a group H acts on X by algebraic automorphisms, then we obtain in this way
linear representations of H on the coordinate ring O(X) and on the vector fields
Vec(X). These representations will play an important role in the following.
Definition 6.4.2. A linear endomorphism ϕ ∈ L(V ) of a k-vector space V is called
locally finite if the linear span 〈ϕj(v) | j ∈ N〉 is finite-dimensional for all v ∈ V . It
is called semisimple if it is locally finite and if the action on every finite-dimensional
ϕ-stable subspace is semisimple. It is called locally nilpotent if for any v ∈ V there
is an m ∈ N such that ϕm(v) = 0.
Recall that every locally finite endomorphism ϕ has a uniquely defined Jordan
decomposition ϕ = ϕs + ϕn where ϕs is semisimple, ϕn is nilpotent and ϕs ◦ ϕn =
ϕn ◦ ϕs.
Definition 6.4.3. A subset S ⊆ L(V ) is called locally finite if every element v ∈ V
is contained in a finite-dimensional S-stable subspace. A representation ρ of a linear
algebraic group G on V is called locally finite and rational if ρ(G) is locally finite
and the induced representation of G on any G-stable finite-dimensional subspace is
rational.
Proposition 6.4.4. Let G be a linear algebraic group, and let X be an affine G-
variety. Then the representations of G on the coordinate ring O(X) and on the
vector fields Vec(X) are locally finite and rational.
Proof. This is well-known for the regular representation of G on O(X) given by
gf(x) := f(g−1x). If we identify Vec(X) with the derivations Derk(O(X)) con-
sidered as a subspace of L(O(X)), the linear endomorphisms of O(X), then the
G-action is the obvious one:
g(δ) = g ◦ δ ◦ g−1, or g(δ)(f) := g(δ(g−1f)) for g ∈ G, f ∈ O(X).
Choose a finite-dimensional G-stable subspace U ⊆ O(X) which generates O(X).
Then we have a G-equivariant embedding Derk(O(X)) ⊆ L(U,O(X)) where the
representation on L(U,O(X)) is given by ϕ 7→ g ◦ ϕ ◦ g−1. This action is locally
finite and rational since it is locally finite and rational on O(X). 
Remark 6.4.5. Let V be a G-module. Let v1, . . . , vn ∈ V be a basis and denote
by x1, . . . , xn ∈ O(V ) the dual basis. We have a canonical G-equivariant linear
isomorphism of O(V )-modules
Vec(V )
∼−→ V ⊗O(V ), δ 7→
∑
i
vi ⊗ δ(xi)
which does not depend on the choice of a basis. The inverse isomorphism is induced
by v ⊗ f 7→ f∂v.
There is the following converse of Proposition 6.4.4 above.
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Proposition 6.4.6. Let H be an abstract group acting on the affine variety X by
automorphisms, i.e. via a homomorphism ρ : H → Aut(X). Assume that the induce
representation of H on O(X) is locally finite. Then the closure ρ(H) ⊆ Aut(X) is
a linear algebraic group. The same conclusion holds if the induced representation
on Vec(X) is locally finite.
Proof. The first part is easy, and the proof is left to the reader. As for the second,
we have to show that if the representation on Vec(X) is locally finite, then so is the
representation on O(X).
Let δ0 ∈ Vec(X) be vector field which is nonzero on a dense open set (Corol-
lary 3.2.2), and let W := 〈hδ0 | h ∈ H〉 be the finite-dimensional linear span
of all hδ0. Assume that U := 〈hf0 | h ∈ H〉 is not finite-dimensional for some
f0 ∈ O(X). Define V := 〈h(f0δ) | h ∈ H, δ ∈ W 〉. This is again finite-dimensional.
Since hf0δ0 = h(f0h
−1δ0) we see that V contains Uδ0. But this space is infinite-
dimensional, because the map f 7→ fδ0 is injective (Corollary 3.2.2). 
6.5. Algebraic group actions and vector fields. Let G be a linear algebraic
group acting on an affine variety X . Generalizing the construction from Section 6.1,
we obtain a canonical anti-homomorphism of Lie algebras
ξ : LieG→ Vec(X), A 7→ ξA
where the vector field ξA is defined in the following way (see Proposition 3.2.4):
Consider the orbit map µx : G→ X , g 7→ gx, and set
(ξA)x := (dµx)e(A).
In order to see that this is indeed an “algebraic” vector field on X , we note that
the action is given by a homomorphism ρ : G → Aut(X) ⊆ End(X) which defines
a homomorphism of Lie algebras dρ : LieG → LieAut(X) ⊆ Tid End(X). It then
follows from the construction that ξA is the image of dρ(A) ∈ Tid End(X) under the
linear map ξ : Tid End(X)→ Vec(X) defined in Section 3.2, see Proposition 3.2.4.
We could also use a G-equivariant closed immersion X ⊆ V into a G-module V .
This defines a homomorphism ρ : G → GL(V ) and thus a Lie algebra homomor-
phism dρ : LieG → LieGL(V ) = L(V ). By the considerations in Section 6.1 we
obtain a vector field δ := ξdρ(A) ∈ Vec(V ) for every A ∈ LieG. It is not difficult to
see that X is δ-invariant and that δ|X = ξA.
On the other hand, we have a locally finite and rational representation of G on
the coordinate ring O(X) and on the vector fields Vec(X) = Derk(O(X)) (Propo-
sition 6.4.4). This linear representation of G on the vector fields induces a linear
action of LieG on the Vec(X) which relates to the construction above in a well-
known manner.
Proposition 6.5.1. Let G be a linear algebraic group and X an affine G-variety.
Then the locally finite and rational representation of G on the vector fields Vec(X)
induces a linear action of LieG on Vec(X), (A, δ) 7→ Aδ, which is given by
Aδ = [δ, ξA] = − ad ξA(δ) for A ∈ LieG and δ ∈ Vec(X).
Proof. It suffices to consider the case of a linear action of G on a k-vector space V .
Then Vec(V ) = Mor(V, V ) = O(V )⊗ V where f ⊗ v corresponds to the derivation
(f⊗v)(h) = f ∂h
∂v
, and the Lie bracket is given by [f⊗v, h⊗w] = f ∂h
∂v
⊗w−h ∂f
∂w
⊗v.
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Moreover, for A ∈ LieG the vector field ξA belongs to V ∗ ⊗ V ⊆ O(V ) ⊗ V ,
ξA =
∑
i ℓi ⊗ wi, and so
[f⊗v, ξA] =
∑
i
(
f
∂ℓi
∂v
⊗ wi − ℓi ∂f
∂wi
⊗ v
)
= f⊗
(∑
i
∂ℓi
∂v
wi
)
−
(∑
i
ℓi
∂f
∂wi
)
⊗v.
On the other hand, for A ∈ LieG we have A(f ⊗ v) = Af ⊗ v + f ⊗Av. 
Now let us go one step further and assume that there is a fixed point x0 ∈ X .
Then we get the tangent representation τ = τx0 : G→ GL(TxX) and its differential
dτ : LieG→ End(TxX) which defines a linear action of LieG on TxX , denoted by
(A, v) 7→ A(v) := dτ(A)(v).
Corollary 6.5.2. Assume that the G-action on X has a fixed point x0. Then, for
A ∈ LieG and δ ∈ Vec(X), we have
Aδx0 = dτ(A)(δx0 ) = −[ξA, δ]x0 .
Proof. (1) If X is a k-vector space V with a linear action of G, given by ρ : G →
GL(V ), then the tangent representation τ0 is equal to ρ, and dτ(A) = ξA (see
Section 6.1). Hence the claim follows from the proposition above.
(2) In general, we can assume that X is a closed G-stable subset of a G-module
V , X ⊆ V , and that x0 = 0 ∈ V . Then, for every A ∈ LieG, the subvariety X
is invariant under ξA,V ∈ Vec(V ), and the restriction of ξA,V to Vec(X) is ξA,
by construction. Moreover, Tx0 ⊂ T0V = V is stable under ρ : G → GL(V ), and
dτ(A) = dρ(A)|Tx0 . Now the claim follows from the linear case (1). 
7. Ind-Group Actions and Vector Fields
We now extend the results of the previous section to actions of ind-groups. We
also define locally finite, semisimple and unipotent elements of ind-groups and ob-
tain bijections between unipotent automorphisms of an affine variety X , locally
nilpotent vector fields on X , and k+-actions on X .
7.1. Orbits of ind-groups.
Definition 7.1.1. An action of an ind-group G on an ind-variety V is a homomor-
phism ρ : G → Aut(V) such that the action map G × V → V, (g, x) 7→ gx := ρ(g)x,
is an ind-morphism.
The following proposition generalizes a well-known result for algebraic groups
actions on varieties, namely that the orbits are always open in their closure.
Proposition 7.1.2. Let G = ⋃k Gk be a connected ind-group acting on a variety
X. Then, the following assertions are satisfied.
(1) For all x ∈ X, the G-orbit Gx is open in its closure.
(2) There is an ℓ ≥ 1 such that Gx = Gℓx for all x ∈ X.
(3) If the stabilizer Gx = StabG x is an algebraic group for some x ∈ X, then
G is an algebraic group.
Again, the connectedness of G is necessary, as we will see in Section 17.1 where
we construct a discrete ind-group acting faithfully on an affine variety.
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Proof. (1)–(2) Consider the morphism
Φ: G ×X → X ×X given by (g, x) 7→ (gx, x),
and denote by P = Φ(G×X) ⊂ X×X its image. Note that G×G acts naturally on
X ×X and that P is G × G stable. If p : P → X is the map induced by the second
projection, then p−1(x) = Gx × {x}. We will show that there is an open dense set
U ⊂ X with the following properties:
(i) U is G-stable;
(ii) PU := Φ(G × U) ⊂ U × U is open in P ;
(iii) There is an ℓ ≥ 1 such that PU = Φ(Gℓ × U).
Let us show first that this implies (1) and (2). Since dim(X \ U) < dimX , using
induction on dimX , it is enough to prove (1) and (2) when x ∈ U . As above,
it follows from the construction that the second projection induces a surjective
morphism pU : PU → U such that p−1U (x) = Gx × {x}. Since PU is open in P by
(ii), we see that PU ∩ (X × {x}) = Gx× {x} is open in P ∩ (X × {x}), hence open
in Gx× {x}. We have proved (1). Now (iii) implies that Gx× {x} = Φ(G × {x}) =
Φ(Gℓ × {x}) = Gℓx× {x} and we have proved (2).
It remains to construct the open set U ⊂ X with the properties (i)–(iii). By
Lemma 1.13.1 there is a subset V ⊂ P which is open and dense in P . Replacing
V by (G × G)V we can assume that V is (G × G)-stable. It follows that the image
U := pr2(V ) ⊂ X is an open dense subset and that the fibers of V → U are of the
form Gx× {x}, hence V = Φ(G × U). Using again Lemma 1.13.1 there is an ℓ ≥ 1
such that V = Φ(Gℓ × U), i.e., we have Gx = Gℓx for all x ∈ U .
(3) The claim follows from Proposition 1.8.3 applied to the orbit map G → X ,
g 7→ gx. 
Next we give two examples of actions of an ind-group G on an ind-variety V with
orbits which are not locally closed.
Example 7.1.3. Consider the natural action of SL2(k[x]) on k[x]2 given by left
multiplication. Then, the orbit C of (1, 0) is dense, but not open. Indeed, C is equal
to the set of pairs (a, b) ∈ k[x]2 such that a and b are coprime. Let us check that
C = k[x]2. Each element (a, b) of k[x]2 belongs to the orbit of an element of the form
(p, 0), where p ∈ k[x] is the gcd of a and b. It is therefore enough to check that (p, 0)
belongs to C. If ε ∈ k∗, then (p, ε) belongs to C, hence (p, 0) = limε→0(p, ε) ∈ C.
For ε ∈ k∗ we have (1 + εx, ε(1 + εx)) ∈ k[x]2 \ C. However, its limit for ε → 0
is equal to (1, 0) which does not belong to k[x]2 \ C. Therefore, C \ C is not closed,
and so C is not open.
Example 7.1.4. An element v ∈ k[x, y] is called a variable or a coordinate if there
exists a w ∈ k[x, y] such that k[v, w] = k[x, y]. It is clear that the subset C ⊆ k[x, y]
of variables coincides with the orbit of x under Aut(A2). By [Fur02], we have
C = {p(v) | p ∈ k[t], v ∈ V},
see Corollary 16.7.5. We claim that C \ C is not closed. In fact, for ε ∈ k∗ the
polynomial x+ εx2 belongs to C \ C (it is not a variable since it is not irreducible),
but its limit limε→0(x + εx
2) = x is a variable. This proves the claim and shows
that the orbit C is not locally closed.
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7.2. Actions of ind-groups and vector fields. Our previous considerations re-
lating algebraic group actions and vector fields carry over to an action of an affine
ind-group G on an ind-variety V . We first have to define vector fields on V . We will
only need this for affine ind-varieties, and so we restrict to this case.
Definition 7.2.1. A vector field δ on an affine ind-variety V = ⋃k Vk is a collection
δ = (δv)v∈V of tangent vectors δv ∈ Tv V with the property that for every k ≥ 1
there is an ℓ ≥ k such that the following holds:
(i) δv ∈ Tv Vℓ for all v ∈ Vk;
(ii) For every f ∈ O(Vℓ) the function δf : Vk → k, v 7→ δv(f), is regular on
Vk.
We denote by Vec(V) the k-vector space of vector fields on V .
If X is an affine variety and Y ⊆ X a closed subvariety, we define Vec(X,Y )
to be the collections δ = (δy)y∈Y where δy ∈ TyX such that, for every f ∈ O(X),
the function δf : y 7→ δyf is regular on Y . It is easy to see that Vec(X,Y ) =
Derk(O(X),O(Y )) where O(Y ) is considered as an O(X)-module via the restriction
map f 7→ f |Y . With this definition, condition (ii) above can also be formulated as
(ii)′ δ|Vk := (δv)v∈Vk ∈ Vec(Vℓ,Vk).
Lemma 7.2.2. If δ ∈ Vec(V) and f ∈ O(V), then the function δf : v 7→ δvf , is
regular on V. Moreover, δ : O(V)→ O(V) is a continuous derivation, and we obtain
a canonical isomorphism Vec(V) ∼−→ Dercontk (O(V)). In particular, Vec(V) has the
structure of a Lie algebra.
Proof. By our definition, we have (δf)|Vk ∈ O(Vk) for each k, i.e. δf ∈ O(V). In
order to see that the vector fields are exactly the continuous derivations we just
recall that a derivation δ : O(V) → O(V) is continuous if for every k ≥ 1 there is
an ℓ ≥ k such that the composition resk ◦δ factors through resℓ:
O(V) δ−−−−→ O(V)yresℓ yresk
O(Vℓ) δkℓ−−−−→ O(Vk)
The composition resk ◦δ corresponds to δ|Vk , and the factorization of resk ◦δ in
the form δkℓ ◦ resℓ means that δ|Vk ∈ Vec(Vℓ,Vk). Hence we have a canonical
identification Vec(V) = Dercontk (O(V)).
Finally, it is clear that the bracket [δ, µ] := δ ◦ µ − µ ◦ δ of two continuous
derivations δ and µ of O(V) is again a continuous derivation. 
IfW ⊂ V is a closed ind-subvariety, we define Vec(V ,W) in the obvious way, and
we get Vec(V ,W) = Dercontk (O(V),O(W)) where O(W) is considered as an O(V)-
module via the restriction map f 7→ f |W . Note that Vec(V) = Vec(V ,V). From this
definition we see that
Vec(V ,Vk) =
⋃
ℓ≥k
Vec(Vℓ,Vk) for all k, and so Vec(V) = lim←−
k
Vec(V ,Vk).
The case of a k-vector space of countable dimension V is easy. Here we have
Vec(V ) = Mor(V, V ). If W ⊂ V is a closed ind-subvariety, then there is a canonical
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surjective linear map VecW(V )→ Vec(W) where
VecW(V ) := {δ = (δv)v∈V ∈ Vec(V ) | δw ∈ TwW for all w ∈ W}.
Now consider an action of an ind-group G on the ind-variety V. Recall that this
means that the action map η : G × V → V is a morphism (Definition 7.1.1). As in
the algebraic case (see Section 6.5) we make the following definition.
Definition 7.2.3. Every A ∈ LieG defines a vector field ξA on V ,
ξA(x) := (dµx)eA for x ∈ V
where µx : G → V is the orbit map g 7→ gx.
If V is affine, we have the following description of the corresponding (continuous)
derivation ξA of O(V) (cf. Remark 2.1.5),
ξA : O(V) η
∗
−−−−→ O(G)⊗̂O(V) A⊗̂ id−−−−→ O(V),
where we use again that the element A ∈ LieG = TeG may be regarded as a
continuous derivation A : O(G) → k in e ∈ G (see Section 1.9). Now we get the
following result (see Section 6.5).
Proposition 7.2.4. The map ξ : LieG → Vec(V), A 7→ ξA, is an anti-homomor-
phism of Lie algebras. If X is an affine variety, then ξ : LieAut(X) → Vec(X) is
injective.
Proof. It follows from the description of the left-invariant vector field δA (Sec-
tion 2.1) that the vector field corresponding to the right-action of G on itself,
(g, h) 7→ hg−1, is equal to −δA. Now consider the isomorphism
ϕ : G × V ∼−→ G × V , (g, x) 7→ (g, gx),
which is G-equivariant with respect to the actions g(h, x) := (hg−1, gx) on the first
space and g(h, x) = (hg−1, x) on the second. Take a tangent vector A ∈ TeG and
denote by ζ
(i)
A the corresponding vector fields on the two spaces. Clearly, dϕ(ζ
(1)
A ) =
ζ
(2)
A . Moreover, (ζ
(1)
A )(g,x) = ((−δA)g, (ξA)x) and (ζ(2)A )(g,x) = ((−δA)g, 0). It follows
that ζ
(2)
[A,B] = −[ζ(2)A , ζ(2)B ], hence ζ(1)[A,B] = −[ζ(1)A , ζ(1)B ], because dϕ is an isomorphism
of the Lie algebras of vector fields. As a consequence,
(−δ[A,B], ξ[A,B]) = ζ1[A,B] = −[ζ1A, ζ1B] = −[(−δA, ξA), (−δB, ξB)]
= (−[δA, δB],−[ξA, ξB]),
and the claim follows.
For the second claim we use Proposition 3.2.4 which shows that Te End(X) →֒
Vec(X) is an embedding. By Theorem 5.2.1 we know that Aut(X) ⊆ End(X) is
locally closed. Thus the map A 7→ ξA is injective. 
Remark 7.2.5. If ϕ : G × V → V is the action map, then the differential dϕ is given
by
dϕ(e,x) : LieG ⊕ Tx(V)→ Tx V , (A, v) 7→ (ξA)x + v,
see Lemma 2.6.3 where the case of a linear action on a k-vector space is discussed.
The next result shows another strong connection between connected ind-groups
and their Lie algebras. For algebraic groups, this is well known, see Proposition 6.3.4.
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Proposition 7.2.6. Let G be a connected ind-group acting on an affine variety
X, and let Y ⊆ X be a closed subvariety. Then Y is G-stable if and only if Y is
LieG-invariant, i.e., Y is ξA-invariant for all A ∈ LieG.
Proof. One direction is obvious: If Y is G-stable, then ξA(y) ∈ TyY for all A ∈ LieG.
So let us assume that Y is ξA-invariant for all A ∈ LieG. By Proposition 6.3.2,
we can assume that Y is irreducible. Let G = ⋃k Gk where all Gk are irreducible
(Proposition 1.6.3). Then GY = GkY for some k, and so the morphism ϕ : Gk×Y →
GY is dominant. It follows that there is an open dense set U ⊆ Gk × Y such that
dϕu : Tu(Gk × Y )→ Tϕ(u)GY is surjective for all u ∈ U .
Denote by Y ′ ⊆ Y the image of U under the projection Gk × Y → Y . For any
y ∈ Y ′ there is a g ∈ Gk such that (g, y) ∈ U . Consider the diagram
Gk × Y ϕ−−−−→ GY
≃
yg−1×id ≃yg−1
g−1Gk × Y ϕ−−−−→ GY
It follows that dϕ(e,y) : Te(g
−1Gk)⊕TyY → Ty GY is surjective. On the other hand,
we have dϕ(e,y)(A, v) = ξA(y)+v (Remark 7.2.5), hence TyGY = TyY for all y ∈ Y ′.
Thus dimGY = dimY and so GY = Y . 
Now consider the case of a representation ρ : G → GL(V ) of G on a k-vector space
V of countable dimension (Definition 2.6.1). Then the differential dρe : LieG →
L(V ) is a Lie-algebra homomorphism, and the corresponding linear action of LieG
on V is given by A(v) = (ξA)v, see Lemma 2.6.2. This implies that a subspace
W ⊆ V is LieG-invariant if and only if it is stable under the linear action of LieG
on V given by dρe. This proves the following.
Corollary 7.2.7. Let ρ : G → GL(V ) be a representation of a connected ind-group
G. Then a subspace W ⊆ V is G-stable if and only if it is stable under LieG.
7.3. Linear representation on O(X) and Vec(X). If an ind-group G acts on an
affine variety X we get a linear action of G on the coordinate ring O(X) and on
the vector fields Vec(X) = Derk(O(X)), defined in the usual way (see Section 6.4):
gf(x) := f(g−1x) for f ∈ O(X), x ∈ X,
g(δ)(f) := g(δ(g−1f)) for δ ∈ Vec(X), f ∈ O(X).
Note that Vec(X) is a k-vector space of countable dimension, because it is a finitely
generated O(X)-module (Proposition 3.2).
Proposition 7.3.1. The linear actions of G on O(X) and Vec(X) are represen-
tations, i.e., the induced maps G × O(X)→ O(X) and G ×Vec(X)→ Vec(X) are
morphisms of ind-varieties.
Note that the kernels of the G-actions on X and on O(X) are the same. In
particular, the automorphism group Aut(X) acts faithfully on O(X).
Question 7.3.2. Is it true that Aut(X) acts faithfully on Vec(X)?
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Proof of Proposition 7.3.1. (a) Fix a filtration G = ⋃Gk. The action of G on X
defines morphisms ρk : Gk ×X → X for every k. If O(X) =
⋃
iO(X)i is a filtration
by finite-dimensional subspaces, then, for every i, there is a j such that ρ∗k(O(X)i) ⊆
O(Gk) ⊗ O(X)j . This means that for f ∈ O(X)i, g ∈ Gk and ρ∗k(f) =
∑
ℓ hℓ ⊗ fℓ
we have
g−1f =
∑
ℓ
hℓ(g)fℓ ∈ O(X)j.
This shows that the linear action (g, f) 7→ g−1f is a morphism Gk×O(X)i → O(X)j
of affine varieties.
(b) Now we choose a filtrationO(X) = ⋃iO(X)i such that thatO(X)1 generates
the algebra O(X). Then the linear maps Derk(O(X))→ Hom(O(X)i,O(X)), δ 7→
δ|O(X)i , are all injective. We define the filtration Derk(O(X)) =
⋃
ℓDerk(O(X))ℓ
by setting Derk(O(X))ℓ := {δ ∈ Derk(O(X)) | δ(O(X)1) ⊆ O(X)ℓ}.
Given k and ℓ we can find integers p, q, r such that
(1) G−1k (O(X)1) ⊆ O(X)p,
(2) Derk(O(X))ℓ(O(X)p) ⊆ O(X)q,
(3) Gk(O(X)q) ⊆ O(X)r.
Denote by ρ′ : Gk → Hom(O(X)1,O(X)p) and ρ : Gk → Hom(O(X)q,O(X)r) the
corresponding maps to (1) and (2) which are morphisms, by (a). Then we get the
following commutative diagram:
Gk × Derk(O(X))ℓ
(g,δ)7→
−−−−−−−−−−−−−−−−→
(ρ′(g),δ|O(X)p
,ρ(g))
Hom(O(X)1,O(X)p) × Hom(O(X)p,O(X)q)× Hom(O(X)q,O(X)r)
y(g,δ)7→g(δ) (α,β,γ)7→
yγ◦β◦α
Derk(O(X))r
δ 7→δ|O(X)1
−−−−−−−−−→ Hom(O(X)1,O(X)r)
The upper horizontal map and the right vertical map are both morphisms, and
the lower horizontal map is a linear inclusion. Hence the left vertical map is also a
morphism, as claimed. 
As a consequence, using Lemma 2.6.2, we obtain linear actions of the Lie algebra
LieG on O(X) and on Vec(X). Denoting these actions by (A, f) 7→ Af and (A, δ) 7→
Aδ for A ∈ LieG, f ∈ O(X) and δ ∈ Vec(X), one finds
(1) Af = −ξAf and Aδ = [δ, ξA] = − ad ξA(δ)
where ξA is discussed in Section 7.2 (see Definition 7.2.3).
7.4. Fixed points and tangent representations. The following is well known
for actions of algebraic groups; its generalization to actions of ind-groups on varieties
is straightforward, because of our finiteness results in the previous section.
Proposition 7.4.1. Let G be an ind-group acting on an affine variety X. If x ∈ X
is a fixed point, then we obtain a linear representation of G on the tangent space
TxX, called the tangent representation in x.
Proof. By Proposition 7.3.1 the action of G on O(X) is a linear representation. By
assumption, the maximal ideal mx ⊆ O(X) is G-stable, as well as all the powers mmx .
Thus we obtain a linear representation of G on mx/m2x and on its dual TxX . 
Remark 7.4.2. Under the assumptions of the proposition above, the linear repre-
sentation of G on O(X) stabilizes the infinite flag
O(X) ⊇ mx ⊇ m2x ⊇ m3x ⊇ · · ·
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and induces finite-dimensional linear representations on the various quotientsmmx /m
ℓ
x.
Assume now that X is irreducible and that the action of G on X faithful, and denote
by K the kernel of the representation of G on TxX . Then
(1) The representation of every reductive subgroup G ⊆ G on TxX is faithful.
(2) The image of K in GL(O(X)/mmx ) is unipotent for all m. In particular,
every locally finite element of K is unipotent.
(3) The intersection of the kernels of the representations of G on O(X)/mmx
for m ≥ 1, is trivial.
The proofs of (2) and (3) are easy and left to the reader. Point (1) is classical, and
here is a proof.
Lemma 7.4.3. Let G be a reductive group acting faithfully on an irreducible variety
X. If x0 ∈ X is a fixed point, then the tangent representation G → GL(Tx0X),
g 7→ dgx0 , is faithful.
Proof. The local ring OX,x0 is stable under G, as well as its maximal ideal m := mx0
and all its powers mj . For any j ≥ 2 we have an exact sequence of G-modules
0→ m2/mj → m/mj → m/m2 ≃ (Tx0X)∨ → 0
which splits, because G is reductive. If g acts trivially on m/m2, then it acts triv-
ially on m2/m3, because the action of G on OX,x0 is by algebra automorphisms.
Therefore, g acts trivially on m/m3, by the G-splitting of the exact sequence above.
By induction, we see that g acts trivially on m/mj for all j. This implies that
gf − f ∈ mj for any f ∈ m and all j. But ⋂j mj = (0), and so gf = f . As a con-
sequence, g acts trivially on the local ring, hence trivially on the rational functions
k(X), and thus g = e, because the action of G on X is faithful. 
The proposition above generalizes to actions of G on ind-varieties. In fact, if
v0 ∈ V is a fixed point, then every g ∈ G induces a linear map dgv : Tv V → Tv V
and thus a linear action of G on Tv V , denoted by (g, w) 7→ gw. We will see in the
next theorem that this is indeed a representation
τv : G → GL(Tv V)
and thus induces a linear representation of the Lie algebra (Lemma 2.6.2)
dτv : LieG → L(Tv V),
hence an action of LieG on Tv V which we denote by (A,w) 7→ Aw := dτ.
Theorem 7.4.4. Let the affine ind-group G act on the ind-variety V, and assume
that v0 ∈ V is a fixed point. Then the action of G on Tv0 V is a linear representation.
Proof. For every k ≥ 1 there is an ℓ such that g(Vk) ⊆ Vℓ for all g ∈ Gk. Hence, we
get a morphism Gk → Mor(Vk,Vℓ), and the image is contained in Mor0(Vk,Vℓ) :=
{ϕ ∈ Mor(Vk,Vℓ) | ϕ(v0) = v0}. By Lemma 3.1.13, this subset is closed and
the map Mor0(Vk,Vℓ) → L(Tv0 Vk, Tv0 Vℓ) is a morphism. Thus the composition
Gk → L(Tv0 Vk, Tv0 Vℓ) is a morphism, as well as Gk × Tv0 Vk → Tv0 Vℓ, and the
claim follows. 
Every automorphism ϕ of V defines a linear automorphism of the vector fields
Vec(V), also denoted by ϕ, which is given in the following way (see Proposi-
tion 7.3.1). If δ = (δx)x∈V , then
(∗) ϕ(δ)ϕ(x) := dϕx(δx).
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Equivalently, considering δ as a continuous derivation of O(V) in case V is affine,
we have ϕ(δ) = (ϕ∗)−1 ◦δ◦ϕ∗. If v0 ∈ V is a fixed point, then the formula (∗) above
shows that the action of G on the tangent space Tv0 V is induced by the action on
the vector fields.
Proposition 7.4.5. Consider an action of an affine ind-group G on an ind-variety
V, and assume that v0 ∈ V is a fixed point.
(1) For g ∈ G and δ ∈ Vec(V) we have g(δ)v0 = g(δv0).
(2) For g ∈ G and A ∈ LieG we have g(ξA) = ξAd(g)A.
Proof. (1) This is just the formula (∗).
(2) This follows from the two diagrams
G µx−−−−→ V LieG dµx−−−−→ Tx VyInt g yg yAd g ydgx
G µgx−−−−→ V LieG dµgx−−−−→ Tgx V
where the right diagram follows from the left diagram and implies that g(ξA)gx =
dgx(ξA)x = (ξAd(g)A)gx. 
Let again the affine ind-group G act on the ind-variety V . If v ∈ V is a fixed
point, then the orbit map µ = µv : G → V , g 7→ gv, is constant and its differential
(dµv)e : LieG → Tv V is trivial. Equivalently, all vector fields ξA, A ∈ LieG, vanish
at v. The converse holds for connected ind-groups.
Lemma 7.4.6. Assume that G is connected, and let v ∈ V. If (dµv)e is the zero
map, then µv is constant, i.e. v is a fixed point of G.
Proof. We have G = ⋃Gk where we can assume that all Gk are irreducible and
contain e. If µ := µv is not the constant map, then there exists a k > 0 such
that dimµ(Gk) ≥ 1. It follows that there is g ∈ Gk such that the differential
dµg : TgGk → Tgv V is not the zero map. Denote by λh : G ∼−→ G and λh : V ∼−→ V
the left multiplication with h ∈ G. Then the commutative diagram
TgGk dµg−−−−→ Tgv V
(dλ
g−1 )g
y ≃y(dλg−1 )gv
TeGℓ dµe−−−−→ Tv V
shows that dµe is not the zero map. 
This lemma has a number of interesting applications.
Proposition 7.4.7. Let ϕ, ψ : G → H be two homomorphisms of ind-groups. If G
is connected and dϕ = dψ, then ϕ = ψ. In particular, ϕ is trivial if and only if dϕ
is trivial.
Proof. Consider the action of G on H given by g ∗ h := ψ(g)hϕ(g)−1, and take
the orbit map µ : G → H in e ∈ H which is given by g 7→ ψ(g)ϕ(g)−1. Then
dµe = dψe − dϕe = 0, and so, by Lemma 7.4.6 above, we get ψ(g)ϕ(g)−1 = e for
all g ∈ G, hence the claim. 
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Corollary 7.4.8. If G is connected, then the canonical homomorphism (of abstract
groups) ω : Aut(G)→ Aut(LieG) is injective.
7.5. The adjoint representation. A special case of the tangent representation
in a fixed point (Theorem 7.4.4) is the adjoint representation
Ad: G → GL(LieG).
It is obtained from the action of G on itself by inner automorphism:
Int : G → Aut(G), Int(g) : h 7→ g · h · g−1.
A first application is the following result which follows immediately from Proposi-
tion 7.4.7.
Corollary 7.5.1. Let G be connected and let h ∈ G. Then h belongs to the center
Z(G) of G if and only if Ad(h) is trivial:
Z(G) = KerAd .
The adjoint representation induces a representation of LieG, denoted by
ad: LieG → L(LieG).
Proposition 7.5.2. For A,B ∈ LieG we have
ad(A)(B) = [A,B].
As a consequence we get the following result.
Corollary 7.5.3. Let G be a connected ind-group. Then G is commutative if and
only if LieG is commutative.
Proof. (1) The group G is commutative if and only if Int : G → Aut(G) is trivial
which implies that Ad: G → GL(LieG) is trivial, hence ad: LieG → L(LieG) is
trivial. By Proposition 7.5.2, the latter is equivalent to LieG being commutative.
This proves one implication.
(2) Now assume that LieG is commutative, hence ad: LieG → L(LieG) is trivial,
by Proposition 7.5.2. Since G is connected, this implies that Ad: G → L(LieG) is
trivial, by Proposition 7.4.7. Since Ad(g) is the differential of the homomorphism
Int(g) : G → G if follows again from Proposition 7.4.7 that Int(g) is trivial for all
g ∈ G, hence G is commutative. 
The proof of Proposition 7.5.2 needs some preparation. It will be given at the
end of this Section 7.5. We know that every affine ind-variety V admits a closed
immersion into a k-vector space V of countable dimension (Theorem 1.5.1). We
will see below in Proposition 7.5.5 that an affine ind-variety V with an action of an
algebraic group G is isomorphic to a closed G-stable ind-subvariety of a G-module
V of countable dimension.
On the other hand, we cannot expect that an ind-variety V together with an
action of an ind-group G admits a closed immersion into a representation of G.
This is even not true for an affine variety X with a G-action, see Proposition 2.6.5.
However, we can proof the following result which will be sufficient for our purposes.
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Lemma 7.5.4. Let G = ⋃k Gk be an affine ind-group acting on an affine ind-
variety V by ϕ : G × V → V. For every k ≥ 0 we can find a closed immersion
ι : V →֒ V where V is a k-vector space of countable dimension, and a morphism
Φ: Gk → L(V ) such that the following diagram commutes
Gk × V (g,v) 7→Φ(g,v)−−−−−−−−−→ Vxid×ι xι
Gk × V (g,v) 7→ϕ(g,v)−−−−−−−−→ V
Proof. (1) Given k ≥ 1, we find for any m ≥ 1 an n0 ≥ 1 such that ϕ(Gk × Vm) ⊆
Vn0 :
ϕ : Gk × Vm → Vn0 .
For the comorphism ϕ∗ : O(Vn0)→ O(Gk)⊗O(Vm) we can find finite-dimensional
sub-vector spaces L ⊂ O(Vn0) and M ⊂ O(Vm) which generate the algebra and
such that ϕ∗(L) ⊂ O(Gk) ⊗ M . Setting Vn0 := L∨ and Vm := M∨ we get the
following commutative diagram:
Gk × Vm Φm−−−−→ Vn0x⊆ x⊆
Gk × Vm −−−−→
ϕm
Vn0
where for all g ∈ Gk, the map Vm → Vn, v 7→ Φm(g, v), is linear, i.e. Φm defines a
morphism Φ˜ : Gk → L(Vm, Vn).
(2) Assume that ϕ(Gk × Vm+1) ⊆ Vn1 . Then we can find finite-dimensional
k-vector spaces L1 ⊂ O(Vn1) and M1 ⊂ O(Vm+1) with the following properties.
(a) L1 generates O(Vn1) and M1 generates O(Vm+1);
(b) L1∩Ker pn generates the kernel of pn : O(Vn1)→ O(Vn), andM1∩Ker qm
generates the kernel of qm : O(Vm+1)→ O(Vm);
(c) ϕ(L1) ⊂ O(Gk)⊗M1;
(d) L1 maps surjectively onto L, and M1 maps surjectively onto M .
Setting Vn1 := M
∨
1 and Vn1 := L
∨
1 we get from (1) the following commutative
diagram
Gk × Vm Vn
Gk × Vm Vn
Gk × Vm+1 Vn1
Gk × Vm+1 Vn1
Φm
ϕm
ϕm+1
Φm+1
where Vn = Vn1 ∩Vn and Vm = Vm+1 ∩Vm, and Vm ⊂ Vm+1 and Vn ⊂ Vn1 are
linear subspaces. It follows that Gk × V =
⋃
m(Gk × Vm) embeds into Gk × V as a
closed ind-subvariety where V := lim−→m Vm ≃ A
∞ is a k-vector space of countable
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dimension. The same holds for lim−→i Vni , and we can identify lim−→i Vni with V . The
claim follows. 
The lemma immediately implies the following result.
Proposition 7.5.5. Let G be an algebraic group acting on an affine ind-variety V.
Then V is G-isomorphic to a G-stable closed ind-subvariety of a G-module V .
Now we generalize Corollary 6.5.2 to the action of affine ind-group G on an
affine ind-varieties V . Assume that there is a fixed point v0 ∈ V , and denote by
τv0 : G → GL(Tv0 V) the tangent representation. The corresponding linear action
of LieG on Tv0 is given by (A,w) 7→ Aw := dτv0 (A)(w). As before, ξA ∈ Vec(V)
denotes the vector field associated to A ∈ LieG.
Proposition 7.5.6. For A ∈ LieG and δ ∈ Vec(V) we have
Aδv0 = −[ξA, δ]v0 .
Proof. Choose a k ≥ 1 such that A ∈ TeGk. By Lemma 7.5.4 there is a closed
immersion V →֒ V into a k-vector space V of countable dimension and a “linear
action” Φ˜ : Gk → L(V ) such that the following diagram commutes where Φ(g, v) :=
Φ˜(g)(v):
Gk × V Φ−−−−→ V
⊆
xid×ι ⊆xι
Gk × V ϕ−−−−→ V
The vector field ξA ∈ Vec(V) is given in the following way. For v ∈ V we define the
orbit map µv : Gk → V , g 7→ gv = ϕ(g, v), and get (ξA)v = dµv(A). This shows that
we also get a linear vector field ξ˜A ∈ L(V ) ⊂ Vec(V ) by the same construction,
namely ξ˜A = dΦ˜e(A). Clearly, V is invariant under ξ˜A and ξA = ξ˜A
∣∣
V
.
Now let v0 ∈ V be a fixed point. We can assume that v0 = 0 ∈ V . If δ˜ ∈ Vec(V ) =
Mor(V, V ), then we get Aδ˜0 = −[ξ˜A, δ]0, because ξ˜A is linear, see Lemma 6.1.1. If V
is invariant under δ˜ and δ := δ˜
∣∣
V
, then we get Aδ0 = [ξA, δ]0. Now the claim follows
because every vector field on V is a restriction from a vector field of V . 
Finally, let us recall the basic property of the Lie algebra structure of TeG,
cf. Section 2.1. For this consider the action of G on itself by left multiplication:
(g, h) 7→ g ·h, and denote by λA ∈ Vec(G) the vector field corresponding to A ∈ TeG
with respect to this action. Similarly, we consider the action by right multiplication,
(g, h) 7→ h·g, and denote by ρA ∈ Vec(G) the vector field corresponding to A ∈ TeG.
Then we have the following result. Note that the vector fields λA are right-invariant
and the ρB are left-invariant (cf. Section 2.1).
Lemma 7.5.7. Let A,B ∈ TeG.
(1) (λA)e = A = (ρA)e;
(2) [ρA, ρB] = ρ[A,B];
(3) [λA, λB] = λ[B,A];
(4) [λA, ρB] = 0;
(5) For the action of G on itself by conjugation, we have ξA = λA − ρA.
Proof. (1) follows from the definition, and for (2) and (3) see Section 2.1 where we
discuss the left-invariant vector fields ρA.
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(4) This is clear, because the two actions commute.
(5) Consider the action of G × G on G given by ((g1, g2), h) 7→ g1 · h · g2. Then
the we find ξ(A,0) = λA, ξ(0,B) = ρB, and so ξ(A,B) = λA + ρB . The claim follows
by embedding G →֒ G × G, g 7→ (g, g−1). 
Proof of Proposition 7.5.2. For the action of G on G by conjugation Proposition 7.5.6
implies that
ad(A)(δe) = −[ξA, δ]e for δ ∈ Vec(G) and A ∈ LieG.
Since ξA = λA − ρA and ρB commutes with all λC , we find
A(B) = A(λB)e = −[ξA, λB]e = −[λA, λB ]e = −(λ[B,A])e = (λ[A,B])e = [A,B].
The claim follows. 
Remark 7.5.8. Let us point out here that the results above are well known for
algebraic groups. However, the proofs for ind-groups needed some new ideas since
the classical proofs do not carry over. E.g. we cannot prove that the center of the
Lie algebra of G is equal to the Lie algebra of the center of G, and it is even not
true that the Lie algebra of a strict closed subgroup of a connected ind-group G is
strictly contained in LieG, see Theorem 17.3.1.
7.6. Integration of locally finite vector fields. Recall that we have a canonical
embedding ξ : LieAut(X) →֒ Vec(X), see Proposition 7.2.4. A vector field δ is called
locally finite if δ considered as a linear endomorphism δ ∈ L(O(X)) is locally finite
(see Definition 6.4.2).
Proposition 7.6.1. Let δ ∈ Vec(X) be a locally finite vector field, and let δ =
δs + δn be its additive Jordan decomposition in L(O(X)). Then
(1) δs, δn are both locally finite vector fields.
(2) There is a unique minimal torus T ⊆ Aut(X) such that δs ∈ ξ(LieT ).
(3) If δn 6= 0, then there is a unique 1-dimensional unipotent subgroup U ⊆
Aut(X) such δn ∈ ξ(LieU).
(4) T and U commute.
Proof. (1) Let R := O(X) and consider δ as a locally finite derivation D of R. We
have a direct sum decomposition R =
⊕
λ∈kRλ where
Rλ := {r ∈ R | (D − λ)mr = 0 for some m ∈ N}.
We claim that Rλ ·Rµ ⊆ Rλ+µ. In fact, one easily checks the following equality for
λ, µ ∈ k and a, b ∈ R:
(D − (λ+ µ))(a · b) = (D − λ)(a) · b + a · (D − µ)(b).
By induction, this implies
(D − (λ+ µ))n(ab) =
n∑
k=0
(
n
k
)
(D − λ)k(a) · (D − µ)n−k(b),
and the claim follows. Since Ds(a) = λa for any a ∈ Rλ, we get
Ds(ab) = Ds(a)b+ aDs(b) for all (a, b) ∈ Rλ ×Rµ
proving that Ds is a derivation commuting with D. Hence, Dn = D −Ds is also a
derivation, as claimed.
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(2) Since R is finitely generated, the set of weights Λ := {λ ∈ k | Rλ 6= 0} ⊆ k
generate a finitely generated free subgroup ZΛ =M :=
⊕m
i=1 Zµi ⊆ k. This defines
an action of the torus T := (k∗)m on R in the following way: For λ =
∑
i niµi ∈ Λ,
r ∈ Rλ and t = (t1, . . . , tm) ∈ T we put
tr := tn11 · · · tnmm · r.
Note that this action is faithful, sinceM is generated by Λ. Every α = (α1, . . . , αm) ∈
LieT defines a derivation D(α) of R, namely
D(α)r :=
∑
i
niαi · r for r ∈ Rλ, λ =
∑
i
niµi.
In particular, Ds = D(µ1, . . . , µm), hence Ds belongs to ξ(LieT ). It also follows
that T is minimal. In fact, for a strict subtorus T ′ $ T the elements of LieT ′ ⊆
LieT satisfy a linear equation with integral coefficients, and so (µ1, . . . , µm) is not
contained in LieT ′. If Ds ∈ ξ(LieT1) for some other torus T1 ⊆ Aut(R), then
Ds ∈ ξ(Lie(T ∩ T1)◦), hence T1 ⊇ T .
(3) We define the exponential exp: k+ → Aut(R) by
exp(s)r :=
∑
m≥0
1
m!
(Dn)
mr.
It is well-defined, because the sum is finite, and we obtain an action of k+ on R.
The differential is given by (d exp)0r = Dnr. Hence, denoting by U the image of
k+ in Aut(R) we get ξ(LieU) = kDs. The minimality is clear, and the uniqueness
follows as in (2).
(4) By construction, the subspaces Rλ ⊆ R are stable under T and U . Since T
acts by scalar multiplications, this action commutes with the linear action of U ,
and the claim follows. 
Remark 7.6.2. Let us call a tangent vector N ∈ LieAut(X) locally nilpotent if the
corresponding vector field ξN ∈ Vec(X) (see Proposition 3.2.4) is locally nilpotent.
Then it follows from Proposition 7.6.1(3) that there is a well-defined k+-action on
X , λN : k+ → Aut(X), such that dλN (1) = N . In particular, every locally nilpotent
vector field on X corresponds to a locally nilpotent tangent vector in LieAut(X).
It also follows that for every representation ρ : Aut(X)→ GL(V ) on a k-vector
space V of countable dimension the image of a locally nilpotent tangent vector
under dρ is a locally nilpotent linear endomorphism of V , see Section 2.6.
Question 7.6.3. Assume that ρ : Aut(X) → GL(V ) is a representation such
that dρ : LieAut(X) → End(V ) is injective (where V is again a vector space of
countable dimension). Is it true that if dρ(N) ∈ End(V ) is locally nilpotent, then
N ∈ LieAut(X) is locally nilpotent?
Assume that the adjoint representation ad: LieAut(X) → End(LieAut(X)) is
faithful. Is it true that N ∈ LieAut(X) is locally nilpotent if and only if adN is
locally nilpotent?
The following consequence of the proposition above is clear.
Corollary 7.6.4. For every locally finite vector field δ ∈ Vec(X) there exists a
unique minimal connected and commutative algebraic subgroup A ⊆ Aut(X) such
that δ ∈ ξ(LieA).
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Remark 7.6.5. The proof above shows that all the statements hold more generally
for a locally finite derivation δ of a general algebra R. We will use this in Section 13
where we discuss the automorphism group of a general algebra R.
The following result is due toCohen-Draisma [CD03, Theorem 1]. It generalizes
Corollary 7.6.4 above.
Theorem 7.6.6. Let L ⊆ Vec(X) be a finite-dimensional Lie subalgebra. Assume
that L is locally finite as a subset of L(O(X)). Then there is an algebraic subgroup
G ⊆ Aut(X) such that L ⊆ ξ(LieG).
7.7. Intersection of closed subgroups. Another well-known result is that for
two closed subgroups H1, H2 ⊆ G of a linear algebraic group G we always have
Lie(H1 ∩ H2) = LieH1 ∩ LieH2. We do not know if this holds also for closed
subgroups of an ind-group. However, we have the following result.
Proposition 7.7.1. Let H1, H2 ⊆ G be algebraic subgroups of an ind-group G.
Then we have
Lie(H1 ∩H2) = LieH1 ∩ LieH2.
Proof. The schematic intersection X ∩schematic Y of two closed subvarieties X,Y ⊆
Z is the fiber product X×Z Y , and Tz(X×Z Y ) = TzX∩TzY ⊆ TzZ for z ∈ X∩Y .
Therefore, if the schematic intersection is reduced in z, then Tz(X∩Y ) = TzX∩TzY .
But the schematic intersection of two algebraic groups is an algebraic group scheme
over k, hence smooth by Cartier’s Theorem [DG70, II, §6, 1.1], and the claim
follows. 
Remark 7.7.2. It is easy to see that LieH ∩ LieH = Lie(H ∩ H) if H ⊆ G is a
closed nested ind-subgroup and H ⊂ G an algebraic subgroup. On the other hand
this does not hold for a general ind-group H1 as we will see later in Remark 17.3.3.
8. The ind-variety of group homomorphisms
8.1. Reductive and semisimple groups. Let us recall some basic notion from
the theory of algebraic groups. We refer to the text books [Bor91, DG70, Hum78,
Hum75, Kra84, Pro07, Spr89] for more details and further reading.
The radical of a linear algebraic group G is the maximal connected solvable
normal subgroup of G, see [Bor91, 11.21]. We denote it by radG. The maximal
unipotent subgroup of radG is the unipotent radical and will be denoted by raduG.
The group G is called reductive if the unipotent radical raduG is trivial. In this
case the radical radG is a torus and coincides with the identity component of the
center of G (cf. [Bor91, 11.21]). In characteristic zero reductive groups are linearly
reductive which means that the rational representation are completely reducible, see
[Kra84, II.3.5].
We have recalled in Section 6 that for a connected group G there is a strong
connection between G and LieG, see [Kra84, II.2.5]. E.g. if ρ : G → GL(V ) is a
finite-dimensional representation of G and dρ : LieG→ End(V ) the corresponding
representation of LieG, then a subspace W ⊆ V is G-stable if and only if it is
LieG-stable. Moreover, a linear automorphism of V is G-equivariant if and only if
it is LieG-equivariant: GLG(V ) = GLLieG(V ).
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A connected group G is called semisimple if radG is trivial. In this case the cen-
ter is a finite group and G = (G,G) (see [Bor91, Proposition 14.2]). In particular,
the character group of a semisimple group is trivial. It also follows that for a con-
nected reductive G the derived group (G,G) is semisimple and G = Z(G)◦(G,G).
Moreover, still assuming that G is connected reductive, the group G/(G,G) is a
torus and this torus is trivial if and only if G is semisimple.
The semisimple group G is called simply connected if the fundamental weights
(with respect to a Borel subgroup B and a maximal torus T ⊂ B) are characters
of T . This implies that every representation of the Lie algebra LieG is induced by
a representation of G. For example, SLn is simply connected whereas PSLn is not.
8.2. Representations and homomorphisms. We start with the following easy
lemma.
Lemma 8.2.1. Let G be a linear algebraic group and H an affine ind-group. Then
the set Hom(G,H) of homomorphisms of ind-groups is a closed subset ofMor(G,H),
so that Hom(G,H) has a natural structure of an affine ind-variety. Moreover, the
actions of G and H by conjugation on Mor(G,H) and on Hom(G,H) are regular.
Proof. It is easy to see that the map
Φ: Mor(G,H)→ Mor(G×G,H), Φ(ϕ)(a, b) := ϕ(ab)ϕ(b)−1ϕ(a)−1,
is a morphism of ind-varieties. If γe ∈ Mor(G × G,H) denotes the constant map
γe(a, b) = e, then Hom(G,H) = Φ−1(γe), and so Hom(G,H) is closed in Mor(G,H).
Since the action of G on G by conjugation is regular, as well as the action of H on
H, it follows that also the induced action on Mor(G,H) and hence on Hom(G,H)
is regular. 
Remark 8.2.2. If H →֒ G is a closed immersion of ind-groups, then it follows from
Proposition 3.1.14(1) that the induced map Hom(G,H) →֒ Hom(G,G) is a closed
immersion.
If H = GL(V ) where V is a finite-dimensional k-vector space of dimension n,
then Hom(G,GL(V )) is the set of representations of G on V , and the GL(V )-orbits
are exactly the equivalence classes of n-dimensional representations. We use the
notation ModG(V ) for Hom(G,GL(V )) when we consider a representation ρ : G→
GL(V ) as a G-module structure on V . If M ∈ ModG(V ), then CM ⊆ ModG(V )
denotes the orbit of M under GL(V ), i.e. the equivalence class of G-modules in
ModG(V ) isomorphic to M .
Note that the stabilizer of M ∈ ModG(V ) in GL(V ) is equal to the group of
G-equivariant automorphisms, StabGL(V )M = GLG(M), hence the orbit CM is
isomorphic to GL(V )/GLG(M). As usual a G-module M ∈ ModG(V ) is called
semisimple if and only if the associated G-representation is completely reducible.
8.3. The lemma of Artin. The following lemma goes back to Michael Artin,
see [Art69, section 12]. It appears in several contexts, e.g. in representations of
finite-dimensional algebras, representations of quivers.
Lemma 8.3.1. A G-module M ∈ModG(V ) is semisimple if and only if its equiv-
alence class CM ⊂ ModG(V ) is closed. In particular, for every M ∈ ModG(V ) the
closure CM contains a semisimple G-module.
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Sketch of Proof. (1) Let λ : k∗ → GL(V ) be a 1-PSG (one-parameter subgroup), i.e.
a homomorphism of algebraic groups, and assume that the limit N := limt→0 λ(t)M
exists in ModG(V ). For any r ∈ Z denote by
Vr := {v ∈ V | λ(t)v = tr · v for all t ∈ k∗} ⊆ V =M
the weight spaces of λ of weight r, and setMk :=
⊕
j≥k Vj ⊆M . Then, the following
assertion is left as an exercise for the reader:
(∗) The Mk are G-submodules of M , and the limit N := limt→0 λ(t)M is iso-
morphic to the associated graded module
⊕
kMk/Mk+1.
(2) Now assume that the orbit CM of M is not closed. Then, by the Hilbert-
Mumford-Criterion, there is a 1-PSG λ such that limt→0 λ(t)M = N exists and
belongs to the closed orbit in CM . By (∗), N is the associated graded G-module
with respect to a suitable filtration of M . This implies that M is not semisimple,
because the associated graded module of any filtration of a semisimple module M
is isomorphic to M , hence belongs to CM .
On the other hand, ifM is not semisimple, then there exists a filtration ofM such
that the associated graded module N is not isomorphic to M . It is easy to see that
the filtration is induced by a suitable 1-PSG λ, hence limt→0 λ(t)M ∈ CN $ CM ,
and so CM is no closed.
The last statement is clear, since every orbit closure contains a closed orbit. 
8.4. The ind-variety Hom(G,H) is finite-dimensional. Here is a first main
result about the ind-variety Hom(G,H).
Proposition 8.4.1. Let G,H be linear algebraic groups.
(1) The ind-variety Hom(G,H) is finite-dimensional.
(2) If G is reductive, then Hom(G,GL(V )) is a countable union of closed GL(V )-
orbits, hence strongly smooth of dimension ≤ (dim V )2.
(3) If G◦ is semisimple or if G finite, then Hom(G,H) is an affine algebraic
variety. Moreover, Hom(G,GL(V )) is a finite union of closed GL(V )-orbits
and thus a smooth affine algebraic variety of dimension ≤ (dim V )2.
(4) If U is a unipotent group, then Hom(U,H) is an affine algebraic variety of
dimension ≤ dimU · dimHu.
Proof. (1) Using a closed embeddingH ⊆ GLn it suffices to prove that Hom(G,GLn)
is finite-dimensional (Remark 8.2.2). There is a finite subset F ⊂ G such that
G = 〈F 〉. Hence, we get an injective morphism of ind-varieties
ϕ : Hom(G,GLn)→ (GLn)F , λ 7→ (λ(g) | g ∈ F ).
Now the claim follows from Proposition 1.8.3.
(2) Since the representations of a reductive group are completely reducible the
GL(V )-orbits in Hom(G,GL(V )) are closed, by Lemma 8.3.1. Moreover, the number
of equivalence classes of n-dimensional representations of G are countable, hence
Hom(G,GL(V )) is a countable union of closed GL(V )-orbits. For the last claim we
refer to Example 1.9.5.
(3) Since there are only finitely many equivalence classes of n-dimensional rep-
resentations of G, the claim follows from (2).
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(4) We can assume that H is a closed subgroup of GLn (Remark 8.2.2). Then
we have embeddings
Hom(U,H) ⊆ Hom(U,GLn) ⊆ Mor(U,GLn) ⊆ Mor(U,Mn) = O(U)⊗Mn .
where the first two are closed immersions, and the last is a locally closed immersion,
by Corollary 4.3.3. The first claim of (4) follows if we show that the image of
Hom(U,H) in O(U)⊗Mn is contained in a finite dimensional subspace.
If λ ∈ Hom(U,H) we denote by λ˜ the image in O(U)⊗Mn. Using the exponential
isomorphism expU : LieU
∼−→ U (Example 6.2.3) we see that every linear map
ℓ : k→ LieU defines a homomorphism λℓ := expU ◦ ℓ : k+ → U of algebraic groups.
If ρ ∈ Hom(U,H), then the image of ρ ◦ λℓ ∈ Hom(k+, H) in k[s]⊗Mn is equal to
(λ∗ℓ ⊗ id)(ρ˜):
Hom(U,H)
⊆−−−−→ Mor(U,Mn) O(U)⊗Mn exp
∗
U ⊗ id−−−−−−→
≃
O(LieU)⊗Mnyρ7→ρ◦λℓ yρ7→ρ◦λℓ yλ∗ℓ⊗id yℓ∗⊗id
Hom(k+, H)
⊆−−−−→ Mor(k,Mn) k[s]⊗Mn k[s]⊗Mn
We know that the image of Hom(k+, H) in k[s] ⊗ Mn is contained in the finite
dimensional subspace k[s]<n⊗Mn, see Proposition 6.2. If we denote by S the image
of Hom(U,H) in O(LieU)⊗Mn, it follows that ℓ∗(S) ⊆ k[s]<n ⊗Mn for all linear
maps ℓ : k→ LieU . This clearly implies that S is contained in a finite-dimensional
subspace of O(LieU)⊗Mn.
It remains to prove the dimension estimate. We can find d := dimU elements
u1, . . . , ud ∈ U such that 〈u1, . . . , ud〉 = U . Then we obtain an injective morphism
Hom(U,H) →֒ (Hu)d, λ 7→ (λ(u1), . . . , λ(ud)), and the claim follows. 
Example 8.4.2. If G = T is a torus of dimension d ≥ 1, then Hom(T,GLn) is finite-
dimensional, with infinitely many connected components. In fact, it is a countable,
but not finite union of closed GLn-orbits and therefore of dimension ≤ n2 − n. In
particular, Hom(T,GLn) is not an algebraic variety.
Example 8.4.3. Consider the semidirect product Nn := Sn⋉(k∗)n with the obvious
action of Sn on (k∗)n. Then again Hom(Nn,GL(V )) is not algebraic as soon as
dimV ≥ n. In fact, for every k ∈ Z we have a homomorphism pk : Nn → Nn given
by (σ, t) 7→ (σ, tk). Thus, starting with a faithful representation ρ : Nn → GL(V )
we obtain a countable but not finite set of representations ρ ◦ pk, k ∈ N, which are
nonequivalent since they have different kernels.
This example generalizes immediately to the case of a semidirect product N :=
F ⋉ T of a finite group F with a torus T . Again, the maps pk : F ⋉ T → F ⋉ T ,
(f, t) 7→ (f, tk) are homomorphisms of algebraic groups for any k ∈ Z. Hence,
Hom(N,GLn) is not algebraic if n is large enough.
Example 8.4.4. If U is a unipotent group, then the only semisimple U -modules
are the trivial ones. It follows that Hom(U,GL(V )) contains a single closed orbit,
namely O = {ρ0} where ρ0 is the trivial representation, hence the unique fixed
point of GL(V ).
We set Autgr(G) := Hom(G,G), the group of regular automorphisms of the linear
algebraic group G. We have a homomorphism of ind-groups Int: G → Autgr(G)
sending g ∈ G to the inner automorphism h 7→ ghg−1.
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Example 8.4.5. (1) Autgr(SL2) = Int(SL2) ≃ PSL2.
(2) For n > 2 the involution τ : SLn
∼−→ SLn, A 7→ (At)−1, is not inner, and we
have Autgr(SLn) = 〈τ〉⋉ Int(SLn).
(3) For T = (k∗)n we have Autgr(T ) = GLn(Z), a discrete ind-group.
(4) If U is a commutative unipotent group, hence isomorphic to the additive
group LieU+ by the exponential map (see Example 6.2.3), then Autgr(U) ≃
GL(LieU).
8.5. Relation with the Lie algebras. For any homomorphism ρ : G → H of
linear algebraic groups we get a homomorphism of Lie algebras dρ : LieG→ LieH .
This defines a map
LG,H : Hom(G,H) →֒ LLie(LieG,LieH), ρ 7→ dρ,
where LLie(LieG,LieH) ⊆ L(LieG,LieH) denotes the closed subvariety of Lie al-
gebra homomorphisms. Note that LLie(LieG,LieH) is an affine variety even though
Hom(G,H) might not be a variety.
Proposition 8.5.1. Let G,H be linear algebraic groups.
(1) LG,H : Hom(G,H) → LLie(LieG,LieH) is an ind-morphism. If G is con-
nected, then LG,H is injective.
(2) If G is a connected semisimple group, then LG,H is a closed immersion of
affine varieties. If G is simply connected, then LG,H is an isomorphism.
(3) If U is unipotent, then LU,H is a closed immersion of affine varieties.
Proof. (1) The first part follows from Lemma 3.1.13, and the second one is well
known since a homomorphism ρ : G → H for a connected group G is determined
by dρ : LieG→ LieH , see Section 8.1.
(2) We first consider the case H = GL(V ). We will write LG instead of LG,GL(V ).
Then Hom(G,GL(V )) is an affine variety consisting of finitely many closed GL(V )-
orbits, by Proposition 8.4.1(3). Under LG, each orbit is mapped isomorphically
onto its image. In fact, we have seen above that the orbit Cρ of a representation
ρ : G → GL(V ) is isomorphic to GL(V )/GLG(V ). As remarked in Section 8.1 we
have GLG(V ) = GLLieG(V ), and so the orbit Cρ is isomorphic to the orbit Cdρ of
the representation dρ : LieG → End(V ). Thus the map LG : Hom(G,GL(V )) →
LLie(LieG,End(V )) is a closed immersion.
If G is simply connected, then every representation of LieG is induced by a
representation of G (see Section 8.1), and so LG is an isomorphism.
In general, we can choose a closed embedding H ⊆ GL(V ), so that LieH ⊆
End(V ), and we get a commutative diagram
Hom(G,H)
LG,H−−−−→ LLie(LieG,LieH)y⊆ y⊆
Hom(G,GL(V ))
LG−−−−→
⊆
LLie(LieG,End(V ))
where the lower horizontal map LG is a closed immersion. Thus LG,H is a closed
immersion (see Lemma 1.2.3).
If G is connected and LG is an isomorphism, then LG,H is also an isomorphism,
since it is surjective. In fact, if ρ : G → GL(V ) is a homomorphism such that
dρ : LieG→ End(V ) has its image in LieH , then ρ(G) ⊂ H , see Section 8.1.
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(3) By Lemma 6.2.4 we get, for every homomorphism ρ : U → GL(V ), a com-
mutative diagram
(LieU)
dρ−−−−→ N (V )
≃
yexpU ≃yexp
U
ρ−−−−→ U(V )
where U(V ) ⊆ GL(V ) are the unipotent elements and N (V ) ⊆ End(V ) the nilpo-
tent elements (notation from Lemma 6.1.2). This allows to define an ind-morphism
EU : Mor(LieU,N (V ))→ Mor(U,U(V )) by ϕ 7→ exp ◦ϕ◦ exp−1U , with the property
that EU (dρ) = ρ for any homomorphism ρ : U → GL(V ).
The ind-morphism LU : Hom(U,GL(V )) →֒ LLie(LieU,End(V )) has values in
Mor(LieU,N (V )), and thus induces an ind-morphism L˜U : Hom(U,GL(V )) →
Mor(LieU,N (V )) which makes the following diagram commutative
Hom(U,GL(V ))
L˜U−−−−→ Mor(LieU,N (V ))yid yEU
Hom(U,GL(V ))
⊆−−−−→ Mor(U,U(V ))
Since Hom(U,GL(V )) ⊆ Mor(U,U(V )) is closed it follows that L˜U is a closed
immersion of ind-varieties (see Lemma 1.2.3). This proves that LU is a closed im-
mersion as well.
The general case is obtained by embedding H into a GL(V ). 
Remark 8.5.2. In the proof above we did not use that Hom(U,H) is an affine variety.
So we got a new proof for this statement, cf. Proposition 8.4.1(4).
Remark 8.5.3. If T is a torus of dimension d ≥ 1, then LT : Hom(T,GL(V )) →֒
LLie(LieT,End(V )) is an injective ind-morphism whose image is a countable, but
not finite union of GL(V )-orbits in an affine GL(V )-variety. Thus LT cannot be a
closed immersion.
8.6. A generalization. We start with the following result.
Proposition 8.6.1. Let G,L be linear algebraic groups, and let H,K ⊆ G be two
closed connected subgroups generating G. Then the image of the ind-morphism
∆: Hom(G,L)→ Hom(H,L)×Hom(K,L), ρ 7→ (ρ|H , ρ|K),
is closed.
Proof. There is an n > 1 such that the multiplication map
ν : H ×K ×H × · · · ×K︸ ︷︷ ︸
2n factors
→ G
is surjective. Now consider the multiplication map for 4n factors
µ : H ×K ×H × · · · ×K︸ ︷︷ ︸
4n factors
→ G.
The morphism µ defines an equivalence relation∼ on the productH×K×H×· · ·×K
of 4n factors in the usual way: a ∼ b if and only if µ(a) = µ(b).
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If ϕ : H → L and ψ : H → L are two homomorphisms, then we obtain a mor-
phism [ϕ, ψ] : H ×K ×H × · · · ×K︸ ︷︷ ︸
4n factors
→ L defined by:
[ϕ, ψ](h1, k1, h2, . . . , h2n, k2n) = ϕ(h1)ψ(k1)ϕ(h2) · · ·ϕ(h2n)ψ(k2n).
It is clear that this induces an ind-morphism
[ , ] : Hom(H,L)×Hom(K,L)→ Mor(H ×K ×H × · · · ×K︸ ︷︷ ︸
4n factors
, L)
Now the equivalence relation∼ defines a closed subset R ⊆ Hom(H,L)×Hom(K,L)
in the following way:
R := {(ϕ, ψ) ∈ Hom(H,L)×Hom(K,L) | [ϕ, ψ](a) = [ϕ, ψ](b) for all a ∼ b}.
We claim that R is the image of ∆. Clearly, ∆(Hom(G,L)) ⊆ R. On the other
hand, it follows from the construction that (ϕ, ψ) ∈ R if and only if the morphism
[ϕ, ψ] : H × K × H × · · · × K → L, considered as a map, factors through G and
induces a homomorphism of groups [ϕ, ψ] : G→ L. The first statement is clear. As
for the second, let g1, g2 ∈ G. They may be written in the form g1 = h1k1 · · ·hnkn,
g2 = h
′
1k
′
1 · · ·h′nk′n, and we get
[ϕ, ψ](g1g2) = [ϕ, ψ](h1k1 · · ·hnknh′1k′1 · · ·h′nk′n)
= ϕ(h1)ψ(k1) · · ·ϕ(hn)ψ(kn)ϕ(h′1)ψ(k′1) · · ·ϕ(h′n)ψ(k′n)
= [ϕ, ψ](g1)[ϕ, ψ](g2).
The next lemma implies that [ϕ, ψ] is a morphism, hence a homomorphism of
algebraic groups, and the claim follows. 
Lemma 8.6.2. Let X,Y, Z be irreducible affine varieties where Y is normal. Let
ϕ : X → Y be a surjective morphism and f : Y → Z an arbitrary map. If the
composition ψ := f ◦ ϕ : X → Z is a morphism, then so is f .
Proof. Denoting by Γf the graph of the map f and by Γψ the graph of the morphism
ψ we get the following commutative diagram:
X
≃−−−−→ Γψ ⊆−−−−→ X × Zyϕ ysurjective yϕ×id
Y −−−−−→
bijective
Γf
⊆−−−−→ Y × Z
It follows that Γf is the image of the irreducible variety Γψ under the morphism
ϕ× id, hence it is a constructible subset of Y ×Z. The projection prY : Y ×Z → Y
induces a surjective morphism p : Γf → Y which is injective on an open dense set,
hence it is birational. Since Γf is irreducible and Y is normal this implies that
p is an isomorphism, by Lemma 5.2.4. Hence Γf = Γf and f = prZ ◦p−1 is a
morphism. 
Corollary 8.6.3. Let G,H be linear algebraic groups, and let G1, G2, . . . , Gm ⊆ G
be closed connected subgroups generating G. If all Hom(Gi, H) are affine varieties,
then so is Hom(G,H).
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Proof. (a) We begin with the case m = 2. We have an injective ind-morphism
∆: Hom(G,H) → Hom(G1, H) × Hom(G2, H) with a closed image, by Proposi-
tion 8.6.1. If k is uncountable, the result now follows from Lemma 1.8.1.
In general, consider a field extension K/k where K is algebraically closed and
uncountable. Since we have Hom(GK, HK) = Hom(G,H)K in a canonical way (cf.
Proposition 5.7.1), we also get the conclusion in this case.
(b) The general case easily follows by induction. Indeed, a subgroup generated
by any collection of closed connected subgroups of a linear algebraic group is closed
and connected (see e.g. [Hum75, Proposition 7.5]). 
In order to extend the results above to non-connected groups G we need the
following.
Lemma 8.6.4. Let G,H be linear algebraic groups.
(1) If Hom(G◦, H) is an affine variety, then so is Hom(G,H).
(2) If G◦ is a nontrivial torus, then Hom(G,GLn) is not algebraic for large n.
Proof. (1) There exists a finite subgroup F ⊆ G such that G = FG◦, see [BS64,
Lemme 5.11] (cf. [Bri15, Theorem 1.1]). Hence the induced homomorphism of al-
gebraic groups p : F ⋉ G◦ → G is surjective. We claim that the image of the ind-
morphism
∆: Hom(G,H)→ Hom(F,H)×Hom(G◦, H), ρ 7→ (ρ|F , ρ|G◦),
is closed. Consider the subset R ⊆ Hom(F,H)×Hom(G◦, H) of pairs (ϕ, ψ) defined
by the following two conditions:
(i) ψ(fgf−1) = ϕ(f)ψ(g)ϕ(f)−1 for all f ∈ F , g ∈ G◦;
(ii) ϕ(h) = ψ(h) for all h ∈ F ∩G◦.
It is easy to see that each condition defines a closed subset, and so R is closed.
Moreover, (i) implies that ϕ(F ) normalizes ψ(G◦) and that we get a homomorphism
of algebraic groups [ϕ, ψ] : F ⋉ G◦ → ϕ(F ) ⋉ ψ(G◦), and from (ii) we obtain that
[ϕ, ψ] factors through p : F ⋉ G◦ → G, hence defines a homomorphism of groups
[ϕ, ψ] : G → H . This homomorphism being regular on G◦, a classical argument
proves us that it is regular on G. Thus R is the image of the injective ind-morphism
∆.
If Hom(G◦, H) is affine, thenR is affine. Since ∆ induces a bijective ind-morphism
Hom(G,H) → R, it follows again from Lemma 1.8.1 that Hom(G,H) is affine in
case k is uncountable. The general case is obtained from this by base field extension
K/k as in the proof of Corollary 8.6.3 above.
(2) If G◦ is a torus, then N := F ∩ G◦ is normal in G, since it is normal in F
and in G◦, and the quotient G/N is the semidirect product F/N ⋉G◦/N . Now the
claim follows from Example 8.4.3. 
Remark 8.6.5. It is not true that if Hom(G,H) is affine, then Hom(G◦, H) is affine.
As an example take the semidirect product G := Z/2⋉ k∗ where Z/2 acts by t 7→
t−1. Then Hom(G, k∗) has two elements, hence is affine, whereas Hom(G◦, k∗) ≃ Z.
However, we have the following partial converse of the lemma above.
Lemma 8.6.6. Let G be a linear algebraic group. If Hom(G,GLn) is an affine
variety for large n, then Hom(G◦, H) is an affine variety for every linear algebraic
group H.
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Proof. By the following proposition we have to show that the radical radG is
unipotent, i.e. that the connected reductive group G◦/ raduG is semisimple. If
not, then the quotient H := G/(raduG (G
◦, G◦)) has the property that H◦ =
G◦/(raduG (G
◦, G◦)) is a nontrivial torus. By Lemma 8.6.4(2) this implies that
the closed subset Hom(H,GLn) ⊆ Hom(G,GLn) is not affine for large n, and so
Hom(G,GLn) is neither, contradicting the assumption. 
The following proposition characterizes the linear algebraic groups G with the
property that all Hom(G,H) are affine varieties.
Proposition 8.6.7. For a connected linear algebraic group G the following asser-
tions are equivalent.
(i) The radical radG is unipotent;
(ii) G is generated by unipotent elements;
(iii) The character group of G is trivial;
(iv) Hom(G,H) is an affine variety for any linear algebraic group H.
Proof. (i) ⇒ (ii): If the radical is unipotent, then G¯ := G/ raduG is semisimple,
hence generated by unipotent elements, because a semisimple group is generated
by the root subgroups, see [Spr98, Theorem 9.4.1]. It follows that G is generated
by unipotent elements since every fiber of G→ G¯ of a unipotent element contains
unipotent elements.
(ii) ⇒ (iii): If χ : G → k∗ is a character, then all unipotent elements belong to
kerχ. Hence χ is trivial.
(iii) ⇒ (i): The group G¯ := G/ raduG is reductive. Since G¯/(G¯, G¯) is a torus
we get G¯ = (G¯, G¯), and thus G¯ is semisimple, see [Bor91, Proposition 14.2]. Hence
radG = raduG as claimed.
(ii)⇒ (iv): If G is generated by unipotent elements, then it is generated by a finite
set of closed subgroups isomorphic to k+. Since Hom(k+, H) is an affine variety
(Proposition 6.2(1) or Proposition 8.4.1(4)) the claim follows from Corollary 8.6.3
and Lemma 8.6.4.
(iv)⇒ (iii): By base change we can assume that k is uncountable. Let χ : G→ k∗
be a nontrivial character. It is clear, that the image of Hom(k∗, k∗) →֒ Hom(G, k∗),
ρ 7→ ρ ◦ χ, is closed since it consists of the homomorphisms ϕ : G → k∗ such that
kerϕ ⊇ kerχ. But Hom(k∗, k∗) ≃ N is discrete, and such a set cannot be closed in
an affine variety. 
Let us collect the results from this section in the following theorem.
Theorem 8.6.8. Let G,H be linear algebraic groups.
(1) The ind-variety Hom(G,H) is finite-dimensional.
(2) If the radical of G is unipotent, then Hom(G,H) is an affine variety.
(3) If G is reductive, then Hom(G,GL(V )) is a countable union of closed GL(V )-
orbits, hence it is strongly smooth of dimension ≤ (dim V )2.
(4) If G◦ is semisimple or if G is finite, then Hom(G,GL(V )) is a finite union of
closed GL(V )-orbits and thus a smooth affine algebraic variety of dimension
≤ (dimV )2.
(5) If U is a unipotent group, then Hom(U,H) is an affine algebraic variety of
dimension ≤ dimU · dimHu.
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Question 8.6.9. Let G,L be linear algebraic groups, and let H,K ⊂ G be closed
subgroups which generate G. Is it true that the canonical map
∆: Hom(G,L)→ Hom(H,L)×Hom(K,L)
is a closed immersion of ind-varieties?
9. Locally Finite Elements of Ind-Groups
9.1. Locally finite elements of automorphism groups. Let g ∈ End(X) where
X is an affine variety, and assume that there is a k > 0 such that gm ∈ End(X)k
for all m ≥ 0. Then the closure {gm | m ∈ N} ⊆ End(X) is a closed affine algebraic
semigroup contained in End(X)k.
Lemma 9.1.1. Let g ∈ Aut(X) and assume that there is a k > 0 such that
gm ∈ End(X)k for all m ∈ N. Then gn ∈ Aut(X)k for all n ∈ Z, and 〈gn | n ∈ N〉 ⊆
Aut(X) is a closed linear algebraic subgroup.
Proof. Set M := {gm | m ∈ N} ⊆ End(X)k. This is a closed affine algebraic semi-
group, and we have gM ⊆ M . Since left multiplication with g defines an isomor-
phism End(X)
∼−→ End(X), Lemma 9.1.2 below implies that gM = M . Hence
g−1 ∈M , and the claim follows. 
Lemma 9.1.2. Let ϕ be an automorphism of an ind-variety V, and let Z ⊆ V be
a closed algebraic subset such that ϕ(Z) ⊆ Z. Then we have ϕ(Z) = Z.
Proof. The decreasing sequence of closed subsets Z ⊇ ϕ(Z) ⊇ ϕ2(Z) ⊇ · · · has to
become stationary. Therefore, there exists a k ≥ 0 such that ϕk+1(Z) = ϕk(Z).
Applying ϕ−k to this equality we get ϕ(Z) = Z. 
Definition 9.1.3. An endomorphism ϕ ∈ End(X) is called locally finite, resp.
semisimple, resp. locally nilpotent, if the linear endomorphism ϕ∗ of O(X) is locally
finite, resp. semisimple, resp. locally nilpotent (see Definition 6.4.2). A locally finite
automorphism ϕ is called unipotent if the linear endomorphism (ϕ∗ − id) of O(X)
is locally nilpotent.
We denote by Endlf(X) ⊆ End(X) the subset of locally finite endomorphisms
and by Autlf(X) ⊆ Aut(X) the subset of locally finite automorphisms.
Lemma 9.1.4. For g ∈ Aut(X) the following statements are equivalent:
(i) g is locally finite;
(ii) There is a k > 0 such that gm ∈ Aut(X)k for all m ∈ N;
(iii) The closure 〈g〉 in Aut(X) of the subgroup generated by g is a linear alge-
braic group.
Proof. We can assume that the filtration of Aut(X) is obtained in the following way.
We start with a filtration of O(X) = ⋃k≥1O(X)k by finite-dimensional subspaces
such that O(X)1 generates O(X). Then Aut(X)k := {g ∈ Aut(X) | g∗(O(X)1) ⊆
O(X)k} defines a filtration of Aut(X) by closed algebraic subsets.
(i)⇒(ii): If g is locally finite, then the linear span 〈(g∗)m(O(X)1) | m ∈ N〉 is
finite-dimensional, hence contained in O(X)k for some k ≥ 1. But this means that
gm ∈ Aut(X)k for all m ∈ N.
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(ii)⇒(iii): As in the proof of the previous lemma consider the closed algebraic
semigroup M := {gm | m ∈ N} ⊆ End(An)k. It follows that the invertible elements
M∗ of M form a principal open set, hence a linear algebraic group which contains
the group 〈g〉 generated by g as a dense subset.
(iii)⇒(i): This is clear since the action of an algebraic group on X induces a
locally finite and rational representation on O(X). 
Recall that a non-trivial connected linear algebraic group always contains a copy
of the additive group k+ or a copy of the multiplicative group k∗. Hence, the
following question seems natural.
Question 9.1.5. Is it true that a nondiscrete automorphism group Aut(X) of an
affine variety X always contains a copy of the additive group k+ or a copy of the
multiplicative group k∗? Equivalently, does it always contain locally finite elements
of infinite order?
9.2. Locally finite elements and Jordan decomposition in ind-groups. We
now use the results above to define locally finite elements of an arbitrary affine
ind-group G, and to get the Jordan decomposition of such elements.
Definition 9.2.1. Let G be an affine ind-group and g ∈ G. Then g is called locally
finite if the closure 〈g〉 of the subgroup generated by g is a linear algebraic group,
i.e. there is an integer k > 0 such that 〈g〉 ⊆ Gk. A locally finite element g ∈ G is
called semisimple if 〈g〉 is a diagonalizable group, and unipotent if 〈g〉 is a unipotent
group.
We use the notation Glf,Gss,Gu ⊆ G for the subsets of locally finite, semisimple
and unipotent elements of G.
Example 9.2.2. Let G be a nested ind-group, i.e. G admits a filtration consisting of
closed algebraic subgroups (see Example 2.4.2). Then every element g ∈ G is locally
finite. We will prove a partial converse of this statement in Proposition 9.4.4.
Proposition 9.2.3. Assume that k is uncountable. Then the subset Glf of G is
weakly closed.
Proof. For k, ℓ ∈ N define the closed subsets Gk,ℓ := {g ∈ G | gj ∈ Gk for |j| ≤ ℓ} ⊆
Gk. Then
Gk :=
⋂
ℓ
Gk,ℓ = {g ∈ G | 〈g〉 ⊆ Gk}
is closed in Gk and Glf =
⋃
k Gk, showing that Glf is weakly closed (Proposi-
tion 1.13.6). 
Question 9.2.4. If G is a connected ind-group, do we have G = 〈Glf〉, or at least
G = 〈Glf〉?
For a locally finite g ∈ G the structure of the commutative linear algebraic group
H := 〈g〉 is well-known: H = Hs × Hu where Hs is the closed subgroup of the
semisimple elements of H and Hu the closed subgroup of the unipotent elements.
Moreover, Hs is a diagonalizable group isomorphic to F × (k∗)k where F is a finite
cyclic group, and Hu is either trivial or isomorphic to k+. Accordingly, we have a
canonical decomposition g = gs · gu where gs is semisimple, gu is unipotent, and
gs · gu = gu · gs. This decomposition is called the Jordan decomposition of g.
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Lemma 9.2.5. Let g ∈ G be locally finite and g = gs · gu its Jordan decomposition.
(1) If ϕ : G → H is a homomorphism of ind-groups, then ϕ(g) is locally finite
and ϕ(g) = ϕ(gs) · ϕ(gu) is its Jordan decomposition.
(2) If H ⊆ G is a closed subgroup and g ∈ H, then gs, gu ∈ H.
Proof. (1) is a consequence of the fact that the image ϕ(G) ⊆ H of a closed algebraic
subgroup G ⊆ G is a closed algebraic subgroup of H, and (2) is obvious. 
Example 9.2.6. If g ∈ Aut(X) is locally finite and a ∈ X a fixed point of g, then
a is fixed by gs and gu, because it is a fixed point of the closed subgroup 〈g〉. On
the other hand, the automorphism g := (x + y2 − 1,−y) of A2 is locally finite
and fixed point free whereas both gs and gu have fixed points. In fact, the Jordan
decomposition is given by g = (x,−y) · (x+ y2 − 1, y).
9.3. Elements of finite order. The first part of the next proposition is a well-
known result from algebraic group theory. As for the second we could not find a
reference.
Proposition 9.3.1. Let G be a linear algebraic group.
(1) If every element of G has finite order, then G is finite.
(2) Let F ⊆ G be a subgroup such that every element of F has finite order.
Then F is countable.
Proof. (1) Let B ⊆ G be a Borel subgroup, i.e. a maximal connected solvable sub-
group. Then B must be trivial, because a nontrivial connected solvable group con-
tains either a k∗ or a k+. Since G/B is a projective variety ([Bor91, Theorem 11.1])
we get that G is finite.
(2) The Tits alternative [Tit72, Theorem 1] implies that F contains a solvable
subgroup of finite index. So we can assume that F is solvable. Let F = F (0) ⊃
F (1) ⊃ F (2) ⊃ · · · ⊃ F (m) = {e} be the derived series, i.e., every subgroup is the
commutator subgroup of the previous one. Taking the closures
F ⊇ F (1) ⊇ F (2) ⊇ · · · ⊇ F (m) = {e}
we obtain a subnormal series with abelian factors. If F is uncountable, then there
is an i < m such that Fi := F ∩ F (i) is uncountable, but Fi+1 := F ∩ F (i+1) is
countable. It follows that the image of Fi in H := F (i)/F (i+1) is an uncountable
abelian subgroup of the abelian linear group H . This is impossible, because H◦ ≃
(k∗)p × (k+)q, and the set of elements of finite order in a torus is countable. 
The obvious generalization would be to show that an ind-group consisting of
elements of finite order is discrete.
Question 9.3.2. Is it true that every ind-group G consisting of elements of finite
order is discrete? More generally, is it true that a subgroup F ⊆ G consisting of
elements of finite order is countable?
Note that the second question has a negative answer for subgroups of GL(V )
when V is the k-vector space k∞. Let (en)n≥1 be a basis of V . For each subset
S ⊆ N define the element fS ∈ GL(V ) by
f(en) =
{
en if n /∈ S,
−en if n ∈ S.
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Then, F := {fS | S ⊆ N} ⊂ GL(V ) is a subgroup isomorphic to (Z/2Z)N which is
not countable. But note that the group GL(V ) is not an ind-group.
Concerning the question above we have the following partial result.
Lemma 9.3.3. Let F ⊆ Aut(X) be a commutative subgroup consisting of elements
of finite order. Then F is countable.
Proof. We have a faithful linear action of F on the coordinate ring O(X) by k-
algebra automorphisms. Since F is commutative and consists of elements of finite
order the representation of F on O(X) can be diagonalized, i.e. there is a decom-
position O(X) =⊕χO(X)χ where χ runs through the characters of F and
O(X)χ := {f ∈ O(X) | gf = χ(g) · f for all g ∈ F}.
Since O(X) is finitely generated as a k-algebra we can find a finite set of characters
χ1, χ2, . . . , χn such that V :=
⊕n
i=1O(X)χi generates O(X). Clearly, g ∈ F acts
trivially on O(X) if and only if χ1(g) = · · · = χn(g) = 1. Since the action of F is
faithful it follows that the homomorphism
F → k∗n, g 7→ (χ1(g), . . . , χn(g)),
is injective. Its image is in µn∞ where µ∞ := {ζ ∈ k∗ | ζm = 1 for some m ≥ 1}.
Since µ∞ is countable the claim follows. 
9.4. Nested ind-groups. Recall that an ind-group G is nested if G has an admis-
sible filtration G = ⋃k Gk consisting of closed algebraic subgroups Gk. The following
result can be found in [KPZ16, Remark 2.8].
Lemma 9.4.1. A closed subgroup of a nested ind-group is nested.
We now prove the following analogous result.
Lemma 9.4.2. Let ϕ : G → H be an injective homomorphism of ind-groups where
G is connected and H nested. Then G is nested.
Proof. We have H = ⋃kHk where the Hk are linear algebraic groups. Define the
closed subgroups Gk := ϕ−1(Hk) ⊆ G. By Proposition 2.7.2(1) the connected com-
ponents G◦k are algebraic groups.
We claim that
⋃
k G◦k = G. For g ∈ G there is an irreducible closed curve C ⊂ G
such that e, g ∈ C. Since C is algebraic the image ϕ(C) is contained in Hk for some
k ≥ 1. Hence C ⊂ Gk = ϕ−1(Hk). It follows that C ⊂ G◦k , and so g ∈ G◦k . This
shows that G = ⋃k G◦k is a nested ind-group. 
With the same notation as in the lemma above we remark that if ϕ(G) is closed,
then ϕ is a closed immersion. However, we do not know whether this is always the
case.
We have seen in Example 9.2.2 that any element of a nested ind-group is locally
finite. One might wonder if the converse holds: If all elements of an ind-group are
locally finite, does it follow that the ind-group is nested? Before proving a partial
result in this direction, let us mention that for a discrete ind-group this question is
equivalent to the classical Burnside problem posed byWilliam Burnside in 1902.
Indeed, an element of a discrete ind-group is locally finite if and only if it has finite
order. Therefore, the question is equivalent to the question if a finitely generated
group in which every element has finite order must necessarily be a finite group.
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As one knows, the answer is negative. Thus the previous question should be asked
only for connected ind-groups.
Question 9.4.3. If G is a connected ind-group whose elements are all locally finite,
does it follow that G is nested?
Here is a partial result in this direction.
Proposition 9.4.4. Assume that k is uncountable. Let X be an affine variety, and
let G ⊆ Aut(X) be a commutative closed connected subgroup. If every element of G
is locally finite, then G is nested.
Proof. For any g ∈ G define the closed connected commutative algebraic subgroup
Gg := 〈gm | m ∈ Z〉◦ ⊆ G and its Lie algebra Lg := LieGg ⊂ LieG. Set L :=∑
g Lg ⊆ LieG. Since LieG has countable dimension, we can find a countable set
{gi ∈ G | i ∈ N} such that L =
∑
i∈N Lgi . For n ∈ N define the subgroups Gn :=
Gg1 · Gg2 · · ·Ggn ⊂ G. By construction, these are closed connected commutative
algebraic subgroups, and LieGn = Ln :=
∑n
i=1 Lgi . We claim that G :=
⋃
n Gn is
equal to G.
Denote by F ⊂ G the subgroup of elements of finite order. For any element g ∈ G
there is an n ∈ N such that Lg ⊆ Ln = LieGn. It then follows from Corollary 7.6.4
that Gg ⊂ Gn, hence gm ∈ Gn ⊆ G for some m ≥ 1. Since the group Gn is divisible,
i.e. all power maps g 7→ gk are surjective, there exists an element h ∈ Gn such
that gm = hm. Therefore, the element g′ := gh−1 has finite order and is such that
g′G = gG. This shows that G = F ·G.
By Lemma 9.3.3, F is countable, so that it can be written as an increasing
union F =
⋃
n Fn of finite subgroups. Now, the closed algebraic subgroups Hn :=
Fn · Gn ⊂ G satisfy G =
⋃
nHn, and by Theorem 1.3.3 they form an admissible
filtration. Since Gn has finite index in the connected group H◦n, we have H◦n = Gn.
It remains to see that G = ⋃n Gn. Since G is curve-connected we can find, for
every g ∈ G, an irreducible curve C connecting g and e. Then there is an n ≥ 1
such that C ⊂ Hn and so g ∈ H◦n = Gn. Hence, G =
⋃
n Gn. 
Remark 9.4.5. Let G be an ind-group and consider the following statements:
(1) G is nested;
(2) For any finite subset {g1, . . . , gn} ⊂ G, the group 〈g1, . . . , gn〉 is algebraic;
(3) Any element of G is locally finite.
Then we have (1) ⇒ (2) ⇒ (3), but we have seen above that (3) ⇒ (2) does not
hold in general. Moreover, it is unclear if the implication (2)⇒ (1) is true.
Example 9.4.6. There are interesting examples of nested discrete ind-groups.
(1) The direct sum F (∞) of countably many copies of a finite group F .
(2) The symmetric group S∞ := lim−→Sn.
(3) The groups Q+/Z = lim−→
1
n
Z/Z and Z+p /Z = lim−→
1
pk
Z/Z.
If G is a commutative linear algebraic group, then the subsets Gss and Gu of
semisimple resp. unipotent elements are closed subgroups and G = Gss × Gu.
Moreover, Gu is a unipotent group isomorphic to the additive group of a finite-
dimensional vector space, and Gss is a diagonalizable group which can be written
in the form Gss ≃ F × T where F is a finite group and T := (Gss)◦ a torus. These
results carry over to commutative nested ind-groups, except for the last statement.
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Proposition 9.4.7. Let G be a commutative nested ind-group.
(1) The subsets Gss and Gu of G are closed subgroups, and G = Gss × Gu.
(2) Gu is a nested unipotent ind-group isomorphic to the additive group of a
vector space of countable dimension.
(3) (Gss)◦ is a nested torus, i.e. a finite dimensional torus or isomorphic to
(k∗)∞ := lim−→ (k
∗)k.
(4) There is a closed discrete subgroup F ⊂ Gss such that Gss = F · (Gss)◦.
Proof. (1), (2) and (3) are easy consequences of the finite dimensional linear case,
and the proofs are left to the reader.
(4) Let D be a diagonalizable group and D′ ⊆ D a closed subgroup. Let F ′ ⊂ D′
be a finite subgroups such that D′ = F ′ · (D′)◦. Then there is a finite subgroup
F ⊆ D such that D = F ·D◦ and F ⊇ F ′. Now the claim follows easily. 
Question 9.4.8. Let G be a commutative nested ind-group. Does there exist a closed
discrete subgroup F ⊂ Gss such that Gss ≃ F × (Gss)◦?
9.5. Embeddings into GL∞. A typical case of a nested ind-group is GL∞ =
lim−→GLn. Hence all closed subgroups of GL∞ are nested ind-groups as well, by
Lemma 9.4.1. One might wonder whether a nested ind-group always admits an
injective homomorphism into the group GL∞. We show now that this is not case.
Let A be the semidirect product k∗ ⋉ (k∞)+ where the action of k∗ on (k∞)+
is given as follows:
t(a1, a2, . . . , ai, . . .)t
−1 := (t · a1, t2 · a2, . . . , ti · ai, . . .).
Note thatA is the union of the closed linear algebraic subgroupsAn := k∗⋉(kn)+ ⊂
A, hence it is nested.
Proposition 9.5.1. There does not exist an injective homomorphism of ind-groups
ι : A →֒ GL∞.
For m ≥ 1 define Bm := k∗ ⋉ k+ where k∗ acts by tst−1 = tm · s. We will use
the following well known result, see e.g. [Hum75, Proposition 27.2].
Lemma 9.5.2. Let V be a finite-dimensional representation of Bm. If s ∈ k+,
and if Vr := {v ∈ V | tv = tr · v} ⊆ V is the weight space of weight r ∈ Z, then
s(Vr) ⊆
⊕
i≥0 Vr+im.
Proof of Proposition 9.5.1. (1) It follows from the lemma above that a faithful rep-
resentation V of Bm contains at least two different nonzero weight spaces Vr 6= Vr′
such that the difference r − r′ is divisible by m. In fact, if s(Vr) = Vr, then the
actions of k∗ and of k+ on Vr commute, hence the action of k+ on Vr is trivial.
(2) Now assume that we have an injective homomorphism ι : A →֒ GL∞. Then
there is a d > 0 such that ι(k∗) ⊆ GLd, and for every m ≥ 1 there exists an rm ≥ 1
and a commutative diagram
(∗)
Am ιm−−−−→
⊆
GLd+rmx⊆ x⊆
k∗ ι1−−−−→
⊆
GLd
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Since Bm′ is a closed subgroup of Am for all m′ ≤ m this implies, by (1), that the
Am-module V := kd+rm contains nonzero weight spaces Vr, Vr′ such that r − r′ is
divisible by m′ for all m′ ≤ m. This is not possible when m is large enough, since
the diagram (∗) above shows that the nonzero weights of k∗ all belong to kd. 
Remark 9.5.3. It is not difficult to see that the ind-group A occurs as a closed sub-
group in the de Jonquie`re-subgroup J (n) ⊆ Aut(An) for all n ≥ 2, see Propo-
sition 16.3.1. As a consequence, J (n) does not admit an injective homomorphism
J (n) →֒ GL∞.
10. Automorphisms of G-Varieties
10.1. G-varieties and affine quotients. Let G be a linear algebraic group and
X be an affine G-variety. We say that affine quotient X//G exists if the algebra of
invariants O(X)G is finitely generated. In this case we define X//G := SpecO(X)G
and denote by πX : X → X//G the canonical morphism defined by the inclusion
O(X)G ⊂ O(X). If the affine quotient exists, then it has the universal property
that every G-invariant morphism ϕ : X → Z where Z is affine factors uniquely
through πX :
X Z
X//G
πX
ϕ
ϕ¯
Such a factorization needs not to exist if we do not assume that Z is affine. In
fact, there exist affine quotients πX : X → X//G which are not surjective. Setting
Z := X//G \ {y0} where y0 /∈ πX(X) the induced map ϕ : X → Z is invariant, but
does not factor through πX . Such an example can be found in [FSR05, Example 4.10,
page 231]. They consider the linear representation of k+ on M2(k) where s ∈ k+
acts on M2(k) by left multiplication with [ 1 s0 1 ] and they even show that this action
does not admit a categorical quotient at all. For more examples of this form see
[KD15].
Lemma 10.1.1. Let X be an affine G-variety and assume that the affine quotient
πX : X → X//G exists. Then, for any affine variety Z, the canonical map
δZ : Mor(X//G,Z)→ Mor(X,Z)G, α 7→ α ◦ πX ,
is an isomorphism of ind-varieties.
Proof. If Z is a k-vector space, Z = V , then we have in a canonical way
Mor(X,V )G ≃ (O(X)⊗ V )G = O(X)G ⊗ V ≃ Mor(X//G, V )
showing that δV : Mor(X//G, V ) → Mor(X,V )G is an isomorphism. If we embed
Z ⊆ V into a k-vector space, then Mor(X//G,Z) ⊆ Mor(X//G, V ) is closed as
well as Mor(B,Z) ⊆ Mor(B, V ), and the map δZ is induced by δV , hence is an
isomorphism. 
Definition 10.1.2. Let X be an affine G-variety where G is a linear algebraic
group. We denote by AutG(X) ⊆ Aut(X) the subgroup of G-equivariant automor-
phisms, by Autorb(X) ⊂ Aut(X) the subgroup of orbit preserving automorphisms,
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and by Autinv(X) ⊂ Aut(X) the subgroup of automorphisms preserving the invari-
ant functions O(X)G:
AutG(X) := {ϕ ∈ Aut(X) | ϕ(gx) = gϕ(x) for all x ∈ X and g ∈ G},
Autorb(X) := {ϕ ∈ Aut(X) | ϕ(Gx) = Gx for all x ∈ X},
Autinv(X) := {ϕ ∈ Aut(X) | ϕ∗(f) = f for all f ∈ O(X)G}.
Proposition 10.1.3. (1) An automorphism ϕ of X is orbit preserving if and
only if it preserves the closures of the orbits.
(2) The subgroup Autorb(X) is contained in Autinv(X), and both are closed
subgroups of Aut(X):
Autorb(X) ⊆ Autinv(X) ⊆ Aut(X).
(3) The subgroup AutG(X) ⊂ Aut(X) is closed.
Proof. (1) It is clear that an orbit preserving automorphism preserves the closures
of the orbits. So assume that ϕ preserves the closures of the orbits. Then every G-
stable closed subset is stable under ϕ. If O = Gx is an orbit, then the complement
O¯ \O is closed and G-stable, hence stable under ϕ, and the claim follows.
(2) Using (1) we get Autorb(X) =
⋂
x∈X Aut(X,Gx) which is closed by Propo-
sition 5.1.6.
For the subgroup Autinv(X) we use the fact that the subset
{ϕ ∈ Aut(X) | f ◦ ϕ = f} ⊂ Aut(X)
is closed for any f ∈ O(X).
(3) For g ∈ G define γg : Aut(X) → Aut(X) by ϕ 7→ ϕ ◦ ρ(g) ◦ ϕ−1 ◦ ρ(g)−1
where ρ : G→ Aut(X) is the action. Then we have
AutG(X) =
⋂
g∈G
(γg)
−1(id),
and the claim follows. 
Remark 10.1.4. Consider the representation of k∗ on k2 given by scalar multiplica-
tion. Then there are no invariants, and we get
Autorb(k2) = k∗ $ Autinv(k2) = Aut(k2).
In fact, for any ϕ ∈ Autorb(k2) we have ϕ∗(x) = αx and ϕ∗(y) = βy for some
α, β ∈ k∗. Since ϕ preserves all lines through the origin 0, we must have α = β.
Remark 10.1.5. If the affine quotient πX : X → B := X//G exists, then
Autinv(X) = AutπX (X) := {ϕ ∈ Aut(X) | πX ◦ ϕ = ϕ}.
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10.2. Principal G-bundles. Recall that a principal G-bundle is a G-variety X
together with a morphism π : X → B which is locally trivial in the e´tale topology
with fiber G, i.e. for every b ∈ B there is an e´tale morphism ϕ : U → B containing
b in its image such that the fiber product X ×B U is G-isomorphic to G× U :
G× U ≃−−−−→ X ×B U ϕ
′
−−−−→ XyprU yπ′ yπ
U U
ϕ−−−−→ B
It follows that π is an affine and smooth morphism and that π : X → B is a
geometric quotient. This means that for every affine open subset U ⊆ B the induced
morphism π−1(U) → U is an affine quotient, i.e. O(U) = O(π−1(U))G, and that
the fibers of π are the G-orbits.
Since π is affine it follows that X is affine in case Y is affine, but the reverse
implication is not correct. In fact, Winkelmann gave an example of C+-action on
C5 which defines a principal bundle α : C5 → Y where Y is a smooth quasi-affine
variety which is not affine. This example can be found in [Win90, Section 2], and the
fact that the quotient α is a principal C+-bundle follows from [Win90, Proposition
(v) in Section 8].
A principal G-bundle π : X → B is trivial, i.e. G-isomorphic to prB : G×B → B
if and only if π has a section σ : B → X . In fact, the trivialization is given by
G×B ∼−→ X , (g, b) 7→ gσ(b). It follows that for a principal G-bundle π : X → B the
pull-back bundle pr2 : X ×B X → X is trivial, because it has the section σ : x 7→
(x, x). Hence we have the following commutative diagram:
(∗)
G×X ≃−−−−−−−−→
(g,x) 7→(gx,x)
X ×B X pr1−−−−→ XyprX ypr2 yπ
X X
π−−−−→ B
Example 10.2.1. Important examples of principal bundles appear in the following
way. Let G be a linear algebraic group and H ⊂ G a closed subgroup. Then H acts
from both sides on G, (h, g) 7→ hg and (h, g) 7→ gh−1. Therefore, we obtain two
principal H-bundles, G→ H\G, g 7→ Hg, and G→ G/H , g 7→ gH . These bundles
are H-isomorphic where the isomorphism is induced by G
∼−→ G, g 7→ g−1.
It is easy to see that the H-bundle G → H\G is trivial, if and only if there
exists an H-equivariant map τ : G → H , i.e. we have τ(hg) = hτ(g) for g ∈ G,
h ∈ H . In fact, the triviality means that we have an H-equivariant isomorphism
G
∼−→ H × (H\G) which must be of the form g 7→ (τ(g), Hg) where τ is H-
equivariant.
Let us mention the following important results about principal G-bundles. A
linear algebraic group G is called special if every principal G-bundle is locally trivial
in the Zariski topology.
Proposition 10.2.2. (1) For a unipotent group U every principal U -bundle
over an affine variety is trivial. In particular, U is special.
(2) The tori T , the groups GLn, SLn, Spn, and products of them are special.
(3) Connected solvable groups are special.
For the proofs we refer to [Ser58], cf. [KS92, III.2].
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10.3. Local sections for group actions. Let G be a linear algebraic group acting
on an affine variety X .
Definition 10.3.1. A G-section of the G-action on X is a G-equivariant morphism
σ : X → G where G acts by left-multiplication on itself, i.e. a morphism σ satisfying
σ(gx) = gσ(x) for all g ∈ G and x ∈ X .
A local G-section is a G-section on a nonempty G-stable open subset of X .
Let X := G× Y where Y is an arbitrary affine variety and where G acts by left-
multiplication on G. Then the projection σ := prG : X → G is a G-section and the
projection π := prY : X → Y is the affine quotient, i.e. π∗ induces an isomorphism
O(Y ) ∼−→ O(X)G. This is the general picture as the next proposition shows.
Proposition 10.3.2. The following assertions for a G-action on X are equivalent.
(i) The G-action has a G-section.
(ii) There is a closed subset Y ⊆ X such that the action map G × X → X,
(g, x) 7→ gx, induces an isomorphism ρ : G× Y ∼−→ X.
It then follows that π := prY ◦ρ−1 : X → Y is the affine quotient of the G-action.
Another equivalent way to express this is the following: The affine quotient X//G
exists, i.e. the invariant ring O(X)G is finitely generated, and the quotient mor-
phism πX : X → X//G is a trivial principal G-bundle (see Section 10.2).
Proof of Proposition 10.3.2. (i)⇒ (ii): Let σ : X → G be a section of the action.
Set Y := σ−1(e). Then the morphism G × Y → X , (g, y) 7→ gy has an inverse,
namely x 7→ (σ(x), σ(x)−1x).
(ii)⇒ (i): If X = G× Y , then the projection prG : G× Y → G is a G-section.
The last statement is clear. 
The situation is displayed in the following diagram
X G
X//G
π
σ
e
s
where s is the inverse map of the isomorphism σ−1(e)
∼−→ X//G induced by π.
In case of the additive group k+, there is the following criterion for the existence
of a section.
Lemma 10.3.3. Consider a k+-action on X, and let δ ∈ Vec(X) be the corre-
sponding vector field. Then a regular function f : X → k+ is a k+-section if and
only if δ(f) = 1.
Proof. We are going to use Lemma 11.2.1 which will be proved in the following
section. This lemma asserts that for s ∈ k+ and f ∈ O(X) we have
f(sx) =
∞∑
n=0
sn · δn(f)(x).
Thus f is k+-equivariant, i.e. f(sx) = f(x) + s for all s ∈ k+, if and only if
δ(f) = 1. 
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Example 10.3.4. Let u ∈ Aut(An) be a nontrivial translation, u : x 7→ x + u, and
let ρ : k+ → Aut(An) be the k+-action generated by u, i.e. ρ(s)(x) = x + su. It is
clear that every linear map σ : An → k+ such that σ(u) = 1 is a section.
Proposition 10.3.5. For a nontrivial k+-action on an affine variety X there al-
ways exists a local section. More precisely, there is an invariant f ∈ O(X)k+ such
that the k+-action on Xf has a section.
Proof. Let δ ∈ Vec(X) be the vector field corresponding to the k+-action. Since
the action is nontrivial, we can find an h ∈ O(X) such that f := δh 6= 0, but
δf = δ2h = 0. Then f ∈ O(X)k+ , and
δ
(
h
f
)
=
δh
f
= 1.
Thus h
f
: Xf → k+ is a section, by Lemma 10.3.3 above. 
Local sections also exist for faithful actions of tori. The proof relies on the fol-
lowing classical result.
Proposition 10.3.6. Let G be an algebraic group which is either diagonalizable
or finite or k+. Then the generic stabilizer of a faithful action on an irreducible
affine variety X is trivial, i.e. there exists an open dense set U ⊆ X such that the
stabilizer Gx is trivial for every x ∈ U .
Proof. (1) Assume first that G is diagonalizable and that X is a G-module V .
Decompose V into weight spaces: V = Vλ1 ⊕ Vλ2 ⊕ · · · ⊕ Vλr , where λ1, . . . , λr are
characters of G and Vλi := {v ∈ V | gv = λi(g) · v for g ∈ G}. Define
P := {Λ ⊆ {λ1, . . . , λr} |
⋂
λ∈ΛKerλ 6= {e}},
and set VΛ :=
⊕
λ∈Λ Vλ for Λ ∈ P . Then {v ∈ V | Gv 6= {e}} =
⋃
Λ∈P VΛ, hence
U := V \⋃Λ∈PVΛ = {v ∈ V | Gv is trivial}.
It follows that U 6= ∅, because otherwise V = VΛ for some Λ ∈ P , and so the action
is not faithful.
For the general case, we embed X into a G-module V and check that U ∩X 6= ∅.
Otherwise, we would have X ⊆ VΛ for some Λ ∈ P , because X is irreducible,
contradicting the faithfulness of the action.
(2) Now assume that G is finite. For a G-module V we get
U := V \⋃g 6=eKer(id−g) = {v ∈ V | Gv is trivial}.
The same argument as in (1) shows that U 6= ∅, and that for an embedding of X
into a G-module V we have X ∩ U 6= ∅.
(3) The case G = k+ is clear since k+ does not contain a nontrivial closed
subgroup. 
Remark 10.3.7. The proposition does not hold if X is reducible. Take G := Sn, the
symmetric group in n letters. Then the standard action of Sn on {1, 2, . . . , n} is
faithful, but the stabilizer of each point is isomorphic to Sn−1.
Another example is the following. Let k2 be the standard representation of T :=
(k∗)2, and consider X := V(xy) ⊂ k2, the union of the two coordinate lines. Again,
the action of T on X is faithful, but the stabilizer of any point of X is nontrivial.
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The proposition does not hold for simple algebraic groups G and neither for GLn
(n ≥ 2), because all these groups admit faithful representations V of dimension
dimV < dimG.
Corollary 10.3.8. Let T be a torus. For every faithful action of T on an irreducible
affine variety X there exists a local section.
Proof. Let U ⊆ X be an open dense subset given in the proposition above. We
can find a semi-invariant f ∈ O(X) such that Xf ⊂ U and Xf is smooth. It
then follows from Luna’s Slice Theorem [Lun73, Corollaire 1] that the quotient
morphism Xf → Xf//T is a principal T -bundle, hence locally trivial in the Zariski
topology (see Proposition 10.2). The claim follows. 
10.4. Large subgroups of Aut(X). Let G be a linear algebraic group acting on
an affine variety X . Denote by ρ : G→ Aut(X) the corresponding homomorphism
of ind-groups. If α : X → G is a G-invariant morphism, i.e. α(gx) = α(x) for all
x ∈ X and g ∈ G, then we can define an automorphism ρα ∈ Aut(X) in the
following way:
ρα(x) := ρ(α(x))(x) = α(x)x.
By definition, ρα : X → X is the composition of the two morphisms
X
x 7→(α(x),x)−−−−−−−→ G×X (g,x) 7→gx−−−−−−→ X
hence ρα ∈ End(X), and ρα is an automorphism, because ρα ◦ ρα−1 = id where
α−1(x) := α(x)−1. Note that the G-invariant morphisms α : X → G are the ele-
ments of the ind-group G(O(X)G), see Remark 2.5.2.
We denote by ρ˜ the corresponding map G(O(X)G) → Aut(X), α 7→ ρα. If α is
the constant map α(x) = g, then ρα(x) = gx. This means that ρ˜|G = ρ where we
identify G with G(k) ⊂ G(O(X)G).
In case of a representation of G on a k-vector space V this construction is given
in [Fur08, De´finition 2.3] where one also finds the examples below.
Example 10.4.1. Let us make the construction of ρα more explicit for an action of
G on the affine space An. For v = (a1, . . . , an) ∈ An we have
gv = g(a1, . . . , an) = (f1(g, a1, . . . , an), . . . , fn(g, a1, . . . , an))
where fi ∈ O(G)[x1, . . . , xn]. If α : kn → G is G-invariant, then we get
ρα(v) = (f1(α(a1, . . . , an), a1, . . . , an), . . . , fn(α(a1, . . . , an), a1, . . . , an)).
In particular, if the action is a matrix representation G → GLn, g 7→ (aij(g))i,j ,
then
ρα(a1, . . . , an) =
a11(α(a1, . . . , an)) · · · a1n(α(a1, . . . , an))... ...
an1(α(a1, . . . , an)) · · · ann(α(a1, . . . , an))

a1...
an
 .
Example 10.4.2. Consider the adjoint representation of SL2 on sl2 := Lie SL2 which
consists of the traceless matrices
[
x y
z −x
]
. Hence, O(sl2) = k[x, y, z], and we have
I := O(sl2)SL2 = k[q] where q = − det
[
x y
z −x
]
= x2 + yz. For any f ∈ I we have
uf :=
[
1 f
0 1
] ∈ SL2(I) and[
1 f
0 1
] [
x y
z −x
] [
1 f
0 1
]−1
=
[
x+ fz y − 2fx− f2z
z −(x+ fz)
]
.
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Hence, the induced automorphism of sl2 is given by
ρuf = (x+ fz, y − 2fx− f2z, z).
If we take f = q we get the famous Nagata-automorphism, up to interchanging
the variables x and y, see Example 15.10.6.
Example 10.4.3. Here we consider the action of SL2 by left multiplication on the
2 × 2-matrices M2 = M2(k). If we write such a matrix in the form [ x yz w ] we get
O(M2) = k[x, y, z, w], and I := O(M2)SL2 = k[q] where q = det = xw − yz. For
f ∈ I we have uf :=
[
1 f
0 1
] ∈ SL2(I), and[
1 f
0 1
] [
x y
z w
]
=
[
x+ fz y + fw
z w
]
.
Hence, the induced automorphism of M2 is given by
ρuf = (x+ fz, y + fw, z, w).
If we take f = q we get the automorphism of Anick, see [Ani83, p. 343].
Proposition 10.4.4. Let G be a linear algebraic group acting on an affine variety
X, where the action is given by the homomorphism ρ : G→ Aut(X).
(1) The map ρ˜ : G(O(X)G)→ Aut(X) is a homomorphism of ind-groups.
(2) The ind-group G(O(X)G) has the same orbits in X than G.
(3) The image of ρ˜ is contained in the subgroup
Autρ(X) :=
{ϕ ∈ Aut(X) | ϕ(Gx) = Gx for all x ∈ X, ϕ|Gx = ρ(gx) for some gx ∈ G}.
(4) The subgroup Autρ(X) ⊆ Aut(X) is closed, and we have the following
inclusions
Autρ(X) ⊆ Autorb(X) ⊆ Autinv(X) ⊆ Aut(X).
(see Definition 10.1.2)
(5) If G acts faithfully on X and if O(X)G 6= k, then the image of ρ˜ is strictly
larger than ρ(G).
Proof. (1) The map G(O(X)G)×X → X is induced by the morphism
Mor(X,G)×X (α,x) 7→(α(x),x)−−−−−−−−−−→ G×X (g,x) 7→gx−−−−−−→ X.
Since G(O(X)G) ⊆ Mor(X,G) is closed, we see that ρ˜ is an ind-morphism. If
α, β ∈ G(O(X)G), then
(ρα ◦ ρβ)(x) = ρα(ρβ(x)) = ρα(β(x)x) = α(β(x)x)(β(x)x)
= α(x)(β(x)x) = (α(x)β(x))x = ραβ(x),
and so ρ˜ is a group homomorphism.
(2) Since ρα(x) = α(x)x ∈ Gx for all α we see that the G(O(X)G)-orbits are
contained in the G-orbits, and they are equal, because G ⊆ G(O(X)G).
(3) By (2), every ρα preserves the G-orbits. Since ρα(gx) = ρ(α(x))(gx), by
definition, we get ρα|Gx = ρ(α(x))|Gx, and the claim follows.
(4) We already know from Proposition 10.1 that Autorb(X) is closed in Aut(X).
Hence, let us prove that Autρ(X) is closed in Autorb(X).
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For x ∈ X , the G-action on Gx corresponds to a homomorphism of ind-groups
ρx : G→ Aut(Gx), and the image ρx(G) ⊆ Aut(Gx) is closed by Proposition 2.7.1.
The map γx : Autorb(X) → Aut(Gx), ϕ 7→ ϕ|Gx, is the restriction of the homo-
morphism of ind-groups Aut(X,Gx)→ Aut(Gx) (see Proposition 5.1.6), hence γx
is a homomorphism of ind-groups, too, and so Autρ(X) =
⋂
x∈X(γx)
−1(ρx(G)) is
closed in Autorb(X).
(5) Assume that ρα is the action x 7→ gx for some g ∈ G. Then α(x) ∈ gGx
for all x ∈ X . Since ⋂xGx = {e} we get α(x) = g for all x ∈ X . Hence α is the
constant map with value g ∈ G. If this holds for all G-invariant morphisms X → G,
then O(X)G = k. 
Remark 10.4.5. If G is commutative, then the condition ϕ|Gx = ρ(gx) for some
gx ∈ G is equivalent to the condition that ϕ|Gx is G-equivariant, and thus we have
Autρ(X) = Autorb(X) ∩ AutG(X).
In fact, the first statement is an immediate consequence of a well-known result
from group theory saying that the G-equivariant maps G/H → G/H are the right-
multiplications with elements from the normalizerNG(H). In particular, if G is com-
mutative, the G-equivariant maps G/H → G/H are exactly the left-multiplications
with elements from G.
Question 10.4.6. Is Autρ(X) the image of ρ˜? And is the image of ρ˜ closed in
Aut(X)?
The next proposition addresses the injectivity of the map ρ˜.
Proposition 10.4.7. Assume that G acts faithfully on an affine variety X. Define
the closed subgroup NG(x) :=
⋂
g∈GGgx ⊆ G for any x ∈ X.
(1) If NG(x) = {e} for all x from a dense subset of X, then ρ˜ is injective.
(2) If X is irreducible this holds in the following two cases.
(i) The generic stabilizer of the G-action is trivial.
(ii) The group G is reductive.
Proof. (1) If ρα = id, then α(x) ∈ Gx for all x ∈ X . Since α is constant on every
orbit we get α(x) ∈ ⋂g∈GGgx. Hence, by assumption, α(x) = e for all x from a
dense set, and so α = e.
(2) Under the assumptions in (i) or (ii) we show that NG(x) = {e} holds on a
nonempty open set of X . In case (i) this is clear, and in case (ii) this follows from
the next lemma. 
Lemma 10.4.8. Let G be a reductive group acting faithfully on an irreducible
affine variety X. For x ∈ X define NG(x) :=
⋂
g∈GGgx. Then there is an open
dense subset X ′ ⊆ X such that NG(x) = {e} for all x ∈ X ′.
Proof. (1) We first remark that NG(x) ⊂ G is a closed normal subgroup, because it
is the intersection of all conjugates to Gx. It is also clear that we can assume that
G is connected, because a finite group acting faithfully has trivial generic stabilizer.
(2) If H ⊆ G is a closed subgroup, then NH(x) ⊇ NG(x) ∩H .
(3) Let D ⊆ G be a diagonalizable group. By Proposition 10.3.6, ND(x) is trivial
on a dense open set.
(4) Let H ⊆ G be a closed simple subgroup. If x is not a fixed point of H , then
NH(x) is a finite subgroup of the center Z(H) of H . The (finite) center Z(H) acts
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faithfully on X , hence there is an open dense subset X ′ ⊂ X where Z(H) has a
trivial stabilizer. It follows that NH(x) = {e} for all x ∈ X ′.
(5) The connected reductive group G is a product of the form G = Z ·H1 · · ·Hm
where Z is the center of G and the Hi are simple closed normal subgroups. By (3)
and (5) we can find a dense open set X ′ ⊆ X such that NZ(x) = NH1(x) = · · · =
NHm(x) = {e} for all x ∈ X ′. Let g ∈ NG(x). Then, for every i and every h ∈ Hi
we have hgh−1g−1 ∈ NG(x)∩Hi ⊆ NHi(x) = {e}. It follows that g ∈ Z ∩NG(x) ⊆
NZ(x) = {e}. 
Example 10.4.9. Consider the faithful action of U := (k2,+) on X := A2 given by
(a, b) : (x, y) 7→ (x+ ay+ b, y). Then, the induced action of U(O(X)U ) on X is not
faithful. In particular, ρ˜ is not injective.
In fact, O(X)G = k[y], hence G(O(X)G) = (k[y]+)2, and this group acts as
(a(y), b(y)) : (x, y) 7→ (x + a(y)y + b(y), y). We therefore see that the elements
(a(y),−ya(y)) ∈ (k[y]+)2 act trivially on X .
Question 10.4.10. If ρ˜ is injective, is it a closed immersion?
In some special cases, e.g. if G is a torus, we can show that Autρ(X) is exactly
the image of the homomorphism ρ˜.
Proposition 10.4.11. Let A be a connected commutative linear algebraic group,
and let X be an irreducible affine A-variety. Assume that the A-action on X has a
local section. Then ρ˜ induces a bijection
A(O(X)A) ∼−→ Autρ(X) = Autorb(X) ∩ AutG(X).
Proof. We have already seen in Remark 10.4.5 that Autρ(X) = Autorb(X) ∩
AutG(X). Moreover, ρ˜ is injective, because the generic stabilizer of the A-action is
trivial (Proposition 10.4.4(4)).
By assumption, there is an A-stable open dense subset U ⊆ X and an A-
equivariant morphism σ : U → A which induces the commutative diagram
U A
U//A
π
σ
e
s
where s is the inverse map of the isomorphism σ−1(e)
∼−→ U//A induced by π. Since
A is commutative we can assume that U = Xf for an A-semi-invariant f ∈ O(X).
In fact, if a ⊂ O(X) is the ideal of functions vanishing on X \ U , then a is stable
under A. Since A is commutative and connected, it is a product of a torus and
a commutative unipotent group, and it is well-known that every representation of
such a group contains a nontrivial semi-invariant.
Now let ϕ ∈ Aut(X) be such that ϕ(Ax) = Ax for all x ∈ X . It follows that
ϕ(U) = U . For u ∈ U define α(u) := σ(ϕ(s(π(u)))). We claim that ϕ = ρα. In fact,
for u ∈ σ−1(e) we have ϕ(u) ∈ Au, hence ϕ(u) = σ(ϕ(u)), and α(u) = σ(ϕ(u)),
because s(π(u)) = u. Thus ρα(u) = ϕ(u) for u ∈ σ−1(e). Since both maps are A-
equivariant, we get ρα(u) = ϕ(u) for all u ∈ U . Since the automorphism ρα extends
to X , it follows that α : U → A extends to X , hence the claim. 
In case X is a principal G-bundle (see 10.2) we have a more precise result.
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Proposition 10.4.12. Let G be a linear algebraic group, and let π : X → B be
a principal G-bundle where B (and hence X) is affine. Then ρ˜ : G(B) → Aut(X)
induces an isomorphism G(B)
∼−→ Autρ(X) of ind-groups.
Proof. (1) Since π : X → B is a principal G-bundle we have the commutative
diagram (see diagram (∗) in Section 10.2)
(∗∗)
G×X ≃−−−−−−−−→
(g,x) 7→(gx,x)
X ×B X pr1−−−−→ XyprX ypr2 yπ
X X
π−−−−→ B
It follows that every automorphism ϕ ∈ Autρ(X) induces an automorphism ϕ˜ of
G×X over X . Since ϕ|π−1(b) is the left-multiplication with some g ∈ G the same
holds for ϕ˜|G×{x}, and thus ϕ˜ is given by a morphism α˜ : X → G. In fact, α˜ is the
composition
α˜ : X
≃−−−−→ {e} ×X ϕ˜|{e}×X−−−−−→ G×X prG−−−−→ G
Since ϕ˜ is induced by an automorphism of X over B it follows that α˜ is constant
along the fibers of π, hence induces a morphism α : B → G. It is now easy to see
that ϕ = ρα, hence the image of ρ˜ is equal to Autρ(X).
(2) If X = G×B is the trivial bundle, then Autρ(G×B) ⊂ AutB(G×B) is closed
and ρ˜ : G(B) → Autρ(G × B) is an isomorphism. In fact, there is an isomorphism
AutB(G × B) ∼−→ Mor(B,Aut(G)) (Proposition 5.1.3), and Autρ(X) is the inverse
image of the closed subgroup Mor(B,G) = G(B).
For the general case we look again at the diagram (∗∗) above which induces the
following commutative diagram
Autπ(X) −−−−→ AutX(G×X)x xclosed immersion
Autρ(X) −−−−→ Autρ(G×X)xbijective x≃
G(B)
closed immersion−−−−−−−−−−−→ G(X)
where all maps are morphisms. Since G(B) →֒ G(X) is a closed immersion, by
Proposition 2.5(2), the composition G(B) → AutX(G×X) is a closed immersion.
By Lemma 1.2.3 this implies that G(B) → Autρ(X) is a closed immersion, hence
an isomorphism. 
10.5. Some applications.
Proposition 10.5.1. Let X be an irreducible affine variety, and let U ⊆ Aut(X) be
a commutative unipotent subgroup of dimension n. Assume that the centralizer of U
in Aut(X) is U itself. Then the orbit maps ρx : U → X, u 7→ ux, are isomorphisms
for any x ∈ X. In particular, X is isomorphic to An.
Proof. Consider the homomorphism ρ˜ : U(O(X)U ) → Aut(X). The image Im ρ˜ is
an abelian subgroup containing U . Since U is its own centralizer, we get Im ρ˜ = U ,
hence O(X)U = k, by Proposition 10.4.4(5). By Theorem 11.1.1(7), we also get
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k(X)U = k. Now, it follows from Theorem 11.1.1(8) that X is a homogeneous space
under U , and so X is an affine space by Theorem 11.1.1(2). Since U is commutative,
the stabilizer Ux acts trivially on the orbit Ux = X , hence Ux = {e}, and so U ≃ X .
This proves that X has dimension n, and since we already know that X is an affine
space, the conclusion follows. 
Here is another nice consequence of our previous results.
Proposition 10.5.2. Any ind-group of the form G(R) where G is a linear algebraic
group and R a finitely generated commutative k-algebra is isomorphic to a closed
subgroup of Aut(X) for some affine variety X.
Proof. By Proposition 2.5.4, we may assume that R is a k-domain. Let B :=
Spec(R) be the affine variety with coordinate ring R. Then, by Proposition 10.4.12,
we have a closed immersion G(R) = Mor(B,G) →֒ Aut(G×B) of ind-groups. 
Remark 10.5.3. The proposition above shows that any group of the form G(R)
where G is a linear algebraic group and R a finitely generated algebra admits a
closed immersion into an automorphism group Aut(X) where X is an irreducible
affine variety. One might wonder if the converse holds. This it not the case. In-
deed, by a result of Yves de Cornulier the group Aut(A2) is not linear (see
Proposition 16.2.1) whereas Corollary 2.5.6 shows that the group G(R) is always
linear.
Let us finally mention that the automorphism groups of affine varieties do not
contain arbitrary large tori.
Proposition 10.5.4. Let X be an affine variety, and let T ⊂ Aut(X) be a closed
torus. Then dimT ≤ dimX. Moreover, if X is normal, then all closed tori T ⊆
Aut(X) of dimension dim T = dimX are conjugate.
Proof. If a torus T acts faithfully on an affine varietyX , then there is a point x ∈ X
with trivial stabilizer (Proposition 10.3.6). Hence dimX ≥ dimTx = dim T .
If X is normal and if there exists a torus T ⊂ Aut(X) of dimension dimT =
dimX , then X is an affine toric variety. A result due to Demushkin [Dem82] says
that in this case all maximal tori in Aut(X) are conjugate (cf. [Ber03]). 
11. Unipotent Elements and Unipotent Group Actions
11.1. Unipotent group actions and fixed points. Unipotent groups and their
actions on affine varieties have some very special properties which we recall now.
Theorem 11.1.1. Let U be a unipotent group.
(1) The group U is nilpotent. More precisely, there is a composition series
U = U0 ⊇ U1 ⊇ · · · ⊇ Um = {1}
such that all Ui are closed, each factors Ui/Ui+1 is central in U/Ui+1, and
is isomorphic to k+. In particular, the center of U is nontrivial in case U
is nontrivial.
(2) Every closed subgroup H ⊆ U is unipotent, and the homogeneous space
U/H is isomorphic to an affine space Am.
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(3) If U is commutative, then it has a canonical structure of a k-vector space,
given by the exponential map expU : LieU
∼−→ U , and Autgr(U) = GL(U).
(4) For every integer m ≥ 1 the power map u 7→ um is bijective.
Now let X be an affine variety with an action of U .
(5) The U -orbits in X are closed.
(6) The invariant functions O(X)U separate general orbits, i.e. there is a non-
empty open set X ′ ⊆ X such that for any two points x, y ∈ X ′ with different
orbits Ux 6= Uy there is an invariant f ∈ O(X)U such that f(x) 6= f(y).
In particular, tdeg k(X)U = dimX −maxx∈X{dimUx}.
(7) If X is irreducible, then k(X)U = Quot(O(X)U ), the field of fractions of
the algebra of invariants.
(8) If X is irreducible and k(X)U = k, then X is a single orbit under U .
(9) If X is factorial, i.e. O(X) is factorial ring, then O(X)U is also a factorial
ring.
Outline of Proofs. (1) See ([DG70, IV, §2, Proposition 2.5] or [Kra84, III.1.1, Satz 2c].
(2) See ([DG70, IV, §4, Corollaire 3.16]).
(3) See [DG70, IV, §2, Proposition 4.1(iii)].
(4) This is clear for a commutative unipotent group, by (3). In general, it follows
by induction from the exact sequence 1→ Z → U → U/Z → 1 where Z ⊂ U is the
center of U .
(5) See [Bor91, Proposition I.4.10, page 88] or [Kra84, III.1.2, Satz 4].
(6) This is a general result for algebraic group actions on varieties, due to Rosen-
licht, see [Spr89, IV.2.2].
(7) It is easy to see that the claim holds for any action of a connected algebraic
groups which admits a local section. Now choose a normal subgroups U ′ ⊆ U of
dimension 1, i.e. U ′ ≃ k+. Then k(X)U ′ = k(O(X)U ′). Since the action of U on
O(X) locally finite and rational we can find a finitely generate k-subalgebra R ⊆
O(X)U ′ which is stable under U and such that Quot(R) = Quot(O(X)U ′). Setting
U¯ := U/U ′ we can assume, by induction on dimU , that Quot(R)U¯ = Quot(RU¯ ),
and the claim follows (cf. [Spr89, IV.2.3]).
(8) It follows from (7) that O(X)U = k. This implies, by (6), that X contains a
dense orbit. Now the claim is a consequence of (5).
(9) If f ∈ O(X)U is an invariant, and f = fm11 · · · fmss the decomposition into
irreducible factors, then ufi = rifi for every u ∈ U where ri is a unit of R := O(X).
This means that the orbit Ufi is a subset of R
∗fi. Since U is connected, we get
Ufi ∈ k∗fi, hence ufi = fi, because there are no nontrivial morphisms U → k∗. 
Proposition 11.1.2. Let U be a unipotent group of dimension n acting freely on
a factorial variety X of dimension n+1. Then X is U -isomorphic to U ×C where
C is a smooth rational curve. If O(X)∗ = k∗, then X ≃ An+1.
Proof. The U -orbits O = Ux ⊆ X are irreducible hypersurfaces, hence each O is
the zero set of an irreducible invariant function. Since the invariant ring O(X)U is
of dimension 1, it is finitely generated. It follows that the affine quotient X//U :=
SpecO(X)U (see Section 10.1) is a smooth factorial curve, hence an open set C ⊆
A1. Moreover, the fibers of the quotient morphism π : X → C are the orbits. It also
follows that π is flat, and since the fibers are reduced and smooth the map π is
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even smooth. This implies that there exist e´tale sections of π which means that π
is a principal U -bundle. The first claim follows since every principal U -bundle over
an affine variety is trivial, and the second claim is clear. 
Remark 11.1.3. If we assume that the action is only generically free, then one
shows along the same lines that the affine quotient is a smooth rational curve C
and that the quotient morphism π : X → C is flat and surjective with general fiber
isomorphic to U . In the special case where X = An+1 and U is commutative the
Commuting Derivations Conjectures of Maubach states that in this case π is a
variable, i.e. π is a trivial An-bundle. For n = 1 this is clear, by the famous Theorem
of Abhyankar-Moh-Suzuki, see Proposition 16.7.4. In [Mau03] the conjecture is
proved for n = 2 as a special case of a difficult result of Kaliman [Kal02].
It is well-known that a nontrivial unipotent automorphism of an irreducible
affine variety has no isolated fixed points. In fact, one easily reduces to the one-
dimensional case where the claim is obvious. More generally, we have the following
result.
Proposition 11.1.4. Let U be a unipotent group acting nontrivially on an irre-
ducible affine variety X. Set d := min{dimUx | x ∈ X \ XU} > 0. Then every
irreducible component of XU has at least dimension d. In particular, X has no
isolated fixed points.
Proof. Let C ⊆ XU be an irreducible component of minimal dimension. By [DK02,
Theorem 2.3.15] there exists a U -invariant separating morphism ϕ : X → Y . This
means that Y is affine, ϕ is dominant, and for any pair x, x′ ∈ X we have ϕ(x) 6=
ϕ(x′) if and only if there is an invariant f ∈ O(X)U such that f(x) 6= f(x′). It
follows that k(Y ) = k(X)U which implies that the generic fiber of ϕ is an orbit. If
C is an irreducible component of a fiber of ϕ we are done. Otherwise, we choose
an irreducible component X1 of a fiber of ϕ which meets C. It suffices to prove the
claim for X1. In fact, if C1 is an irreducible component ofX
U
1 of minimal dimension,
then
dimC ≥ dimC1 ≥ d1 := min{dimUx | x ∈ X1 \XU1 } ≥ d.
By induction, we end up with the situation where every irreducible component of
XU of minimal dimension is also an irreducible component of a fiber of ϕ, and we
are done. 
11.2. Unipotent elements and k+-actions. It is well known that the k+-actions
on an affine variety X are in bijection with the locally nilpotent vector fields on X ,
i.e. with the locally nilpotent derivations of O(X). Let us shortly recall how this
bijection is obtained.
If λ : k+ → Aut(X) is a k+-action, then the corresponding vector field δ = δλ ∈
Vec(X) is defined in the following way (cf. Section 6.5):
(δλ)x = (dµx)0(1) where µx : k+ → X is the orbit map s 7→ sx := ρ(s)x.
(Note that we have a canonical identification Lie k+ = T0k+ = k, so that the
element 1 ∈ Lie k+ is well defined. In our previous notation from Section 6.5 we
have δλ = ξ1.)
Equivalently, we have δλ = ξ(dλ(1)) where ξ : LieAut(X) → Vec(X) is the
canonical anti-homomorphism of Lie algebras (see Proposition 3.2.4).
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Lemma 11.2.1. Let λ be a k+-action on the affine variety X, and let δλ ∈ Vec(X)
be the corresponding vector field. Then δλ is locally nilpotent, and for f ∈ O(X)
and s ∈ k+ one gets
(∗) f(sx) =
∑
n≥0
sn
n!
(δnλf)(x), i.e. s
−1f = exp(sδλ)f.
Conversely, for every locally nilpotent vector field δ ∈ Vec(X) there is a k+-action
on X such that the corresponding vector field is δ.
Proof. We choose a closed k+-equivariant embedding X ⊆ V into a k+-module
V . Then the action is given by a homomorphism λ : k+ → GL(V ) which is of the
form λ(s) = exp(sN) where N := dλ(1) ∈ L(V ) is a nilpotent endomorphism (see
Lemma 6.1.2). If ξN ∈ Vec(V ) denotes the corresponding locally nilpotent vector
field on V , then X is ξN invariant, and δλ = ξN |X . Hence δλ is also locally nilpotent,
and the formula (∗) follows from Lemma 6.1.2(4).
For the last statement, let δ be a locally nilpotent vector field on X . Then the
formula (∗) defines a locally nilpotent k+-action on the coordinate ring O(X), hence
a k+-action on X . 
Thus we obtain a bijection between k+-actions on X and locally nilpotent vector
fields on X
νX : Actk+(X)
bijective−−−−−→ Vecln(X) ⊆ Vec(X), λ 7→ δλ = ξ(dλ(1)),
where Vecln(X) are the locally nilpotent vector fields on X .
There is also bijection between unipotent elements u ∈ Aut(X) and k+-actions.
In fact, if u 6= id, then there is a well-defined isomorphism λ : k+ ∼−→ 〈u〉 ⊆ Aut(X)
such that λ(1) = u. On the other hand, we associate to a nontrivial k+-action
λ : k+ → Aut(X) the unipotent element λ(1), and thus obtain a map
εX : Actk+(X)
bijective−−−−−→ Autu(X) ⊆ Aut(X), λ 7→ λ(1),
where Autu(X) are the unipotent elements of Aut(X). We know that Actk+(X) is
an affine ind-variety (Lemma 5.6 and Proposition 5.6.2), and the construction above
implies that the two maps νX : Actk+(X)→ Vec(X) and εX : Actk+(X)→ Aut(X)
are morphisms of ind-varieties.
It is easy to see that Vecln(X) ⊆ Vec(X) is weakly closed. In fact, fixing
generators f1, . . . , fn ∈ O(X) of the k-algebra O(X) we see that Vecln(X)k :=
{δ ∈ Vec(X) | δkfi = 0 for i = 1, . . . , n} is closed in Vec(X), hence Vecln(X) =⋃
k Vec
ln(X)k is a union of closed algebraic subsets. Hence, Vec
ln(X) ⊂ Vec(X) is
weakly closed in case k is uncountable, by Proposition 1.13.6. For a field exten-
sion K/k we have Vecln(X(k)) = Vec(X(k)) ∩ Vecln(X(K)), and so Vecln(X(k)) is
weakly closed in Vec(X(k)) if this holds over K.
In a similar way we get the same statement for Autu(X).
Lemma 11.2.2. Let X be an affine variety. Then the subset Autu(X) of unipotent
elements of Aut(X) is weakly closed.
Proof. As above we can assume that k is uncountable. Choose a finite-dimensional
generating subspace W ⊆ O(X) with 1 ∈ W , and define the filtration O(X) =⋃
kO(X)k by O(X)k := 〈w1 · · ·wk | wi ∈ W 〉. Then we get a filtration of Aut(X)
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by the closed subsets Aut(X)k := {g ∈ Aut(X) | g∗(W ) ⊆ O(X)k}. For k, ℓ ∈ N
define
Ak,ℓ := {g ∈ Aut(X)k | (g∗ − id)ℓ(W ) = (0)}.
Note that for g ∈ Aut(X)k we get (g∗)m(W ) ⊆ O(X)km . It follows that the map
Aut(X)k → Hom(W,O(X)kℓ), g 7→ (g∗ − id)ℓ|W
is a morphism of varieties, and soAk,ℓ is closed in Aut(X)k. By definition, Aut(X)
u =⋃
k Ak,k, and the claim follows. 
Let us summarize the results of the considerations above. We assume for sim-
plicity that k is uncountable.
Proposition 11.2.3. We use the notation from above.
(1) The map νX : Actk+(X) → Vec(X), λ 7→ ξ(dλ0(1)), is an injective ind-
morphism and defines a bijection ν˜X : Actk+(X)→ Vecln(X) where Vecln(X)
is weakly closed in Vec(X).
(2) The map εX : Actk+(X)→ Aut(X), λ 7→ λ(1), is an injective ind-morphism
and defines a bijection ε˜ : Actk+(X)→ Autu(X) where Autu(X) is weakly
closed in Aut(X).
(3) For every closed algebraic subset Y ⊆ Vec(X) contained in Vecln(X) the
map ν˜−1X |Y : Y → Actk+(X) is a morphism.
(4) For every closed algebraic subset Z ⊆ Aut(X) contained in Autu(X) the
map ε˜−1X |Z : Z → Actk+(X) is a morphism.
Proof. (3) The assumption implies that Y is contained in some Vecln(X)k, so that
we may assume that Y = Vecln(X)k. For s ∈ k and δ ∈ Y the following formula
defines an automorphism of O(X):
ϕs,δ :=
∑
j≥0
sj
j!
δj .
In fact, this a priori infinite sum becomes finite when applied to an element ofO(X).
It follows that the map Φ: k×Y → Aut(O(X)), (s, δ) 7→ ϕs,δ, is an ind-morphism.
Moreover, we have ϕs+t,δ = ϕs,δ ◦ ϕt,δ.
If we denote by λδ(s) the automorphism of X corresponding to ϕs,δ, then the
map λδ : k+ → Aut(X), s 7→ λδ(s), is a homomorphism of ind-groups, i.e. λδ ∈
Actk+(X), and we obtain a family of k+-actions on X parametrized by Y , i.e. a
morphism Y → Actk+(X). This is the inverse of ν˜X .
(4) As before we may assume that Z = Ak,k. For s ∈ k and g ∈ Z the following
formula defines a linear endomorphism of O(X):
ψs,g :=
∑
j≥0
(
s
j
)
(g∗ − id)j .
In fact, this a priori infinite sum becomes finite when applied to an element of
O(X). As a consequence, the map
Ψ: k× Z ×O(X)→ O(X), (s, g, f) 7→ ψs,g(f),
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is an ind-morphism. We claim that ψs,g is an algebra endomorphism. This is clear
for s ∈ Z, because ψn,g = (g∗)n for n ∈ Z. Now consider the following two ind-
morphisms
Ψ1,Ψ2 : k× Z ×O(X)×O(X)→ O(X) :
Ψ1(s, g, f1, f2) = Ψ(s, g, f1 · f2), Ψ2(s, g, f1, f2) = Ψ(s, g, f1) ·Ψ(s, g, f2).
Since they coincide on the dense subset Z × Z × O(X) × O(X), they are equal,
proving the claim. It follows that we have an ind-morphism, again denoted by Ψ,
Ψ: k× Z → End(O(X)), (s, g) 7→ ψs,g.
Next we claim that ψs+t,g = ψs,g ◦ ψt,g. Again, this holds for s, t ∈ Z, and a
similar density argument as before proves the claim. As a consequence, each ψs,g is
invertible and thus defines a family of automorphisms ϕs,g ∈ Aut(X) parametrised
by k × Z. Setting λg(s) := ϕs,g we get a homomorphism λg : k+ → Aut(X) of
ind-groups, and thus a family of k+-actions Z → Actk+(X), g 7→ λg. 
Corollary 11.2.4. If Vecln(X) ⊆ Vec(X) is closed, then νX : Actk+(X) ∼−→ Vecln(X)
is an isomorphism of ind-varieties.
If Autu(X) ⊆ Aut(X) is closed, then εX : Actk+(X) ∼−→ Autu(X) is an isomor-
phism of ind-varieties.
Corollary 11.2.5. The composition εX ◦ (νX)−1 defines a bijective map
expX : Vec
ln(X)
bijective−−−−→ Autu(X)
with the following property. If λ is a k+-action on X and ξλ the corresponding
locally nilpotent vector field, then expX(ξλ) = λ(1).
Moreover, for every algebraic subset Y ⊂ Vec(X) contained in Vecln(X) the
induced map expX : Y → G is a morphism.
Question 11.2.6. Do the unipotent elements Autu(X) form a closed subset of
Aut(X)? Is Vecln(X) closed in Vec(X)?
Question 11.2.7. More generally, is Endln(X) closed in End(X)?
11.3. The exponential map for an affine ind-group. The exponential map
has been defined for a linear algebraic group in Section 6.2 and for an ind-group
of the form Aut(X) in Section 11.2 (see Proposition 6.2.2 and Corollary 11.2.5). In
this section, we generalize in some sense these definitions to any affine ind-group.
We begin by recalling some results from Sections 6.2 and 7.6.
For the Lie algebra g := LieG of a linear algebraic group G an element N ∈ g
is called nilpotent if there is a faithful representation ρ : G →֒ GLn such that the
image of N under dρ : g →֒ Mn is a nilpotent matrix. It then follows that this
holds for every representation of G. Moreover, one shows that for every nilpotent
N ∈ g there is a well-defined homomorphism λN : k+ → G such that dλN (1) = N ,
see Section 6.2. Since we do not know if a general ind-group G admits a faithful
representation we cannot carry this over to define locally nilpotent elements in LieG.
On the other hand, if G = Aut(X) for an affine variety X , we can define locally
nilpotent elements in LieAut(X) by using the embedding LieAut(X) →֒ Vec(X),
since we know what a locally nilpotent vector field is, see Section 7.6. We showed
that every such N can be integrated, i.e. there is an action of k+ on X , λ : k+ →
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Aut(X), such that dλ(1) = N , see Proposition 7.6.1(3). On the other hand, this
does not hold for closed ind-subgroups G ⊆ Aut(X) as we will see in Section 17.3.1,
cf. Remark 17.3.3.
Definition 11.3.1. Let G be an affine ind-group. An element A ∈ LieG is called
locally nilpotent if there is a closed unipotent algebraic subgroup U ⊆ G such that
A ∈ LieU . Set Lieln G to denote the set of locally nilpotent elements.
The following proposition is clear.
Proposition 11.3.2. (1) For any N ∈ Lieln G there is a uniquely defined ho-
momorphism λN : k+ → G such that dλN (1) = N .
(2) If ϕ : G → H is a homomorphism of ind-groups, then dϕ(Lieln G) ⊆ LielnH.
(3) If G = Aut(X) where X is an affine variety, then N ∈ LieG is locally
nilpotent if and only if the corresponding vector field ξN is locally nilpotent.
(4) For every representation ρ : G → GL(V ) the image of Lieln G under dρ is
contained in Endln(V ).
Let G be an affine ind-group with Lie algebra g := LieG. Denote by Gu ⊆ G
the subset of unipotent elements and by gln ⊆ g the subset of locally nilpotent
elements. We know that the set of homomorphisms Hom(k+,G) is a closed subset of
Mor(k+,G) and thus has a natural structure of an affine ind-variety. The evaluation
in 1 ∈ k+ defines a map
εG : Hom(k+,G)→ G, εG(λ) := λ(1),
and similarly, using the differential of λ : k+ → G, we get a map
νG : Hom(k+,G)→ g, νG(λ) := dλ0(1),
cf. Section 6.2. Note that G acts on G by conjugation, on g by the adjoint represen-
tation, and on Hom(k+,G) via conjugation on G.
Lemma 11.3.3. (1) The maps εG and νG are injective ind-morphisms.
(2) The morphisms εG and νG are G-equivariant.
(3) The morphism εG induces a bijection ε˜G : Hom(k+,G)→ Gu.
(4) The morphism νG induces a bijection ν˜G : Hom(k+,G)→ gln.
Proof. (1) This follows from Lemma 3.1.3(1) that the map εG is a morphism, and
from Lemma 3.1.13 that Hom(k+,G)→ L(k, g), λ 7→ dλ0, is also a morphism. Thus
εG and νG are both morphisms of ind-varieties.
If λ, µ ∈ Hom(k+,G) such that λ(1) = µ(1), then λ(n) = λ(1)n = µ(1)n = µ(n)
for all n ∈ Z, hence λ = µ, showing that εG is injective. The injectivity of νG follows
from Proposition 7.4.7.
(2) The equivariance for εG is clear, and for νG is follows from the definition of
the adjoint representation.
(3) It is clear that the image of εG is in Gu. If u ∈ Gu, u 6= e, then 〈u〉 ⊆ G is
isomorphic to k+, and we can choose the isomorphism λ : k+ ∼−→ 〈u〉 in such a way
that λ(1) = u.
(4) This follows from Proposition 11.3(1). 
Definition 11.3.4. The exponential and logarithm maps are defined by
expG := εG ◦ (ν˜G)−1 : gln → G and logG := νG ◦ (ε˜G)−1 : Gu → g.
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Question 11.3.5. (1) Is εG a closed immersion?
(2) Is νG a closed immersion?
(3) Is it true that for any morphism ϕ : Y → G with image in Gu the composi-
tion logG ◦ϕ is a morphism?
Remark 11.3.6. Note that εG is a closed immersion if and only if the two following
assertions are satisfied:
(i) Gu is closed in G;
(ii) ε˜G : Hom(k+,G)→ Gu is an isomorphism.
Analogously νG is a closed immersion if and only if the two following assertions are
satisfied:
(i) gln is closed in g;
(ii) ν˜G : Hom(k+,G)→ gln is an isomorphism.
In the case where εG and νG are both closed immersions, it is clear that expG and
logG are morphism of ind-varieties.
11.4. Modifications of k+-actions. Let us discuss here the important special
case of the construction of ρ˜ : G(O(X)G) → Aut(X) given in Section 10.4 for the
group G = k+. In this case, we can identify the ind-group k+(O(X)k+) with the
k-vector space O(X)k+ considered as an additive ind-group. Denote by δρ ∈ Vec(X)
the corresponding locally nilpotent vector field, see Section 11.2.
Proposition 11.4.1. Consider a nontrivial action of k+ on the affine variety X
given by a homomorphism of ind-groups ρ : k+ → Aut(X). Then the homomor-
phism ρ˜ : O(X)k+ → Aut(X) induces an isomorphism of ind-groups O(X)k+ ∼−→
Autρ(X), and the differential dρ˜ : O(X)k+ → Vec(X) is given by f 7→ fδρ.
Proof. (1) We know from Proposition 10.4.11 that the image of ρ˜ is Autρ(X), since
every nontrivial k+-action has a local section (Proposition 10.3.5). Thus it suffices
to show that ρ˜ is a closed immersion.
(2) First consider the case where X = V is a k+-module. If we choose a basis,
then ρ(s) = (f1(s, x), . . . , fn(s, x)) where the polynomials fi ∈ k[s, x1, . . . , xn] are
homogeneous and linear in the xi. For any h ∈ k[x1, . . . , xn] we define
ρ˜(h) := (f1(h, x1, . . . , xn), . . . , fn(h, x1, . . . , xn)) ∈ End(V ),
extending the homomorphism ρ˜ : k[x1, . . . , xn]k
+ → Aut(V ), see Example 10.4.1.
Choosing a suitable basis we can assume that one of the coordinate functions of
ρ(s) has the form fi(s, x) = xi+sxi+1. Therefore, the map k[x1, . . . , xn]→ End(V ),
h 7→ ρ˜(h), is a closed immersion, because the composition with the projection onto
the ith coordinate is a closed immersion. Hence, ρ˜ : k[x1, . . . , xn]k
+ → Aut(V ) is a
closed immersion.
Moreover, the differential of the morphism ρ˜ : k[x1, . . . , xn] → End(V ) in the
origin 0 ∈ k[x1, . . . , xn] is the linear map h 7→ hδρ, because δρ = ∂ρ(s)∂s
∣∣
s=0
. This
proves the claim for the case of a k+-module.
(3) In general, we choose a k+-stable closed embedding X ⊆ V into a k+-
module V . Then we have inclusions Aut(X) ⊆ End(X) ⊆ Mor(X,V ) where the
first is locally closed (Theorem 5.2.1) and the second is closed (Proposition 3.1.14).
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Moreover, the restriction ϕ 7→ ϕ|X is a surjective linear map End(V )։ Mor(X,V ),
and we get the following diagram
Aut(X)
⊆−−−−→ End(X) ⊆−−−−→ Mor(X,V ) linear←−−−− End(V )xρ˜ xρ˜ xρ˜ xρ˜
O(X)k+ O(X)k+ ⊆−−−−→ O(X) ←−−−− O(V )
which implies that ρ˜ : O(X)k+ → Aut(X) is a closed immersion, with differential
f 7→ fδρ. 
If f ∈ O(X)k+ , then the k+-action
ρf : k+ → Aut(X), ρf (s) := ρ˜(sf)
is often called a modification of the action ρ (cf. [AFK+13]). Explicitly,
ρf (s)(x) = ρ(f(x)s)(x).
By abuse of notation, we also say that the unipotent automorphism u′ := ρf (1) is
a modification of u := ρ(1).
The following lemma is clear.
Lemma 11.4.2. The modification ρf commutes with ρ, and the ρf -orbits are con-
tained in the ρ-orbits. If Xf is dense in X, then both actions have the same invari-
ants. Moreover, the fixed point sets of the two actions are related by
Xρf = Xρ ∪ {f = 0}.
Here is a first interesting application.
Proposition 11.4.3. Let X be a factorial affine variety with a nontrivial k+-action
µ. Then µ is a modification of a k+-action µ˜ such that codimX X µ˜ ≥ 2.
Proof. Let Y ⊆ Xµ be an irreducible component of codimension 1. Then Y = {h =
0} where h ∈ O(X)µ is irreducible. Denote by δµ the locally nilpotent vector field
corresponding to the action µ. Then, for all f ∈ O(X), δµ(f) vanishes on Y , and
so δµ(O(X)) ⊆ hO(X). Thus δµ = hδµ′ for a suitable locally nilpotent vector field
µ′. The claim follows by induction. 
Corollary 11.4.4. Let Y be an affine factorial surface with a nontrivial k+-action.
Then Y ≃ k×C where C is a rational smooth curve. In particular, Y ≃ k2 in case
O(Y )∗ = k∗.
Proof. By the proposition above we can assume that the action is fixed-point free,
because a k+-action on an affine variety never has isolated fixed points (see Propo-
sition 11.1.4). Now the claim follows from Proposition 11.1.2. 
11.5. Deformations of k+-actions. Let X be an affine variety, and let Actk+(X)
be the affine ind-variety of k+-actions on X , see Section 5.6. We have an action of
Aut(X) on Actk+(X) defined in the obvious way by
g(µ)(s) := g · µ(s) · g−1 for g ∈ Aut(X) and µ : k+ → Aut(X).
This action has the usual properties, e.g. if Xµ denote the fixed points of µ, then
Xg(µ) = g(Xµ), and if O is a µ-orbit, then g(O) is a g(µ)-orbit. With respect to the
linear representation of Aut(X) on the vector fields Vec(X) we get the following:
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If δµ ∈ Vec(X) is the locally nilpotent vector field corresponding to the k+-action
µ, then δg(µ) = gδµ.
There is also a natural k∗-action on Actk+(X) by “rescaling”: µ 7→ µt where
µt(s) := µ(ts). It corresponds to the scalar multiplication on Vec(X): δµt = tδµ for
t ∈ k. Clearly, this action commutes with the action of Aut(X), so that we finally
get an action of Aut(X)× k∗ on Actk+(X).
Definition 11.5.1. Let G be an algebraic group acting on X and let µ be a k+-
action on X . We say that G normalizes µ if the image of G in Aut(X) normalizes
the image of k+. It then follows that there is a character χ : G → k∗ such that
(g(µ))(s) = µ(χ(g)s), i.e.
g(µ(s)x) = µ(χ(g)s)gx for s ∈ k+, g ∈ G and x ∈ X.
The character χ is called the character of µ.
If G normalizes µ, then G permutes the k+-orbits and induces an action on
the k+-invariants O(X)µ. Moreover, µ is normalized by G if and only if the line
kδµ ⊆ Vec(X) is G-stable. In this case the action of G on the line is given by
the character χ of µ. This shows that the actions of k+ on X normalized by G
correspond to the G-stable lines in the locally nilpotent vector fields Vecln(X).
Now let T be a torus acting on X and consider the representation of T˜ := T ×k∗
on Vec(X). If µ is a k+-action on X we denote by Oµ ⊆ Actk+(X) the T˜ -orbit of µ.
Proposition 11.5.2. The closure of Oµ in Actk+(X) contains at least d = dimOµ
nontrivial k+-actions normalized by T , with different characters.
Proof. As seen above we can work in Vec(X) and replace Oµ by the T˜ -orbit Oδµ
of δµ. Since T˜ contains the scalar multiplications, the only closed orbit of T˜ is {0}.
Hence the cone C ⊆ X(T˜ )R generated by the weights supporting δµ is salient and
of real dimension d. Therefore, the orbit closure Oδµ contains at least d different
one-dimensional T˜ -orbits O1, O2 . . ., corresponding to the 1-dimensional edges of
C. Clearly, the closures Lj := Oj are T˜ -stable lines whose characters in T are all
different. Hence the claim. 
Example 11.5.3. LetX = Y ×k and consider the k∗-action given by t(x, z) = (x, tz).
Denote by µ0 the free k+-action s(y, z) = (y, z + s) for s ∈ k+.
We claim that there are only two types of (nontrivial) k+-actions on X which are
normalized by k∗, namely
(1) The actions commuting with k∗, i.e. those with trivial character. These are
the k+-actions which stabilize all the lines Y × {z}.
(2) The actions with character χ = id. These are the modifications of the action
µ0 (see 11.4).
Proof. Let µ be a nontrivial k+-action normalized by k∗. The k+-orbit O(y,0) is
stable under k∗, because (y, 0) is a fixed point of k∗. It follows that either Y × {0}
is fixed under µ or there is a y0 ∈ Y such that O(y0,0) = {y0} × k. In the first case,
Y × (k \ {0}) is stable under k+, and so all Y × {z} are stable under µ, hence we
are in case (a).
In the second case, the action µ on the line {y0} × k is of the from (y0, z) 7→
(y0, z + ts) where t ∈ k∗. Hence µ has character χ = id, and we are in case (b). It
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follows that all lines {y} × k are stable under µ which implies that µ has the form
(y, z) 7→ (y, z + p(y)s) where p ∈ O(Y ), i.e. µ = (µ0)p (see 11.4). 
As a consequence, we get the following two results due to Crachiola and
Makar-Limanov [CML08].
Proposition 11.5.4. Let Y be an irreducible affine variety. If Y does not admit
a nontrivial k+-action, then every k+-action on Y × k is a modification of the
standard action µ0.
As a consequence, we get the following “cancellation result”.
Corollary 11.5.5. For any variety Y such that Y × A1 ≃ A3, we get Y ≃ A2.
Proposition 11.5.4. We use the action of T := k∗ on Y × k and the induced action
of T˜ := k∗ × k∗ on Actk+(Y × k) as discussed above.
Let µ be a nontrivial k+-action on Y × k which is not a modification of µ0.
Then, by the example above, µ is not normalized by k∗. This implies that the T˜ -
orbit Oµ ⊆ Actk+(Y ×k) has dimension 2. Hence, by Proposition 11.5.2, the closure
Oµ contains two k+-actions with different characters. Again by the example above,
one of the characters must be trivial which contradicts the assumption. 
Proof of Corollary 11.5.5. Since we have a closed immersion Y →֒ A1 × Y ≃ A3
and a surjective projection A1 × Y ։ Y we see that Y is affine, irreducible and
that O(Y )∗ = k∗. Since O(A1 × Y ) ≃ O(Y )[x] is factorial, it follows that O(Y ) is
factorial. Moreover, not every k+-action on Y × A1 ≃ A3 is a modification of µ0,
and so Y admits a nontrivial k+-action by the previous proposition. Now the claim
follows from Corollary 11.4.4. 
12. Normalization
12.1. Lifting dominant morphisms. Let X be an irreducible affine variety and
η : X˜ → X its normalization. It is well known that every automorphism of X lifts
to an automorphism of X˜. Thus we have an injective homomorphism of groups
ι : Aut(X) → Aut(X˜). One can also show that an action of an algebraic group
G on X lifts to an action on X˜. This means that for every algebraic subgroup
G ⊆ Aut(X) the image ι(G) ⊆ Aut(X˜) is closed and ι induces an isomorphism
G
∼−→ ι(G) of algebraic groups.
More generally, if ϕ : X → X is a dominant morphism, then there is a unique
“lift” ϕ˜ : X˜ → X˜, i.e. a morphism ϕ˜ such that η ◦ ϕ˜ = ϕ◦η, and ϕ˜ is also dominant.
In fact, ϕ∗ : O(X)→ O(X) is injective and thus induces an injections ϕ∗ : k(X) →֒
k(X) of the field of rational functions. If an element r ∈ k(X) satisfies an integral
equation over O(X), then the same holds for ϕ∗(r), and so ϕ∗(O(X˜)) ⊆ O(X˜).
This shows that we get an injective map ι : Dom(X)→ Dom(X˜).
Here is our next result.
Proposition 12.1.1. The map ι : Dom(X) → Dom(X˜) is a closed immersion of
ind-semigroups, and ι : Aut(X)→ Aut(X˜) is a closed immersion of ind-groups.
For the proof we need the “Division Lemma” from Section 4.2 in the form given
in Corollary 4.2.2.
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12.2. Proof of Proposition 12.1.1. Since Aut(X) is closed in Dom(X), by The-
orem 5.2.1, it suffices to prove the first assertion.
(a) We assume first that the base field k is uncountable. We proceed as in Sec-
tion 5.2. We fix two closed embeddings X →֒ An and X˜ →֒ Am, or equivalently
generators f1, . . . , fn of R := O(X), and generators h1, . . . , hm of R˜ := O(X˜).
Writing R = k[x1, . . . , xn]/I where I is the vanishing ideal of X →֒ An, we define
Rk to be the image of the space k[x1, . . . , xn]≤k of polynomials of degree at most
k. This defines a filtration R =
⋃
k≥0 Rk by finite-dimensional subspaces. We have
a closed immersion
End(X) = {f = (f1, . . . , fn) ∈ Rn | q(f) = 0 for all q ∈ I} ⊆ Rn
and an open immersion Dom(X) ⊆ End(X) by Theorem 5.2.1. Admissible filtra-
tions of End(X) and Dom(X) are defined in the following way:
End(X)k := End(X) ∩ (Rk)n and Dom(X)k := Dom(X) ∩ End(X)k.
The semigroup End(X), resp. Dom(X), is naturally anti-isomorphic to the semi-
group End(R) of endomorphisms of (the k-algebra) R, resp. the semigroup Inj(R)
of injective endomorphisms of R. In the sequel, we will use End(R), Inj(R) rather
than End(X), Dom(X).
Writing R˜ = k[x1, . . . , xm]/J , we get analogously a filtration R˜ =
⋃
ℓ≥0 R˜ℓ, and
the inclusions Dom(X˜) ⊆ End(X˜) ⊆ (R˜)m. We will also use End(R˜), Inj(R˜) rather
than End(X˜), Dom(X˜).
An admissible filtration of Inj(R) is obtained in the usual way:
Inj(R)k := {ϕ ∈ Inj(R) | ϕ(R1) ⊆ Rk},
and similarly for Inj(R˜).
(b) Define InjR(R˜) := {ϕ ∈ Inj(R˜) | ϕ(R) ⊆ R} ⊆ Inj(R˜). This is clearly a
closed sub-semigroup, and the restriction map res: InjR(R˜)→ Inj(R) is a bijective
homomorphism of ind-semigroups. This implies, by Lemma 1.8.1, that for every
k there is an ℓ such that res−1(Inj(R)k) ⊆ InjR(R˜)k ⊆ Inj(R˜)ℓ, i.e. ι(Inj(R)k) ⊆
Inj(R˜)ℓ. (Here we used that k is uncountable!)
(c) Now we write the generators hj of R˜ as fractions hj =
pj(f1,...,fn)
qj(f1,...,fn)
, with
polynomials pj , qj . We obtain morphisms ρj , µj : Inj(R)→ R˜, defined by ρj(ϕ) :=
pj(ϕ(f1), . . . , ϕ(fn)), µj(ϕ) := qj(ϕ(f1), . . . , ϕ(fn)). Set Y := Inj(R)k. Then ι(Y ) ⊆
Inj(R˜)ℓ, hence
ρj(ϕ)
µj(ϕ)
=
pj(ϕ(f1), . . . , ϕ(fn))
qj(ϕ(f1), . . . , ϕ(fn))
= ϕ(hj) ∈ R˜ℓ for ϕ ∈ Y.
It follows from Corollary 4.2.2 that the maps ϕ 7→ ϕ(hj) are morphisms, and so
ι : Y → Inj(R˜) is a morphism since Inj(R˜) ⊆ R˜m is open.
(d) To get the result for a general field k, we use a base field extension K/k with
an uncountable algebraically closed field K. Then the claim follows from the above
using Proposition 5.7.1 and Proposition 1.11.3 (2) and (3). 
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12.3. The endomorphisms of a cusp. As an example we study the plane curve
C := V (y2−x3) ⊆ A2, called Neile’s parabola, with the isolated singularity in 0 and
with normalization η : A1 → C, s 7→ (s2, s3). This implies the following description
of the coordinate ring of C:
O(C) = k[s2, s3] ⊆ k[s]
where we identify x¯ with s2 and y¯ with s3. It is clear from Proposition 12.1.1 that
every endomorphism of C lifts to an endomorphism of the normalization A1 since
the non-dominant endomorphisms are the constant maps γc : C → C with value
c ∈ C.
Proposition 12.3.1. (1) Let p =
∑
i ais
i ∈ k[s] = O(A1). Then the map
p : A1 → A1 induces an endomorphism p¯ : C → C if and only if p ∈ M :=
{p(s) ∈ k[s] | a0a1 = 0}. Hence
End(C) = {(p(s)2, p(s)3) | p(s) ∈M} = {(a, b) ∈ O(C)2 | a3 = b2} ⊆ O(C)2
is a closed ind-subvariety.
(2) The corresponding map
ψ : M = sk[s] ∪ (k⊕ s2k[s])→ End(C), p 7→ p¯,
is a bijective ind-morphism inducing an isomorphism M \ {0} ∼−→ End(C)\
{γ0}.
(3) The ind-morphism ψ maps the constant polynomials k bijectively onto the
constant maps {γc | c ∈ C}, and the induced morphism ψ|k : k→ ψ(k) ≃ C
is the normalization. In particular, ψ is not an isomorphism.
(4) The ind-morphism ψ induces an isomorphism ψ′ : M \ k ∼−→ Dom(C).
(5) The map ι : Aut(C) →֒ Aut(A1) corresponds to the closed immersion k∗ →֒
Aff1 = k∗ ⋉ k+, and ι : Dom(C) →֒ Dom(A1) corresponds to the closed
immersion M \ k →֒ k[s] \ k
(6) If we identify Aut(C) with k∗ by setting t(x, y) := (t2x, t3y), then ψ is
k∗-equivariant where the action on M is by scalar multiplication and on
End(C) by left-multiplication.
(7) For the vector fields we get
Vec(C) = O(C)(2x ∂
∂x
+ 3y
∂
∂y
)|C +O(C)(2y ∂
∂x
+ 3x2
∂
∂y
)|C ,
and the linear map
ξ : Tid End(C)
∼−→ Vec(C),
described in Proposition 3.2.4, is an isomorphism.
The situation is illustrated in the following diagram:
k
⊆−−−−→ M := {p ∈ k[s] | a0a1 = 0} = (sk[s]) ∪ (k⊕ s2k[s])ybijective ψ : yp7→(p2,p3)
C
→֒−−−−→ End(C) = {(a, b) ∈ O(C)2 | a3 = b2} ⊆ O(C)2
Proof. (1) The first part is clear. If a, b ∈ k[s] satisfy a3 = b2, then a = p2 and
b = p3 for a suitable p ∈ k[s]. Now it is easy to see that if a, b ∈ k[s2, s3], then
p ∈M .
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(2) It is obvious that ψ is a bijective ind-morphism. To show that ψ is an isomor-
phism on the complement of the origin we use Lemma 4.2.1 above which implies
that the map End(C) \ {γ0} →M , (a, b) 7→ ba , is a morphism.
(3) is clear and (4) follows from (2) since the non-constant morphisms are dom-
inant.
(5) and (6) are clear.
(7) Recall that VecC(A2) := {δ ∈ Vec(A2) | δc ∈ TcC for all c ∈ C} and that the
restriction map VecC(A2) → Vec(C), δ 7→ δ|C is surjective, by Proposition 3.2(4).
We have VecC(A2) = {f ∂∂x + h ∂∂y | −3fx2 + 2hy = 0}. It follows that the two re-
strictions f¯(s) := f(s2, s3), h¯(s) := h(s2, s3) ∈ k[s2, s3] = O(C) satisfy the equation
3f¯s4 = 2h¯s3, hence h¯ = 32sf¯ . In particular, f¯(0) = 0, and so f¯ ∈ m = O(C)s2⊕ks3.
For f¯ = 2s2 we obtain the vector field (2x ∂
∂x
+ 3y ∂
∂y
)|C , and for f¯ = 2s3 we find
(2y ∂
∂x
+3x2 ∂
∂y
)|C . Hence Vec(C) = O(C)(2x ∂∂x +3y ∂∂y )|C ⊕k(2y ∂∂x +3x2 ∂∂y )|C , as
claimed.
It remains to calculate the linear map ξ : Tid End(C) → Vec(C). We have seen
that the bijective morphism Ψ: M → End(C) induces an isomorphism M \ {0} ∼−→
End(C) \ {γ0}, and sends s ∈ M to id ∈ End(C), hence TsM ≃ Tid End(C).
Since s belongs only to the irreducible component sk[s] of M , we have TsM =
Tssk[s] = sk[s], and we will identify Tid End(C) with sk[s]. An easy computation
(see Section 3.2 and in particular Proposition 3.2.4) shows that if q ∈ Tid End(C) =
sk[s], then we have ξq = (2sq ∂∂x + 3s
2q ∂
∂y
)|C ∈ Vec(C). Choosing q = fs where
f ∈ k[s2, s3] we get ξq = f(2x ∂∂x + 3y ∂∂y )|C , and for q = s2 we find ξq = (2y ∂∂x +
3x2 ∂
∂y
)|C , showing that ξ is surjective. 
Example 12.3.2. If r, s ≥ 2 are coprime, then the zero set C := V (yr − xs) ⊆
A2 is a rational cuspidal curve with a unique singularity. It is shown in [Kra17,
Proposition 8.2] that for a finite family of pairwise nonisomorphic cuspidal curves
C1, . . . , Cm the automorphism group Aut(C1×C2× · · ·×Cm) is an m-dimensional
torus.
13. The Automorphism Group of a General Algebra
13.1. Endomorphisms of a general algebras. Recall that a general k-algebra
R is a k-vector space R endowed with a bilinear map R×R → R, (a, b) 7→ a · b.
A priori, there are no additional conditions like associativity, commutativity or
the existence of a neutral element. If R is finite-dimensional, then Aut(R) is a
linear algebraic group and Lie(Aut(R)) = Derk(R), see Proposition 13.4.2. Let us
mention that by a result of Gordeev-Popov [GP03] any linear algebraic group is
isomorphic to Aut(R) for some finite-dimensional general algebra R.
We will now deal with the more general case where R is just assumed to be
finitely generated. This implies that R has countable dimension and thus has a
canonical structure of an ind-variety such that the multiplication is a morphism.
We will see that Aut(R) is naturally an ind-group whose Lie algebra Lie(Aut(R))
embeds into Derk(R). For this, we will first endow End(R) with the structure of
an ind-semigroup.
Definition 13.1.1. Let R be a finitely-generated general algebra and Y an ind-
variety. A family of algebra endomorphisms of R parametrized by Y is a morphism
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Φ: R×Y → R such that for any y ∈ Y the induced map Φy : R→ R, a 7→ Φ(a, y)
is an algebra endomorphism of R. We use the notation Φ = (Φy)y∈Y , so that a
family Φ of endomorphisms can be regarded as a map Φ: Y → End(R).
Proposition 13.1.2. Let R be a finitely-generated general k-algebra. There ex-
ists a universal structure of ind-variety on End(R) such that families of algebra
endomorphisms of R parametrized by Y correspond to morphisms Y → End(R).
Moreover, End(R) is an ind-semigroup, i.e. the multiplication is a morphism.
Proof. Let F(x1, . . . , xn) be the free general algebra on x1, . . . , xn. This means
that given any general algebra S and any elements b1, . . . , bn in S , there exists a
unique homomorphism of algebras F(x1, . . . , xn) → S sending xi to bi for 1 ≤
i ≤ n. Recall that a basis of F(x1, . . . , xn) over k is given by all well-formed
expressions in the elements x1, . . . , xn where a well-formed expression is recursively
defined by the following: each element xi is a well-formed expression, and if t, t
′
are well-formed expressions, then so is (t · t′). By definition, the product of two
well-formed expressions t and t′ is the well-formed expression (t · t′). The elements
of F(x1, . . . , xn) are the general polynomials, i.e. the formal linear combinations of
well-formed expressions in the elements x1, . . . , xn with coefficients in k.
Now assume that R is generated by a1, . . . , an ∈ R. We consider the surjective
homomorphism of algebras ϕ : F(x1, . . . , xr) → R sending xi to ai for 1 ≤ i ≤ n.
Its kernel Kerϕ consists of the general polynomials p(x1, . . . , xn) ∈ F(x1, . . . , xn)
which are sent to zero by ϕ. We can identify End(R) with the following subset
E ⊆ An by sending ϕ ∈ End(R) to (ϕ(a1), . . . , ϕ(an)):
End(R) ∼−→ E := {f = (f1, . . . , fn) ∈ Rn | p(f) = 0 for all p ∈ Kerϕ} ⊆ Rn .
It is not difficult to see that E is closed in Rn. One has only to check that for a
general polynomial p ∈ F(x1, . . . , xn), the map Rn → R sending (a1, . . . , an) to
p(a1, . . . , an) is a morphism. We leave the details to the reader.
Now it is easy to see that with this structure of an ind-variety, End(R) has the
requested universal property, and that the multiplication is a morphism. 
Remark 13.1.3. The proposition above generalized to Hom(R,S) where R is a
finitely generated general k-algebra and S is a general algebra of countable dimen-
sion. The details are left to the reader.
Remark 13.1.4. In the case of unitary general algebras, we must add a unique
well-formed expression of length zero, usually denoted by 1, with the property
1 · a = a · 1 = a for all a ∈ R.
13.2. Automorphisms of a general algebra. We start with the obvious gener-
alizations of Definition 3.3.1 and Theorem 5.1.1 to general algebras.
Definition 13.2.1. Let R be a finitely generated general algebra and Y be an
ind-variety. A family of algebra automorphisms of R parametrized by Y is an au-
tomorphism Φ: R×Y → R×Y over Y such that for any y ∈ Y the induced map
Φy : R → R, (a, y) 7→ Φ(a, y) is an algebra automorphism of R. We use the nota-
tion Φ = (Φy)y∈Y , so that a family Φ of automorphisms can be regarded as a map
Φ: Y → Aut(R).
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Proposition 13.2.2. Let R be a finitely generated general algebra. There exists a
universal structure of ind-variety on Aut(R) such that families of algebra automor-
phisms of R parametrized by Y correspond to morphisms Y → Aut(R). With this
structure, Aut(R) is an ind-group.
Proof. Define the closed subset
{(f ,g) ∈ End(R)× End(R) | f · g = id = g · f} ⊆ End(R)× End(R).
which we identified with Aut(R) via the first projection. It is easy to see, using
Proposition 13.1.2 that with this structure of an ind-variety the group Aut(R) is
an ind-group with the required universal property. 
13.3. The Lie algebra of Aut(R). For a general finitely generated algebra R we
have a canonical representation of Aut(R) on R which defines a homomorphism of
Lie algebras ξ : LieAut(R) → L(R) where L(R) are the linear endomorphisms of
the k-vector space R, see Lemma 2.6.2. The image ξA ∈ L(R) of A ∈ LieAut(R)
is defined by ξA(a) := dµa(A) where µa : Aut(R)→R, a 7→ g(a), is the evaluation
at a. It is clear from the definition, that ξ extends to a map ξ˜ : Tid End(R)→ L(R)
defined in the same way.
Proposition 13.3.1. The homomorphism ξ˜ is injective, and its image is contained
in the derivations of R,
ξ˜ : Tid End(R) →֒ Derk(R) and ξ : LieAut(R) →֒ Derk(R),
where the second map is a homomorphism of Lie algebras.
Proof. For a, b ∈ R the morphism µa·b is the composition
End(R) (µa,µb)−−−−−→ R×R m−−−−→ R
where m is the multiplication of R. From this we see that the differential dµa·b is
given by the composition
Tid End(R) (dµa,dµb)−−−−−−→ TaR⊕TbR
dm(a,b)−−−−−→ R
Since dm(a,b)(x, y) = a ·y+x · b we finally get ξA(a · b) = a · ξA(b)+ ξA(a) · b showing
that ξA is a derivation of R.
In order to see that ξ˜ is injective we have to recall the definition of the ind-
variety structure of End(R) as a closed subset E ⊆ Rn using a system of generators
(a1, . . . , an) of R (see proof of Proposition 13.1.2). It follows that we have an injec-
tion Tid End(R) →֒ Rn which has the following description:A 7→ (ξ˜A(a1), . . . , ξ˜A(an)).
Since any derivation of R is determined by the images of the generators a1, . . . , an
we see that ξ˜A 6= 0 if A 6= 0. 
Question 13.3.2. Is Tid End(R) a Lie subalgebra of DerkR for a finitely generated
general algebra R?
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13.4. Locally finite derivations. Recall that a linear endomorphism ϕ of a k-
vector space V is called locally finite if the linear span 〈ϕj(v) | j ∈ N〉 is finite-
dimensional for all v ∈ V . It is called semisimple if it is locally finite and if the
action on any finite-dimensional ϕ-stable subspace is semisimple. It is called locally
nilpotent if for any v ∈ V there is an m ∈ N such that ϕm(v) = 0. It is well-
known and easy to prove that every locally finite endomorphism ϕ of V admits a
Jordan decomposition: ϕ = ϕs+ϕn where ϕs is semisimple, ϕn is locally nilpotent
and ϕs ◦ ϕn = ϕn ◦ ϕs, and this decomposition is uniquely determined by these
properties.
We have already mentioned in Remark 7.6 that the proof of Proposition 7.6.1
carries over to a general k-algebra R, giving the following result.
Proposition 13.4.1. Let R be a finitely generated general k-algebra. Then the Lie
algebra LieAut(R) contains all locally finite derivations of R. More precisely, for
any locally finite derivation D there is a unique minimal commutative and connected
algebraic subgroup A ⊆ Aut(R) such that D ∈ LieA.
If R is finite-dimensional, then every derivation is locally finite, hence we have
the following result.
Corollary 13.4.2. Let R be a finite-dimensional general algebra. Then Aut(R) is
an algebraic group, and we have
LieAut(R) = Derk(R).
Remark 13.4.3. If k = C we have a very simple direct proof using the exponential
map. Indeed, if R is a finite general C-algebra and D any derivation of R, we
can define a linear endomorphism exp(D) : R → R by (expD)(a) = ∑n 1n!Dna.
Using the Leibniz formulaDn(ab) =
∑n
k=0
(
n
k
)
(Dka)(Dn−kb), it is clear that expD
belongs to AutR. Since the derivative at 0 of the map A1 → AutR, t 7→ exp(tD),
equals D the claim follows.
Question 13.4.4. Is LieAut(R) generated by the locally finite derivations for any
finitely generated general algebra R?
14. Bijective homomorphism of ind-groups
It is well known that any topological group admits at most one structure of a
real Lie group. In fact, if a topological group is locally Euclidean, i.e. admits charts,
then it admits a unique structure of real Lie group, see e.g. [Kap71].
If k is countable, then (kdiscr,+) → k+ is a bijective homomorphism of ind-
groups, but not an isomorphism. So at least for countable base fields the same
group can have different structures as an ind-group. We will show below that there
is a much more interesting example which is defined for any algebraically closed
field k. Before doing so let us describe a situation where we can give a positive
answer.
14.1. The case of a strongly smooth ind-group. If we make very strong as-
sumptions for the target group it is possible to show that a bijective homomor-
phism is indeed an isomorphism. The following result is an immediate consequence
of Proposition 1.8.5.
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Proposition 14.1.1. Let ϕ : G → H be a bijective homomorphism of ind-groups.
Assume that G is connected and H strongly smooth in e. Then ϕ is an isomorphism.
Note that it would be enough to assume that H admits a filtration with nor-
mal varieties (see Proposition 1.8.5). In view of the next result about the bijective
morphism α : Aut(k〈x, y〉) → Aut(k[x, y]) which is not an isomorphism (Proposi-
tion 14.2.1) we have the following consequence.
Corollary 14.1.2. The ind-group Aut(A2) is not strongly smooth in the identity
id ∈ Aut(A2). More generally, Aut(A2) does not admit an admissible filtration
consisting of affine normal varieties.
14.2. The free associative algebra. Denote by k〈x, y〉 the free associative alge-
bra in two generators. The abelianization α : k〈x, y〉 → k[x, y] induces a homomor-
phism, also denoted by α,
α : Aut(k〈x, y〉)→ Aut(k[x, y]), (f, h) 7→ (α(f), α(h)).
This homomorphism is bijective (see [ML70], [Cze71] [Cze72], [Coh85, Th.9.3, p.
355], but not an isomorphism of ind-groups.
Proposition 14.2.1. The homomorphism
α : Aut(k〈x, y〉)→ Aut(k[x, y])
is a bijective homomorphism of ind-groups which is not an isomorphism. More
precisely, the differential dα : LieAut(k〈x, y〉) → LieAut(k[x, y]) is surjective with
a nontrivial kernel.
Remark 14.2.2. This result was already pointed out by Yuri Berest and George
Wilson in [BW00, Section 11, last paragraph].
Proof. It is clear that α is an ind-morphism. In order to see that the differential dα
is not injective consider the following (inner) derivation of k〈x, y〉:
ad[x,y] = (2xyx− x2y − yx2)∂x + (xy2 + y2x− 2yxy)∂y.
An easy computation shows that
ad[x,y] =
3
2
[x2∂y, y
2∂x]− 1
2
[[x2∂y, y∂x], [x∂y, y
2∂x]],
so that ad[x,y] belongs to LieAut(k〈x, y〉). However, this derivation is clearly in the
kernel of dα : LieAut(k〈x, y〉)→ LieAut(k[x, y]). 
14.3. A geometric argument. We want to show that the bijective homomor-
phism of ind-groups α : Aut(k〈x, y〉)→ Aut(k[x, y]) is not an isomorphism by con-
structing a rational curve in µ(t) : k→ Aut(k〈x, y〉), i.e. a family of automorphisms,
which is not sent isomorphically onto its image in Aut(k[x, y]).
If ρ : k → End(A2) is a curve, we can write ρ(t) =∑i≥0 tiρi with ρi ∈ End(A2)
and ρi = 0 for large i. For example, if δ = f∂x + h∂y is locally nilpotent, δ
mx =
δmy = 0, then exp(tδ)0 = id = (x, y), exp(tδ)1 = (f, h) and exp(tδ)i = 0 for i ≥ m.
If exp(tδ)i0 is the lowest nonzero term different from the first term (x, y), then
we get for the product
exp(tδ) · exp(tµ) = (x, y) + t exp(tµ)1 + · · ·+ ti0(exp(tδ)i0 + exp(tµ)i0 ) + · · ·
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i.e. the first i0 terms of the product are the same than those of exp(tµ), and the
term of degree i0 is the sum of the two terms of exp(tδ)i0 and exp(tµ)i0 .
Let us calculate the commutator γ(t) := (exp(tx2∂y), exp(ty
2∂x) in Aut(k〈x, y〉).
One finds
γ(t) = (x, y) + t2(−x2y − yx2, xy2 + y2x) + t3γ3 + · · ·+ t15γ15
where γ3 = (x
4+xy3+yxy2+y2xy+y3x,−x3y−x2yx−xyx2−yx3−y4). By what
we said above, it is clear that the linear term γ1 = 0. The idea is now to construct
another curve
σ : k→ Aut(k〈x, y〉)
as a product of certain exp(tδ) such that σ1 = (x
2y + yx2 + xyx,−xy2 − y2x −
yxy). For the abelianization we then get α(γ2) = (−2x2y, 2xy2) and α(σ1) =
(3x2y,−3xy2), hence α(3γ2+2σ1) = 0, but 3γ2+2σ1 = (−x2y− yx2+2xyx, xy2+
y2x− 2yxy) 6= 0. It follows that
µ(t) := γ(t)3σ(t2)2 = (x, y) + t2(3γ2 + 2σ1) + t
3ρ3 + · · ·
defines a cuspidal curve C := µ(k) ⊆ Aut(k〈x, y〉) isomorphic to Neile’s parabola,
because µ2 = 3γ2 + 2σ1 6= 0 and µ3 = 3γ3 6= 0. For the image in Aut(k[x, y]) we
find
α(µ(t)) = (x, y) + t3(x4 + xy3,−y4 − 3x3y) + · · · ,
and therefore the morphism C → α(C) is not an isomorphism. It remains to con-
struct the curve σ : k→ Aut(k〈x, y〉).
For b ∈ k, set τ (b) := (x + by)3(b∂x − ∂y) ∈ Derk(k〈x, y〉). This is a locally
nilpotent derivation, (τ (b))2x = (τ (b))2y = 0, and so
τ (b)(t) := exp(tτ (b)) = (x+ tb(x+ by)3, y − t(x + by)3)
is a family of automorphisms of k〈x, y〉. An easy calculation shows that
τ
(b)
1 = (0,−x3) + b(x3,−x2y − xyx− yx2)
+ b2(x2y + yx2 + xyx,−xy2 − y2x− yxy)
+ b3(xy2 + yxy + y2x,−y3) + b4(y3, 0).
If ω is a primitive third root of unity, then we get
τ
(1)
1 + ωτ
(ω)
1 + ω
2τ
(ω2)
1 = 3(x
2y + yx2 + xyx,−xy2 − y2x− yxy),
because 1 + ω + ω2 = 0. Thus the product
σ(t) := exp(
t
3
τ (1)) · exp( t
3
ωτ (ω)) · exp( t
3
ω2τ (ω
2))
is a rational curve in Aut(k〈x, y〉) with σ1 = (x2y+ yx2 + xyx,−xy2 − y2x− yxy).
Question 14.3.1. Let ϕ : G → H be a bijective homomorphism of ind-groups, and
assume that Lieϕ : LieG → LieH is an isomorphism. Does this imply that ϕ is an
isomorphism?
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Part 3. AUTOMORPHISMS OF AFFINE n-SPACE
In this part we study the automorphism group of affine n-space An. If n = 1,
then Aut(A1) is an algebraic group, namely the semi-direct product of k∗ with k+.
In dimension 2, the group Aut(A2) is an amalgamated product of the affine group
Aff(2) and the de Jonquie`res subgroup J (2), an old theorem of Jung, van der
Kulk and Nagata. This structure has some important consequences. E.g. every
algebraic subgroup of Aut(A2) is conjugate to a subgroup of Aff(2) or of J (2).
We will first give some general results about Aut(An) which hold in any dimen-
sion n ≥ 2, e.g. the connectedness, the infinite transitivity of the natural action
on An, the structure of the de Jonquie`res subgroup J (n), the approximation
property by tame automorphisms and a proof that all automorphisms of Aut(An)
are inner, the description of the Lie algebra LieAut(An), and finally a discussion
of the locally finite, the semisimple and the unipotent elements of Aut(An).
The second part is about Aut(A2). For this group, thanks to the amalgamated
product structure, we can classify the unipotent elements and the semisimple ele-
ments, and we show that an element is semisimple if and only if its conjugacy class
is closed, a result due to Furter-Maubach [FM10].
The last section is about Aut(A3). It is known that this group is not tame. For
example, the Nagata automorphism is not in the subgroup generated by Aff(3)
and J (3) (Shestakov-Umirbaev [SU03]). We will use this in the construction of
a pair of closed connected subgroups Gt ⊂ G ⊂ Aut(A3) which have the same Lie
algebras, but are not equal. We will also describe a family of surfaces in A3 whose
automorphism groups are discrete and infinite.
15. Generalities about Aut(An)
15.1. The group of affine transformations. An affine transformation ϕ of a
finite-dimensional k-vector space V has the form
ϕ(v) = gv + w where g ∈ GL(V ) and w ∈ V.
Equivalently, ϕ = tw ◦ g where tw denotes the translation v 7→ v+w. We will write
ϕ = (w, g).
We denote by Aff(V ) the algebraic group of affine transformations, and by
Tr(V ) ⊂ Aff(V ) the closed normal subgroup of translations which we identify with
V +. It follows that Aff(V ) = GL(V ) ⋉ Tr(V ) is a semi-direct product where the
action of GL(V ) on Tr(V ) = V + is the obvious one: g ◦ tw ◦ g−1 = tgw Choosing a
basis of V we get a canonical closed immersion
Aff(n) →֒ GL(n+ 1), (a,A) 7→
[
1 0
a A
]
.
The first part of the following result is easy and is left to the reader. For the
second we use Corollary 6.2.7 which says, as a consequence of Kostant’s Theo-
rem 6.2.6, that the set of unipotent elements Gu in any reductive group G forms a
closed normal subvariety.
Lemma 15.1.1. (1) The affine transformation ϕ = (w, g) has a fixed point if
and only if w ∈ (g − id)(V ).
(2) The unipotent elements Affu(V ) = GLu(V ) · Tr(V ) form a closed normal
subvariety of Aff(V ).
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15.2. Structure of the de Jonquie`res subgroup. The de Jonquie`res sub-
group J (n) ⊆ Aut(An) consisting of triangular automorphisms was defined in Sec-
tion 0.11:
J (n) := {g = (g1, . . . , gn) | gi ∈ k[xi, . . . , xn] for i = 1, . . . , n}.
For g = (g1, g2, . . . , gn) ∈ J (n) we have gi = aixi + pi(xi+1, . . . , xn) where ai ∈
k∗, for i = 1, . . . , n. Conversely, every endomorphism of An of this form is an
automorphism.
Let D(n) ⊆ GL(n) ⊆ Aut(An) denote the diagonal automorphisms, D(n) ≃
(k∗)n. There is a canonical split exact sequence of ind-groups
(∗) 1→ J u(n)→ J (n) d→ D(n)→ 1
where d(g) := (a1x1, . . . , anxn), is the diagonal part of g. In particular, J (n) is a
semidirect product J (n) = D(n) ⋉ J u(n). The kernel J u(n) is the subgroup of
unipotent elements of J (n). In fact, the kernel of the projection J u(n)→ J u(n−1),
(g1, g2, . . . , gn) 7→ (g2, . . . , gn), is commutative and consists of unipotent elements,
and the claim follows by induction.
For a subgroup G ⊆ Aut(An) and an element h ∈ Aut(An) we define the G-
conjugacy class of h by CG(h) := {g · h · g−1 | g ∈ G}. If G is algebraic, then
CG(h) is a locally closed algebraic subset of Aut(An). We shortly write C(h) for
CAut(An)(h).
Proposition 15.2.1. Let g = (g1, g2, . . . , gn) ∈ J (n) be a triangular automorphism
where gi = aixi + pi(xi+1, . . . , xn).
(1) If g is semisimple, then there is an h ∈ J (n) of degree degh ≤∏ni=1 deg gi
such that h · g · h−1 = d(g) = (a1x1, . . . , anxn).
(2) g is unipotent if and only if a1 = a2 = · · · = an = 1.
(3) The closure CD(n)(g) contains (a1x1, . . . , anxn) which is J (n)-conjugate to
gs.
Corollary 15.2.2. If g ∈ Aut(An) is triangularizable, i.e. conjugate to an element
of J (n), then gs ∈ C(g)w ⊆ C(g).
Proof. (1) Assume that g is of the form g = (g1, . . . , gk, ak+1xk+1, . . . , anxn) where
gj = ajxj + pj(xj+1, . . . , xn) for j = 1, . . . , k. This means that g
∗xℓ = aℓxℓ for
ℓ > k. Moreover, span{(g∗)mxk | m ∈ Z} = kxk ⊕ M where M is the span of
{(g∗)mpk | m ∈ Z}, hence a finite-dimensional g∗-stable subspace of k[xk+1, . . . , xn]
of polynomials of degree≤ deg pk. Since g∗ is semisimple, we can find an eigenvector
of the form xk + qk with qk ∈M . Replacing xk by this eigenvector we get (g∗)xk =
akxk, and the claim follows by induction.
(2) We have seen above that J u(n) = Ker d is the subgroup of unipotent ele-
ments.
(3) Define inductivelymn = 1 andmi := deg gi·mi+1+1 for i = n−1, n−2, . . . , 1,
and put λ(t) := (tm1x1, t
m2x2, . . . , t
mnxn) ∈ D(n). Then a simple calculation shows
that limt→0 λ(t)
−1 · g · λ(t) = (a1x1, a2x2, . . . , anxn), proving the first claim. From
the exact sequence (∗) and (2) we get d(g) = d(gs), and by (1) we know that gs is
J (n)-conjugate to d(gs), proving the second claim of (3). 
Remark 15.2.3. For a unipotent g ∈ J u(n), g = (x1+p1, x2+p2, . . . , xn+pn), the
fixed point set (An)g is given by p1 = p2 = · · · = pn = 0. It was shown by Snow
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that for n ≤ 3 every fixed point free triangular automorphism of An is conjugate
to a translation [Sno89]. In fact, by Proposition 15.10.4 below due to Kaliman
[Kal04] this holds for every fixed point free unipotent automorphism of A3. On the
other hand,Winkelmann [Win90, Section 5, Lemma 8] gave an example of a fixed
point free triangular unipotent automorphism of A4 which is not conjugate to a
translation. In fact, the orbit space C4/C+ is not Hausdorff.
Example 15.2.4. Let g ∈ J (n) be a triangular automorphism with diagonal part
d(g) = (a1x1, . . . , anxn). Assume that a1, . . . , an are multiplicatively independent,
i.e. they do not satisfy a nontrivial relation of the form ak11 a
k2
2 · · ·aknn = 1. Then
g is semisimple and linearizable. In fact, gs is J (n)-conjugate to d(g) by Proposi-
tion 15.2.1(3), and so 〈gs〉 is a maximal torus conjugate to D(n) which commutes
with gu. Now the claim follows, because the centralizer of D(n) in Aut(An) is D(n).
We have seen above that g = (g1, . . . , gn) belongs to J (n) if and only if gi =
aixi+ pi(xi+1, . . . , xn) for all i where ai ∈ k∗. This shows that the de Jonquie`res
subgroup J (n) ⊆ Aut(An) is, as an ind-variety, isomorphic to
(k∗)n × (k⊕ k[xn]⊕ k[xn−1, xn]⊕ · · · ⊕ k[x2, . . . , xn]).
In addition, J (n) is a nested ind-group (Example 2.4.2) as we see from the following
result.
Proposition 15.2.5. For all d ≥ 0 we have 〈J (n)d〉 ⊆ J (n)dn−1 . In particular,
〈J (n)d〉 ⊆ Aut(An) is a closed algebraic subgroup and J (n) =
⋃
d 〈J (n)d〉.
Proof. Let d > 1 be an integer. Define a degree function degd on k[x1, . . . , xn] by
setting degd xi := d
n−i. Set
Md := {g = (g1, . . . , gn) ∈ J (n) | degd gi ≤ dn−i}.
Note that we have J (n)d ⊆ Md ⊆ J (n)dn−1 and that Md is a closed algebraic
subset of J (n). It is easy to see that Md ·Md ⊆ Md. Therefore, Md is a closed
algebraic subgroup of J (n) (use Lemma 9.1.2), and the claim follows. 
Finally, let us mention the following results about the conjugacy classes in J u(n).
Proposition 15.2.6. For c ∈ k, let tc ∈ J u(n) denote the translation
tc := (x1, . . . , xn−1, xn + c)
(1) CJ (n)(t1) = {u = (u1, . . . , un) ∈ J u(n) | un = xn + c where c ∈ k∗}, and
this conjugacy class is open and dense in J u(n).
(2) For c 6= 0 we get CJ u(n)(tc) = {u = (u1, . . . , un) ∈ J u(n) | un = xn + c},
and this conjugacy class is closed in J u(n).
In particular, the weak closure C(t1)
w
contains J u(n).
Proof. (1) Let µ = µu : k+ → Aut(An) be the homomorphism associated to u, i.e.
µ(1) = u. Then the last coordinate of µ(s) is xn + sc. Define ϕ : An → An by
ϕ(a1, . . . , an) := µ(an)(a1, . . . , an−1, 0).
This is an automorphism, with inverse ϕ−1(b1, . . . , bn) := µ(
−bn
c
)(b1, . . . , bn−1, 0),
and the construction shows that ϕ ∈ J (n).
We have the formal identity (as polynomials in x1, . . . , xn, s, z)
µ(xn + s)(x1, . . . , xn−1, z) = µ(s)(µ(xn)(x1, . . . , xn−1, z)).
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Setting z = 0 we get ϕ(a1, . . . , an + s) = µ(s)(ϕ(a1, . . . , an)), hence
ϕ−1 ◦ µ(s) ◦ ϕ = ts and so ϕ−1 ◦ u ◦ ϕ = t1.
It is clear that the last coordinate of any J (n)-conjugate of t1 has the form xn+ c,
c 6= 0, and the claim follows.
(2) We have seen above that ϕ−1◦µ(s)◦ϕ = ts for some ϕ ∈ J (n). We can write
ϕ = ϕ0 ◦ d where ϕ0 ∈ J u(n) and d = (d1x1, . . . , dnxn), di ∈ k∗. It then follows
that ϕ−10 ◦µ(s)◦ϕ0 = d◦ts ◦d−1 = tdns. On the other, conjugation with an element
from J u(n) does not change the last coordinate, hence dn = c and ϕ−10 ◦u◦ϕ0 = tc.
The remaining claims are clear. 
15.3. The degree formula. The degree of an automorphism f = (f1, . . . , fn) of
An is defined as
deg f := max
i
{deg fi}.
We want to give a short proof of the following degree formula (see [BCW82, Corol-
lary 1.4]):
deg f−1 ≤ (deg f)n−1.
We start with an easy lemma. Recall that the degree of a closed subvariety X ⊂ An
of dimension d is defined as
degX := #(X ∩ A)
where A is an affine subspace of An of codimension d in general position, see [DK97,
Section 8]. Note that for a hyperplane H ⊆ An we get deg f−1(H) ≤ deg f with
equality for a generic H .
Lemma 15.3.1. Let H1, . . . , Hr ⊆ An be hypersurfaces, degHi = di. Put X :=⋂
iHi. If codimAn X = r, then degX ≤ d1d2 · · · dr. In particular, if r = n and X
is finite, then |X | ≤ d1 · · · dn.
Proof. By induction, it suffices to proof the following statement.
Let X ⊆ An be closed and equidimensional of dimension s, and let H ⊆ An be a
hypersurface such that dim(H ∩X) < s. Then deg(H ∩X) ≤ degX degH.
We first remark that this statement is clear if X is a curve. For a generic affine
subspace A ⊆ An of codimension dimX − 1 we get
(1) deg(A ∩H) = degH ;
(2) deg(A ∩X) = degX ;
(3) A ∩X ∩H is finite of cardinality equal to deg(X ∩H).
Now X ′ := X ∩ A ⊆ A is a curve, H ′ := H ∩ A ⊆ A is a hypersurface, and so
deg(X ∩H) = |X ′ ∩H ′| ≤ degX ′ degH ′ = degX degH,
proving the statement above. 
Now we can prove the degree formula above. Let E ⊆ An be a hyperplane so
that deg f(E) = deg f−1. Choose generic hyperplanes E1, . . . , En−1 ⊆ An such that
the intersection E1 ∩ · · · ∩ En−1 ∩ f(E) is finite of cardinality equal to deg f(E).
Then, by the lemma above,
deg f−1 = |f−1(E1)∩· · ·∩f−1(En−1)∩E| ≤ deg f−1(E1) · · ·deg f−1(En−1) ≤ (deg f)n−1.
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15.4. Connectedness. Let C be an irreducible curve and V an ind-variety. A
morphism ϕ : C → V is said to connect v1, v2 ∈ V if v1, v2 ∈ ϕ(C).
Proposition 15.4.1. For g,h ∈ Aut(An) where deg g ≥ degh there is a morphism
ϕ : k∗ → Aut(An) connecting g and h such that degϕ(t) ≤ deg g (degh)n for all
t ∈ k∗.
Proof. Let g ∈ Aut(An). Set g(0) = a. Then g0 := t−a · g = (g1, . . . , gn) fixes the
origin where tb denotes the translation x 7→ x+ b. Define
g(t) := (t id)−1 · (tt2a · g0) · (t id)
for t ∈ k∗. Then g(1) = g and limt→0 g(t) = d0g0 = (ℓ1, . . . , ℓn) where ℓi is the
linear part of gi. This shows that there is a morphism µ : k → Aut(An) such that
µ(1) = g and µ(0) = A ∈ GL(n). Note that µ(k) ⊆ Aut(An)k where k = deg g. It
is well-known that for every A ∈ GL(n) there is a morphism ν : k∗ → GL(n) such
that ν(1) = En and ν(−1) = A. Then ϕ(t) := µ( t+12 ) · ν(t)−1 defines a morphism
ϕ : k∗ → Aut(An) of degree ≤ deg g and we have ϕ(1) = g, ϕ(−1) = En. Now
replace g with h−1·g and multiply ϕ(t) with h to find a morphism ϕ : k∗ → Aut(An)
of degree ≤ deg(h−1 · g) degh ≤ deg g(degh)n connecting g with h. 
The next result is an immediate consequence of the proposition above. It can be
found in [Sha81, Lemma 4].
Corollary 15.4.2. The group Aut(An) is curve-connected.
Remark 15.4.3. If ϕ : A1 → Aut(An) connects g,h ∈ Aut(An), then we necessarily
have jac(g) = jac(h), because the morphism jac ◦ϕ : A1 → k∗ has to be constant.
Therefore, Proposition 15.4.1 is “optimal” in the sense that in general two elements
of Aut(An) cannot be connected by a morphism ϕ : A1 → Aut(An).
15.5. Infinite transitivity of Aut(An). Recall that an action of group G on a
space X is called infinitely transitive if it is n-transitive for all n ≥ 1. Equivalently,
for every finite subset F ⊆ X the pointwise stabilizer GF of F is transitive on the
complement X \ F . It is known that Aut(An) acts infinitely transitively on An for
n ≥ 2; this can be found in [KZ99] together with generalizations to other affine
varieties. It is also a consequence of a more general result which was proved by
Arzhantsev-Flenner-Kaliman et al, see [AFK+13].
If ρ is a k+-action on An and f ∈ O(An)k+ an invariant, then we have defined
the modification ρf of ρ in Section 11.4: ρf (s)(x) := ρ(f(x)s)(x).
Example 15.5.1. Let µ be the k+-action on An by translation, with translation
vector v 6= 0, i.e. µ(s)(a) = a+sv. Let A ⊆ An be a subset and b ∈ An \k+A. Then
there is a modification µ′ of µ with the following properties:
(1) A is fixed by µ′;
(2) The orbit of b under µ′ is the line b+ kv.
In fact, the affine quotient by the k+-action µ is given by a linear map p : An → An−1
with kernel kv, and the fibers of p are the orbits. By assumption, p(b) /∈ p(A), and
so there is a µ-invariant f which vanishes on A and is nonzero on b. Then the
modification µ′ := µf has the required properties.
Proposition 15.5.2. Let n ≥ 2, and let U ⊆ Aut(An) be the subgroup generated
by the modifications of the translations. Then U acts infinitely transitively on An.
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Proof. (a) Let F ⊆ An be a finite subset and let b, b′ ∈ An \ F . If the line ℓ :=
bb′ = b + kv does not meet F , then Example 15.5.1 above shows that there is a
modification of the translation tv which fixes F and maps b to b
′.
(b) If the line ℓ meets F , then we can choose a third point c ∈ An such that the
two lines bc and b′c do not meet F , and the claim follows from (a). 
Recall that the special (or unimodular) automorphism group is defined as
SAut(An) := {ϕ ∈ Aut(An) | jac(ϕ) = 1} = Ker(jac : Aut(An)→ k∗),
see Section 0.11.
Remark 15.5.3. The root groups αij(s) = (x1, . . . , xi+sxj , . . . , xn) ⊆ GL(n), i 6= j,
are modifications of the translations µ(s) = (x1, . . . , xi + s, . . . , xn). This implies
that the group U of the proposition above contains SL(n) and the unipotent trian-
gular subgroup J u(n), hence all tame automorphisms with jacobian determinant
equal to 1. Thus, for n = 2 we have U = SAut(A2).
Question 15.5.4. Do we have U = SAut(An) for all n ≥ 2, or at least U =
SAut(An)?
15.6. Approximation property. Denote by m := (x1, . . . , xn) ⊆ k[x1, . . . , xn]
the homogeneous maximal ideal. For g,h ∈ End(An), g = (g1, . . . , gn) and h =
(h1, . . . , hn), we define
g ≡ h (mod md) :⇐⇒ gi − hi ∈ md for all i,
i.e., if the homogeneous terms of g and h of degree< d coincide. If v ≡ w (mod md)
and v(0) = 0, then one easily sees that g · v ≡ h ·w (mod md). Define
Aut(An)(d) := {g = (g1, . . . , gn) ∈ Aut(An) | gi ∈ xi +md+1}.
Thus Aut(An)(0) = {g ∈ Aut(An) | g(0) = 0} and Aut(An)(1) = {g ∈ Aut(An) |
g ≡ id (mod m2)}. Then, for g ∈ End(An) and h ∈ Aut(An), we have
g ≡ h (mod md+1) ⇐⇒ g · h−1 ∈ Aut(An)(d).
Recall that the tame automorphism group of An is defined as the subgroup generated
by the affine transformations and the triangular automorphisms (see Section 0.11):
Tame(An) := 〈Aff(n),J (n)〉.
The following “approximation result” is due to Anick [Ani83].
Proposition 15.6.1. Let f ∈ Aut(An). For any d ∈ N there is a tame automor-
phism h(d) ∈ Aut(An) such that f ≡ h(d) (mod md+1).
Proof. For d = 0, it is enough to take h(0) equal to the affine part of f . By induction
we can assume that g ≡ id (mod md), d > 1. We have to show that there is a
tame automorphism h such that g ≡ h (mod md+1). If f ∈ End(An) and f ≡ id
(mod md) we denote by fd ∈ (k[x1, . . . , xn]d)n the homogeneous part of f of degree
d, i.e. f ≡ id+fd (mod md+1). We will identify (k[x1, . . . , xn]d)n with the GL(n)-
module V := kn ⊗ k[x1, . . . , xn]d, with the obvious action given by g(v ⊗ p) :=
gv ⊗ g∗p.
If f , f˜ are both ≡ id (mod md) and t ∈ k∗, we have
(f · f˜)d = fd + f˜d and
(
(t id)−1 · f · (t id))
d
= td−1fd.
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Moreover, for g ∈ GL(n), we have (g · f · g−1)d = g fd. This shows that the ho-
mogeneous parts fd of degree d of the automorphisms f ≡ id (mod md) form a
GL(n)-submodule V ′ of V , and those corresponding to tame automorphisms form
a submodule Vt ⊆ V ′. We have to show that these two submodules coincide.
If an endomorphism f ≡ id (mod md), has a constant jacobian determinant
jac(f) 6= 0, then jac(f) = 1, and the homogeneous part of degree d of ∑i ∂fi∂xi
vanishes. Therefore, fd belongs to the kernel of the map pd : V → k[x1, . . . , xn]d−1
given by v ⊗ f 7→ ∂vf . This map is a GL(n)-homomorphism, and its kernel is
irreducible, by Pieri’ formula (see Lemma 15.7 below). Thus, Vt = V
′ = Ker pd. 
This result has some interesting consequences. E.g. it was used by Belov-Kanel
and Yu to show that every automorphism of the ind-group Aut(An) is inner (see
[BKY12], cf. [KS13]).
Theorem 15.6.2 (Belov-Kanel-Yu). Let ϕ be an automorphism of Aut(An) as
an ind-group. Then ϕ is inner.
Proof. It is shown in [KS13] that for every automorphism ϕ of Aut(An) there is a
g ∈ Aut(An) such that g · ϕ(h) · g−1 = h for all tame automorphisms h. Thus we
can assume that ϕ is the identity on the tame automorphisms.
Next we claim that ϕ(Aut(An)(d)) = Aut(An)(d) for all d ∈ N. For a non-constant
morphism µ : k → X we have µ∗(mµ(0)) = (tk) for some k ≥ 1; we denote the
exponent k by σ(µ). For any g ∈ Aut(An) consider the map λg : k∗ → Aut(An),
λg(t) := (t
−1 id) · g · (t id). Then the subgroups Aut(An)(d) for d > 0 have the
following description:
Aut(An)(d) = {g ∈ Aut(An) | lim
t→0
λg = id and σ(λg) ≥ d}
Now the ϕ-invariance of these groups follows. In fact, both conditions, limt→0 λg =
id and σ(λg) ≥ d, are invariant under ϕ since ϕ ◦λg = λϕ(g) and σ(λϕ(g)) = σ(λg).
To finish the proof we use Proposition 15.6.1 which implies that for any g ∈
Aut(An) we have g ≡ ϕ(g) (mod md) for all d ∈ N. Hence ϕ = id. 
15.7. The Lie algebra of Aut(An) and divergence. We will now determine the
Lie algebras LieAut(An) and Lie SAut(An). Recall that SAut(An) is the closed
normal subgroup of Aut(An) defined by
SAut(An) := {ϕ ∈ Aut(An) | jac(ϕ) = 1} = Ker(jac : Aut(An)→ k∗).
The divergence of a vector field δ =
∑n
i=1 pi
∂
∂xi
on An is defined by Div δ :=∑n
i=1
∂pi
∂xi
. We have a canonical identification (see Remark 6.4.5)
Vec(An) ∼−→ kn ⊗ k[x1, . . . , xn] =
∞⊕
m=0
kn ⊗ k[x1, . . . , xn]m.
given by
∑
i fi∂xi 7→
∑
i ei ⊗ fi, and this isomorphism is equivariant with respect
to the linear action of GL(n). The divergence induces surjective linear and GL(n)-
equivariant maps
Divm : kn ⊗ k[x1, . . . , xn]m ։ k[x1, . . . , xn]m−1, v ⊗ f 7→ ∂vf =
∑
i
ai
∂f
∂xi
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where v = (a1, . . . , an) ∈ kn. Denoting its kernel by Mm, we get KerDiv =⊕∞
m=0Mm, and we obtain the following exact sequence of GL(n)-modules:
0→Mm →֒ kn ⊗ k[x1, . . . , xn]m Divm−→ k[x1, . . . , xn]m−1 → 0.
The next result is well known (see Pieri’s formula in [Pro07, Chap. 9, section 10.2]).
Lemma 15.7.1. (1) The SLn-modules Mm, m ≥ 0, are simple and pairwise
non-isomorphic.
(2) The SLn-modules k[x1, . . . , xn]m, m ≥ 0, are simple and pairwise non-
isomorphic.
Now we can give the description of the Lie algebras LieAut(An) and Lie SAut(An).
We use the canonical injection ξ : LieAut(X) → Vec(X), A 7→ ξA, see Defini-
tion 7.2.3 and Proposition 7.2.4.
Proposition 15.7.2. The map ξ induces the following anti-isomorphisms of Lie
algebras:
(1) LieAut(An) ∼−→ Vecc(An) := {δ ∈ Vec(An) | Div δ ∈ k};
(2) Lie SAut(An) ∼−→ Vec0(An) := {δ ∈ Vec(An) | Div δ = 0}.
Moreover, LieTame(An) = LieAut(An).
Proof. (1) By definition, an endomorphism f = (f1, . . . , fn) : An → An is e´tale if
its jacobian determinant jac(f) := det
(
∂fi
∂xj
)
i,j
is a nonzero constant. Denote by
Et(An) the semigroup of e´tale endomorphisms. We have the following inclusions
Aut(An) ⊆
closed
Et(An) ⊆
closed
Dom(An) ⊆
open
End(An).
In fact, Dom(An) = jac−1(k[x1, . . . , xn]\ {0}) and Et(An) = jac−1(k\ {0}), and we
have already seen that Aut(An) is closed in Dom(An) (Theorem 5.2.1). We get
LieAut(An) ⊆ Tid Et(An) ⊆ TidDom(An) = Tid End(An) = End(An).
The jacobian map jac : End(An)→ k[x1, . . . , xn] is an ind-morphism, and we have
jac(id+εg) = 1 + ε
∑
i
∂gi
∂xi
mod ε2.
This shows that the differential of jac is the divergence:
d jacid = Div : Tid End(A
n) = End(An)→ T1k[x1, . . . , xn] = k[x1, . . . , xn],
hence ξ(LieAut(An)) ⊆ Vecc(An) and ξ(Lie SAut(An)) ⊆ Vec0(An).
For the other inclusion we consider the Lie subalgebra L ⊆ LieAut(An) generated
by the Lie algebras LieAff(n) and LieJ (n) of the affine and the de Jonquie`res
group and show that ξ(L) = Vecc(An). Since L ⊆ LieTame(An) this proves also
the last claim.
In fact, ξ(L) ⊆ Vecc(An) is stable under GL(n) and contains nonzero ele-
ments in every degree. Hence, ξ(L) ⊇ KerDiv = ⊕m≥0Mm by the previous
Lemma 15.7, and the claim follows, because Vecc(An) = KerDiv⊕k(∑i xi ∂∂xi ),
and k(
∑
i xi
∂
∂xi
) = Lie(k∗ id).
(2) As in (1) let L′ be the Lie subalgebra of Lie SAut(An) generated by the Lie
algebras of Aff(n)∩SAut(An) and of J (n)∩ SAut(An). Then ξ(L′) is stable under
SLn and contains nonzero elements in every degree, hence one gets as above that
ξ(L′) contains
⊕
mMm = Vec
0(An). 
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Remark 15.7.3. Kraft andRegeta recently showed that the automorphism groups
of the Lie algebras Vec(An), Vecd(An) and Vec0(An) are all canonically isomorphic
to Aut(An), see [KR14a]. Using this result, one gets a different proof of Theo-
rem 15.6.2 above and a generalization to SAut(An), see [Kra17].
Corollary 15.7.4. If δ ∈ Vec(An) is locally nilpotent, then Div(δ) = 0, i.e. δ ∈
Vec0(An).
Proof. Let µ : k+ → Aut(An) be the k+-action corresponding to δ. Then the mor-
phism jac ◦µ : k+ → k∗ is a character, hence trivial. Therefore, µ : k+ → Aut(An),
has values in SAut(An), and so δ = ξ(dµ0(1)) ∈ Vec0(An). 
Corollary 15.7.5. If Aut(An) acts on an ind-variety V, and if a closed subvariety
W ⊂ V is stable under Tame(An), then W is stable under Aut(An).
Proof. Since W is stable under Tame(An) it is also stable under Tame(An), hence
invariant under LieTame(An) = LieAut(An). Now the claim follows from Proposi-
tion 7.2.6. 
15.8. Families of locally finite automorphisms. We start with a reformulation
of some previous results in term of families. Then, we address the particular case
of families of automorphisms (Φx)x∈X such that all Φx are conjugate on a dense
open set ⊂ X . We then conclude the section showing in Corollary 15.8.6 that the
conjugacy class of a diagonalizable automorphism is weakly closed.
The first example shows that for a family (Φx)x∈X of locally finite automorphisms
of An one cannot conclude that Φ, as an automorphism of X ×An, is locally finite.
Example 15.8.1. Consider the family Φ = ([ t 10 1 ])t∈k∗ of linear automorphisms of
A2. Clearly, every member is locally finite, but Φ as an automorphism of k∗ × A2
is not locally finite.
We have seen in Proposition 9.2.3 that the locally finite automorphisms form a
weakly closed subset Autlf(An) ⊆ Aut(An), and the same holds for the unipotent
automorphisms Autu(An) ⊆ Aut(An) (Lemma 11.2.2). In terms of families this
means the following.
Lemma 15.8.2. Let Φ = (Φx)x∈X be a family of automorphisms of An. If Φx is
locally finite, resp. unipotent, on a dense open set U ⊆ X, then all Φx are locally
finite, resp. unipotent.
Of course, we would like to know if “locally finite (resp. unipotent) on a Zariski-
dense set” suffices to get the result, because this would imply that Autlf(An) resp.
Autu(An) are closed in Aut(An). We can prove this only for n = 2, see Theorem 16.6
below.
If we assume in addition that all Φx are conjugate on a dense open set, then we
can say more.
Proposition 15.8.3. Let Φ = (Φx)x∈X be a family of automorphisms of An. As-
sume that Φx is conjugate to a fixed g on a dense open set U ⊆ X.
(1) If g is locally finite, then Φ is a locally finite automorphism of X × An.
(2) If g is unipotent, then Φ is a unipotent automorphism of X × An.
(3) If g is semisimple, then Φ is a semisimple automorphism of X × An, and
so all Φx are semisimple.
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Proof. By base change, we can assume that k is uncountable. We can also assume
that X is irreducible and affine.
(a) Denote by ϕ : X → Aut(An) the morphism x 7→ Φx, and let γ : Aut(An)→
Aut(An) be the conjugating morphism h 7→ h−1 ◦ g ◦ h. The image ϕ(U) is a
constructible subset of Aut(An) which is, by assumption, contained in C(g) =
γ(Aut(An)). Therefore, ϕ(U) is covered by the images γ(Aut(An)k). Hence, by
Lemma 1.3.1, there is a m > 0 such that γ(Aut(An)m) ⊇ ϕ(U). Denote by Y the
(reduced) fiber product
Y
µ−−−−→ Aut(An)m
γX
y yγ
X
ϕ−−−−→ Aut(An)
By construction, γX(Y ) ⊇ U and so γX is dominant. The pull-back family γ∗XΦ
parametrized by Y is conjugate to the constant family, i.e.
(γ∗XΦ)y = ϕγX (y) = µ
−1
y ◦ g ◦ µy for all y ∈ Y.
This implies that γ∗XΦ is locally finite as an automorphism of Y × An, and so Φ
is locally finite, too, because O(X)⊗O(An) is embedded into O(Y )⊗O(An) as a
Φ∗-stable subspace. This proves (1).
(b) Now consider the Jordan decomposition Φ = Φs · Φu. It then follows from
Lemma 9.2.5 that Φs = ((Φs)x)x∈X , Φu = ((Φu)x)x∈X are families of semisim-
ple, resp. unipotent automorphisms and that Φx = (Φs)x · (Φu)x is the Jordan
decomposition. This implies (2) and (3). 
Given a family Φ = (Φx)x∈X of automorphisms of An we denote by (X × An)Φ
the fixed point set of Φ considered as an automorphism of X × An. It is a closed
subvariety, and it is smooth in case Φ is semisimple and X is smooth (see [Fog73]).
Here is a crucial result. We formulate it in the more general setting of families of
reductive group actions, but we will need it only for semisimple automorphisms.
Lemma 15.8.4. Let G be a reductive group and ρ = (ρx)x∈X a family of G-actions
on affine n-space An. If X is smooth, then the induced morphism p : (X×An)G → X
is smooth.
Proof. If Y is a smooth G-variety, then Y G is smooth, and for any y ∈ Y G we have
Ty(Y
G) = (TyY )
G ([Fog73]). In our situation this implies that F := (X × An)G is
smooth, as well as Fx := p
−1(x) = ({x} × An)G, and for any (x, a) ∈ (X × An)G
we get an exact sequence
0 −−−−→ T(x,a)Fx ⊆−−−−→ T(x,a)F
dp(x,a)−−−−→ TxX −−−−→ 0.
Since X , F and Fx are all smooth the claim follows. 
Proposition 15.8.5. Let Φ = (Φx)x∈X be a family of automorphisms of An where
X is smooth and connected. Assume that Φx is conjugate to a fixed diagonal auto-
morphism d ∈ D(n) on a dense open set U ⊆ X. Then all Φx are semisimple, the
fixed point set F := (X × An)Φ is connected, and the differentials d(x,a)Φx ∈ GLn
are conjugate to d for (x, a) ∈ F .
Proof. We know from Proposition 15.8.3(3) that all Φx are semisimple. Let F0 ⊆
(X×An)G be a connected component of the fixed point set F . Then the differentials
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d(x,a)Φx for (x, a) ∈ F0 are conjugate in GL(n). In fact, p(F0) is open and dense in
X by the Lemma above and so the claim holds on a dense open set of F0. It follows
that TF0 → F0 is a family of linear actions which are conjugate on a dense open
set of F0. Since semisimple conjugacy classes are closed in GL(n) the claim follows.
It remains to see that the fixed point set F is connected. This is clear over U , by
assumption. For every connected component Fi of F the image p(Fi) is open and
dense in X and thus meets U , hence the claim. 
Corollary 15.8.6. Let g ∈ Aut(An) be a diagonalizable automorphism. Then, its
conjugacy class C(g) is weakly closed.
Proof. We can assume that g is diagonal. Let Φ = (Φx)x∈X be a family of automor-
phisms of An such that Φx is conjugate to g on a dense open set U ⊆ X . We have
to show that Φx is conjugate to g for all x ∈ X . For this we can assume that X is
a smooth curve. The proposition above implies that all Φx are semisimple and that
the differentials d(x,a)Φx in the fixed points are conjugate to g. Now Lemma 7.4.3
implies that Φx is diagonalizable, hence conjugate to g. 
15.9. Semisimple automorphisms of An. Our work on semisimple automor-
phisms is motivated by the well-known problem asking whether a semisimple au-
tomorphism of An is diagonalizable, i.e. conjugate to a diagonal automorphism
(a1x1, . . . , anxn), ai ∈ k∗. More generally, we address the following questions.
Question 15.9.1. Let g ∈ Aut(An) be an automorphism. Are the four following
assertions equivalent?
(1) g is diagonalizable.
(2) g is semisimple.
(3) The conjugacy class C(g) is closed in Aut(An).
(4) The conjugacy class C(g) is weakly closed in Aut(An).
Let us summarize what we know about this question at the present time. The im-
plications (1)⇒(2) and (3)⇒(4) are clear, and the implication (1)⇒(4) was proved
in Corollary 15.8.6. We will see in Corollary 15.9.8 below that (2) and (4) imply
(1). Finally, the known results about the most interesting implication (2)⇒(1) are
summarized in the next statement.
Proposition 15.9.2. Let g ∈ Aut(An) be a semisimple element. Then g is diago-
nalizable in the following cases.
(1) n = 2;
(2) n = 3 and g is of infinite order;
(3) dim 〈g〉 ≥ n− 1;
(4) g is triangularizable.
Proof. The group 〈g〉 is a diagonalizable group, hence reductive. Then (1) follows
from the amalgamated product structure of Aut(A2) (see Section 16.1), and (2) is
proved in [KR14b]. As for (3) it is known that a faithful action of a commutative
reductive group of dimension ≥ n − 1 on An is linearizable (see [KS92, Theorem
VI.3.2(2)]). (4) is proved in [KK96, §1 Corollary 1]. It also follows from Proposi-
tion 15.2.1(1). 
A necessary first step for proving that a semisimple automorphism is diagonal-
izable is the following fixed point result.
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Proposition 15.9.3. Every semisimple automorphism of An has a fixed point.
More generally, if D is a diagonalizable algebraic group such that D/D◦ is cyclic,
then any action of D on An has fixed points.
Proof. If g ∈ Aut(An) is semisimple, then the group D := 〈g〉 is diagonalizable and
D/D◦ is cyclic. Thus the first statement follows from the second.
The following Lemma 15.9.4 shows that there is a d ∈ D of finite order with the
same fixed point set as D. But any finite-order automorphism of An admits a fixed
point, see [PR86]. 
Lemma 15.9.4. Let D be a diagonalizable group acting on an affine variety X.
Assume that D/D◦ is cyclic. Then there is an element d ∈ D of finite order such
that XD = Xd.
Proof. We can embed X equivariantly into a D-module V . Hence it suffices to prove
the claim for X = V . We decompose V in the form V = V D ⊕⊕mi=1 Vχi where the
χi are nontrivial characters of D, and Vχi := {v ∈ V | dv = χi(d) · v for all d ∈ D}.
Set Ui := D \Kerχi. Clearly, every element d ∈
⋂
i Ui has the same fixed point set
as D. Thus we have to show that
⋂
i Ui 6= ∅, because every nonempty open set of
D contains elements of finite order.
If
⋂
i Ui = ∅, then
⋃
iKerχi = D. Hence, every irreducible component of D is
contained in Kerχi for some i. Since D/D
◦ is cyclic, it follows that one of the
irreducible components generates D as a group. But this implies that Kerχi = D
for some i, contradicting the fact that the characters χi are nontrivial. 
Remark 15.9.5. Assume that g ∈ Aut(An) admits a fixed point a. If g is semisimple,
then the differential dga : TaAn → TaAn is also semisimple. However, the converse
does not hold. The automorphism g := (x + y2, y) ∈ Aut(A2) fixes the origin,
dg0 = id is semisimple, but g is not.
The next result shows that if g has a fixed-point, then the weak closure C(g)
w
of
its conjugacy class contains a linear automorphism. In fact, this already holds for the
weak closure of its Aff(n)-conjugacy class, where we recall that Aff(n) ⊆ Aut(An)
denotes the closed algebraic subgroup of affine transformations.
Proposition 15.9.6. For any g ∈ Aut(An) the Aff(n)-conjugacy class
CAff(n)(g) := {h · g · h−1 | h ∈ Aff(n)} ⊆ Aut(An)
is a (locally closed) algebraic subset. If g has a fixed point a ∈ An, then the clo-
sure CAff(n)(g) contains the differential dag ∈ GL(n). In particular, it contains a
diagonal automorphism.
Proof. All subset Aut(An)k are stable under conjugation by Aff(n), and so the first
statement is clear. For the second, using a conjugation with a suitable translation,
we can assume that g(0) = 0. Then, for λ(t) := (tx1, . . . , txn), the limit g¯ :=
limt→0 λ(t)
−1 ·g ·λ(t) exists and coincides with the differential d0g ∈ GL(n). Since
the closure of every GL(n)-conjugacy class in GL(n) contains a diagonal element,
we are done. 
Corollary 15.9.7. Assume that g has a fixed point. If CAff(n)(g) is closed or if
C(g) is weakly closed, then g is a diagonalizable element.
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Proof. The statement for CAff(n)(g) is clear by the proposition above. If C(g) is
weakly closed, then CAff(n)(g) ⊆ C(g) implies that CAff(n)(g) ⊆ C(g). 
Using Proposition 15.9.3 and Corollary 15.8.6, we get the following result.
Corollary 15.9.8. Let g ∈ Aut(An) be a semisimple automorphism. Then g is
diagonalizable if and only if its conjugacy class C(g) is weakly closed.
Remark 15.9.9. The Aff(n)-conjugacy classes in Aff(n) are known and have been
studied by Blanc in [Bla06]. It follows that the closed Aff(n)-conjugacy classes are
the classes of the semisimple elements, and that each such closed Aff(n)-conjugacy
class contains a diagonal element (a1x1, . . . , anxn) which is uniquely determined up
to a permutation of the scalars ai.
Example 15.9.10. Let g = (x, z, xz − y) ∈ Aut(A3). The fixed point set has two
irreducible components, namely the two lines {y = z = 0} and {x = 2, y = z}.
An easy calculation shows that the differential dpg in the fixed point p = (a, 0, 0)
has trace a+ 1 and is semisimple except for a = ±2. Thus the weak closure C(g)w
contains uncountably many conjugacy classes of diagonal elements.
It is well known that the closure of the GL(n)-conjugacy class of a linear en-
domorphism g contains the semisimple part gs. So we might ask the following
question.
Question 15.9.11. Let g ∈ Aut(An) be a locally finite automorphism. Does the
weak closure of C(g) contain gs? And what about the closure of C(g)?
A positive answer to the first question would imply that if the conjugacy class
of a locally finite automorphism g is weakly closed, then g is semisimple (see the
implication (4)⇒(2) from Question 15.9.1).
This holds for triangularizable automorphisms, by Proposition 15.2.1(3), and
therefore in dimension n = 2 since in that case an automorphism is locally finite if
and only if it is triangularizable (see Lemma 16.1.6 in Section 16). It is also true in
the following case.
Proposition 15.9.12. Let g ∈ Aut(An) be a locally finite automorphism whose
unipotent part gu is conjugate to a translation. Then the weak closure of C(g)
contains gs.
Proof. We may assume that u := gu = (x1 + 1, x2, . . . , xn). As s := gs commutes
with u, it is of the form
s = (x1 + p(x2, . . . , xn), g2(x2, . . . , xn), . . . , gn(x2, . . . , xn)) ∈ Aut(An).
Since s is semisimple, the group G := 〈s〉 is reductive. The automorphism s induces
an automorphism s := (g2(x2, . . . , xn), . . . , gn(x2, . . . , xn)) of X := An−1. There-
fore, the group G also acts on X and the second projection pr2 : A
1 × X → X
is G-equivariant. By the proposition below, there exist a pr2-automorphism ϕ of
A1 ×X and a λ ∈ k∗ such that
s′ := ϕ ◦ s ◦ ϕ−1 = (λx1, g2(x2, . . . , xn), . . . , gn(x2, . . . , xn)).
Since ϕ has the form ϕ = (ρx1 + q(x2, . . . , xn), x2, . . . , xn), it is clear that it com-
mutes with u. Hence, g′ := ϕ·g·ϕ−1 has the Jordan decomposition g′ = u·s′ = s′·u.
Now set λ(t) := (tx1, x2, . . . , xn), t ∈ k∗. An easy calculation shows that
lim
t→0
λ(t) · g′ · λ(t)−1 = (x1, g2, . . . , gn) = g′s ∈ Aut(An),
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and the claim follows. 
Proposition 15.9.13 ([KK96, Proposition 1]). Let X be an affine variety with an
action of a reductive group G. Assume that G acts also on A1 ×X in such a way
that the second projection pr2 : A
1 ×X → X is G-equivariant. Then the G-action
on A1 ×X is equivalent to a diagonal action of G of the form
g(a, x) = (χ(g) · a, gx) for g ∈ G, a ∈ A1, x ∈ X,
where χ is a character of G.
15.10. Unipotent automorphisms of An.
Generalized translations. A unipotent element u ∈ Aut(An) will be called a
generalized translation if the corresponding k+-action µ has a section, i.e. there is a
k+-equivariant morphism σ : An → k+ (see Section 10.3). It then follows that the
morphism k+ × Y → An, (s, y) 7→ sy, is an isomorphism where Y := σ−1(0).
Clearly, if Y ≃ An−1, then u is conjugate to a translation. But it is an open
problem if A1 × Y ≃ An always implies that Y ≃ An−1, i.e. if any generalized
translation is conjugate to a translation (Cancellation Problem, see [Kra96]). This
is obvious for n = 2, and it is also known for n = 3, due to the work of Fujita,
Miyanishi and Sugie, see [Fuj79] and [MS80].
Remarks 15.10.1. (1) If the k+-action on An corresponds to the locally nilpo-
tent vector field δ, then f : An → k+ is a section if and only if δf = 1
(Lemma 10.3.3).
(2) Let u = (f1, . . . , fn) ∈ Aut(An) be a unipotent automorphism, and assume
that there is a j such that fj = xj + cj with a nonzero constant cj . Then
u is conjugate to a translation.
(Conjugating u with a suitable t id, t ∈ k∗, we can assume that cj = 1. For
the corresponding k+-action u(s) we see that the j-coordinate is xj + s.
Therefore, the linear projection p : An → k onto the jth coordinate is a
section of this action, and since p is linear we have Y := p−1(0) ≃ An−1.)
The next result about unipotent elements in the affine group Aff(An) is due to
Je´re´my Blanc [Bla06].
Proposition 15.10.2. All fixed point free unipotent u ∈ Aff(An) are conjugate in
Aut(An).
Proof. By the Jordan normal form we see that u is GL(n)-conjugate to an element
of the form (u1, . . . , un) where each uj is xj + cj or xj + xj+1 + cj . Conjugating
with a suitable translation, we can assume that cj = 0 in the second case, and
conjugation with a suitable diagonal element we finally end up with the three
possibilities uj = xj , uj = xj + 1, or uj = xj + xj+1. If u has no fixed points, then
the second case has to show up, and the claim follows from Remark 15.10(2). 
Question 15.10.3. Is there a characterization of those unipotent u ∈ Aut(An)
which are conjugate to translations? Same question for u ∈ J (n).
The following result is due to Kaliman [Kal04].
Proposition 15.10.4. A unipotent element u ∈ Aut(A3) is conjugate to a trans-
lation if and only if u has no fixed points.
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Remark 15.10.5. The example of Winkelmann mentioned in Remark 15.2.3 gives
a triangular unipotent and fixed point free automorphism of A4 which is not even
conjugate to a generalized translation.
Example 15.10.6. In Aut(A2) every unipotent automorphism is triangularizable,
i.e. conjugate to a triangular automorphism from J u(2), see Lemma 16.1.6. Bass
remarked in [Bas84] that this does not hold in dimension ≥ 3. He starts with the
locally nilpotent linear vector field δ := −2y∂x+z∂y ∈ Vec(A3). Then ∆ := xz+y2
belongs to the kernel of δ, hence ∆δ is again locally nilpotent. The corresponding
unipotent automorphism n of A3 is, by construction, a modification of the triangular
automorphism corresponding to δ (see Section 11.4). This unipotent automorphism
n is the famous Nagata-automorphism. It has the following fixed point set:
F := (A3)n = {∆ = 0} ∪ {y = z = 0}
In particular, F has an isolated singularity in 0. On the other hand, the fixed point
set of any unipotent triangular automorphism has the form A1×Z where Z ⊂ An−1,
hence cannot have an isolated singularity. As a consequence, n is not conjugate to
a triangular automorphism.
Closures of unipotent conjugacy classes. The next result shows that conju-
gacy classes of triangular unipotent elements in Aut(An) behave in a very strange
way.
Proposition 15.10.7. For every nontrivial u ∈ J u(n) the weak closure C(u)w of
the conjugacy class C(u) contains J u(n). In particular, all these conjugacy classes
have the same weak closure and the same closure, and they are not locally closed.
Proof. The automorphism u is of the form u = (x1+p1, x2+p2, . . . , xn+pn) where
pi ∈ k[xi+1, . . . , xn].
(1) If pn 6= 0, then u is conjugate to a translation (Remark 15.10). Thus the
conjugacy class of a translation contains an open dense set of J u(n). This proves
the first claim for translations.
(2) In general, conjugating u with a generic translation, we can assume that
the nonzero pi contain a nonzero constant term. Now let j be maximal such
that pj 6= 0. If j = n, then the claim follows from (1). If j < n we set dt :=
(x1, . . . , xj , txj+1, . . . , txn), t ∈ k∗. Then
d−1t · u · dt =
(x1 + p1(x2, . . . , xj , txj+1, . . . , txn), . . . , xj + pj(txj+1, . . . , txn), xj+1, . . . , xn),
and so
lim
t→0
d−1t · u · dt = (x1 + p1(x2, . . . , xj , 0, . . . , 0), . . . , xj + pj(0), xj+1, . . . , xn)
which is conjugate to a translation, again by Remark 15.10. This finishes the proof
of the first claim. The remaining claims are immediate consequences. 
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15.11. Shifted linearization and simplicity. We have already seen in Exam-
ple 15.10.6 above that the Nagata-automorphism
n := (x− 2y∆− z∆2, y + z∆, z), ∆ := xz + y2
is a modification of the unipotent linear automorphism (x−2y−z, y+z, z) which gen-
erates the k+-action µ(s) = (x−2sy−s2z, y+sz, z). It was shown by Shestakov-
Umirbaev that n is not tame, i.e. it does not belong to the subgroup Tame(A3)
generated by Aff(3) and J (3) ([SU04b, SU04a]). But it is unknown if a conjugate
of n is tame. On the other hand,Maubach-Poloni proved in [MP09] that “twice”
the Nagata-automorphism, namely the composition 2 · n := (2 id) · n, which is
again not tame, is even linearizable. This is a special case of the following general
result.
Lemma 15.11.1. Let u and f be elements of an ind-group G satisfying the following
conditions.
(1) The element u is unipotent.
(2) The element f normalizes the closed subgroup 〈u〉.
(3) We have f · u 6= u · f .
Then f ·u and f are conjugate in G. More precisely, there exists an element u0 ∈ 〈u〉
such that u0 · (f · u) · u−10 = f .
Proof. Denote by µ : k+ ∼−→ 〈u〉 the unique isomorphism of algebraic groups such
that µ(1) = u. By (2), there exists an element s ∈ k such that f−1 ·µ(1) · f = µ(s0),
and by (3) we have s0 6= 1. It follows that
f−1 · µ(s) · f = µ(ss0) for all s ∈ k+.
Writing u0 = µ(s), we find
u0 · (f · u) · u−10 = f · (f−1 · u0 · f) · µ(1) · µ(−s) = f · µ(ss0 + 1− s),
hence u0 · (f · u) · u−10 = f for s := 11−s0 . 
Since theNagata automorphism n is a modification of a linear automorphism by
a homogeneous invariant of degree 2, it is clear that the subgroup 〈n〉 is normalized
by k∗ id. In fact, we get
(t−1 id) · n · (t id) = (x− 2t2y∆− t4z∆2, y + t2z∆, z),
hence (t id) and n only commute if t2 = 1. Using the lemma above this proves the
result of Maubach and Poloni.
Proposition 15.11.2 (Shifted linearization). Let n ∈ Aut(A3) be the Nagata-
automorphism. For each t 6= ±1, the automorphism t ·n := (t id) ·n is conjugate to
the linear automorphism t id.
Remark 15.11.3. This proposition also implies that the subset Auttr(A3) of trian-
gularizable automorphisms and the subset Autss(A3) of semisimple automorphisms
are not weakly closed. In fact, in the family Φ := (t ·n)t∈k∗ the automorphisms are
semisimple and triangularizable for t 6= ±1, but unipotent and not triangularizable
for t = ±1 (Example 15.10.6).
Remark 15.11.4. More generally, let u ∈ Aut(An) be a unipotent automorphism
with corresponding locally nilpotent vector field δ ∈ Vecln(An). If δ is homogeneous
of degree d ≥ 1, i.e. δ(xi) are homogeneous polynomials of degree d − 1, then, as
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above, k∗ id normalizes 〈u〉, and (t id)−1 · u · (t id) = u if and only if td = 1. Thus
t · u is conjugate to t id if tk 6= 1 by Lemma 15.11.1.
Normal subgroups. It was shown by Danilov in [Dan74] that SAut(A2) is not
simple as an abstract group, cf. [FL10]. This should also be true in higher dimension.
On the other hand, it might be true that SAut(An) does not contain a closed normal
subgroup.
Proposition 15.11.5. Let N ⊆ Aut(An) be a nontrivial normal and weakly closed
subgroup. Then
(1) SL(n) ⊆ N and J u(n) ⊆ N . In particular, N contains the normal subgroup
generated by the tame elements with jacobian determinant equal to 1.
(2) If n = 2, then N is equal to the preimage jac−1(H) of a weakly closed
subgroup H ⊆ k∗.
(3) If n = 3, then N contains the Nagata-automorphism.
Proof. (1) Let g ∈ N , a ∈ An and b := g(a) 6= a. If h is any automorphism
which fixes a and b, then the commutator c := ghg−1h−1 fixes b, and the tangent
representation in TbAn = kn is given by dbc = dag ◦ dah ◦ dbg−1 ◦ dbh−1. We claim
that there is an h such that dbc is not a scalar multiple of the identity. For this we
can assume that a = (0, . . . , 0, 0) and b = (0, . . . , 0, 1). Define
h := (x1 + xn(xn − 1)f1, · · · , xn−1 + xn(xn − 1)fn−1, xn)
where f1, . . . , fn−1 ∈ k[xn]. This automorphism fixes a and b and the differential is
given by
dah =

1 0 · · · −f1(0)
0 1 · · · −f2(0)
...
. . .
...
0 · · · · · · 1
 dbh =

1 0 · · · f1(1)
0 1 · · · f2(1)
...
. . .
...
0 · · · · · · 1

Now it is clear that for a suitable choice of the polynomials f1, . . . , fn−1 the com-
position dbc = dag ◦ dah ◦ dbg−1 ◦ dbh−1 is not a scalar multiple of the identity.
By Proposition 15.9.6 we have dbc ∈ N , hence SL(n) ⊆ N , because SL(n) ∩
N is a closed normal subgroup of SL(n). Since the special affine group SA(n) is
generated by the conjugates of SLn, we get SA(n) ⊂ N . In particular, N contains
the translations, hence J u(n) (Proposition 15.10.7). This proves the first claim.
(2) The inclusion SAut(A2) ⊂ N follows from (1), because Aut(A2) is generated
by Aff(n) and J (2) (see Section 16.1), hence SAut(A2) is generated by SL(2) and
J u(2). Setting H := jac(N ), we get H = {h ∈ k∗ | (hx, y) ∈ N}, hence H is weakly
closed in k∗.
(3) We have SL(3) ⊂ N by (1). Choosing for t a primitive third root of unity and
applying Proposition 15.11.2, it follows that the automorphism t ·n is conjugate to
the linear automorphism t id ∈ SL(3). Hence n ∈ N . 
Note that the proposition does not imply that SAut(A2) is simple as an ind-
group. However, there is the following result.
Proposition 15.11.6 ([Kra17]). Let G be an affine ind-group. Every nontrivial
homomorphism ϕ : SAut(An)→ G is a closed immersion.
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Corollary 15.11.7. A nontrivial action of SAut(An) on a connected affine variety
X has no fixed points.
Proof. By the proposition above, the homomorphism SAut(An) → Aut(X) is a
closed immersion, and so the action of SAut(An) is faithful. Let x ∈ X be a fixed
point. Then the representation of SAut(An) on TxX is trivial, because there are no
closed immersions SAut(An) →֒ GL(W ) for a finite-dimensional k-vector space W .
This implies that every reductive subgroup of SAut(An) acts trivially on Tx(X).
This contradicts Lemma 7.4.3 which shows that for a faithful action of a reductive
group on a variety X all tangent representations are also faithful. 
Embeddings into Aut(An). It is an interesting question which automorphism
groups can be embedded into Aut(An). For example, setting Tm := (k∗)m, it is
shown in [DKW99] that the group Aut(T2) does not embed into Aut(An), for any
n ≥ 1, even as an abstract group.
We will use their idea to prove the following result about Aut(Tm) which implies
that there is no injective homomorphism of ind-groups Aut(Tm) →֒ Aut(An) for
any m ≥ 2.
Recall that the automorphism group of Tm is a semidirect product: Aut(Tm) =
GLm(Z)⋉ Tm (see Example 5.5.1).
Proposition 15.11.8. Assume that Aut(Tm) acts faithfully on an irreducible va-
riety X. If m ≥ 2, then Tm ⊆ Aut(Tm) has no fixed points in X.
Proof. The natural action of GLm(Z) on Tm induces an action on the character
group X(Tm) = Hom(Tm, k∗) = Zχ1 ⊕ · · · ⊕ Zχm ≃ Zm which coincides with
the standard representation of GLm(Z) on Zm. More precisely, if ρ : Tm → GL(V )
is a representation with character χ =
∑
imiχi and if α ∈ GLm(Z), then the
representation ρ ◦ α : Tm → GL(V ) has character α(χ) =
∑
imiα(χi).
Now assume that XTm is not empty. For any fixed point x denote by χx the char-
acter of the tangent representation of Tm on TxX which is faithful by Lemma 7.4.3.
Since XTm is stable under GLm(Z) it follows that α(x) is also a fixed point for every
α ∈ GLm(Z), and that the representation of Tm in Tα(x)X has character α(χx).
This implies that there are infinitely many non-equivalent tangent representation in
the fixed point set XTm , because GLm(Z) does not have a finite orbit in Zm \ {0}.
This contradicts the following lemma and thus proves the proposition. 
Lemma 15.11.9. Consider a nontrivial action of a reductive group G on an affine
variety X. Then the number of equivalence classes of tangent representations of G
on XG is finite.
Proof. We can assume that X is a G-stable closed subset of a G-module V . For
any v ∈ V G the tangent representation is isomorphic to V , hence the tangent
representation of G on TxX is a submodule of V . Since G is reductive, there are
only finitely many equivalence classes of submodules of V . 
Corollary 15.11.10. If m ≥ 2 there is no injective homomorphism of ind-groups
Aut(Tm) →֒ Aut(An).
Proof. Such an injections Aut(Tm) →֒ Aut(An) defines an action of Aut(Tm) on
An. It follows from Proposition 15.9.3 that Tm ⊂ Aut(Tm) has a fixed point which
contradicts the proposition above. 
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Representations of Aut(An). We have seen that the linear action of Aut(An)
on O(An) = k[x1, . . . , xn] is a representation (Proposition 7.3.1), i.e. O(An) is an
Aut(An)-module. It contains the trivial module k as a submodule.
Proposition 15.11.11. For n ≥ 2, the Aut(An)-module O(An)/k is simple. It is
simple even as an SAut(An)-module.
Proof. As an SLn-module we have the decomposition O(An) =
⊕
dO(An)d into
homogeneous components O(An)d which are simple SLn-modules and pairwise non-
isomorphic (Lemma 15.7). Therefore, an SAut(An)-submoduleM is a direct sum of
homogeneous components. If xd1 ∈M , then (x1 + 1)d ∈M and so all homogeneous
components of degree ≤ d belong to M . Since (x1 + xm2 )d ∈M for all m it follows
that M contains elements of arbitrary large degree. 
Remark 15.11.12. The Aut(An)-module Vec(An) contains the submodule Vec0(An).
A similar argument as above, using again Lemma 15.7, shows that Vec0(An) is
simple even as an SAut(An)-module.
16. Some Special Results about Aut(A2)
16.1. Amalgamated product structure of Aut(A2). The group Aut(A2) is an
amalgamated product defined by the subgroups Aff := Aff(2) of affine automor-
phisms and J := J (2) of upper triangular automorphisms:
Aut(A2) = Aff ⋆B J , B := Aff ∩J .
Aff are the automorphisms of degree 1 and J are those of the form (x, y) 7→
(rx + p(y), sy + c) with r, s, c ∈ k, rs 6= 0, and p ∈ k[y]. This result goes back to
Jung [Jun42] and van der Kulk [vdK53].
The length of an element g ∈ Aut(A2), denoted by ℓ(g), is the minimal number
n such that g can be written as product of n elements from Aff ∪J . The elements
of Aff ∪J are exactly those of length one, and every element g /∈ B has one of the
following forms which are called reduced expressions:
(1) If n = 2m is even, then g = a1 · t1 · a2 · t2 · · · am · tm or g = t1 · a1 · t2 ·
a2 · · · tm · am where ti ∈ J \B and ai ∈ Aff \B.
(2) If n = 2m + 1 is odd, then g = a1 · t1 · a2 · t2 · · · · am · tm · am+1 or
g = t1 · a1 · t2 · a2 · · · tm · am · tm+1 where ti ∈ J \B and ai ∈ Aff \B.
The reduced expressions are uniquely defined modulo the actions a·t 7→ (ab−1)·(bt)
and t ·a 7→ (tb−1) · (ba) with b ∈ B. We will also use the fact that if f = f1 · f2 · · · fk
is a reduced expression, then deg f =
∏
i deg fi (see [vdE00, Lemma 5.1.2]).
Lemma 16.1.1. Let g ∈ Aut(A2) be of even length, and let g = g1 · g2 · · ·gn be a
reduced expression.
(1) If g′ is conjugate to g, then ℓ(g′) ≥ ℓ(g).
(2) If g′ is conjugate to g and ℓ(g′) = ℓ(g), then g′ is B-conjugate to a cyclic
permutation gi · · ·gn · g1 · · ·gi−1. Moreover, there is an f ∈ Aut(A2) such
that (deg f)2 ≤ deg g and f−1 · g · f = g′.
Proof. (1) and (2): Let g′ = f−1 ·g ·f and let f = f1 ·f2 · · · fk be a reduced expression.
Assume that g1 ∈ J \B and gn ∈ Aff \B; the case where g1 ∈ Aff \B and gn ∈ J \B
can be handled similarly by exchanging J and Aff.
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Assume that ℓ(f−11 · g · f1) > ℓ(g). If f1 ∈ J \B, then g′1 := f−11 g1 ∈ J \B, and
so g(i) := (f1 · · · fi)−1 · g · (f1 · · · fi) = f−1i · · · f−12 · g′1 · g2 · · ·gn · f1 · · · fi, and this is
a reduced expression for all i. Hence ℓ(g(i)) = ℓ(g) + 2i− 1 for i = 1, . . . , k. If f1 ∈
Aff \B, then g′n := g1 · f1 ∈ Aff \B, and so g(i) = f−1i · · · f−11 ·g1 · · ·gn−1 ·g′n · f2 · · · fi
is a reduced expression for all i. Hence again ℓ(g(i)) = ℓ(g)+ 2i− 1 for i = 1, . . . , k.
Thus we always get ℓ(g′) > ℓ(g).
Now assume that ℓ(f−11 · g · f1) ≤ ℓ(g). If f1 ∈ J \B, then β := f−11 · g1 ∈ B and
(β ·g2) · · ·gn · f1 = β · (g2 · · ·gn ·g1) ·β−1, and this is a reduced expression of length
ℓ(g). Similarly, if f1 ∈ Aff \B, then β := gn · f1 ∈ B and f−11 ·g1 · · ·gn−1 · (gn · f1) =
β−1(gn · g1 · · ·gn−1) · β, and this is a reduced expression of length ℓ(g). Thus, by
induction, we get (1) and the first claim of (2). As for the second, about degrees,
we simply remark that
gi · · ·gn · g1 · · ·gi−1 = (g1 · · ·gi−1)−1 · g · (g1 · · ·gi−1)
= (gi · · ·gn) · g · (gi · · ·gn)−1

Remark 16.1.2. This lemma has some interesting consequences. Let C ⊆ Aut(A2)
be a conjugacy class which does not contain elements from J ∪Aff. Then the
elements in Cmin ⊆ C of minimal length consist of finitely many B-conjugacy
classes. All elements of Cmin have the same degree d which is also minimal, and
C ∩ Aut(A2)d = Cmin. Moreover, if g ∈ Aut(A2) has even length, then ℓ(gn) =
|n|ℓ(g) and deg(gn) = (deg g)|n| for all n ∈ Z \ {0}. In particular, the subgroup 〈g〉
is discrete, i.e. 〈g〉 ∩ Aut(A2)k is finite for all k.
Lemma 16.1.3. For every g ∈ Aut(A2) there is an element f of degree ≤ deg g
such that g′ := f−1 · g · f has either even length or length 1, and deg g′ ≤ deg g.
Moreover, if g is conjugate to an element of B we can arrange that g′ ∈ B.
Proof. Let g be an element of odd length n = 2m+ 1 ≥ 3 with reduced expression
g = g1 · · ·gn. Then g1 and gn both belong to J \B or both to Aff \B. Conjugating
with g1 we get
g−11 · g · g1 = g2 · · ·gn−1 · (gn · g1).
If gn ·g1 ∈ B the right hand side has odd length n−2 and deg(g−11 ·g·g1)(deg g1)2 =
deg g, because deg g1 = deg gn. Otherwise, it is a reduced expression of even length
n− 1.
Now define g(i) := (g1 · · ·gi)−1 ·g · (g1 · · ·gi) for i ≤ m. Choose k ≤ m maximal
such that g(1), . . . ,g(k) all have odd length. Then g(k) = gk+1 · · ·gn−k · b where
b ∈ B, and so ℓ(g(k)) = ℓ(g)− 2k and deg g(k)(deg g1 · · ·gk)2 = deg g. If k = m the
claim follows with f := g1 · · ·gk. If k < m, then g(k+1) = gk+2 · · · (gn−k · b · gk) is
of even length ℓ(g) − 2k − 1 ≥ 2, deg(g1 · · ·gk+1) ≤ deg g and deg g(k+1) ≤ deg g.
Putting f := g1 · · ·gk+1 the claim follows.
Finally, assume that g is conjugate to an element of B. Then k = m and g(m) =
gm+1 · b. If gm+1 ∈ J \B and z−1 · gm+1 · z ∈ B where z = z1 · · · zj is a reduced
expression, then one easily sees that z = z1 ∈ J \B and deg z = deg g(k). Similarly,
we can handle the case gm+1 ∈ Aff \B. Thus the second claim follows with f :=
g1 · · ·gk · z. 
Remark 16.1.4. We have seen in the proof above that if h ∈ J ∪Aff and if g is
conjugate to h, then there is an automorphism f ∈ Aut(A2) such that g = f−1 ·h · f
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and deg g = degh (deg f)2. This is also shown in [FM07, Lemma 4.1]. A similar
formula cannot hold in general as seen from the example of an element g = g1 · · ·gn
of even length which is conjugate to g2 · · ·gn ·g1 and not conjugate to any element
of smaller length (see Lemma 16.1.1).
Remark 16.1.5. It is easy to see that the special automorphism group SAut(A2) is
the amalgamated product of SAff(2) and SJ (2) over their intersection, with the
obvious meaning of SAff(2) and SJ (2).
Lemma 16.1.6 (see [FM10]). The following statements for g ∈ Aut(A2) are equiv-
alent.
(i) g is triangularizable, i.e. conjugate to an element of J .
(ii) ℓ(g2) ≤ ℓ(g).
(iii) ℓ(gn) ≤ ℓ(g) for all n.
(iv) deg(g2) ≤ deg(g).
(v) deg(gn) ≤ deg(g) for all n.
(vi) g is of finite length.
(vii) g is locally finite.
Proof. Let g = g1 · · ·gn be a reduced expression. In the proof of Lemma 16.1.3 we
have seen that g is conjugate to an element of length one if and only if n = 2k+1 is
odd and (g1 · · ·gk)−1 ·g·(g1 · · ·gk) has length one, i.e. gk+2 · · ·gn·g1 · · ·gk = b ∈ B.
Since
g2 = (g1 · · ·gk) · gk+1 · (gk+2 · · ·gn · g1 · · ·gk) · gk+1 · (gk+2 · · ·gn)
this is also equivalent to ℓ(g2) ≤ ℓ(g). From this, one immediately deduces the
lemma. 
Proposition 16.1.7. Let g,h ∈ Aut(A2) be two conjugate elements. Then there is
an f ∈ Aut(A2) of degree ≤ max(deg g, degh)3 such that g = f−1 · h · f .
Proof. By Lemma 16.1.3 we can find elements u,v ∈ Aut(A2), degu ≤ deg g,
degv ≤ degh, such that g′ := u−1 · g · u and h′ := v−1 · h · v both have minimal
length. If ℓ(g′) is even then, by Lemma 16.1.1, ℓ(h′) = ℓ(g′) and there is an z ∈
Aut(A2) of degree ≤ min(deg g, degh) such that z−1 · g′ · z = h′. Putting f :=
u · z · v−1 we get deg f ≤ max(deg g, degh)3 and f−1 · g · f = h.
If ℓ(g′) = 1, then g′,h′ ∈ J ∪Aff. If g′ is conjugate to an element of B, then,
by Lemma 16.1.3, we can assume that g′,h′ ∈ B. Then there is an element z ∈ Aff
such that z−1 · g′ · z = h′, and the claim follows as above with f := u · z · v−1. If
g′ ∈ J is not conjugate to an element of B and z−1 ·g′ ·z = h′, then one easily sees
by looking at a reduced expression of z that z ∈ J and deg z ≤ max(deg g′, degh′).
Again, the claim follows as above. In a similar way we can handle the case where
g′ ∈ Aff. 
Corollary 16.1.8. For any g ∈ Aut(A2) the conjugacy class C(g) ⊆ Aut(A2) is
weakly constructible. In particular, C(g) is closed in case g is semisimple.
Proof. Consider the conjugating morphism ϕ : Aut(A2)→ Aut(A2), f 7→ f ·g · f−1.
The proposition above implies that for any k ≥ deg g we get ϕ(Aut(A2)k3 ) ⊇
C(g) ∩ Aut(A2)k. Hence, the assumptions of Lemma 1.13.8 are satisfied and thus
the image C(g) is weakly constructible. If g is semisimple, then it is diagonalizable
and so C(g) is weakly closed (Corollary 15.8.6) and therefore closed (cf. point (4)
of Remark 1.13). 
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16.2. The group Aut(A2) is not linear. The following result is due to Yves de
Cornulier ([Cor17]).
Proposition 16.2.1 (Yves de Cornulier, 2013). The group Aut(A2) is not
linear, i.e. it cannot be embedded into a linear group GLd(K) where K is a field.
Proof. Let us show that the subgroup Ju of Aut(A2) is not linear,
Ju := {(x+ p(y), y + c) ∈ Aut(A2) | p ∈ k[y], c ∈ k}.
Define the closed unipotent subgroups
Uk := {(x+ p(y), y + a) ∈ J | deg p ≤ k} ⊇ U ′k := {(x+ p(y), y) ∈ J | deg p ≤ k}.
Then we have (Uk, Uk) = U
′
k−1 and (Uk, U
′
ℓ) = U
′
ℓ−1 for k > ℓ > 0, which implies
that Uk is nilpotent of class k + 1. The next lemma shows that for any embedding
Uk →֒ GLd(K) where K is a field we have d ≥ (k+1)2. Thus there is no embedding
of J into some GLd(K). 
Lemma 16.2.2. Let U be a unipotent algebraic group of nilpotency class n. For
any embedding U →֒ GLd(K) where K is a field we have n ≤ d2.
Proof. We may assume that the field K is algebraically closed. Let U := U0 ⊃
U1 ⊃ · · · ⊃ Un = {e} be the lower central series of U , i.e. (U,Uk) = Uk+1 for
k = 0, . . . , n− 1. It is well known that each Uk is closed in U , so that Uk is also a
unipotent group ([Hum75, Proposition 17.2(a)]). Denote by H := U ⊂ GLd(K) the
Zariski-closure of U . Then the series
H = U0 ⊇ U1 ⊇ · · · ⊇ Un = {e}
has the property that (H,Uk) ⊆ Uk+1. In fact, (H,Uk) is generated by the image of
the morphism γ : H ×Uk → GLd(K), (h, u) 7→ huh−1u−1. Since γ(U ×Uk) ⊆ Uk+1
it follows that γ(H × Uk) ⊆ Uk+1, hence (H,Uk) ⊆ Uk+1. As a consequence, H is
nilpotent of class ≤ n. However, the nilpotency class of H is ≥ n, because H ⊇ U .
In particular, we have Uk 6= Uk+1 for k = 0, . . . , n− 1.
We claim that all Uk are connected. Then the lemma follows, because dimUk >
dimUk+1 for k = 0, . . . , n− 1, and so n ≤ dimU ≤ d2.
In order to prove the claim we use that the power map u 7→ um : Uk → Uk is
surjective for any integer m ≥ 1, see Theorem 11.1.1(4). Therefore, if m := [Uk :
Uk
◦
], we get Uk = {um | u ∈ Uk} ⊆ Uk◦, hence Uk = Uk◦. 
16.3. No injection of J into GL∞. We have already mentioned that the de Jon-
quie`res subgroup J is nested (Proposition 15.2.5). However, there is no injective
homomorphism of ind-groups into GL∞ as the next result shows.
Proposition 16.3.1. The de Jonquie`res subgroup J ⊆ Aut(A2) does not admit
an injective homomorphism of ind-groups J →֒ GL∞.
Proof. Denote by A ⊆ J (2) the group of automorphisms of A2 of the form
(x, y) 7→ (x + yp(y), β · y)
where p(y) ∈ k[y] and β ∈ k∗. This is a closed nested ind-subgroup which is
isomorphic to the semidirect product k∗ ⋊ (k∞)+ defined in Section 9.5. Since the
latter has no such injection, by Proposition 9.5.1, the claim follows. 
Question 16.3.2. Does the proposition also hold for the unipotent part J u?
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16.4. Unipotent automorphisms of A2 and k+-actions.
Proposition 16.4.1. The set Vecln(A2) of locally nilpotent vector fields is closed
in Vec(A2).
Proof. Let D = a ∂x+ b ∂b be a vector field of A2, and put m := max{deg a, deg b}.
According to [vdE00, Theorem 1.3.52] (see also [Fre06, Proposition 8.4]),D is locally
nilpotent if and only if Dm+2x = Dm+2y = 0. 
The next result can be found in [BD97] (cf. [BvdEM01]).
Proposition 16.4.2. Let Φ = (Φz)z∈Z be a family of k+-actions on A2 where Z
is affine. Assume that Φ has no fixed points. Then Φ is isomorphic to the trivial
family Ψ where Ψz(s) = (x+ s, y) for all z ∈ Z.
Proof. The locally nilpotent vector field δ corresponding to the k+-action on Z×A2
has the form δ = p ∂
∂x
+ q ∂
∂y
where p, q ∈ O(Z)[x, y]. The example above shows that
p = ∂f
∂y
and q = −∂f
∂x
for a suitable f ∈ O(Z)[x, y]. Then f is an invariant and so
ϕ = (id, f) : Z × A2 → Z × k is a k+-invariant morphism. We claim that ϕ is flat.
Since every fiber of ϕ is reduced and isomorphic to k this implies that ϕ is smooth.
Hence ϕ is a k+-bundle which must be trivial, because Z × k is affine.
In order to see that ϕ is flat, we embed Z ⊆ km and extend f = ∑ij fijxiyj
to f˜ ∈ O(An)[x, y], f˜ = ∑ij f˜ijxiyj . Then the fibers of ϕ˜ := (id, f˜) : km × A2 →
km × k are one-dimensional (or empty) over the open subset U × k where U is
the complement of the zero set of the f˜ij . Since U is smooth this implies that
ϕ˜ : U × A2 → U × k is flat by [Mat89, Corollary to Theorem 23.1] and the claim
follows, because U contains Z. 
Proposition 16.4.2 above has the following interesting interpretation in terms
of the conjugacy class C(t) of a translation t ∈ Aut(A2). Let us first describe the
situation of an action of an algebraic group G on a varietyX . In this case, the orbits
Ox := Gx ⊂ X are locally closed, hence varieties, and the orbit map µx : G → Ox
is a principal Gx-bundle, see Section 10.2. Such bundles are locally trivial in the
e´tale topology. This means that there is a surjective e´tale map η : Z → Ox such
that the pull-back bundle Z ×Ox G is trivial, i.e. there is a section σ : Z → G
Z ×Ox G G
Z Ox X
µx
η
σ
⊆
If η : Z → Ox is any morphism, then it is an interesting question whether there
is a section. A typical example is the following. If the stabilizer Gx is a unipotent
group, then we have a section for any morphism Z → Ox where Z is affine, because
principal bundles for unipotent groups are trivial over affine varieties. Another case
is when Gx is a connected solvable group. Then one has a section for any Z → Ox
in case Z is factorial.
In case of ind-group G and an orbit map G → Ox we can ask the same question.
For which morphisms Z → Ox do we have a section σ : Z → G? The only case
known to us is the following which is just another formulation of Proposition 16.4.2
above.
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Proposition 16.4.3. Let t ∈ Aut(A2) be a translation, and let C(t) ⊂ Aut(A2)
be its conjugacy class. For every morphism ϕ : Z → C(t) ⊆ Aut(A2) where Z is an
affine variety, there is a section σ : Z → Aut(A2):
Aut(A2)
Z C(t) Aut(A2)
µt
ϕ
σ
⊆
16.5. Classification of k+-actions on A2. We finish this section with the follow-
ing result due to Rentschler [Ren68] describing the k+-actions on A2.
Proposition 16.5.1. Every k+-action on A2 is conjugate to a modification of the
translation action, i.e. to an action of the form s : (x, y) 7→ (x, y + sh(x)) for some
polynomial h ∈ k[x].
Proof. Let ρ : k+ → Aut(A2) be a nontrivial k+-action on A2, and let δ = p ∂
∂x
+q ∂
∂y
be the corresponding locally nilpotent vector field. Since Div(δ) = ∂p
∂x
+ ∂q
∂y
= 0 by
the corollary above, there exists an r ∈ k[x, y] such that p = − ∂r
∂y
and q = ∂r
∂x
. In
particular, δr = 0, hence r is an invariant.
It is clear that the affine quotient A2//k+ is isomorphic to A1. In fact, it is
one-dimensional, normal, rational and without non-constant invertible functions. It
follows that k[x, y]k
+
= k[f ] where f : A2 → A1 is the quotient map. The generic
fibers of f are k+-orbits, and so the famous Embedding Theorem of Abhyankar-
Moh-Suzuki (see [AM75], [Suz74]) implies that f is a variable. Since r = h(f) for
some polynomial h ∈ k[t] we get
p = −∂r
∂y
= −h′(f)∂f
∂y
and q =
∂r
∂x
= h′(f)
∂f
∂x
.
As a consequence, ρ is a modification of the action ρ˜ corresponding to the vector
field δ˜ := −∂f
∂y
∂
∂x
+ ∂f
∂x
∂
∂y
. Clearly, this action ρ˜ is free, because δ˜ has no zeroes.
Let g be another variable such that k[x, y] = k[f, g] and that jac(f, g) = 1. Then
the automorphism ϕ := (f, g) of A2 induces a linear automorphism of the vector
fields (Section 6.4). We claim that the image of δ˜ under ϕ is ∂
∂y
: ϕ(δ˜) = ∂
∂y
. In fact,
let ϕ−1 = (f0, g0). Then, by Example 6.4.1, we get
ϕ−1(
∂
∂y
) =
∂f0
∂y
(ϕ(x))
∂
∂x
+
∂g0
∂y
(ϕ(x))
∂
∂y
.
Using the identities f0(f, g) = x and g0(f, g) = y together with jac(f, g) = 1 one
finds ∂f0
∂y
(ϕ(x)) = −∂f
∂y
and ∂g0
∂y
(ϕ(x)) = ∂f
∂x
, hence the claim.
It follows that ρ˜ is conjugate under ϕ to the action (x, y) 7→ (x, y + s), and so ρ
is conjugate to a modification of this action. 
16.6. A characterization of semisimple elements of Aut(A2). Recall that
every locally finite element of Aut(A2) is triangularizable (see Lemma 16.1.6 for a
more general statement). Statements (1), (2) and (5) of the next theorem can be
found in [FM10].
Theorem 16.6.1. (1) The subset Autlf(A2) ⊆ Aut(A2) of locally finite ele-
ments is closed.
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(2) The unipotent elements Autu(A2) ⊆ Aut(A2) form a closed subset.
(3) Conjugacy classes in Aut(A2) are weakly constructible.
(4) If g ∈ Aut(A2) is locally finite, then gs ∈ C(g)w.
(5) If g ∈ Aut(A2), then its conjugacy class C(g) is closed if and only if g is
semisimple.
(6) If u is unipotent and nontrivial, then C(u)
w
= C(u) = Autu(A2).
(7) Any weakly closed (resp. closed) nontrivial normal subgroup of Aut(A2) is
equal to the preimage of a weakly closed (resp. closed) subgroup of k∗ by the
jacobian map jac : Aut(A2)→ k∗.
The proof of the theorem needs some preparation. It will be given at the end of
this section.
For completeness we collect without proofs some results for non-locally finite
elements of Aut(A2) in the following theorem. A lot of material about these maps
can be found in the papers [FM89] by Friedland-Milnor and [Lam01] by Lamy.
In the proof of the theorem above we will only need part (2), the existence of fixed
points.
Theorem 16.6.2. Assume that f ∈ Aut(A2) is not locally finite.
(1) [FM89, Theorem 2.6] f is conjugate to a product of elements of the form
(y,−δx+p(y)) where δ ∈ k∗ and deg p ≥ 2. Moreover, one can assume that
the highest coefficient of p is 1 and the next highest coefficient is zero.
(2) [FM89, Theorem 3.1] f has fixed points. More precisely, the fixed points
form a finite scheme of length d := min{deg g | g ∈ C(f)} ≥ 2.
(3) The subgroup 〈f〉 is discrete, i.e. 〈f〉 ∩ Aut(A2)k is finite for all k (Re-
mark 16.1.2).
(4) [Lam01, Proposition 4.8] The centralizer Aut(A2)f := {g ∈ Aut(A2) | g·f =
f · g} is isomorphic to Z ⋊ Z/d.
Proof of Theorem 16.6. (1) If g is locally finite of degree ≤ k, then deg gm ≤ k for
all m ∈ Z (Lemma 16.1.6), and so (g∗)mx, (g∗)my ∈ k[x, y]≤k for all m ∈ Z. This
implies that
Autlf(A2)∩Aut(A2)k = {g ∈ Aut(A2)k | dim span{(g∗)mx, (g∗)my | m ∈ Z} ≤
(
k+1
2
)}.
Hence, Autlf(A2) ∩ Aut(A2)k is closed in Aut(A2)k for all k. This proves (1).
(2) If u is unipotent of degree ≤ k, then a similar argument as in (1) shows that
(u∗ − id)Nx = (u∗ − id)Ny = 0 for N ≥ (k+12 ). Hence, Autu(A2) ∩ Aut(A2)k is
closed in Aut(A2)k, proving (2).
(3) follows from Corollary 16.1.8, and (4) from Proposition 15.2.1(d) since every
locally finite element in Aut(A2) is triangularizable (Lemma 16.1.6).
(5) is a consequence of (4) and Corollary 16.1.8 for locally finite elements. For
the general case we use Theorem 16.6.2(2) which shows that the conjugacy class of
a non-locally finite element is not closed.
(6) is a consequence of (2) and Proposition 15.10.7, because every unipotent
element is conjugate to an element of J u(2).
(7) is Proposition 15.11.5. 
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16.7. The closure of Aut(A2) in End(A2). We have seen above that Aut(X) is
closed in the dominant endomorphisms Dom(X) and that Dom(X) is open in all
endomorphisms End(X). So an interesting problem is to determine the closure of
Aut(X). In case of affine 2-space A2 we have the following answer. Recall that a
regular function v ∈ O(An) is called a variable if there exist v2, . . . , vn ∈ O(An)
such that O(An) = k[v, v2, . . . , vn].
Definition 16.7.1. Denote by E ⊆ End(A2) the subset of endomorphisms f =
(f1, f2) satisfying the following two conditions:
(1) The image f(A2) ⊆ A2 is contained in a line, or, equivalently, k[f1, f2] is a
polynomial ring in one variable.
(2) There exist polynomials p1, p2 ∈ k[t] and a variable v ∈ O(A2) such that
fi = pi(v).
Theorem 16.7.2. We have Aut(A2) = Aut(A2) ∪ E. More precisely,
Aut(A2)k = Aut(A2)k ∪Ek for all k
where Ek := E ∩ End(A2)k.
Remark 16.7.3. Since Aut(A2) is open in its closure (Theorem 5.2.1), the theorem
implies that E is closed in End(A2).
The second assertion says that the closure Aut(A2) coincides with the weak
closure, see Section 1.13.
For the proof of the theorem above we will use some consequences of the famous
Embedding Theorem of Abhyankar-Moh-Suzuki (see [AM75], [Suz74]) and of
the amalgamated product structure of Aut(A2). They are given in the following
proposition.
Proposition 16.7.4. Let p, q ∈ k[t] such that k[t] = k[p, q], and set k := deg(p, q) :=
max{deg p, deg q}. Then
(1) deg p divides deg q or deg q divides deg p.
(2) If k > 1, then there is an automorphism g of degree d > 1 such that d|k
and deg(g ◦ (p, q)) = k
d
.
(3) There is a variable v ∈ k[x, y] of degree ≤ k such that v(p, q) = 0.
(4) For every variable v ∈ k[x, y] of degree ≥ 2 there is a variable w ∈ k[x, y]
such that k[x, y] = k[v, w] and degw < deg v.
Proof. (1) This is one form of the main theorem of Abhyankar-Moh-Suzuki, see
[AM75, 1.1 Main Theorem]. An equivalent form is given in [Suz74, The´ore`me 5].
(2) Assume first that k = deg q > deg p. Then p 6= 0, because k[p, q] = k[t], and
by (1), deg p divides k. It follows that deg(q − αpk′ ) < deg q for k′ := kdeg p and a
suitable α ∈ k∗. Clearly, (p, q′) := (p, q − αpk′ ) = (x, y − αxk′ ) ◦ (p, q) still satisfies
the assumptions. Thus we can proceed in the same way to find a polynomial r(x)
of degree k′ such that (x, y− r(x)) ◦ (p, q) = (p, q− r(p)) has degree equal to deg p.
This proves the claim for deg p 6= deg q. If deg p = deg q we can first apply a linear
automorphism to get a pair (p, q) such that deg p 6= deg q.
(3) It follows from (2), by induction, that there is an automorphism (v, w) of
degree≤ k such that (v, w)(p, q) = (0, b) with a linear b = αx+βy+γ. In particular,
v(p, q) = 0.
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(4) This follows immediately from the structure of Aut(A2) as an amalgamated
product together with the fact that the degree of a reduced expression is equal to
the product of the degrees of the factors. 
Proof of Theorem 16.7.2. (a) We first show that Ek is contained in the closure of
Aut(A2)k. This clearly holds for k = 1. If f = (p1(v), p2(v)) ∈ E has degree k > 1,
then, by Proposition 16.7.4(2), there is an automorphism g of degree d > 1 such
that deg(g ◦ (p(v), q(v)) = k′ where k′ := k
d
< k. By induction, we get g ◦ (p, q) ∈
Aut(A2)k′ which implies that (p, q) ∈ g−1 ◦Aut(A2)k′ ⊆ Aut(A2)k.
(b) Next we show that Aut(A2)k ⊆ Aut(A2)k ∪ Ek. Choose an f ∈ Aut(A2)k
which is not an automorphism. If f is a constant map, we are done. Otherwise,
dim f(A2) = 1. Since Aut(A2) is open in Aut(A2) we can find an irreducible affine
and factorial curve C, a point c0 ∈ C and a morphism ϕ : C → Aut(A2) such that
ϕ(c0) = f and ϕ(c) ∈ Aut(A2) for all c 6= c0. Thus we get a family of endomor-
phisms ϕ = (ϕc)c∈C parametrized by the curve C. Now we use a famous result of
Sathaye’s to conclude that if dim f(A2) = 1, then f(A2) ⊆ A2 is a line, see [Sat83,
Remark 2.1]. Now we claim that f = (p1(v), p2(v) with polynomials p1, p2 ∈ k[t]
and a variable v.
If deg f = 1, then the claim is obvious. So let us assume that deg f = k ≥ 2 and
that deg f1 = k ≥ deg f2. If f2 6= 0, then, by [Sat83, Theorem 2], we see that deg f1
is a multiple of deg f2, k = d · deg f2, and so f˜1 := f1 − αfd2 has lower degree than
f1 for a suitable α ∈ k∗. Replacing the family (ϕ)c∈C by ϕ˜ := (g ◦ ϕc)c∈C where
g = (x − αyd, y) ∈ Aut(A2) we still have that ϕ˜c is an automorphism for c 6= c0
and that ϕ˜c0 = (f˜1, f2) has a one-dimensional image. If ϕ˜c0 belongs to E, then the
same holds for ϕc0 . In fact, if f˜1 = p1(v) and f2 = p2(v), then f1 = f˜1 + αf
d
2 =
p1(v) +αp2(v)
d. Thus we can proceed to reach a situation where deg ϕ˜c0 is strictly
less than degϕc0 and then conclude by induction, except in case deg f1 = deg f2
and f˜1 = 0.
In this case, we use the assumption that C is a factorial curve which implies that
the maximal ideal mc0 is principal, mc = (s) ⊆ O(C). The family ϕ˜ has the form
ϕ˜ = (F˜1, F2) where F˜1, F2 ∈ O(C)[x, y], and so f˜1 = 0 implies that F˜1 is divisible
by s. We can write F˜1 = s
ℓ · G1 such that g1 := G˜1|c=c0 6= 0, and we replace the
family ϕ˜ by the family ψ := (G1, F2).
Now there are two possibilities. If ψc0 is an automorphism, then f2 is a variable,
and we are done. If not, then the image of ψc0 is a line and we can proceed as above.
Again we note that if ψc0 ∈ E, then ϕ˜c0 ∈ E, because f2 = p2(v), hence ϕc0 ∈ E
as we have seen above. 
Denote by C ⊆ k[x, y] the set of variables. The following result can be found in
[Fur02, Theorem 4].
Corollary 16.7.5. The closure of the set of variables C ⊂ k[x, y] is given by
C = {p(v) | p ∈ k[t], v ∈ C}.
Proof. DefineW := {p(v) | p ∈ k[t], v ∈ C}, and setWk :=W ∩k[x, y]≤k. Similarly,
we put Ck := C ∩ k[x, y]≤k.
(a) We first note that Wk ⊆ Vk. In fact, if p(v) ∈Wk, then there is a variable w
of degree ≤ deg v such that (v, w) ∈ Aut(A2). Hence, for all t 6= 0, tw + p(v) is a
variable of degree ≤ k, and the claim follows.
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(b) It remains to show thatW is closed in k[x, y]. The set E ⊆ End(A2) = k[x, y]2
defined above is closed (Remark 16.7.3). Define Ek := E∩End(A2)k. Since the first
projection pr1 : k[x, y]≤k ⊕ k[x, y]≤k → k[x, y]≤k is the affine quotient under the
action of k∗ by scalar multiplication on the second summand, and since Ek is
closed and stable under this action we see that pr1(Ek) ⊆ k[x, y]≤k is closed. By
construction, pr1(Ek) = Wk. In fact, for any p(v) ∈ Wk, we have (p(v), 0) ∈ Ek.
Thus, W =
⋃
kWk is closed in k[x, y], and the claim follows. 
Remark 16.7.6. Here is a short proof of Corollary 16.7.5. As above we define W :=
{p(v) | p ∈ k[t], v ∈ V }. The inclusion W ⊆ V is clear, so let us prove that W is
closed. By [Fre06, Corollary 4.7], we know that a polynomial w ∈ k[x, y] belongs to
W if and only if the jacobian derivation q 7→ jac(w, q) of k[x, y] is locally nilpotent.
This is a consequence of a result of Rentschler ([Ren68]) asserting that any
locally nilpotent derivation of k[x, y] is conjugate (by an automorphism of k[x, y])
to a triangular derivation p(x)∂y , see Proposition 16.5.1. Let ϕ : k[x, y]→ Vec(A2)
be the morphism sending p ∈ k[x, y] to the derivation q 7→ jac(p, q). We have
W = ϕ−1(Vecln(A2)). By Proposition 16.4.1, Vecln(A2) is closed in Vec(A2), and
so W is closed in k[x, y].
17. Some Special Results about Aut(A3)
17.1. A braid group action on A3. The following construction was indicated to
us by Daan Krammer. Denote by F2 := 〈a, b〉 the free group in two generators
a, b. Then the automorphism group Aut(F2) acts algebraically on Hom(F2, SL2)
∼−→
SL2× SL2. This action is faithful, because there exist injective homomorphisms
F2 → SL2. Since the action commutes with the action of SL2 by conjugation it
follows that Aut(F2) acts on the affine quotient
(SL2× SL2)// SL2 ∼−→ A3
where the isomorphism is given by (A,B) 7→ (trA, trB, trAB). We want to describe
the image of Aut(F2) in Aut(A3) which we denote by F .
Let us identify an automorphism ϕ ∈ Aut(F2) with the pair (ϕ(a), ϕ(b)). The
group Aut(F2) is generated by the following three automorphisms [Neu33]:
α = (ab, b), β = (a−1, b), γ = (b, a).
An easy calculation shows that the corresponding automorphisms of A3 are given
by
α = (z, y, yz − x), β = (x, y, xy − z), γ = (y, x, z),
and that the function I := x2 + y2 + z2 − xyz is an invariant. Note that the image
of (a−1, ab) is (x, z, y) and of (ab, b−1) is (z, y, x) which shows that S3 ⊆ GL3(Z) is
included in F .
Clearly, the inner automorphisms of F2 act trivially on the affine quotient, so that
we get an action of the outer automorphisms group Out(F2) on A3. The abelian-
ization map F2 → Z2 induces a homomorphism Aut(F2)→ GL2(Z) which is trivial
on inner automorphisms, hence factors through Out(F2), and the induced map is
an isomorphism Out(F2)
∼−→ GL2(Z) (Nielsen [Nie24], cf. [MKS76, Corollary N4,
p. 169]).
The automorphism (a−1, b−1) ∈ Aut(F2) acts trivially on A3 and its image in
GL2(Z) is
[
−1 0
0 −1
]
. Thus we finally get an action of PGL2(Z) on A3.
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Proposition 17.1.1. The action of PGL2(Z) on A3 is faithful. It has two fixed
points, (0, 0, 0) and (2, 2, 2), with non-equivalent tangent representations, and the
ring of invariants is generated by I := x2 + y2 + z2 − xyz.
Proof. (a) The faithfulness is proved in the following proposition where we even
show that PGL2(Z) acts faithfully on all the hypersurfaces Hc := V(I − c) ⊆ A3,
c ∈ k.
(b) Consider the following quadratic involutions from F :
i1 := (x, y, xy − z) = β,
i2 := (x, xz − y, z) = (x, z, y) · β · (x, z, y),
i3 := (yz − x, y, z) = (z, y, x) · β · (z, y, x).
Then i1 · i2 = (x, xz − y, (x2 − 1)z − xy) is linear over k(x) with matrix
[
−1 x
−x x2−1
]
which is a semisimple automorphism where both eigenvalues are transcendental
over k. Let k(x) be the algebraic closure of k(x) in k(x, y, z). It follows that all
orbits of the group F1 := 〈i1 · i2〉 acting on k(x)2 are infinite, except {0}. Since I−c
is irreducible for almost all c ∈ k(x), this implies that for almost all p ∈ k(x)2 the
orbit F1p is dense in the zero set V(I− I(p)) ⊆ k(x)2. Hence k(x)[y, z]F1 = k(x)[I].
The same holds for the group F2 generated by i2 · i3 = (yz−x, (z2− 1)y−xz, z)
which is linear over k(z), and we get k(z)[x, y]F2 = k(z)[I]. We have k(x)∩k(z) = k.
In fact, if f ∈ k(x, y, z) \ k is algebraic over k(x) and over k(z), then x, z are both
algebraic over k(f) which is a contradiction. Thus we finally get
k[x, y, z]F ⊆ k[x, y, z]F1 ∩ k[x, y, z]F2 ⊆ k(x)[I] ∩ k(z)[I] = (k(x) ∩ k(z))[I] = k[I],
hence k[x, y, z]F = k[I].
(c) Looking at the generatorsα,β,γ one easily sees that (A3)F = {(0, 0, 0), (2, 2, 2)}.
Moreover, a short calculation shows that the image of F in GL(T(0,0,0)A3) = GL3(k)
is the finite group TZ⋊S3, where TZ
∼−→ (Z/2)3 are the diagonal matrices of GL3(Z).
On the other hand, the image of α in GL(T(2,2,2)A3) is nontrivial and has trace
equal to 3, hence has infinite order. 
17.2. Surfaces with a discrete automorphism group. The following results
have been pointed out to us by Serge Cantat and Ste´phane Lamy. For c ∈ k
define the cubic hypersurface Hc := V(I − c) ⊆ A3 which is smooth for c 6= 0, 4,
and is invariant under F . Consider the Klein group
V4 :=
{
(x, y, z), (x,−y,−z), (−x, y,−z), (−x,−y, z)
}
⊆ Aut(A3).
It stabilizes the invariant I, and is normalized by F . This is clear for γ = (y, x, z).
For α and β we get α · (−x,−y, z) ·α−1 = (x,−y,−z), and β · (−x,−y, z) ·β−1 =
(−x,−y, z), and similarly for the other elements from V4. It follows that the group
F˜ := 〈F , V4〉 stabilizes I. Define AutI(A3) := {g ∈ Aut(A3) | g∗(I) = I} and
AutHc(A
3) = {g ∈ Aut(A3) | g(Hc) = Hc}.
Proposition 17.2.1. We have AutI(A3) = F˜ = 〈i1, i2, i3〉⋊S4, and the canonical
maps
F˜ = AutI(A3) pc−−−−→
≃
AutHc(A
3)
resc−−−−→
≃
Aut(Hc)
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are isomorphisms. In particular, Aut(Hc) is discrete. Moreover, 〈i1, i2, i3〉 is a free
product of the subgroups 〈ik〉 ≃ Z/2, F = 〈i1, i2, i3〉 ⋊ S3 and so F˜ = V4 ⋊ F .
Finally, the action of PGL2(Z) on A3 is faithful.
Proof. (1) We have F = 〈i1, i2, i3, S3〉. In fact, 〈i1, i2, i3, S3〉 ⊆ F = 〈α,β,γ〉,
by definition, and to get the other inclusion we note that β = i1, γ ∈ S3, and
α = (z, y, x) · i3.
(2) By [Hor75, Theorem 2], we have AutI(A3) = F˜ .
(3) Next we show that pc is surjective. Let g ∈ AutHc(A3), so that g∗(I − c) =
λ(I − c) for some λ ∈ k∗. Then g(Hc+d) = Hc+λd. But He is singular only for
e = 0, 4, and H0 has a unique singular point in the origin whereas H4 has 4 singular
points. Thus the affine map c+d 7→ c+λd has two fixed points, hence is the identity,
and so λ = 1.
(4) Now we claim that S4 ∩ 〈i1, i2, i3〉 = (id). Since S4 = V4 ⋊ S3 this implies
that F˜ = 〈i1, i2, i3〉⋊S4 = (〈i1, i2, i3〉×V4)⋊S3 = V4⋊F , and F = 〈i1, i2, i3〉⋊S3.
Since the image of 〈i1, i2, i3〉 in GL(T0A3) = GL3(k) is the group TZ of diagonal
matrices of GL3(Z) we get S3 ∩ 〈i1, i2, i3〉 = (id), and since no element from S4 \S3
fixes (2, 2, 2) we have (S4 \ S3) ∩ 〈i1, i2, i3〉 = ∅. The claim follows.
(5) By [E`H74, Theorem 2], Aut(Hc) is generated by the image of 〈i1, i2, i3〉 and
the group of affine transformations of A3 preserving Hc. It is easy to see that the
latter is the linear group S4. Hence the composition resc ◦pc : F˜ → Aut(Hc) is
surjective.
(6) Now we claim that this map is also injective. It is clear that S4 → Aut(Hc)
is injective, because S4 acts freely on the complement of a finite union of planes.
Now let f = j · s where j ∈ 〈i1, i2, i3〉 \ {id}, and s ∈ S4, and assume that f |Hc = id.
This implies that the components fi of f have the form f1 = x + h1(I − c), f2 =
y+h2(I−c), f3 = z+h3(I−c) with some polynomials h1, h2, h3, and so the leading
terms of the fi are given by lt(fi) = lt(hi)xyz. But these leading terms are the same
as the leading terms of the components of j, because S4 is acting by permuting
the variables and changing some signs. Thus we end up with a contradiction to
Lemma 17.2.3 below, and the claim follows. This lemma also shows that 〈i1, i2, i3〉
is a free product of the subgroups 〈ik〉 ≃ Z/2.
(7) It remains to prove that the canonical map ϕ : PGL2(Z) → F is an iso-
morphism. The element γ = (b, a) ∈ Aut(F2) has image (y, x, z) in F and image
P1 := [ 0 11 0 ] in PGL2(Z), hence ϕ(P1) = (y, x, z). Similarly, (ab, b
−1) has image
(z, y, x) in F and image P2 :=
[
1 0
1 −1
]
in PGL2(Z), hence ϕ(P2) = (z, y, x). It
is easy to see that the subgroup S := 〈P1, P2〉 ⊆ PGL2(Z) is isomorphic to S3,
and so ϕ induces an isomorphism S
∼−→ S3. In a similar way we find the ele-
ments I1 :=
[
−1 0
0 1
]
, I2 :=
[
−1 2
0 1
]
, I3 :=
[
1 0
2 −1
] ∈ PGL2(Z) with the property that
ϕ(Ik) = ik and I
2
k = E. This implies that the subgroup 〈I1, I2, I3〉 ⊆ PGL2(Z) is
mapped isomorphically onto 〈i1, i2, i3〉 ⊆ F . Now one easily checks that S permutes
{I1, I2, I3}, hence normalizes 〈I1, I2, I3〉, and that PGL2(Z) = S〈I1, I2, I3〉, because
PGL2(Z) is generated by
[
−1 0
0 1
]
= I1, [ 0 11 0 ] = P1, and [
1 1
0 1 ] = P3I1. The claim
follows as well as the fact that PGL2(Z) = 〈I1, I2, I3〉⋊ S. 
Remark 17.2.2. The subgroup 〈I1, I2, I3〉 ⊆ PGL2(Z) constructed in the proof above
is the congruence subgroup
Γ2 := {M ∈ PGL2(Z) |M ≡ [ 1 00 1 ] mod 2},
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and the semi-direct product structure corresponds to the split exact sequence
1→ Γ2 → PGL2(Z)→ SL2(F2)→ 1
Lemma 17.2.3. The group 〈i1, i2, i3〉 ⊆ Aut(A3) is the free product 〈i1〉∗〈i2〉∗〈i3〉.
Moreover, for (f1, f2, f3) ∈ 〈i1, i2, i3〉 \ {id} the leading terms lt(fi) are monomials
in only two of the variables x, y, z, and they satisfy lt(fi) = lt(fj) lt(fk) for some
i ∈ {1, 2, 3} where {i, j, k} = {1, 2, 3}.
Proof. Let j = jm · jm−1 · · · j1, jr ∈ {i1, i2, i3}, be a reduced expression, and let
j = (f1, f2, f3). Now we claim the following.
If jm = ii, then the leading term of fi is equal to the product of the leading terms
of the two other fj, fk. Moreover, these leading terms are monomials in the same
two variables as the leading term of j1.
This follows by induction. By symmetry, we can assume that jk = i1, so that
lt(f1) = lt(f2) lt(f3). Then i2 · j = (f1, f1f3 − f2, f3) and lt(f1f3 − f2) = lt(f1f3) =
lt(f1) lt(f3). The case i3 · j is similar. 
There is a well-known homomorphism from the braid group B3 to Aut(F2) (see
e.g. [MKS76, Theorem N6, p. 173]). In fact, the two automorphisms
σ1 := (a, ab) and σ2 := (ab
−1, b)
satisfy the braid relation σ1σ2σ1 = σ2σ1σ2. The image of the induced homomor-
phism ψ : B3 → PGL2(Z) is PSL(2,Z), and its kernel is the center Cent(B3) ≃ Z,
generated by (σ1σ2)
3 = (σ1σ2σ1)
2 ([KT08, Theorem 1.24, p. 22, and Theorem A.2,
p. 312]). Hence we get the following corollary (cf. [BBH11]).
Corollary 17.2.4. There is an algebraic action of B3 on A3 with kernel the center
of B3. It has two fixed points, (0, 0, 0) and (2, 2, 2), with non-isomorphic tangent
representations. The invariant functions are generated by I := x2 + y2 + z2 − xyz.
17.3. A closed subgroup with the same Lie algebra. In this section we con-
struct a strict closed subgroup of a connected affine ind-group which has the same
Lie algebra.
17.3.1. The construction. In the paper [Sha81] Shafarevich claims that SAut(An)
is simple in the sense that it does not contain a nontrivial closed normal subgroup.
The proof is based on the fact that Lie SAut(An) is simple together with a theorem
which states that a closed subgroup of a connected ind-group G with the same Lie
algebra is equal to G. In this section we construct a counterexample to this last
claim.
Consider the closed subgroup G ⊆ Aut(A3) of those automorphisms of A3 which
leave the projection p3 : A3 → A1 invariant,
G := {f = (f1, f2, f3) ∈ Aut(A3) | f3 = z},
and let Gt := G ∩ Tame(A3) ⊆ G be the subgroup consisting of tame elements.
Theorem 17.3.1. (1) Gt ⊆ G is a closed subgroup and Gt 6= G.
(2) G is connected.
(3) LieGt = LieG.
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The proof of (2) follows immediately from Proposition 15.4.1. In fact, it is easy
to see that the morphism ϕ : k∗ → Aut(A3) connecting f ,g ∈ G constructed in the
proof has its image in G, because G ∩GL3 is connected.
For (3) we first remark that the anti-isomorphism LieAut(A3) ∼−→ Vecc(A3) from
Proposition 15.7.2 identifies LieG with the following Lie subalgebra:
{δ = f ∂
∂x
+ g
∂
∂y
| f, g ∈ k[x, y, z], Div(δ) ∈ k} ⊆ Vec(A3).
From this description one easily deduces that LieG is generated by the Lie algebras
of the two subgroups G ∩ GL3 and G ∩ J (3). Since both belong to Gt the claim
follows.
Finally, the famous Nagata automorphism n := (x − 2y∆ − z∆2, y + z∆, z)
where ∆ := xz + y2 (Section 15.11) belongs to G, but it is not tame as shown by
the fundamental work of Shestakov-Umirbaev (see [SU04b, Corollary 9]). So it
remains to show that Gt is closed.
Remark 17.3.2. It was recently shown by Edo and Poloni that Tame(A3) is not
even weakly closed in Aut(A3), see [EP15].
Remark 17.3.3. Let G be an ind-group and H,K ⊆ G closed algebraic subgroups.
It is easy to see that if H is connected and LieH ⊆ LieK, then H ⊆ K, because
we have Lie(H ∩ G) = LieH ∩ LieG, see Proposition 7.7.1. However, the above
example shows that this does not hold if H ⊆ G is a closed ind-subgroup. In fact,
the closed subgroup K ≃ k+ defined by the locally nilpotent Nagata-derivation
does not belong to Gt, but LieK ⊆ LieGt.
The basic idea for the proof is the following: Consider the set F t ⊆ k[x, y, z] of
first components of the elements of Gt and show that this set is closed in the set F of
first components of G. This will implies the claim, because an automorphism from
G with first component in F t belongs to Gt (see Lemma 17.3.5 below). To prove
that F t is closed in F we define a length function on F t using the existence and
uniqueness of a predecessor. The details are given in the following Sections 17.3.2
and 17.3.3
17.3.2. First reductions. Define
Gz := {(f1, f2, z) ∈ G | f1(0, 0, z) = f2(0, 0, z) = 0} ⊆ G,
the closed subgroup fixing pointwise the z-axis, and put Z := {(x+p(z), y+q(z), z) |
p, q ∈ k[z]} ⊆ Gt.
Lemma 17.3.4. The morphism µ : Z ×Gz → G, (z, f) 7→ z ◦ f , is an isomorphism
of ind-varieties.
Proof. This is clear, because (x+p(z), y+q(z), z)◦(f1, f2, z) = (f1+p, f2+q, z). 
Putting Gtz := Gt ∩ Gz the lemma implies that Gt is closed in G if and only if Gtz
is closed in Gz .
Denote by πi : Aut(A3) → k[x, y, z], i = 1, 2, 3, the projections onto the coordi-
nates, and put F := π1(Gz), F t := π1(Gtz).
Lemma 17.3.5. We have π−11 (F
t) ∩ Gz = Gtz.
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Proof. Let f ∈ F t and choose f = (f, h, z) ∈ Gtz . If f˜ = (f, h˜, z) ∈ Gz , then
f˜ ◦ f−1 = (x, q, z) for some q ∈ k[x, y, z]. It follows that q = αy + p(x, z). Thus
f˜ ◦ f−1 ∈ Gtz , and so f˜ ∈ Gtz. 
This lemma shows that Gtz is closed in Gz if F t is closed in F . Thus the theorem
follows from the next result.
Main Lemma 17.3.6. The closure of F t in k[x, y, z] is given by
F t = {p(f, z) | f ∈ F t and p ∈ t k[t, z]} ⊆ k[x, y, z].
As a consequence, F t is closed in F .
The proof will be given at the end of Section 17.3.3. We only indicate here the
easy parts of the proof.
The inclusion ⊇ is clear. In fact, if (f, h, z) ∈ Gtz , p ∈ t k[t, z] and α ∈ k∗, then
(αy+ p(x, z), x, z) is tame and belongs to Gtz , and so (αy+ p(x, z), x, z) ◦ (f, h, z) =
(αh + p(f, z), f, z) ∈ Gtz. It follows that αh + p(f, z) ∈ F t for all α 6= 0, hence
p(f, z) ∈ F t.
From this description of the closure F t we immediately get the last claim. We
have jac(p(f, z), h, z) = ∂f
∂t
(f, z) jac(f, h, z). If ∂f
∂t
∈ k∗, then p(f, z) = αf 6= 0, and
thus p(f, z) ∈ F t. Otherwise, p(f, z) is not the first coordinate of an automorphism,
and thus p(f, z) /∈ F .
It remains to prove that F t ⊆ {p(f, z) | f ∈ F t and p ∈ t k[t, z]}.
17.3.3. A length function. If f, g ∈ F t, we say that g is a predecessor of f if
(f, g, z) ∈ G and deg f > deg g. It then follows that (f, g, z) ∈ Gtz , by Lemma 17.3.5.
The next result is crucial.
Lemma 17.3.7. If f ∈ F t has degree ≥ 2, then f admits a predecessor g which is
unique up to a scalar multiple.
Proof. (1) Let g ∈ F t ⊆ k[x, y, z] be an element of minimal degree such that
(f, g, z) ∈ G. By [SU04b, Corollary 8], the automorphism f := (f, g, z) admits an
elementary reduction. This means that for one of the components of f the degree
can be lowered by subtracting a polynomial in the two other components. Clearly,
the degrees of z cannot be lowered. Moreover, since f(0, 0, z) = g(0, 0, z) = 0, we
can assume that the result of such an elementary reduction is again an element from
Gz. Since the degree of g is minimal, we can only “reduce” the first component f ,
i.e. there exists a polynomial p(s, t) such that deg(f − p(g, z)) < deg f .
For the homogeneous terms of maximal degree we get f¯ = p(g, z). Since f¯ /∈ k[z],
we have a relation of the form f¯ =
∑
i,j αij g¯
izj where the right hand side contains
a nonzero term αij g¯
izj of degree deg f with i 6= 0, and where α0,j = 0, because
f(0, 0, z) = 0. Hence, deg f ≥ deg g, and deg f = deg g implies that f¯ = αg¯. Thus
g − α−1f has lower degree, contradicting the minimality of g. This shows that a
predecessor of f exists.
(2) Now let g1, g2 ∈ F t be two predecessors. Then (f, g1, z) = (x, h, z) ◦ (f, g2, z)
where (x, h, z) ∈ Gtz . Thus h(x, y, z) = αy + xq(x, z), hence g1 = αg2 + fq(x, f),
and so q = 0, because deg gi < deg f . 
Definition 17.3.8. The length function ℓ : F t → N is inductively defined by ℓ(f) =
0 if deg f = 1, and ℓ(f) = ℓ(g) + 1 if deg f ≥ 2 and g is a predecessor of f . Note
that deg f > ℓ(f).
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Using the length function we define the subset F tk := {f ∈ F t | ℓ(f) ≤ k} ⊆ F t
for any k ≥ 0, and F t−1 := {0}. If f ∈ F tk, then (f, g, z) ∈ Gtz for some g ∈ F t,
and if p ∈ tk[t, z], then (f, αg + p(f, z), z) ∈ Gtz for every α ∈ k∗. If deg p ≥ 2,
then deg p(f, z) > deg f and so f is a predecessor of αg+ p(f, z). This implies that
ℓ(αg + p(f, z)) = ℓ(f) + 1 ≤ k + 1 and p(f, z) ∈ F tk+1. The latter clearly holds also
for deg p ≤ 1.
Putting R(S) := {p(f, z) | p ∈ tk[t, z], f ∈ S} for a subset S ⊆ k[x, y, z] this
shows that
R(F tk) ⊆ F tk+1.
Lemma 17.3.9. For all k ≥ 0 we have F tk = F tk ∪R(F tk−1).
Proof. We have to show that Ck := F
t
k∪R(F tk−1) is closed for all k. By definition, we
have F t0 = {f ∈ F t | deg f = 1} which is equal to the set {αx+βy | (α, β) 6= (0, 0)},
and so F t0 = F
t
0 ∪ {0} = C0.
Put P := {f ∈ k[x, y, z] | f(0, 0, z) = 0} = xk[x, y, z]+yk[x, y, z], Pd := {f ∈ P |
deg f ≤ d}, P˙ := P \{0}, P˙d := Pd \{0} and C˙k = Ck \{0}. Clearly, P =
⋃
d Pd and
P˙ =
⋃
d P˙d are both ind-varieties, and both are stable under scalar multiplication
(with nonzero elements). We have to show that Ck+1 ∩ Pd ⊆ Pd is closed for all d.
Define the closed subset
J := {(f, g) ∈ P × P˙ | jac(f, g, z) ∈ k} ⊆ P × P˙ .
Clearly, J is stable under both scalar multiplications, on P and on P˙ . Since the
projection pr1 : P(Pd)×P(Pd)→ P(Pd) is closed we see that for every closed subset
C ⊆ Pd× P˙d which is stable under both scalar multiplications, the image pr1(C) ⊆
Pd is closed. Therefore, the lemma follows, by induction, from the following equality:
(∗) Ck+1 ∩ Pd = pr1(Jd ∩ pr−12 (C˙k)) where Jd = J ∩ (Pd × P˙d).
For the proof we distinguish several cases.
(1) Let f ∈ Ck+1 ∩ Pd.
(1a) If f ∈ F tk+1 and if g ∈ F tk is a predecessor, then (f, g, z) ∈ Gt and deg g =
d− 1, and so f ∈ pr1(Jd ∩ pr−12 (g)).
(1b) If f ∈ R(F tk), f = p(g, z) for some g ∈ F tk, then jac(f, g, z) = 0 and
deg g ≤ d, and so f ∈ pr1(Jd ∩ pr−12 (g)).
This proves the inclusion “⊆” of (∗).
(2) Assume now that (f, g) ∈ Jd where g ∈ C˙k.
(2a) Let g ∈ F tk. If jac(f, g, z) ∈ k∗, then f ∈ F tk+1 and so f ∈ Ck+1∩Pd. Other-
wise, jac(f, g, z) = 0 and then f ∈ k[g, z]. In fact, there is an automorphism
of the form (g, h, z), and so the subalgebra k[g, z] is algebraically closed
in k[x, y, z]. Since f(0, 0, z) = 0 we see that f ∈ g k[g, z] ⊆ R(F tk), hence
f ∈ Ck+1 ∩ Pd.
(2b) If g ∈ R(F tk−1), then g = p(h, z) for some h ∈ F tk−1\{0}. Since jac(f, g, z) =
∂p
∂t
(h, z) jac(f, h, z) ∈ k we get jac(f, h, z) ∈ k, and so f ∈ Ck ∩ Pd, by the
previous case (2a).
This proves the other inclusion of (∗). 
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17.3.4. The final step. It remains to prove the Main Lemma 17.3.6.
Proof. As we have seen at the end of Section 17.3.2, we have to show that F t ⊆
{p(f, z) | f ∈ F t and p ∈ t k[t, z]} = R(F t). For this it suffices to prove that R(F t)
is closed, i.e. that R(F t) ∩ k[x, y, z]≤d is closed in k[x, y, x]≤d for all d. We have
R(F t) =
⋃
k R(F
t
k) =
⋃
k Ck where Ck := F
t
k ∪ R(F tk−1) ⊆ k[x, y, z] is closed, by
Lemma 17.3.9. We claim that for every d we have
R(F t) ∩ k[x, y, z]≤d = (
⋃
k
Ck) ∩ k[x, y, z]≤d = Cd ∩ k[x, y, z]≤d
which shows that R(F t) ∩ k[x, y, z]≤d is closed. For the claim we simply remark
that for f ∈ F t we have deg f > ℓ(f), by the definition of the length function
(Definition 17.3.8), and that for any nonzero p ∈ tk[t, z] we get deg p(f, z) ≥ deg f .
This implies that deg f > d for f ∈ Cd+1 \ Cd. 
Remark 17.3.10. Lemma 17.3.7 which relies on the work of [SU04b] has the following
group theoretical interpretation. Set
A := {(ax+ by + p(z), cx+ dy + q(z), z) | a, b, c, d ∈ k, ad− bc 6= 0, p, q ∈ k[z]},
B := {(ax+ p(y, z), by + q(z), z), | a, b ∈ k∗, p ∈ k[y, z], q ∈ k[z]}.
Then Gt is the amalgamated product of A and B along their intersection
Gt = A ∗A∩B B.
Note that A ≃ GL(2)⋉ Z and that B = G ∩ J (3) = Gt ∩ J (3).
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18. Problems and Questions
For the convenience of the reader we collect here the questions from previous
sections.
18.1. Special morphisms and homomorphisms. The following questions came
up in the study of bijective morphisms and homomorphisms.
Question 1.9.8. Is it true that a bijective ind-morphism ϕ : V → W is an isomor-
phism if the differential dϕv is an isomorphism in every point v ∈ V? Maybe one
has to assume in addition that V is connected or even curve-connected.
Question 2.7.3. If ϕ : G → G is a surjective homomorphism of ind-groups where
G is an affine ind-group and G is an algebraic group, do we have that Ker dϕe =
LieKerϕ?
Question 14.3.1. Let ϕ : G → H be a bijective homomorphism of affine ind-groups,
and assume that Lieϕ : LieG → LieH is an isomorphism. Does this imply that ϕ
is an isomorphism?
18.2. Endomorphisms and automorphisms.
Question 4.3.4. Let X,Y be affine varieties, and let U ⊂ Y be an open affine
dense subset. Is it true that Mor(X,U) ⊂Mor(X,Y ) is locally closed?
Question 5.4.4. Is Aut(R) ⊆ End(R) locally closed when R is an associative
k-algebra?
18.3. Representations. Not much is known about the representation theory of
ind-groups or, more specially, of automorphism groups Aut(X) of affine varieties.
The second class always admits at least one faithful representation, namely the
standard representation on the coordinate ring O(X).
Question 2.6.6. Does any affine ind-group admit a faithful (or at least a nontrivial)
representation on a k-vector space of countable dimension?
Question 7.3.2. Is it true that Aut(X) acts faithfully on Vec(X)?
Question 7.6.3. Assume that ρ : Aut(X)→ GL(V ) is a representation such that
dρ : LieAut(X) → End(V ) is injective (where V is a vector space of countable
dimension). Is it true that if dρ(N) ∈ End(V ) is locally nilpotent, then N ∈
LieAut(X) is locally nilpotent?
Assume that the adjoint representation ad: LieAut(X) → End(LieAut(X)) is
faithful. Is it true that N ∈ LieAut(X) is locally nilpotent if and only if adN is
locally nilpotent?
Question 16.3.2. Does Proposition 16.3.1 also hold for the unipotent part J u?
Or is there an injective homomorphism of J u →֒ GL∞?
18.4. Special elements.
Question 9.2.4. If G is a connected ind-group, do we have G = 〈Glf〉, or at least
G = 〈Glf〉?
Question 11.2.6. Do the unipotent elements Autu(X) form a closed subset of
Aut(X)? Is Vecln(X) closed in Vec(X)?
Question 11.2.7. More generally, is Endln(X) closed in End(X)?
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18.5. Elements of finite order and locally finite elements.
Question 9.1.5. Is it true that a nondiscrete automorphism group Aut(X) of an
affine variety X always contains a copy of the additive group k+ or a copy of the
multiplicative group k∗?
Question 9.3.2. Is it true that every ind-group G consisting of elements of finite
order is discrete? More generally, is it true that a subgroup F ⊆ G consisting of
elements of finite order is countable?
Question 9.4.3. If G is a connected ind-group whose elements are all locally finite,
is it true that G is nested?
Question 13.4.4. Is LieAut(R) generated by the locally finite derivations for any
finitely generated general algebra R?
18.6. Vector fields.
Question 3.2.5. Is it true that the image of Tid End(X) in Vec(X) is a Lie subal-
gebra?
Question 5.4.3. Is Tid End(R) a Lie subalgebra of Derk(R) for a finitely generated
associative algebra R?
Question 13.3.2. Is Tid End(R) a Lie subalgebra of DerkR for a finitely generated
general algebra R?
18.7. Homomorphisms.
Question 8.6.9. Let G,L be linear algebraic groups, and let H,K ⊂ G be closed
subgroups which generate G. Is it true that the canonical map
∆: Hom(G,L)→ Hom(H,L)×Hom(K,L)
is a closed immersion of ind-varieties?
18.8. The group Aut(An).
Question 15.5.4. Let U ⊆ Aut(An) be the subgroup generated by the modifications
of the translations and let SAut(An) = {ϕ ∈ Aut(An) | jac(ϕ) = 1} be the special
automorphism group. Do we have U = SAut(An) for all n ≥ 2, or at least U =
SAut(An)?
Question 15.9.1. Let g ∈ Aut(An) be an automorphism. Are the four following
assertions equivalent?
(1) g is diagonalizable.
(2) g is semisimple.
(3) The conjugacy class C(g) is closed in Aut(An).
(4) The conjugacy class C(g) is weakly closed in Aut(An).
Question 15.9.11. Let g ∈ Aut(An) be a locally finite automorphism. Does the
weak closure of C(g) contain the semisimple part gs of g?
Question 15.10.3. Is there a characterization of those unipotent automorphisms
u ∈ Aut(An) which are conjugate to translations? Same question for the upper-
triangular automorphisms u ∈ J (n).
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18.9. Large subgroups. Let G be a linear algebraic group and X an affine variety.
If ρ : G→ Aut(X) is homomorphism of ind-groups we have defined in Section 10.4
a homomorphism of ind-groups ρ˜ : G(O(X)G)→ Aut(X) which extends ρ. We have
also set
Autρ(X) :=
{ϕ ∈ Aut(X) | ϕ(Gx) = Gx for all x ∈ X, ϕ|Gx = ρ(gx) for some gx ∈ G}.
Question 10.4.6. Is Autρ(X) the image of ρ˜? And is the image of ρ˜ closed in
Aut(X)?
Question 10.4.10. If ρ˜ is injective, is it a closed immersion?
18.10. Miscellaneous. Let G be an affine ind-group. In Section 11.3, we have
defined two maps
εG : Hom(k+,G)→ G and νG : Hom(k+,G)→ g
by the formulas εG(λ) := λ(1) and νG(λ) := dλ0(1). We have also defined the
logarithm logG : Gu → g.
Question 11.3.
(1) Is εG a closed immersion?
(2) Is νG a closed immersion?
(3) Is it true that for any morphism ϕ : Y → G with image in Gu the composi-
tion logG ◦ϕ is a morphism?
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admissible filtration, 5, 13
affine n-space, 17
affine automorphisms, 10
affine ind-variety, 5, 14, 18
affine quotient, 116
affine quotient X/G, 105
affine transformation, 134
algebra of regular functions, 5
algebraic smoothness, 27
algebraic subset, 14
amalgamated product, 134, 152
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anti-homomorphism, 69
approximation, 139
associative k-algebra, 64
automorphism group, 59
base field extension K/k, 29
base field extension of families, 68
braid group, 164
Burnside problem, 103
center Z(G), 8, 85
character of µ, 124
closed, 13
closed immersion, 14, 46
completely reducible, 90, 91
conjugacy class CG(h), 135
connected, 20
connected component, 22
connected component of e, 37
constant vector field, 69
constructible, 33
continuous derivation, 26, 79
coordinate, 78
coordinate ring, 14
countable index, 38
countable set, 17
curve-connected, 19
cusp, 127
de Jonquie`res subgroup, 135
degree, 137
degree formula, 137
degree of subvariety, 137
degree, 63
δ-invariant, 73
δ-invariant ideal, 73
derivation, 47
derivation of O(X), 36
derivation, continuous, 26
diagonal automorphism, 135
diagonalizable, 11
diagonalizable group, 11, 100
differential, 26
differential of orbit map, 84
dimension, 5, 14
dimV, 5
directional derivative, 69
discrete, 26, 153
discrete ind-group, 39
discrete ind-variety, 17
divergence, 140
domain, k-domain, 40
dominant morphism, 61
endo-free, 66
equivalent structures, 13
e´tale, 141
evaluation εe, 36
exponential map, 70
factor group, 43
family of G-actions, 50
family of algebra automorphisms, 129
family of algebra endomorphisms, 128
family of automorphisms, 50
family of morphisms, 43
field of definition, 33
filtration, 13
G-conjugacy class CG(h), 135
G-invariant, 8
G-module, 41
G-stable, 7
G-orbit, 77
G-section, 108
Galois-extension, 29
general k-algebra, 64, 128
generalized translation, 147
geometric quotient, 107
geometrically smooth, 26, 39
Gro¨bner basis, 63
group action, 66
group of translations, 134
homogeneous space, 43
immersion, 14
ind-constructible, 34
ind-group, 13, 36
ind-group G, 6
ind-morphism, 13
ind-semigroup, 46, 47
ind-subvariety, 13
ind-variety, 5, 13
inductive limit, 17
infinite-dimensional affine space A∞, 17
infinite-dimensional algebraic group, 13
infinite-dimensional algebraic variety, 13
infinitely transitive, 138
inner automorphism, 85
invariant closed subset, 73
invertible elements, 40
irreducible ind-variety, 21
isomorphism, 13
jacobian derivation, 161
jacobian determinant, 11, 141
Jordan decomposition, 11, 75, 100
K-rational points, 28
left invariant vector fields, 36
left multiplication, 87
left translation, 36
length, 152
length function, 166
LieG-invariant, 7
Lie algebra, 6, 36
linear endomorphisms, 8, 41
linear group, 41
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linear vector field, 69
linearizable, 11
linearly reductive, 90
local G-section, 108
local dimension, 14
local section, 109
locally closed, 13
locally finite, 10, 75, 88, 99, 100, 131
locally finite and rational representation, 75
locally finite automorphism, 99
locally finite element, 100
locally finite endomorphism, 99
locally finite subset, 75
locally nilpotent, 75, 89, 99, 120, 121, 131
locally nilpotent derivation, 117
locally nilpotent vector field, 117
modification, 123
morphism, 13
morphisms, 5
Nagata-automorphism, 148, 149
Neile’s parabola, 127
nested, 10, 38, 39, 102
nested discrete ind-groups, 103
nested ind-group, 100
nested torus, 10, 104
nilpotent, 71, 120
nilpotent endomorphism, 70
nilradical of R, 55
normalization, 10, 125
open, 13
open immersion, 14
orbit, 77
orbit map, 8, 41, 70, 80, 84, 117
orbit map µx, 76
parallel to Y , 73
predecessor, 166
principal G-bundle, 107
principal open set, 54
product, 36
R-rational points, 28, 39
radical, 90
rational cuspidal curve, 128
rational point, 28, 39
reduced expression, 152
reductive, 90
regular function, 14
representation, 7, 41
rescaling, 124
right multiplication, 87
right translation, 36
root groups, 139
semisimple, 75, 91, 99, 100, 131
semisimple G-module, 91
shifted linearization, 149
simply connected, 91
special, 139
special group, 107
strongly smooth, 26, 39
tame automorphism, 11
tame automorphism group, 139
tangent bundle, 74
tangent map, 50
tangent representation, 8, 77, 82
tangent space, 6, 26, 69
tangent spaces, 5
topological algebra O(V), 14
torus T ≃ (k∗)n, 66
translation, 11
triangular automorphism, 10, 135
triangularizable, 11, 135, 148
trivial principal G-bundle, 107
uncountable base field k, 15
unimodular, 139
unipotent, 99, 100
unipotent automorphism, 70
unipotent element, 70
unipotent radical, 90
unitary, 129
variable, 78, 159
vector field, 47, 69, 79
weak closure, 11, 159
weak closure S
w
, 34
weakly closed, 11, 34
weakly constructible, 11, 34
ξA-invariant, 74
Zariski topology, 5, 13
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