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A b s t r a c t  
This paper describes certain aspects of the F region storm morphol-
ogy based on vertical incidence measurements at single ionosonde station 
Chilton (51°.60N, 358°.70E). The topics discussed include requirements 
for better understanding of the ionospheric F region morphology and its 
forecasting under geomagnetically quiet and disturbed conditions. A few 
common storms during the years of low (1996 and 1997) and high (2000 
and 2001) solar activity are considered as well as the Short-Term Iono-
spheric Forecasting (STIF) method by using two representative exam-
ples. The merits are stressed of near-real-time use of data to provide 
more accurate specification of the geomagnetically disturbed ionosphere 
and forecast its structure few hours in advance. 
Key words: ionosphere (mid-latitude F region, ionospheric modelling 
and forecasting), geomagnetic storms, space weather. 
1. INTRODUCTION 
The ionospheric F region parameters are highly variable on timescales rang-
ing from decades to seconds with the occurrence of ionospheric storms in the 
F region associated with geomagnetic storms. Even in its quietest moments, 
the Sun produces the electromagnetic radiation and the solar wind, which 
simultaneously affect a variety of geomagnetic and ionospheric phenomena. 




variations, such as that directly related to the sunspot cycle (Ivanov-
Kholodny and Mikhailov 1986, Bilitza 2001, Zolesi and Cander 2014 and 
references therein). Their results of modelling basic ionospheric parameters 
are angled towards predicting monthly median values for a given place and 
time of day. Very often it is possible to predict effectively these values with 
sufficient accuracy by using only the sunspot number as required input pa-
rameter (e.g., Fox and McNamara 1988, Zolesi et al. 1993, Bradley 1995, 
Hanbaba 1999). Although these long-term predictions give a good estimate 
of the expected average conditions, often defined as the climatological be-
haviour of the background ionosphere, there are appreciable day-to-day and 
hour-to-hour variations of different origins with significant scientific and 
technological consequences. 
The conditions and the mechanisms that lead to the ionospheric variabil-
ity remain the subject of profound investigations. Over the years, particular 
attempts have been made to study the results of the internationally co-
ordinated investigations of space environmental disturbances, frequently re-
ferred to as space weather disturbances (Cander 2008, Hapgood 2011). In the 
ionospheric domain of these studies, the focus is on forecasting the geomag-
netic storm effect on main F region parameters to enable extreme conditions 
to be quantified so that, particularly for telecommunications planning pur-
poses, likely variability boundaries can be defined (Mannucci et al. 2015 and 
references therein). It is very well known that forecasts are made mostly on 
the basic of persistence and recurrence that are not always strong enough 
and/or they are heavily built on an extrapolation of past and prevailing 
ionospheric conditions (Cander 2003 and references therein). In practical 
applications this requires an automation of the solar-terrestrial data gathering 
and processing and on-line forecasting message distribution. There has been 
ample evidence from different national as well as international research pro-
jects that true forecasts of ionospheric disturbances are needed with lead 
times of up to 24-hours of the present (Hanbaba 1999 and references there-
in). Very recently, sufficient real-time interplanetary data (e.g., solar-wind 
parameters) and real-time ionospheric conditions have been obtained to do 
this effectively (Kamide 2000, Galkin et al. 2012 and references therein). 
However, the F region storm morphology has such a complex spatial and 
temporal structure that requires not only continuous monitoring of high reso-
lution but morphological studies with theoretical and numerical modeling as 
well (East-wood 2008, Mikhailov et al. 2012, Cander 2015). 
Studies of ionospheric parameter variations during geomagnetic storms 
have been made by a large number of scientists world-wide and summarized 
in a number of excellent review papers by Matsushita (1959), Rishbeth 
(1991), Prölss (1995), Buonsanto (1999), Fuller-Rowell et al. (1997), Nam-
galadze et al. (2000), Mendillo (2006), and Vijaya Lekshmi et al. (2011). 
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The quantitative modeling of the ionospheric response to geomagnetic ac-
tivity was also discussed by Fuller-Rowell et al. (2000a), Pietrella and 
Perrone (2008), McNamara et al. (2011), and Mukhtarov et al. (2013). There 
is a long list of papers dealing with ionospheric storm case studies during 
23th solar cycle. For example, Musman et al. (1998) and Jakowski et al. 
(1999) studied the ionospheric total electron content (TEC) during the geo-
magnetic storm on 10 January 1997 while Cander and Mihajlovic (2005) 
considered ionospheric spatial and temporal variations during October 2003 
storm, among many others. The response of the equatorial ionosphere in the 
South Atlantic Region to the storm of July 2000 has been described by Basu 
et al. (2001). 
In this paper the solar-terrestrial conditions and ionospheric F region re-
sponse surrounding a few geomagnetic storms in 23th solar cycle are exam-
ined to illustrate what knowledge is needed to develop a successful 
forecasting algorithm. The series did not include the strongest storms of the 
considered period, but just ordinary ones during the low (1996 and 1997) 
and the high (2000 and 2001) solar activity. Section 2 gives details concern-
ing the storm periods and use of data. In Section 3 it is shown how day-to-
day patterns of the F2 layer critical frequency foF2 (corresponding to the 
ionospheric peak electron density NmF2) can be used to search outstanding 
science issues in ionospheric F region storm morphology relevant for its 
forecasting. Section 4 presents necessary details concerning the current sta-
tus of F region prediction and covers two examples of F region forecasting at 
Chilton ionosonde station. A summary of the findings and future work ap-
pear in Section 5. 
2. STORM  PERIODS 
Since the beginning of ionospheric measurements a large number of studies 
have been conducted on the F region storm morphology based on electron 
density data provided by world-wide network of ionosondes. To illustrate 
some of more recent findings, the behaviour of the daily hourly critical fre-
quency foF2 measured at Chilton (51°.60N, 358°.70E), an ionosonde sta-
tion that has been operating for decades starting at the Slough (51°.51N, 
359°.40E) site in the UK, with data available from 1932 onwards, is ana-
lyzed. Results shown in this paper are for August, February, and October 
representing ionospheric summer, winter, and equinox conditions during low 
(1996/1997) and high solar activity (2000/2001) with emphasize on the rais-
ing phase of solar cycle 23 starting from October 1996 as equinox month of 
absolute solar minimum. Development of a major storm on the last day of 
March 2001 is analysed in detail making use of foF2 data from Chilton. This 





Table 1  
Storm periods considered 
Month Monthly mean Ri 
Storm period with Q days 
and D days ranks SSC (UT) Max Ap index 
October 
1996 0.9*
 20, 21, 22 (D2), 23 (D3), 24 None 38 on 22 Oct  
October 
2000 100.1 
2, 3, 4 (D2), 5 (D1), 6 (Q5) 4 Oct at 07:00 116 on 5 Oct 
11, 12 (Q9), 13 (D5),  
14 (D3), 15 12 Oct at 22:28 45 on 14 Oct 
February 
1997 7.6 
7 (Q5), 8, 9 (D5), 10 (D3),  
11 (D4) 
8 Feb at 09:54 
9 Feb at 13:22 
11 Feb at 04:58 
22 on 8 and  
        10 Feb 
24, 25 (Q9), 26, 27(D2),  
28 (D1) None 37 on 28 Feb 
February 
2000 112.9 
11, 12 (D1), 13, 14 (D3), 15 11 Feb at 02:58 and at 23:52 60 on 12 Feb 
22 (Q6), 23, 24 (D5), 25, 26 23 Feb at 11:00 30 on 24 Feb 
August 
1997 24.4 
2 (Q9), 3 (D1), 4, 5 (Q3),  
6 (Q2) 3 Aug at 10:42 21 on 3 Aug  
August 
2000 130.5 10, 11 (D2), 12 (D1), 13, 14 11 Aug at 18:45 123 on 12 Aug 
March 
2001 114.2 29, 30, 31 (D1) 31 Mar at 00:52 155 on 31 Mar 
*)The consensus minimum value that occurred in October 1996. 
The selected 10 storm events are listed in Table 1. The selection of the 
geomagnetic storms in Table 1 is based on data published in the Solar-
Geophysical Data Prompt Report, NOAA, Boulder, USA (http://www.ngdc. 
noaa.gov), and obtained from the WDC-C2 for geomagnetism, Kyoto Uni-
versity, Japan (http://wdc.kugi.kyoto-u.ac.jp). In Table 1 Ri is the monthly 
mean of the international relative sunspot number and Ap is an averaged 
planetary geomagnetic index based on data from a set of specific geomagnet-
ic observatories. The daily Ap index serves to classify the storms as: minor 
geomagnetic storm when  29 < Ap < 50; major geomagnetic storm when 
49 < Ap < 100; and severe geomagnetic storm when  Ap  100  (Coffey and 
Erwin 2001). In addition, international geomagnetically disturbed days (D-
days) and the quietest days (Q-days) are also given in Table 1 together with 
the UT of the storm sudden commencement (SSC). Criteria used in the rank-
ings the 10 most geomagnetically quiet days of the month from most (Q1) to 
least quiet (Q10) and the 5 most geomagnetically active days from the most 
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(D1) to least disturbed (D5) include the sum of the eight planetary 3-hour 
range Kp index values, the sum of the squares of the eight Kp values, and the 
greatest Kp value (http://www.iugg.org/IAGA). Thus, the five disturbed and 
the ten quiet days of each month could define the extremes of day-to-day 
ionospheric variability if the geomagnetic activity were the only source of 
this variability (Mendillo 2006). Days without numbers in brackets (Ta-
ble 1), that are neither geomagnetically quiet nor disturbed, point also to the 
role of other solar-terrestrial processes involved in the complex ionosphere 
structure and dynamic. 
3.  F REGION  STORM  MORPHOLOGY  AT  CHILTON  IONOSONDE  
STATION 
Realistic simulations of both positive and negative disturbance deviations 
from the average monthly median behaviour following a storm commence-
ment require detailed descriptions of the storm morphology. In this paper a 
proper examination how the spatio-temporal storm patterns develop and how 
they are related to solar and geomagnetic activity (Table 1) for the character-
istic descriptive of F region ionisation, foF2, has been done by looking at dif-
ferent individual storms. 
The hourly daily critical frequency foF2 measurements at Chilton taken 
during October 1996 are shown grouped together in Fig. 1 indicating 22 and 
23 October as days of the significant foF2 departure from the overall narrow 
monthly scattering pattern. During this month, some foF2 values were not 
observable from the ground indicating possible ionospheric G conditions 
(Piggott and Rawer 1972). These can be clearly seen on the last two days in 
Fig. 2. The median values, foF2med, shown in Fig. 2 as black line represent 
average diurnal behaviour at Chilton ionosonde station and enable the storm 
developments to be studied. They are frequently used to identify the negative 
and positive storm phase as foF2 decrease (–25%) below and increase 
(+25%) above median values during disturbed conditions in terms of the rel-
ative deviation  foF2 (%) = 100 × (foF2 – foF2med) / foF2med. Although 
Table 1 indicates no storm sudden commencement (SSC) on geomagnetical-
ly disturbed day 22 October 1996 (D2), there is an ionospheric storm with 
short positive phase followed by a negative phase on 23 October 1996 (D3) 
lasting more than 1 day (Fig. 2). Here ionospheric G conditions perceptible 
as missing foF2 data are associated with the negative storm phase 
(Smithtro and Sojka 2005). During this storm interval, the foF2 varied from 
7.5 to 3.0 MHz at noontime while the sunspot number was around 0.9. It is 
reasonable to assume that the solar EUV flux does not change much during 
the 5 days period when solar activity remained low. Therefore, it is evident 
that even at the extreme solar minimum, hourly daily foF2 changes during 




Fig. 1. Time variations of foF2 at Chilton ionosonde station for each day in October 
1996. 
Fig. 2. foF2 measured values with foF2 between 20 and 24 October 1996 at Chilton 
ionosonde station. 
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Fig. 3. Time variations of foF2 at Chilton ionosonde station for each day in August 
1997. 
monthly average behaviour, foF2 < –50% . Such behaviour is particularly 
important in high frequency (HF) radio communication applications (Zolesi 
and Cander 2014 and references therein). 
Results of 31 days of foF2 measurements at Chilton taken during August 
1997 and August 2000 are shown grouped together in Fig. 3 and Fig. 4, re-
spectively. They present several interesting phenomena apart from an appar-
ent contrast of solar minimum versus solar maximum diurnal foF2 behavior 
in the mid-latitude F region. The diurnal values of foF2 shown in the mass 
plot of Fig. 3 are significantly lower than those shown in Fig. 4. This is due 
to the lower solar activity in 1997. Diurnal foF2 values measured in the 
summer of 2000 were consistently higher than those in the summer of 1997 
by a factor of approximately 1.8. This ratio is by far less than the ratio of the 
mean sunspot number observed during the two summers as 5.3. However, 
the effect of decreasing solar activity is clear: there are decreases in both the 
maximum values and the maximum-to-minimum ratio. The late afternoon 
maximum or the so-called evening anomaly is seen at both figures, though 
less pronounced at high solar activity. Indeed, monthly median values clear-
ly show an increase in foF2 up to approximately 20:00 UT which indicates 
that the upper F region moves downward in the summer afternoon with ioni-




Fig. 4. Time variations of foF2 at Chilton ionosonde station for each day in August 
2000. 
From Fig. 5 a strong relation can be seen between the late afternoon 
maximum value in foF2 and the geomagnetic conditions. Figure 5 shows da-
ta from 2 to 6 August 1997. As given in Table 1, three of the ten geomagnet-
ically quietest days (e.g., Q9, Q3, and Q2) and one of the five geomagneti-
cally disturbed days (e.g., D1) of the month occurred during the period. Alt-
hough it appears that the afternoon maximum in foF2 was higher when the 
geomagnetic activity was low than when activity was high, the late afternoon 
maximum value of foF2 was not well related to geomagnetic conditions dur-
ing the 10-14 August 2000 disturbed period (Fig. 6). 
However, the most dominant feature of the mass plots in Figs. 1, 3, and 4 
is a large day-to-day scatter in the foF2 values, confirming striking F region 
sensitivity to rapidly changing solar-terrestrial activity. There are many scat-
ters due to the geomagnetic storm that is found to be a permanent feature of 
all events here examined. It is also evident that all storms in 1996 and 1997 
are small-scale geomagnetic disturbances. The 3 August 1997 minor storm 
affected the upper atmosphere in such a manner that the foF2 variation ap-
peared initially (early afternoon) as a positive-value phase, then was fol-
lowed by a negative level for the next 36 hours, and finally returned to the 
median level as shown in Fig. 5. The foF2 median value is here in excellent 
agreement with the measured foF2 on the geomagnetically quiet (Q2) 6 Au- 
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Fig. 5. foF2 measured values with foF2 between 2 and 6 August 1997 at 
Chilton ionosonde station. 





gust. The measured foF2 values in Fig. 5 illustrate the capability of the 
F region to recover quickly after a minor storm, where the magnitudes of 
foF2 scarcely crossed the storm threshold level of ± 25%. This pattern was 
not repeated during the severe storm of 11 August 2000 illustrated in Fig. 6. 
In contrast to Fig. 5, the F region storm pattern exhibits only negative phase 
in foF2 with the large depletions in measured foF2 values during both day-
time (around –40%) and night-time (around –60%) ionosphere and the long 
lasting disturbed ionospheric structure. Such behaviour puts great limitation 
not only on proper understanding of the underlying sources of ionospheric 
storm during summer season but its forecasting too. This difference is em-
blematic of the difficulty of bringing the forecast foF2 values into agreement 
with the measurements. 
The beginning and end of February 1997 was a period of low solar activ-
ity (Ri = 7.6) and moderate geomagnetic activity (max Ap = 37). The severi-
ty of the F region disturbances was indicated in Fig. 7 by positive foF2 
deviations from median on 8 and 26 February. Accompanying with the mi-
nor geomagnetic disturbance on 8 February 1997 at 09:54 UT, the foF2 val-
ues strongly and suddenly increased with about 55% (Fig. 8a). The levels of 
the positive perturbed foF2 values also grow longer at daytime on 9 and 
11 February, which was caused by additional SSCs at 13:22 and 04:58 UT,  
 
Fig. 7. Time variations of foF2 at Chilton ionosonde station for each day in February 
1997. 
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Fig. 8a. foF2 measured values with foF2 between 7 and 11 February 1997 at Chil-
ton ionosonde station. 
Fig. 8b. foF2 measured values with foF2 between 24 and 28 February 1997 at Chil-




Fig. 9. Time variations of foF2 at Chilton ionosonde station for each day in February 
2000. 
respectively (Table 1). As is also seen in Fig. 8b, the level of the foF2 varia-
tions tends to increase during the first day of the minor storm of 26 February 
1997 and then oscillate to the usual day level in a few days after the begin-
ning of the storm. In addition, an interesting influence of the Travelling 
Ionospheric Disturbances (TIDs) is visible in foF2 oscillations on 26 and 27 
February 1997 (Dominici et al. 1988, Hocke and Schlegel 1996, Afraimo-
vich et al. 2001). 
The scatter in data plotted at Fig. 9 for each day in February 2000 shows 
that the measured foF2 values were far from close to average, as represented 
by the monthly median, on a number of days following two storm periods. 
The major storm of 11 February 2000 (Fig. 10a) affected the foF2 variation 
with daytime enhancements on the first and second days, negative phase dur-
ing the night-time and speedy recovery later on. During the second storm in 
February 2000, the enhancement starts after the storm onset and produces 
clear but relatively small positive phase (Fig. 10b). A negative phase occurs 
on the second day and lasts more than 24 hours. However, having in mind 
the high solar (Ri = 112.9) as well as geomagnetic activity in February 2000 
(max Ap = 60) it should be noted that the foF2 modification was comparati-
vely small during disturbed times. Consequently, it seems that minor storms 
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Fig. 10a. foF2 measured values with foF2 between 11 and 15 February 2000 at 
Chilton ionosonde station. 
Fig. 10b. foF2 measured values with foF2 between 22 and 26 February 2000 at 




Fig. 11. Time variations of foF2 at Chilton ionosonde station for each day in October 
2000. 
in February at low level of solar activity (Figs. 8a and b) produced similar 
if not stronger effect than major storms in February at high level of solar ac-
tivity (Figs. 10a and b). This important finding neither can be easily ex-
plained nor accurately forecast with existing knowledge. 
All this certainly was not the case in October 2000, where the scatter foF2 
measurements for 31 days at Chilton ionosonde station are shown grouped 
together in Fig. 11. The large scatter at any fixed UT again emphasises sig-
nificant day-to-day variability. Although there is considerable scatter above 
the monthly median, the figure shows a clear tendency for negative storm ef-
fects. This is well illustrated in Figs. 12a and b where details concerning two 
storms from Table 1 are given. Both ionospheric storms show no positive 
phase at any stage of development. The most severe depletions (about –40 to 
–60%) occur in the daytime sectors but persist into the night-side too. One of 
the most interesting findings that has profound consequence on storm fore-
casting is the changes in foF2 from quiet to disturbed times on 2 and 12 Oc-
tober when measured foF2 decreases more quickly than increases during the 
long lasting recovery phase on 6 and 15 October, respectively. 
Although most results confirm the very well known fact that a seasonal 
variation of the positive and negative phases in foF2 exists when storm ef-
fects are compared for winter (Figs. 7 and 9) and summer (Figs. 3 and 4) it is 
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Fig. 12a. foF2 measured values with foF2 between 2 and 6 October 2000 at Chilton 
ionosonde station. 
Fig. 12b. foF2 measured values with foF2 between 11 and 15 October 2000 at 





Fig. 13. Time variations of foF2 at Chilton ionosonde station for each day in March 
2001. 
Fig. 14. foF2 measured values with foF2 between 29 and 31 March 2001 at Chilton 
ionosonde station. 
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evident that the storm pattern is much more complex. We argued that foF2 
enhancements at Chilton winter ionospheric storm patterns are not to be 
strongly dependent neither on geomagnetic nor solar activity levels. While 
varying in magnitude, depletions in foF2 are generally more severe in sum-
mer and equinox storm patterns. Furthermore, all the results show that day-
time foF2 is greater in winter (Fig. 9) than in summer by day (Fig. 4) which 
is a clear demonstration of the winter or seasonal anomaly (Rishbeth et al. 
2000). The semi-annual anomaly can be also seen in Figs. 11 and 4 when 
foF2 is greater at equinox than at summer. It has been emphasised by Mill-
ward et al. (1996) that the changes in chemical composition, specifically 
[O/N2] ratio, taken in conjunction with the seasonal changes of solar zenith 
angle are responsible for the existence of both seasonal and semi-annual 
anomaly behaviour of foF2. 
Changes in daily hourly foF2 values for all the March 2001 data are 
shown in Fig. 13. Evidently there is a part of scatter in Fig. 13 that can be at-
tributed to the high level of geomagnetic activity (Table 1). As in previous 
figures, black and red solid lines represent median and storm day foF2 varia-
tions, respectively. Once more during daytime the variability in foF2 is 
found to be considerably larger than by night-time. Both Figs. 13 and 14 dis-
plays the last day of March 2001 being the most disturbed period of the 
month with very well define negative phase in foF2. The negative phase of 
the ionospheric storm is detected in early morning hours (after 05:00 UT) of 
31 March with the severe depletions of more than –60% relative to the medi-
an foF2 values. Accordingly, it is clear that disturbed ionisation structure 
during geomagnetic storms creates a large number of different technical, sci-
entific and numerical problems in matching the rapid foF2 variations in 
measured data with corresponding forecasting model’s outputs as storms de-
velop. The factors that lead to such a complex F region behaviour even at a 
single ionosonde station of Chilton are beyond the scope of this paper. 
4. F  REGION  STORM  FORECASTING 
There are number of ionospheric global and regional prediction models 
based on an empirical fit to hourly monthly median values extracted from an 
archived ionosonde data base for past solar cycles (Bradley 1995, Hanbaba 
1999 and references therein). These climatological models are often used, 
among other purposes, to provide very important quiet-day reference for the 
world-wide ionospheric conditions. Critical to this type of modelling is the 
formulation of maps giving the geographical variations of individual model 
parameters. Reference global maps in current international use are those rec-
ommended by International Telecommunication Union (ITU). Important 
element in these long-term models is a statistical indication of the iono-




ITU-R approach (ITU-R 1997). Currently the best known ionospheric model 
is the IRI-International Reference Ionosphere (Bilitza et al. 2011). It pro-
vides monthly averages of ionospheric electron density, plasma temperature, 
and ion composition as a function of altitude for any location and time. More 
recently the ionospheric day-to-day variability is incorporated into IRI model 
(Fuller-Rowell et al. 2000b, Huang et al. 2001). 
The same is the case with European regional ionospheric monthly medi-
an models developed under the four ionospheric COST (European Co-
operation in the field of Scientific and Technical Research) Actions over the 
period 1999-2008 and currently available for implementation in different ap-
plications (Zolesi and Cander 2014 and references therein). It is important to 
note that within these Actions related to the effects of the upper atmosphere 
on terrestrial and Earth-space communications, studies have been conducted 
aiming to produce statistically derived expressions indicative of departures 
from ionospheric median values as a function of different conditions includ-
ing time of day, season, and extreme solar-terrestrial activity (Strangeways 
et al. 2009). Considerable progress has been made in developing techniques 
which permit the updating of F region monthly median prediction using ei-
ther single-station ionospheric data or an effective sunspot number or both 
(Reilly et al. 1991, Wilkinson et al. 2001, Pezzopane et al. 2011, 2013). An 
empirical storm-term correction model has been developed by Fuller-Rowell 
et al. (2000b) to predict the departure of foF2 from the monthly median or a 
quiet-time reference model during a geomagnetic storm. These techniques 
provide a link and a reference base between the climatological modelling 
and short-term forecasting. Thus it would be useful to make these techniques 
internationally available for testing and verification. 
Although the F region forecasting might be applied in terms of devia-
tions from median or average conditions upcoming from the prediction mod-
els, the morphological characteristics of individual ionospheric storms, as 
shown in Section 3, clearly demonstrate that storm forecasting requires dif-
ferent approach. It requires a specification of storm-time ionospheric varia-
bility on generally less predictable time-scale such as few hours in advance. 
This is because the largest contribution to the ionospheric day-to-day varia-
bility comes from storm effects and their pattern has to be known. One of the 
first steps towards forecasting and mapping ionospheric space weather over 
Europe has been made at the Rutherford Appleton Laboratory, UK, by 
providing an interactive tool for the Short-Term Ionospheric Forecasting 
(STIF) over Europe. The forecasts of foF2, MUF(3000)F2 (Maximum Usa-
ble Frequency for 3000 km distance), TEC and FOT (Frequency of Opti-
mum Traffic) up to 24-hours ahead were available on-line (Dick et al. 1999). 
Figure 15 shows the measured foF2 at Chilton compared with the 24-
hours  ahead  corresponding  STIF values  for  this particular single station 
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Fig. 15. The STIF 24-hours ahead forecast and measured foF2 values between 30 
March and 2 April 2001 at Chilton ionosonde station with Ap values as an indicator 
of high geomagnetic activity level. 
over the period 30 March – 2 April 2001. Related geomagnetic conditions 
are described by daily Ap index at the same figure. While foF2 forecast 
values indicate a little departure from the measured data on 30 March, they 
show a substantial increase above (31 March) and a slight decrease below 
(2 April) the measured values during the larger event (Ap = 155) started on 
early hours of 31 March 2001. This disagreement between the forecast and 
measured F region densities at the beginning of the storm period, particularly 
in the first 24 hours, is a well-known and long-standing ionospheric forecast-
ing problem. It is also closely related to the problem of the geomagnetic 
storm forecasting evidently present in sudden change of the Ap index from  
Ap = 10 on 30 March to Ap = 155 on 31 March. However, reasonably good 
agreement between forecast and measured foF2 values just before the storm 
beginning and on the second storm day seen at Fig. 15 is satisfactory under 
the conditions of the STIF method’s generation and its purpose. 
Following this approach, the subsequent STIF forecasting example is 
shown in Fig. 16. It demonstrates how well the STIF 24-hours ahead forecast 
agrees with measured foF2 values during the ten quietest days in March 
2001 at Chilton ionosonde station. Overall comparisons with observations 
are encouraging because of the small errors (RMSE = 0.87 MHz  and 





Fig. 16. The STIF 24-hours ahead forecast and measured foF2 values during the ten 
quietest days (from Q1 to Q10) in March 2001 at Chilton ionosonde station condi-
tions with Ap values as an indicator of low geomagnetic activity level. 
tence between diurnal morphologies exhibited by the STIF method and the 
observed trends (Cander et al. 2003). The STIF method does not require nei-
ther predicted nor past values of any solar and geomagnetic indices to fore-
cast 24-hour ahead the foF2 values even during geomagnetically very 
disturbed periods as those in March 2001 at Chilton ionosonde station 
(Fig. 15). In addition, the STIF method does not require foF2 monthly medi-
an values, so that the newly developed sliding median approach (Mukhtarov 
et al. 2013), although very useful in ionospheric modelling, is not applicable. 
However, it has to be emphasized that the STIF technique’s success is based 
on a continuos and rapid measurements over as largest area as possible be-
cause it requires near real-time data availability in conjunction with mathe-
matical algorithms to extrapolate the ionospheric conditions some time 
ahead. Thus, the world and/or regional centres for data collection and pro-
cessing in near-real time should be available making the final products, such 
as the F region storm forecasting, useful and promptly available for the dif-
ferent users. 
5.  CONCLUSIONS 
Modern ground-based and satellite communications networks and systems 
rely on innovations in the radio frequency (RF) domain and demand a full 
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understanding of the underlying details within the different propagation RF 
aspects under expected conditions (Bilitza 2002). Hence one of the require-
ments of these cutting-edge technologies and processes partly addressed by 
this paper is F region ionospheric storm morphology and its forecasting. The 
literature on F region storm morphology is now so extensive that a compre-
hensive review is practically impossible. Instead, only few special topics 
closely related to its forecasting have been selected for discussion. There is 
generally accepted theory that explains the F region morphology during 
geomagnetic storms in terms of the thermospheric changes in both neutral 
winds and chemical composition which ultimately result in changes of the 
rates of ionisation production and loss. In addition, changes of the electric 
field and current systems make ionospheric storm morphology yet more 
complicated. See Prölss (1995), Rishbeth et al. (2000), and Namgaladze et 
al. (2000) as well as references mentioned therein for reviews of these ap-
proaches. In spite of that consensus over physical processes involved in main 
causes of the F region storm morphology, the forecasting ability in case of 
an individual storm is rather limited at the very best (Pietrella 2012). Estab-
lished by careful examination of Fig. 15 and Fig. 16, it is clear that the STIF 
method provides acceptable forecast a few hours in advance just before the 
beginning of the storm, unsatisfactory forecast during the main phase and the 
right choices of foF2 values 24-hours in advance during the recovery phase 
as well as during geomagnetically quiet days. 
As studies continue to search for the actual physical mechanisms that ex-
plain the spatial and temporal morphologies over various space weather con-
ditions and to test forecasting algorithms for practical applications, it would 
be useful to have well defined patterns of mid-latitude storm F region and a 
technique to forecast it. A contribution in that direction is given by findings 
in Section 3 of this paper. It demonstrates that the whole issue of the fore-
casting techniques of space weather related events in the Earth’s ionosphere 
cannot be a replacement for the solar-terrestrial physic studies where the 
highly sophisticated equipment is employed to investigate space and Earth 
phenomena and where models and methods of prediction and forecasting re-
quire powerful computers and long-lasting calculations of the high accuracy. 
To the contrary, ionospheric space weather is a dynamic system dealing with 
data in near-real time and predicting tools to alert users on major effects 
which can damage their technological or financial systems. However, many 
existing ionosondes are not good enough for these purposes. They are not 
homogeneously distributed around the world and most of them do not pro-
vide data in near-real time. In fact most of them are not technical capable to 
do that. Fortunately, for quite some time, the ionospheric community has 
been aware of the fact that the International Global Positioning System 




network offers a new multi-point opportunity to observe directly the terres-
trial ionosphere and use that information in prediction and forecasting pur-
poses. The total electron content (TEC) evaluated from Global Navigation 
Satellite System (GNSS) is convenient because: (a) RINEX files for TEC 
evaluations are available through IGS properly organised at the international 
level, which means a readily accessible data; (b) RINEX files allow the TEC 
evaluation with high resolution (1 s, 30 s, 1 min, 10 min, and so on), which 
means a continuous coverage in time with high temporal resolution; and 
(c) the number of GPS receiver sites is growing every day, which means the 
simultaneous global coverage. So what is the problem, then? The problem is 
the technique for TEC data evaluation from GPS measurements. In case of 
the ionosonde data there is an internationally agreed procedure for data eval-
uation from ionograms by Piggott and Rawer (1972). On the other hand, in 
spite of a lot of work, it is not the case with the GNSS TEC values. Does it 
mean that there is no way anyone can evaluate TEC from GPS or any other 
GNSS in an exact way? Still whatever technique is used for the TEC evalua-
tion, a large amount of data available in near real-time is a unique opportuni-
ty to be used in space weather issues and statistical studies (Fuller-Rowell et 
al. 2006, Jakowski et al. 2011).  
With the service for solar monitoring (e.g., http://sidc.oma.be) already 
available, the multi-point observing capabilities of GNSS, and shared inter-
national real-time ionosonde data resources as these via, e.g., GIRO (Galkin 
et al. 2012) and DIAS (Cander 2006), the appearance of an effective opera-
tional Short-Term Ionospheric Storm Forecasting (STISF) tool to replace ex-
isting STIF technique for the global and/or regional interactive use on the 
World Wide Web is only a matter of time. However, the F region storm 
morphology and its patterns should still be subject to further investigations. 
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