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RINGEL DUALITY FOR PERVERSE SHEAVES ON HYPERTORIC
VARIETIES
TOM BRADEN AND CARL MAUTNER
ABSTRACT. Motivated by the polynomial representation theory of the
general linear group and the theory of symplectic singularities, we study
a category of perverse sheaves with coefficients in a field k on any affine
unimodular hypertoric varietyM. Our main result is that this is a highest
weight category whose Ringel dual is the corresponding category for the
Gale dual hypertoric varietyM!. On the way to proving our main result,
we confirm a conjecture of Finkelberg–Kubrak in the case of hypertoric
varieties. We also show that our category is equivalent to representations
of a combinatorially-defined algebra, recently introduced in a related pa-
per.
1. INTRODUCTION
Let k be a field and letM be an affine unimodular hypertoric variety. The
variety M is endowed with a natural torus action and is stratified by sym-
plectic leaves. We consider the category Perv(M, k) of torus equivariant
perverse sheaves with coefficients in k that are constructible for the stratifi-
cation by symplectic leaves. Our main result is that the categoryPerv(M, k)
is a highest weight category whose Ringel dual is the category Perv(M!, k)
for the Gale dual hypertoric varietyM!.
Our motivation for this result comes from the observation in [Mau14]
that the geometry of the nilpotent cone N ⊂ gln(C) encodes the polyno-
mial representation theory of the general linear group GLn over k. More
precisely, in loc. cit. it is shown that there is an equivalence between the cat-
egory of GLn(C)-equivariant perverse sheaves with coefficients in k on N
and the category of finitely generatedmodules of the Schur algebra Sk(n, n)
over k.
On the other hand, recent work in geometric representation theory sug-
gests that for any symplectic singularity (or resolution) X and any rep-
resentation theory encoded in the geometry of the nilpotent cone (or its
Springer resolution) there should be similar representation theory to be
found in the geometry of X. An example of this phenomenon is the defi-
nition of a category O associated to any symplectic resolution introduced
in [BLPW16].
Following this line of reasoning, onemight hope that for such a symplec-
tic singularity there is a category of perverse sheaves with coefficients in k
onM that is equivalent to the category of representations of a ”Schur-like”
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algebra. The results of the current paper can be viewed as confirming this
hope in the case whenX = M is an affine unimodular hypertoric variety.
In addition to interest within geometric representation theory, these re-
sults have connections to combinatorics and modular representation the-
ory. We begin to pursue the connection to combinatorics in [BM17], where
it leads to new questions about the combinatorics of matroids. In modular
representation theory, the existence of a combinatorial cousin of the Schur
algebra also gives hope that it might prove more accessible and in turn
provide insight into the Schur algebra itself.
In the remainder of the introduction, we give a more precise formulation
of our main result, a description of the strategy and techniques used in the
proof, and a brief discussion of connections to other topics.
1.1. Main results. Let K ⊂ (C∗)n be a connected complex torus. The in-
duced action ofK on T ∗Cn is Hamiltonian with an algebraic moment map
µK : T
∗Cn → Lie(K)∗. Let M denote the associated hyperka¨hler quo-
tient, in other words the categorical quotient µ−1K (0)/ K . The space M is
known as an affine hypertoric variety. It carries a residual action of the
group T := (C∗)n/K and has dimension dimM = 2dimT . We assume that
M is unimodular, or equivalently thatM has a symplectic resolution.
The hypertoric variety M carries a natural Poisson structure and we
let S denote the stratification by symplectic leaves. Let Perv(M, k) =
PervS ,T (M, k) be the abelian category of perverse k-sheaves on M which
are T -equivariant and constructible with respect to this stratification. The
isomorphism classes of simple objects in Perv(M, k) are indexed by the set
F of symplectic leaves.
Theorem. The category PervS ,T (M, k) is highest weight with respect to the
poset F , ordered by the closure relation.
Remark 1.1. Like the Schur algebra, the category Perv(M, k) is semisimple
when the characteristic of k is zero or of sufficiently large characteristic. In
fact, Perv(M, k) is semisimple if the characteristic of k is greater than n.
In [BM17] we determine the precise set of characteristics of k for which the
category is semisimple.
Consider the dual torus T∨ := Hom(T,C∗)⊗ZC∗ ⊂ (C∗)n. Repeating the
construction above for T∨ in place of K , one obtains an affine unimod-
ular hypertoric variety M!, known as the Gale dual of M, and the cor-
responding category of perverse sheaves Perv(M!, k). There is a natural
order-reversing bijection between the poset F of symplectic leaves of M
and the poset F ! symplectic leaves ofM!.
Theorem. The Ringel dual of Perv(M, k) is Perv(M!, k) .
Remark 1.2. This is perhaps surprising as the dimension ofM is generally
not the same as the dimension ofM!.
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1.2. Tilting and projective objects. We prove our theorem by constructing
explicit tilting and projective generators, and then computing and identify-
ing their endomorphism rings.
We first describe the construction of the tilting objects. The closure MF
of each symplectic leaf SF ⊂ M is itself a unimodular hypertoric variety,
so it has a semi-small resolution p : M˜F → MF ⊂ M. Let ΩF denote
the pushforward of the constant sheaf along p (after the correct shift). This
object is a perverse parity complex in the sense of [JMW14], and once we
have proved that Perv(M, k) is highest weight, [JMW16, 3.3] shows that
perverse parity complexes are tilting. Taking the direct sum of ΩF over all
F ∈ F gives the desired tilting generator.
Working still on M, we define a projective object ΠF to represent a cer-
tain exact functor Φ¯F defined using hyperbolic restriction [Bra03] for the
action of a cocharacter of T whose fixed points are MF . In general, hyper-
bolic restriction is not t-exact, but we show that in our situation it is, using
an argument similar to one used by Mirkovic and Vilonen [MV07] for per-
verse sheaves on affine Grassmannians. Conjecturally this will hold more
generally for affinizations of other symplectic resolutions.
Our main theorem is obtained by studying the commuting actions of
End(
⊕
F Ω
F ) and End(
⊕
E ΠE) on the vector space
⊕
E,F Hom(ΠE ,Ω
F ) =⊕
E,F Φ¯E(Ω
F ). Using equivariant localization, we show that these actions
are faithful and give formulas for the action of certain generators of each
algebra. Ringel duality then follows from the fact that these generators
swap places under Gale duality.
Remark 1.3. To prove that ΩF and ΠF are well-defined and independent
of choices, we depart from the complex algebraic setting used throughout
the rest of the paper in order to work in a topological setting. In doing so,
we obtain descriptions of ΩF and Φ¯F respectively as a nearby cycles sheaf
and a vanishing cycles functor for the (real analytic) hyperka¨hler moment
map µ : M → tR ⊗R R3. The required independence then follows from hy-
perka¨hler rotation, since the walls where the sheaf or functor would change
have codimension three. Our proofs of these results use specific properties
of hypertoric varieties, but we conjecture that these results should hold for
more general holomorphic symplectic quotients of symplectic affine spaces
by a reductive group, such as Nakajima’s quiver varieties. As an added
bonus, we confirm a conjecture of Finkelberg–Kubrak [FK15] in the hyper-
toric case.
Remark 1.4. Recall that the Schur algebra Sk(n, n) is self-Ringel dual. A
geometric explanation of this fact was given in [AM15], using a derived
equivalence coming from the Fourier transform for sheaves on the Lie al-
gebra gln. We searched for a similar proof in the hypertoric setting, but
were unable to find a comparable derived equivalence.
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1.3. Matroidal Schur algebras. Motivated by our work on this paper, we
have defined [BM17] for anymatroidM a quasi-hereditary k-algebraR(M).
Theorem 8.1 below explains the relationship between the two papers. In
particular, it follows that Perv(M, k) is equivalent to the category of mod-
ules of a matroidal Schur algebra. In [BM17], we show that these alge-
bras are closely connected to the reduction modulo p of integral matrices
that were studied by Schechtman–Varchenko [SV91] in the hyperplane set-
ting and by Brylawski–Varchenko [BV97] for matroids more generally. We
also describe connections to formulas of Kook–Reiner–Stanton [KRS00] and
Denham [Den01].
1.4. Hypertoric category O. The papers [BLPW10, BLPW12] define a dif-
ferent highest weight category, called hypertoric category O, associated to
a hypertoric variety M, and prove a Koszul duality relating the categories
for M and M!. However, those results are quite different from the ones in
this paper.
Unlike Perv(M, k), the hypertoric categoryO depends on the choice of a
resolution ofM and a cocharacter of T with isolated fixed points. Category
O is only defined over C and is not semisimple. The category Perv(M, k)
is semisimple in characteristic zero and for all sufficiently large character-
istics. The category O has a graded lift; we do not know of such a lift
for Perv(M, k). The simple objects in O are indexed by the set of all fixed
points of M˜, which is typically much larger than the setF indexing simples
in Perv(M, k). On the other hand, in hypertoric categoryO the multiplicity
of simples in standard modules are at most one. In Perv(M, k), there is no
such bound. The hypertoric variety associated to the braid arrangementB4
gives one example (see [BM17, 5.2.3] for the analogous matroid example).
However, we do expect that there is a relationship between our results
and hypertoric category O. This is because the space Φ¯E(ΩF ) can be nat-
urally identified with the Grothendieck group of the category OFE associ-
ated to a normal slice to SE inside SF , which is homeomorphic to a hyper-
toric variety MFE ; see [BLPW12, Section 6.3]. Our generators of the algebra
End(
⊕
F Ω
F ) correspond to classes of finite-dimensional simples in the cat-
egory OFE , and the generators of End(
⊕
F ΠF ) correspond to the classes
of projective covers of simples with maximal GK dimension. It should
then be possible to categorify the actions of the rings End(
⊕
F Ω
F ) and
End(
⊕
E ΠE) by defining appropriate induction and restriction functors
between the categories OFE .
1.5. Contents. The paper is organized as follows. Section 2 contains the
basic combinatorial facts about arrangements that we need. Section 3 in-
troduces the main actors: hypertoric varieties, the stratification, the reso-
lution sheaves ΩS , and the exact functors Φ¯F . Section 4 collects some re-
sults about equivariant localization of our sheaves and homomorphisms
between them. Section 5 uses these results to compute homomorphisms
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between resolution sheaves, while Section 6 computes the action of the gen-
erating homomorphism between the functors Φ¯F . The final proof that these
actually do generate is a by-product of the proof in Section 7 that Gale du-
ality exchanges the actions of projectives and tiltings. In Section 8 we show
that the quasi-hereditary algebra which we get is isomorphic to one which
is constructed in [BM17] for any matroid (realizable or not). Section 9 con-
tains topological and stratification-theoretic proofs and an application to
the Finkelberg–Kubrak conjecture.
2. ARRANGEMENTS AND THE POSET OF FLATS
2.1. Integral arrangements. Let I be an indexing set with n = |I| elements.
For any subset S ⊂ I we have the natural coordinate inclusion and projec-
tion ZS →֒ ZI and ZI ։ ZS .
Let V ⊂ ZI be a saturated sublattice of rank d. We think of the embed-
ding of V into ZI as defining a central arrangementH of hyperplanes in V ,
with the ith hyperplane given by the intersection of V with the hyperplane
xi = 0 in Z
I . To be more precise, this is a cooriented multiarrangement:
each hyperplane is equipped with a linear form which cuts it out, and each
hyperplane can appear multiple times, with the same or different linear
forms.
The arrangement induces a matroidM(V ) = M(H)whose independent
sets are the subsets S ⊂ I for which the linear forms xi, i ∈ S are indepen-
dent, or in other words the composition of the inclusion V →֒ ZI and the
projection ZI ։ ZS has finite cokernel. A basis is a maximal independent
set; all bases therefore have rkV elements.
We assume throughout this paper that V is unimodular, which means that
for every basis B the map V →֒ ZI ։ ZB is an isomorphism. If V is the
image of a homomorphism Zm → Zn, m ≤ n given by a matrix A, then
unimodularity of V is equivalent to all maximal minors of A being in the
set {−1, 0, 1}.
To avoid degenerate situations, it will be useful for our main results to
assume that thematroidM(V ) has no loops, whichmeans that V is not con-
tained in any coordinate hyperplane {xi = 0} and also no coloops, which
means that V does not contain any nonzero multiple of a coordinate vector
ei. In other words, every i ∈ I is in some basis and no i is in every basis.
Note that the perpendicular space V ⊥ ⊂ ZI taken with respect to the stan-
dard pairing will again be unimodular, and it will also have no loops or
coloops.
2.2. Flats. A flat of V is any intersection of a subcollection of the hyper-
planes Hi. We will identify each flat with the set of hyperplanes that con-
tain it, so that if we put HS :=
⋂
i∈S Hi for any S ⊂ I , a subset F ⊂ I
defines a flat if and only if F = {i | HF ⊂ Hi}.
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We order the flats by inclusion as subspaces of V , i.e. by reverse inclusion
as subsets of I . The arrangement has a unique minimal flat I and unique
maximal flat ∅.
Given a flat F , we have the lattice V F := HF in Z
IrF . The fact that F is
a flat implies that V F has no loops, and it clearly has no coloops since V is
coloop-free. The rank of F is defined to be r(F ) = rkV F .
Dually, we can consider the lattice VF := V/V
F inside ZF . The fact that
V is unimodular implies that VF is saturated.
Since V has no loops, VF also has no loops, but VF can have coloops.
We then define the poset F = F(V ) to be the collection of all coloop-free
flats, meaning flats F such that VF has no coloops. Coloop-free flats are
sometimes also known as cyclic flats; they can be described alternatively as
flats which are unions of circuits (minimal dependent sets).
The posetFF of coloop-free flats of VF is isomorphic to the interval [F,∅]
in F , and the poset FF of coloop-free flats of V F is isomorphic to the inter-
val [I, F ]. Furthermore, for flats E ≤ F in F , we have (V F )E = (VE)F =
V F/V E in ZErF . We let V FE denote this sublattice.
We denote by dFE the rank of the lattice V
F
E , and we put d
F := dFI , dE :=
d∅E .
3. HYPERTORIC VARIETIES
3.1. Affine hypertoric varieties. Let M = M(V ) be the affine hypertoric
variety corresponding to a sublattice V ⊂ ZI . For this section, we do not
assume that V has no loops or coloops, but we do assume that it is saturated
and unimodular.
Recall that M(V ) is defined as follows. Let K ⊂ (C∗)I be the kernel of
the natural homomorphism
(C∗)I = HomAbGp(Z
I ,C∗)→ HomAbGp(V,C∗).
It is a connected torus with Lie algebra k = V ⊥C ⊂ CI . The coordinate
action of (C∗)I on CI induces a Hamiltonian action on T ∗CI with complex
moment map
µI : T
∗CI → CI , (zi, wi)i∈I 7→ (ziwi)i∈I .
The induced action ofK on T ∗CI has moment map
µK : T
∗CI → k∗
given by composing µI with the projection C
I = Lie (C∗)I
∗ → k∗.
The affine hypertoric varietyM = M(V ) is the categorical quotient
µ−1K (0)/ K = Spec(C[µ
−1
K (0)]
K).
It is a singular Poisson variety of dimension 2d = 2 rk(V ), and it has a
natural Hamiltonian action of the quotient torus T = (C∗)I/K .
Requiring V to have no loops does not restrict the class of varieties we
are considering: if i ∈ I is a loop, then the variety M is isomorphic to the
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hypertoric variety defined by the inclusion of V into ZIri. We will see in
the next section that asking that V has no coloops also does not impose a
serious restriction.
For more details about hypertoric geometry, see [Pro08].
3.2. Stratifications of M. In this section we describe two stratifications of
Mwhich we will need.
For any flat F of V , letMF ⊂M be the subvariety given by the equations
zi = wi = 0 for all i ∈ F . It is isomorphic to the affine hypertoric variety
M(V F ). For any flats E, F , we haveME ⊂MF if and only if E ≤ F .
This family of closed subvarieties induces a disjoint decomposition into
locally closed manifolds
S˘F := M
F r
⋃
E<F
ME
indexed by the set of all flats and another, coarser, decomposition M =⋃
F∈F SF indexed by cyclic flats F , where we put
SF := M
F r
⋃
E∈F
E<F
ME .
The first decomposition is just the classification of points of M by their
T -stabilizers: we have x ∈ S˘F if and only if
Tx = TF := (C
∗)F /KF ⊂ T,
whereKF = K ∩ (C∗)F . On the other hand the varieties SF are the images
of the loci of points in µ−1K (0) with fixed K-stabilizer. They can also be
described1 as the symplectic leaves for the Poisson structure induced from
the natural one on T ∗CI .
Wewill refer to the strata S˘F as “fine” strata and the strata SF as “coarse”
strata. Our sheaves will all be constructible with respect to the stratification
by coarse strata; the fine strata will mainly appear as a tool in certain tech-
nical proofs.
Let TF,R denote the maximal compact subgroup of the complex torus
TF . A proof of the following proposition is given in [BP09, 2.5], and similar
results appear in [PW07, 2.4 and 2.5]. We will prove a more general result
in Proposition 9.7 below.
Proposition 3.1. The decomposition M =
⋃
F S˘F is a topological stratification;
a normal slice to a stratum S˘F is isomorphic as a TF,R-stratified space to the hy-
pertoric variety MF := M(VF ).
We give a precise definition of topological stratifications in section 9 be-
low; for what follows it is enough to know that a topological stratification
is topologically locally constant along strata, and that the functors j∗, j!,
1This uses the hypothesis that V is unimodular.
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j∗, j! and Verdier duality D preserve constructibility for the stratification,
where j is the inclusion of a locally closed union of strata intoM.
Lemma 3.2. If C ⊂ I is the set of all coloops of V , then there is an isomorphism
M ∼= ME × T ∗(CC),
where E = I r C . Under this isomorphism the stratum S˘F of M is sent to
S˘E,F × T ∗CC , where S˘E,F is the stratum ofME indexed by F ⊂ E.
Proof. The fact that elements of C are coloops means that ZC ⊂ V , so the
projection ZI → ZE induces an isomorphism ZI/V ∼→ ZE/VE . It follows
that KE is isomorphic to K , acting trivially on the coordinates in C , and
the moment map µK does not depend on the entries in T
∗(CC). The result
follows. 
Corollary 3.3. The decomposition M =
⋃
F∈F SF is a topological stratification;
a normal slice to a stratum SF is isomorphic as a TF,R-stratified space toMF .
Proof. Given a point p ∈ S˘F ′ ⊂ SF , a normal slice N to S˘F ′ at p is isomor-
phic toMF ′ . Since F is the smallest flat in F lying above F ′, the set F ′ r F
consists of all coloops of VF ′ . Then the Lemma implies thatN is isomorphic
as a stratified space toMF times a symplectic affine space. 
Remark 3.4. If V is not unimodular, then VF may not be a saturated sublat-
tice, which means thatKF is not connected. The sliceN will be isomorphic
to the quotient of MF × T ∗CF ′rF by a finite group. As a result the coarse
strata SF are only orbifolds.
Let S denote the stratification by SF , F ∈ F , and let S˘ denote the
stratification by S˘F . For any flat F ∈ F , the same construction gives strat-
ifications S F , S˘ F of MF = SF and stratifications SF , S˘F of MF . Since
the coloop-free flats of V F are just the coloop-free flats of V which are con-
tained in F , the stratification S F is just the restriction of S toMF .
3.3. Perverse sheaves on M. Fix a field k. Consider the triangulated cat-
egory DbT,S (M, k) of equivariant complexes which are constructible with
respect to the stratification S . Throughout the paper, we use f∗, f!, etc. to
denote the derived pushforward and proper pushforward functors.
In this paper, we always use the middle perversity. Let Perv(M, k) de-
note the abelian category of perverse objects in DbT,S (M, k).
Lemma 3.5. The equivariant fundamental group π1(ET ×T SF ) is trivial. In
particular, any T -equivariant local system on SF is constant.
Proof. From the T -fibration ET × SF → ET ×T SF , we obtain a long exact
sequence
· · · → π1(T )→ π1(ET × SF )→ π1(ET ×T SF )→ π0(T ).
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As the last term is trivial, we must show that the homomorphism π1(T )→
π1(ET×SF ) = π1(SF ) induced by themap from T to any orbit is surjective.
The “fine stratum” S˘F is a Zariski open subset of SF , hence π1(S˘F ) →
π1(SF ) is surjective (see [Kol95, 2.10], for instance). Thus it is enough to
show that π1(T )→ π1(S˘F ) is surjective.
If TR denotes the maximal compact torus in T , the stabilizer TR,x of
x ∈ SF does not depend on the point x, so S˘F → S˘F/TR is a fibration
with fiber TR/TR,x. The base of this fibration simply connected, since it is
homeomorphic to the complement in a real affine space of a union of affine
subspaces of codimension at least three — see the proof of [BP09, Corol-
lary 2.6] or Section 9.4 below. Thus by the long exact homotopy sequence,
π1(TR/TR,x) → π1(S˘F ) is surjective. Since the stabilizer TR,x is connected,
π1(TR)→ π1(TR/TR,x) is also surjective, proving the result. 
Proposition 3.6. The forgetful functor from Perv(M, k) to the category of non-
equivariant perverse k-sheaves on M is a fully faithful embedding.
Proof. TakeQ, Q¯ ∈ Perv(M, k). The natural homomorphism from the space
of equivariant homomorphismsQ→ Q¯ to non-equivariant homomorphisms
can be identified with the homomorphism
H0T (RHom(Q, Q¯))→ H0(RHom(Q, Q¯))
from equivariant to non-equivariant hypercohomology.
We will make repeated use of the following easy homological fact: if
φ : C• → D• is a map of cochain complexes such that Ci = Di = 0 for i < 0,
and φ0 is an isomorphism and φ1 is an injection, then H0(φ) : H0(C•) →
H0(D•) is an isomorphism and H1(φ) : H1(C•)→ H1(D•) is an injection.
Choose an ordering F1, F2, . . . , Fr of the elements of F so that the union⋃s
j=1 SFj is closed for s = 1, . . . , r. There is a spectral sequence abutting to
H
p+q
T (RHom(Q, Q¯))with E1-term
Ep,q1 = H
p+q
T RHom(j∗FpQ, j!FpQ¯),
which maps to another spectral sequence abutting to Hp+q(RHom(Q, Q¯))
with E1-term E¯
p,q
1 = H
p+qRHom(j∗FpQ, j!FpQ¯) (see [BGS96, 3.4], for in-
stance). By the fact above, our result will follow if we can show that
(a) Ep,q1 = E¯
p,q
1 = 0 if p+ q < 0, and
(b) Ep,q1 → E¯p,q1 is an isomorphism if p + q = 0, and an injection if
p+ q = 1.
Let A = RHom(j∗FpQ, j!FpQ¯). The S -constructibility of Q, Q¯ implies
that the cohomology sheaves Hj(A) are equivariant local systems, and so
they are sums of constant sheaves by Lemma 3.5. Furthermore, we have
Hj(A) = 0 if j < 0 since Q, Q¯ are perverse. We have spectral sequences
′Ep,q2 = H
p
T (HqA)⇒ Hp+qT (A), and
′E¯p,q2 = H
p(HqA)⇒ Hp+q(A).
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These facts, along with the fact that H0T (SF ; k) → H0(SF ; k) is an isomor-
phism and H1T (SF , k) = 0 (which follows from Lemma 3.5) imply that the
map ′E → ′E¯ of spectral sequences satisfies (a) and (b). Using our homo-
logical fact again shows that (a) and (b) hold for E → E¯ as well. 
Let ICF ∈ Perv(M, k) denote the simple perverse sheaf that is theGoresky-
MacPherson extension of the equivariant constant sheaf kSF ,T [2d
F ] on SF .
Corollary 3.7. Every simple object in Perv(M, k) is isomorphic to ICF for some
F ∈ F . 
For each F ∈ F , let jF : SF → M denote the inclusion. We consider
the standard objects ∆F :=
pjF !kSF ,T [2d
F ] and costandard objects ∇F :=
pjF∗kSF ,T [2d
F ]. Adjunction gives a natural map
∆F → ∇F
with image isomorphic to ICF , and ∆F → ICF is a projective cover in the
subcategory Perv(MF , k).
Proposition 3.8. The category Perv(M, k) has enough projective objects.
Proof. The proposition is immediate from point (3) of the remarks following
Theorem 3.2.1 in [BGS96]. 
For any flat F (not necessarily in F), we have a restriction functor
RestF : D
b
T,S˘
(M, k)→ Db
TF ,S˘F
(MF , k)
given by restricting to a TF -equivariant structure, pulling back by the inclu-
sion ofMF as a normal slice to SF in M, and shifting degree up by d− dF .
(More precisely, since the identification of normal slices given by Proposi-
tion 3.1 is only equivariant for the compact torus TF,R, here wemust use the
fact that for S˘ -constructible sheaves, T -equivariance and TR-equivariance
are the same.) This functor is t-exact, and it sends S -constructible objects
to SF -constructible objects.
Finally, we will need to know the following parity vanishing statement
for our strata, which means that the theory of parity sheaves [JMW14] ap-
plies to our situation.
Proposition 3.9. The equivariant cohomology H•T (S˘F ) of any fine stratum van-
ishes in odd degrees.
Proof. This is proved in [BP09, Proposition 5.22]; although that paper as-
sumed the coefficient ring of the sheaves had characteristic zero, that as-
sumption was not needed for the proof. 
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3.4. Resolution sheaves. We identify the lattice of characters X∗(K) of K
with a subset of k∗R = R
I/VR in the usual way. Call α ∈ k∗R generic if every
element of α + VR has at least |I| − d non-zero entries. Equivalently, α is
generic if every collection ofm of the hyperplanes {xi = 0} in α+VR which
have nonempty intersection intersect in codimensionm.
For α ∈ X∗(K), we can consider the GIT quotient Mα of µ−1K (0) by
K with linearization α. If α is generic, then Mα is smooth. (For non-
unimodular arrangements it is only an orbifold.)
The construction ofMα as aGIT quotient gives rise to a natural T -equivariant
morphism pα : Mα → M. It is proper and semismall [PW07, 2.7], and an
isomorphism over the largest stratum S∅.
The following result will be proved in Section 9.6.
Proposition 3.10. For any two generic characters α, α′, there is a canonical iso-
morphism
(pα)∗kMα,T [2d]
∼= (pα′)∗kMα′,T [2d].
Let Ω denote the resulting sheaf. Since Mα is smooth and pα is semis-
mall, it is a self-dual perverse sheaf. By repeating this construction using a
resolution of the closed subvariety MF with F ∈ F , we obtain a canonical
perverse sheaf ΩF with support equal toMF .
Lemma 3.11. For any flat E, not necessarily in F , RestE(ΩF ) is isomorphic to
ΩFE , the resolution sheaf in Perv(ME , k) supported on M
F
E ⊂ME .
Proof. This follows from [PW07, 2.5], which says that any point in the stra-
tum S˘E has a neighborhood U such that p
−1
α (U) → U is homeomorphic to
ME,α¯ × T ∗CE →ME × T ∗CE , where α¯ is the restriction of α toKE . 
Combining this with Lemma 3.2 gives the following result.
Corollary 3.12. The perverse sheafΩF isS -constructible, so it lies inPerv(M, k).
3.5. Morse functors. Let ξ be a cocharacter of T and let Mξ ⊂ M denote
the ξ-fixed points ofM. Consider the functor
Φξ : D
b
T (M, k)→ DbT (Mξ, k)
defined as follows. LetM+ξ be the attracting set of ξ and f : M
ξ →M+ξ and
g : M+ξ →M be the closed inclusions. Then we define Φξ(S) := f !g∗S. This
is an example of the hyperbolic restriction functor considered in [Bra03]. In
particular [Bra03, Theorem 1] implies:
Lemma 3.13. There is a natural equivalence of functors Φ−ξ ∼= DMξ Φξ DM.
For any flat F , the subtorus TF fixes M
F . We say that a cocharacter ξ of
TF is generic if its image is not contained in TE for any E ≥ F , or in other
words, if the fixed points of ξ are exactlyMF .
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Proposition 3.14. If ξ is a generic cocharacter of TF , thenΦξ restricts to a functor
ΦF : D
b
T,S˘
(M, k)→ Db
T,S˘ F
(MF , k).
Up to a unique isomorphism, this restriction is independent of ξ.
We postpone the proof until Section 9.7.
More generally, forE ≤ F , defineΦFE : DbT (MF )→ DbT (ME) by applying
the same construction for a generic cocharacter of TFE = TE/TF .
Lemma 3.15. For any coloop-free flats E ≤ F , there is a natural isomorphism
ΦE ∼= ΦFE ΦF .
Proof. Choose generic cocharacters ξ of TF and η of T
F
E so that ΦF = Φξ
and ΦFE = Φη. Let η¯ be a lift of η to a cocharacter of TE , and consider the
cocharacter ζ := nξ + η¯ of TE . For n≫ 0, we will have M+ζ ⊂M+ξ , and we
have the following diagram:
Mξ
f //
M+ξp
oo
g //M
Mζ
f¯ // (Mξ)+ζ
p¯
oo
j //
g¯
OO
M+ζ
i
OO
q
oo
Here the first two spaces on the top row are the fixed and attracting sets for
the action of ξ on M, and the first two spaces on the bottom are the fixed
and attracting sets for the action of ζ (or equivalently η) onMξ = MF . The
maps going right and up are the inclusions, and the maps going left are the
projections given by taking limits for the action of ξ (middle column) and ζ
(left column). The center square is Cartesian (read both ways).
Using this, we have
ΦFE ◦ ΦF = f¯ !g¯∗f !g∗
≃ p¯!g¯∗p!g∗
≃ (p¯q)!(gi)∗ (base change)
= ΦE. 
Lemma 3.16. For any flats E ≤ F , we have a natural isomorphism of functors
Db
T,S˘
(M, k)→ Db
TE ,S˘
F
E
(MFE , k)
RestE ΦF ≃ ΦE,F RestE ,
whereΦE,F denotes the hyperbolic restriction functor from sheaves onME toM
F
E .
Proof. It is enough to show that under the local homeomorphismof a neigh-
borhood of a point x ∈ SE with ME × CdimSE , the attracting set M+ of a
generic cocharacter of TF is sent toM
+
E ×CdimSE , whereM+E is the attract-
ing set inME for the same cocharacter. This makes sense since TF ⊂ TE , so
this cocharacter does act onME .
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As explained in the proof of [PW07, Lemma 2.4], the projection from a
neighborhood of x to ME can be constructed as follows. Let KE ⊂ (C∗)E
be the torus defined in the same way as K using the subspace VE ⊂ ZE . It
is the intersection ofK with the coordinate subtorus (C∗)E ⊂ (C∗)I , and its
Lie algebra kE is the orthogonal space to VE,C inside C
F = Lie(C∗)F . Let
µE = µKE : T
∗CE → k∗E be the corresponding moment map.
We can choose a subset S ⊂ I rE so that the projection ofK onto (C∗)S
is surjective, with kernel exactly KE . Suppose that x is represented by a
point in
U = {[zi, wi]i∈I ∈ µ−1(0) | zi 6= 0 for all i ∈ S}.
Then for any point [zi, wi] in U there is a point [z
′
i, w
′
i] in the same K-orbit
with zi = 1 for all i ∈ S, and any two such points are in the sameKE-orbit.
Projecting this point onto the coordinates in E gives a point in µ−1E (0), so
this defines a map from U / K ⊂ M to ME . If the zi coordinate of the
representative of x is zero for some i ∈ S, then wi 6= 0 and we can replace
zi by wi in this construction.
The local projection map constructed in this way is TE-equivariant. The
required identification of a neighborhood of x in M+ with M+E × CdimSE
follows immediately. 
Corollary 3.17. For any coloop-free flat F ∈ F , the functor ΦF preserves con-
structibility by the coarse stratifications; i.e. it restricts to a functorDbT,S (M, k)→
DbT,SF (M
F , k).
Proof. Suppose that p ∈ S˘E ⊂ SE′ , so that E′ is the smallest coloop-free
flat with E ≤ E′. Then we have ME ∼= ME′ × T ∗CErE′, and for any S -
constructible object A, we have
RestE(A) ∼= pr∗2 RestE′(A)[|E′| − |E|].
Using Lemma 3.16, we see that RestE(ΦF (A)) is isomorphic to a pullback
of a sheaf fromME′ . It follows that ΦF (A) is S
F -constructible. 
3.6. Morse stalks and t-exactness. For each flat F , define a “Morse stalk”
functor Φ¯F : D
b
T,S (M, k)→ DbTF (p, k) by
Φ¯F (A) := ΦF (A)|p[− dimSF ] = RestF ΦF (A),
where p is any point in SF . Since ΦF (A) is S
F -constructible, this functor
does not depend on the choice of basepoint.
Lemma 3.18. For any F ∈ F , the functors ΦF and Φ¯F are t-exact.
In particular, Φ¯F induces an exact functor Perv(M, k) → k−mod, which
we denote by the same symbol.
Proof. Step 1: ΦI is t-exact. Let ξ be a generic cocharacter of T , and let M
+
be the corresponding attracting set. If Mα → M is a generic resolution,
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thenM+ is the image of
M+α := {x ∈Mα | lim
t→0
ξ(t) · x exists}.
Since the action of T is Hamiltonian,M+α is Lagrangian, sowe have dim(S∅∩
M+) = 12 dimS∅, and the same argument applied toM
F shows that dim(SF∩
M+) = 12 dimSF for any F ∈ F .
If p : M+ → Mξ = {0} denotes the projection, the contracting lemma
gives an isomorphism ΦI(S) ∼= p!(A|M+), so we need to show that the com-
pactly supported hypercohomology H•c(A|M+) vanishes outside of degree
0 for any perverse sheaf A. But for every stratum SF , the stalks of A|SF
vanish in degrees above − dimSF , so H•c(A|SF ) vanishes in positive de-
grees, and so the same is true of H•c(A|M+). Lemma 3.13 then shows that it
vanishes in negative degrees as well.
Step 2: The functor Φ¯F is exact for every F . This follows from the first
step using Lemma 3.16.
So we have defined exact functors Φ¯F : Perv(M) → k−mod for every
stratum SF . This set of functors is complete in the sense that A ∈ Perv(M)
is zero if and only if Φ¯F (A) = 0 for every F . Applying this to the per-
verse cohomology sheaves of an object A ∈ DbT,S (M), it follows that A is
perverse if and only if Φ¯F (A[i]) = 0 for all F and all i 6= 0.
Step 3: the general case. Take any F ∈ F , and any A ∈ Perv(M). Then
by Lemma 3.15, for any E ≤ F and any i 6= 0we have
Φ¯FEΦF (A[i])
∼= Φ¯E(A[i]) = 0,
so ΦF (A) is perverse. 
By Proposition 3.8, the functor Φ¯F is represented by a projective object
(this follows the argument of [MV87, Proposition 2.4], for instance). We de-
note this object byΠF . Observe that Φ¯F (ICF ) = k and Φ¯F (ICE) = 0 unless
F ≤ E. It follows that⊕F∈F ΠF is a projective generator of Perv(M).
4. EQUIVARIANT COMPUTATIONS
4.1. Localization of equivariant cohomology. In order to study the sheaves
ΩF and the functors Φ¯E , we will employ equivariant localization. We begin
by looking at the equivariant hypercohomology of the largest resolution
sheaf Ω = Ω∅.
Fix a resolution M˜ = Mα of M and put p = pα. The hypercohomology
H•T (Ω) is naturally identifiedwithH
•+2d
T (M˜; k). It is a module over the ring
A = H•T (pt; k), which is naturally identified with Sym(Vk), where elements
of Vk := V ⊗Z k are placed in degree two.
We describe this ring and the restriction homomorphisms to the fixed
points using the independence complex ∆ = ∆V , which is the simplicial
complex of all independent sets for the matroid M(V ). The face ring of ∆
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with coefficients in k is
k[∆] := k[ei | i ∈ I]/〈eS | S is dependent〉.
Here we use the shorthand eS :=
∏
i∈S ei for any subset S ⊂ I . We put a
grading on this ring where deg ei = 2.
The ring A maps naturally to k[∆] via the inclusion Vk →֒ kI , and for
each basis B of the matroid the composition
A→ k[∆]→ k[∆]/〈ei | i /∈ B〉
is an isomorphism, since Vk → kI → kB is an isomorphism. Composing the
inverse of this isomorphism with the projection k[∆] → k[∆]/〈ei | i /∈ B〉
gives a homomorphism
evB : k[∆]→ A.
Note that for any two bases B, B′ we have evB(eB′) 6= 0 if and only if
B = B′.
There is a natural bijection B 7→ yB between the set of bases of the ma-
troid of V and the set of T -fixed points of M˜ = Mα, defined as follows.
For a basis B, consider the set of points {(zi, wi)}i∈I ∈ µ−1(0) satisfying
zi = wi = 0 when i ∈ B and exactly one of zi, wi is nonzero when i /∈ B. It
contains 2|IrB| orbits ofK , and exactly one of them is α-semistable. Let yB
be the image of this orbit in M˜.
Proposition 4.1 ([Kon99]). There is a natural isomorphism
H•T (M˜; k)
∼= k[∆].
Under this isomorphism the restriction homomorphism
H•T (M˜; k)→ H•T (yB; k) ∼= A
is identified with evB .
More generally, the T -equivariant cohomology of a resolution M˜F of a
stratum closure MF is isomorphic to k[∆F ] ⊗AF A, where ∆F is the inde-
pendence complex of V F , and AF = Sym(V Fk ).
Remark 4.2. This result implies that the ordinary cohomology H•(M˜; k)
vanishes in odd degrees, and using Lemma 3.11 it follows that the coho-
mology sheaves of a resolution sheaf ΩF vanish in odd degrees. Since ΩF
is isomorphic to its Verdier dual, we see that it is a parity sheaf in the sense
of [JMW14]. (As noted before, Proposition 3.9 is needed in order for the
theory of [JMW14] to apply.)
4.2. Localization of Morse groups. We continue with the notation and as-
sumptions of the previous section. In this section we use equivariant local-
ization to study the effect of the hyperbolic restriction ΦF on the resolution
sheafΩ = Ω∅. To avoid shifts in our formulas, we putΩ′ = p∗kM˜ = Ω[−2d].
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Fix a choice of generic cocharacter ξ of TF , so that the fixed point set
Mξ is MF . Let M+ ⊂ M be the corresponding attracting subset, and put
M˜+ = p−1(M+).
Since p : M˜→M is proper, we have a natural isomorphism
H•T (ΦF (Ω
′)) = H•T (f
!g∗Ω′) ∼= H•T (f˜ !kM˜+,T ) = H•T (M˜+, M˜+ r p−1(MF ); k),
where f˜ : p−1(MF ) → M˜+ is the inclusion. Restriction induces an isomor-
phism
H•T (M˜; k)
∼= H•T (M˜+; k),
since M˜ and M˜+ both deformation retract onto the compact core p−1(MI).
Combining these, we get a restriction homomorphism
ρF : H
•
T (ΦF (Ω
′))→ H•T (M˜+; k) ∼= H•T (M˜; k).
Our next result describes its image.
In order to state the result, we must first describe the components of the
fixed locus M˜ξ . Consider the cocharacter ξ as a linear function on VR and fix
a lift ξ˜ : RI → R. Consider the subsets S ⊂ I such that ξ˜ takes a single value
on H˜S := (V + α) ∩RIrS (in particular, H˜S is nonempty). Let F˜1, . . . , F˜r be
the smallest subsets with this property, ordered by increasing ξ˜-value. The
sets F˜i only depend on V and F ; the ordering depends on α and ξ but not
on ξ˜.
Example 4.3. Take I = {1, 2, 3, 4}, and let V ⊂ ZI be spanned by (1, 0, 1, 1)
and (0, 1, 1, 1). If we take F = {3, 4}, then one choice for ξ is the restriction
of ξ˜ = x3 to V . If α = (0, 1, 2, 3), then we have F˜1 = {4}, F˜2 = {3}, and
F˜3 = {1, 2}.
For each j, let M˜j be the subvariety of M˜ defined by the equations zi =
wi = 0 for i ∈ F˜j . Then M˜j is a connected component of the fixed locus
M˜ξ , and every component appears this way. If Fj is the completion of F˜j
to a flat of V , then M˜j is a resolution of the hypertoric variety M
Fj ⊂ MF .
Note that in generalMFj 6= MF .
Let M˜+j be the attracting set for M˜j , so M˜
+ =
∐
j M˜
+
j . Our choice of
ordering ensures that M˜+≤s :=
∐s
j=1 M˜
+
j is closed in M˜
+ for 1 ≤ s ≤ r.
Theorem 4.4. The homomorphism ρF is injective, and its image is a free A-
submodule. Under the identification H•T (M˜; k)
∼= k[∆] the image is the direct
sum of the monomial ideals
Ij := eF˜jk[∆]
∼= k[∆Fj ]⊗AFj A(−2rj), (1)
where rj = |F˜j |.
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We will only need the full generality of this result in the proof of The-
orem 6.4 below. The special case F = I is more important, as it gives a
combinatorial description of our exact functors Φ¯F on resolution sheaves.
In this case, {F˜1, . . . , F˜r} is just the set of all bases of V , and M˜ξ consists of
isolated points. Thus we get the following result.
Corollary 4.5. The hypercohomology Hi(ΦI(Ω)) vanishes if i 6= 0; in particular,
the forgetful map H0T (ΦI(Ω))→ H0(ΦI(Ω)) = Φ¯I(Ω) is an isomorphism.
The map ρI followed by restriction to fixed points gives an injective map
H•T (ΦI(Ω))→ H•+2dT (M˜T ; k),
whose image is the free A-submodule generated by eB for every basis B of V .
Applying this to the normal slice to a stratum closure, for any flats E ≤
F in F , we get an identification of Φ¯E(ΩF ) with the free k-module BFE
spanned by eB for all bases B of V
F
E .
Proof of Theorem 4.4. Each set F˜j is independent for V , but for any j 6= j′, the
set F˜j ∪ F˜j′ is dependent. This implies that Ij and Ij′ have no monomials
in common, and so the sum is direct.
A nonzero monomial in Ij is the product of eF˜j , a nonzero monomial in
k[∆Fj ] and an arbitrary monomial in the ei, i ∈ F˜j . Thus multiplication by
e
F˜j
gives an injective map of AFj -modules k[∆Fj ] → Ij(2rj). The induced
map k[∆Fj ]⊗
AFj
A→ Ij(2rj) is still injective since k[∆] is a free A-module.
The isomorphism (1) follows because both sides have the same Hilbert se-
ries.
Let q : M˜+ →Mξ be the composition of p|
M˜+
: M˜+ →M+ with the limit
map M+ → Mξ . We get an isomorphism ΦF (Ω′) ∼= q!kM˜+,T using the
contracting lemma (either Lemma 9.6 below, or the more standard version
for algebraic torus actions is sufficient).
Let cj : M˜
+
j → M˜+ and dj : M˜≤j → M˜+ be the inclusions. Since the
action of T is symplectic and codim M˜j = 2rj , the attracting set M˜
+
j is an
Arj -bundle over M˜j . Thus we have an isomorphism
H•T (q!(cj)!kM˜+j ,T
) ∼= H•−2rjT (M˜j ; k).
In particular this implies that these groups vanish in odd degrees, so an
induction using the triangle
(cj)!kM˜+j ,T
→ (dj)!kM˜+
≤j
,T
→ (dj−1)!kM˜+
≤j−1,T
[1]→ (2)
gives an isomorphism of graded A-modules
H•T (ΦFΩ
′) ∼=
r⊕
j=1
H
•−2rj
T (M˜j ; k). (3)
18 TOM BRADEN AND CARL MAUTNER
In particular H•T (ΦFΩ
′) is a free A-module.
Define M˜> := M˜+rp−1(Mξ). It has no T -fixed points, so its equivariant
cohomologyH•T (M˜
>; k) is torsion as an A-module. It follows that the long
exact sequence
→ H•T (ΦFΩ′)→ H•T (M˜+; k)→ H•T (M˜>; k)→
breaks into short exact sequences.
So to prove the theorem it will be enough to show that kernel of the
composition
k[∆] ∼= H•T (M˜+; k)→ H•T (M˜>; k)
is
⊕
j eF˜j
k[∆]. To see that e
F˜j
is in the kernel, recall that the isomorphism
of Proposition 4.1 is induced by the Kirwan homomorphism
k[ei | i ∈ I] ∼= H•(C∗)I (T ∗CI ; k)→ H•(C∗)I (µ−1K (0)ss; k)
∼→ H•T (M˜; k),
where µ−1K (0)
ss is the set of α-semistable points in µ−1K (0). It is easy to check
that (C∗)F˜j acts freely on the preimage of M˜> ⊂ M˜r M˜j in µ−1K (0), and so
e
F˜j
restricts to zero there.
For the other inclusion, just note that the isomorphisms (1) and (3) imply
that
⊕
j Ij and H
•
T (ΦFΩ
′) have the same Hilbert series. 
4.3. Faithfulness of hypercohomology and Morse cohomology. In this
section and for the remainder of the paper we will assume that V has no
coloops, or in other words that I ∈ F . This is purely for convenience; all of
the statements hold in the general case with suitable modifications.
Proposition 4.6. The global equivariant hypercohomology functor H•T and the
functor Φ¯I are faithful on resolution sheaves. In other words, for any E,F ∈ F ,
we have injections
Hom(ΩE ,ΩF )→ HomA(H•T (ΩE),H•T (ΩF ))
= HomA(k[∆
E ]⊗AE A, k[∆F ]⊗AF A)
and
Hom(ΩE,ΩF )→ Homk(Φ¯I(ΩE), Φ¯I(ΩF )) = Homk(BEI ,BFI ).
As a result we will be able to describe the ring End(
⊕
F Ω
F ) by studying
its action on
⊕
E≤F BFE .
The proof will be based on the following result. Let X be a T -variety
endowed with a T -invariant stratification S . For each S ∈ S , let jS : S →
X be the inclusion.
Lemma 4.7. Suppose that for each S ∈ S the equivariant cohomologyH•T (S; k))
vanishes in odd degrees, and that objects B,C ∈ DbT,S (X; k) satisfy the following
for every S ∈ S :
(a) the cohomology sheaves of j∗S(B) are constant and vanish in odd degrees,
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(b) the restriction H•T (B)→ H•T (j∗SB) is surjective,
(c) the natural map H•T (j
!
SC)→ H•T (j∗SC) is injective.
Then taking hypercohomology induces an injection
Hom(B,C)→ HomH•
T
(pt)−mod(H
•
T (B),H
•
T (C)).
Proof. Take a map ψ : B → C inducing the zero map H•T (B) → H•T (C). We
prove by induction on |S | that ψ = 0. If |S | = 1, so X is a single stratum,
then this follows from [BP09, Lemma 5.5(c)] (this is where we need the
hypothesis thatH•T (S; k)) vanishes in odd degrees).
If |cS| > 1, let S ∈ S be closed in X, and set U = X r S. Then B|U and
C|U also satisfy (a), (b) and (c), so we have ψ|U = 0. This implies that ψ
factors as
B → jS∗j∗SB → jS!j!SC → C
where the first and last maps are the adjunctions and the middle map is the
pushforward of a map
ψS ∈ Hom(j∗SB, j!SC) = H0T (j!SRHom(B,C)).
Composing ψS with the natural map j
!
SC → j∗SC gives the restriction map
j∗S(ψ) : j
∗
SB → j∗SC . But our assumption (b) and the fact that H•T (ψ) = 0
imply that j∗S(ψ) induces the zero map H
•
T (j
∗
SB) → H•T (j∗SC), and so (c)
implies that ψS also gives the zero map on hypercohomology. Another
application of the one-stratum case of the Lemma shows that ψS = 0, and
so ψ = 0, as desired. 
Proof of Proposition 4.6. If amap φ : ΩE → ΩF induces the zeromap Φ¯I(ΩE)→
Φ¯I(Ω
F ), then the equivariant mapH•T (ΦI(Ω
E))→ H•T (ΦI(ΩF )) is also zero.
By Corollary 4.5, the map ρI : H
•
T (ΦI(Ω
F )) → H•T (ΩF ) is a map of free
graded H•T (pt)-modules which becomes an isomorphism when tensored
with the quotient field. It follows that φ induces the zero map H•T (Ω
E) →
H•T (Ω
F ). Thus we only have to show that HT is faithful. We will prove
this by showing that the hypotheses of Lemma 4.7 hold for the resolution
sheaves ΩF and the fine stratification {S˘F }. It is enough to consider the
sheaf Ω = Ω∅.
Property (a) holds for Ω by Corollary 3.12 and Remark 4.2.
Next we show that Ω satisfies (b), or in other words that the restriction
H•T (Mα)→ H•T (p−1α (S˘F ))
is surjective, where we fix a choice of resolution pα : Mα → M. In fact, we
claim that the composition of this map with the Kirwan homomorphism
κ : k[ei | i ∈ I] = H•(C∗)I (T ∗CI)→ H•T (Mα)
is surjective.
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By [PW07, 2.5], any fiber p−1α (x) is isomorphic as a TF -variety to the cen-
tral fiber of the hypertoric resolution MF,α¯ → MF , which in turn is ho-
motopy equivalent to MF,α¯. Under this isomorphism, the Kirwan homor-
phism
κF : k[ei | i ∈ F ]→ H•TF (MF,α¯)
is sent to the restriction of κ to k[ei | i ∈ F ] followed by the pullback to
p−1α (x).
We have a spectral sequence
Epq2 = H
p
T/TF
(S˘F )⊗k HqTF (p−1α (x))⇒ H
p+q
T (p
−1
α (S˘F )).
The argument of [BP09, Proposition 5.22] shows that under the Kirwan ho-
momorphism k[ei | i /∈ F ] surjects onto the first term and we have seen that
k[ei | i ∈ F ] surjects onto the second, so k[ei | i ∈ I] surjects onto the E2
page. Thus the spectral sequence degenerates for parity reasons, and the
claim follows.
To see that (c) holds, we first consider the case of the smallest stratum SI .
In that case, the contracting lemma identifies the homomorphismH•T (j
!
IΩ)→
H•T (j
∗
IΩ) with the natural homomorphism H
•
T,c(Mα) → H•T (Mα). To see
that it is injective, it is enough to show that the localization mapH•T,c(Mα)→
H•T (M
T
α ) is injective. This holds by equivariant formality: since H
•
c (Mα)
vanishes in odd degrees,H•T,c(Mα) is a free A-module.
To see that (c) holds for arbitrary F , we use [BP09, Lemma 5.5(a)]. This
result implies that H•T (j
!
SΩ) → H•T (j∗SΩ) is a map of free R := H•T (SF )-
modules, and tensoring over R with AF = H
•
T (Tx) for any x ∈ SF gives
the homomorphism in hypercohomology induced by (j!SΩ)|Tx → (j∗SΩ)|Tx.
So it is enough to see that this second map is injective. But taking a normal
slice, this is identified with the same map for the smallest stratum in MF ,
so we are reduced to the previous case. 
4.4. Poincare´-Verdier dual pairing. For any flats E ≤ F , we have a nat-
ural nonsingular pairing on Φ¯E(Ω
F ) induced by Poincare´-Verdier duality.
For simplicity, let us assume that E = I ; the general case proceeds by re-
stricting to a transverse slice. Fix a generic cocharacter ξ of T , so that Φ¯I is
the hypercohomology of the hyperbolic restriction Φξ . Using the identifi-
cations Φξ ∼= Φ−ξ, DΩ ∼= Ω and Lemma 3.13, we have
Φ¯I(Ω
F ) = H0(Φξ(Ω
F )) ∼= H0(Φξ(DΩF ))
∼= H0(DΦ−ξ(ΩF )) ∼= H0(DΦξ(ΩF )) = Φ¯I(ΩF )∗.
This gives the required pairing Φ¯I(Ω
F )× Φ¯I(ΩF )→ k.
We wish to describe this pairing in terms of the localized basis provided
by Corollary 4.5. To do this, it will be useful to have a slightly different de-
scription of the Morse functor. Let M+ be the attracting set of the cochar-
acter ξ, so ΦI = f
!g∗ where f : Mξ → M+ξ and g : M+ξ → M are the in-
clusions. Then [Bra03] implies that this functor is naturally isomorphic to
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f∗−g
!
−, where f− : M
ξ → M+−ξ and g− : M+−ξ → M are the inclusions. Then
we have an isomorphism
Φ¯I(Ω) ∼= H0(f∗−g!−Ω) ∼= H0(g!−Ω) ∼= H2d(M˜, M˜r p−1(M+−ξ); k)
∼= H2dT (M˜, M˜r p−1(M+−ξ); k).
Proposition 4.8. Using the basis eB for Φ¯E(Ω
F ) provided by Corollary 4.5, the
pairing is given by
〈eB , eB′〉 = (−1)dδB,B′ ,
Proof. The pairing can be computed as the cup product
H2dT (M˜, M˜r p
−1(M+ξ ))×H2dT (M˜, M˜r p−1(M+−ξ))→ H4dT (M˜, M˜r p−1(0))
(taking coefficients in k and using the isomorphism between Φ¯ξ and Φ¯−ξ
given by Proposition 3.14), followed by the integration for compactly sup-
ported cohomology. The integral can be computed using the Atiyah-Bott-
Berline-Vergne localization theorem:∫
[M˜]
α =
∑
y=yB∈M˜T
αy
eT (Ny(M˜))
where α ∈ H4dT (M˜, M˜ r p−1(0); k) and eT (Ny(M˜)) is the equivariant Euler
class of the tangent space to M˜ at y. Since the tangent space at a fixed point
yB is symplectic, the weights appear in pairs {α,−α}, and the restriction of
eB to this point will contain one weight from each such pair. Thus we have
eT (NyB (M˜)) =
∏
i∈B
[−evB(ei)2] = (−1)devB(eB)2.
The proposition follows. 
5. HOMOMORPHISMS BETWEEN RESOLUTION SHEAVES
The main result of this section is an explicit description of the algebra
R = End(⊕F∈FΩF ); we show that it is isomorphic to the algebra gen-
erated by a certain set of concrete linear operators on the k-vector space
B :=⊕E,F∈F BFE , where BFE = Φ¯EΩF . This is possible because Proposition
4.6 says that R acts effectively on this space. (Indeed it even acts effectively
on the smaller space
⊕
F BFI , but it will be important for us to use the whole
space B.)
5.1. Homomorphisms to and from the point sheaf. Wefirst study a part of
our algebra that is easier get a hold of, namely the subspaces Hom(ΩF ,ΩI)
andHom(ΩI ,ΩF ). Since these sheaves have support contained inMF ⊂M,
we can assume without loss of generality that MF = M, or in other words
F = ∅. We put Ω = Ω∅ for the resolution sheaf with maximal support.
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Homomorphisms to and from ΩI can be computed by adjunction:
Hom(Ω,ΩI) = H0(j∗IΩ)
∗, Hom(ΩI ,Ω) = H0(j!IΩ).
Furthermore, fixing an isomorphism of Ωwith its Verdier dual, we have an
isomorphism between these two vector spaces.
By Proposition 4.6, theseHom spaces inject into the spaces of linear maps
between B∅I = Φ¯I(Ω) and BII = Φ¯I(ΩI) = k. We let U∅I denote the subspace
of B∅I obtained as the image of Hom(ΩI ,Ω). The image of Hom(Ω,ΩI) in
(B∅I )∗ is then given by pairing with elements of U∅I , using the pairing con-
structed in Section 4.4.
It follows that the orthogonal space (U∅I )⊥ under the pairing is the kernel
of the natural homomorphism
Φ¯IΩ→ H0(j∗IΩ) ∼= H0(Ω) = H2d(M˜; k)
where the middle isomorphism comes from the contracting lemma. This
map factors as
Φ¯IΩ →֒ H2dT (M˜; k)։ H2d(M˜; k);
the first map is an injection by Corollary 4.5 and the secondmap is a surjec-
tion by equivariant formality. The kernel of the second map is the degree
2d component of the ideal generated by H2T (pt) = A2.
5.2. Edge classes. Using this, we can produce the following obvious ele-
ments in (U∅I )⊥, which we call “edge classes”. An edge of V is an inde-
pendent set with d − 1 elements; every edge can be obtained by removing
a single element from a basis. For an edge X, the subset HX ⊂ V corre-
sponds to a rank 1 flat E; in other words, we have HX = HE . Let v be a
generator of HE and define
αX := v · eX ∈ k[∆],
where we consider v as an element of k[∆]2 via the map A→ k[∆].
If we write v =
∑
i∈I aiei, then ai 6= 0 if and only if Bi = X ∪ {i} is a
basis. Therefore αX is squarefree, so it lies in B∅I . Since v is in A>0, the class
αX lies in (U∅I )⊥.
Proposition 5.1. The classes αX span (U∅I )⊥.
Proof. Fix a total ordering of the index set I . The induced lexicographic or-
der≺ on the set of bases gives a shelling of the matroid complex∆ [Bjo¨92].
Let B¯ ⊂ B∅I be the subspace spanned by the monomials eB such that for
every i ∈ B, there exists j < i such that B′ = (B r {i}) ∪ {j} is a basis (and
so B′ ≺ B). In matroid terminology, this says that every element of B is
“internally passive.”
These basesB are exactly themaximal simplices of∆ all of whose bound-
ary faces appear earlier in the shelling. This implies that B¯ maps isomor-
phically to k[∆]/A>0k[∆] = H
2d(M˜; k). Thus it will be enough to show that
the edge classes αX together with B¯ span B∅I .
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To see this, note that if eB /∈ B¯, then there is some i ∈ B such that no
smaller basis is obtained by replacing i with another element, so αBri is
a linear combination of {eB′ | B  B′}, and the coefficient of eB is non-
zero. 
5.3. Extending homomorphisms from slices. Using these subspaces, we
can reconstruct the whole endomorphism algebra of
⊕
F Ω
F in the follow-
ing way.
Consider flats E ≤ F ∈ F . Lemma 3.11 says that the restriction of ΩF to
a transverse slice toM at the stratum SE , is (up to a shift) isomorphic to the
resolution sheaf ΩFE . We will construct extension maps
Ξ: Hom(ΩEE ,Ω
F
E)→ Hom(ΩE,ΩF ),
Ξ′ : Hom(ΩFE,Ω
E
E)→ Hom(ΩF ,ΩE)
which are right inverses to the maps obtained by restriction.
Without loss of generality, we may assume that F = ∅, since the general
case follows by pushing forward along the inclusionMF →M.
The construction of our maps arises from factoring a resolution of the
singular varietyM through a carefully chosen partial resolution, which we
now describe.
The set of generic GIT parameters in X∗(K) = ZI/V ⊂ RI/VR is the
intersection of the lattice ZI/V with the complement of a hyperplane ar-
rangement known as the discriminantal arrangement [BB97]. Consider the
space of characters which are trivial on the subtorusKE = K∩(C∗)E , which
can be identified with the sublattice ZIrE/V E ⊂ ZI/V . Unless E = ∅ (in
which case the construction is trivial), there will be no generic characters
in this sublattice. But we can choose a character β ∈ ZIrE/V E which is
generic when considered as a character of KE := K/KE ⊂ (C∗)IrE . This
means that every element of β + V ER has at least |I r E| − rkV E non-zero
entries indexed by elements of I r E.
We then choose a generic character α ∈ ZI/V so that the chamber of
the discriminantal arrangement in RI/VR which contains α contains β in
its closure.
To see an example of the choice of α and β, let V ⊂ Z4 = Z{1,2,3,4} be
spanned by (1, 0, 1, 1) and (0, 1, 1, 1). If we take the flat E = {3, 4}, then
one possible choice of β is (1, 0, 0, 0). A compatible choice of generic α is
(1, 0, 0,−2), but (1, 0, 0, 2) is not compatible, although it is generic (in fact
the closure of its chamber does not contain any suitable β).
By [Tha96, 3.2], there is a map q : Mα → Mβ such that pβq = pα. It is
proper and semi-small.
Lemma 5.2. These spaces and maps have the following properties:
(a) (pβ)
−1(ME) can be identified with the resolution MEβ of M
E defined by
the GIT parameter β ∈ ZIrE/V E ,
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(b) q−1(MEβ ) → MEβ is a fiber bundle whose fibers are TE-equivariantly
isomorphic to the fiber over o of the resolution ME,α¯ → ME , where
α¯ = α|KE and o ∈ME is the cone point, and
(c) there is a neighborhood U of the stratum SE ⊂M such that restricting pβ
gives a homeomorphism (pβ)
−1(U)→ U .
Proof. The key idea is to view Mα and Mβ as iterated symplectic reduc-
tions. The reduction of T ∗CI by KE = K ∩ (C∗)E with GIT parameters 0
and α¯ gives the resolution
pE : T
∗CIrE ×ME,α¯ → T ∗CIrE ×ME
of the affine hypertoric variety T ∗CIrE ×ME . The map pE is equivariant
for the residual action of (C∗)I/KE ; we will reduce both spaces further by
the action of the subtorusKE = K/KE .
The moment map for T ∗CI induces moment maps for KE making the
following diagram commute:
T ∗CIrE ×ME,α¯ pE //
µ¯E
((❘❘
❘❘❘
❘❘
❘❘❘
❘❘❘
❘❘
T ∗CIrE ×ME
µ¯

(kE)∗
Since β is trivial on KE , it gives a K
E-equivariant structure on the trivial
line bundle over T ∗CIrE ×ME . On the other hand, the action ofK on the
trivial line bundle over T ∗CI determined by α decends to an action of KE
on the induced line bundle on T ∗CIrE ×ME,α¯. We have corresponding
subsets of semistable points, which satisfy
µ¯−1E (0)
ss = p−1E (µ¯
−1(0)ss). (4)
The map q : Mα →Mβ can then be identified with the map
µ¯−1E (0)
ss/(K/KE)→ µ¯−1(0)ss/(K/KE)
induced by pE .
Using this identification, the variety (pβ)
−1(ME) is obtained as the image
of T ∗CIrE × 0 ⊂ T ∗CI under the two reductions which produceMβ .
Reducing this subvariety byKE with parameter β|KE = 0 gives T ∗CIrE×
{o}. Restricting µ¯ to this subspace gives themoment map for theKE-action
on T ∗CIrE , so we have an isomorphism (pβ)
−1(ME) ∼= MEβ , giving (a).
The statement (b) now follows using (4) and our commutative diagram.
The map p−1β (SE) → SE is thus an isomorphism, so in a neighborhood of
SE the fibers are zero-dimensional. Since the fibers are connected, pβ is a
bijection over a neighborhood of SE , giving (c). 
Now we can use our partial resolution to define the maps Ξ, Ξ′. Push-
ing the sheaves Ω˜ := q∗kMα,T [dimMα] and Ω˜
E := kME
β
,T [dimM
E
β ] forward
fromMβ toM gives Ω
∅ = ΩF and ΩE , respectively.
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Since Ω˜ and Ω˜E are locally constant on the smooth and simply-connected
subvarietyMEβ ⊂ Mβ , RHom(Ω˜, Ω˜E) and RHom(Ω˜E, Ω˜) are constant local
systems on MEβ extended by 0. As a result, restricting to a normal slice
to MEβ at a point of p
−1
β (SE) and identifying the slice with ME , we get
isomorphisms:
HomMβ(Ω˜
E , Ω˜)
r−→ HomME (ΩEE,Ω∅E),
HomMβ(Ω˜, Ω˜
E)
r′−→ HomME (Ω∅E,ΩEE).
Then we define Ξ = pβ∗ ◦ r−1 and Ξ′ = pβ∗ ◦ (r′)−1.
Remark 5.3. To be precise, here we are implicitly using Proposition 3.6 to
pass between equivariant and non-equivariant perverse sheaves.
Remark 5.4. In this construction, the fact that the resolution sheaves are
independent of the choice of resolutionMα is essential, since not all α will
lie in a chamber adjacent to an appropriate β.
5.4. Relationwith convolution algebra. In this section, which is not needed
for the rest of the paper, we explain how the extension maps Ξ and Ξ′ can
be obtained in the well-known presentation due to Ginzburg [CG97] of en-
domorphisms of pushforward sheaves as Borel-Moore homology of a con-
volution variety. We will consider Ξ only, but the same argument applies
to Ξ′ with only minor modifications.
We continue with the notation of Lemma 5.2. We consider the commuta-
tive diagram
Z ′
ι //
  ❅
❅❅
❅❅
❅❅
❅❅
Z
π1

π2 //MEβ
j
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
pE
β

Mα q
//Mβ pβ
//M
where j is the inclusion resulting from the identification of (pβ)
−1(ME)
withMEβ , p
E
β is the projectionM
E
β →ME followed by the inclusion intoM,
and Z and Z ′ are the convolution varieties
Z = Mα ×M MEβ , Z ′ = Mα ×Mβ MEβ .
The maps π1 and π2 are the natural projections, and ι is the induced inclu-
sion.
Both Z and Z ′ are pure of dimension (d+ dE)/2. In fact, Z is Lagrangian
inMα×MEβ , and Z ′ is the union of the irreducible components of Z which
surject ontoMEβ .
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Then using the properness of pEβ and the fact that the rectangle is Carte-
sian, we have natural isomorphisms
Hom(ΩE ,ΩF ) ∼= Hom(pEβ!kME
β
, pα∗kMα [d− dE ])
∼= Hom(kME
β
, (pEβ )
!pα∗kMα [d− dE ])
∼= Hom(kME
β
, π2∗π
!
1kMα [d− dE ])
∼= H0(π!1kMα [d− dE]) ∼= H−d−d
E
(DkZ)
∼= HBMd+dE (Z),
where the penultimate isomorphism comes from π!1kMα
∼= (DkZ)[−2d].
Applying the same argument to the resolutions q and j gives an isomor-
phism
Hom(Ω˜E, Ω˜) ∼= HBMd+dE (Z ′),
and under these isomorphisms pushing forward by pβ is identified with
the pushforward HBM
d+dE
(Z ′) → HBM
d+dE
(Z). In the same way we get an iso-
morphism
Hom(ΩEE,Ω
F
E)
∼= HBMdE (Y ),
where Y is the fiber over o ofME,α¯ →ME .
Since j is an inclusion, we have Z ′ ∼= q−1(MEβ ), so by Lemma 5.2, it is a
fiber bundle over MEβ ⊂ Mβ with fiber Y . Since MEβ is simply connected,
we get a bijection Zj 7→ Yj between irreducible components of Z ′ and irre-
ducible components of Y , given by intersecting with q−1(x) ∼= Y for some
x ∈MEβ .
Putting this together, we have proved the following.
Proposition 5.5. Applying Ξ to the map ΩEE → ΩFE corresponding to [Yj] ∈
HBMdE (Y ) gives the map Ω
E → ΩF corresponding to [Zj ] ∈ HBMd+dE (Z).
This description ofΞ is in someways simpler than the definitionwe have
used; the main advantage of our approach is that it leads to a formula in
terms of equivariant localization, given in Theorem 5.9 below.
5.5. Cellular basis for R.
Theorem 5.6. For any two flats E,F ∈ F , the map⊕
D≤E∧F
Hom(ΩDD,Ω
F
D)⊗Hom(ΩED,ΩDD) −→ Hom(ΩE ,ΩF ) (5)
given by f ⊗ g 7→ Ξ(f) ◦ Ξ′(g) is an isomorphism.
Proof. This follows from a triangularity argument, based on the following
easy facts:
(a) a homomorphism in the image of the termHom(ΩDD,Ω
F
D)⊗Hom(ΩED,ΩDD)
is zero outside ofMD = SD,
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(b) the map
Hom(ΩDD,Ω
F
D)⊗Hom(ΩED,ΩDD)→ Hom(ΩED,ΩFD)
obtained by restricting the Dth component of (5) to a transverse
slice to SD (which we identify withMD) is just composition of mor-
phisms, and
(c) themap in (b) is an injection, whose image is the subspaceHomo(Ω
E
D,Ω
F
D) ⊂
Hom(ΩED,Ω
F
D) ofmorphisms supportedon the smallest stratum {o} =
SD ∩MD in MD. This holds because, if we let j : {o} →MD be the
inclusion, we have natural isomorphisms
Homo(Ω
E
D,Ω
F
D)
∼= H0(j!RHom(ΩED,ΩFD)) ∼= H0(RHom(j∗ΩED, j!ΩFD)).
To show that (5) is injective, take an element in the kernel. If the terms
corresponding to all flats D′ > D are zero, then facts (a) and (c) imply
that the term corresponding to D must also vanish, and so all of the terms
vanish.
To see that it is surjective, suppose that a homomorphismφ ∈ Hom(ΩE,ΩF )
is not in the image and has the smallest number of strata in its support
among homomorphisms with this property. Let D be a maximal stratum
in the support. Then property (c) implies that we can choose an element
in Hom(ΩDD,Ω
F
D) ⊗ Hom(ΩED,ΩDD) whose image agrees with φ on a slice to
SD. Subtracting this from φ gives a morphism with smaller support which
is not in the image, a contradiction. 
Corollary 5.7. The algebra R = End(
⊕
F Ω
F ) is generated by all maps Ξ(f),
Ξ′(g) where E ≤ F , f ∈ HomME(ΩEE ,ΩFE), g ∈ HomME (ΩFE ,ΩEE).
Corollary 5.8. For any flats E,F1, F2 ∈ F with E ≤ Fi, i = 1, 2, the map
HomM(Ω
F1 ,ΩF2)→ HomM(ΩF1E ,ΩF2E )
obtained by restricting to a normal slice to SE is a surjection.
5.6. Combinatorial description of R. We now give a combinatorial de-
scription of the algebra R = End(
⊕
F Ω
F ). By Proposition 4.6, the action
of R on B is faithful, so Corollary 5.7 gives an isomorphism of R with the
subalgebra of Endk(B) generated by the actions of maps of the form Ξ(f),
Ξ′(g). We therefore need to compute how these elements act.
Define an associative product ∗ on B as follows. If eB ∈ BFE and eB′ ∈
BF ′E′ , then
eB ∗ eB′ =
{
eB∪B′ ∈ BFE′ if E = F ′
0 otherwise.
This makes sense because if B is a basis of V FE and B
′ is a basis of V EE′ , then
B ∪ B′ is a basis of V FE′ . We can also define adjoint operations ⊣ and ⊢ to
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left and right multiplication by
eB ⊣ eB′ =
{
(−1)|B|eB′rB ∈ BEE′ if F = F ′, E′ ≤ E and B ⊂ B′
0 otherwise.
eB ⊢ eB′ =
{
(−1)|B′|eBrB′ ∈ BE′E if F = F ′, E ≤ E′ and B′ ⊂ B
0 otherwise.
Theorem 5.9. Take u ∈ UFE and let fu ∈ Hom(ΩEE ,ΩFE), gu ∈ Hom(ΩFE,ΩEE)
be the corresponding morphisms. Then the actions of Ξ(fu) and Ξ
′(gu) on B are
given by
Ξ(fu) · x = u ∗ x
Ξ′(gu) · x = u ⊣ x.
Proof. We only need to show the first formula, since the second will follow
using Poincare´-Verdier duality. In addition, we can assume that F = ∅.
We use the varieties Mα and M
E
β ⊂ Mβ and the sheaves Ω˜, Ω˜E defined
in Section 5.3. Let h = r−1(fu) : Ω˜
E → Ω˜ be the map which restricts to fu
on a normal slice to MEβ at y ∈ SE . Restricting to fixed points and taking
hypercohomology, we get an induced homomorphism
H•T ((M
E
β )
T ; k)→ H•+2dET (q−1((MEβ )T ); k)→ H•+2dET ((Mα)T ; k)
of H•T (Mβ; k)-modules, which we denote h∗. Let B be a basis of V
E , so
yB is a fixed point in M
E
β . We need to show that h∗(eB) = u ∗ eB , where
we identify eB ∈ H•T (MEβ ; k) = k[∆E] with its restriction to the fixed point
locus.
The fiber bundle q−1(MEβ ) → MEβ is not in general trivial, but it does
have invariant sections. For each basis B′ of VE , letM
B′
α ⊂ Mα be the sub-
variety defined by setting zi = wi = 0 for all i ∈ B′. ThenMB′α projects iso-
morphically ontoMEβ , and the union of theM
B′
α over all B
′ is the TE-fixed
locus in q−1(MEβ ). Furthermore, we have q
−1(yB) ∩MB′α = {yB∪B′}, and
although the identification of q−1(yB)with the central fiber ofME.α¯ →ME
provided by Lemma 5.2(b) is not canonical, under any such identification
yB′ corresponds to yB∪B′ .
Consider the class 1B ∈ H0T ((MEα )T ; k) obtained by pushing forward 1 ∈
H0T (yB ; k). Ifwe put u =
∑
B′∈Bas(VE)
cB′eB′ , then the previous discussion
implies that
h∗(1B)−
∑
B′
cB′eB′ ∈ H•+2dET ((Mα)T ; k) (6)
becomes zero after passing to TE-equivariant cohomology.
Now, to compute h∗(eB), we use the fact that h∗ is a map of H
•
T (Mβ ; k)-
modules. Suppose that for each i ∈ IrE there exists a class e′i ∈ H2T (Mβ; k)
which pulls back to the classes ei on both M
E
β and Mα. Then we get
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h∗(eB) = eBh∗(1B), so the theorem would follow if we knew that (6) is
zero. But this follows easily from the fact that h∗(eB) is a linear combina-
tion of eB′′ , B
′′ ∈ Bas(V ).
To construct the classes e′i, we use the construction ofMβ as the quotient
µ¯−1(0)ss/(K/KE) from the proof of Lemma 5.2. The genericity of β implies
thatK/KE acts freely on µ¯
−1(0)ss, so there is a Kirwan homomorphism
H•(C∗)I/KE (pt; k)→ H•T (Mβ; k).
Pulling back the coordinate characters of (C∗)IrB by the quotient homo-
morphism (C∗)I/KE → (C∗)IrB gives characters which, considered as ele-
ments of H2
(C∗)I/KE
(pt; k), map to the required classes e′i in H
2
T (Mβ ; k). 
Corollary 5.10. For any flats D ≤ E ≤ F in F , we have
UFE ∗ UED ⊂ UFD .
Proof. Without loss of generality we can assume that D = I . Take any
u ∈ UFE and u′ ∈ UEI , and let
Ξ(fu) : Ω
E → ΩF , Ξ(fu′) : ΩI → ΩE
be the corresponding homomorphisms of resolution sheaves. Applying Φ¯I
to the composition Ξ(fu) ◦ Ξ(fu′) sends 1 ∈ BII = k to u ∗ u′ ∈ BFI . In other
words, u ∗ u′ arises by applying Φ¯I to a homomorphism ΩI → ΩF , and so
it lies in UFI . 
5.7. Circuit classes. The description of UFE given by Proposition 5.1 is indi-
rect, since it gives a spanning set for its perpendicular space. In this section
we describe explicit classes associated to circuits which can be used to gen-
erate UFE . As a side effect, we get a smaller generating set for the algebra
End(
⊕
F Ω
F ) than the one given by Corollary 5.7.
Recall that a circuit of V is a minimal dependent set. For a circuit C , let
FC be the flat for which HFC = HC ; it is coloop-free, since VFC has a full-
rank circuit, namely C itself. The image of V ⊂ kI under the projection
kI → kC has codimension 1, so it is given by an equation∑
i∈C
bixi = 0.
Since we have assumed that V is unimodular, we can take all bi to be in
{±1}. Define a class
uC =
∑
i∈C
bieCri.
Proposition 5.11. Up to multiplication by a nonzero scalar, uC is the unique class
in U∅FC which is a linear combination of eCri, i ∈ C .
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Proof. Without loss of generality we can assume that FC = I , so the sets
C r {i} are bases for V . By Proposition 5.1, in order to show that uC ∈ U∅I
it is enough to show that 〈αX , uC〉 = 0 for every edgeX of V . We have
αX =
∑
i∈IrX
aieX∪{i}
where v :=
∑
i∈IrX aiei is a nonzero vector in HX .
If X 6⊂ C , then monomials in αX and uC are disjoint, so the pairing is
automatically zero. Otherwise, we have C = X ∪ {j, j′}. There are exactly
two bases B withX ⊂ B ⊂ C , and we get
〈αX , uC〉 = (−1)d(ajbj′ + aj′bj).
On the other hand, since v ∈ V , we have
0 =
∑
i∈C∩(IrX)
biai = ajbj + aj′bj′ .
This together with the fact that bj, bj′ ∈ {±1} gives 〈αX , uC〉 = 0. Finally,
uniqueness follows from the fact that C r {j, j′} is an edge for all j 6= j′ in
C . 
More generally, the same definition applies to V ED for any flats D ≤ E in
F ; any circuit C of this arrangement gives rise to uC ∈ UEFC .
Proposition 5.12. The space UED is spanned by classes of the form
uC1 ∗ uC2 ∗ · · · ∗ uCr , (7)
where we let F0 = E, Fℓ = FCℓ for i > 0, Cℓ is a circuit in V
Fℓ−1
D for 1 ≤ ℓ ≤ r,
and Fr = D.
Remark 5.13. In many examples, the classes uC with FC = D already span
UED . For an example where they do not, take V ′ = Z(1, 1) ⊂ Z2, and let
V = V ′×V ′ ⊂ ZI , I = {1, 2, 3, 4}. Then there are no circuits C with FC = I ,
so there are no classes uC in U∅I .
Proof. We know that these classes are in U by Corollary 5.10. Fix a total
ordering of I and give the bases of V ED the lexicographic ordering. Consider
the subspace B = BED ⊂ BED from the proof of Proposition 5.1. That proof
showed that B is complementary to (UED )⊥, so the orthogonal projection of
UED onto B is an isomorphism. Thus it is enough to find elements of the
form (7) which project to a basis of B.
Take any basis B1 with eB1 ∈ BED. We will construct an element of the
form (7) whose projection to C is eB1 plus a linear combination of eB′ for
B′ ≺ B1. Let i1 be the minimal index in B1. Since i1 is internally passive
for B1, there must be a j < i1 in F0 = E so that B
′ := (B1 r {i1}) ∪ {j} is
a basis. The set B1 ∪ B′ = B1 ∪ {j} will contain a unique circuit C1, which
must contain j.
RINGEL DUALITY FOR PERVERSE SHEAVES ON HYPERTORIC VARIETIES 31
Let F1 = FC1 . Note that the largest basis which appears with a nonzero
coefficient in uC1 is B1∩C1, so if F1 = D, we are done. Otherwise, consider
the basis B2 := B1r (B1∩C1) of V F1D . We have eB2 ∈ BF1D , so we can repeat
the process, obtaining some j < i2 = minB2 in F1 so that (B2 r {i2}) ∪ {j}
is a basis, and letting C2 be the unique circuit in B2 ∪ {j}, and F2 = FC2 .
Continuing this way, we eventually get circuits C1, . . . , Cr as in the state-
ment of the proposition, and it is easy to see that the lexicographically
largest basis appearing in uC1 ∗ uC2 ∗ · · · ∗ uCk with a nonzero coefficient
is
⋃r
ℓ=1(Cℓ r {iℓ}) = B1, as desired.
The resulting elements of UED therefore project to a triangular basis of B,
and we are done. 
Corollary 5.14. The algebraR is isomorphic to the smallest subalgebra ofEndk(B)
generated by
x 7→ uC ∗ x, x 7→ uC ⊣ x
for E ≤ F in F and all circuits C of V EF .
5.8. An example. Let us give an explicit example of the ring R. Consider
the lattice
V = Z(1, 0, 1, 1) + Z(0, 1, 1, 1) ⊂ ZI , I = {1, 2, 3, 4}.
This gives an arrangement of four lines in the plane with two of them equal.
There are three flats in F , namely ∅, I , and F = {3, 4}. The sub and
quotient arrangements are given by
V F = Z(1,−1) ⊂ Z{1,2}, VF = Z(1, 1) ⊂ Z{3,4}.
The spaces UEF ⊂ BEF are as follows:
UFI = Z(e1 + e2) ⊂ Z〈e1, e2〉,
U∅F = Z(e3 − e4) ⊂ Z〈e3, e4〉,
U∅F = Z〈u1, u2〉 ⊂ Z〈e12, e13, e14, e23, e24〉,
where we put u1 = e12 − e13 − e23 and u2 = e12 − e14 − e24.
The resulting algebra is the quotient of the quiver algebra of the double
of the quiver
I
p //
r1
%%
r2
99F
q // ∅
(where the doubled arrows p∗, q∗, r∗1, r
∗
2 are the adjoint operations) by the
relations
qp = r2 − r1, p∗q∗ = r∗2 − r∗1
p∗p = −2 · 1I , q∗q = −2 · 1F
q∗r1 = p, q
∗r2 = −p
r∗1q = p
∗, r∗2q = −p∗
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r∗1
r∗2
)(
r1 r2
)
=
(
3 1
1 3
)
1I
These relations are not independent; for example the first can be used
to eliminate r2, and then r
∗
1r1 entry of the last line implies the other three
entries.
Over a field k, this algebra is semisimple unless char k = 2.
6. HOMOMORPHISMS BETWEEN PROJECTIVE OBJECTS
For each flat F , we have a projective object ΠF ∈ Perv(M) which repre-
sents the exact functor Φ¯F . In other words, there is a natural isomorphism
of functors Hom(ΠF ,−) ≃ Φ¯F (−). Note that in general ΠF is not indecom-
posable. In this section, we describe the algebra
qR := End(
⊕
F∈F Φ¯F )
∼= End(⊕F∈F ΠF )opp
of natural transformations between these functors. It acts naturally on the
space
B =
⊕
E,F∈F
Φ¯E(Ω
F ) =
⊕
E,F∈F
Hom(ΠE ,Ω
F ).
Proposition 6.1. The action of qR on B is faithful.
Proof. Suppose that φ : Φ¯F → Φ¯E acts trivially on B; this means that for
every D ∈ F , the induced map Φ¯F (ΩD) → Φ¯E(ΩD) vanishes. But since
a composition series for ΩD contains only copies of IC sheaves with sup-
port contained in MD , and exactly one copy of ICD, the Serre subcategory
generated by all of the ΩD is all of Perv(M, k). It follows that φ = 0. 
We will show that the image of qR in Endk(B) is generated by a small
set of explicit operators, in a manner very similar to our description of
End(
⊕
F Ω
F ).
6.1. Homomorphisms to and from top stratum. Projective perverse sheaves
are in general difficult to describe topologically. However, there is one case
which is relatively simple: by adjunction, the projective Π∅ corresponding
to the open stratum S∅ is isomorphic to
p(j∅)!kS∅,T [2d]. Using this, we can
give a simple description of maps from ΠF to Π∅.
Theorem 6.2. Let ǫ : Π∅ → Ω∅ be the map obtained by adjunction from the
identity map on the open stratum S∅. Then for any F ∈ F the map
Hom(ΠF ,Π∅) ∼= Φ¯F (Π∅) Φ¯F (ǫ)−→ Φ¯F (Ω∅) (8)
is an injection, and an element of Φ¯F (Ω
∅) is in the image if and only if it is in the
kernel of Φ¯F (ψ) : Φ¯F (Ω
∅)→ Φ¯F (ΩE) for all maps ψ : Ω∅ → ΩE with E 6= ∅.
Another way to describe the map (8) is as the composition of
Hom(ΠF ,Π∅) = Hom(Φ¯∅, Φ¯F )→ Hom(Φ¯∅(Ω∅), Φ¯F (Ω∅))
with evaluation at 1 ∈ Φ¯∅(Ω∅) = k.
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Proof. Let us prove this first for F = I . Let M+ be the attracting set for a
generic cocharacter in V . For anyA ∈ Perv(M, k), since Φ¯I(A) ∼= H0c(A|M+),
we have an exact sequence
H−1c (A|M+rM+∩S∅)→ H0c(A|M+∩S∅)→ Φ¯I(A)→ H0c(A|M+rM+∩S∅).
If A = Π∅, the left and right terms vanish, since for F 6= ∅ the stalks of
Π∅ =
p(j∅)!kS∅,T [2d] at points of M
+ ∩ SF vanish in degrees greater than
−2 dimC(M+ ∩ SF ) − 2; see [BBD82, 1.4.23]. Thus the middle map is an
isomorphism.
On the other hand, when A = Ω∅, the middle map is
H2dc (p
−1
α (M
+ ∩ S∅); k)→ H2dc (p−1α (M+); k),
which is an injection, since p−1α (M
+) is purely 2d-dimensional and S∅ is
open.
The map ǫ restricts to an isomorphism on the stratum S∅, so the induced
map H0c(Π∅|M+∩S∅) → H0c(Ω∅|M+∩S∅) is an isomorphism. Thus we have
an exact sequence
0→ Φ¯I(Π∅)→ Φ¯I(Ω∅)→ H0c(Ω∅|M+rM+∩S∅).
Now suppose that a class a ∈ Φ¯I(Ω∅) is annihilated by all maps Ω∅ →
ΩE , E 6= ∅. The composition
U∅E → HomME(Ω∅E ,ΩEE)
Ξ′−→ Hom(Ω∅,ΩE)
gives a map ψE : Ω
∅ → (U∅E )∗ ⊗k ΩE . It induces an isomorphism on stalk
cohomology in degree − dimC SE at all points of SE , so applying the func-
tor A 7→ H0c(A|SE ) to ψE gives an isomorphism. Since Φ¯I(ψE)(a) = 0 for
every E ∈ F r {∅}, it follows that a restricts to 0 in H0c(Ω∅|M+rM+∩S∅),
and so it comes from Φ¯I(Π∅).
For the other direction, simply note that for any E ∈ F r {∅}, any map
Π∅ → ΩE is zero by adjunction.
The case of a general F follows now from Corollary 5.8. 
We let qU∅F ⊂ B∅F = Φ¯FΩ∅ denote the image of the map (8). More gen-
erally, if F ≤ D, we can take a projective object ΠDF ∈ Perv(MD; k) which
represents the exact functor Φ¯DF : Perv(M
D; k) → k−mod, and the same
construction gives an injective map Hom(ΠDF ,Π
D
D) → Φ¯DFΩD = BDF , whose
image we denote by qUDF .
We can define a map qUDF → Hom(ΠDD,ΠDF ) by using Verdier duality: an
element uˇ ∈ qUDF is associated to a morphism of functors Φ¯DD → Φ¯DF , which
induces a morphism
Φ¯DF
∼= D Φ¯DF D→ D Φ¯DD D ∼= Φ¯DD,
where the left D is just duality of k-vector spaces. Applying this morphism
to ΩD gives a map BDF → BDD which is just pairing with uˇ.
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Proposition 6.3. A class x ∈ BDF lies in qUDF if and only if
〈uC ∗ eB, x〉 = 0
for all circuits C of V DF and all bases B of V
FC
F .
Proof. Combining Theorems 5.9 and 6.2, we see that x is in qUDF if and only if
u ⊣ x = 0 for all flats F ≤ E < D and all u ∈ UDE . By adjunction, u ⊣ x = 0
if and only if 〈u ∗ eB , x〉 = 〈eB , u ⊣ x〉 = 0 for all bases B of V EF . The result
now follows by Proposition 5.12. 
6.2. Homomorphisms between general projectives. In this section, we
constructmapswhich generate the algebra qR = End(
⊕
F ΠF )
opp, and show
how they act on B.
We do this by defining injective linear maps
Υ: qUFE → Hom(ΠE ,ΠF )
Υ′ : qUFE → Hom(ΠF ,ΠE)
for any flats E ≤ F in F . These maps can be viewed as “promoting” maps
between ΠFE and Π
F
F to maps between ΠE and ΠF . They are defined as
follows.
By Theorem6.2, an element of uˇ ∈ qUFE gives an element ofHomMF (ΠFE ,ΠFF ),
which in turn gives a natural transformation Φ¯FF → Φ¯FE . Composing this
withΦF and using Lemma 3.15 gives a transformation Φ¯F → Φ¯E , andΥ(uˇ)
is defined to be the corresponding element of Hom(ΠE ,ΠF ).
To define Υ′(uˇ) we proceed similarly — compose the morphism Φ¯FE →
Φ¯FF associated to uˇwith ΦF , and use Lemma 3.15.
Theorem 6.4. For any E ≤ F ≤ D in F and any uˇ ∈ qUFE we have
Υ(uˇ) · x = x ∗ uˇ, Υ′(uˇ) · y = y ⊢ uˇ
for any x ∈ BDF , y ∈ BDE .
The proof relies on the following result, which is a sheaf-theoretic ver-
sion of Theorem 4.4.
Proposition 6.5. For any coloop-free flats F ≤ D, there is an isomorphism
ΦF (Ω
D) ∼= (BDE ⊗k ΩF )⊕A,
where suppA (MF , such that for any E ≤ F , applying Φ¯E to both sides of this
isomorphism and using Lemma 3.15 gives a map
BDF ⊗k BFE → BDE
which is just the operation ∗.
Proof. Without loss of generality we can assume that D = ∅. We use the
notation from Section 4.2 and the proof of Theorem 4.4. In particular, M˜
is a fixed resolution of M, ξ is a generic cocharacter of T so that Mξ =
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MF , and we have the ξ-fixed point components M˜j = M˜
F˜j , j = 1, . . . , r,
their attracting sets M˜+j , the closed unions M˜
+
≤s :=
⋃s
j=1 M˜
+
j , inclusions
cj : M˜
+
j → M˜+, dj : M˜+≤j → M˜+, and the map q : M˜+ →MF .
Define sheaves
Ωj := q!(cj)!kM˜+j ,T
[2d], Ω≤j := q!(dj)!kM˜+
≤j
,T
[2d]
on MF . Shifting the distinguished triangle (2) and applying q! gives a tri-
angle
Ωj → Ω≤j → Ω≤j−1 [1]→ .
As we saw in the proof of Theorem 4.4, M˜+j is an affine bundle over M˜j of
rank 12 codimM˜ M˜j =
1
2 codimMM
Fj , so we have Ωj ∼= ΩFj . In particular it
is a perverse parity complex, so by induction each Ω≤j is a perverse parity
complex as well. It follows that Hom1(Ω≤j−1,Ωj) = 0, so our triangle gives
a split exact sequence
0→ Ωj σ→ Ω≤j→Ω≤j−1 → 0
of perverse sheaves.
We need to fix a particular splitting of this exact sequence. Applying
q!(dj)! to the adjunction map kM˜+
≤j
→ k
M˜j
gives a map τ : Ω≤j → Ωj[2rj ]
such that τσ : Ωj → Ωj[2rj ] is multiplication by the equivariant Thom class
τj of the normal bundle to M˜j in M˜
+
j , which up to a sign is the restriction
of e
F˜j
to M˜j .
Let Θ be the cone of τσ; its hypercohomology is isomorphic to
k[∆Fj ]⊗AF A/Aτj .
Theorem 4.4 implies that the composition Ω≤j
τ→ Ωj[2rj ] → Θ induces
the zero map on hypercohomology, and then Lemma 4.7 implies that the
map itself is zero. Since Ω≤j is a sum of resolution sheaves, the proof of
Proposition 4.6 shows that it satisfies the hypotheses (a) and (b) of Lemma
4.7. To see that Θ satisfies (c), just note that H•T (j
!
SΘ) → H•T (j!SΩ) ⊗A A/τj
is an isomorphism, and similarly for j∗SΘ.
It follows that there is η : Ω≤j → Ωj so that τση = τ . Thus we have
τσησ = τσ, and since τσ is injective on hypercohomology, Proposition 4.6
implies that ησ = idΩj . If we define ǫj to be the composition of the natural
projection ΦF (Ω) = Ω≤r onto Ω≤j with η, then ⊕jǫj defines an isomor-
phism ΦF (Ω) ∼=
⊕
j Ωj with the property that applying hypercohomology
to ǫj gives the natural isomorphism eF˜jk[∆]
∼→ k[∆Fj ] ⊗
AFj
A and kills all
other terms.
Each basis B of VF is equal to F˜j for some j, and the associated sheaves
Ωj give precisely the summands of ΦFΩ which are supported on M
F . We
therefore get an isomorphism ΦF (Ω) ∼= (B∅F ⊗k ΩF )⊕A as desired. Now to
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see that it has the required property, we first note that it is enough to prove
to the case E = I , since we can restrict to a transverse slice to SE .
Consider the composition
B∅F ⊗k Φ¯I(ΩF ) →֒ Φ¯FI (ΦFΩ)→ H•T (ΦFΩ)
ρF−→ H•T (Ω) ∼= k[∆],
where the first inclusion comes from the inclusion B∅ ⊗k ΩF →֒ ΦFΩ, the
second comes from the natural transformationΦI → j∗I , and the third is the
map ρF introduced in §4.2.
If eB, eB′ are bases of V
∅
F and V
F
I , respectively, then the image of eB⊗eB′
under this map is eB∪B′ . On the other hand, we can also factor our map
using the composition Φ¯FI (ΦFΩ) → H•T (ΦIΩ)
ρI−→ H•T (Ω), where the first
map comes from Lemma 3.15. Since ρI is injective, this implies that the
image of eB ⊗ eB′ in Φ¯I(Ω) is eB∪B′ = eB ∗ eB′ , as desired. 
Proof of Theorem 6.4. Taking uˇ ∈ qUFE , applying the natural transformation
φuˇ : Φ¯
F
F → Φ¯FE represented by uˇ to ΩF gives the map BFF = k → BFE which
sends 1 to uˇ.
Our definition says that applying Υ(uˇ) to ΩD is the result of applying φuˇ
to ΦF (Ω
D). Proposition 6.5 gives
ΦF (Ω
D) ∼= (BDF ⊗k ΩF )⊕A
with A supported on strata strictly smaller than MF . Since Φ¯FF (A) = 0,
applying φuˇ to this decomposition gives the map BDF → BDF ⊗k BFE given
by x 7→ x ⊗ uˇ. The result now follows from the second part of Proposition
6.5. 
6.3. Bounding Homomorphisms between projectives. We would like to
have a result analogous to Corollary 5.7 to show that the homomorphisms
we have constructed between the projective ΠF generate the endomor-
phism algebra of
⊕
F ΠF . Unfortunately, we do not know of a direct proof
of such a result. Instead, we will use the combinatorics of Gale duality
along with a bound on the dimension of Hom spaces which is proved in
this section. This result, Theorem 6.7 below, will also be used to show that
our algebras are highest weight.
Let X be an algebraic variety with an action of a group G stratified by
equivariantly simply connected G-invariant strata, and suppose that the
category Perv(X) of G-equivariant perverse sheaves constructible with re-
spect to the stratification has enough projectives. For each stratum S, let
LS denote the simple perverse sheaf with support S, and let PS be its pro-
jective cover. Note that since all local systems on strata are trivial, we have
DLS ∼= LS for every S.
If we let jS : S → X be the inclusion, then the object ∆S := pjS!kS is
a projective cover of LS in Perv(S). In fact, it is projective in Perv(Y ) for
any closed union of strata Y ⊂ X in which S is maximal, even if Y is not
irreducible.
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For any A ∈ Perv(X) and any stratum S, let [A : LS] = dimHom(PS , A)
be the multiplicity of LS in a composition series for A.
Lemma 6.6. For any strata R,S ⊂ X, we have
dimHom(PR, PS) = dimHom(PS , PR)
Proof. Note that DPS is an injective hull of DLS ∼= LS , so [A : LS] =
dimHom(A,DPS) for any object A. In addition, PS and DPS have isomor-
phic composition series. So we have
dimHom(PR, PS) = dimHom(PR,DPS) = [PR : LS]
= [DPR : LS ] = dimHom(DPR,DPS) = dimHom(PS , PR).

Theorem 6.7. For any strata R,S, we have
[PS : LR] = dimHom(PR, PS) ≤
∑
Q
[∆Q : LR][∆Q : LS ] (9)
where the sum is over all strata Q (note that the summand is zero unless R ∪ S ⊂
Q).
Equality holds for every R,S if and only if Perv(X) is highest weight for the
partial order ≤ given by inclusion of closures of strata.
Proof. We use induction on the number of strata in X. If there is only one
stratum, the theorem is trivial. Otherwise suppose the theoremholds for all
varieties with fewer strata. Let U be an open stratum, and set Y = X r U .
First suppose that R = U , so that PR = ∆R = ∆U . The only nonzero
summand on the right side of (9) is whenQ = U , and [∆U : LU ] = 1, so the
sum gives
[∆U : LS ] = dimHom(PS , PU ) = dimHom(PU , PS)
by Lemma 6.6. Thus the inequality (9) holds.
The case S = U now follows by Lemma 6.6, so we can assume now that
R,S 6= U . Consider the evaluation map
φ : Hom(∆U , PS)⊗∆U → PS ,
and let C = coker(φ). Since φ is an isomorphism on the open set U , C is
supported on Y . In fact, C is a projective cover of LS in the subcategory
Perv(Y ) ⊂ Perv(X), since Hom(∆U , A) = 0 for any A ∈ Perv(Y ).
By the inductive hypothesis, we have
[C : LR] ≤
∑
Q 6=U
[∆Q : LR][∆Q : LS ]. (10)
On the other hand we have [PS : LR] = [C : LR] + [im(φ) : LR] and Lemma
6.6 gives
[im(φ) : LR] ≤ (dimHom(∆U , PS))[∆U : LR] = [∆U : LS ][∆U : LR].
The inequality (9) follows.
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If equality holds for every R, S, then each map φ is an injection, and (10)
is an equality, so an induction shows that every projective PS has a filtration
by∆Q, Q ⊂ X, so Perv(X) is highest weight.
On the other hand, if Perv(X) is highest weight, then we have the reci-
procity formula
(PS : ∆Q) = dimHom(PS ,∇Q) = [∇Q : LS ] = [∆Q : LS ],
so we have equality in (9). 
6.4. Applying the bound to endomorphisms of Morse functors. We now
apply the result of the previous section to study homs between the projec-
tive objects ΠF ∈ Perv(M, k).
Theorem 6.8. For any strata E,F ∈ F , we have
dimHom(Φ¯E, Φ¯F ) = dimHom(ΠF ,ΠE) ≤
∑
D≥E,F
dim qUDF dim qUDE
and equality holds for every E,F if and only if Perv(M) is highest weight.
Proof. We can decompose the projectiveΠF in terms of the indecomposable
projectives: ΠF ∼=
⊕
A∈F (PA)
⊕
mF
A for some mFA ≥ 0. Then Theorem 6.7
gives
dimHom(ΠF ,ΠE) =
∑
A,B
dimHom(PA, PB)m
F
Am
E
B
≤
∑
A,B
∑
D
[∆D : LA][∆D : LB ]m
F
Am
E
B
=
∑
D
∑
A,B
(mFA dimHom(PA,∆D))(m
E
B dimHom(PB ,∆D))
=
∑
D
dimHom(ΠF ,∆D) dimHom(ΠE ,∆D))
=
∑
D
dim Φ¯F (∆D) dim Φ¯E(∆D)
=
∑
D
dim qUDF dim qUDE .
The last equality holds because considered as an object in Perv(MD, k),∆D
is isomorphic toΠDD, the projective object representing theMorse functor at
the top stratum ofMD.
Equality holds if and only if
dimHom(PA, PB) =
∑
D
[∆D : LA][∆D : LB] (11)
for all A,B with mFAm
E
B 6= 0. Since mFF = mEE = 1, we have equality for
all E,F if and only if (11) holds for all A,B, which by Theorem 6.7 holds
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if and only if Perv(M, k) is highest weight with respect to the partial order
≤. 
7. GALE DUALITY
To the sublattice V ⊂ ZI we can associate its Gale dual V ! ⊂ ZI , which is
simply the perpendicular space to V under the standard pairing. It defines
an arrangement of hyperplanes indexed by the same set I , in an |I| − rkV -
dimensional space. Our running assumption that V is unimodular and has
no loops or coloops implies that the same is true of V !. The matroid of V ! is
the dual of the matroid of V . This means thatB 7→ IrB defines a bijection
from bases of V to bases of V !.
Let F ! be the poset of cyclic flats of V !. There is an order-reversing bijec-
tion from F to F ! given by F 7→ F ! := IrF . Moreover, for any flats E ≤ F
of F , the Gale dual of V EF is (V !)F
!
E!
.
Let M! be the hypertoric variety defined by V !. As we did for M, for
each F ∈ F ! we can define resolution sheaves ΩF ∈ Perv(M!, k) and Morse
functors Φ¯F : Perv(M
!, k)→ k−mod, and we get a k-vector space
B! =
⊕
E,F∈F !
(B!)FE =
⊕
E,F
Φ¯E(Ω
F )
with commuting actions of two rings R! := End(
⊕
F∈F ! Ω
F ) and qR! :=
End(
⊕
E∈F ! Φ¯E). We will use our combinatorial descriptions of these rings
to show that they have a very simple relation with the rings R, qR defined
by V .
The space (B!)FE has a basis consisting of vectors eB, where B is a basis
of (V !)FE . We define an isomorphism Γ: B → B! by
Γ(eB) = eEr(F∪B) ∈ (B!)E
!
F !
for eB ∈ BFE . Up to a sign, this isomorphism respects the pairings on both
sides. It also sends the multiplication operation ∗ on B to the opposite of
the multiplication on B!: if eB ∈ BFE , eB′ ∈ BED, we have
Γ(eB ∗ eB′) = Γ(eB∪B′) = eDr(F∪B∪B′)
= eDr(E∪B′) ∗ eEr(F∪B) = Γ(eB′) ∗ Γ(eB).
Similarly, it interchanges the left and right adjoint operations, up to a sign:
if eB ∈ BFE , eB′ ∈ BFD, eB′′ ∈ BDE , then
Γ(eB′ ⊣ eB) = ±Γ(eB) ⊢ Γ(eB′′), and
Γ(eB ⊢ eB′′) = ±Γ(eB′′) ⊣ Γ(eB).
Next we describe the effect of Γ on the edge classes αX . Let X be an
edge of V ; it is the result of removing a single element from some basis.
Then I rX is given by adding an element to a basis of V !. It follows that
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X ! := I rX contains a unique circuit C , and in factX ! is the disjoint union
of C and a basis B of (V !)FC .
Lemma 7.1. Up to multiplication by a nonzero scalar, we have
Γ(αX) = uC ∗ eB.
Proof. Take a nonzero vector v = (ai)i∈IrX in the lattice V ∩ ZIrX , then
we have αX =
∑
i∈IrX aieX∪{i}. On the other hand, easy linear algebra
shows that the image of V ! under the projection ZI → ZIrX is cut out by
the unique linear equation
∑
i∈IrX aixi = 0, and the projection to Z
C is
given by the same equation (note that ai = 0 if i /∈ C), so we have uC =∑
i aieC∪{i} up to multiplication by a scalar. The result follows easily. 
Corollary 7.2. For any E ≤ F in F , we have
Γ(UFE ) = qUE
!
F ! , Γ(
qUFE ) = UE
!
F ! .
Proof. Combine Lemma 7.1 and Propositions 5.1 and 6.3. 
Since the actions of R and qR on B are faithful (Propositions 4.6 and 6.1),
we will consider them as subalgebras of Endk(B), and similarly we con-
sider R! and qR! as subalgebras of Endk(B!). The map Γ induces an isomor-
phism Endk(B)→ Endk(B!), which we also denote by Γ.
Theorem 7.3. We have Γ(R) = qR! and Γ( qR) = R!. All of these algebras are
quasi-hereditary.
Proof. Since R is generated by the left action by elements of UFE and their
adjoints, the previous corollary implies immediately that Γ(R) is contained
in qR!. For any E,F ∈ F , this implies that
dimHom(Φ¯E!, Φ¯F !) ≥ dimHom(ΩE ,ΩF )
=
∑
D≤E,F
dimUED dimUFD by Theorem 5.6
=
∑
D!≥E!,F !
dim qUD!E! dim qUD
!
F ! .
Combining this with Theorem 6.8, we see that this must be an equality, and
therefore the algebras R and qR! are quasi-hereditary.
The statements for qR and R! follow immediately, since the Gale dual of
V ! is V . 
This implies that the category Perv(M, k) is highest weight for the clo-
sure order ≤ on the poset F of strata. We can therefore apply Proposition
3.3 from [JMW16]: the complexes ΩF are perverse, and parity for the trivial
pariversity, and since all strata have even dimension, they are also parity
for the dimension pariversity. (Note that although in [JMW16, 3.3] it is as-
sumed that all strata are simply connected, all that is required is that they
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be equivariantly simply connected.) We can therefore deduce the follow-
ing, which is the main result of the paper.
Theorem 7.4. The objectsΩF ∈ Perv(M, k) are tilting; the sumΩ :=⊕F∈F ΩF
is a tilting generator. We have an isomorphism of rings
EndPerv(M,k)(Ω) ∼= EndPerv(M!,k)(Π),
where Π :=
⊕
F !∈F ! ΠF ! , under which Ω
F corresponds to ΠF ! , F
! = I r F .
8. ISOMORPHISM WITH MATROIDAL SCHUR ALGEBRAS
In the paper [BM17], we define a k-algebra R(M) associated to any ma-
troid M , realizable or not, and prove that R(M) is quasi-hereditary and
has Ringel dual isomorphic to R(M∗), where M∗ is the dual matroid. In
this section, we show that that construction agrees with the one in this pa-
per. (More precisely, the algebra in [BM17] also depends on the choice of a
weight function a : I → k×. In what follows, we will take a(i) ≡ 1; in this
case R(M) can be obtained by extending scalars from a Z-form R(M)Z.)
Fix a lattice V ⊂ ZI satisfying our assumptions, and let R(V ) be the
combinatorial algebra described in Corollary 5.7 and Theorem 5.9, so that
we have EndPerv(M,k)(
⊕
F Ω
F ) ∼= R(V ).
Theorem 8.1. There is an isomorphism
R(M) ∼= R(V )
whereM is the matroid defined by V .
The rest of this section will be devoted to a proof of this result.
The definition of R(M)Z is very similar to the definition of R(V ): it is
a subalgebra of EndZ(B(M)), where B(M) =
⊕
E,F B(M)FE is a free Z-
algebra bigraded by the poset F(M) of cyclic flats of M . It is generated
by the operators of multiplication by elements of a certain homogeneous
ideal U(M) ⊂ B(M) and their adjoints under a dual pairing on B(M).
We fix an ordering on the index set I . Let Λ be the exterior Z-algebra
generated by variables ei, i ∈ I . For any subset S = {i1, . . . , ir} of I with
i1 < · · · < ir, let eS = ei1 ∧ · · · ∧ eir . Put a pairing on Λ such that the basis
of monomials eS is orthonormal.
For flats E ≤ F in F , we define B(M)FE to be the subspace of Λ spanned
by monomials eB , where B is a basis of the matroidM(E)/F associated to
V FE , with the induced pairing. ForD ≤ E ≤ F , the multiplication
B(M)FE ⊗Z B(M)ED → B(M)FD
is given by the exterior product.
The subspace U(M)FE ⊂ B(M)FE is defined to be the kernel of the homo-
logical boundary map ∂ on Λ
∂(ei1 ∧ · · · ∧ eir) =
r∑
j=1
(−1)j−1ei1 ∧ · · · ∧ êij ∧ · · · ∧ eir
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restricted to B(M)FE .
Let V ⊂ ZI satisfy all the hypotheses of this paper, and let M be the
corresponding matroid. We define an isomorphism φ : B(V ) → B(M) as
follows. For each flat F ∈ F , choose a generator ωF of ∧dF (V F )∗. Then
there are unique generators ωFE ∈
∧dF
E (V FE )
∗ so that ωF = ωFE ∧ ωE . It
follows that
ωFE ∧ ωED = ωFD for all D ≤ E ≤ F. (12)
Now we define the map φ on B(V )FE by
φ(eB) =
〈
ωFE , evB(ei1) ∧ · · · ∧ evB(eir)
〉
ei1 ∧ · · · ∧ eir
where B = {i1, . . . ir} is a basis of V FE . Note that this is independent of the
ordering of the elements of B.
For any j ∈ B, the vector evB(ej) is the image in (V FE )k of a vector
evZB(ej), where ev
Z
B is the inverse of the composition V
F
E →֒ ZI ։ ZB
(note that this is an isomorphism because V FE is unimodular). The vectors
evZB(ej) form a basis of the unimodular lattice V
F
E , sowe have φ(eB) = ±eB .
It follows that φ respects the pairings on B(V ) and B(M), up to a sign. It
also follows easily from (12) that φ is an isomorphism of rings.
To complete the proof of Theorem 8.1, we need to show that φ sends
U(V )FE to U(M)FE . To see this, we will compute what φ does to an edge
class and use Proposition 5.1. Without loss of generality, we can assume
that V FE = V .
Let X be an edge of V , and let v =
∑
j ajej be a generator of the rank
one latticeHX ⊂ V . Recall that aj 6= 0 if and only if Bj = X ∪{j} is a basis;
let J ⊂ I be the set of indexes for which this holds.
For any i ∈ X and any j, j′ ∈ J , we have
evZBjei ≡ evZBj′ei (mod v),
since both sides are sent to the same element by the projection ZI → ZX ,
while the kernel of V →֒ ZI ։ ZX is spanned by v.
For any j ∈ J , we have v = evBj (ajej). Thus we see that
evBj (ajej) ∧
∧
i∈X
evBjei = v ∧
∧
i∈X
evBjei
is independent of j. Let c be the pairing of this element with ω. Since evZBj
sends v and ei, i ∈ X to a basis of the lattice V , we have c = ±1.
This gives
φ(αX) =
∑
j∈J
φ(ajeX∪j) = c
∑
j∈J
ej ∧
∧
i∈X
ei.
This means that for any x ∈ B∅I = B(V )∅I we have
〈φ(αX), x〉 = c〈
∑
j∈J
ej ∧ eX , x〉 = c〈
∑
j∈I
ej ∧ eX , x〉 = c〈eX , ∂x〉,
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where the last equality follows easily from the definitions of ∂ and the pair-
ing.
Now for any z ∈ B(V )∅I , we have
z ∈ U(V )∅I ⇔ 〈αX , z〉 = 0 for all X
⇔ 〈φ(αX), φ(z)〉 = 0 for all X
⇔ 〈eX , ∂φ(z)〉 = 0 for all X (since c = ±1)
⇔ φ(z) ∈ U(M)∅I .
Theorem 8.1 follows.
9. TECHNICAL PROOFS
9.1. Topological G-stratifications. Before describing stratifications of hy-
pertoric varieties, we must explain carefully what we mean by a stratifi-
cation. The following definitions were previously used in [BP09] to study
hypertoric varieties. Suppose that G is a compact connected Abelian Lie
group, and let X be a G-space. A G-decomposition of X is a partition X =⊔
α∈P Xα into locally closed G-invariant topological manifolds indexed by
a poset (P,≤) so that
(1) For all α, we have Xα =
⋃
β≤αXβ ,
(2) For all α, the stabilizer Gx of a point x ∈ Xα does not depend on x.
We can then give a definition of when a G-decomposition is a (topolog-
ical) G-stratification, which is inductive in |A|. If A = {a} has one element,
then X = Xα is itself a manifold and we impose no further conditions.
Otherwise, we ask that for every α ∈ P and every x ∈ Xα, there exist
(1) a G-invariant neighborhood U ⊂ X of the orbit G · x,
(2) a Gx-space L with a Gx-stratification {Lβ | β > α}, and
(3) a G-equivariant homeomorphism
φ : U
∼−→ G×Gx cone(L)×D
whereD is an open disk in a Euclidean space of dimension dimXα−
dimG/Gx, and cone(L) is the open topological cone (L×[0, 1))/(L×
{0}) on L with the induced Gx-action,
such that for all β > α we have
φ(U ∩Xβ) = G×Gx (Lβ × (0, 1)) ×D
and φ(U ∩Xα) = G×Gx {v} ×D, where v ∈ L is the apex of the cone. The
space cone(L) is called a normal slice toX at the stratumXα.
In the special case when G = 1, we simply say that the decomposition is
a topological stratification.
Lemma 9.1. Any G-stratification is also a topological stratification.
Proof. Given a map φ as in the definition above, let ∆ ⊂ g be the intersec-
tion of a subspace complementary to gx with a small ball around 0. Then
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restricting φ to to U ′ = φ−1(exp∆× cone(L)×D) gives a homeomorphism
of U ′ with exp∆× cone(L)×D. 
Definition 9.2. If S = {Xα}α∈P is a G-decomposition of a space X, the
constructible derived category Db
S
(X, k) is the full subcategory of objects
inDb(X, k)whose cohomology sheaves are are locally constant on eachXα
and have finite-dimensional stalks. The equivariant constructible category
DbG,S (X, k) is the full subcategory ofD
b
G(X, k) of objects whose underlying
non-equivariant complex is S -constructible.
Proposition 9.3. If S = {Xα}α∈P is a G-stratification of X, then Verdier
duality D sends Db
S
(X, k) to itself, and for any inclusion j : Y → X of a lo-
cally closed union of the Xα, the functors j
∗, j∗, j
!, j! restrict to functors between
Db
S
(Y, k) and Db
S
(X, k) (and therefore also give functors between DbG,S (Y, k)
andDbG,S (X, k)).
Proof. By Lemma 9.1, S is a topological stratification. The result in this
case is standard — see [GM83] Propositions 1.9 and 1.12, for instance. 
The utility of the stronger notion of G-stratification lies in the following
result.
Lemma 9.4. If {Xα}α∈P is a G-stratification of X and G′ ⊂ G is a closed Lie
subgroup, then {Xα/G′}α∈P is a G/G′-stratification of X/G′.
Proof. Given a homeomorphism φ as in the definition above, taking the
quotient of both sides by G′ gives a homeomorphism
U/G′
∼−→ (G×Gx cone(L)×D)/G′ ∼= G/G′ ×G′/G′x cone(L)/G′x ×D.
The result follows. 
9.2. Monodromy of constructible sheaves. The following lemma is prob-
ably known, but we could not find it in the literature.
Lemma 9.5. Let S = {Xα}α∈P be a G-invariant topological stratification of X
and letM be a connected manifold with the trivial G-action. For each p ∈ M , let
sp : X → X ×M be given by sp(x) = (x, p). Suppose that A ∈ DbG(X ×M,k)
is constructible with respect to the product stratification X ×M = ⊔αXα ×M .
Then for any p, q ∈M there is an isomorphism s∗pA ∼= s∗qA in DbG,S (X, k). IfM
is simply connected, the isomorphism is canonical.
Proof. For any map f : Y → Z , we let fˆ : X × Y → X × Z be the induced
map. If we choose a path γ : I → M from p to q, then γˆ∗A is constructible
with respect to the “stratification with corners” X × I = ⊔αXα × I . Let
π : I → {pt} be the constant map, and for t ∈ I let it : {pt} → I be the inclu-
sion with image {t}. Applying πˆ∗ to the adjunction map γˆ∗A → ıˆt∗ ıˆ∗t γˆ∗A
gives a map πˆ∗γˆ
∗A→ ıˆ∗t γˆ∗A; the first statement will follow if we can show
it is an isomorphism for all t. If this holds for two objects in a distin-
guished triangle, it also holds for the third, so we are reduced to the case
RINGEL DUALITY FOR PERVERSE SHEAVES ON HYPERTORIC VARIETIES 45
A = j!L, where j : Xα × M →֒ X × M is the inclusion and L is a local
system onXα ×M . Using base change and the contractibility of I we have
γˆ∗j!L ∼= πˆ∗jαLα, where jα : Xα → X is the inclusion and Lα is a local sys-
tem onXα. The result in this case follows from [KS90, 2.7.7(iv)].
For the second statement, we choose a homotopy I × I → M of paths
from p to q, and proceed similarly. 
9.3. The contracting lemma. We need the following lemma about restrict-
ing sheaves to the fixed point locus of a contracting action. This is a familiar
result in the algebraic setting, but we need a topological version, so we in-
clude a proof.
Suppose that a space X has an action of R>0 preserving a topological
stratification S , such that the set X0 of fixed points is a union of strata. In
addition, suppose that the action contractsX ontoX0, in the sense that the
action mapm : R>0×X → X extends to a continuous map m¯ : R≥0×X →
X. Then we have a projection p : X → X0 given by p(x) = m¯(0, x). Let
i : X0 → X be the inclusion.
Lemma 9.6. If F ∈ Db
S
(X, k), then there are natural isomorphisms
p∗F ∼= i∗F , p!F ∼= i!F .
Proof. The second isomorphism follows from the first by Verdier duality, so
we only need to show the first isomorphism holds.
We can assume that F is the lower-∗ extension of a local system L on a
stratum S ∈ S , since these objects generateDb
S
(X).
Applying p∗ to the adjunction map F → i∗i∗F gives a natural map
p∗F → i∗F . For any point x ∈ X0, the induced map on stalk cohomol-
ogy at x is
lim−→H
•(p−1(V ),F)→ lim−→H
•(U,F), (13)
where the limits are taken over all open neighborhoods U of x in X and V
of x in X0.
The second limit can be replaced by the limit over neighborhoods U ′ of
x in X such that tU ′ ⊂ U ′ for all 0 < t ≤ 1, since every neighborhood U
contains such a neighborhood U ′. To see this, use the continuity of m¯ to
get an open neighborhood [0, ǫ)×U ′′ of (0, x) contained in m¯−1(U), and let
U ′ = m¯((0, ǫ) × U ′′). Furthermore, by intersecting with p−1(U ′ ∩ X0), we
can assume that p(U ′) = U ′ ∩X0.
For such an open set U ′ the restriction map
H•(p−1(p(U ′)),F)→ H•(tU ′,F)
is an isomorphism for all t > 0, since these groups can be identified with
singular cohomology H•(p−1(p(U ′)) ∩ S,L) and H•(tU ′ ∩ S,L), which are
isomorphic by a homotopy argument. It follows that (13) is an isomor-
phism, as desired. 
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9.4. The Hyperka¨hler moment map. In order to prove that the resolution
sheaves are independent of the choice of resolution and the hyperbolic re-
striction functors are independent of the choice of cocharacter, we show
that they can be expressed in terms of the hyperka¨hler moment map. This
allows a discrete parameter (resolution, cocharacter) to be replaced by a
continuous one which lives in a simply connected space.
LetM be the affine hypertoric variety corresponding to the lattice V ⊂ ZI
satisfying the hypotheses of Section 2.1. We denote hyperka¨hler moment
maps by a bold font. The hyperka¨hler moment map for the (S1)I -action on
T ∗CI is a map
µI : T
∗CI → RI ⊗R R3 = RI ⊕ CI .
It is made up of a real part µI,R : T
∗CI → RI given by
(zi, wi)i∈I 7→ 1
2
(|zi|2 − |wi|2)i∈I ,
and a complex part µI : T
∗CI → CI given by
(zi, wi)i∈I 7→ (ziwi)i∈I .
The fibers of µI are exactly the (S
1)I -orbits in T ∗CI and the orbit of a point
(zi, wi) is isomorphic to (S
1)r, where r is the number of i ∈ I for which
zi 6= 0 or wi 6= 0.
Let KR = K ∩ (S1)I be the maximal compact torus in K and let kR ⊂ k
be its Lie algebra. The hyperka¨hler moment map µK for the action ofKR is
the composition of µI with the natural projection R
I ⊗R3 → k∗R ⊗ R3.
PutV = V⊗ZR3. The inclusionµ−1K (0) ⊂ µ−1K (0) induces a TR-equivariant
homeomorphism (see [Kon08, Proposition 3.3])
M ∼= µ−1K (0)/KR = µ−1I (V)/KR.
Since µI is KR-equivariant for the trivial action on the target, we obtain
a residual moment map µT : M → V. Our two stratifications of M can
then be described in terms of this map: if we put VF := V FR ⊗ R3 ⊂ V,
V˘
F := VF r
⋃
E<F V
E and
V˚
F := VF r
⋃
E∈F
E<F
V
E ,
then for any F ∈ F we have MF = µ−1T (VF ), S˘F = µ−1T (V˘F ), and SF :=
µ
−1
T (V˚
F ).
9.5. Refined stratifications of M. In this section explain how to refine the
fine stratification of a hypertoric variety M by adding linear subspaces to
the decomposition ofV by flats, and show that it varies nicely as the linear
spaces move. In this section we drop our earlier assumption that the lattice
V definingM is coloop-free.
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Let Z be a connected smooth manifold, and define µZ = µT × idZ : M×
Z → V × Z . ConsiderV × Z as a trivial real vector bundle over Z , and let
V be a finite collection of smooth subbundles such that
• VF × Z is in V for every flat F (not just the coloop-free flats)
• For any E1, . . . , Er ∈ V , the intersection E1 ∩ · · · ∩ Er is in V ; in partic-
ular it has constant rank.
We then let S be the coarsest decomposition ofV× Z into connected sub-
sets such that every E ∈ V is a union of elements of S .
Proposition 9.7. The decomposition µ−1Z (S), S ∈ S is a TR-stratification of
M× Z .
The proof of this will occupy the remainder of this section.
First note that Lemma 9.4 implies that it is enough to prove this result
when M = T ∗Cn, TR = (S
1)I , and V = RI ⊗ R3, so we will assume from
now on that we are in this case. We denote the corresponding hyperka¨hler
moment map µT = µI simply by µ.
The proof involves showing that S is a stratification ofV×Z , and then
lifting this structure to M. We do this by lifting paths along the moment
map µZ : M× Z → V × Z . Given a smooth path γ : [0, 1] → S and a point
p0 ∈ µ−1Z (γ(0)), there is a unique γ˜ : [0, 1] → µ−1Z (S) such that
(1) µZ ◦ γ˜ = γ and γ˜(0) = p0, and
(2) γ˜′(t) is perpendicular to Tγ˜(t)(TR · γ˜(t)) ⊂ Tγ˜(t)(M × Z) for all t ∈
[0, 1], under the standard metric on T ∗Cn ∼= R4n. (We can put any
metric on Z ; the resulting lift is independent of this choice.)
Since the metric is TR-invariant, the map p0 7→ γ˜(t) is TR-equivariant for
every t.
We also need to lift families of paths.
Lemma 9.8. Let Y be any space, and suppose γ : Y ×[0, 1]→ V×Z and p0 : Y ×
{0} →M× Z are continuous functions so that
• For every y ∈ Y the path t 7→ γy(t) = γ(y, t) is smooth and has image
entirely contained in one stratum Sy ∈ S ,
• ddtγ(y, t) is a continuous function of y and t, and• µZ ◦ p0 = γ|Y×{0}.
Then lifting each path γy with initial point p0(y) produces a continuous map
γ˜ : Y × [0, 1] →M× Z .
Proof. It is enough to prove this whenS is theminimal stratification where
V contains only the coordinate bundles (RF ⊗R3)×Z for all F ⊂ I . In this
case, Z plays no role, so we can assume that Z is a point. We can also
assume that |I| = 1, i.e.M = T ∗C andV = R3, since the lift of a product of
maps to T ∗C is the product of lifts.
Let Y0 = p
−1
0 (0); then γ sends all of Y0×[0, 1] to 0 and all of (Y rY0)×[0, 1]
to R3 r {0}. At points of the open set (Y r Y0) × [0, 1] continuity of γ˜ is a
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standard result about parallel transport. To complete the proof, note that
γ˜(Y0 × [0, 1]) = {0}, and pulling back a basis of neighborhoods of {0} in
R3 gives a basis of neighborhoods of {0} ∈ T ∗C, so the continuity of γ˜ at
points of Y0 × [0, 1] follows from the continuity of γ there. 
We return to the proof of Proposition 9.7. Recall our assumption that
M = T ∗Cn, TR = (S
1)I , andV = RI ⊗ R3.
We begin by showing that projection makesM× Z into a stratified fiber
bundle over Z . Fix a point z0 ∈ Z . We will find a neighborhood U of z0 in
Z and a homeomorphism κ : V × U → V × U so that
(1) for every z ∈ U , κ restricts to a homeomorphismV×{z} → V×{z},
which is the identity when z = z0,
(2) for each stratum S ∈ S , we have κ−1(S) = S0×U , where S ∩ (V×
{z0}) = S0 × {z0}, and
(3) for every v ∈ V, the map κv(z) = κ(v, z) is a smooth map U →
V×U , and its derivative dκv(z) : TzU → T(v,z)(V×U) is continuous
as a function of v and z.
(Note that this is similar to, but stronger than, the conclusion of Thom’s
first isotopy lemma [Mat12]. In that result, a local trivialization is obtained
by integrating a controlled vector field, which need not be continuous, so
dκv(z) need not be continuous.)
Assuming that κ exists for the moment, we will lift it to a TR-equivariant
homeomorphism κ˜ : M × U → M × U so that µZ ◦ κ˜ = κ ◦ µZ |M×U . This
implies that
κ˜−1(µ−1Z (S)) = µ
−1
Z (κ
−1(S)) = µ−1Z (S0 × U) = µ−1(S0)× U
for all S ∈ S , so κ˜ gives a local trivialization of the decomposition {µ−1Z (S)}S∈S
ofM× Z .
To define this lift, let us assume without loss of generality that Z is an
open ball in Rm centered at 0. Then we can apply Lemma 9.8 with Y =
M× Z and the maps
γ : M× Z × [0, 1]→ V × Z, γ(x, z, t) = κ(µ(x), tz)
with initial condition δ˜(x, z, 0) = (x, 0) to get a map γ˜ : M × V × [0, 1] →
M×V. We define κ˜(x, z) = γ˜(x, v, 1). Then we have
µZ(κ˜(x, z)) = µZ(γ˜(x, z, 1)) = γ(x, z, 1) = κ(µ(x), z) = κ(µZ(x, z)),
so κ˜ is a lift of κ. Since κ˜ is TR-equivariant, it is a bijection M × Z →
M × Z . Finally, the inverse function is continuous since it can be obtained
by applying Lemma 9.8 to
δ(x, z, t) = κ(λ1−t(κ
−1(µZ(x, z)))), δ˜(x, z, 0) = (x, z),
where λt(x, z) = (x, tz).
We now turn to constructing the homeomorphism κ. The the closures of
intersections of strata withV× {z0} are polyhedral cones, so we can refine
RINGEL DUALITY FOR PERVERSE SHEAVES ON HYPERTORIC VARIETIES 49
this decomposition to a simplicial fan Φ in V × {z0} so that the closure of
each stratum is a union of cones of the fan.
For each one-dimensional cone τ ∈ Φ, let Sτ ∈ S be the unique stratum
containing τ r {0}, and choose a smooth function ντ : Uτ → V, defined on
a neighborhood of z0, so that ντ (z0) ∈ τ and (ντ (z), z) is in Sτ for all z ∈ Uτ .
Such a function exists because each stratum, and in particular Sτ , is a fiber
bundle over Z with path-connected fibers.
For a cone σ ∈ Φ spanned by the rays τ1, . . . , τr, let the cone σ(z) ⊂
V×{z} be the sum ofR≥0ντi(z) for 1 ≤ i ≤ r. Then there is a neighborhood
U ⊂ ⋃τ Uτ of z0 so that
Φ(z) = {σ(z) | σ ∈ Φ}
is a simplicial fan for all z ∈ U . We then define
κ(x, z) =
(∑
τ
aτντ (z), z
)
,
where x =
∑
τ aτντ (z0) and aτ = 0 unless τ is contained in the smallest
cone of Φ containing x. The required properties of κ are now easy to check.
We have thus reduced the problem to the case where Z = {z0} is a single
point; we will writeM,V instead ofM×Z ,V×Z . Take a point s in a stra-
tum S ⊂ V. Since our strata are open subsets of linear spaces, we can find
a set N which is the intersection of an affine space meeting S transversely
at s and a ball around s, and a ball W around 0 in TsS, with the property
that the addition map N ×W → N +W is a stratum-preserving homeo-
morphism, where N and N +W are given the induced stratifications and
W is given the trivial stratification.
We can then use Lemma 9.8 to lift this to a TR-equivariant stratified
homeomorphism µ−1(N + W ) ∼= µ−1(N) × W : take Y = µ−1(N) × W ,
and define γ : Y × I → N + W by γ(x,w, t) = µ(x) + tw. Lifting this
map using the initial condition p0 : Y × {0} → M given by p0(x,w, 0) = x
gives a map γ˜ : Y → M whose restriction to Y × {1} ∼= Y is the required
homeomorphism.
Fix a point s˜ ∈ µ−1(s). Denote the standard holomorphic coordinate
functions on T ∗CI by zi, wi. Let J be the set of i ∈ I for which either
zi(s˜) 6= 0 or wi(s˜) 6= 0. The role of zi and wi is symmetric, so we can assume
that zi(s˜) 6= 0 for all i ∈ J . Shrinking N if necessary, we can assume that zi
doesn’t vanish on µ−1(N) for all i ∈ J .
Define a map q : µ−1(N) → (S1)J by q(x) = (zi(x)/|zi(x)|)i∈J . It maps
each fiber of µ surjectively onto (S1)J , and q−1(q(s˜)) is invariant under
(TR)s˜ = (S
1)IrJ , so acting by TR = (S
1)I gives a stratified homeomorphism
µ
−1(N) ∼= (S1)I ×(S1)IrJ q−1(q(s˜)).
Thus q−1(q(s˜)) will be our normal slice to µ−1(S) at s˜. We can show that
q−1(q(s˜)) is the cone over a (TR)s˜-stratified space L by lifting radial paths
from points of N to s; the details are left to the reader.
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9.6. Proof of Proposition 3.10. In order to prove Proposition 3.10, we use
an alternative description of the resolution Mα as a hyperka¨hler quotient.
If we consider the character α of K as an element of k∗R, then [Kon08, 3.2]
gives a natural homeomorphismMα ∼= µ−1K (α, 0, 0)/KR , where we identify
k∗R ⊗R3 with k∗R ⊕ k∗R ⊕ k∗R ∼= k∗R ⊕ k∗. In addition, the map pα : Mα →M can
be obtained by factoring the composition
µ
−1
K (α, 0, 0) →֒ µ−1K (0)→ µ−1K (0)/ K = M
through the projection µ−1K (α, 0, 0) → µ−1K (α, 0, 0)/KR .
We can view this as a fiber of a family over k∗R⊗R3, in the following way.
LetM = T ∗CI/KR, and let µ¯K : M → k∗R ⊗ R3 be the map induced by µK .
For any subset Y ⊂ k∗R⊗R3, we putMY = µ¯−1K (Y ). Then if ι : k∗R → k∗R⊗R3
is given by ι(α) = (α, 0, 0), the previous paragraph says thatMα ∼=Mι(α).
Let MR = Mι(k∗
R
) = µ
−1
K (0)/KR. As with our description of the map pα
above, we have a natural map
MR = µ
−1
K (0)/KR → µ−1K (0)/ K = M.
Let p : MR → k∗R ×M denote the product of the first coordinate of µ¯K with
this map. We can consider p as a family of maps pa : Mι(a) → M for all
a ∈ k∗R, and this notation agrees with the description of pα above. At the
other extreme, p0 : M0 →M is a homeomorphism.
We call an element a ∈ k∗R ⊗ R3 generic if any lift to RI ⊗ R3 has at least
|I| − d nonzero entries, where we view RI ⊗ R3 as I-tuples of elements of
R3. Thus α ∈ k∗R is generic if and only if ι(α) is generic. ThenMa is smooth
for all generic a.
Take α ∈ k∗R generic, and consider the ray A = R≥0 · ι(α) ⊂ k∗R ⊗ R3 and
the open ray A◦ = Ar {0}. We have a diagram of fiber squares:
MA◦
pA◦

˜ // MA
pA

M0
p0∼

ı˜oo
A◦ ×M j // A×M {0} ×Mioo
where the horizontal maps are inclusions and the vertical maps are restric-
tions of p.
The map pA◦ is locally trivial over A
◦, so there is a natural isomorphism
(pA◦)∗kMA◦
∼= kA◦ ⊠ (pa)∗kMι(a) .
It follows that
i∗j∗(pA◦)∗kMA◦
∼= i∗(kA ⊠ (pa)∗kMι(a)) = (pa)∗kMι(a).
Then by proper base change we get a canonical isomorphism
(pa)∗kMι(a)
∼= p0∗ ı˜∗˜∗kMA◦ .
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Since p0 is a homeomorphism, this allows us to regard the pushforward
sheaf for pα : Mα →M as a nearby cycles sheaf.
Now we allow a to vary in the whole space of hyperka¨hler parameters.
Let Z ⊂ k∗R⊗R R3 be the set of generic points. It is a complement of a union
of codimension 3 subspaces and hence is simply connected.
Define
M̂ = {(m,a) ∈M × Z | µ¯K(m) ∈ R≥0a}.
The fiber of a ∈ Z under the projection M̂ → Z is MR≥0a. Let M̂0 = M0 ×
Z ⊂ M̂ , and let M̂>0 = M̂ r M̂0. If ıˆ : M̂0 → M̂ and ˆ : M̂>0 → M̂ are the
inclusions, then we can consider the “global nearby cycles sheaf” ıˆ∗ˆ∗kM̂>0 .
We claim that this sheaf is constructible with respect to the stratification
of M0 ∼= M × Z by the product strata S˘F × Z . To do this, we will apply
Proposition 9.7 to construct a stratification ofM × Z so that M̂ and M̂0 are
unions of strata, and the induced stratification of M̂0 is the desired product
stratification.
As a first step, we construct a stratification of T ∗CI × Z , where we con-
sider T ∗CI as a hypertoric variety with the moment map µI : T
∗CI →
RI ⊗ R3, using the set V of subbundles of (RI ⊗ R3) × Z consisting of all
intersections of
• the tripled coordinate spaces (RJ ⊗ R3)× Z , J ⊂ I ,
• the trivial bundleV× Z ,
• and the inverse imageW of the tautological line bundle
{(tv, v) ∈ (k∗R ⊗R3)× Z | t ∈ R}.
under the projection (RI ⊗ R3)× Z → (k∗R ⊗ R3)× Z .
Notice thatV×Z is a subbundle ofW of codimension one, and it separates
W into two components; let W+ denote the component corresponding to
points where t > 0.
Taking the quotient of the resulting (S1)I -stratified space T ∗CI × Z by
KR, we obtain, by Lemma 9.4, a TR-stratification of M × Z . If µI,Z =
µI × idZ : T ∗CI ×Z → (RI ⊗R3)×Z , then we have µ−1I,Z(V×Z)/KR = M̂0,
and µ−1I,Z(W+)/KR = M̂ . Hence both M̂ and M̂0 are identified with unions
of strata inM ×Z . Moreover, since intersectingV×Z with any of the sub-
bundles defined above gives a product bundle, the resulting stratification
ofM× Z is a product stratification.
We can now apply Lemma 9.5 to deduce that the restrictions of ıˆ∗ˆ∗kM̂>0
to the fibers over any two points of Z are canonically isomorphic. If α ∈ k∗R
is generic and comes from a cocharacter of K , the restriction of this com-
plex to the fiber over ι(α) is isomorphic to the pushforward sheaf (pα)∗kMa .
Proposition 3.10 follows.
52 TOM BRADEN AND CARL MAUTNER
9.7. Proof of Proposition 3.14. In this section we show that our hyperbolic
restriction functor is isomorphic to a “real vanishing cycles” functor ap-
plied to the hyperka¨hler moment map, which allows us to use hyperka¨hler
rotation to see that it is independent of the choice of a generic cocharacter.
Given any point ζ ∈ tR ⊗ R3 = V∗, let fζ : M → R be the composition
of ζ with the hyperka¨hler moment map µT . Let M
≥0
ζ = f
−1
ζ (R≥0), M
0
ζ =
f−1ζ (0), and i : M
0
ζ →M≥0ζ and j : M≥0ζ →M be the closed inclusions. Our
“vanishing cycles” functor is the functor φζ : D
b
TR
(M)→ DbTR(M0ζ) given by
φζ(S) = i
!j∗S.
Inwhat follows, wewill view cocharacters of T also as elements of tR⊗R3
via the inclusion V ∗ →֒ V ∗ ⊗Z R3 which sends ξ to ξ ⊗ (1, 0, 0). Thus for a
cocharacter ξ ∈ V we can take ζ = ξ and consider both Φξ and φξ .
The fixed setMξ is contained inM0ξ . Let h denote the inclusion.
Proposition 9.9. For any cocharacter ξ of T there is a natural isomorphism
φξ ◦Res ≃ h∗ ◦Res ◦ Φξ,
where Res = ResT,TR denotes the forgetful map from T -equivariant sheaves to
TR-equivariant sheaves.
Before giving the proof of this result, we explain why it implies Proposi-
tion 3.14. For any flat F , let V∗F = (VF )
∗ ⊗ R3 = (V/VF )∗ ⊂ V∗. We say
that ζ ∈ V∗F is generic if the only tripled flatsVE which are annihilated by
ζ are those with E ≤ F . This agrees with our definition of genericity for
cocharacters of T .
Proof of Proposition 3.14. Let Z ⊂ V∗F be the set of generic covectors. (Warn-
ing: this is not the set Z from the previous section, which was a sub-
set of V.) Define M0Z ,M
≥0
Z ⊂ M × Z to be the locus of (p, ζ) for which
〈µ(p), ζ〉 = 0 or 〈µ(p), ζ〉 ≥ 0, respectively.
Consider the “parametric vanishing cycles” functor i!Zj
∗
Zϑ
∗, where iZ : M
0
Z →
M
≥0
Z and jZ : M
≥0
Z → M × Z are the inclusions and ϑ : M × Z → M is the
projection. An argument using Proposition 9.7 similar to the one in Section
9.6 shows that this functor takes sheaves constructible with respect to the
stratification by S˘F to sheaves constructible with respect to the stratifica-
tion by S˘F × Z . Lemma 9.5 now implies that the restriction of this functor
toM× {ζ} ∼= M does not depend on ζ ∈ Z . But this restriction is precisely
the functor φζ . The result now follows from Proposition 9.9 and the fact
that h∗ and Res have left inverses. 
The main idea of the proof of Proposition 9.9 is to modify the action of
ξ(R>0) to obtain an action which contracts M onto M
0
ξ . This is similar to
arguments in symplectic geometrywhich use the gradient flow of the norm
squared of the moment map.
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Lemma 9.10. For any x ∈ M, the map R>0 → R given by t 7→ fξ(ξ(t)x) is
constant with value zero if x is fixed by ξ, and otherwise it is strictly increasing,
with image R,R>0, or R<0. If the image is R>0 or R<0, then the orbit ξ(R>0)x
contains a fixed point in its closure.
As a result, we can reparametrize the action of ξ(R>0) to obtain an action
which contracts M onto M0ξ : for t > 0 and x ∈ M, let t ∗ x be the unique
point in ξ(R>0)x for which fξ(t ∗ x) = tfξ(x). This action extends to an
action of the multiplicative semigroup R≥0: for every x ∈ M, the closure
ξ(R>0)x contains a unique element ofM
0
ξ , and we let 0 ∗ x be this point.
Lemma 9.11. This action of R≥0 is continuous, and contracts M
+
ξ ontoM
ξ .
Before giving the proofs of lemmas 9.10 and 9.11, let us show how they
imply Proposition 9.9 and thus Proposition 3.14. Consider the diagram
M+ξ
k //
q′

M
≥0
ξ
j //
q

M
Mξ
h
//
f
OO
M0ξ
i
OO
where f , h, i, j, k are the inclusions and q, q′ send x to 0 ∗ x. The con-
tracting lemma (Lemma 9.6) gives an isomorphism φξ = i
!j∗ ≃ q!j∗. Let
A be a T -equivariant complex on M, and take any x ∈ M0ξ r Mξ . By
proper base change, we have (φξA)x ∼= H•c(A|q−1(x)). But A is constant
on q−1(x) ∼= [0,∞), so this cohomology vanishes. In other words, the sheaf
φξA is supported on the fixed locusM
ξ .
SinceM+ξ = q
−1(Mξ), another application of proper base change and the
contracting lemma now implies that
h∗(φξA) ∼= (q′)!k∗j∗A ∼= f !g∗A = Φξ(A).
Proposition 9.9 follows.
We turn now to the proofs of Lemmas 9.10 and 9.11. Both the original
action
(t, p) 7→ t · p = ξ(t)p
of R>0 on M and the modified semigroup action ∗ of R≥0 on M commute
with the action of the maximal compact torus TR ⊂ T , and so they induce
actions ”downstairs” onV, which we denote by ·ˆ and ∗ˆ, respectively.
As a first step to showing that ∗ is continuous, we will show that ∗ˆ is
continuous. To do this, we need to analyze how the moment map image of
a point inMmoves under the action of ξ(R>0).
Before treating a general hypertoric varietyM, we look atM = T ∗CI and
study the infinitesimal action of RI = Lie(R>0)
I ⊂ (C∗)I . Take a point p ∈
T ∗CI , and let v = µI(p) be its image under the full hyperka¨hler moment
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map. Take any X ∈ Lie(R>0)I . Since the action of (C∗)I does not affect the
complex part µI of µI , the vector
Xp :=
d
dt
µI(exp(tX) · p)
∣∣∣∣
t=0
∈ Tv(RI ⊗ R3) = RI ⊗ R3
lies in the subspace RI ⊗ R(1, 0, 0). (We freely use the canonical isomor-
phism of a vector space with its tangent space at any point.)
The ith coordinate vi = (
1
2(|zi|2 − |wi|2), ziwi) ∈ R × C ∼= R3 of v has
Euclidean norm |vi| = 12(|zi|2 + |wi|2), so the ith coordinate of Xp has real
part
d
dt
1
2
(|etXizi|2 − |e−tXiwi|2)∣∣∣∣
t=0
= 2Xi|vi|.
In other words, if |v| ∈ RI denotes the vector whose ith coordinate is |vi|,
and for a, b ∈ RI we put a ◦ b = (aibi)i∈I ∈ RI , then we have
Xp = 2(|v| ◦X)⊗ (1, 0, 0). (14)
(Note that in this formula X lies in Lie((R>0)
I), while |v| ◦ X is naturally
in the dual space Lie((R>0)
I)∗; both spaces are identified with RI in the
natural way.) In what follows, we extend this notation to subsets A,B ⊂
RI : we put A ◦B = {a ◦ b | a ∈ A, b ∈ B}.
Now we turn to the case of a general hypertoric variety M. Consider
the cocharacter ξ as an element in tR = R
I/kR. (Note that we have been
using TR, KR to denote the maximal compact subgroups of T,K , so we
have Lie(TR) =
√−1 tR, and exp(tξ) = ξ(et) for t ∈ R.)
Let π : RI → tR denote the natural quotient map. Let Lξ : V → R be the
linear function induced by ξ, so fξ = LξµT .
Lemma 9.12. For any x ∈M, the set
(2|µT (x)| ◦ π−1(ξ)) ∩ VR. (15)
contains a unique point α; we have
ξx :=
d
dt
µT (exp(tξ) · x)
∣∣∣∣
t=0
= (α, 0, 0).
We always have Lξ∗(ξx) ≥ 0; if Lξ∗(ξx) = 0, then fξ(x) = 0.
Proof. As noted before, the map µ−1K (0)/KR → µ−1K (0) / K is a homeo-
morphism. A more precise statement is the following (see [Kon08, Sec-
tion 3.1]). A K-orbit O contained in µ−1K (0) is closed if and only if it meets
µ
−1
K (0), in which case the intersection is a single KR-orbit. The map O 7→
O ∩ µ−1K (0) gives a bijection between closed K-orbits in µ−1K (0) and KR-
orbits in µ−1K (0).
We use this to transfer the action of the 1-parameter group exp(tξ) from
µ−1K (0)/ K to µ
−1
K (0)/KR, so that we can apply the hyperka¨hler moment
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map. Let r denote the projection µ−1K (0) → µ−1K (0)/KR, and choose any
lifts xˆ ∈ r−1(x) and X ∈ π−1(ξ).
For any t ∈ R, the orbitK(exp(tX) · xˆ) = exp(tX)(K · xˆ) is closed, so we
have
exp(tξ) · x = r(K(exp(tX) · xˆ) ∩ µ−1K (0)).
It follows that there is a Y (t) ∈ kR so that r(exp(Y (t)+ tX) · xˆ) = exp(tξ) ·x.
It is unique modulo the Lie algebra of the stabilizer Kxˆ, and so applying
µT and differentiating, we see that ξx andXxˆ differ by a vector of the form
Yxˆ, Y ∈ kR. Since π−1(ξ) = X+ kR, equation (14) shows that α lies in the set
(15).
To see that there is a unique such α, suppose that α,α′ are both in (15).
Since VR = k
⊥
R , we have α − α′ ∈ (|µT (x)| ◦ kR) ∩ k⊥R . But for any subspace
W ⊂ RI , the set
(R≥0 ◦W ) ∩W⊥
contains only {0}: if a ∈ R≥0 and w ∈W satisfy a ◦ w ∈W⊥, then
〈a ◦ w,w〉 =
∑
i
aiw
2
i = 0,
so ai 6= 0 implies wi = 0, giving a ◦ w = 0. It follows that α = α′.
For the last part, fix X ∈ π−1(ξ) so that α = |µT (x)| ◦X ∈ k⊥R . Then we
have
Lξ∗(ξx) = ξ(α) = 〈X, |µT (x)| ◦X〉 ≥ 0.
Finally, if Lξ∗(ξx) = 0, then the ith coordinate of µI(xˆ) vanishes for every i
such thatXi 6= 0. It follows that fξ(x) = 0 and x ∈Mξ . 
Proof of Lemma 9.10. From the previous lemma, it follows immediately that
t 7→ φ(t) := fξ(ξ(t)x) is constant or strictly increasing, and that if φ is con-
stant, we have fξ(x) = 0.
To see the remaining statements, let P be the preimage of ξ(C∗) under
the quotient (C∗)I → (C∗)I/K = T , fix a lift xˆ ∈ µ−1K (0) ⊂ T ∗CI of x. Then
O := Pxˆ is the open orbit in the (possibly non-normal) affine toric variety
O with torus P¯ := P/Pxˆ.
Let η : RI → p∗R be the quotientmap induced by the inclusion PR ⊂ (S1)I .
Then the image of φ can be identified with
η(µI,R(O) ∩ VR) = η(µI,R(O)) ∩ η(VR),
under the identification of η(VR)with R = Lie(S
1)∗ induced by ξ.
The map η◦µI,R|X is a symplectic moment map forO: i.e., it is a function
O → Lie(P¯R)∗ of the form
y 7→
∑
γ∈Γ0
|fγ(y)|2γ
where Γ0 is a finite set of generators for the semigroup Γ of regular func-
tions fγ : O → C for which p¯ 7→ fγ(p¯ · xˆ) is a character of P¯ . This is clear
when the group P is all of (C∗)I ; the functions fγ can be taken to be the
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coordinates zi, wi which are not constant on O. In the general case, the
functions fγ can be taken to be the restrictions of these functions to O.
The image of such a map is contained in the convex polyhedral cone∑
γ∈ΓRγ, and the image of O is the relative interior of this cone. A proof of
this fact can be adapted from the proof in the projective case; see [CLS11,
12.2.5].
It follows that the image of φ is R, R≥0 or R≤0, and that if 0 is in the
image, it is the image of a fixed point in the closure of ξ(R>0)x, completing
the proof of the Lemma. 
Lemma 9.13. There is a constant C0 > 0 so that
d(0 ∗ˆ v, v) ≤ C0|Lξ(v)|
for any v ∈ V.
Proof. Let Ξ = π−1(Rξ). Then we have L−1ξ (0) = Ξ
⊥×VR×VR. The vectors
α which appear in Lemma 9.12 belong to RI≥0 ◦ Ξ.
In the proof of Lemma 9.12 we saw that (RI≥0 ◦Ξ)∩Ξ⊥ = {0}. In fact the
angle between nonzero vectors in RI≥0 ◦Ξ and Ξ⊥ is bounded away from 0.
To see this, note that for any ξ ∈ Ξ, the set RI≥0 ◦ ξ is closed, and as ξ varies
in Ξ, there are only finitely many different sets that appear. Thus RI≥0 ◦ Ξ
is closed in RI . This together with the fact that Ξ and RI≥0 ◦ Ξ are conical
implies that the required angle bound exists.
If x ∈ µ−1T (v), then for t > 0 we have
d
dt
t ∗ˆ v = d
dt
µT (t ∗ x) =
|Lξ(v)|
|Lξ∗(ξx)|ξx.
Our angle bound gives a uniform upper bound on |ξx|/|Lξ∗(ξx)|, which in
turn says that the length of tangent vectors to the curve t 7→ t ∗ˆ v, 0 < t ≤ 1,
are at most a constant times |Lξ(v)|. The result follows. 
We can now show that our action ∗ˆ on V is continuous. We first prove
that the action is continuous at points (a, v) with a > 0 and Lξ(v) 6= 0.
Without loss of generality we can assume Lξ(v) > 0. On the set R>0 ×
L−1ξ (R>0) the action is given by
(a, v) 7→ s(aLξ(v), v) ·ˆ v,
where for any t > 0, s(t, v) is the unique number in R>0 so that Lξ(s(t, v) ·ˆ
v) = t. Therefore it is enough to show that s is continuous. But the graph
of s is the graph of (a, v) 7→ Lξ(a ·ˆ v) restricted to R>0×L−1ξ (R>0), so by the
closed graph theorem it is enough to show that s is locally bounded.
Suppose that it is not locally bounded; then we can find compact sets
I ⊂ R>0 and C ⊂ L−1ξ (R>0) so that s(I × C) is unbounded. Thus there
is a sequence {vn} in C and an unbounded sequence {tn} in R such that
Lξ(tn ·ˆ vn) lies in I for all n. Passing to a subsequence, we can assume that
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{vn} converges to v ∈ C , and Lξ(tn ·ˆ vn) converges to a ∈ I . But then we
have Lξ(tn ·ˆ v) → a, contradicting the unboundedness of {tn}. Thus s is
locally bounded, as desired.
To see that ∗ˆ is continuous at a point (a, v) ∈ R>0 × L−1ξ (0), we take
u ∈ V, b ≥ 0. We have
d(a ∗ˆ v, b ∗ˆ u) = d(v, b ∗ˆ u) ≤ d(v, u) + d(u, 0 ∗ˆ u) + d(0 ∗ˆ u, b ∗ˆ u)
≤ d(v, u) + C0(b+ 1)|Lξ(u)|,
using Lemma 9.13 twice. This can be made arbitrarily small by taking (b, u)
close to (a, v).
Using this estimate, we see that ∗ˆ is uniformly continuous on sets of the
form (0, a]×C , where C ⊂ V is compact. It follows that ∗ˆ is continuous on
all of R≥0 ×V.
To see that the action “upstairs” onM is continuous, we use the fact that
ξ(R>0) acts trivially on the angle coordinates. Consider the non-Hausdorff
space Θ = C/R>0; then we have a (C
∗)I -equivariant embedding
T ∗CI →֒ (RI ⊗ R3)×ΘI ×ΘI ,
where the first coordinate is µI , and the second and third coordinates are
the reductions of the zi and wi coordinates. The compact torus KR ⊂ K
acts only on the second and third factors, so we have an embedding
M →֒ V × (ΘI ×ΘI)/KR.
Then the ∗-action of R>0 onM comes from the ∗ˆ-action onV and the trivial
action on (ΘI × ΘI)/KR. The continuity of the action at points of {0} ×M
is easy to check.
This completes the proof of Lemma 9.11 and thus of Proposition 9.9.
9.8. Relation to a conjecture of Finkelberg and Kubrak. In this last sec-
tion we show that Proposition 9.9 and the proof of Proposition 3.14 implies
that a conjecture of Finkelberg and Kubrak [FK15] relating vanishing cycles
and hyperbolic restriction is true for singular hypertoric varieties.
The Finkelberg-Kubrak conjecture applies to a class of Poisson singulari-
ties satisfying additional hypotheses. It was noted without proof in [FK15]
that affine hypertoric varieties satisfy these conditions; for completeness
we will explain the details here.
LetM be the affine hypertoric variety defined by V ⊂ ZI . Its coordinate
ring is
C[M] = C[T ∗CI ]K/〈µ∗I(kC)〉,
where
µ∗I : C
I = Lie(C∗)I → C[T ∗CI ], µ∗I(ei) = ziwi,
is the pull-back by the moment map induced by the action of (C∗)I on
T ∗CI . This ring has a Poisson bracket induced by the bracket onC[T ∗CI ] =
C[zi, wi]i∈I which satisfies {zi, zj} = {wi, wj} = 0, {zi, wj} = δij .
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Under this bracket,M has finitelymany Poisson leaves, namely the coarse
strata SF , F ∈ F . Give M the C∗-action induced by the action on C[T ∗CI ]
for which zi, wi have weight 1 for all i ∈ I . Under this action the Poisson
bracket on R = C[M] has weight two, meaning that {Rk, Rℓ} ⊂ Rk+ℓ−2.
Furthermore,R is positively graded, and we have R0 = C and R1 = 0.
There is a Hamiltonian action of a group G on M, extending the action
of T and a moment map
µ∗G : g→ C[M]
whose image is the degree two partC[M]2. To see this, consider the decom-
position
CI = V1 ⊕ V2 ⊕ · · · ⊕ Vr
of CI into its K-isotypic components. Then G = [GL(V1)×GL(V2)× · · · ×
GL(Vr)]/K is the required group; the moment map µ
∗
G is induced by the
natural maps gl(Vj)→ Sym(Vj ⊕ V ∗j ) ⊂ C[T ∗CI ].
The proof of the main result of [FK15] shows that there is a T -invariant
vector f in the Zariski cotangent space T ∗0Mwhich is regular, meaning that
it represents a smooth point of the conormal variety to the stratification of
M by Poisson leaves, under an embeddingM ⊂ T0M. This means that for
a perverse sheaf P on M which is constructible with respect to the strati-
fication, the vanishing cycles φf (M) is a perverse sheaf supported at 0 (at
least in a neighborhood of 0). Thus P 7→ H0(φf (P )|0) is an exact functor to
vector spaces. By [FK15, Theorem 2.4], the dimension of this vector space
is the Euler characteristic of the stalk P |0.
It follows that H0(φf (P )|0) and Φ¯I(P ) have the same dimension. But
Proposition 9.9 gives a canonical isomorphism between these vector spaces,
since by an easy calculation the T -invariant part of T ∗0M is spanned by
µ∗G(t), so that f is represented by a linear combination of the monomials
ziwi, i.e. it is the complexmoment map µT composedwith a linear function.
This can be extended to an isomorphism between (trivial) local systems on
the regular part of the image of t in T ∗0M. (Note that the local system on the
whole regular part of T ∗0M need not be trivial, however.)
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