In this paper we propose a primal-dual algorithm with a novel momentum term using the
Introduction
Let (X , · X ) and (Y, · Y ) be finite dimensional, normed vector spaces. In this paper, we study the following saddle point (SP) problem: 
where f : X → R ∪ {+∞} and h : Y → R ∪ {+∞} are convex functions (possibly nonsmooth) and Φ : X × Y → R is a differentiable function, convex in x and concave in y. Our objective is to design an efficient first-order method to compute a saddle point of the structured convex-concave function L in (1) . The problem (P ) covers a broad class of optimization problems, e.g., convex optimization with nonlinear conic constraints which itself includes LP, QP, QCQP, SOCP, and SDP as its subclasses. Indeed, consider
where K ⊆ Y * is a closed convex cone in the dual space Y * , f is convex (possibly nonsmooth), g is convex with a Lipschitz continuous gradient, G : X → Y * is a smooth K-convex, Lipschitz function having Lipschitz continuous derivative. Various optimization problems that frequently arise in many important machine learning applications are special cases of the conic problem in (2), e.g., primal
or dual formulations of 1 or 2 -norm soft margin SVM, ellipsoidal kernel machines, kernel matrix learning, and etc. Using Lagrangian duality, one can equivalently write (2) as min x∈R n max y∈K * f (x) + g(x) + G(x), y ,
which is a special case of (1), i.e., Φ(x, y) = g(x) + G(x), y and h(y) = I K * (y) is the indicator function of K * , where K * ⊆ Y denotes the dual cone of K.
Related Work. Constained convex optimization can be viewed as a special of case of SP (1),
and recently some first-order methods and their randomized-coordinate variants are proposed to solve min {f (x) + g(x) : Ax = b, G j (x) ≤ 0, ∀j ∈ {1, 2, ..., m}}. In [21] , a level-set method with iteration complexity guarantees is proposed for nonsmooth/smooth and strongly/merely convex settings. Moreover, in [32] , a primal-dual method based on linearized augmented Lagrangian method is proposed with a sublinear convergence rate in terms of suboptimality and infeasibility. However, none of these methods can solve the more general SP problem we considered in this paper.
SP problems has become popular in recent years due to their generality and ability to directly solve constrained optimization problems. There has been several studies on proposing first-order primal-dual algorithms for (1) when Φ(x, y) is bilinear, such as [7, 10, 8, 16, 30, 11] , and few others considered the more general setting similar to this paper [24, 22, 18, 15, 19] . Here, we briefly review some recent work that is closely related to ours. In the rest, suppose (1) has a saddle point (x * , y * ).
In [7] , a special case of (1) with bilinear coupling term is studied:
for some linear operator K : X → Y * , wheref and h are convex functions with easily computable prox (Moreau) maps [17] . The authors proposed a primal-dual algorithm which guarantees that L(x K , y * ) − L(x * ,ȳ K ) converges to 0 with O(1/K) rate whenf is merely convex and with O(1/K 2 ) rate whenf is strongly convex, where {(x k ,ȳ k )} k is a weighted ergodic average sequence. In a follow-up paper, Chambolle and Pock [8] consider an SP problem of the form in (4) such thatf has a composite convex structure, i.e.,f (x) = f (x) + g(x) such that f has an easy prox map and g has Lipschitz continuous gradient. It is shown that their previous work can be extended to handle non-linear proximity operators based on Bregman distance functions while guaranteing the same rate results -see also [9] for an optimal method with O(1/K) rate to solve bilinear SP problems.
In a recent work, He and Monteiro [16] have considered a bilinear SP problem from a monotone inclusion perspective. They proposed an accelerated algorithm based on hybrid proximal extragradient (HPE) method, and showed that an -saddle point (x , y ) can be computed within O(1/ ) iterations. More recently, Kolossoski and Monteiro [19] propose another HPE-type method to solve a more general SP problems as in (1) over bounded sets -it is worth emphasizing that for a nonlinearly constrained convex optimization problem, the dual optimal solution set may be unbounded and/or it may not be trivial to get an upper bound on a dual solution. Indeed, the method in [19] is an inexact proximal point method, each prox subinclusion (outer step) is solved using an accelerated gradient method (inner steps). This work generalizes the method in [16] as the new method can deal with SP problems that are not bilinear, and it can use general Bregman distances instead of the Euclidean one.
Nemirovski [22] and Juditsky & Nemirovski [18] studied min x∈X max y∈Y Φ(x, y) as a variational inequality problem, and proposed a prox-type method. Assuming that X and Y are convex compact sets, Φ(x, y) is differentiable, and
L, O(L/K) ergodic convergence rate is shown for Mirror-prox where in each iteration F is computed twice and a projection onto X ×Y is computed with respect to general (Bregman) distance. Moreover, in [18] under the assumption of strong concavity of Φ(x, y) in y and compactness of X, if ∇ x Φ(x, y) is independent of x, i.e., L xx = 0, then convergence rate of O(1/K 2 ) is shown for a multi-stage method which repeatedly calls Mirror-Prox in each stage. In a more recent paper, He et al. [15] extend the original prox method to solve the composite version min x∈X max y∈Y f (x) + Φ(x, y) − h(y)
with the same convergence rate where f and h are possibly nonsmooth convex functions with simple prox maps with respect to a general (Bregman) distance. In those papers, the primal and dual step-sizes are at most 1/L.
Application. From application perspective, there are many real-life problems arising in machine learning, signal processing, image processing, finance, etc. and they can be formulated as a special case of (1). In particular, the following problems arising in machine learning can be efficiently solved using the methodology proposed in this paper: to name a few, i) robust classification under
Gaussian uncertainty in feature observations leads to SOCP problems [5] ; ii) distance metric learning formulation proposed in [31] is a convex optimization problem over positive semidefinite matrices subject to nonlinear convex constraints; iii) training ellipsoidal kernel machines [28] requires solving nonlinear SDPs; iv) learning a kernel matrix for transduction problem can be cast as an SDP or a QCQP [20, 12] .
In this paper, following [20] , we implemented our method for learning a kernel matrix to predict the labels of partially labeled data sets. To summarize the problem briefly, suppose we are given a set of labeled data points consisting of feature vectors {a i } i∈S ⊂ R m , corresponding labels {b i } i∈S ⊂ {−1, +1}, and a set of unlabeled test data {a i } i∈T ⊂ R m . Let n tr |S| and n t |T | denote the cardinality of the training and test sets, respectively, and define n n tr + n t . Consider M different embedding of the data corresponding to kernel functions k :
Let K ∈ S n + be the kernel matrix such that [K ] ij = k (a i , a j ) for i, j ∈ S ∪ T and consider the
The objective is to learn a kernel matrix K belonging to a class of kernel matrices, which is a convex set generated by {K } M =1 , such that it minimizes the training error of a kernel SVM as a function of K. Skipping the details [20] , one can study both 1 -and 2 -norm soft margin SVMs by considering the following generic formulation:
where c, C > 0 and λ ≥ 0 are model parameters,
Suppose we want to learn a kernel matrix belonging to
clearly, K ∈ K implies K 0. For kernel class K, (5) takes the following form:
where
for r = trace(K ). Clearly, (6) is a special case of (1). In [20] , (6) is equivalently represented as a QCQP and then solved using MOSEK [1] , a comercial interior-point method (IPM). Computational complexity of a generic IPM is O(M n 3 tr ) for solving the resulting QCQP [23] . On the other hand, the first-order primal-dual method we proposed in this paper has O(M n 2 tr ) per-iteration complexity. Therefore, when n tr is very large, IPMs are not suitable for solving large-scale problems unless the data matrix has certain sparsity structure; and in practice as n tr grows, the first-order methods with much lower per-iteration complexity will have the advantage over IPMs for computing low to medium level accuracy solutions.
Contribution. In this paper we propose a primal-dual algorithm with a momentum term that can be viewed as a generalization of the method in [8] to solve SP problems with a more general coupling term Φ that is not bilinear. Assuming ∇ y Φ(·, ·) is Lipschitz and ∇ x Φ(·, y) is Lipschitz for any fixed y, we derive error bounds in terms of L(x K , y * ) − L(x * ,ȳ K ) for the ergodic sequencewithout requiring primal-dual domains to be bounded; in particular, we show O(1/K) rate that when the problem is merely convex in x using a constant step-size rule. Furthermore, assuming Φ(x, ·) is linear in y for each fixed x and f is strongly convex, we obtain the ergodic convergence rate of O(1/K 2 ) -we are not aware of any other single-loop method with O(1/K 2 ) rate when Φ is not bilinear.
The previous art for solving SP problems in the general setting are the Mirror-Prox algorithm in [22, 15] and HPE-type methods in [16, 19] . All these methods including ours have O(1/ ) complexity under mere convexity; however, our accelerated primal-dual (APD) method has an improved O(1/ √ ) rate when f is strongly convex. To the best of our knowledge, all the rates derived here are the best rates for our setting. When compared to [19] , ours is a simpler one-loop algorithm while HPE [19] is a two-loop method requiring a more stronger oracle for subproblemssee Remark 2.1 and also requiring a bounded domain. Moreover, while convergence to a unique limit point is shown for APD, [19] shows a limit point result (weaker than ours), i.e., any limit point is a saddle point -see end of p.1254 in [19] . The other competitor algorithm, Mirror-Prox, requires computing both the primal and dual gradients twice during each iteration. The proposed APD method only needs to compute them once; thus, saving the computation cost by half yet achieving the same iteration complexity. Moreover, recall that in [15] , ∇Φ(·, ·) is assumed to be Lipschitz with constant L and the method has a primal-dual stepsize less than 1/L; note that while our assumption on Φ is weaker, our primal and dual step sizes are longer than 1/L -see Remark 2.2 for weakening the assumptions on Φ. Finally, the numerical results clearly demonstrate that APD has roughly the same iteration complexity as proximal Mirror-Prox; but, requires half the computational efforts (reflected by the savings in computation time).
Organization of the Paper. In the coming section, we precisely state our assumptions on L in (1), describe the proposed algorithm, APD, and present convergence guarantees for the APD iterate sequence, which is the main result of this paper. Subsequently, in Section 3, we provide an easy-to-read convergence analysis proving the main result. Next, in Section 4, we apply our APD method to solve the kernel matrix learning problem and numerically compare it with the Mirror-prox method proposed in [15] and off-the-shelf interior point methods. Finally, Section 5 concludes the paper.
2 Accelerated Primal-Dual Algorithm 
and D Y has a similar form.
andȳ ∈ dom h. The dual spaces are denoted by X * and Y * . For x ∈ X * , we define the dual norm x X * max{ x , x : x X ≤ 1}, and · Y * is defined similarly.
Recall that if f is convex with modulus µ ≥ 0, then for any x,x ∈ dom f and g ∈ ∂f (x),
Note also that (9) and convexity imply that for any y ∈ Y,
We next state our main assumption and propose the APD algorithm for solving (1), and discuss its convergence properties which is the main result of this paper. In case f is strongly convex, i.e., µ > 0, we fix x X = x, x , and set
Suppose f and h are closed convex functions, and Φ is a differentiable function such that (i) for any fixed y ∈ Y, Φ(x, y) is convex and differentiable in x, and for some L xx ≥ 0,
(ii) for any fixed x ∈ X , Φ(x, y) is concave and differentiable in y; for some L yx > 0 and L yy ≥ 0,
(iii) For anyx ∈ dom f , s ∈ X * and t > 0, argmin x∈X {tf (x) + s, x + D X (x,x)} can be computed efficiently. Similarly, argmin y∈Y {th(y) + s, y + D Y (y,ȳ)} is easy to compute for anyȳ ∈ dom h, s ∈ Y * and t > 0. Algorithm 1 Accelerated Primal-Dual (APD) Algorithm
5:
6:
Let D X and D Y be some Bregman distance functions given in Definition 1. Suppose Assumption 2.1 holds, and {x k , y k } k≥0 is generated by Algorithm 1 using a
if a saddle point for
(1) exists and c τ , c σ ∈ (0, 1), then the actual sequence {(x k , y k )} k≥0 converges to a saddle point
, and for
Proof. See Section 3.1 for the proof of the main result.
Remark 2.2. As in [19] , assuming a stronger oracle we can remove L xx assumption in (6), i.e.,
if we replace Line 6 of APD with argmin
we can remove assumption in (9); hence, even if Φ is nonsmooth in x, all the rate results in our submission will continue to hold. Let Φ(x, y) = x 2 y on x ∈ [−1, 1] and y ≥ 0; the Lipschitz constant L for ∇Φ would not exist in this case, and it is not clear how one can modify the analysis of [15] to deal with problems when Φ is not jointly differentiable.
Our method generalizes the primal-dual method proposed by [8] to solve SP problems with coupling term Φ that is not bilinear. Now consider applying our method in their setting, i.e., on (4) withf (x) = f (x) + g(x) such that f has an easy prox map and g has a Lipschitz continuous gradient with constant L. We can equivalently represent it as (1) by setting Φ( 
Application to Constrained Convex Optimization
As mentioned in Section 1, an important special case of (1) is the convex optimization problem with a nonlinear conic constraint, formulated as in (2) . Indeed, (2) can be reformulated as a saddle point problem as shown in (3), which is in the form of (1). Clearly, L yy = 0, and L yx > 0 exists if G is Lipschitz. Moreover, for any fixed y ∈ Y, a bound on L xx , the Lipschitz constant of ∇ x Φ(x, y)
as a function of x, can be computed as follows:
In this section, we customize our algorithm and state its convergence result for this problem.
For simplifying the notation, we assume that (X ,
are Euclidean spaces, i.e., · denotes the Euclidean norm, and we also assume that a dual optimal solution y * ∈ Y exists. Consider the objective ρ(x) f (x) + g(x) in (2), suppose f : R n → R ∪ {∞} is convex (possibly nonsmooth), g : R n → R is convex with a Lipschitz continuous gradient with constant L(g), and K ⊂ R m is a closed convex cone. Moreover, G :
Lipschitz continuous function with constant C(G) > 0 and it has a Lipschitz continuous Jacobian,
We next consider two scenarios: i) a dual bound is known, ii) a dual bound is not known.
i) A dual bound is known. Let B {y ∈ R m : y ≤ B} for some B > 0 such that y * ≤ B for some dual optimal solution y * . Thus, the Lipschitz constant L xx for (13) can be chosen as
and we set h(y) = I K * ∩B . Such a bound B can be computed if a slater point for (2) is available. In particular, using the following lemma one can compute a dual bound efficiently.
and q : R m → R ∪ {−∞} denote the Lagrangian dual function, i.e.,
For anyȳ ∈ dom q, let Qȳ {y ∈ dom q : q(y) ≥ q(ȳ)} ⊂ K * denote the corresponding superlevel set. Then for allȳ ∈ dom q, the superlevel set Qȳ can be bounded as follows:
where 0 < r * min w { G(x), w : w = 1, w ∈ K * }. Although this is not a convex problem due to the nonlinear equality constraint, one can upper bound (14) using 0 <r ≤ r * , which can be efficiently computed by solving a convex problemr min w { G(x), w :
Corollary 2.2.1. Consider the convex optimization problem in (2) and let {(x k , y k )} k≥0 be the APD iterate sequence when APD is applied to the following SP problem with h(y) = I K * ∩B ,
i. Suppose the objective function in (2) is merely convex. For all
is defined in (11).
ii. Suppose the objective function in (2) is strongly convex with µ > 0. For all k ≥ 0, let
1 Part II, and
Proof. i. It is easy to verify that G(x K ), y † = 2 y * d −K (G(x K )) as for any w ∈ R m we have
On the other hand, we also have
where we used the fact that for any y ∈ R m , y * , y ≤ y * , P K * (y) ≤ y * d −K (y). Combining (16) and (17) gives the result.
ii. The proof is similar to part i.. 
Proof. For both cases, we conclude from Theorem 2.1 that
Therefore, according to (13) , for APD iterate sequence {x k , y k } k≥0 , one can set L xx = L(g) + BL(G); hence, the rest follows from Theorem 2.1 and Corollary 2.2.1.
Methodology
In this section we provide a general result for the APD algorithm unifying the analysis of both cases described in Theorem 2.
1. An easy-to-read convergence analysis is given at the end of this section. Our analysis assume some conditions on {(τ k , σ k , θ k )} k≥0 , stated in Assumption 3.1. Later we discuss that step size rules described in Theorem 2.1 produce step-size sequences satisfying these conditions. We define 0 2 /0 = 0 which may arise when L yy = 0.
Step-size Condition) For any k ≥ 0, the step-sizes τ k , σ k and momentum parameter θ k satisfy the following conditions: θ 0 = t 0 = 1 and
for some positive {α k } k≥0 and nonnegative {β k } k≥0 .
Theorem 3.1. Suppose Assumption 2.1 holds, and {x k , y k } k≥0 is generated by APD, stated in Algorithm 1, using a parameter sequence {τ k , σ k , θ k } k≥0 that satisfies Assumption 3.1. Then for
where ∆(x, y) is defined in (11) ,
Moreover, for any saddle point
Proof. See Section 6.1 in the appendix.
Proof of the main result: Theorem 2.1
Now we are ready to establish the main result in Theorem 2.1. Indeed, we show that there exists given in Part II. Since σ k+1 = σ k /θ k+1 , we have θ k+1 = σ k /σ k+1 for k ≥ 0; therefore, (19) implies
and β k = 0 for k ≥ 0. It is easy to verify that {τ k , σ k , θ k } k≥0 together with {α k , β k } k≥0 satisfies (19) . Moreover, it can be shown that σ k = Θ(k), τ k = Θ(1/k), and θ k ∈ [0, 1) -for details see Section 5.2 in [8] . Therefore, we have
and O(1/K 2 ) rate in Part II follows from (20) , and finally (21) implies
Next, we show convergence of the iterate sequence to a unique limit point for Part I. The result in Lemma 3.2 will be used to establish the convergence of the primal-dual iterate sequence.
Lemma 3.2. [25]
Let {a k }, {b k }, and {c k } be non-negative real sequences such that a k+1 ≤ a k − b k + c k for all k ≥ 0, and ∞ k=0 c k < ∞. Then a = lim k→∞ a k exists, and
In the rest of this section, we show the convergence of the iterate sequence for Part I of Theorem 2.1, assuming that for all k ≥ 0, τ k = τ 0 and σ k = σ 0 such that c τ , c σ ∈ (0, 1).
Suppose t k = 1, θ k = 1, α k = α, β k = L yy for all k ≥ 0 for some α > 0 such that the conditions in (19a) hold. More precisely, (1) . Let x = x # and y = y # in (34), then the following simple observations can be made using (22):
Using L(x k+1 , y # ) − L(x # , y k+1 ) ≥ 0, the inequalities (34a) and (23b) lead to
Let
, and c k = 0 for k ≥ 0, then Lemma 3.2 implies that a lim k→∞ a k exist. Therefore, (23a) implies that {z k } is a bounded sequence, where
hence, it has a convergent subsequence z kn → z * as n → ∞ for some z * ∈ X × Y where z * = (x * , y * ). Lemma 3.2 also implies that ∞ k=0 b k < ∞; hence, for any > 0 there exists N 1 such that for any n ≥ N 1 , max{ z kn − z kn−1 , z kn − z kn+1 } < 2 . Convergence of {z kn } sequence also implies that there exists N 2 such that for any n ≥ N 2 , z kn − z * < 2 . Therefore, letting N max{N 1 , N 2 } we conclude that z kn±1 − z * < , i.e., z kn±1 → z * as n → ∞.
Now we show that z * is indeed a saddle point of (1) by considering the optimality conditions for Line 5 and Line 6 of the APD Algorithm. In particular, for all n ∈ Z + , we have u n ∈ ∂f (x kn+1 ) and v n ∈ ∂h(y kn+1 ) where u n 1 τ (∇ψ x (x kn ) − ∇ψ x (x kn+1 )) − ∇ x Φ(x kn , y kn+1 ) and v n 1 σ (∇ψ y (y kn ) − ∇ψ y (y kn+1 )) + s kn . Since ∇ψ x and ∇ψ y are continuously differentiable on dom f and dom h, respectively, it follows from Theorem 24.4 in [26] that ∂f (x * ) lim n→∞ u n = −∇ x Φ(x * , y * ), ∂h(y * ) lim n→∞ v n = ∇ y Φ(x * , y * ), which implies that z * is a saddle point of (1).
Finally, since (23) and (24) are true for any saddle point z # , letting z # = z * and invoking Lemma 3.2 again, one can conclude that w * = lim k→∞ w k ≥ 0 exists, where w k Q k (z * ), i.e.,
On the other hand, from z kn → z * and z kn−1 → z * , we have that lim n→∞ w kn = 0; henceforth, w * = lim k→∞ w k = lim n→∞ w kn = 0, and (23a) evaluated at z * implies that z k → z * .
Numerical Experiments
In this section, we test the implementation of our method for solving the kernel matrix learning problem discussed in Section 1 for classification. In particular, given a set of kernel matrices {K } M =1 ⊂ S n + , consider the problem in (6) . When λ > 0 and C = ∞, the objective is to find a kernel matrix K * ∈ K { M =1 η K : η ≥ 0} that achieves the best training error for 2 -norm soft margin SVM, and when λ = 0 and C > 0, the objective is to find a kernel matrix K * ∈ K that gives the best performance for 1 -norm soft margin SVM. Once (α * , η * ), a saddle point for (6) , is computed, one can construct K * = M =1 η * K and predict unlabeled data in the test set using the model
for all i ∈ T where for 1 soft margin SVM, γ * = b i * − j∈S b j α * j K * ji * for some i * ∈ S such that α * i * ∈ (0, C), and for 2 soft margin SVM, (6) is a special case of (1) where X = {x ∈ R ntr : 0 ≤ x ≤ C, b, x = 0}. In the rest, we consider the following equivalent reformulation of 2 -norm soft margin problem:
Additional numerical experiments for 1 -norm Soft Margin SVM is given in Section 6.2 in the appendix.
APD vs Mirror-prox for soft-margin SVMs
In this experiment we compared our method against Mirror-prox, the primal-dual algorithm proposed by He et al. [15] . We used four different data sets available in UCI repository: Ionosphere respectively. All the data sets are normalized such that each feature column is mean-centered and divided by its standard deviation. For 2 -norm soft margin we set λ = 1, for 1 -norm soft margin SVM we set C = 1 and for both SVMs c = 3 =1 r , where r = trace(K ) for = 1, 2, 3. The kernel matrices are normalized as in [20] ; thus, diag(K ) = 1 and r = n tr + n t for each .
We tested four different implementations of the APD algorithm: we will refer to the constant step version of APD, stated in Part I of the main result in Theorem 2.1, as APD1; and we refer to the adaptive step version of APD, stated in Part II of the main result, as APD2. Finally, we also implemented a variant of APD2 with periodic restarts, and we call it APD2-restart. The APD2-restart method is implemented simply by restarting the algorithm periodically after every 500 iterations and using the most current iterate as the initial solution for the next call of APD2.
All the algorithms are initialized from x 0 = 0 and y 0 = 1 M 1. The results reported are the average values over 10 random replications. In each replication, %80 of the dataset is selected uniformly at random, and used for training; the rest of data set (%20) is reserved as test data to calculate the test set accuracy (TSA), which is defined as the fraction of the correctly labeled data in the test set. All experiments are performed on a machine running 64-bit Windows 10 with Intel i7-8650U @2.11GHz and 16GB RAM. The algorithms are compared in terms of relative error for the function value (|L(x k , y k ) − L * |/|L * |) and for the solution
, where (x * , y * ) denotes a saddle point for the problem of interest, i.e., (37) or (25) , and L * L(x * , y * ). To compute (x * , y * ), we called MOSEK through CVX [13] .
2 -norm Soft Margin SVM
Since (25) is strongly convex in x and linear in y, we implement both APD2 and APD2-restart methods in addition to APD1. Due to strong convexity, x * 2 can be bounded depending on λ > 0 and the Lipschitz constants can be computed similarly as in 1 -norm soft margin problem. In these experiments on 2 soft margin problems, APD2-restart outperformed all other methods on all four data sets. In particular, APD1, APD2, APD2-restart and Mirror-prox are compared in terms of relative errors for function value and for solution in Figures 1 and 2 respectively. Given an accuracy level, both APD1 and APD2-restart can compute a solution with a given accuracy requiring much fewer iterations than Mirror-prox needs. In addition, we observed that for fixed number of iterations the run time for Mirror-prox is almost twice the run time for any APD implementation -see Table 1 , and for runtime comparison on larger size problems, see Section 4.2. Interpreting the results in Figures 1 and 2 , and computational time, we conclude that APD implementations can compute a solution with a given accuracy in a significantly lower time than Mirror-prox requires. For instance, consider the results for Sonar data set in Figure 1 , to compute a solution with |L(x k , y k ) − L * |/|L * | < 10 −6 , APD2-restart requires 1000 iterations, on the other hand,
Mirror-prox needs around 2000 iterations; hence, APD2-restart can compute it in 1/4 of the run time for Mirror-prox. This effect is more apparent when these methods are compared on larger scale problems, e.g., see Figure 3b . Table 1 : 2 -norm soft margin: runtime (sec), relative error for L(x k , y k ) and TSA (%) for APD1, APD2, APD2-restart and Mirror-prox at iteration K ∈ {1000, 1500, 2000, 2500}. 
APD vs off-the-shelf interior point methods
In this section we compare time complexity of our methods against widely-used, open-source interior point method (IPM) solvers Sedumi v4.0 and SDPT3 v1.3. Here we used two data sets:
Breast-Cancer available in UCI repository and SIDO0 [14] (6339 observations, 4932 features -we used half of the observations in data set). The goal is to investigate how the quality of iterates, measured in terms of relative solution error x k − x * 2 / x * 2 , changes as run time progresses. Let x * be the solution of problem (25) which we computed using MOSEK in CVX with the best accuracy option. To compare APD1, APD2, APD2-restart and Mirror-prox against the interior point methods Sedumi and SDPT3, the problem in (25) is first solved by Sedumi and SDPT3 using their default setting. Let t 1 and t 2 denote the run time of Sedumi and SDPT3 in seconds, respectively. Next, the primal-dual methods APD1, APD2, APD2-restart and Mirror-prox were run with the same settings as in Section 4.1.1 for max{t 1 , t 2 } seconds. The mean of relative solution error of the iterates over 10 replications are plotted against time (seconds) for each of these methods in Figure 3 . Sedumi and SDPT3 are second-order methods and have much better theoretical convergence rates compared to the first-order primal dual methods proposed in this paper. However, for large-scale machine learning problems with dense data, the work per iteration of an IPM is significantly more than that of a first-order method; hence, if the objective is to attain low-to-medium level accuracy solutions, then first-order methods are better suited for this task, e.g.,
in Figure 3b , APD2-restart iterates are more accurate than Sedumi and SDPT3 for the first 2000 and 1000 seconds respectively.
(a) Breast-Cancer (b) SIDO0 Figure 3 : Run time comparison of APD1, APD2, APD2-restart, Mirror-prox, Sedumi, and SDPT3 in terms of relative error for x k on 2 soft margin problems.
Conclusions
We proposed a primal-dual algorithm with a novel momentum term based on gradient extrapolation to solve saddle point problems defined by a convex-concave function L(x, y) = f (x)+Φ(x, y)−h(y) with a general coupling term Φ(x, y) that is not assumed to be bilinear. Assuming ∇ y Φ(·, ·) is Lipschitz and ∇ x Φ(·, y) is Lipschitz for any fixed y, we derive error bounds in terms of
for the ergodic sequence -without requiring primal-dual domains to be bounded; in particular, we show O(1/K) rate when the problem is merely convex in x using a constant step-size rule.
Furthermore, assuming Φ(x, ·) is linear in y for each fixed x and f is strongly convex, we obtain the ergodic convergence rate of O(1/K 2 ). To best of our knowledge, this is the first time O(1/K 2 ) rate is shown for a single-loop method for solving a saddle point problem when Φ is not bilinear. Our new method captures a wide range of optimization problems, especially, those that can be cast as an SDP or a QCQP, or more generally conic convex problems with nonlinear constraints. It has been illustrated in the numerical experiments that the APD method can compete against second-order methods when we aim at a low to medium level accuracy. Moreover, APD with single-loop has roughly the same iteration complexity as proximal Mirror-Prox with double-loop iterations; on the other hand, it requires half the computational efforts needed by Mirror-prox.
Appendix
Lemma 6.1. Let X be a finite dimensional normed vector space with norm . X , f : X → R∪{+∞} be a closed convex function with convexity modulus µ ≥ 0 w.r.t. . X , and D : X × X → R + be a
Bregman distance function corresponding to a strictly convex function φ : X → R that is differentiable on an open set containing dom f . Givenx ∈ dom f and t > 0, let
Then for all x ∈ X , the following inequality holds:
Proof. This result is a trivial extension of Property 1 in [29] . The first-order optimality condition for (26) implies that 0 ∈ ∂f (x + ) + t∇ x D(x + ,x) -here ∇ x D denotes the partial gradient with respect to the first argument. Note that for any x ∈ dom f , we have ∇ x D(x,x) = ∇φ(x) − ∇φ(x). Hence, t(∇φ(x) − ∇φ(x + )) ∈ ∂f (x + ). Using the convexity inequality for f , we get
The result in (27) immediately follows from this inequality.
Proof of Theorem 3.1
For k ≥ 0, the optimality conditions for the y-and x-subproblems in Line 5 and Line 6 of APD algorithm imply two inequalities that hold for any y ∈ Y and x ∈ X :
These inequalities follow from the definition of a Bregman function -see Lemma 6.1 for details.
Using convexity of Φ(x, y k+1 ) in x and the bound in (8), the following inequality follows from (29) ,
For
see Line 4 of APD algorithm. Now summing (28) and (30) and rearranging the terms lead to
for k ≥ 0, where in the last inequality we use the concavity of Φ(x k+1 , y) in y. We can rewrite the bound in (31) as
The term ( * ) in (32) can be bounded using the fact that for any y ∈ Y, y ∈ Y * , and η > 0, we have
Indeed, one can bound q k , y − y k for any given y ∈ Y as follows:
after adding and subtracting ∇ y Φ(x k−1 , y k ) to q k , using the previous inequality twice together with 
which is true for any α k , β k > 0. Moreover, if L yy = 0, then the bound in (33a) is valid and the term in (33b) becomes 0; hence, (33) holds for any α k > 0 and β k = 0 when L yy = 0.
Let z = (x, y), using (33) with y = y k+1 within (32), we obtain the following inequality for k ≥ 0:
All the derivations until here, including (34), hold for any Bregman distance function D X . Recall
X and x X = x, x . Now, multiplying both sides by t k , summing over k = 0 to K − 1, and then using Jensens's inequality, we obtain
where the last inequality follows from the step-size conditions in (19) , which imply that t k+1 Q k+1 (z)−
where we used the fact that initializing x 0 = x −1 and y 0 = y −1 implies q 0 = 0 and D X (x 0 , x −1 ) = D X (y 0 , y −1 ) = 0. Consider (33) with k = K, then we get an upper bound on ( * * ). Now we can combine this upper bound with (35) to get
where in the last inequality we used the step-size condition (19a) for k = K. The result in (20) can be obtained by dropping the second term in (36), which is non-negative. Finally, suppose (x * , y * ) is a saddle point of (1), the result in (21) can be obtained immediately by letting x = x * and y = y * in (36) and using the fact that L(x K , y * ) − L(x * ,ȳ K ) ≥ 0.
Additional numerical experiments: 1 -norm Soft Margin SVM
Consider the following equivalent reformulation of 1 -norm soft margin problem:
Note that (37) is merely convex in x and linear in y; therefore, we only used APD1. Let · denote the spectral norm; the Lipschitz constants defined in (9) and (10) can be set as L xx 6 max =1,2,3 { G(K ) }, L yy = 0, L yx 6 √ 3C max =1,2,3 { G(K ) }. Recall that the stepsize of Mirror-prox is determined by Lipschitz constant L of ∇Φ, and which can be set as L =
yy , where L xy is defined similarly as L yx in (10), and for (37) one can take L xy = L yx . Except for Sonar dataset, the Lipschitz constants are multiplied by 0.1.
In these experiments on 1 soft margin problems, APD1 outperformed Mirror-prox on all four data sets. In particular, APD1 and Mirror-prox are compared in terms of relative errors for function value and for solution in Figures 4 and 5 respectively. In these figures, relative errorr are plotted against the number of iterations. In this experiment we observed that for fixed number of iterations K, the run time for Mirror-prox is at least twice of APD1 run time -while APD requires one primal-dual prox operation, Mirror-prox needs two primal-dual prox operations at each iteration. It is worth mentioning that for Ionosphere and Sonar data sets, 1500 iterations of APD1 took roughly the same time as MOSEK required to solve the problem, and within 1500 iterations APD1 was able to generate a decent approximate solution with relative error less than 10 −4 and with a high TSA value; on the other hand, Mirror-prox was not able to produce such good quality solutions in a similar amount of time. The average TSA of the optimal solution (x * , y * ), computed by MOSEK, are 93.81, 84.76, 84.07, 96.79 percent for Ionosphere, Sonar, Heart and Breast-Cancer data sets, respectively. Note that TSA is not necessarily increasing in the number of iterations K, e.g., APD1 iterates at K = 1000 and K = 2000 have 85.95% and 84.76% TSA values, respectively, for Sonar data set -note the optimal solution (x * , y * ) has 84.76% TSA -see Table 2 for details. This is a well-known phenomenon and is related to over fitting; in particular, the model's ability to generalize can weaken as it begins to overfit the training data. Table 2 : 1 -norm soft margin: runtime (sec), relative error for L(x k , y k ) and TSA (%) for APD1 and Mirror-prox at iteration K ∈ {1000, 1500, 2000, 2500}. 
