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ABSTRACT 
As a further generalization of the Perron-Frobenius theorem from linear to 
nonlinear operators, we prove uniqueness of the solution as well as ergo&city for 
nonlinear operators which are strictly increasing and weakly homogeneous on a certain 
subset of the Euclidean space. We also discuss higher order difference equations which 
involve this type of operators. 
1. INTRODUCTION 
The Perron-Frobenius theorem [14, 4, 51 has a prominent place in 
applications of linear algebra to various disciplines, as for example economic 
theory, demography, mathematical biology, and stochastic models. Among 
various generalizations, a nonlinear version was first given in [lo] for mono- 
tone homogeneous operators in normed vector spaces (see also [2, 3, 151). 
Whereas an early ergodicity result for the linear case was proved by Perron 
[14], ergodicity results for certain nonlinear mappings appear first to have 
been obtained by Solow and Samuelson [16]. Their result was further gener- 
alized by Morishima [ 111, using the concept of local primitivity (see also [ 131). 
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Morishima and Fujimoto [12] gave a simple elementary proof for nonlinear 
mappings which are irreducible and homogeneous (see [6, 71 for a further 
generalization). Recently, Kohlberg [8] presented a simple proof of the 
ergodicity for primitive and weakly homogeneous mappings, using Hilbert’s 
metric. (See also [9] for another type of extension which uses this metric. For 
Hilbert’s metric see [l], where it is used to extend the Perron-Frobenius 
theorem to certain linear operators.) 
In this paper we give a simple proof of the uniqueness of the solution and 
of the strong ergodicity for nonlinear operators which are strictly increasing 
and weakly homogeneous on a certain subset of the Euclidean space. In the 
proof we follow an argument developed in [17]. As corollaries we obtain the 
result in [8] and strong ergodicity results for nonlinear operators which are 
not nonnegative or are not primitive. We also discuss the ergodicity for higher 
order difference equations which involve operators of the type considered. 
2. NOTATION AND DEFINITIONS 
Let R” be the Euclidean space of dimension n. For two vectors x, y in 
R”, x 2 y means xi 2 yi for all i; x 2 y means x 2 y but x # y; x > y means 
xi > yifor all i. R; denotes the set of all x in R” with x 2 0. Let 1.1 be any 
norm on R” such that x 2 y 2 0 implies Ix/ 2 ( y]. A subset M of R” is a cone 
if M contains, for any point x E M the whole ray R + x. In what follows M 
always denotes a closed cone in R” which contains some x 2 0. (M is not 
required to be convex.) By T we always denote a continuous operator 
T:M+M. 
T is strictly increasing on M if for x, y E M, 
x 2 y implies TX > Ty . 
T is (positively) homogeneous on M if for x E M, X E R +, 
T(hx)= AT(x). 
T is (positively) weakly homogeneous on M if for x E M, X E R +, 
T(hx) = f(A)T(r), 
where f: R, + R, is such that f( X)/X is nonincreasing and f(0) = 0. 
T is ray-preserving on M if for x E M, h E R,, there exists some h E R, 
such that 
T(Xx) =iiT(x). 
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Obviously, a homogeneous operator is weakly homogeneous, and a weakly 
homogeneous operator is ray-preserving. We shall say that T has a unique 
solution x * on a subset N of M whenever the following two conditions are 
satisfied: x* E N with ]x*( = 1, and there exists some A* > 0 such that 
TX* = X*x*. If TX = Xx for x E N and X 2 0, then x = rx* with r 2 0. With 
respect to a unique solution x * we call T strongly ergodic on a subset N ’ of M 
whenever for an arbitrary 0 # x E N ‘, T kx/ JT kx 1 converges to x * for k 4 CC. 
REMARK. A continuous operator T: R: --, RI for which some power is 
strictly increasing on R: is called primitive. Primitivity and weak homogene- 
ity on R: are the assumptions stated in [B]. With respect to the latter 
assumption see also the notion of rectilinearity in [lo]. 
3. ERGODICITY RESULTS 
Our main result is the following 
THEOREM. If T is strictly increasing and weakly homogeneous on M, 
then T has a unique solution x* > 0 and is strongly ergodic on the set of all 
points x in M for which the path intersects with RT \ {0}, i.e., Tp(x) 2 0 for 
some p E {O,l,...}. 
In addition there holds the following uniqueness statement: Zf T( sx) 2 
X(sr) for all s E R,, some X 2 A*, and 0 z x E M such that TP(x) has at 
least one nonnegative component for some p E (0, 1, . . . }, then x = IX* with 
rER,andX=A*. 
Proof. 
(1) First we prove uniqueness. Suppose there exist 0 < x* E M and 
h* > 0 satisfying TX* = X*x*. Assume further that T( sx) 2 A( sx) for all 
PER+, some h 2 X*, and x E M \ { 0) such that TPx has at least one 
nonnegative component. If we had x 5 0, then r < 0, since x + 0, and 
therefore TX < 0. But then TPx < 0, which contradicts the assumptions. 
Hence xi>Oforatleastone iE {1,2,...,n}. Let 
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Obviously, s > 0, z 2 0, and zjO = 0. From TX* = X*x * it follows that 
and hence X*z 2 TX* - (X*/h)T( sr). Suppose, we had z z 0. Then x* 
= z + sx 2 sx and hence TX * > T( sx). This yields h*z > (1 - A*/X )Tx * 2 0, 
which contradicts z = 0. Therefore we must have .z = 0 and x = (l/s)x*. 
Furthermore TX * 2%~ 
hence h* = i. - 
*, and because of TX* = A*x * we get X* 2 X and - 
In an analogous manner, from TX = Ax for 0 < x E M and X > 0 it follows 
that x=rx*, r > 0. Since T is weakly homogeneous, we may assume 1 x ( = )x * 1, 
and also X 2 h* because of symmetry. Define s and z in the same way as 
above. We obtain x* 2 ST, and since now x 2 0, the monotonicity of 1. I yields 
0 < s =( 1. Therefore f(s)/s 2 f(l)/1 = 1 and we obtain 
As above, this implies z = 0 and hence x = x*. 
Finally, consider TX = Ax for x E M with TP(x) 2 0 for some p 2 0 and 
X 2 0. Weak homogeneity yields 
T(TPx) = TP(Tx) =xTpx with x 2 0 
and hence Ty = h y for y = Tpx. Since y 2 0, we have Ty > 0 and therefore 
x > 0, y > 0. Thus the above uniqueness result yields y = rx* with T > 0. 
From TX = hx we have TPx = “hx with i 2 0. Therefore xx = TPx = y = IX*, 
x cannot be 0, and x = tx* with t > 0. This proves the uniqueness assertions 
of the theorem, provided there are 0 < x* E M, A* > 0 satisfying TX * = X*x*. 
(2) Next we prove existence and ergodicity. Let x E M with TPx 2 0 for 
some p E {O,l,. . . }. (Such an x exists, since by assumption M contains at 
least one x 2 0.) Since T(0) = 0, Tkx = 0 is impossible for k 5 p, and Tkx > 0 
for k > p. Therefore xk=Tkx/ITkxI is well defined, and (xk)k,O is a 
sequence in M with lxkl = 1 and xk 2 0 for k 2 p. Weak homogeneity of T 
yields the recursion x k+l=Txk/lTxkl. Define X,=min{h~ R, ITxk=<hxk) 
for k 1 p. 
We can show that X k+rjXk for kzp. Let XER, with Txk<Axh 
(k 2 p). Since 0 I Txk, the monotonicity of the norm implies 0 < jTxkJ 5 A 
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Then the assumptions on T imply 
1 f(X) 
imT@rk)= f(lTxki)T(Xk) 
T(xk) -= 5’ ,Txk, XXk+l ’ 
Hence X k+ r 5 A, which implies X k+l 2 A,. Since the sequence (hk)kkp is 
nonincreasing in R + , it has a limit A* E R +. Since the intersection of M-with 
the unit sphere is compact, (x~)~ ~ p has a subsequence ( xh)!) converging to 
some x* E M with (x*1 = 1 and x* >_ 0. Because TX” 5 Xhx” 5 Xpcixfl for 
h>=p+i, iE{1,2,... }, it follows by the continuity of T that TX * 2 h p + ,x * 
for all i and therefore TX * s A*x *. Suppose equality does not hold, i.e. 
TX* I X*x*. Then T2x* < T(X*x*)= f(X*)Tx*. Because TX* 2 X*x* and TX* 
> 0, we have 0 < (TX * 15 A* and hence 
f(A”) fm*l) 
A* = <JTx*l. 
Thus we obtain 
T2x* TX* 
= m <‘* ,Tx*, ’ 
Since T is continuous, x h + ’ = TX “/ 1 TX h ( + TX */ (TX * 1. Hence there exists 
some m 2 p such that TX” -C X*x”. But this implies A, < A*, in contradiction 
to x* sh,. Therefore TX * = X*x*, and clearly A* > 0, x * > 0, since T is 
strictly increasing. 
Now consider an arbitrary subsequence of (r k)k ~ p converging to some 
X E M. Then the above construction yields T? = XX with F > 0, > > 0. The 
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uniqueness proved in part (1) gives us 2 = x*. Hence the sequence (x~)~ ~ p 
itself must converge to x*. The construction of x* and X* depends on the 
starting point x E M. But again by the uniqueness property the same x* is 
obtained for arbitrary 1c E M with Z’P(x) 2 0 for some p. n 
REMARK. With a similar argument to the above proof, the existence of a 
positive eigenvector is shown in [2, 31 for an operator which is homogeneous 
on a convex cone and strictly increasing on it for the partial order defined by 
this cone. Uniqueness and ergodicity however are shown only for the case of a 
linear operator. 
Our theorem yields in particular the following result by Kohlberg [8]. 
COROLLARY 1. If G: RF + R: is continuous and ray-preserving and 
some power of G is strictly increasing and weakly homogeneous on RT, then 
G has a unique solution x* > 0 and is strongly ergodic on R:. 
Proof. M = R: and T = Gq, for an appropriate q 2 1, satisfy the as- 
sumptions of the theorem. Therefore there exists x* > 0 such that 
Gqky/]Gqky( +x * for any y>O and k-co. Since y=G”xzO for x20 
and i 2 0, it follows that Gkx/]Gkx] ---f x* for any x 2 0 and k * 00. Since G 
is ray-preserving and continuous, this implies 
G(Gkx) G(Gk(x/l)lGkxI) Gx* 
JG(Gkx)J = JG(cz~x/IG~x))I + 1Gx*l’ 
Hence Gx*=X*x* with h*=]Gx*]>O, If Gx=Ax with x>Oand h>=O, 
then G kx = XX, since G is ray-preserving. Evidently h > 0 and x/ 1x1 = 
Gkx/]Gkx] -+x*. Hence x = 1x(x*. n 
REMARK. A simple example of a nonlinear mapping covered by Corollary 
1 is the following one, which also appears in mathematical economics (cf. [9]). 
Let & be a finite set of strictly positive n x n matrices, and define 
G:R:+R: componentwise by (Gx)~ = min((Ax),) A E -01}. 
Simple examples show that the conclusion of Perron’s theorem holds also 
for certain matrices having negative entries, e.g. for 
A= f _;. [ 1 
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In this case A2 > 0 and (Ax), > 0 for x > 0. However, it is not sufficient that 
Ak > 0 for some k, as can be seen from 
for which A2 > 0. Our theorem implies the following ergodicity result cover- 
ing such (nonlinear) operators. (Cf. also [ll, 121.) 
COROLLARY 2. Let G:R”+R” be a continuous and homogeneous 
operator on R”, and assume that Gq is strictly increasing on R” for some 9 
and that for x > 0, Gx has at least one nonnegative component. Then G has a 
unique solution x* > 0 and is strongly ergodic on the set of all x E R” with 
GqPx 2 0 for at leavt one p >= 0. 
Proof. M = R” and T = Gq satisfy the assumptions of the theorem. 
Therefore there exists x* > 0 such that Gqkx/ ]Gqkx] + x * for any x E R” 
with GqPx 2 0 for some p 2 0. Also G qx * = X*x * with X* > 0, and hence 
G “( Gx * ) = X*Gx *. By assumption Gx * has at least one nonnegative compo- 
nent, and hence the same is true for Gq(Gr*). Since G is homogeneous, the 
additional uniqueness property in the theorem yields Gx * = ) Gx * ] x *. Fur- 
thermore, since G is continuous, 
Gqk+ lx Gx* 
IG qk+lxI + G = ‘* 
for any x E R” with GqPx 2 0, p 2 0. Repeated application of G then gives 
ergodicity and a fortiori uniqueness. W 
The assumptions of Corollary 2 are in particular satisfied for primitive 
nonnegative matrices. In addition to the previous corollary, from Corollary 2 
we may obtain for these matrices ergodicity also if the starting point x has 
negative components (provided that GqPx 2 0). Even if only nonnegative 
matrices are considered, one easily finds examples showing ergodic behavior 
without satisfying the assumptions of Perron’s theorem. For example, the 
nonnegative matrix 
is not primitive, but for the mapping G : R: + R: induced by this matrix one 
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verifies easily that G kx / 1 G kx 1 -+ x * for all x 2 0, where 
0 
[ 1 1 x*= - 
0 . I[ II 1 
Also, x* is the unique solution of G on R;. One can relate this example to 
Perron’s theorem by observing that an appropriate similarity transformation 
turns the given matrix into a primitive one, e.g. 
In general, by applying (possibly nonlinear) similarity transformations a class 
of operators can be constructed for which strong ergodicity holds. 
COROLLARY 3. Let T be strictly increasing and weakly homogeneous on 
M, and let f: M + M be a homeomorphism which together with its inverse is 
ray-preserving. Then the transformed operator G = f Tf- ’ has a unique 
solution f(z) with z > 0 and is strongly ergodic on the set of all points of M 
for which the path under G intersects with f( R: \ (0) n M). 
Proof. Let y E M such that the path of y under G intersects with 
f(R: \ (0) n M), i.e., Gpy E f(R: \ {O}n M) for some p 2 0. Then for 
x = f’(y) it follows that T% = flGpfx = f’GPy 2 0. Therefore, by the 
theorem Tkx/lTkxI AX* with 0 < x* E M. Note that, by assumption, M 
contains at least one x 2 0. Since f is continuous and ray-preserving, this 
implies 
fTkx fx* 
-F--+- 
IfT xl Ifi*l’ 
Putting y * = fi */ I fx * 1, we obtain 
Gky fTkf ‘Y 
IGy”l= lfT”f ‘yl + ‘*’ 
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Since G too is continuous and ray-preserving, we get 
Gk+’ 
Y GY* 
JGk+‘yl + IGy*I 
and hence Gy* = A*y* with X* = IGy *) > 0. Since f I is ray-preserving, 
z=f’(fx*/Ifx*I)>Oandthereforey*=f(z)~f(R:\{O}nM).SinceG 
is ray-preserving, we must have uniqueness. a 
REMARK. Concerning the above example, take M = R”, T defined by 
and f defined by 
The assumptions of Corollary 3 are obviously satisfied, and G has a unique 
solution and is ergodic on R:, since f ‘( R: ) c R:. 
4. HIGHER ORDER DIFFERENCE EQUATIONS 
Let us consider the difference equation 
x t+3 = z-(X’, *f+l, xt+y, 
where each xi E R:. To simplify the discussion let us assume that T: R; x 
R:xR:+R; is continuous, homogeneous, and nondecreasing in each xi. 
Now define an operator F mapping R: X R: X R; into itself as 
F(x, Y, z> = (Y> ~7 T(x, Y> 2)). 
This F is continuous and homogeneous. 
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To apply Corollary 1 we want to know when F is primitive. One possible 
answer is given by the following two conditions: 
It can be shown that F 5( X ‘) > F 5( X) for any X ‘, X in the domain of F such 
that X’ 2 X. See the following table: 
1 F F2 F3 F4 F” 
x’2x 2 2 L 2 > 
Y'kY = > L 2 > > 
2’22 2 2 > > > - 
Similarly for the remaining cases x’ 2 r and Z’ 2 z one obtains F4( X’) > 
F4( X) and F3( X’) > F3( X) respectively. In any case we have F’( X’) > 
F5( X) whenever X’ 2 X. Other conditions can be given, e.g. by interchang- 
ing > and 2 in the above conditions ( *). 
This result can be generalized to a higher order difference equation: 
x t+m =qxt,xt+l )...) Xt+“l-1). (1) 
Here T is continuous, homogeneous, and nondecreasing in each xi, xi E Rt. 
Let X=(X,,X,,...,X,)with Xi~R”,,anddefine 
F(X)= (X2,..., &J(X)). 
Suppose 
T(X’) 2 T(X) if Xi>X,, X[=Xi for i#l, 
T(X’) > T(X) if X&2X,, Xi= Xi for i # m. (**I 
Then it follows that F2”-l(X’)> F2mp1(X) for any X’, X such that X’> X. 
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If T is Gateauxdifferentiable, F can be rewritten as 
F(X)= 
0 I 0 . . . 0 
0 0 1 . . . 0 
0 0 (j . . . ; 
dT LIT dT i?T 
- - - . . . 4 - 
ax, ax, ax, JX”, ] 
111 
Xl 
x2 
X' n,- 1 
X”, 
The condition (* *) is satisfied if at any point X, the Jacobian dT/aX,,, is a 
positive matrix and each column of aT/dX, has at least one positive entry. 
Under the assumptions made, from Corollary 1 it follows that F has a unique 
solution X * > 0 and is strongly ergodic on Ry”. This implies that the 
difference equation (1) has a balanced growth solution r’ = A’x * unique up to 
a positive factor such that 
A”x* = T(x*, Xx* ,..., P-h*), 
and this solution is relatively stable. 
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