A Higher-order Trace Finite Element Method for Shells by Schöllhammer, D. & Fries, T. P.
A Higher-order Trace Finite Element Method for
Shells
D. Schöllhammer1, T.P. Fries2
May 1, 2020
1,2Institute of Structural Analysis
Graz University of Technology
Lessingstr. 25/II, 8010 Graz, Austria
www.ifb.tugraz.at
1schoellhammer@tugraz.at, 2fries@tugraz.at
Abstract
A higher-order fictitious domain method (FDM) for Reissner-Mindlin shells is
proposed which uses a three-dimensional background mesh for the discretization.
The midsurface of the shell is immersed into the higher-order background mesh and
the geometry is implied by level-set functions. The mechanical model is based on
the Tangential Differential Calculus (TDC) which extends the classical models based
on curvilinear coordinates to implicit geometries. The shell model is described by
PDEs on manifolds and the resulting FDM may typically be called Trace FEM. The
three standard key aspects of FDMs have to be addressed in the Trace FEM as
well to allow for a higher-order accurate method: (i) numerical integration in the
cut background elements, (ii) stabilization of awkward cut situations and elimination
of linear dependencies, and (iii) enforcement of boundary conditions using Nitsche’s
method. The numerical results confirm that higher-order accurate results are enabled
by the proposed method provided that the solutions are sufficiently smooth.
Keywords: Trace FEM; Fictitious domain methods; Tangential differential cal-
culus; Shells; Manifolds; Implicit geometries;
ar
X
iv
:2
00
4.
14
46
1v
1 
 [c
s.C
E]
  2
9 A
pr
 20
20
2 CONTENTS
Contents
1 Introduction 3
2 Preliminaries 7
2.1 Tangential differential calculus (TDC) . . . . . . . . . . . . . . . . . . . . 9
2.1.1 Projectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Surface differential operators . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Divergence theorem on manifolds . . . . . . . . . . . . . . . . . . . 11
3 Governing equations 11
3.1 Reissner–Mindlin shells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Equilibrium in weak form . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4 Trace Finite Element Method 16
4.1 Implementational aspects of the Trace FEM . . . . . . . . . . . . . . . . . 17
4.1.1 Higher-order accurate integration of the discrete zero-isosurface . . 18
4.1.2 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.1.3 Essential boundary conditions . . . . . . . . . . . . . . . . . . . . . 21
4.2 Discretization of the Reissner–Mindlin shell . . . . . . . . . . . . . . . . . 21
4.2.1 Discrete difference vector . . . . . . . . . . . . . . . . . . . . . . . . 22
4.2.2 Discrete weak form . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5 Numerical results 24
5.1 Hyperbolic paraboloid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 Gyroid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5.3 Flower-shaped shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6 Conclusions 32
References 34
31 Introduction
A shell is a curved, thin-walled structure and due to their high bearing capacity, they occur
in many engineering applications such as automotive, aerospace, biomedical- and civil-
engineering [12, 22, 58]. In the mechanical modelling of a shell, a dimensional reduction
from the 3D shell body to its midsurface is a key step. The equilibrium equations result
into partial differential equations (PDEs) on manifolds embedded in the physical space
R3. In the classical approach of modelling shells, the midsurface is typically defined by a
(piecewise) parametrization which may be called an explicit definition. Then, there exists
a map from some two-dimensional parameter space Ωˆ to R3. In the context of the classical
Surface FEM, the discrete midsurface is rather defined by an atlas of local element-wise
mappings from the reference element to the physical elements. An overview of classical shell
theory is given, e.g., in [15, 55, 56, 3] or in the text books [12, 4, 1, 57, 58]. Alternatively, the
shell geometry may also be defined implicitly following the level-set method [25, 26, 47, 54].
The main advantage of implicit geometry descriptions is that the application of recent finite
element techniques such as fictitious domain methods (FDM) for shells is enabled.
Herein, we propose a higher-order accurate fictitious domain method for implicitly defined
Reissner–Mindlin shells. The geometry of the shell is defined implicitly by means of level-
set functions. The shell boundary value problem (BVP) is discretized with a higher-order
accurate Trace FEM approach.
The Trace FEM is a fictitious domain method for solving PDEs on manifolds, see e.g.,
[48, 43, 44, 31, 29, 53, 5]. This may also be called Cut FEM which, in the last years,
became a popular FDM enabling higher-order accuracy [8, 10, 9]. When using the Cut
FEM for the solution of PDEs on manifolds as done herein, the method becomes analogous
to the Trace FEM [11, 13]. This recent finite element technique is fundamentally different
compared to standard Surface FEM approaches, see e.g., [19, 21, 23, 26]. In the following,
the major differences in, (1) geometry definition, (2) mesh and degrees of freedom (DOFs)
and, (3) generation of integration points in these two approaches are outlined and visualized
for the Trace FEM in Fig. 1 and for the Surface FEM in Fig. 2, respectively.
1. Firstly, the differences in the geometry definition are emphasized. In Fig. 1(a), an
implicitly defined shell by means of level-set functions is presented. In particular,
the yellow surface indicates the midsurface of the shell and is defined by the zero-
isosurface of a master level-set function. The boundary of the shell is defined by
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(a) implicit shell midsurface (b) cut elements (c) integration points on the zero
isosurface
Fig. 1: Overview of the Trace FEM: (a) Implicit definition of the shell geometry by means of level-
set functions, (b) the set of cut three-dimensional background elements are labelled as
active mesh and their nodes imply the DOFs for the numerical simulation, (c) integration
points on the zero-isosurface plotted in red for the domain and in blue on the boundary.
additional slave level-set functions, i.e., the light green, purple and grey surfaces in
Fig. 1(a). In contrast to the implicit definition, an explicit representation of the shell
midsurface for this example is shown in Fig. 2(a). Then, the surface is given through
an atlas of element-wise local mappings, as usual in the context of Surface FEM,
implying local curvilinear coordinates. Note that a parametrization is only available
in the explicit case and is, in general, not available in implicitly defined geometries.
2. Secondly, the mesh generation and the location of DOFs are considered. In the
Trace FEM the domain of interest, i.e., the shell midsurface, is embedded in a three-
dimensional background mesh. The 3D background mesh may consist of higher-order
Lagrange elements with the only requirement that the domain of interest is com-
pletely immersed. Neither the shell surface nor the shell boundary have to conform
to the background mesh. There is one master level-set function whose zero-isosurface
implies the shell surface and additional slave level-set functions imply the boundaries.
The set of cut elements is labelled active mesh and is visualized in Fig. 1(b) where
cubic tetrahedral elements are used as an example. For the numerical simulation,
the DOFs are located at the nodes of the active mesh, which are clearly not on the
midsurface of the shell. The corresponding shape functions are those of the active
mesh and are restricted to the trace. This means that for the integration of the weak
form, the 3D shape functions are only evaluated on the zero-isosurface of the master
level-set function. In contrast, in the Surface FEM a boundary conforming surface
5(a) explicit shell midsurface (b) surface mesh (c) integration points on the sur-
face emsh
Fig. 2: Overview of the Surface FEM: (a) Explicitly defined shell obtained by an atlas of element-
wise local maps, (b) conforming surface mesh consisting of cubic 2D Lagrange elements,
(c) integration points for the Surface FEM obtained by standard Gauß integration rules.
mesh, see Fig. 2(b), is defined through an atlas of element-wise local mappings and
the DOFs are located at nodes of the surface mesh which are on the discrete mid-
surface of the shell. The corresponding shape functions are the 2D shape functions
living only on the surface mesh. The location of the DOFs and the different dimen-
sionality of the shape functions are the most important differences between the two
finite element techniques.
3. Lastly, integration points need to be placed on the shell midsurface for the integration
of the weak form. In the case of the Trace FEM, this is not a trivial task especially
when a higher-order accurate integration scheme is desired [24, 25, 26, 27, 41, 39],
further details are given below. Regarding the Surface FEM standard Gauß integra-
tion rules are applicable and mapped from the reference to the surface elements in
the usual manner. In Fig. 1(c) and Fig. 2(c), integration points in the domain (red)
and on the boundary (blue) are visualized for the Trace FEM and Surface FEM,
respectively.
As mentioned above, the Trace FEM approach is a fictitious domain method and the fol-
lowing three well-known implementational aspects require special attention: (i) integration
of the weak form, (ii) stabilization and, (iii) enforcement of essential boundary conditions.
Regarding the integration of the weak form, suitable integration points with higher-order
accuracy for multiple level-set functions have to be provided. Herein, the approach, which
naturally extends to multiple level-set functions as outlined by the authors in [24, 25, 26, 27]
6 Introduction
is employed. Other higher-order integration schemes for implicitly defined surfaces with
one level-set function are presented, e.g., in [41, 39]. A stabilization of the stiffness matrix
is necessary due to small supports caused by unfavourable cut scenarios and the restriction
of the shape functions to the trace. An overview and analysis of the different stabilization
techniques in the Trace FEM is presented in [44]. Herein, the “normal derivative volume
stabilization” first introduced for scalar-valued problems in [30, 11] and for vector-valued
problems in [31, 42] is used. The advantage of this particular stabilization technique is
that it is suitable for higher-order accuracy; a straight forward implementation and a
rather flexible choice of the stabilization parameter is possible. The essential boundary
conditions need to be enforced in a weak manner due to the fact that a strong enforcement
by prescribing nodal values does not apply (because the nodes of the background mesh
are not on the shell boundary). Therefore, a similar approach as presented by the authors
in [27] is employed. In particular, the non-symmetric version of Nitsche’s method is used,
see, e.g., [7, 49, 32, 27].
The Trace FEM approach is applied in a wide range of applications. In particular, transport
problems are presented, e.g., in [20, 11, 5, 44], flow problems are considered, e.g., in [39,
31, 6, 42, 35, 37], moving and evolving manifolds are detailed in [44, 46, 40]. The first
application of the Trace FEM to membranes has just recently been achieved for the linear
membrane in [13] and for large deformation membranes by the authors in [27]. This is
considerably more challenging because in structural mechanics, the governing equations
of membranes and shells have been, until recently, only formulated based on curvilinear
coordinates. This, however, does not directly apply for an implicit shell definition and the
use of the Trace FEM. Therefore, the reformulation of classical (curvilinear) models for
shells and membranes during the last years was a crucial preliminary step for the use of the
Trace FEM. Most importantly, the use of the Tangential Differential Calculus (TDC) was
found highly useful and generalizes the mechanical models in the sense that they become
valid for explicit and implicit geometry definitions [33, 34, 50, 51, 53, 27]. In contrast, in
flow and transport applications on curved surfaces, the general coordinate-free definition
of the boundary value problems is a standard for a long time [20, 19, 21, 36, 23], thus
enabling the application of the Trace FEM earlier than in structural mechanics as proposed
herein. Herein, to the best knowledge of the authors, this is the first time, that a Trace
FEM approach is applied to curved Reissner–Mindlin shells. Furthermore, the proposed
approach is also higher-order accurate, thus enabling optimal higher-order convergence
rates if the involved fields are sufficiently smooth. Other Trace FEM applications with
7particular emphasis on higher-order accuracy are rather scarce. If the geometry is defined
by multiple level-set functions we refer to [27] and for one level-set function we refer to
[39, 35, 37].
The Reissner–Mindlin shell model is suitable to model thin and moderately thick shells
and as mentioned above the employed shell model need to be applicable on implicitly
defined surfaces, where a parametrization of the midsurface is not existent. Therefore, a
formulation of the shell equations in the frame of the TDC is employed herein. The recast
of the linear shell equations in the frame of the TDC is presented by the authors in [51].
The shell formulation is based on a standard difference vector approach. The tangentiality
constraint on the difference vector is accomplished by a projection of a full 3D vector onto
the tangent space combined with a consistent stabilization in normal direction.
The paper is organized as follows: In Section 2, the implicit definition of shell geometries is
described. Furthermore, the employed differential surface operators and other important
quantities in the frame of the TDC are briefly introduced. In Section 3, the TDC-based
Reissner–Mindlin shell model is outlined following [51, 53]. The resulting BVP is formu-
lated in strong and weak form including boundary conditions. In Section 4, the higher-order
Trace FEM is introduced in detail. Furthermore, the implementational aspects of the Trace
FEM, i.e., (i) integration of the weak form, (ii) stabilization and, (iii) enforcement of es-
sential boundary conditions are elaborated. The discrete weak form of the equilibrium
is introduced and the discretization of the difference vector is considered. In Section 5,
numerical results of the proposed approach are presented with a set of benchmark exam-
ples. The results confirm that optimal higher-order convergence rates are achieved when
the solution is sufficiently smooth. The paper ends in Section 6 with a summary and
conclusions.
2 Preliminaries
A shell is a thin-walled, possibly curved structure with thickness t. For the modelling,
the 3D shell body Ω may be reduced to its midsurface Γ embedded in the physical space
R3. In general, the midsurface of a shell can be defined explicitly, see e.g., [3, 1], or
implicitly, see e.g., [50, 51, 26]. Herein, the shell geometry is implicitly defined by means
of (multiple) level-set functions. Let there be a master level-set function φ(x) : R3 → R
whose zero-isosurface defines the (unbounded) midsurface of the shell in R3, see Fig. 3(b).
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The boundaries of the shell ∂Γi are defined by of additional slave level-set functions ψi with
i = 1, . . . , nSlaves, see Fig. 3(c), where the blue lines indicates the boundary of the shell ∂Γ.
For the sake of simplicity, all slave level-set functions shall feature the same orientation,
i.e., positive inside the domain and negative outside. The bounded midsurface Γ and the
boundaries ∂Γi of the shell are then defined by
Γ :=
{
φ(x) = 0 ∩ ψi(x) > 0 ∀ i : ∀ x ∈ R3
}
, (2.1)
∂Γi :=
{
φ(x) = 0 ∩ ψi(x) = 0 ∀ x ∈ R3
}
, (2.2)
where the union of all boundaries define ∂Γ := ∪
i
∂Γi. Slave level-set functions are not
necessarily needed when the master-level set function is restricted to some bounded domain
of definition Ω∗ ⊂ R3 rather than R3. Both variants for the implicit definition of the
bounded shell geometry work equally well in the method proposed herein.
The normal vector of the shell is given through the normalized gradient of the master
level-set function φ
nΓ(x) =
∇φ(x)
‖∇φ(x)‖ . (2.3)
Along the boundaries ∂Γi, there is an associated tangent vector t∂Γ,i which is defined by the
normalized cross product of the corresponding slave level-set function ψi and the master
level-set function φ
t∂Γ,i(x) =
ψi(x)× φ(x)
‖ψi(x)× φ(x)‖ , x ∈ ∂Γi . (2.4)
The orientation of the tangent vector t∂Γ,i is defined with the orientation of the slave level-
set function ψi. Furthermore, the co-normal vector n∂Γ at ∂Γ pointing “outwards” and
being perpendicular to the boundary yet in the tangent plane TpΓ is
n∂Γ,i = t∂Γ,i(x)× nΓ(x) , x ∈ ∂Γi , (2.5)
see Fig. 3(d), where the normal vector nΓ and the local triad (nΓ,n∂Γ,i, t∂Γ,i) at the
boundaries are visualized.
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(a) isosurfaces of φ (b) implicit shell midsurface
(c) some bounded shell midsurface
nΓ
nΓ
n∂Γ,1
t∂Γ,1
nΓ
n∂Γ,2
t∂Γ,2
(d) normal vector and local triads
Fig. 3: Implicit definition of a (bounded) spherical shell: φ(x) = ‖x‖ − r, ψ1(x) = x, ψ2(x) = z.
(a) The colors are different isosurfaces of φ, (b) implicit shell midsurface defined by the
zero-isosurface of φ, (c) definition of boundaries with additional slave level-set functions
ψ1 (purple) and ψ2 (green), (d) normal (black), co-normal (red) and tangent (green)
vectors.
2.1 Tangential differential calculus (TDC)
The tangential differential calculus provides (TDC) a framework to define surface operators
independently of the concrete surface definition. This is an important generalization com-
pared to classical models based on curvilinear coordinates which rely on parametrizations,
i.e., explicit geometry definitions. In the following, geometrical and differential operators
among other important quantities are defined in the frame of the TDC. For a more detailed
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information and derivation we refer to, e.g., [27, 51, 52, 18].
2.1.1 Projectors
On the manifold Γ, there are two projection operators
P (x) = I− nΓ (x)⊗ nΓ (x) , (2.6)
Q (x) = I−P(x) , (2.7)
where P projects arbitrary vectors v(Γ) ∈ R3 into the tangent space TPΓ of Γ and Q
projects an arbitrary vector in normal direction of Γ.
2.1.2 Surface differential operators
The tangential gradient operator ∇Γ of a differentiable scalar -valued function u : Γ → R
on the surface is given by
∇Γu(x) = P (x) · ∇u˜ (x) , x ∈ Γ (2.8)
where ∇ is the standard gradient operator, and u˜ is an arbitrarily, but sufficiently smooth
extension of u in a neighborhood U of the manifold Γ. In the context of the Trace FEM, the
function u˜ is naturally available because all quantities are defined in the higher-dimensional
space, i.e., R3 or Ω∗. Therefore, u˜ is scalar-valued function in R3, i.e., u˜ : R3 → R and the
function u is defined by the restriction of u˜ to Γ, i.e., u := u˜|Γ which means that u˜ is only
evaluated on Γ.
When surface gradients of vector -valued functions u (x) : Γ → R3 are considered, it is
important to distinguish directional and covariant gradients:
∇dirΓ u (x) = ∇dirΓ
u (x)v (x)
w (x)
 =
(∇Γu)
T
(∇Γv)T
(∇Γw)T
 = ∇u˜ ·P,
∇covΓ u (x) = P · ∇dirΓ u (x) = P · ∇u˜ ·P.
Concerning the surface divergence of vector-valued functions u (x) : Γ → R3 and tensor-
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valued functions A (x) : Γ→ R3×3, there holds
divΓu (x) = divΓ (u, v, w)
T = tr
(∇dirΓ u) = tr (∇covΓ u) =: ∇Γ · u,
divΓA (x) =
divΓ (A11, A12, A13)divΓ (A21, A22, A23)
divΓ (A31, A32, A33)
 =: ∇Γ ·A.
The surface gradient of the normal vector nΓ yields the Weingarten map H [16, 36, 51],
H = ∇dirΓ nΓ = ∇covΓ nΓ , (2.9)
with the property that the directional and covariant gradient are identical. Furthermore,
the Weingarten map is a symmetric in-plane tensor, i.e., H = HT,H · nΓ = 0 and its two
non-zero eigenvalues are the principal curvatures κ1,2 = −eig(H).
2.1.3 Divergence theorem on manifolds
To derive the weak form of the governing equations, the following divergence theorem on
manifolds is needed [17, 18],∫
Γ
u · divΓA dA = −
∫
Γ
∇dirΓ u : A dA+
∫
Γ
κ · u ·A · nΓ dA+
∫
∂Γ
u ·A · n∂Γ ds, (2.10)
where ∇dirΓ u : A = tr
(∇dirΓ u ·AT). For tangential (in-plane) tensor functions with A =
P · A · P, the term involving the mean curvature κ = tr(H) vanishes and one finds
∇dirΓ u : A = ∇covΓ u : A.
3 Governing equations
3.1 Reissner–Mindlin shells
The shell is implicitly defined by means of level-set functions. Therefore, it is a crucial
requirement that the shell theory extends to this situation and the obtained boundary value
problem is well-defined also on implicitly defined geometries, where a parametrization of
the midsurface does not exist. Herein, the linear Reissner–Mindlin shell theory is recasted
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in the frame of the TDC as presented in [51, 53]. The main advantage is that the employed
surface operators are independent of the concrete surface definition. Therefore, the usage
of this shell theory in the frame of the TDC is an appealing choice. In the following, the
shell equations from [51] are briefly recalled.
In [51], the displacement field uΩ(x) is decomposed into the displacement of the midsurface
u and the rotation of the normal vector is modelled with a difference vector approachw, see
Fig. 4. The total rotation of the normal vector is split into two parts: (1) due to bending of
the midsurface, (2) and due to transverse shear deformations γ. The coordinate in thickness
direction is labelled ζ and provided that the master level-set function is a signed-distance
function, ζ = φ(x). Note that the difference vector is a tangential vector.
ζ
nΓ
P (xΓ, ζ)
Undeformed
zero-isosurface Γ
ζ
n¯Γ
u
uΩ P¯ (xΓ, ζ)
ζw
−ζ(∇dirΓ u)T · nΓ
ζγ
Deformed
zero-isosurface Γ¯
y
z
x
xΓ
Fig. 4: Displacement field uΩ of the Reissner-Mindlin shell.
Based on the displacement field uΩ, one may obtain the strain tensor εΓ by computing the
symmetric part of the surface gradient ∇dirΓ uΩ. The strain tensor εΓ is split into in-plane
strains εPΓ and transverse shear strains εSΓ using the projectors from Section 2.1.1
εΓ(x) = ε
P
Γ(x) + ε
S
Γ(x) , (3.1)
with
εPΓ(x) = P · εΓ ·P . (3.2)
= εPΓ,Mem + ζ ε
P
Γ,Bend (3.3)
εSΓ(x) = Q · εΓ + εΓ ·Q . (3.4)
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The in-plane strains are further decomposed into membrane strains εPΓ,Mem and bending
strains εPΓ,Bend resulting in
εPΓ,Mem(u) =
1
2
[∇covΓ u+ (∇covΓ u)T] , (3.5)
εPΓ,Bend(u,w) =
1
2
[
H · ∇dirΓ u+ (∇dirΓ u)T ·H+∇covΓ w + (∇covΓ w)T
]
, (3.6)
εSΓ(u, w) =
1
2
[
Q · ∇dirΓ u+ (∇dirΓ u)T ·Q+ nΓ ⊗w +w ⊗ nΓ
]
. (3.7)
For simplicity, we shall use a linear elastic material governed by Hooke’s law with the
modified Lamé constants µ = E
2(1+ν)
, λ = Eν
1−ν2 in order to eliminate the normal stress in
thickness direction. Based on that, the linear stress tensor yields
σΓ(x) = 2µεΓ(x) + λtr[εΓ(x)]I . (3.8)
A decomposition of the stress tensor in a similar manner than the strain tensor gives the
membrane, bending and transverse shear stresses. With the assumption of a constant
shifter in thickness direction, an analytical pre-integration w.r.t. the thickness is possible
and the stress resultants, such as moment tensor mΓ, effective normal force tensor n˜Γ and
transverse shear force tensor qΓ are identified as
mΓ =
∫ t/2
−t/2
ζ P · σΓ ·P dζ = t
3
12
σPΓ (ε
P
Γ,Bend) , (3.9)
n˜Γ =
∫ t/2
−t/2
P · σΓ ·P dζ = tσPΓ (εPΓ,Mem) , (3.10)
qΓ =
∫ t/2
−t/2
Q · σΓ + σΓ ·Q dζ = tσSΓ(εSΓ) . (3.11)
The moment and effective normal force tensors are symmetric, in-plane tensors and their
two non-zero eigenvalues are the principal moments or forces, respectively. Note that in
the case of curved shells, the physical normal force tensor is nrealΓ = n˜Γ +H ·mΓ and is, in
general, not symmetric, but features one zero eigenvalue just as n˜Γ.
Based on the stress resultants, the force and moment equilibrium for an implicitly defined
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Reissner–Mindlin shell in strong form becomes
divΓnrealΓ +Q · divΓqΓ +H · (qΓ · nΓ) = −f , (3.12)
P · divΓmΓ − qΓ · nΓ = −c , (3.13)
where f is the load vector per area and c is a distributed moment vector on the zero-
isosurface Γ. Note that c needs to be in the tangent space of the zero-isosurface, i.e.,
c · nΓ = 0. The equilibriums in strong form are a set of second-order surface PDEs and
with suitable boundary conditions, the complete boundary value problem of an implicitly
defined shell is defined.
For each field u and w there exist two non-overlapping parts at the boundary of the shell
∂Γ. In particular, the Dirichlet boundary ∂ΓD,i and the Neumann boundary ∂ΓN,i, with
i = {u, w}. The corresponding boundary conditions are
u = gˆu on ∂ΓD,u ,
nrealΓ · n∂Γ + (nΓ · qΓ · n∂Γ) · nΓ = pˆ on ∂ΓN,u ,
w = gˆw on ∂ΓD,w ,
mΓ · n∂Γ = mˆ∂Γ on ∂ΓN,w ,
(3.14)
where gˆu are the displacements, gˆw are the rotations of the normal vector, pˆ are the forces
and mˆ∂Γ are the bending moments at their corresponding part of the boundary. The
rotation of the normal vector at the boundary may be written in terms of (t∂Γ, n∂Γ)
w = (w · n∂Γ)︸ ︷︷ ︸
ωt∂Γ
t∂Γ + (w · t∂Γ)︸ ︷︷ ︸
ωn∂Γ
n∂Γ . (3.15)
In Fig. 5, the possible boundary conditions expressed in terms of the local triad (t∂Γ, n∂Γ, nΓ)
and their conjugated forces (pt∂Γ , pn∂Γ , pnΓ) and bending moments (mt∂Γ , mn∂Γ) are vi-
sualized.
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ut∂Γ
un∂Γ
unΓ
ωn∂Γ
ωt∂Γ
Γ∂Γ
y
z
x
(a) displacements and rotations
pt∂Γ
pn∂Γ
pnΓ
mn∂Γ
mt∂Γ
Γ∂Γ
y
z
x
(b) forces and moments
Fig. 5: Decomposition of the midsurface displacement u, difference vector w, forces and bending
moments along the boundary ∂Γ in terms of t∂Γ, n∂Γ and nΓ: (a) displacements and
rotations at the boundary, (b) forces and bending moments at the boundary.
3.2 Equilibrium in weak form
In order to convert the equilibrium in strong form to the weak form, we introduce the
following function spaces
Su =
{
v ∈ [H1(Γ)]3 : v = gˆu on ∂ΓD,u} , (3.16)
Vu =
{
v ∈ [H1(Γ)]3 : v = 0 on ∂ΓD,u} , (3.17)
Sw =
{
v ∈ [H1(Γ)]3 : v · nΓ = 0 ; v = gˆw on ∂ΓD,w} , (3.18)
Vw =
{
v ∈ [H1(Γ)]3 : v · nΓ = 0 ; v = 0 on ∂ΓD,w} , (3.19)
where H1 is the space of functions with square integrable first derivatives. Note that the
functions are 3D functions on the midsurface, i.e, v(x) : Γ → R3,x ∈ Γ ⊂ R3. Later
on for the discrete problem in the frame of the Trace FEM, these functions are defined
in the physical space R3 and then restricted to Γ, with the additional condition that the
functions need to be in [H1(Γ)]3. It is emphasized that the definition of the functions in
the higher-dimensional space and then restricting them to the trace (midsurface) is one of
the major differences compared to classical Surface FEM.
Multiplying the force equilibrium, see Eq. 3.12, with a suitable test function vu and the
divergence theorem for 2D manifolds, see Eq. 2.10, the weak form of the force equilibrium
can be obtained. The task is to find u ∈ Su and w ∈ Sw such that for all vu ∈ Vu, there
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holds∫
Γ
∇dirΓ vu : n˜Γ + (H · ∇dirΓ vu) : mΓ + (Q · ∇dirΓ vu) : qΓ dA =∫
Γ
vu · f dA+
∫
∂ΓN,u
vu · pˆ ds .
(3.20)
The weak form of the moment equilibrium is obtained in a similar manner. The task is to
find u ∈ Su and w ∈ Vw such that for all vw ∈ Vw, there holds∫
Γ
∇dirΓ vw : mΓ + vw · (qΓ · nΓ) dA =
∫
Γ
vw · c dA+
∫
∂ΓN,w
vw · mˆ∂Γ ds . (3.21)
For further details regarding the derivation of the shell equations in the frame of the TDC
and the used identities in order to obtain the equilibrium in weak form, we refer the
interested reader to [51].
4 Trace Finite Element Method
The obtained weak form of the equilibrium is discretized with a trace finite element ap-
proach (Trace FEM), see e.g., [45, 43, 48, 44, 31, 29, 53]. This approach is a fictitious
domain method for surface PDEs, where the implicitly defined domain of interest Γ is
completely immersed in a background domain ΩB ∈ R3 and a parametrization of Γ is nei-
ther available nor needed. Let us first introduce fundamental terms and quantities, which
are required in order to discretize a surface PDE with the Trace FEM. The main ingre-
dients for the Trace FEM are the definition of (1) the background mesh, (2) the discrete
domain of interest (Γh, ∂Γh), and (3) the Trace FEM function space.
Firstly, a background mesh ΩB, which completely immerses the domain of interest, i.e., the
midsurface of the shell Γ ∈ ΩB, needs to be defined. Without loss of generality, the mesh can
be defined by a set τB of 3D elements and is not restricted to a certain element type. Herein,
the background mesh consists of tetrahedral elements T of complete order k ≥ 1. The
background mesh is then defined by ΩB := ∪
T∈τh
T ∈ C0. Associated to the reference element
T¯ , there is a fixed set of basis functions {Nki (r)}, with i = 1, . . . , nnodes being the number
of nodes per element. The shape functions are Lagrange basis functions, i.e., Nki (rj) = δij
and Nki (r) ∈ Pk(T¯ ), where Pk(T¯ ) is the polynomial basis for 3D tetrahedral Lagrange
elements of complete order k. With an atlas of local, element-wise mappings from the 3D
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reference element to the 3D physical elements X(r) : T¯ → T , with X(r) = Nki (r)xi,
r ∈ T¯ , xi ∈ T , where xi are the nodal coordinates, one may define shape functions Nki (X)
be means of the isoparametric concept. The union of all elements forms a global set of
C0-continuous basis functions {Mkl (X)} in ΩB with l = 1, . . . , n and n being the total
number of nodes of the mesh. A general finite element space is then defined as
QkΩB,h :=
{
vh ∈ C0(ΩB) | vh =
nnodes∑
i=1
Nki (X)vˆi | vˆi ∈ R
}
⊂ H1(ΩB) . (4.1)
Secondly, the implicitly defined geometry of the shell is defined with a set of level-set
functions, see Section 2. The continuous level-set functions (φ, ψi) are interpolated with
the shape functions {Mkl (X)} of the background mesh based on their nodal values, i.e.,
φˆi = φ(xi), ψˆj,i = ψj(xi). This means that the level-set data is only needed at the nodes
of the background mesh ΩB. The discrete shell midsurface Γh and normal vector nhΓ is
then implied by φh and the discrete boundaries of the shell ∂Γh may be defined either with
the discrete slave level-set functions ψhi or the boundary of the background mesh. In the
following, the discrete boundary is only defined with additional slave level-set functions,
otherwise the overall approach would be limited to a boundary conforming background
mesh.
The set of elements with a non-empty intersection with Γh is denoted by τΓΩ,h and defines
the active mesh ΩΓh := ∪
T∈τΓΩ,h
T . The definition of the active mesh is a crucial task, because
the nodes of the active mesh imply the degrees of freedom in the numerical simulation.
Lastly, the Trace FEM function space Th is established by the restriction of a “higher-
dimensional finite element space” the active mesh ΩΓh. The finite element space of the
active mesh Qk
ΩΓh
is defined in a similar manner as QkΩB,h, but contains only cut background
elements. A general Trace FEM function space Th is then defined by
Th =
{
v ∈ QkΩΓh : v|Γh ∈ H
1(Γh)
}
⊂ H1(ΩB) . (4.2)
4.1 Implementational aspects of the Trace FEM
As mentioned above, the Trace FEM is a fictitious domain method and, compared to
standard Surface finite element approaches, three well-known challenges arise which are
further outlined below: (i) integration of the weak form on the discrete zero-isosurface
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and its boundaries, (ii) stabilization of the stiffness matrix due to the restriction of the
shape functions to the trace and small supports due to unfavourable cut scenarios and (iii)
the enforcement of essential boundary conditions. In the following, these challenges are
addressed in detail enabling a higher-order Trace FEM approach.
4.1.1 Higher-order accurate integration of the discrete zero-isosurface
The numerical integration of the domain of interest, i.e., on the zero-isosurface of φ, is a
non-trivial task, in particular with higher-order accuracy. One approach which is suitable
for higher-order is presented in [39]. The numerical integration is based on a higher-order
accurate lift of a linear reconstruction of the zero-isosurface. However, the extension to
multiple level-set functions, where the zero-isosurface of the master level-set function is
restricted with additional slave-level-set functions has not been addressed so far.
Herein, we employ the integration strategy outlined by the authors in [24, 25, 26, 27]. The
advantages of this particular approach are an optimal higher-order accurate integration
and a natural extension to multiple level-set functions. In this approach, the placement of
the integration points on the discrete zero-isosurface is based on a higher-order, recursive
reconstruction in the cut reference element. That is, the shell midsurface is reconstructed
by higher-order surface elements. It is important that the reconstructed surface element is
only used for the generation of integration points in the 3D reference element and may be
interpreted as an integration cell. In Fig. 6, an overview of the procedure is illustrated. The
yellow surface is the implicitly defined zero-isosurface of φh and is restricted by additional
slave level-set functions ψhi (green and purple surfaces). In Fig. 6(b), the cut scenario
and integration points in the reference space of the red marked element from Fig. 6(a) are
visualized. In Fig. 6(c), the integration points in the physical domain (red) and on the
boundaries (blue) are shown. For further information and details, we refer to [24, 25].
4.1.2 Stabilization
Due to the restriction of the shape functions to the trace, see Eq. 4.2, the shape functions
on the manifold only form a frame, which is, in general, not a basis [48, 44]. In Fig. 7,
the consequences of the restriction to the trace of the manifold is visualized for a simple
example.
Let us consider a 1D manifold (blue line) embedded in three bi-linear, quadrilateral 2D
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(a) active background elements (b) integration points in refer-
ence element
(c) integration points in physical
elements
Fig. 6: (a) Active, (black) elements in a background mesh are intersected by the shell midsurface,
(b) integration points in one 3D reference element based on a (recursive) decomposition
w.r.t. the master level-set function φh and further restriction to the slave level-set func-
tions ψhi , (c) integration points in the physical domain (red points) and integration points
on the shell boundary (blue points).
elements, see Fig. 7(a). Furthermore, a constant function on the manifold (black line) shall
be interpolated based on the nodal values of the active background mesh. As shown in
Fig. 7(b), the choice of the nodal values in order to interpolate the function on the manifold
is not unique. In particular, three different configurations, which share the same values on
the manifold are visualized. Therefore, a suitable stabilization term need to be added to
the discrete weak form, otherwise the obtained linear system of equations does not have
a unique solution w.r.t. the nodal values. In addition to the restriction, depending on
unfavourable cut scenarios of cut background elements, unbounded small contributions to
the stiffness matrix may occur, which causes an ill-conditioned system of linear equations.
The used stabilization technique addresses both issues and is introduced for scalar-valued
problems in [30, 11]. This stabilization technique is called “normal derivative volume
stabilization” and in [31, 42], the stabilization is applied to vector-valued problems. The
stabilization term added to each unknown field in the discrete weak form is
sh(u
h,vh) := ρ
∫
ΩΓh
(
∇uh · ne,hΓ
)
·
(
∇vh · ne,hΓ
)
dV , (4.3)
where ne,hΓ (x) =
∇φh(x)
‖∇φh(x)‖ ,x ∈ ΩΓh is a sufficiently smooth extension of the normal vector
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(a) overview (b) interpolation (c) stabilization
Fig. 7: Background meshes do not uniquely define a (constant) function on the zero-level set: (a)
The black line is a constant, scalar-valued function on the manifold (blue line), which is
embedded in three, bi-linear quadrilateral background elements, (b) different possibilities
for the interpolation of the function on the manifold (trace), (c) the stabilization adds
a constraint in normal direction of the manifold resulting in a unique interpolation (red
surface).
nhΓ at the zero-isosurface of φh. It is noteworthy, that the integral is performed over the
whole active background mesh and not restricted to the trace. However, the integrand
is sufficiently smooth and, therefore, a standard numerical integration scheme w.r.t. the
active elements is applicable, i.e., a standard 3D Gauss rule. By adding this constraint to
the linear system of equations, the resulting system of equations features a unique solution,
see Fig. 7(c). It is recommended in [30] that the stabilization parameter can be chosen
within the following range
h . ρ . h−1 , (4.4)
where h is the element size of the elements from the active mesh. This stabilization tech-
nique is suitable for higher-order shape functions, does not change the sparsity pattern of
the stiffness matrix, and only first-order derivatives are needed. In addition, the implemen-
tation is straightforward and the choice of the stabilization parameter is rather flexible.
Other stabilization techniques are presented in [44, 11].
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4.1.3 Essential boundary conditions
As outlined in [27], the enforcement of essential of boundary conditions is a challenging
task in FDMs due to the fact that it is not possible to directly prescribe nodal values of
the active background elements. The situation in the case of shells may be quite delicate
due to complex boundary conditions, e.g., membrane support, symmetry support, clamped
edges, etc., and, therefore, the treatment of boundary conditions requires special attention.
The essential (Dirichlet) boundary conditions may, in principle, be enforced in a weak
manner using penalty methods, Lagrange multiplier methods, or Nitsche’s method. Herein,
the non-symmetric version of Nitsche’s method is used to enforce the Dirichlet boundary
conditions [7]. The advantage of this method in the context of FDMs is that it does
not require additional stabilization terms and the discretization of auxiliary fields such
as Lagrange multipliers is not needed. Furthermore, Nitsche’s method is a consistent
approach to enforce essential boundary conditions, which may be an advantage if higher-
order convergence rates shall be achieved. For further details about the non-symmetric
version of Nitsche’s method we refer to, e.g., [7, 49, 32, 27]. The additional terms in the
discrete weak form resulting from Nitsche’s method are presented in Section 4.2.2.
4.2 Discretization of the Reissner–Mindlin shell
In this section, the continuous weak form of the equilibrium, see Eq. 3.20 and Eq. 3.21 is
discretized with the Trace FEM as described above. The discrete function spaces for the
trial and test functions of the midsurface displacement field are
Shu =
{
uh ∈ [Th]3
}
, (4.5)
Vhu =
{
vhu ∈ [Th]3
}
. (4.6)
For the discrete difference vector wh, the situation is more complicated due to the kine-
matic assumptions as the difference vector needs to be tangential. The discretization of
tangent vector fields on implicitly defined manifolds is a non-trivial task and detailed in
Section 4.2.1.
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4.2.1 Discrete difference vector
Different approaches for the discretization of tangent vector fields are presented in, e.g.,
in [51, 42, 37]. Herein, the difference vector wh and its corresponding test function vhw
are defined in the general Trace FEM function space without the tangentiality constraint,
similar to [42]. The corresponding function spaces are
Shw =
{
wh ∈ [Th]3
}
, (4.7)
Vhw =
{
vhw ∈ [Th]3
}
, (4.8)
but in the discrete weak form, see Eq. 4.11, only the projected difference vector and test
function are used, i.e., w˜h = P ·wh , v˜hw = P · vwh. One may argue that in this approach
the derivatives of the projector P occur, which involves surface derivatives of the normal
vector nhΓ. This does not lead to additional computational costs, because in the case of
the Reissner–Mindlin shell, the Weingarten map H directly appears in the weak form and,
therefore, the surface derivatives of the normal vector nhΓ are required independently of
this approach.
As a result of this projection, only the tangential part of wh and vhw is considered in the
discrete weak form and, therefore, the tangentiality constraint is built-in automatically. It
is clear, that without any further measures this would lead to an ill-conditioned system
of equations, because the normal part of wh, i.e., whn = wh · nhΓ, does not appear in the
discrete weak form and, therefore, whn is not unique. In order to address this issue, a simple
stabilization term, similar to the penalty term in [42] is introduced
sw,h := ρw
∫
Γh
(
wh · nhΓ
) (
vhw · nhΓ
)
dA , (4.9)
where ρw is a suitable stabilization parameter. A series of numerical studies regarding the
choice of the stabilization parameter for the Reissner–Mindlin shell has been conducted on
flat and curved shell geometries. In detail, the dependency on the (1) material parameter
E, (2) thickness t and (3) element size on h w.r.t. the condition number of the stiffness
matrix and the influence on the results was investigated. Summarizing the outcome of the
numerical studies, the stabilization parameter can be chosen independently of h and for a
suitable scaling of the stabilization term, the parameter is set to
ρw = E · t . (4.10)
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A difference of the proposed approach and the method shown in [42] is that only the
projected part of the vector field, i.e., w˜h = P · wh, is used in the discrete weak form
which directly enforces the tangentiality constraint. Furthermore, the used stabilization
parameter, which is in [42, 37] a penalty parameter, does not depend on h and only a
suitable scaling of the stabilization term may be required.
4.2.2 Discrete weak form
Based on the previous definitions, the discrete weak form with the Trace FEM of the
force equilibrium, see Eq. 3.20, reads as follows: Given material parameters (E, ν) ∈ R+,
body forces f ∈ R3 on Γh, tractions pˆ on ∂ΓhN,u, stabilization parameter ρ ∈ R+ find the
displacement fields (uh,wh) ∈ Shu×Shw such that for all test functions (vhu,vhw) ∈ Vhu×Vhw
there holds in Γh∫
Γh
∇dirΓ vu : n˜Γ(uh) + (H · ∇dirΓ vu) : mΓ(uh, w˜h) + (Q · ∇dirΓ vu) : qΓ(uh, w˜h) dA
−
∫
∂ΓhD,u
vu · p(uh, w˜h) ds︸ ︷︷ ︸
boundary term due to vhu 6=∂ΓD,u
+
∫
∂ΓhD,u
uh · p(vhu, v˜hw) ds︸ ︷︷ ︸
Nitsche term for displ. on LHS
+ ρ
∫
ΩΓh
(
∇uh · ne,hΓ
)
·
(
∇vhu · ne,hΓ
)
dV︸ ︷︷ ︸
Trace FEM stabilization, see Section 4.1.2
=
∫
Γh
vhu · f dA+
∫
∂ΓhD,u
gˆu · p(vhu, v˜hw) ds︸ ︷︷ ︸
Nitsche term for displ. on RHS
+
∫
∂ΓhN,u
vhu · pˆ ds ,
(4.11)
where p = nrealΓ · nh∂Γ +
(
nhΓ · qΓ · nh∂Γ
)
nhΓ, see Eq. 3.14, are the conjugated forces at the
Dirichlet boundary ∂ΓhD,u.
The discrete weak form of the moment equilibrium, see Eq. 3.21 reads as follows: Given
material parameters (E, ν) ∈ R+, distributed moments c ∈ TPΓh on Γh, bending mo-
ments mˆ∂Γ on ∂ΓhN,w, stabilization parameters (ρ, ρw) ∈ R+ find the displacement fields
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(uh,wh) ∈ Shu × Shw such that for all test functions (vhu,vhw) ∈ Vhu × Vhw there holds in Γh∫
Γh
∇dirΓ v˜hw : mΓ(uh, w˜h) + v˜hw ·
[
qΓ(u
h, w˜h) · nΓ
]
dA
−
∫
∂ΓD,w
v˜hw ·m∂Γ(uh, w˜h) ds︸ ︷︷ ︸
boundary term due to vhw 6=∂ΓD,w
+
∫
∂ΓD,w
w˜h ·m∂Γ(vhu, v˜hw) ds︸ ︷︷ ︸
Nitsche term for rot. on LHS
+ ρ
∫
ΩΓh
(
∇wh · ne,hΓ
)
·
(
∇vhw · ne,hΓ
)
dV︸ ︷︷ ︸
Trace FEM stabilization, see Section 4.1.2
+ ρw
∫
Γh
(
wh · nhΓ
) (
vhw · nhΓ
)
dA︸ ︷︷ ︸
stabilization term for w˜h see Section 4.2.1
=
∫
Γh
vhw · c dA+
∫
∂ΓhD,w
gˆw ·m∂Γ(vhu, v˜hw) ds︸ ︷︷ ︸
Nitsche term for rot. on RHS
+
∫
∂ΓhN,w
vhw · mˆ∂Γ ds ,
(4.12)
wherem∂Γ = mΓ ·nh∂Γ, see Eq. 3.14, are the conjugated bending moments at the Dirichlet
boundary ∂ΓhD,w.
The usual element assembly w.r.t. the active elements yields a linear system of equations
in the following form
(KStiff +KNitsche +KStab)︸ ︷︷ ︸
K
·
[
uˆ
wˆ
]
= (bLoad + bNitsche)︸ ︷︷ ︸
b
, (4.13)
with [uˆ, wˆ] being the sought displacements and rotations of the normal vector at the nodes
of the active elements. The matrix K and the load vector b are split into: (1) standard
terms for the stiffness matrix, (2) boundary terms, (3) stabilization terms, respectively.
5 Numerical results
In this section, the proposed numerical method for implicitly defined Reissner–Mindlin
shells is tested on a set of benchmark examples, consisting of the partly clamped hyperbolic
parabolid from [2, 14], the partly clamped gyroid from [28] and a clamped flower-shaped
shell inspired by [50, 51]. In the case of the first two examples the shells are rather thin and
locking phenomena can be expected, especially in the case of low ansatz orders. However,
when increasing the order p, locking phenomena decrease significantly and, therefore, no
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further measures against locking phenomena are considered herein.
In the convergence studies, quasi-regular background meshes consisting of tetrahedral ele-
ments are used. For all unknown fields, i.e., uh,wh, and the interpolation of the level-set
functions, the same order of shape functions are used. The orders are varied as 2 ≤ p ≤ 6.
The element size h is proportional to the factor n which is related to the number of elements
and is varied between 2 ≤ n ≤ 128.
In the presented examples, the stabilization parameter ρ for the normal derivative volume
stabilization is set to ρ = 1000/h. In order to achieve a proper scaling of the stiffness matrix,
the parameter ρw, is set to ρw = Et, as proposed in Section 4.2.1.
5.1 Hyperbolic paraboloid
The first example is the partly clamped hyperbolic paraboloid and is taken from [2, 14]. The
problem is defined in Fig. 8. The yellow surface is the zero-isosurface of the master level-
set function φ and the grey planes are the zero-isosurfaces of the slave level-set functions
ψj, j ∈ [1, 4], which define the boundaries of the shell. The blue line is the clamped edge
of the shell. In Fig. 9(a), the active background mesh which contains only cut elements
Geometry: Hyperbolic paraboloid
φ(x) = x2 − y2 − z
x ∈ [−0.5, 0.5]
y ∈ [−0.5, 0.5]
t = 0.01
Material parameters: E = 2.0× 1011
ν = 0.3
αs = 1.0
Load: Gravity load f = [0, 0, −8000 · t]T
c = 0
Support: Clamped edge at x = −1/2
Ref. displacement: |uz,i,Ref| = 9.3355× 10−5
xi = (0.5, 0, 0.25)
T
Fig. 8: Definition of the partly clamped hyperbolic paraboloid problem.
with p = 4 is shown. In Fig. 9(b), the corresponding integration points are illustrated,
those in the domain are plotted in red and those on the boundaries are blue. In Fig. 9(c),
the numerical solution of the partly clamped hyperbolic paraboloid is presented. The grey
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surface is the undeformed zero-isosurface and the colors on the deformed midsurface of the
shell are the Euclidean norm of the displacement field uh. The displacements are magnified
by a factor of 2× 103.
(a) active background mesh (b) integration points (c) displacements
Fig. 9: (a) Active background mesh, which consists only of cut elements, (b) automatically gen-
erated integration points in the domain (red) and on the boundaries (blue), (c) deformed
zero-isosurface with scaled displacements u by a factor of 2× 103.
In the convergence studies, the vertical displacement at xi is compared with the given
reference displacement. Due to the moderate complexity of the master level-set function,
the numerical solution converges rather fast and the element factor n is only varied between
2 ≤ n ≤ 64. In Fig. 10(a), the results of the convergence study are presented. In particular,
the normalized displacement uz,i/uz,i,Ref is plotted as a function of the element size h ∼
1/n. The behaviour of the convergence is in agreement with the results shown, e.g., in
[2, 38, 51]. In particular, the expected locking behaviour is more pronounced for p = 2 and
decreases significantly for higher orders. In Fig. 10(b), the normalized, estimated condition
number of the stiffness matrix is plotted as a function of the element size h ∼ 1/n. The
condition numbers are obtained with the MATLAB function condest. It can be seen that
the condition numbers increase with quadratic order as expected for second-order PDEs.
The jump between the element orders is well-known in the context of higher-order finite
element approaches, see e.g., in [26].
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(a) convergence (b) condition number
Fig. 10: (a) Normalized convergence of reference displacement uz,i,Ref = −9.3355× 10−5 at
point xi = (0.5, 0, 0.25)T, (b) normalized condition numbers, the reference value is
1.0797× 1010, which is the condition number at n = p = 2.
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5.2 Gyroid
The next test case is a partly clamped gyroid and is taken from [28]. The problem is
defined in Fig. 11. Similar as above, the yellow surface is the zero-isosurface of the master
level-set function φ, the grey planes are the zero-isosurfaces of the slave level-set functions
ψj, j ∈ [1, 6], which bound the master leve-set function. The blue curve is the clamped
edge of the shell.
In contrast to [28], a factor pi is inserted into the arguments of the trigonometric functions
of the master level-set function, which is given in [28, Eq. 43]. Otherwise, the obtained
geometry is not in agreement with the presented geometry in [28, Fig. 12]. In addition,
the load is decreased by one order of magnitude in order to decrease the deformations,
which shall be significantly smaller than the dimensions of the shell. Therefore, the given
reference displacement needs to be scaled accordingly to 0.18812. However, in [28], a
different shell model (seven-parameter shell model) is used. Herein, the classical Reissner–
Mindlin shell, which is often labelled as five-parameter model, is used and, therefore, we
can expect small differences in the displacements. For the Reissner–Mindlin shell model the
converged reference displacement is 0.182661, which is a relative error of 2.9% compared to
the seven-parameter model, which can be explained with the differences in the kinematic
assumptions between the two shell models. This discrepancy could be decreased with a
suitable shear correction factor.
Geometry: Gyroid
φ(x) = sin(pix) cos(piy) +
sin(piy) cos(piz) +
sin(piz) cos(pix)
x ∈ [0, 2]
y ∈ [−0.5, 0.5]
z ∈ [−0.5, 0.5]
t = 0.03
Material parameters: E = 70× 109
ν = 0.3
αs = 1.0
Load: Gravity load f = [0, 0, 107 · t]T
c = 0
Support: Clamped edge at x = 0
Ref. displacement: |uz,i,Ref| = 0.182661
xi = (2, 0.5, −0.25)T
Fig. 11: Definition of the partly clamped gyroid problem.
Analogously to the example above, in Fig. 12, the active background mesh for p = 4 and
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the corresponding integration points are shown, where the domain integrations points are
plotted in red and the integration points on the boundaries are blue. The deformed zero-
isosurface of the shell is plotted in a similar manner as in the first example in Fig. 13(a),
where the colors on the surface are the Euclidean norm of the displacement field uh and
the grey surface indicates the undeformed zero-isosurface.
(a) active background mesh (b) integration points
Fig. 12: (a) Active background mesh, which consists only of cut elements, (b) automatically
generated integration points in the domain (red) and on the boundaries (blue).
In the convergence study, the parameter n is varied between 8 ≤ n ≤ 128. The coarser
levels n = {2, 4} are skipped due to the more complex shape of the shell. In Fig. 13(b),
the results of the convergence analyses are presented. Similar to the first test case, the
normalized displacement uz,i/uz,i,Ref is plotted as a function of the element size h ∼ 1/n. For
the lower orders p = {2, 3} the expected locking phenomena is more pronounced compared
to the example before. Nevertheless, it is clearly seen that the accuracy for higher orders
increases significantly and the behaviour of convergence is in agreement with the results
shown, e.g., in [28]. The condition numbers for this example behave in a similar manner
as in Fig. 10(b) and, therefore, the plot is omitted for the sake of brevity.
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(a) displacements (b) convergence
Fig. 13: (a) Deformed zero-isosurface, (b) normalized convergence of reference displacement
uz,i,Ref = 0.182661 at point xi = (2, 0.5, −0.25)T.
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5.3 Flower-shaped shell
The geometry of the last example is inspired from [51]. The problem is defined in Fig. 14.
Analogously as above, the yellow surface is the zero-isosurface of the master level-set func-
tion φ and the intersection with the slave level-set function ψ (grey surface) defines the
boundaries of the shell.
A characteristic feature of this test case is that smooth solutions in all involved fields can be
expected and, therefore, optimal higher-order convergences rates are enabled. In contrast
to the examples before, a reference displacement is not available for the particular example.
For the error measurement we use the concept of residual errors in a similar manner as
shown in [23, 50, 51]. The residual errors are the evaluation of the equilibrium in strong
form, see Section 3.1, integrated over the domain. In particular, the element-wise L2-errors
Geometry: Flower shell
φ(x) = 1/3
(
1− s2
)
+
1/40
(
x2 − y2
)
− z
s = r−2.3
0.8+0.3 cos(4θ)
r, θ are polar coordinates of x, y
ψ(x) = 1/40
(
x2 − y2
)
− z
t = 0.05
Material parameters: E = 1.05× 108
ν = 0.33
αs = 1.0
Load: f = −102[1, 2, 3]T
c = 0
Support: Clamped edges
Error measurement Residual errors
Fig. 14: Definition of shallow flower-shaped shell problem
of the force and moment equilibrium are computed in the convergence analyses
ε2rel,residual,F =
τΓΩ,h∑
T=1
∫
T
[
divΓnrealΓ +Q · divΓqΓ +H · (qΓ · nΓ) + f
]2
dA∫
T
f 2 dA
, (5.1)
ε2residual,M =
τΓΩ,h∑
T=1
∫
T
[P · divΓmΓ − qΓ · nΓ + c]2 dA . (5.2)
For the computation of the residual errors, second-order surfaces derivatives are required
which implies a theoretical optimal order of convergence O(p− 1). The numerical solution
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of the problem is visualized in Fig. 15(b) for p = 4. The displacements are scaled by a
factor of 5× 102. The colors on the deformed zero-isosurface are the Euclidean norm of
the displacement field uh. The corresponding integration points are shown in Fig. 15(a) in
the same style than before.
(a) integration points (b) displacements
Fig. 15: (a) Automatically generated integration points in the domain (red) and on the bound-
aries (blue), (b) deformed zero-isosurface with scaled displacements u by a factor of
5× 102.
In the convergence analyses the parameter n is varied between 2 ≤ n ≤ 64. The results are
plotted in Fig. 16. It is noticeable that the pre-asymptotic range is more pronounced for
the lower ansatz orders p = {2, 3}. Nevertheless, it is clear that higher-order convergence
rates are achieved in both residual errors of Eqs. 5.1 and 5.2. In comparison to the original
test case for the Reissner–Mindlin shell presented in [51], the behaviour of the convergence
in the residual errors obtained here with the Trace FEM is in very good agreement to the
results in [51] obtained with isogeometric analysis.
6 Conclusions
A higher-order accurate Trace FEM approach for implicitly defined shells is presented.
The shell geometry is implicitly defined by means of multiple level-set functions. Due
to the implicit geometry definition, a parametrization of the midsurface is not available
and the classical shell formulations of the linear Reissner–Mindlin shell are not applicable.
Therefore, a more general shell formulation in the frame of the TDC, which extends also
to implicitly defined shells, is employed.
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(a) force equilibrium (b) moment equilibrium
Fig. 16: (a) residual error of the force equilibrium εrel,residual,F, (b) residual error of the moment
equilibrium εresidual,M.
The Trace FEM is a fictitious domain method for PDEs on manifolds enabling higher-order
accuracy when the following three aspects (well-known for general FDMs) are addressed
properly: (i) numerical integration, (ii) stabilization and (iii) enforcement of essential
boundary conditions. Each aspect is carefully detailed herein, thus proposing an optimal
higher-order accurate FDM for shells for the first time. The employed integration technique
extends to multiple level-set functions and is based on a recursive reconstruction of the cut
reference element into higher-order integration cells. The normal derivative volume stabi-
lization also extends to higher-order shape functions without additional measures and the
choice of the stabilization parameter is rather flexible. The essential boundary conditions
are enforced with the non-symmetric version of Nitsche’s method which is a consistent
approach and does neither require additional stabilization terms nor the discretization of
auxiliary fields. In addition, the tangentiality constraint on the difference vector is au-
tomatically built-in with an additional projection of a full 3D vector combined with a
consistent stabilization term. In the numerical results, classical and new benchmark ex-
amples are presented and optimal higher-order convergence rates are achieved when the
physical fields are sufficiently smooth.
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