Summary. Quantization has diverse applications in many areas of science and engineering. In this paper, we present a new nonlinear multilevel algorithm that accelerates existing numerical methods for finding optimal quantizers. Both a theoretical framework for the convergence analysis and results of some computational experiments are provided.
Introduction

A vector quantizer maps N -dimensional vectors in the domain Ω ⊂ R
N into a finite set of vectors {z i } k i=1 . Each vector z i is called a code vector or a codeword, and the set of all the codewords is called a codebook. A special, yet popular, quantization scheme is given by the Voronoi tessellation associated with some codewords {z i } , also called generators.
A Voronoi tessellation for the given generating points
⊂ Ω refers to the tessellation of a given domain Ω by the Voronoi regions {V i } k i=1 where, for each i , the Voronoi region V i consists of all points in Ω that are closer to z i than to the other generating points. For a density function ρ defined on Ω , we define the centroids, or mass centers, of the regions
Then, an optimal quantization may be constructed through a centroidal Voronoi tessellation (CVT) for which the generators of the Voronoi tessellation themselves are the centroids of their respective Voronoi regions, in other words, z i = z concept of CVT has other diverse applications in many areas of science and engineering, such as image and data analysis, resource optimization, sensor networks, and numerical partial differential equations [1] , [2] , [8] , [12] , [13] , [16] , [18] . We refer to [1] for a more comprehensive review of the mathematical theory and diverse applications of CVTs.
In the seminal work of Lloyd on the least square quantization [17] , one of the algorithms proposed for computing optimal quantizers is an iterative algorithm consisting of the following simple steps: starting from an initial quantization (a Voronoi tessellation corresponding to an old set of generators), a new set of generators is defined by the mass centers of the Voronoi regions. This process is continued until a certain stopping criterion is met.
Given a set of points
of the domain, we may define the energy functional or the distortion value for the pair
The minimizer of H , that is, the optimal quantizer, necessarily forms a CVT which illustrates the optimization property of the CVT [1] . The terms optimal quantizer and CVT are thus to be used interchangeably in the sequel. It is also easy to see that Lloyd's algorithm is an energy descent iteration, which gives strong indications to its practical convergence. Lloyd's algorithm has [11] , [12] , [13] , in recent years, sparked an enormous research effort and its variants have been proposed and studied in many contexts for different applications. Efficient algorithms for computing the CVTs play crucial roles for modern application of CVT in large scale scientific and engineering problems such as data communication and mesh generation. In this short paper, we first discuss some convergence theory recently derived in [3] for Lloyd's algorithm to motivate our ongoing work. Then we outline a new multilevel approach to the optimal quantization problem introduced recently in [4] , [6] which can be used to accelerate the convergence of Lloyd's algorithm. We discuss the idea of a dynamic nonlinear preconditioner and also give a convergence theorem as well as some numerical results.
Convergence properties of Lloyd's iteration
Even with their great success in practice, only limited rigorous results on the convergence properties of Lloyd's iteration have been obtained and many important computational issues remain to be explored [1] . Some important characterizations of convergence for Lloyd's scheme have been obtained recently in [3] . The results stated below demonstrate the global convergence properties of the Lloyd iteration and its relationship to the critical points of the energy functional.
Theorem 2.1 Any limit point of the Lloyd algorithm is a fixed point of the Lloyd map, and this determines a stationary point of H . The set of limit points share the same distortion value H for a given iteration.
Theorem 2.2 If the iterations in the Lloyd algorithm stay in a compact set where the Lloyd map T is continuous, then the algorithm is globally convergent to a critical point of H .
We refer to [3] for the proofs and further discussions of related results. Beyond the study on the global convergence, the characterization of the convergence rate is often also important in practice. For instance, one may inquire if a geometric convergence rate can be established. This is indeed verified in [1] for the constant density function and later in [3] under a strong type of log-concavity conditions, where the established geometric convergence rate r is shown to be of the order of 1 − ck −2 , therefore the Lloyd method slows down for large values of k , the total number of generators. Even in the one-dimensional case, both our theoretical estimates and the experiments indicate that the convergence of the Lloyd iterations is at most linear.
The new energy-based nonlinear multilevel algorithm
The evidence of slow convergence of the Lloyd iteration and its descent properties motivated our search for a Lloyd iteration based numerical scheme with superior convergence properties. A possible approach to speeding up the convergence of Lloyd's method is to use a domain or space decomposition (or multigrid) strategies ( [4] , [5] , [6] , [14] , [15] ). There are many ways of implementing such an algorithm in the context of CVTs. However, the problem of constructing a CVT is nonlinear in nature and hence cannot be analyzed using standard linear multigrid theory. Without using any type of linearization techniques, we hope to overcome the difficulties of the nonlinearity by essentially relying on the energy minimization.
Description of the algorithm
Our motivation in using the energy minimization approach was the optimality property of the CVTs mentioned above. The optimality property implies that at the optimal quantizer ∇H = 0 .
Since the energy functional is in general non-convex, we use a dynamic nonlinear preconditioner to relate our problem to a convex optimization problem. More precisely, let R = diag{R
are the masses of the corresponding Voronoi cells. We arrive at an equivalent formulation of the minimization problem: R∇H = 0 , or min ||R∇H|| 2 . This preconditioning makes the energy functional convex in a large neighborhood of the minimizer and therefore the new formulation has advantages over the original problem. Hence, defining the set of iteration points W by 
where
with H the number of levels. Letψ
. We now present our multilevel successive subspace correction algorithm as follows:
Ω, the domain of interest; ρ, a probability distribution on Ω; k, number of generators; given Z, find Z = Z + α Each step of the above algorithm involves solving a system of nonlinear equations which plays the role of a relaxation. The solution at the current iterate is updated after each nonlinear solve by the Gauss-Seidel type procedure, hence the resulting scheme is sequential in nature. Here ν 1 , ν 2 denote the number of Gauss-Seidel iterations used at each level. Although ν 1,2 = 1 is sufficient in theory, larger values need to be used in practice due to the numerical error in solving the nonlinear system. The values ν 1,2 ≤ 3 usually suffice for the optimization to reach saturation. More general algorithms and convergence results will be given in future work. It is worth noting that in the one-dimensional case the set of basis functions
used at each iteration can be pre-generated using the recursive procedure: 
where C is a constant independent of the number of generators or the number of levels.
A proof of this result can be derived based on the framework of [19] . Supply W with the norm ||y||
2 , the key steps of the proof include demonstrating the continuity and local convexity of the functionalH with respect to the norm || · || 1,W , and establishing a strengthened CauchySchwartz inequality with respect to the space decomposition W = H i=1W i
The complete proof is given in [4] and is omitted here. It follows that for a suitable choice of decomposition in 1D the asymptotic convergence factor of our multilevel algorithm is independent of the size of the problem and the number of grid levels, which gives a significant speedup in comparison to other methods, like the traditional Lloyd iteration. Moreover, we have We note that the estimated convergence rate of r = 0.8 is merely an upper bound, and the actually convergence rate is much smaller in practice. We justify the above theoretical results in the numerical examples that follow.
Numerical results
For the V(1,1) multigrid implementation of the new algorithm, we compared our algorithm with the regular Gauss-Seidel performance. We plotted the convergence factor ρ ≈ z n+1 − z n z n − z n−1 for each V(1,1) cycle with respect to k , the total number of generators (grid points) taken for ρ(x) = 1 . Figure 1 justifies the fact that the speed of convergence for the proposed scheme does not grow with the number of generators, while Table 1 shows the stabilization of the number of multigrid cycles V (ν 1 , ν 2 ) needed to reduce the error to = 10 −12 in the ρ(x) = 1 case. The difference in the number of iterations required for V (1, 1) and V (2, 2) comes from the approximation error in solving the optimization problem at each level, which decreases quickly as the number of relaxations grows. The geometric rate of energy and error reduction asserted by the Theorem 3.1 is confirmed by the experiments. Indeed, Figure 2 shows the convergence history of the error (left) of a V (1, 1) -cycle and the energy (right) vs. total number of relaxations for the k = 64 , ρ(x) = 1 case (in log-normal scale).
The results for other nonlinear densities, though not shown here, are also consistent with the theoretical conclusions reached above (see [4] ). Multidimensional extensions are discussed in [6] .
Applications
CVTs have a rich field of applications in various areas of mathematics as well as engineering. Here we provide a couple of geometric examples to give a flavor of the kind of problems that benefit from the study of this concept. Figure  3 shows tessellations of the sphere for different density functions [7] and an example of meshes generated by means of CVT [9] . The point distributions generated via CVT can be used for vector quantization, optimal resource allocation, image compression, mesh generation and in many other applications [1] . In many of these applications, the efficiency of the numerical scheme plays a crucial role, so possible new approaches in accelerating existing numerical methods such as the multilevel approach discussed here are very important.
Conclusion
A new energy-based multilevel method is introduced for the optimal quantization which adopts dynamic nonlinear preconditioning to take advantage of a nonlinear convex optimization setting. The uniform convergence of the method with respect to the grid size and the number of grid levels and significant speedup compared to Lloyd's method are demonstrated. More work is under way for the multilevel scheme in higher dimensions.
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