Abstract. We give, departing from Grothendieck's description of the dual of the space of weak * -weak continuous finite-rank operators, a clear proof for the principle of local reflexivity in a general form.
Introduction and the Main Lemma
Let X and Y be Banach spaces (both over K = R or C). The closed unit ball of X is denoted by B X , its unit sphere by S X , and the identity operator on X by I X . We shall consider X as a subspace of X * * , identifying the canonical embedding j X : X → X * * with the identity embedding. We denote by L(X, Y ) the Banach space of bounded linear operators from X to Y , and by F(X, Y ) its subspace of finite-rank operators. The subspace of L(X * , Y ) consisting of weak * -weak continuous finite-rank operators is denoted by F w * (X * , Y ). Recall that any T ∈ F w * (X * , Y ) can be written as T = n i=1 x i ⊗ y i for some x i ∈ X and y i ∈ Y , where the operator x i ⊗ y i ∈ F w * (X * , Y ) is defined by (x i ⊗ y i )x * = x * (x i ) y i , x * ∈ X * . Note that then T * = n i=1 y i ⊗ x i . By a well-known description, due to Grothendieck [G, Chapter I, (see, e.g., [DU, or [R, page 58] ), F w * (X * , Y ) * = I(X, Y * ), the Banach space of integral operators (equipped with their integral norms). This identification
In particular, for all 
Proof. (a) We first prove Lemma 1.2 in the particular case when X is finitedimensional. 
be the net in Lemma 1.1. We apply to all operators T α the following perturbation argument, which has been inspired by the classical one due to Johnson, Rosenthal, and Zippin (see [JRZ, Lemma 2.4] or, e.g., [C, Lemma 3.2] ). Namely, we define, for all α,
, because ran T P ⊂ Y and ran Q * ⊂ Y , and P , T α and T are weak * -weak continuous finite-rank operators. We have
because the convergences in 2 • and 3
• are uniform on compact subsets (recall that T −1 (Y ) and F are finite-dimensional spaces). This carries the properties 1 • and 3
• from (T α ) to (S α ). It only remains to relabel the net (S α ) to become (T α ).
(b) In the general case, let us factorize T as T =T κ where κ :
with the required properties. The net (T α ) with T α : =T α κ has the same properties. Indeed, it suffices to observe (for 2
• and 3
The principle of local reflexivity (PLR) is due to Lindenstrauss and Rosenthal [LR] . The Lindenstrauss-Rosenthal lemma was improved by Johnson, Rosenthal, and Zippin [JRZ] (see Theorem 2.3 below). Nowadays, this is the most well-known and widely used form of the PLR. Many proofs of it have been presented in the literature (see, e.g., [Ber] , [D] , [M-A] , [S] ), but they hardly "make evident why things work" (we quote Castillo [Ca] here). The Main Lemma suggests a unified approach for obtaining different versions of the PLR. Choosing appropriate X, Y , F and T ∈ F w * (X * , Y * * ), and letting (T α ) be the net in Lemma 1.2, the local reflexivity mapping one is looking for will be T α with α "sufficiently large" (or a convex combination of such T α ). 
Given any ε > 0, we can guarantee in Corollary 2.1, by enlarging F if necessary, that the operators T α are one-to-one and T −1 α < 1 + ε. This simple well-known argument is applied, for instance, in [D] . 
Lemma 2.2 (Another Main Lemma
Hence, T α is one-to-one and T
The PLR in its improved form due to Johnson, Rosenthal, and Zippin [JRZ] (see, e.g., [JL, page 53] 2. Let us next apply Lemma 2.2 to obtain the PLR in a more general form due to Behrends [Beh] (see, e.g., [HWW, page 217] ). [Beh] 
Theorem 2.4 (PLR in
E H = E + span A * * y * * : A ∈ H, y * * ∈ E ⊂ Y * * .
Then there exists a one-to-one operator
T : E H → Y such that 1 • T , T −1 < 1 + ε, 2 • T y = y for all y ∈ E H ∩ Y , 3 • y * (T y * * ) = y * * (y * ) for all y * * ∈ E H and y * ∈ F , 4 • (AT − T A * * )| E < ε for all A ∈ S H .
Proof.
Notice that E H ⊂ Y * * is a finite-dimensional subspace and apply Lemma 2.2 to E H , F , and ε to find (T α ) ⊂ F(E H , Y ). We clearly may assume that T α ≤ 2 for all α. Choose A 1 , . . . , A n ∈ S H to be an ε/5-net for S H . Consider now any A ∈ {A 1 , . . . , A n } and observe that
. By passing to convex combinations we may assume that
Since this convergence is uniform on the compact set B E , we have
Thus we may assume that the net (T α ) satisfies
. . , n. It follows that there is some α such that T := T α satisfies
For this T , conditions 1
3. Our last application of Lemma 1.2 tells us that finite-rank operators between dual spaces are "locally conjugate". The following result was obtained by Johnson, Rosenthal, and Zippin in [JRZ, Lemma 3.1 and Corollary 3.2] under the additional restriction that X is finite-dimensional. Their argument would imply also the general result but Lemma 1.2 yields a much quicker proof of it. 
Moreover, if X = Y and S is a projection, then also T can be chosen to be a projection. 
Proof. By enlarging F if necessary, we may assume that S(F
) = ran S. Since S * ∈ F w * (X * * , Y * * ), Lemma 1.2 produces a net (T α ) ⊂ F w * (X * * , Y ) such that T α → S * = S , T α x * * = S * x *T 2 = T , it suffices to show that T * x * = x * for all x * ∈ ran T * . Let x * ∈ ran T * . Since, by 2 • , ran T * = ran S, there is y * ∈ X * such that x * = Sy * ∈ F . Thus, by 3 • , T * x * = T * (Sy * ) = S(Sy * ) = Sy * = x * .
Generalization of the Main Lemma and locally complemented subspaces
In this final section, we would like to present a general form of our Main Lemma (see Theorem 3.1 below) that will make explicit one more reason why the PLR holds! [F, Theorem 2.14] or [K, Theorem 3.5] ). The proof of the "only if" part of this assertion relies on a compactness argument due to Lindenstrauss [L] .
