In the ordinary version of the pursuit-evasion game cops and robbers,
Introduction
Throughout, we work with finite, simple, undirected, connected graphs. The game cops and robbers on such graphs was introduced by both Nowakowski & Winkler [1] and Quilliot [2] and has been studied extensively since then, leading to many deep conjectures and results as well as some interesting variations on the standard game. We highly recommend Bonato & Nowakowski's book The Game of Cops and Robbers on Graphs for an extensive survey of the current state of the field [3] .
The standard game and known results
Given a graph G and some number k of cops, the game plays as follows:
• Each of the cops chooses a vertex on which to begin.
• In response, the robber chooses a vertex on which to begin.
• The cops' turn is first. Each cop may move along an edge of G or choose to stay put.
• The robber's turn is next. He may move along an edge of G or choose to stay put.
• The turns continue to alternate like this, with both sides having perfect information about the locations of all players.
• The cops win if, at any point, a cop occupies the same vertex as the robber.
• Otherwise, the robber wins by indefinitely evading the cops.
For a given graph G, we seek its cop number, denoted c(G). This is the minimum number of cops required to guarantee the existence of a winning strategy whereby they catch the robber after finitely many moves. Such a number must exist because c(G) ≤ γ(G), the domination number of G: the cops can win in one turn if they start on the vertices of a dominating set of G.
Nowakowski & Winkler first characterized the graphs which have c(G) = 1, which they referred to as cop win [1] . Shortly thereafter, Aigner & Fromme proved two interesting results [4] . They showed that the class of planar graphs has bounded cop number: c(G) ≤ 3 whenever G is planar. By contrast, they showed that the class of all graphs has unbounded cop number: if the minimum degree satisfies δ(G) ≥ k and G has girth at least 5 (i.e. G contains no 3-or 4-cycles), then c(G) ≥ k. They followed this with an explicit construction of k-regular graphs containing no 3-or 4-cycles.
Consider the Petersen Graph shown in Figure 1 . Notice that it satisfies the hypotheses of Aigner & Fromme's second result mentioned above: the graph is 3-regular and contains no 3-or 4-cycles. So, at least three cops are required to catch a robber on the Petersen Graph. Moreover, the domination number of the graph is three: indeed, the three vertices marked with boxes in the figure comprise a dominating set. Therefore, the cop number of the Petersen Graph is three.
Recently, Baird et al. conducted an exhaustive computer search to find the cop numbers of graphs with few vertices. (An algorithm is contained in [3] which inputs a graph G and a number of cops k and returns True if c(G) ≤ k and False otherwise. That is, the algorithm can test a graph's proposed cop number.) They concluded that the Petersen Graph is, in fact, the unique smallest graph with cop number three [5] . That is, they found that (i) any graph on nine or fewer vertices has cop number at most two and (ii) amongst all graphs on ten vertices, only the Petersen Graph has cop number three while the rest have cop number one or two.
Shortly thereafter, Beveridge et al. posted an article that confirmed the aforementioned result via a self-contained mathematical proof [6] . They approached the problem by proving a few facts relating the maximum degree of a graph to its cop number, including the fact that if a graph G on n vertices has maximum degree ∆(G) ≥ n − 5, then c(G) ≤ 2. (Compare this to our Lemma 3.2 below.) This helps to narrow the search to graphs on ten vertices. Thereafter, the proof that the Petersen Graph is unique required careful analysis of the strategies whereby the cops catch the robber. They prove a few lemmas that describe strategies for how two cops can catch a robber on a graph with ten vertices, and eventually deduce that the Petersen Graph is the only one not covered by those lemmas. They concluded with a conjecture that the (k − 5)-cage solves this problem in general: that is, they conjecture that the (k, 5)-cage is the unique smallest graph with cop number k. Of note, the Petersen Graph is the (3, 5)-cage, and their conjecture is consistent with the outstanding Meyniel's Conjecture [7, 6 ].
The lazy cops variant and known results
Offner & Ojakian investigated cops and robbers on the hypercubes Q n [8] . Specifically, they tweaked the rules so that some proportion of the cops are allowed to move on each turn and then explored the tradeoff between that proportion and the number of cops required to win on Q n . The extreme cases are where all cops are allowed to move (the ordinary version of the game) and where only one cop is allowed to move. Since then, that extreme case where only one cop is allowed to move has gained the name lazy cops and robbers in the literature [9, 10, 11] .
Analogously to c(G), we define the lazy cop number c L (G) to be the number of cops required to catch a robber on G with the stipulation that only one cop is allowed to move on their turn. (The cops get to choose which of them moves on any given turn.) There is a simple and convenient relationship between c and c L , as stated in the following lemma.
The proof is simple: the first inequality follows because ordinary cops can adopt the strategy of lazy cops and simply choose not to make more moves, so they shouldn't need more than c L (G)-many cops; the second inequality follows because placing lazy cops on the vertices of a dominating set allows them to win in one move, with only one cop needing to move to do so.
This variant of the original game has spurred some research into how c and c L may differ for various classes of graphs. Bal et al. have studied lazy cops on hypercubes and on random graphs [9, 10] . Kinnersley used lazy cops as part of a reduction to show that cops and robbers is EXPTIME-complete [11] . The present authors of this article have investigated both ordinary and lazy cops who can move like standard chess pieces on boards of various sizes. Indeed, it was this work that led us to the result in this paper. Some of our other results have been submitted and some were presented at the Joint Mathematics Meetings in January 2016.
In general, there are plenty of open areas of research into this variation of the game and how it compares to the original. We list a few interesting questions:
• What characterizes graphs G for which c(G) = c L (G)? For those graphs, can we say anything about how many more moves it takes for the lazy cops to win?
• What characterizes graphs G for which c(G) < c L (G)?
• What characterizes graphs G for which c L (G) = γ(G)?
• Of all graphs G with n vertices, how many of them have c(G) < c L (G)?
• Does Aigner & Fromme's result about planar graphs carry over to the lazy cops variant? Or is there a planar G such that c L (G) ≥ 4?
Preliminaries

Definitions, notation
Our main result concerns the particular graph R 3 = K 3 K 3 , so we first define this graph. The notation " " is chosen because it is a visualization of the Cartesian product of P 2 (a path of length 2, i.e. an edge) with itself.
Definition 2.1. Given graphs G, H, their Cartesian product, denoted G H, is the graph with vertex set V (G) × V (H) and with an edge (u, v) ∼ (x, y) if and
We may think of this in terms of the cops and robber game when played on such a graph G H as follows. Consider a position (i.e. a vertex in the graph) as a point with two coordinates, one being a vertex of G and one being a vertex of H. Consider a legal move in the graph to consist of making either a move along an edge of G or a move along an edge of H but not both simultaneously. Compare this to the strong product, denoted G H, where a legal move can be made along an edge of both G and H simultaneously. For more information about graph products, see e.g. [12, 13] . Definition 2.2. We use R n to mean the n × n Rooks graph. This is a graph with n 2 vertices arranged in n rows and n columns each of size n such that every vertex is adjacent to each other vertex in its row and in its column. That is, the vertices of this graph are the squares of a standard n × n chessboard, and the edges represent the legal moves allowed by a Rook in standard chess.
Notice that, in fact, R n = K n K n . The graph has n 2 vertices and an edge (u, v) ∼ (x, y) is present if and only if (i) u = x and v = y, or (ii) u = x and v = y. This corresponds exactly to the legal moves of a Rook in standard chess, thinking of the first coordinate as the Rook's row and the second coordinate as its column.
Because of this correspondence, we sometimes find it convenient to refer to "the board" and "rows/columns" and other such terminology from chess, as opposed to graph theoretic terms. In particular, this makes the proofs in the following subsection easier to follow, we believe.
Outline of results and techniques
In general, we find that c L (R n ) = γ(R n ) = n and yet c(R n ) = 2 for all n ≥ 2. Thus, we have a class of graphs for which the ordinary cop number is bounded yet the lazy cop number grows without bound.
Proof. We know that c(G) > 1 because of the characterization of cop-win graphs in [1] . We also see that two cops can win as follows: place them on opposite corners of the board and let the robber start anywhere he wishes. On the cops' first turn, send one of them to occupy the same row as the robber and send the other to occupy the same column as the robber. The robber is now trapped.
That γ(G) = n is clear. (For a more general proof that the domination number of an m × n board is min{m, n}, see [14] .) We now show that the robber can evade n − 1 lazy cops, thus necessitating c L (G) = n. No matter where these n − 1 cops begin, the Pigeonhole Principle guarantees some row and some column that contain no cops; let the robber start at the square common to that row and column. Thereafter, the robber may choose to pass his turn if he is not under threat. If he is under threat, then only one cop is threatening since only one may move at a time. Then, the robber looks in the direction perpendicular to this threat. There are n − 2 other cops out there and n − 1 squares available, so again we are guaranteed to find a safe square. The robber can use this strategy indefinitely.
The previous proof makes use of an important observation about the lazy cops variant: if the robber is ever under threat, then only one cop is threatening. Otherwise, if the robber is under threat by two cops, this means one just moved to create a threat when there had already been one, in which case that threatening cop surely should have just caught the robber instead! We will not have occasion to use this idea in the remainder of this article, but we point it out here as a useful observation. (Indeed, we have used it fruitfully in regards to other results that have been submitted.)
We are now ready to state our main result:
Theorem 2.4. The 3 × 3 Rooks graph G = K 3 K 3 is the unique graph on 9 vertices with c L (G) = 3. All other graphs H on 9 vertices have c L (H) ≤ 2.
We will prove this in the remaining sections of this paper by considering the maximum degree ∆ of a graph. We start in Section 3 by considering graphs on 8 or fewer vertices, as well as graphs on 9 vertices with ∆ ≥ 5. In both cases, we find c L ≤ 2. We then show that 9 vertices and ∆ = 4 makes c L ≤ 2, with one notable exception: R 3 is 4-regular and has c L = 3. We continue by considering graphs with ∆ ≤ 3. This proved to be more challenging than we imagined, so we tackle this in two parts: Section 4.1 concerns graphs with 9 vertices and at most 10 edges; Section 4.2 concerns graphs with 9 vertices and 11 to 13 edges. This restriction on the number of edges comes from ∆ ≤ 3, as well as the following result about the minimum degree of a graph.
Lemma 2.5 (δ ≥ 2 Suffices). Assume G = (V, E) has a vertex v ∈ V with deg(v) = 1; say uv ∈ E is the unique edge incident to v. Define G to be the graph with vertex set V = V − {v} and edge set
Proof. Notice that G is, in fact, a retract of G since the map ϕ : V → V defined by ϕ(x) = x for all x ∈ V and ϕ(v) = u preserves adjacencies in G. Berarducci & Intrigila proved several helpful results about retracts, and we note that all of their arguments carry over from ordinary cops to lazy cops [15] . (For instance, they show that c(H) ≤ c(G) when H is a retract of G by arguing that the cops may catch the robber who plays on H by acting as if he moves in G and placing themselves according to the retraction map onto H.)
With their results thus adapted to lazy cops, we may deduce that
since G − G is the lone vertex v which has cop number 1. Thus, we find that
that it witnesses the maximum on the right-hand side. Otherwise, c L (G ) = 1 which means it is dismantlable in the sense given by Nowakowski & Winkler [1] . Notice that v is a pitfall in G since its closed neighborhood is dominated by u. So, we may begin to dismantle G by removing v. But this yields precisely G which, as assumed, can be dismantled
By virtue of this lemma, we may ignore graphs that have a vertex of degree 1. By removing that vertex, we obtain a graph with the same lazy cop number that is smaller. So, when considering graphs on 9 vertices and already knowing that c L ≤ 2 for graphs on 8 vertices, we can specify that δ ≥ 2.
3 Graphs with "large" maximum degree
In this section, we prove Theorem 3.1. We do this by taking G = (V, E) with |V | ≤ 8 and considering a vertex u such that deg(u) = ∆, the maximum degree of G. If ∆ ≥ 4, then two lazy cops can win easily since one cop can dominate most of the graph single-handedly. If ∆ = 3, then two lazy cops also win but we have one interesting case to consider. And if ∆ = 2, then G is a cycle and we know c L = c = 2. The following general result will be useful and is of interest on its own. (It is also an analogue to Corollary 1.4 of Beveridge et al.'s paper [6] which states that ∆ ≥ n − 5 implies c(G) ≤ 2.)
Proof. Let u ∈ V have deg(u) = ∆ ≥ n − 4. Consider the induced subgraph external to u and its neighbors, denoted
. We have two lazy cops at our disposal, and we will choose to initially place one at u and keep him there, as this restricts the robber to playing on H throughout the game.
• If H is empty then, in fact, c L (G) = 1.
• If H has one vertex, we may start the second cop there and the robber is certainly caught within one move.
• If H has two vertices, say a and b, we may start the second cop on, say, a.
If ab is an edge, the robber is caught. Otherwise, the robber was forced to start at b and he cannot safely move. This second cop who started at a may travel through the graph to reach b (since G is connected).
• If H has three vertices, say a, b, c, we choose to start the second cop at the one that has the maximum degree within H, say a. (By degree within H we mean to only consider adjacencies amongst {a, b, c}.)
-If deg H (a) = 2, then the robber is caught immediately.
-If deg H (a) = 1 and ab is that edge, then the robber is forced to start at c and he cannot safely move. Analogously to the previous case, this second cop can chase him down since G is connected.
-If deg H (a) = 0, then the robber is forced to start at b or c and cannot safely move. This second cop chases him down since G is connected.
Thus, two (or one) lazy cops win when ∆ ≥ n − 4.
We now know that when |V | ≤ 8 and ∆ ≥ 4, we have c L ≤ 2. As mentioned above, if ∆ = 2 then G is a cycle (since we also assume δ ≥ 2, by Lemma 2.5), which has c L = 2. So, the only case remaining is when ∆ = 3. Proof. Consider a vertex u with deg(u) = 3. As in the proof of Lemma 3.2, we consider the induced subgraph external to u and its neighbors, denoted
. We place one cop at u initially so that the robber will be forced to start on a vertex in H.
This subgraph H has at most 4 vertices; if H has 3 or fewer vertices, then we may apply exactly the same arguments as those given in the proof of Lemma 3.2. So, we need only consider the case where H has 4 vertices, say a, b, c, d. We consider the degrees of these vertices within H.
• Let A ⊆ {a, b, c, d} be the set of vertices that have degree 0 within H. If A = ∅, then we may place the second cop to force the robber to start somewhere in A. Then, we keep the first cop at u which forces the robber to stay put; the second cop then chases down the robber, since G is connected.
• If any of {a, b, c, d} have degree 3 within H, then we place the second cop on such a vertex to dominate the entire graph G, thereby catching the robber within one turn.
So, we only need to consider the cases where each vertex in H has degree 1 or 2 within H. This means that the subgraph H is either a path of length 4, or two disjoint edges, or a 4-cycle.
• If H is a path of length 4, start the second cop anywhere in H. By keeping the first cop at u, we can use the second cop to catch the robber on H.
• If H is two disjoint edges, start the second cop anywhere in H. The robber is forced to start on a vertex incident to the other edge of H, say ab. By keeping the first cop at u, the robber is forced to be on either a or b. We move the second cop through the graph to chase down the robber.
• So, assume H is a 4-cycle:
Because G is connected, there must be at least one vertex of H, say a, that has an external neighbor, say a ∈ N (u). Since ∆ = 3, we know this is the only external neighbor of a. We choose to start the second cop at c (the vertex opposite a on the cycle). This forces the robber to start at a. We then send the first cop from u to a . This traps the robber since each of his only three neighbors are either occupied by the first cop or guarded by the second cop. 
|V | = 9 and ∆ ≥ 4
From the previous section and Theorem 2.3, we know that the smallest graph(s) with c L = 3 has (have) 9 vertices. We now begin our work towards showing that R 3 = K 3 K 3 is, in fact, the unique such graph. Specifically, in this section, we work with graphs on 9 vertices with "large" maximum degree, which in this context means ∆ ≥ 4. We will show that such graphs either have c L ≤ 2 or are forced to be R 3 itself. Luckily, some of the work towards this result has been achieved already. If ∆ ≥ 5, then Lemma 3.2 applies and so c L ≤ 2. If ∆ = 4, then we follow an argument similar to that in the proof of Lemma 3.3: we take a vertex u with deg(u) = 4 and consider the induced subgraph external to u and its neighbors, denoted H := G[V − N (u)]. We place one cop at u initially so that the robber will be forced to start on a vertex in H. Notice that H has 4 vertices and almost (but not all) of the arguments from the proof of Lemma 3.3 apply:
• If any vertices in H have degree 0 within H, then we can place the second cop initially to force the robber to start on one of those vertices. He is then forced to stay put and we can chase him down with the second cop.
• If any of the vertices of H have degree 3 within H, then we place the second cop on one of those vertices. Now, the two lazy cops dominate the entire graph so the robber is caught immediately.
So, we only need to consider the cases where each vertex in H has degree 1 or 2 within 4, meaning that H is either a path of length 4, two disjoint edges, or a 4-cycle.
• If H is a path of length 4 or two disjoint edges, then the same arguments apply: we can start the second cop on H and use him to chase down the robber (either within H or by temporarily leaving H).
• However, the case where H is a 4-cycle is potentially troublesome. If we keep the first cop at u, then the robber can evade the second cop on the 4-cycle. And if we attempt to move the first cop from u towards H, then we may run into a different problem: a vertex a ∈ H may have two neighbors external to H, which means the first cop, having moved from u, may not be able to guard both of those neighbors.
• At least, if H is a 4-cycle and some a ∈ H has 0 or 1 neighbors external to H, then the previous arguments do indeed apply. We can position the second cop to force the robber to start on that a and keep him at bay. The first cop may then chase down the robber along the shortest path through G from u to a. (If a has 1 external neighbor in N (u), then the first cop simply moves there. Otherwise, he travels through G while the robber is forced to stay put.)
So, in fact, we realize that the only worrisome situation is where H is a 4-cycle and every vertex in H has two neighbors external to H. This situation is the content of the lemma below.
Lemma 3.4. Assume G has 9 vertices, ∆ = 4, and u is a vertex with deg(u) = 4. Define H to be the induced subgraph H := G[V − N (u)] and suppose H is a 4-cycle. Further, suppose that every vertex in H has two neighbors external to
Proof. Using the assumptions of the lemma, as well as some movements of two lazy cops, we will show that the only way to avoid a scenario where two lazy cops can win forces the creation of the specific graph R 3 .
Label N (a) = N (a) ∩ N (u) . We now begin with some helpful observations about these neighborhoods and (potential) adjacencies amongst v, w, x, y. Claim 2. For any two vertices amongst {v, w, x, y}, if they share a neighbor in H, then they cannot be adjacent in G.
Proof of Claim 2: Assume for sake of contradiction that, say, v and w share a common neighbor in H, say a. (See Figure 3. ) Start the cops at u and c, forcing the robber to start at a. Move the cop from u to v to threaten the robber, who must now move to w. If vw ∈ E, then the robber is caught, meaning two lazy cops could win. (The same argument applies to any pair of vertices from N (u).)
The contrapositive of this claim will be useful below, so we state it here: If vw ∈ E, then v and w have no common neighbor in H.
Claim 3. Assuming Claims 1 and 2 above, then there must be at least two edges amongst {v, w, x, y}. Next, assume for sake of contradiction that there is one edge amongst {v, w, x, y}; without loss of generality, suppose that edge is xy. (See Figure 5 .) We will show that the cops can position themselves to force a situation like the one described in the previous paragraph.
Start the cops at u and c, forcing the robber to start at a. Now, consider N (a): it cannot be {x, y}, since the existence of the edge xy would violate Claim 2 above; it also cannot be {v, w} since Claim 1 would imply that N (c) = {x, y}, which then violates Claim 2. Thus, a must be adjacent to exactly one of {v, w} and exactly one of {x, y}; without loss of generality, let's say N (a) = {v, x}.
Send the cop from u to x. This threatens the robber and forces him to move to v. As described in the scenario above, we move the other cop from c to whichever of {b, d} is adjacent to v; suppose it's b, as in Figure 5 . The robber is now trapped since his neighbors u and a are guarded by the cop at x.
Thus, the only way to possibly avoid having c L (G) ≤ 2 requires two edges amongst {v, w, x, y}. In fact, these two edges must be disjoint, as we will now show. Since each of {a, b, c, d} has exactly two neighbors in {v, w, x, y} and, by Claim 1, N (a), N (c) and N (b), N (d) form partitions of {v, w, x, y}, we may deduce that, in fact, each of {v, w, x, y} has two neighbors in {a, b, c, d}. Therefore, none of {v, w, x, y} can acquire two more neighbors because this would violate ∆ = 4. Since there must be two edges amongst {v, w, x, y}, this implies those two edges must be disjoint, i.e. vw, xy ∈ E or vy, wx ∈ E.
Let's say vw, xy ∈ E are those edges. We will now show that the only way to add the remaining edges to the graph, while obeying the results of the above claims, either creates a particular graph with c L = 2 or else creates an isomorphic copy of R 3 .
As shown above, Claims 1 and 2 together imply that each vertex in H is adjacent to exactly one of {v, w} and exactly one of {x, y}. Let's say N (a) = {v, x}, which then forces N (c) = {w, y}, by Claim 1. We now have two cases, dependent on whether the other neighborhoods N (b), N (d) also equal {v, x}, {w, y}, in some order. Case 1. Suppose that N (b), N (d) partition {v, w, x, y} into {v, x} and {w, y}.
Without loss of generality, let's say N (b) = {v, x} and N (d) = {w, y}. This particular graph has c L = 2. Start the cops at u and c, forcing the robber to start at a. Move the cop from u to x, threatening the robber and forcing him to move to v. Move the other cop from c to w, threatening the robber who is now trapped: his three neighbors a, b, u are all guarded by the cop at x.
Case 2. Suppose that the neighborhoods N (b), N (d) partition {v, w, x, y} in a different way; in fact, the partition must be {v, y}, {w, x}. We have two cases based on N (b); both yield an isomorphic copy of R 3 . We conclude that with 9 vertices and ∆ = 4, either two lazy cops can win or else the graph is R 3 . We note that, in fact, R 3 is 4-regular. Given the Beveridge et al. result about the Petersen Graph, the conjecture they made about the (k, 5)-cages, and this result we have so far, we strongly suspect that there is a close relationship between the cop number and regularity of a graph.
Essentially, we have found that graphs where all the vertices have "large" degree are good for the cops because they can cover more territory simultaneously and therefore win within one or two moves. Likewise, we will find in the next section that graphs where all the vertices have "small" degree are good for the cops because the robber does not have many escape routes so the cops can corner him (although it may take several moves). A regular graph whose regularity is neither too large nor too small seems to strike a balance between these two phenomena. Obviously, these statements are somewhat vague (indeed, what exactly is "large enough"?) but they are based on our extensive study of both ordinary and lazy cops. We believe there is something significant at play here; we just don't know exactly what. Indeed, we empathize with Riemann: "If only I had the theorems! Then I should find the proofs easily enough." [16] 4 Graphs with "small" maximum degree
In this section, we continue to work with graphs on 9 vertices and now narrow our focus on those with 2 ≤ δ ≤ ∆ ≤ 3. Since we work with connected, simple graphs, this necessitates 8 ≤ |E| ≤ 13. We will show that any such graph has c L ≤ 2 by separately considering graphs for which 8 ≤ |E| ≤ 10 and for which 11 ≤ |E| ≤ 13. Specifically, we will handle 8 to 10 edges quickly (in Section 4.1) since these graphs either have known lazy cop number or can be analyzed easily. Handling 11 to 13 edges (in Section 4.2) will amount to seven successive scenarios, based on taking two vertices of degree three and considering how many neighbors they have in common. Each scenario allows us to either find a way for two lazy cops to win or reduce the scenario to a previously handled one. This overall approach is effective but we believe the results here are a bit longer than they need to be. Really, we struggled to find a unifying principle amongst these graphs and how the cops manage to win on them. As we described above, it feels like low degree counts should benefit the cops since the robber has few "escape routes" no matter where he is. Indeed, we even used SageMath to enumerate and show all 147 such graphs (for 10 ≤ |E| ≤ 13; 8 edges implies a tree and 9 edges implies a cycle, for both of which the lazy cop number is known) and found that, for each one, we could easily and quickly confirm by eye how two lazy cops could win. However, this sometimes requires the cops to make several moves, as opposed to the results in Section 3, where we typically made one cop stay put to guard a large portion of the graph from his high-degree vertex.
We believe this is why the results in this section were only achievable by exhaustive (and exhausting) analysis, but we have hope that there is another way of looking at it that makes the main result of this section appear more immediately. As we describe in Section 5, this is of particular interest when we consider generalizing the overall result of this article, conjecturing that the unique smallest graph with c L = n is R n = K n K n . Any progress towards this conjecture will require a better, more coherent analysis of graphs with "small" degree counts.
8 ≤ |E| ≤ 10 =⇒ c L ≤ 2
Proof. A graph with 9 vertices and 8 edges is a tree T , and it is known that c(T ) = c L (T ) = 1 [1] . A graph with 9 vertices and 9 edges is the cycle C 9 , and it is known that c(C n ) = c L (C n ) = 2 (for any n ≥ 4) [3] .
A (connected) graph with 9 vertices, 10 edges, and 2 ≤ δ must be, essentially, two conjoined cycles. Observe that there must be exactly two vertices of degree 3, say u and v, while the rest have degree 2. By taking each of u's neighbors and following the subsequent paths they induce until reaching v or else returning to u, we find that the graph is either: (i) two disjoint cycles, one containing u and the other containing v, with a path from u to v connecting them; or (ii) three disjoint paths from u to v.
In either case, we choose to start one cop at u and another at v. The robber starts anywhere he can. If the graph is of variety (ii), the cop at v travels along the path to u that the robber occupies, so he will be caught. If the graph is of variety (i), we can do the same thing if the robber is on the path from u to v. Otherwise, the robber is on one of the disjoint cycles, let's say the one that contains u. In that case, we fix the cop at u to prevent the robber from leaving the cycle, meanwhile chasing him down with the other cop.
For |E| ≥ 11, scenarios that imply c L ≤ 2
Throughout this section, we assume G is connected on 9 vertices with 2 ≤ δ ≤ ∆ ≤ 3. This implies the existence of (at least) two vertices of degree 3. Each lemma in this section considers how many neighbors those two degree 3 vertices have in common. We show that each successive scenario either leads to two lazy cops winning, or else a previous scenario which has already been handled by 2 cops. By the end of this section, we will have exhausted all possible scenarios. Lemma 4.1. If there exist vertices u 1 , u 2 both with degree 3 such that
Proof. This scenario implies that there is exactly one vertex a outside of the eight vertices comprising N (u 1 ) ∪ N (u 2 ). Start one cop at u 1 and another at u 2 , forcing the robber to start at a. N (u 2 ) . By the Pigeonhole Principle, one of these sets has at most 1 element; let's say that set is N 1 . Then we choose to station the cop at u 2 , preventing R from moving into N (u 2 ). Meanwhile, we send the cop at u 1 towards the robber along the shortest path from u 1 to v: if N 1 = {w}, say, then we send him along the path u 1 − w − v; if N 1 = ∅, then we send him along any path in G (since it is connected), knowing that the robber cannot, in fact, move safely. See Figure 6 . 
Proof. This scenario implies that there are exactly two vertices, say a and b, outside of the seven vertices comprising N (u 1 ) ∪ N (u 2 ). We have two cases, based on the potential presence of the edge ab.
Suppose ab /
∈ E. Start the cops at u 1 and u 2 , forcing the robber to start at either a or b. Whichever he chooses (let's say a), look at its neighbors: some cop must be guarding all but one (or possibly all) of those neighbors. The only way to avoid this would be to have a adjacent to u 1 's two neighbors outside of N (u 2 ) as well as to u 2 's two neighbors outside of N (u 1 ), which would mean deg(a) = 4.
Let's say the cop with that property is the one at u 1 . (Note: it could be that both cops have this property, in which case we just pick one arbitrarily.) Keep him on his current vertex to effectively prevent the robber from moving. If u 1 guards all of a's neighbors, we send the cop at u 2 along any path to a, catching the robber. If u 1 does not guard a's neighbor x, say, then we specifically send that cop along the particular path u 2 − x − a. See Figure 7 . 2. Suppose ab ∈ E. Each of {a, b} is guaranteed to have 1 or 2 other neighbors. First, suppose one of them has only 1 other neighbor, or has 2 neighbors that are both adjacent to u 1 (or, without loss of generality, u 2 ). Now, we look to b's neighbor(s):
• If both bx, by ∈ E, then b and u 1 satisfy the hypotheses of Lemma 4.1 and we're done.
• If only one of {bx, by} is present, let's say bx, then send the cop from u 2 to x. In response, the robber must be at a. Then move the cop from x to b and the robber is trapped.
• If neither of {bx, by} is present, then the neighbors of a and b (besides a, b themselves) are all adjacent to u 1 , so we leave the cop at u 1 to prevent the robber from leaving the subgraph induced by a and b.
We then move the cop at u 2 along any path from to a. The robber will be caught there or at b. Now, the only way to avoid the above scenario is for a to have exactly one neighbor in {v, w} and exactly one neighbor in {x, y}, and the same for b. (If, for instance, az ∈ E, then we cannot avoid the above scenario, regardless of a's other potential neighbor, since z is a common neighbor to both u 1 and u 2 .) Without loss of generality, let's say av, ax ∈ E. (See Figure 9 . As explained below, bw, by ∈ E are forced.) Figure 9 : The remaining scenario when u 1 , u 2 have exactly one neighbor in common (and not each other) and ab ∈ E.
Consider b's neighbors. Suppose one of them is also a neighbor of a; let's say bv ∈ E. Then v and u 2 satisfy the hypotheses of Lemma 4.1 and we're done. So, in fact, bw, by ∈ E are required.
Observe that vw ∈ E implies that v and u 2 satisfy the hypotheses of Lemma 4.1 and we're done; likewise for xy ∈ E and the vertices y and u 1 . Similarly, observe that vz ∈ E implies that b and z satisfy the hypotheses of Lemma 4.1 and we're done; likewise for wz ∈ E (vertices a and z), xz ∈ E (vertices b and z), and yz ∈ E (vertices a and z). Thus, z has no more neighbors (just u 1 , u 2 ) and the only possible edges that could be added to Figure 9 are {vx, vy, wx, wy}.
Suppose vx, vy / ∈ E. Then two lazy cops can win by pushing the robber to v as follows. Start the cops at u 1 , u 2 . The robber can start at either a or b. Move the cop from u 1 to w. In response, the robber must end up at a or v. In either case, send the cop from u 2 to x. In response, the robber must end up at v. Send the cop from x to a and the robber is trapped.
This argument also applies when wx, wy / ∈ E: two lazy cops can push the robber to w and win. This means v has another neighbor and so does w. Since ∆ ≤ 3, they cannot have the same neighbor. So, we either have the edges vx, wy ∈ E present, or else we have the edges vy, wx ∈ E present. Suppose vy, wx ∈ E are the edges present. (See Figure 10. ) Two lazy cops can win as follows. Start the cops at u 1 and u 2 .
• Say the robber starts at a. Move the cop from u 1 to v, forcing the robber to b. Move the cop from u 2 to x, forcing the robber to stay put. Move the cop from v to y, trapping the robber.
• Say the robber starts at b. (This argument is symmetric to the robber starting at a.) Move the cop from u 2 to y, forcing the robber to a. Move the cop from u 1 to w, forcing the robber to stay put. Move the cop from y to v, trapping the robber. This completes the proof.
Admittedly, this proof of Lemma 4.2 is the most tedious of this section, but the result will be extremely useful in proving the forthcoming lemmas. Indeed, we attempted to prove some of the lemmas below without proving this result first and found them to be just as tedious as this one was. 
Proof. This scenario implies that u 1 u 2 ∈ E but those vertices share no other neighbors. Let's say N (u 1 ) = {u 2 , v, w} and N (u 2 ) = {u 1 , x, y}; there are exactly three other vertices, say a, b, c.
Observe that none of {a, b, c} may have degree 3, for this leads to a scenario compared by the previous Lemmas 4.1 and 4.2. If a has degree 3, then it cannot be adjacent to u 1 or u 2 (which already have full degree 3), so the only way to avoid u 1 and a satisfying the hypotheses of Lemma 4.1 or 4.2 is to have av, aw ∈ E both present. This means a and u 2 have either 0 or 1 neighbors in common, and so they satisfy the hypotheses of either Lemma 4.1 or 4. N (u 1 ) , fix the cop at u 1 to prevent the robber from moving, and send the other cop along any path to a. Otherwise, a has 1 neighbor in common with u 1 and 1 neighbor in common with u 2 , say x. Again, fix the cop at u 1 to prevent the robber from moving, and send the other cop along the particular path u 2 − x − a.
Consider the induced subgraph H := G[{a, b, c}]. From above, we deduce that H has at least one edge. Also, H cannot have three edges: if so, then a, b, c all have full degree 2 with no possibility of edges from H to G − H, meaning G is actually disconnected. So, for now, let's say ab is the only edge in H. (See Figure 12a. ) Start the cops at u 1 and u 2 ; by the argument in the previous paragraph, the robber would certainly not choose to start at c, so let's say he starts at a. We know a and b each have one neighbor amongst {v, w, x, y}. If those neighbors are both adjacent to (without loss of generality) u 1 , then we fix the cop at u 1 to prevent the robber from leaving {a, b} and send the other cop along any path towards a, trapping the robber there or at b. If, instead, we have something like av, bx ∈ E, we fix the cop at u 1 and send the other cop along the particular path u 2 − x − b − a, trapping the robber somewhere. Now, if there are two edges in H, let's say they're ab, bc. What we have is the same scenario as described in the previous paragraph, except the path a − b has been subdivided into the path a − b − c. (See Figure 12b. ) If the neighbor of a and the neighbor of c are both adjacent to u 1 , say, then we fix the cop there and send the other cop along any path to the robber. Otherwise, we fix the cop at u 1 and send the other cop along the particular path, say u 2 − x − c − b − a. In any case, the robber is caught by 2 cops. ∈ E, they must have at least 2 neighbors in common. Thus, either ay ∈ E or az ∈ E. If ay ∈ E, then a and y satisfy the hypotheses of Lemma 4.3 (and similarly for az ∈ E). Thus, we may assume that deg(a) = deg(b) = deg(c) = 2.
There cannot be any edges from {a, b, c, x, w} to {y, z}. Suppose otherwise, say z has a neighbor in {a, b, c, x, w}. Then z and u 1 satisfy the hypotheses of Lemma 4.2 and we're done. Now, the edge yz may or may not be present. This will not affect the remainder of the argument.
Next, consider x and w. If deg(x) = 3, say, then x and u 2 satisfy the hypotheses of Lemma 4.1 or 4.2, depending on whether xw ∈ E, and we're done. So, deg(x) = deg(w) = 2. Then, in order for G to be connected (because of a, b, c), it must be that xw / ∈ E. So, x must have a neighbor amongst {a, b, c}; let's say it's a. Then aw / ∈ E, otherwise G would not be connected (because of b, c). So, let's say a's other neighbor is b. Then, for the same reason bw / ∈ E (otherwise c is disconnected). This forces the particular graph shown in Figure 13 (with yz indicated by a dashed line since it may or may not be present). Start the cops at u 1 , u 2 , forcing the robber to start amongst {a, b, c}. Wherever the robber is, fix the cop at u 1 and send the other cop along the particular path u 2 − w − c − b − a − x. He will trap the robber at some point.
The remaining three cases to be considered are quite short, now that we have completed a majority of the overall cases. Proof. Consider the mutual neighborhood of u 1 and u 2 , say x, y, z. There are 4 other vertices in the graph, say a, b, c, d. Since u 1 and u 2 cannot have any more neighbors, at least one of {x, y, z} is adjacent to {a, b, c, d}. Let's say ax ∈ E. Then, x and u 1 satisfy the hypotheses of Lemma 4.3 and we're done. Otherwise, we are left with a disconnected graph. Next, we must have either deg(x) = 3 or deg(y) = 3 (or possibly both). This is because we currently have only two vertices of degree 3; if this remains, then G has only 10 edges, in which case the argument in Section 4.1 applies. So, there must be two vertices of degree 3 amongst the candidates {x, y, z} (since, overall in G, the number of vertices of degree 3 is even). Let's say deg(x) = 3. To avoid having x and u 1 satisfying the hypotheses of any of the previous Lemmas in this section, we must have xz ∈ E. (Indeed, this makes x and u 1 satisfy the hypotheses of this very lemma we're proving.) Proof. This scenario implies that there are five vertices outside the collective neighborhood {u 1 , u 2 , y, z}; call these {a, b, c, d, e}. To ensure G is connected, there must be some edge between those two sets. Since u 1 , u 2 cannot have more neighbors, let's say az ∈ E. Now, z and u 1 have each other and exactly one more neighbor in common, so they satisfy the hypotheses of Lemma 4.6 and we're done.
This completes the case-by-case analysis for graphs on 9 vertices with 11 ≤ |E| ≤ 13. Overall, we have actually proven the main result, as explained in the next section. In Section 3, we showed that any graph on |V | ≤ 8 vertices has c L ≤ 2. Then, we considered graphs on 9 vertices with maximum degree ∆ ≥ 4. We found that the only way to avoid creating a graph on which two lazy cops can win was to construct the particular graph R 3 .
It remained to show that all graphs on 9 vertices with ∆ ≤ 3 also have c L ≤ 2. By Lemma 2.5, we needed only to consider graphs that also have δ ≥ 2, which narrowed our search to 8 ≤ |E| ≤ 13. For |E| = 8, 9, 10, we could analyze these graphs easily. For 11 ≤ |E| ≤ 13, we looked to vertices of degree three (of which there must be at least four, in fact) and considered case-by-case scenarios based on their common neighbors. In every case, we could either win with two lazy cops or reduce the scenario to a previous one.
By virtue of Theorem 2.3, we also know c L (R 3 ) = 3. Overall, this has shown the main result. The only graph on 9 vertices satisfying c L = 3 is that particular graph, and any smaller graph has c L ≤ 2.
Conjectures and partial progress
Conjecture 5.1. The unique smallest graph for which c L = n is R n = K n K n .
This article has proven the n = 3 case, and the n = 1, 2 cases are obvious. We also know, from Theorem 2.3, that c L (R n ) = n. So, this conjecture seems reasonable.
Before concluding, we share some ideas that may make some progress towards proving this conjecture for the n = 4 case, at least. We start with a corollary to Theorem 3.1 that generalizes Lemma 3.2:
Corollary 5.2. For a graph G on n vertices with ∆ ≥ n−9, we have c L (G) ≤ 3.
Proof. Consider a vertex u with deg(u) ≥ n − 9 and all of its neighbors, and consider removing these from the graph. Let H be the induced subgraph on what remains. This graph H has at most 8 vertices, so Theorem 3.1 guarantees that 2 lazy cops can win on that subgraph. In the overall graph G, start a cop at u and keep him there throughout the game. Play the winning strategy on H with the other two cops.
The following conjecture naturally generalizes these ideas. Its veracity would follow inductively, were Conjecture 5.1 proven true, using an argument like the one in the previous proof. Conversely, we wonder whether Conjecture 5.1 is logically equivalent to this one. We can, at the very least, use Corollary 5.2 to narrow our search for graphs with c L ≥ 4, in much the same way that we used Lemma 3.2 to narrow our search for graphs with c L ≥ 3. Suppose we have a graph with |V | ≤ 15:
• If ∆ ≥ 6, then Corollary 5.2 applies.
• If ∆ = 5, then take a vertex u with deg(u) = 5 and look at the subgraph H induced by the vertices external to N (u); H has at most nine vertices, so either it has c L ≤ 2 or else it is precisely the Rooks graph R 3 . If c L (H) ≤ 2, just station a cop at u and let two others play on H to win. If H is precisely R 3 , then to ensure G is connected, there must be an edge from some vertex in H, say a, to one of u's neighbors, say, b. But, to then ensure ∆ = 5, and knowing R 3 is 4-regular, that vertex in R 3 cannot have any more neighbors. So, start a cop at u and start two cops on the copy of R 3 to force the robber to start at a. Send the cop from u to b and the robber is both threatened and trapped.
• If ∆ = 4, then take a vertex with deg(u) = 4 and look at the subgraph H induced by the vertices external to N (u); H has at most ten vertices. If c L (H) ≤ 2, then we're good. If c L (H) = 3, though . . . this is where things get interesting. At this point, we hope for a characterization of those graphs with 10 vertices that require 3 lazy cops. Based on Beveridge et al. and the result contained in the present article, we believe that the only such graphs are the Petersen Graph and a copy of R 3 with an additional vertex (subject to some conditions presently unknown). We postpone any further progress on this case and, in the meantime, are seeking to prove this conjecture, which would be quite helpful in this step:
Conjecture 5.4. The only graphs G on 10 vertices with c L (G) = 3 are 1. the Petersen Graph, or 2. a copy of R 3 with an additional vertex v whose degree is at most 5, and whose adjacencies are chosen in a particular way so as not to inadvertently reduce the lazy cop number to two.
• If ∆ = 3, then we feel strangely stuck . . . We believe this shouldn't be so challenging for the cops because of how few edges there could be. However, this seems to make it inordinately difficult to find concise, general arguments. A better understanding of graphs with ∆ = 3, in general, would be extremely helpful.
We welcome suggestions and results relevant to any of these conjectures.
