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ABSTRACT 
Formulae are given expressing the infinite companion matrix of a polynomial p as the 
sum of smaller matrices corresponding to the individual factors if p = PI . . .pm. Connec- 
tions with interpolation problems and partial fraction decompositions of rational functions 
are explained. The results are intended as a tool for representing Hankel matrices as sums 
of simpler Hankel matrices corresponding to the factors of the compatible polynomial. 
Explicit formulae are given for the inverse of the Chinese remainder operator and for the 
inverse of the confluent Vandermonde matrix. 
0. INTRODUCTION 
In a series of notes [4-6] the author pointed out the connections of the proper- 
ties of tbe infinite companion with a number of classical notions such as Hankel 
operators, Bezoutians, and related objects. The author introduced the notion of 
the infinite companion of a polynomial in the course of his work on an extremum 
problem in operator theory. Although both the method and the aim of his investi- 
gation were entirely independent of the work done about the same time in dilation 
theory, it became evident in the course of the further work that the infinite com- 
panion is essentially the concrete realization of a dilation relation-provided this 
term is given a somewhat wider interpretation. Dilation theory, as initiated by the 
pioneering work of M. A. Najmark, was intimately connected with operators of 
positive definite type and hence with Hilbert space methods. For our purposes this 
is too restrictive: the projection operators used are not orthogonal; nevertheless it 
is possible to work with a more general notion of dilation that we now proceed 
to expound. 
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The infinite companion matrix C”(p) of a polynomial p may be interpreted as 
the matrix of the operator R which assigns to each polynomial its remainder upon 
dividing byp. If we denote by S the shift of operator on the space of all polynomials 
and use the same letter for its matrix in the standard basis. the basic relation 
C(P>C”(P> = CYP)S 
is nothing more than the matrix transcription of the operator relation 
S(p)R = RS, 
where S(p) is the operator on the space ‘FI, of all polynomials of degree < n 
defined as multiplication by z modulo p: 
S(p) = RS 1 ‘H,. 
Since R is a projection onto ‘F&. it is natural to call S(p) a compression of S 
to ‘H, if we do not insist on the requirement that the projection be orthogonal in 
the standard definition. It seems that, for our purposes, an even less restrictive 
definition of compression and dilation is more natural. 
Consider a linear operator T in a space E, and suppose EO is a T-invariant 
subspace of E. If Q stands for the canonical quotient map E -+ E/Eo, we may 
define a mapping T in E/E0 by the relation 
TQ = QT. 
It seems natural to_call it the compression of T to the space E/Eo. Since the equal- 
ity relating T and T may be iterated, we have, in fact, the situation described in the 
standard theory by saying that T is a power dilation of ?. To see that this notion is an 
extension of the standard one, consider a pair of Hilbert spaces ‘FI c !C, the orthog- 
onal projection P of K onto ‘I-& and a pair of operators T E B(N), U E B(K) with 
TP = PU. 
Let EO = ker P (in fact EO is the orthogonal complement of 7f in K, but we prefer 
a formulation that does not use the Hilbert structure). The above relation shows 
that I??,-, is U-invariant, so we may consider 5 on E/E0 defined by 
tiQ = QU. 
Since E/E0 may be identified with Ii, T may be identified with 6. 
This more general notion is not only perfectly natural but has the further 
advantage of being available even if projection operators do not exist. 
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Let us turn now to the problem of decomposing the companion. It is to be 
expected that, given a decomposition of the polynomial p into the product of two 
(relatively prime) factors pi andpz, the infinite companion ofp may be constructed 
by combining, in a suitable manner, the smaller matrices P’( ~1) and C”( ~2). In 
the present note we intend to describe the relation between the infinite companion 
of p and those of its factors; it is possible to write down an explicit decomposi- 
tion formula 
C”(p) = Ml C”(p1) + . * - + M,Co3(p,) 
if p decomposes into the product of pairwise prime factors p = p1 . . -pm. This 
formula may be interpreted as a statement about constructing an interpolation 
polynomial corresponding to an array of interpolation nodes from a set of sim- 
pler interpolation polynomials corresponding to a subdivision of the nodes into 
smaller groups. 
The decomposition of the infinite companion matrices corresponding to factors 
of p and the closely related division of polynomials seem to be suitable technical 
tools for dealing with questions concerning partial fraction decompositions. 
The results of the present note will be used, in a subsequent communication, 
to obtain decompositions of Hankel matrices compatible with a polynomial into 
sums of simpler Hankel matrices corresponding to its factors. 
In the author’s opinion the relations between Cm(p) and the P(pi) are in- 
teresting in their own right. They also have other applications. As an illustration, 
we present the following two examples: 
(1) an explicit form of the inverse of the Chinese remainder operator; 
(2) an explicit formula for the inverse of a confluent Vandermonde matrix. 
1. HEURISTIC CONSIDERATIONS 
In this section we describe the ideas that lead to the consideration of a more re- 
fined division for polynomials. We restrict ourselves to explaining the motivation, 
the formal treatment being given in Section 2. 
To simplify some of the formulations, it will be convenient to introduce the 
following convention: if v and w are two polynomials, we write v < w if either 
v = 0 or deg v < deg w. We denote by R(p) and Q(p) respectively the operators 
which assign to a polynomial u the remainder and quotient upon dividing by p so 
that u = R( p)u + pQ( p)u for every polynomial a. 
If ui and u2 are two relatively prime polynomials, then every polynomial u 
may be expressed in the form u = aimi + agn2 for suitable polynomials ml and 
m2. This expression of u is not unique; a description of all possible representations 
of u is given by the following obvious proposition. 
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PROPOSITION. Suppose at and a2 are two relativelyprimepolynomials. Then 
for each polynomial u, the following two assertions are equivalent: 
(1) u = alml + a2m2; 
(2) Nw2)u = dW2h +a2Wdm2, 
QWml + Q(a>w = Qhh 
Dividing ml by a2 and rnz by ai. we obtain ml = t-1 + a2q1, rn2 = t-2 + alq2 
with r-1 < ~22 and r2 < al. Thus ZJ = air1 + azr2 + ala2(ql + q2); we observe 
that ai r-1 + azr;! is the remainder and q1 + q2 the quotient upon dividing u by the 
product uta2. 
This process could be described as dividing by ala2 with a further, finer sub- 
division of the remainder. 
To make this more precise, consider a polynomial f and a divisor p off; we 
only consider divisors p for which the complementary polynomial p, given by 
the relation pp = f, satisfies <p, p) = 1. We intend to describe an operation 
on polynomials which could be called dividing by p with respect to 5. Since 
(p, p) = 1, an arbitrary polynomial u may be written in the form u = Fa +pb. If 
r is the remainder of a upon dividing by p, we may represent u in the form 
u =Er+pq, 
where r satisfies the additional condition r < p. It is not difficult to see that this 
additional condition ensures uniqueness of the decomposition. We have thus the 
following observation: 
PROPOSITION. Iff = pp with relatively prime factors p andp, then for each 
polynomial u, there exists exactly one pair of polynomials r, q such that r < p and 
z.4 =pr +pq. 
It is not difficult to see that the observation may be restated in the following 
equivalent form. 
PROPOSITION. For each polynomial u there exists a unique triple r, 7, Q such 
that r < p, 7 < p, and 
u =@-+pY+fQ. 
When restated in this second form, the proposition may be reformulated as a 
statement about a partial fraction decomposition of u/f. 
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The sum Er + p? is nothing more than the remainder of u upon dividing byf; 
it is expressed, however, in a more refined subdivision. In fact, it may be obtained 
by first dividing u byf (u = r’ +fq’) and then taking the canonical representation 
of r’ in terms of the factors pjj = f. 
Now supposef = ~1~2. . . pm with pairwise relatively prime factors pi. Denote, 
again, by Fj the complementary polynomial to pi, so thatf = Pipi. Write down the 
canonical decomposition u = F1 t-1 + plq1 . Now the product ~141, in its turn, may 
be decomposed with respect to ~2, in the form plq1 = j7g-2 + p2q2. Since p1 IF2 
it follows from (~1, pz) = 1 that PI 1 q2. We have thus obtained a decomposition 
u = Plr1 + F2r2 + w2qi. 
Now take p3 and the corresponding decomposition of p,pzqi. Thus p1p2qi = 
p3r-3 + p3q3. Since both p1 and p2 divide & and are relatively prime to p3 they 
divide 43. In this manner we obtain a decomposition 
u =jSf~ +P2r2 +ir3r3 +mPzP34i. 
Continuing this process, we arrive at an expression 
U = CFkrj tfq, 
the rj being uniquely determined by the requirement that rj < pi. 
This decomposition may be obtained directly. The pj being pairwise relatively 
prime, clearly (pi, . . . , jT,,J = 1. It follows that every polynomial u may be 
expressed in the form u = cF& for suitable fi. Decomposing each fi as fi = 
rj+pjqjwithrj<pj,weobtainu=C~jrj+fCqj. 
The following observation will be useful. Single out one of the factors, Pj say, 
and consider the sum C,_+iiptrt + fq. Clearly this sum is divisible by pi; in other 
words, the product j3irj is identical with the remainder in the division by pi with 
respect to the factor &-more precisely, in the decomposition u = pirj + PjQ. 
2. REFINING THE DIVISION OF POLYNOMIALS 
We now proceed to formulate precisely the ideas sketched in the introduction. 
We denote by 7-f the linear space of all polynomials with complex coefficients. 
Given a polynomial g, we denote by M(g) the operator on 7-t which assigns to each 
polynomial u the product gu. The operator of differentiation will be denoted by 
D. If r and p are two polynomials, the relation r < p will be taken to mean: either 
r = 0 or the degree of r is smaller than the degree of p. 
If j3 and p are relatively prime, we shall denote by R( F, p) the operator in IH 
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defined by the following two requirements: If u E 7-1, then R( p, p)u is a polynomial 
of the form pr with r < p and such that u - p’ is a multiple of p. 
Note that there exists exactly one product pr satisfying these conditions. Ob- 
serve that R( 1, p) is the operator that assigns to u the remainder upon dividing 
by P. 
LEMMA 2.1. If jY and p are relatively prime, then 
WE P> + WP, P> = RU, k-4. 
PROOF. Given U, the difference u - R(p, p)u is a multiple of p, and so is 
R(p, p)u. It follows that u - R(F, p)u - R(p, F)u is a multiple of p. Similarly, 
writing the difference in the form [u - R(p, p)u] + R(p, p)u, we infer that it is 
divisible by F, W 
Let us remark already at this point that, in our further considerations, an im- 
portant role is played by a simple relation between R( p, p) and R( 1, p). Indeed, 
we shall see later that the operator R( p, p) may be obtained from R( 1, p) by a 
similarity transformation. 
Let us state a simple consequence of the preceding lemma. Its statement 
simplifies if we apply it to polynomials of degree not exceeding that of the product 
f =FP* 
The restriction of R( p, p) to the subspace of all polynomials of degree 5 n - 1 
will be denoted by R,(p, p). If n is the degree of the product pj3, the preceding 
lemma yields 
WE P) + RAP, P) = 1. 
The corresponding proposition for m factors reads as follows. 
PROPOSITION 2.2. Suppose the polynomials pl, . . . , pm are pairwise rela- 
tively prime. For each j denote by pi the product of the remaining ones, so that 
pjpj = PI * . -pm. Then 
c R(pi, pj> = Nl, PI * * *Pm). 
PROOF. Given u, we have, for each j, u = j3rj + pi% for a suitable rj < pi. 
It follows that 
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Since for every s # j the polynomialp, is divisible by Pi the above sum is a multiple 
of pj. Since this is true for any j, u - c R( pk, pk)u is a multiple of the product 
PI . . .Pm. W 
The following corollary will be used in Section 4. 
COROLLARY 2.3. Let f be a polynomial of degree n; suppose f = p1 . . .p,,, 
with pairwise relatively prime factors pi. For each j 1etFj be dejined by the relation 
f = pjpj. The restrictions R,(pj, pj) Of R(pj, pj) to polynomials of degree < n 
satisfy the relation 
c Rn(Fj;i, Pj) = 1. 
For polynomials with a zero at infinity we have the following proposition. 
COROLLARY 2.4. Letp be a polynomial of degree k, suppose that m > k, and 
denote by wt the polynomial wr(z) = (z - t)m-k. Then 
),mM&(w, P) = R,(l, P). 
PROOF. To avoid technicalities, we consider the case of a polynomial p with 
distinct zeros ~1, . . . , ok. Let u be a polynomial of degree < m. Set 
qr(z) = c u(oli) pj(z> 
(Qj - t)m-k Pj(CYj) ’ 
where pi(z) = p(z)/(z - Oj). Observe that qr < p and that u(z) - (z - t)‘“-kqt(z) 
vanishes at the zeros of p and is accordingly a multiple of p. It follows that 
u = p(z>rtk) + w(zMz) 
for a suitable polynomial r,. Since qt < p, we have r, < wt. Hence 
m-k 
Pi(Z) 
- 
Pj(aj) 
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3. MATRIX REPRESENTATIONS 
The operator identities obtained in the preceding section will now be reformu- 
lated as statements about companion matrices; in this form they admit an interpre- 
tation as assertions about interpolation polynomials. 
We have observed already that R(p, p) may be obtained upon performing a 
similarity transformation on R( 1, p). This observation may be used to determine 
the matrix of R( pI, p). Since (F, p) = 1 there exists a polynomial w < p such 
that Fw = 1 + ph. Given U, let u = pr + pq be the decomposition with r < p. It 
follows that 
uw =Fwr+pwq = r+phr+pwq, 
whence r = R( 1, p)wu. Thus 
where M(.) denotes the multiplication operator. In matrix form the operator 
R(1, p)M(w) is represented by F’(p)w(s). It follows from the basic relation 
for the infinite companion that 
CYP)W(S) = W(C(P))C”(P) = GuPNl-‘C”m. 
Ifdegp = k,degp = m, F = bo+. . . b,,,x”‘, denote by M( @) the (m + k, k) matrix 
M(F) = 
. . . . : 
bo 
b, ! 
. . . . : 
iI ... b,< 
Summing up, we have proved the following 
LEMMA 3.1. Zf(b, p) = 1 then 
Wb, P) = Wb)R( 1, P)WW) 
where bw = 1 modulo p. In the standard bases, the matrix of R(b, p) is 
WbM(C(~Nl-“T~). 
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EXAMPLE 3.2. Let us consider first the case of a simple linear factor p(z) = 
z - cr. We find that 
u(a) 
Nb, z - a)u = b(z)-. 
b(a) 
Indeed, the difference u(z) - [b(z)/b(cr)]u(a) equals zero at the point cr and is 
accordingly divisible by z - o. In matrix form the operator R(b, z - a) assumes the 
form of the rank one matrix M(b)[l/b(a)]r(a), where M(b) is the column vector 
of the coefficients of b; here ~(a) is just the infinite companion for p(z) = z - (Y. 
This observation makes it possible to write down the decomposition of C”(f) 
for a polynomial with distinct zeros. Consider the polynomial f(z) = (z - 
crl) . . . (z-a,) with distinct zeros (~1, . . . , a,,. Ifpj are thelinearfactorspj(z) = z- 
aj, the role of pi will be played by the polynomialsfi(z) = f(z)/(z - OLj). The corre- 
spondingprojectorR(f, z-aj) is given by therankonematrixM(fi)[ l/fi(aj)]n(crj). 
Denote by cj the column vector of the coefficients of the polynomial&/“(oj), 
so that 
f(z) 1 
T(Z)Cj = --. 
Z - ajfj(aj) 
Using proposition 2.2, we have thus the decomposition 
dQI) 
C"(,fJ=~CjT(CEj)=(C~, . . ..C.) i ( ) e e%d 
Now observe that (cl, . . . , c,) = VJcq, . . . , a,)-’ and 
The identity above may thus be rewritten in the form 
co” = V,(a,, . ..) c&V(a,, “‘, cl”>. 
In this manner we obtain another interpretation of the relationship between Van- 
dermonde and companion, which we know from [5] in the form V = V,,Cm. 
Of course, the remainder part in the decomposition 
u= c Fjklrj +f (ZMd 
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equals C[pi(z)/i3i(oli)]u(~j), and this is just the interpolation polynomial for u at 
the points ~1, . . . , a,. 
Recall the formula 
N1 > P> = C NPj(Z), Z - Qjli); 
the remainder of u upon dividing by p is thus represented in the form of the 
Lagrange interpolation polynomial for u at the zeros of p. 
As an example, let us write down the decomposition of the companion matrix 
of the quadratic polynomial (x - cu)(x - p). We have 
Before tackling the general case, let us take up, as an illustration, quadratic 
divisors. 
EXAMPLE 3.3. Letf be a polynomial of degree n; let p(z) = (z - ai)(z - (uZ) 
be a divisor off such that b(at) # 0 and &a~) # 0, where b is defined by the 
relationf = bp. We assume ~1 # CQ. Let b be defined by the relationf = bp. 
Given a polynomial U, we are looking for a polynomial r(z) = r-0 + rlz such that 
u(z) = bk)(r0 + rlz> + p(z)q(z). 
This is equivalent to the equation 
(: ::) (;) = (b(? b(z2))-' (:i::;)- 
If we write V for the matrix 
v= l QIl ( > 1 a2 
and if we set Bi = b(ai)-’ the above equation may be rewritten in the form 
(;) =v-1(; ;2)vc”(p)u. 
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For the matrix M = V-’ V we obtain 
A4 = T&g (-? “;) (2 i2) (: ::> 
1 ZZp 
w -02 ( > 
-F’ (1, W)& + -J--& (“;) (1, a2P2. 
Furthermore, write M(b) for the (n, 2) matrix 
The operator R(b, p) : u --+ br has matrix 
W, P> N WWfC’Yp). 
Let us return now to the general case; ifp is an arbritrary polynomial, the matrix 
of R(b, p) has a similar structure. To describe it, we shall need some notation. If 
g is a polynomial, g(z) = go + glz + . . . + gmzm, the matrix of the multiplication 
operator M(g) in the standard bases will be the matrix [again denoted by M(g)] 
with entries gi-j; here we set, of course, g, = 0 for t negative and for t > m. If p 
and q are positive integers or 00, we denote by MP4(g) the corresponding submatrix 
of type (p, q). If g, # 0 then only the first m + q rows of MPq(g) are different 
from zero. 
It will also be necessary to express multiplication operators with respect to 
thebasisl, (z-o), (~-a)~, . . . . Let g be a fixed polynomial of degree m, and 
consider vectors of length k and the corresponding polynomials of degree 5 k - 1. 
For v E d consider the Taylor expansion at the point cy of the product g(x)v(x). 
The coefficients are linear functions of v 
&b(X) = C Aj(v>(x - ay’ 
so that there exists a matrix A of type (00, k) such that 
g(x)v(x) = r(x - a)Av. 
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Let us describe explicit expressions for A. To this end denote by T&g, a) 
the 00 by k matrix with entries 
1 
Tv = (i +! (D’-‘g)(a). 
(1) We have 
c 
evaluated at the point CY. The above expression is thus equal to 
c Tij (+) (a) = c Tij&vk, 
where V is the k by k Vandermonde matrix V&a). It follows that 
(2) The square matrix Ak consisting of the first k rows of A may be expressed 
in a different form. Denote by w the vector corresponding to the polynomial 
w(z) = g(z)v(z). We have then 
so that 
A = Vcod~)&k(g), 
whence 
Ak = vkco(~)&tok(g). 
The product Vk,(o)M&(g) is the k by k matrix whose entry with indices i, j 
equals 
evaluated at the point x = cr. This matrix will be denoted by A(g, a, k). If m 
stands for the polynomial m(z) = (z - a)k we have Vkm(o) = V,(a)C”(m). It 
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follows that 
Ak = vkca(~)&ek(g) 
= hd~>C~(~>g(~> 1 xk 
= hk(dg(C(m>)C”(d 1 Nk 
= Vkk(~MC(m)). 
(3) Using the relation Vkk(o!)C(m) = KV&a) with K = a + Sk, we obtain yet 
another expression for Ak: 
Ak = g(K)V/da). 
In particular, this implies, in view of (l), the identity 
g(K) = Tdg, a>. 
Now we are ready to write down the matrix of R(b, p) for an arbitrary pair of 
relatively prime polynomials b, p. We begin by considering factors of the form 
(z - Q)? in this case more explicit formulae may be obtained. These formulae 
may then be combined to give a description of R( p, p) if p is decomposed into its 
primary factors. 
Supposef is a polynomial of degree n decomposed into the product f(z) = 
j$z)w(z) where w(z) = (z - cr)m and F(a) # 0. In this particular case the matrix 
of@, w), 
M(F)F(C(w))-‘Go(w), 
may be obtained in a more direct manner; this, in its turn, points the way to 
formulae for products. 
Indeed, consider a polynomial u, and let R(p, w)u = pr. Since u - pr is 
divisible by w, we have V,,,m(a)(u - j%) = 0, whence V,,(a)M,,(ji)r = 
Vmm(a)u. Thus 
Vmm(4F(WWY4r = Vmm(a)C”(w)~,m(F)r 
= Vm~~~~&d~ >r 
= Vm((Y)Crn(W)U. 
It follows that jT(C(w))C”(w)r = C”(w)u. In the case (I! = 0 the matrix of R 
assumes a particularly simple form. 
Suppose the polynomial f decomposes into the product f(z) = b(z).? with 
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b(0) # 0. Write the (00, m) multiplication matrix M(b) in the block form 
with P a square block. Then R@(z), z”) is represented by the matrix 
( > Qp!-1 ( , 0). 
This follows from the general formula, since in this case V(O),, = 1 and C(z”) = 
S,. Thus b(C(w)) = P and CM(w) = (1, 0). Of course, the equality u(z) = 
6(.+(z) + zmq(z) immediately yields that 
m-1 
uk = c b,_jrj 
0 
fork=O, 1, . . . . m- 1. 
Now let f be a given polynomial of degree it, and suppose f = Pp, where 
p(z) = l&,(z - oj)hj. We assume that the Qj are distinct and that p(oj) # 0 for 
allj. Set h = c tij. Let u be a polynomial, and suppose thatpr = R(p, p)u. Thus 
u =Fr+pq 
for some q. For eachj we have the equality 
Now let T be the (h, h) block diagonal matrix with the TQ,( p, aj) on the diagonal, 
and let V&p) the column matrix of the Vh,, h(Qj). Stacking up the above relations, 
we obtain 
Vhh(p)U = TKA)r, 
whence 
r = VMLP)-~ T-’ VM(PP’(P)U. 
EXAMPLE 3.4. Consider the polynomialf(x) = (X - a)x3 with IZY # 0 and the 
operator R = R(x - CY, x3) defined by the requirement that u - Ru be divisible by 
x3, the polynomial Ru being of the form (X - cu) r(x) with at most quadratic r. 
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The matrix of R will be 
It follows that 
Ru = uo+u,x+~2~2- $+S+Z x3 
> 
Q2 -X*)X+ ~(cw)x2. 
The first expression shows that u - Ru is a multiple of x3; in the second expression 
Ru appears as a cubic polynomial divisible by x - CL 
EXAMPLE 3.5. Consider the polynomialf(x) = g(x)x3, g being a quadratic 
polynomial with g(0) # 0. If g(x) = go + gtx + x2, the matrix of the operator 
R = R(g, x3) will be 
( go a9f 0 0  0 11 (;;g-‘. 
If crl, cr2 are the zeros of g and if we set at = cull, u2 = cr,‘, we find 
( ; :, -y+Q*)) (y i I)-’ 
= ( 0 1 -(& + $) 1 0 0 00 1 ) ala2 ( a1 + a2 1 0 
u: +a1a;l +a; Ul +a* 0 ) 
176 
It follows that 
-(a1 +az)(af +a$ -(u: +u*a2 +a$) -(q +u2) 
~lU2(4 + UlU2 + u;) ~lU2h + ad 41u2 > 
ho bol 
ho hl 
Clearly it follows from this expression for R that u - Ru is divisible by .x3. Also, 
it is easy to verify that Ru may be expressed in the following form: 
(Ru)(x) = uo[bcc,(x3 - a3) + b,o(x4 - a4>] 
+ul[x-a-bol(x3-a3)+b11(x4-a4)] 
+ u2[x2 - a2 + bo2(x3 - a3) -t b12(x4 - a4)], 
where a is one of the zeros of g. It follows that Ru is a multiple of g. 
4. SOME APPLICATIONS: THE CHINESE REMAINDER METHOD AND 
THE CONFLUENT VANDERMONDE MATRIX 
To illustrate the significance of the ideas sketched above, let us include two 
examples. 
Suppose n is a positive integer, f a polynomial of degree k 5 n. Suppose 
f = pi . . ‘pm with pairwise relatively prime factors. If Ri stands for the operator 
R(l, A), we can assign to each polynomial u of degree < n, u E ‘H,, the m 
remainders 
R,u, . . . , R,,,u. 
If k < n these m polynomials do not represent sufficient information to determine 
u. It is to be expected, however, that it will be possible to reconstruct u from them if 
additional information about the behavior of u at infinity is available. Let us denote 
by P, the operator which assigns to the polynomial u(x) = ua + . . . + u,_Ix”-’ 
the projection 
(P&)(X) = Ukxk +. . . + U,_~.rl. 
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Indeed, we intend to show that the operator W defined on T-t,, by the formula 
Wu = (R,u, . . . , R,u, P,u) 
is injective. The proof is based on Corollary 2.4. 
For v E 7& we have v = c R(gj, pi)v if gj is the complementary polynomial 
to pj defined by the relationf = pjgj. It follows that 
u = f’cau f CR&j, Pj)(u - Pmu> 
= (l-CR(gj,~j))P,u+CR(gj,~j)U 
= R(l, f)Pmu + C M(gjWjM(Wj)u 
if wj are polynomials for which 
Wjgj = 1 mod pi. 
Since 
we have 
u = R(l, fY’,u + CM(gj)gj(C(fi))-‘Rju. 
Summing up, we have proved 
PROPOSITION 4.1. Let n be a positive integer and f a polynomial of degree 
k 5 n. Suppose f = p1 . . *pm with pairwise relatively prime factors. Denote by 
Rj the operator which assigns to each polynomial its remainder upon dividing by 
pj; by P, the operator of deleting thejrst k terms in a polynomial. Consider the 
operator W which assigns to each polynomial of degree < n the (m + 1)-tuple 
(RIu, R2u, . . . , R,u, P,u). 
Then 
W-’ = R(1) f )P, + C M(gj) [gj(C(pj))] -I Rj. 
Here the complementary polynomials gj are defined by f = pjgj. 
PROPOSITION 4.2. Let V be the generalized Vandermonde matrix of order n 
corresponding to the polynomial 
f =PI”‘Pm, 
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where pj(z) = (2 - aj)hj with distinct aj and h = c hj 5 n. Let gj be dejned by 
f = pjgj. Denote by Vj the Vandermonde matrix of type (hj, hi) corresponding to aj; 
let Kj standfor the Jordan block of type (hi, hi) corresponding to aj, Kj = CIj f St,,. 
Then 
V-’ = R( 1, f )JP, + C M(gj)q-’ [gj(Kj)]-‘Rj. 
PROOF. Observe that V = DW, where D is the block diagonal matrix with 
VI, ...I V,, J 
on the diagonal. Use the relation 
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