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1. Introduction. 
An inverse sampling procedure RI which uses the play-the-winner 
sampling scheme for selecting the better of two Bernoulli populations was 
considered by Sobel and Weiss [5] and was included in a comparison of 
several procedures in Hoel and Sobel [3]. A general review of sequential 
procedures {including RI) with comparisons is given in [7]. In 
view of Table 3 in [3) it is apparent that a modification of procedure R1 
would be desirable to avoid the property that the expected total number 
of observations gets large without bound as both probabilities of success 
approach zero. Procedure ¾T studied here is such a modification. 
Hoel [2) suggests another procedure(¾) that avoids this property (cf. [2] and 
Table 3 of [3]). 
Bernoulli populations and are given with probabilities of 
success p1 :=:: p2 , respectively; we refer to the former as the better and 
the latter as the poorer population. Let t:,, = p1- P2 and let p = ½(p1+ p2 ), 
so that P - p + t:,,/2 1 - and p2 = p - t:,,/2. The goal is to select one of the 
two populations and assert that it is the better of the two. For p1 > p2 
we make a correct selection (cs) using procedure R when we select n1 , 
denoting the probability of CS by P(CS}, or sometimes by P(CS IR}. The 
goal is to find a "good" sampling and terminal selection procedure from 
* the class·of procedures R that satisfy the so-called P -condition: 
(1.1) * * P{CSjR} ~ P whenever t:,, ~ t:,,, 
* * where t:,, > 0 and P < 1 are preassigned constants. Such procedures will 
* * be called P -admissible. In the class of P -admissible procedures a "good" 
procedure is one that makes some objective (or loss) function small. 
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Let N. 
:L 
denote the number of observations on 
One objective function considered here is the expected total number of 
observations E{N}; another is the expected number of observations on the 
poorer population, E{N2}. In [3] Sobel and Weiss compare two inverse sampling 
sequential procedures, the "play-the-winner" procedure ~ and the 
"vector-at-a-time" procedure a;_. Under both procedures sampling continues 
until one population has r successes and 
Under R! N 
--1 ' 1 is always equal to Under 
is selected as better. 
a population is selected 
at random initially and observed. Subsequently, the same population is 
used after a success and the other population is used after a failure. It 
is shown in [5] that ~ is asymptotically (r ~ oo) uniformly better than 
¾ in both of the above senses: it has a smaller E{N} and a smaller 
E{N2) for all points in the parameter space. 
We investigate herein a procedure 8iT which modifies RI by truncating 
sampling whenever the play-the-winner scheme has gone through c cycles 
(i.e., whenever c failures have obtained on both populations). Under 
RIT therefore, sampling terminates whenever either population yields r 
successes or both yield c failures. In either case the population with 
the larger number of successes is selected; if the numbers of successes are 
the same (which can occur only after c cycles) a population is selected 
randomly. Many pairs {r, c) * used in procedure RIT make it P -admissible; 
one obvious such pair has the r used in ~ {call it r 0 ) and c = 00 • 
One result of this paper is that asymptotically r = C = r0 makes 
* P -admissible and uniformly better than RI in both senses mentioned above, 
* and that this pair is uniformly better than any other P -admissible pair. In the 
exact (non-asymptotic) problem a slightly larger connnon value of r and c 
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than * r0 is required under RIT to make it P -admissible, thus making E{N) and 
slightly larger for some values of p under procedure ¾T· 
Our interest in making E{N) small is motivated primarily by problems 
in which the terminal decision is paramount and not the number of times 
that a particular population is used during the course of experimentation. or 
the number of failures obtained. In problems such as clinical trials 
for which both a terminal decision must be made and the poorer population 
used as infrequently as possible,the experimenter would be primarily 
interested in making E{N2} small (see also [4]). With such applications 
in mind we derive exact expressions for and present tables of both E{N) and 
E{N2) under procedure ~T· Problems for which the expected total number 
of failures during experimentation is to be minimized are "two-armed bandit" 
problems (see [1]). 
2. The Exact P{CS) for Procedure ~T· 
The probability of a correct selection P{CS) can be written as a sum 
P + P' where P is the probability of selecting Til before c cycles 
(i.e., before c failures on each population under the play-the-winner 
scheme) and P' is the probability of selecting Til based on the number 
of successes in exactly 
number of failures on 
C cycles. For i = 1,2, let 
before the r th success on 
denote the number of successes on TI· 
. 1 before the 
th 
C 
F.(r) denote the 
1. 
and let S. ( c) 
1. 
failure on 
When there is a tie, i.e., when s1(c) = s2(c) < r, we select a population at 
random {by tossing a fair coin) giving 1/2 as the conditional probability of 
correct selection. When Til and TI2 both yield the r
th 
success in the same 
- cycle, i.e., F1(r) = F2(r) < c, the first one sampled will be selected and 
the P{CS) is again 1/2. Hence, 
(2.1) 
-
P{CSj~T) = P + P' = P{F1(r) < F2(r), F1(r) < c} + ½P{F2(r) = F1(r) < c} 
+ P{s2{c) < s1{c) < r) + ½P{s2{c} = s1{c) < r}. 
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We shall make use of a basic identity (cf., e.g., equation (2.15) of 
[5] and (2.9) of [6]) 
(2.2) l I; ( j-1-1; -l) q j = I q ( s, t ) 
j=s J 
s-1 
= 1 - pt 2) ( j +t-1) j j=O j q, 
-- where O < p < 1 and p + q = 1 • 
._ 
.. 
-
-
... 
-
.. 
-
.. 
-
-
-
.. 
... 
-
Using (2.2) and the fact F1(r), F2(r), s1(c), s2(c) are all 
negative binomial chance variables, we obtain for P , after letting F1(r) = i, 
(2.3) r c - i+r-1 i . q2 q2 
1 II (i,r) - I (i+l,r) l 
p = P1 i~O ( i )ql[Iq2{i+l, r) + 2 
_1 II (i,r) + I (i+l,r) l 
_ r c" (i+r-1) i q2 q2 
- P1 _u i · ql . 2 • 
i=O · 
and for P', after letting s1(c) = j, 
(2.4) 
r-1 I I (c ·) ( P' = 
4
c I; (j-H:-1 j 42 ,J + 1q c,j+l) ) 
1 j=O j )P1 : 2 2 
Therefore the required P{CS} under procedure ~T is given by 
(2.5) r i+r-1 i q2 q2 
c-l I I {i,r) + I (i+l, r) ) 
P{CSIRIT) = P1 i~O( i )ql 2 
1 II {c,j) + I (c,j+l) ) r- . 1 . q q C '°' ( J+C- ) J 2 2 + ql ·Lio j P1 2 • J= 
To show the synnnetry possessed by (2.5), and for reasons to be pointed 
\ { 
( ' 
out later, Wf use (2.2) to rewrite P as ( 
(2.6) P = P{F1{r) < c ~ F2 (r)} + P{F1{r) < F2(r) < c} + ½P{F1(r) = F2(r) < c} 
1 I I {r,a) + I (r,G'+l) ) r c- a+r-1 P1 P1 
= I (r, c)I (c, r) + p2 6 ( ) ~ 2 , P1 q2 a=O a 
where the derivation of the last sum is similar to the one 
Hence we have for the P{CS} under procedure ~T 
in (2.3). 
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(2.7) ! I {r,X) + I {r,X+l) l = I {r, c} I {c, r) + E' . _P_l ___ 2_Pl __ _ P1 q2 r,c 
!I {c,Y} + I {c,Y+l) l q2 q2 + E 2 ' c,r 
where X and Y are negative binomial chance variables with parameters 
{p2 , r) and 
is the sum in 
(q1 , c), respectively, E' is the sum in (2.6) and E r,c c,r 
(2.4). If r = c the transformation Pi"+42 {and q1«.+ p2) 
leaves the first term of (2.7) invariant and interchanges the last two 
terms. Thus,for r = c ,P{CSl~T) is invariant under this transformation 
and hence symmetrical about p = ½ since this transformation takes 
p = (p1 + p2 )/2 into 1 - p. This result and the form (2.7) are both used 
in the asymptotic analysis of Section 4 to show that the P{CS) is 
minimized (i.e., the so-called "least favorable (LF) configuration" occurs) 
at and at 
3. Exact E(N} for Procedure ~T· 
To obtain the exact E{N2) under procedure RIT we use the method 
of generating functions. Let Uf{s, t) (resp., Vf{s, t)) denote E{N2} if 
TTl (resp., TT2 ) is to be observed next where s more successes on n1 0r t more 
successes on n2 or a total of f more failures are needed for termination 
of sampling (whichever comes first). Hence 
{3.1) 
The recursion formulas determining E{N2 ) are, for f > 0, s > 0, and t > 0, 
(3.2) 
(3.3) 
The boundary conditions are 
(3.4) 
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~ 00 ~ )stf Let U = u 6 /_J ut<s, t x y z and similarly for V. From (3.2), 
f=l S=l t=l (3.3), and (3.4) we have 
(3.5) 
(3.6) xyz V = P2YV + q2zu + (1-x)(l-y)(l-z) 
which lead to the expression 
(3.7) ( l~x)(l:y)(l~z) V = -------q-lq_2_z_2 __ _ 
(l-p2y)[l - {1-p x)(l-p y)] 
1 2 
(3.8) 
[ .c-1/2] . r-1 . 1 r-1 . Q 
= L) (q q )J E e-1-a- )pQ' 6 e-f-Q'HP )"" 
. -0 1 2 O a 1 '2-0 a 2 J- Q'= ...,-
1 
=-
c-1 
6 I (j, r}I (j+l, r}, 
j=O ql q2 
where the last equality follows from (2.2). Similarly, using (3.5) we have 
(3.9) 
c-1 
u2 (r, r) =}_ I) I (j+l, r)I (j+l, r). c q2 j=O ql q2 
Hence, using (3.1), we obtain the desired result 
(3.10) 
c-l I I (j,r) + I (j+l,r) l ql ql E I (j+l, r) 2 • j=O q2 1 =-
To obtain E{N1), the expected number of observations from TT1 , we can 
follow a similar argument, or we can simply interchange p1 and q 1 with 
p2 and 
(3.11) 
q, respectively, giving 
2 
1 II (j,r) + I (j+l,r) I· 1 c- q2 q2 
E{N1) = - 6 I (j+l, r) ----2----ql j=O ql 
The total expected number of observations is 
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(3.12) 
for pl= p2 we have E{N} = 2E{N2). 
4. Asymptotic Analysis. 
* For large P both the r (number of successes) and the c{number 
* of cycles) needed for termination under a P -admissible ~T will be large 
and the P{Csj~T) can be approximated using the standard normal distribution. 
This approximation gives asymptotically the least favorable configuration 
and the best relationship between r and c. It will be seen that 
* asymptotically procedure ~T with r = c = r 0 is P -admissible and 
is uniformly better (with regard to both E{N) and E{N2)) than any other 
RIT procedure that is * P -admissible. As a 'trivial consequence 
provides an asymptotically minimax solution in the sense that among such 
procedures it minimizes the maximum value of E{N}, as well as of E(N2), 
over all {p1 , p2 ) configurations. This minimax property is conjectured 
to hold under the exact structure of Sections 2 and 3 but has not been 
shown to hold. That RIT is not uniformly better than R1 
in the exact structure can be seen by example; however, when (p1, p2 ) 
are such that ¾ is better it is only slightly better. 
The asymptotic structures considered here have c ~ oo for fixed r 
and r ~ oo for fixed c; we also must investigate r = c as the common 
value - oo. 
We require the first two moments of the negative binomials F1(r), 
rq. cp. rq. cp. 
l. (4.1) E {F . ( r) ) = _1. ; E { S . ( C)} = _.:;. ; cr2 {F . ( r) } = -z= 
l. pi l. qi l. pi 
cr2 {s. ( c)} 
l. = -~ • qi 
For standardized random variables, according to the definition of P, 
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(4.2) F1(r) - rq/p1 r(q/p1 - q:/P) + 
Jrq;_ /pl J rq:.~ /p:~ 
Fl(r) - rql/pl < c - rql/pl l 
J rql /pl J rql /pl 
(plc-rql)/J rql p Ji ff 
- J [1 - l(x _g _! _~ !._)] di{x), 
-oo pl 42 P1 q2 
where - denotes asymptotic equivalence as r - oo and ~ approaches 
a constant (for fixed p). Replacing x by -x, we get the simpler version 
(4.3) foo P2 ft /J. k. P -- t(x - - + - - )dt{x) • rq -pc)/ Cq P1 42 P1 q2 1 1 ,V.L'il 
Similarly for P', we obtain 
(4.4) 
where c - oo and !J./c approaches a constant, and we approximate the 
P{CS} by the sum of the right sides of (4.3) and (4.4). 
Assuming p1 > O, let c - oo h9lding r fixed. Then P
1 
- 0 and 
(4.5) 
* * To minimize the latter for /J. > /J. we set /J. = /J.. The minimization problem is the 
same as that of Sobel and Weiss [5] and the resulting least favorable 
* configuration has p1 and p2 centered about 2/3 and s~parated by exactly /J.. 
As in [5], the minimum value in (4.5) is 
(4.6) P{CSlp = 2/3, /J. = /J.*, c - 00 } = f(!J.*j 27r/8) 
* and setting this equal to P gives the required value of r, 
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11111 
.... 
* (4. 7) r 8 A(P ) 
= ro = 27 (A*)2 ' 
* * where A(P) is the 100 P -percentile of the standard normal di~tribution. 
A similar result follows by assuming q1 > 0 {i.e., p1 < 1) and letting 
r - oo holding c fixed. Then P - 0 and 
(4.8) 
00 
P{CS) --P' -J 
..ex, 
q/i Ak () ( 6Fc ) f 2 + - - )df X = f ·------,:;,-- • (x P1 P2 41 P2 J P24l + P142 
* * To minimize this for A> A we set A= A as before, but the LF configuration 
is now obtained by centering pl and p2 about 1/3 {with difference 
* equal to A). The resulting mininrum is the same as in (4.6) and (4.7) 
with r replaced by c. 
It follows from these two results that the smallest value of r needed 
{when pl 
value of 
and P2 are centered about 2/3) is the same as the smallest 
c needed {when P1 and P2 are centered about 1/3). Since we 
want to make both r and c as small as possible {and still satisfy the 
* P -condition), it is clear that we have to set them equal and define them 
by (4.7) • 
For a complete discussion of the problem of choosing r and c, it 
is necessary to consider the limit of P + P' as r - oo· when r = c. We 
need only consider the special case p1 = q1 = 1/2 since for p1 + 1/2 
either P or P' - 0 and the resulting P{CS) is given by (4.8) or (4.5). 
For P1 
* = 1/2 and p2 = 1/2 - A we obtain 
(4.9) P{CS) -J00t(xp2 /2"" + 2b.* /r )diJ(x) + J°, (xq2) 2 0 J %_ J '½_ ..ex, P2 + 2b.·*Jf;_ )dt(x), 
and we will show that this is greater than the right side of (4.6). From 
the symmetry of P{CSjR1T) about p = ½ shown in Section 2, we can get 
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an asymptotically equivalent result by setting p2 = q2 = ½ and 
* pl= 1 - q1 = ½ + ~ in (4.3) and (4.4) and adding the results for p 
and p'. * This gives for r = c-+ oo and ~,fr-+ constant> O 
(4.10) P + P' -P -J001~ fif + a*J?.r).dt(x) = ,.( ~*Jgr ) . 
-oo plj 2 pl J p2 + q /2 
1 1 
To show that the latter is greater than the result in (4.6) we need only 
note that 
(4.11) 
and that the latter was used in going from (4.5) to (4.6) above. 
Utilizing the symmetry proved in Section 2 for r = c, it now follows 
that by taking r = c (satisfying (4.7)) there are two LF-configurations: 
(i) 
(ii) 
and p2 
and p
2 
centered about 2/3, differ-ing by 
centered about 1/3, differing by 
*' A ' 
* ~ , 
* at each of which the value of the P(CS) is the preassigned P. It is· 
clear that both E{N) and E{N2) are strictly increasing in r and in c. 
Taking r and c individually as small as possible without violating the 
* P -condition, (1.1), means taking r = c = r 0 • Therefore, r = c = r 0 makes 
RIT uniformly better for both E{N} and E{N2 ) considerations than all 
* . 
other P -admissible pairs {r, c). 
5. Numerical Comparisons. 
It should be stressed that the arguments in Section 4 are based on 
asymptotic analyses. In the exact structure of Section 2 the use of r = c = r 0 
gives a P{CS} * of slightly less than P in neighborhoods of the least 
favorable configurations p = 1/3 and 2/3, so that the common value of r 
- 10 -
and c must be increased to slightly more than r 0 • This means, for example, 
that for sufficiently large p, E{N) and E{N2) will be slightly larger 
* for the smallest coDDilon value of r and c that makes the pair P -admissible 
than for and c = oo (that is, for procedure RI). It should be 
clear that in the exact structure of Section 2 no pair (r, c) is uniformly 
best in any of the senses discussed here. Still, we conjecture that 
r = c, with the connnon value as small as possible without violating the 
* P -condition, minimizes the maximum of both E{N) and E{N2}, the maximum 
being taken over 
This conjecture is supported by Tables 1, 2, and 3 in which 
RIT and RI are compared on the bases of E{N} and E{N2}. However, it 
was motivated by the observation that P{Csf~T) is symmetric about 
p = 1/2 if r = c and asymmetric otherwise. Therefore, the minimum of 
P{CS) for either p < 1/2 (for r > c) or p > 1/2 (for r < c) is 
unnecessarily large if r + c, causing both E(N) and E{N2) to be unnecessarily 
large as well. 
Exact values of E{N) and E{N2) are presented in Tables 1, 2, and 3 
for procedures ¾ (r = r 0 , c = oo) and ¾T (with r = c) which have 
* * * min P{CS} = P and /J,. = 0.2. In Table 1 where P = ,90, for example, 
r 0 = 12.17 (a randomization between 12 and 13) while the connnon value of r 
and c required in RIT is 12.47. On the other hand, in Table 3 where 
*' P = .99, r 0 = 40.00 and the connnon value of r and c required in RIT 
is 40.05, now closer to r 0 as expected in view of the asymptotic equality 
shown in Section 4. 
In Tables 1, 2, and 3 the calculations assume that * /J,. = /J,. so that 
p1 = p + 0.1 and p2 = p - 0.1 except for the column headed E(NI/J,. = oJ. 
Numbers in this colunm represent the total expected number of observations when 
p1 = p2 = p; half of these are from n1 and half are from n2 • 
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TABLE 1 
Comparison of ¾ (r0 = 12.17) and ~T (r = c = 12.47) 
* * When P = .90 and /J,. = 0.2 
* E{N2I/J,. = /J,. } * E{NI /J,. = /J,. } E{NI/J,. = O} 
-p RI RIT RI ¾T ¾ RIT 
o.o 00 24.9 
0.1 49.2 12.5 110.5 28.1 202.8 27.7 
0.2 32.2 13.8 72.7 31.6 100.5 31.2 
0.3 23.3 15.1 53.5 35.0 66.3 35.4 
o.4 17.8 15.3 41.7 36.3 49.0 38.7 
0.5 13.9 13.7 33.7 33.4 38.6 37.5 
o.6 10.9 11.1 27.6 28.3 31.5 32.3 
0.7 8.3 8.5 22.9 23.5 26.2 26.9 
o.8 5.7 5.8 18.4 19.1 21.8 22.5 
0.9 -2.3 2.3 14.1 14.4 17.8 18.4 
1.0 12.2 12.5 
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Comparison of~ {r0 = 20.04) and RIT (r = C = 20.24) 
* * When P = .95 and t:,, = 0.2 
* E{N2 lt:,, = 6} * E(Nlt:,, = t:,, ) E{Nlt:,, = O} 
-p RI RIT RI RIT RI RIT 
o.o 00 40.5 
0.1 80.7 20.2 180.9 45.5 348.4 45.0 
0.2 52.5 22.5 119.3 51.4 173.0 50.6 
0.3 38.2 24.9 88.3 58.0 114.4 57.8 
o.4 29.2 25.7 69.1 61.1 84.8 65.3 
0.5 22.9 22.7 56.0 55.7 67 .o . 64.8 
o.6 17.7 18.0 46.o 46.6 54.8 55.3 
0.7 13.5 13.6 38.2 38.5 45.8 46.3 
o.8 8.9 8.9 30.8 31.1 38.4 38.9 
0.9 2.5 2.5 22.4 22.6 31.4 31.8 
1.0 20.0 20.2 
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-TABLE 3 
Comparison of~ (r0 = 40.00) and ~T {r = c = 40.05) 
* * When P = .99 and ~ = 0.2 
* E{N2I~ = 6} * E{Nj6 = 6) E{Nj6 = O} 
-p ~ ~T · ~ ~T ~ ¾T 
o.o 00 80.1 
0.1 160.5 40.0 360.5 90.1 725.5 89.0 
0.2 lo4.3 44.5 237.6 101.7 360.9 100.1 
0.3 75.6 49.9 175.6 116.4 239.0 114.4 
o.4 57.8 52.4 137.8 125.4 177.9 132.5 
0.5 45.2 45.3 111.8 111.8 140.9 137.9 
o.6 35.2 35.2 92.3 92.4 115.8 115.9 
0.7 26.2 26.2 76.1 76.2 97.3 97.4 
o.8 16.4 16.5 60~8 60.9 82.5 82.6 
0.9 2.5 2.5 42.5 42.6 68.6 68.7 
1.0 4o.o 40.0 
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