In this paper, we survey algorithms for shortest paths in dynamic networks. Although research on this problem spans over more than three decades, in the last couple of years many novel algorithmic techniques have been proposed. In this survey, we will make a special effort to abstract some combinatorial and algebraic properties, and some common data-structural tools that are at the base of those techniques. This will help us try to present some of the newest results in a unifying framework so that they can be better understood and deployed also by nonspecialists.
Introduction
A fundamental problem in communication networks is finding suitable routes for transmitting data packets. To minimize transmission time and cost, many 1 Work supported in part by the Sixth Framework Programme of the EU under contract number 507613 (Network of Excellence "EuroNGI: Designing and Engineering of the Next Generation Internet"), and number 001907 ("DELIS : Dynamically Evolving, Large Scale Information Systems"), and by the Italian Ministry of University and Research (Project "ALGO-NEXT: Algorithms for the Next Generation Internet and Web: Methodologies, Design and Experiments"). routing schemes deliver packets along shortest routes. To speed up the task of finding optimal paths, routers are typically based on precomputed lookup tables. In many scenarios, however, the costs associated with network links and the structure of the newtork itself may change dynamically over time, forcing continuous recalculations of the routing tables. A typical example is routing in ad hoc wireless networks, which are collections of wireless mobile hosts forming a temporary network without the aid of any established infrastructure or centralized administration. In such an environment, it may be necessary for one mobile host to find intermediate hosts in forwarding a packet to its destination, due to the limited range of each mobile hosts wireless transmissions. Transmission protocols need to adapt quickly to routing changes when host movement is frequent, while requiring little or no overhead during periods in which hosts move less frequently [18] . In this paper we survey a number of recent algorithmic techniques for maintaining shortest routes in dynamic graphs. For the sake of generality, we focus on the all-pairs version of the problem, where one is interested in maintaining information about shortest paths between each pair of nodes. Many of the techniques described in this paper can be specialized for the case where only shortest paths between a subset of nodes in the network have to be maintained.
A dynamic graph algorithm maintains a given property P on a graph subject to dynamic changes, such as edge insertions, edge deletions and edge weight updates. A dynamic graph algorithm should process queries on property P quickly, and perform update operations faster than recomputing from scratch, as carried out by the fastest static algorithm. We say that an algorithm is fully dynamic if it can handle both edge insertions and edge deletions. A partially dynamic algorithm can handle either edge insertions or edge deletions, but not both: we say that it is incremental if it supports insertions only, and decremental if it supports deletions only. In this paper, we survey fully dynamic algorithms for maintaining information about shortest paths.
In the fully dynamic All Pairs Shortest Path (APSP) problem we wish to maintain a directed graph G = (V, E) with real-valued edge weights under an intermixed sequence of the following operations:
Update(x, y, w): update the weight of edge (x, y) to the real value w; this includes as a special case both edge insertion (if the weight is set from +∞ to w < +∞) and edge deletion (if the weight is set to w = +∞);
Distance(x, y): output the shortest distance from x to y.
Path(x, y): report a shortest path from x to y, if any.
Throughout the paper, we denote by m and by n the number of edges and vertices in G, respectively.
Although research on dynamic shortest paths spans over more than three decades, in the last couple of years we have witnessed a surprising resurge of interests in those two problems. The goal of this paper is to survey the newest algorithmic techniques that have been recently proposed in the literature. In particular, we will make a special effort to abstract some combinatorial and algebraic properties, and some common data-structural tools that are at the base of those techniques. This will help us try to present all the newest results in a unifying framework so that they can be better understood and deployed also by non-specialists.
History of the Problem
The first papers on dynamic shortest paths date back to 1967 [20, 22, 25] . In 1985 Even and Gazit [7] and Rohnert [26] presented algorithms for maintaining shortest paths on directed graphs with arbitrary real weights. Their algorithms required O(n 2 ) per edge insertion; however, the worst-case bounds for edge deletions were comparable to recomputing APSP from scratch. Also Ramalingam and Reps [23, 24] considered dynamic shortest path algorithms with arbitrary real weights, but in a different model. Namely, the running time of their algorithm is analyzed in terms of the output change rather than the input size (output bounded complexity). Frigioni et al. [10, 11] designed fast algorithms for graphs with bounded genus, bounded degree graphs, and bounded treewidth graphs in the same model. Again, in the worst case the running times of output-bounded dynamic algorithms are comparable to recomputing APSP from scratch.
Up to few years ago, there seemed to be few dynamic shortest path algorithms which were provably faster than recomputing APSP from scratch, and they only worked on special cases and with small integer weights. In particular, Ausiello et al. [1] proposed an incremental shortest path algorithm for directed graphs having positive integer weights less than C: the amortized running time of their algorithm is O(Cn log n) per edge insertion. Henzinger et al. [16] designed a fully dynamic algorithm for APSP on planar graphs with integer weights, with a running time of O(n 9/7 log(nC)) per operation. Fakcharoemphol and Rao in [9] designed a fully dynamic algorithm for singlesource shortest paths in planar directed graphs that supports both queries and edge weight updates in O(n 4/5 log 13/5 n) amortized time per operation.
Novel Techniques for Dynamic Path Problems
Quite recently, many new algorithms for dynamic shortest path problems have been proposed. In particular, King [19] presented a fully dynamic algorithm for maintaining all pairs shortest paths in directed graphs with positive integer weights less than C: the running time of her algorithm is O(n 2.5 √ C log n ) per update. This algorithm is based on clever tree data structures. Demetrescu and Italiano [5] proposed a fully dynamic algorithm for maintaining APSP on directed graphs with arbitrary real weights. Given a directed graph G, subject to dynamic operations, and such that each edge weight can as-sume at most S different real values, their algorithm supports each update in O(S · n 2.5 log 3 n) amortized time and each query in optimal worst-case time. We remark that the sets of possible weights of two different edges need not be necessarily the same: namely, any edge can be associated with a different set of possible weights. The only constraint is that throughout the sequence of operations, each edge can assume at most S different real values, which seems to be the case in many applications. Differently from [19] , this method uses dynamic reevaluation of products of real-valued matrices as the kernel for solving dynamic shortest paths. Finally, the same authors [3] have studied some combinatorial properties of graphs that make it possible to devise a different approach to dynamic all pairs shortest paths problems. This approach yields a fully dynamic algorithm for general directed graphs with non-negative realvalued edge weights that supports any sequence of operations in O(n 2 log 3 n) amortized time per update and unit worst-case time per distance query, where n is the number of vertices. Shortest paths can be reported in optimal worstcase time. The algorithm is deterministic, uses simple data structures, and appears to be very fast in practice. Using the same approach, Thorup [27] has shown how to achieve O(n 2 (log n + log 2 ((m + n)/n))) amortized time per update and O(mn) space. His algorithm works with negative weights as well. In [28] , Thorup has shown how to achieve worst-case bounds at the price of a higher complexity: in particular, the update bounds become O(n 2.75 ), where
An extensive computational study on dynamic all pairs shortest path problems appears in [4] .
Organization of the paper
The remainder of this paper is organized as follows. In Section 2 we describe some combinatorial properties of path problems on directed graphs and we abstract some data structures that are at the base of algorithmic techniques for dynamic path problems. Next, we focus on the newest dynamic shortest path algorithms in Section 3. In Section 4 we list some concluding remarks and open problems.
Algorithmic Techniques
In this section we describe some algorithmic techniques that are the kernel of the best known algorithms for maintaining shortest paths.
Long Paths
In this section we discuss an intuitive combinatorial property of long paths. Namely, if we pick a subset S of vertices at random from a graph G, then a sufficiently long path will intersect S with high probability.
To the best of our knowledge, this property was first given in [12] , and later on it has been used may times in designing efficient algorithms for transitive closure and shortest paths (see e.g., [5, 19, 29, 30] ). The following theorem is from [29] . Theorem 2.1 Let S ⊆ V be a set of vertices chosen uniformly at random. Then the probability that a given simple path has a sequence of more than cn log n |S| vertices, none of which are from S, for any c > 0, is, for sufficiently large n, bounded by 1/n αc for some positive α.
As shown in [30] , it is possible to choose set S deterministically by a reduction to a hitting set problem [2, 21] . A similar technique has also been used in [19] .
Locality
Recently, Demetrescu and Italiano [3] proposed a new approach to dynamic path problems based on maintaining classes of paths characterized by local properties, i.e., properties that hold for all proper subpaths, even if they may not hold for the entire paths. They showed that this approach can play a crucial role in the dynamic maintenance of shortest paths. For instance, they considered a class of paths defined as follows: This definition is inspired by the optimal-substructure property of shortest paths: all subpaths of a shortest path are shortest. However, a locally shortest path may not be shortest.
The fact that locally shortest paths include shortest paths as a special case makes them a useful tool for computing and maintaining distances in a graph. Indeed, paths defined locally have interesting combinatorial properties in dynamically changing graphs. For example, it is not difficult to prove that the number of locally shortest paths that may change due to an edge weight update is O(n 2 ) if updates are partially dynamic, i.e., increase-only or decrease-only: Theorem 2.3 Let G be a graph subject to a sequence of increase-only or decrease-only edge weight updates. Then the amortized number of paths that start or stop being locally shortest at each update is O(n 2 ).
Unfortunately, Theorem 2.3 may not hold if updates are fully dynamic, i.e., increases and decreases of edge weights are intermixed. To cope with pathological sequences, a possible solution is to retain information about the history of a dynamic graph, considering the following class of paths:
Definition 2.4 A historical shortest path (in short, historical path) is a path that has been shortest at least once since it was last updated.
Here, we assume that a path is updated when the weight of one of its edges is changed. Applying the locality technique to historical paths, we derive locally historical paths:
Definition 2.5 A path π in a graph is locally historical if and only if every proper subpath of π is historical.
Like locally shortest paths, also locally historical paths include shortest paths, and this makes them another useful tool for maintaining distances in a graph:
Lemma 2.6 If we denote by SP , LSP , and LHP respectively the sets of shortest paths, locally shortest paths, and locally historical paths in a graph, then at any time the following inclusions hold: SP ⊆ LSP ⊆ LHP .
Differently from locally shortest paths, locally historical paths exhibit interesting combinatorial properties in graphs subject to fully dynamic updates. In particular, it is possible to prove that the number of paths that become locally historical in a graph at each edge weight update depends on the number of historical paths in the graph. To keep changes in locally historical paths small, it is then desirable to have as few historical paths as possible. Indeed, it is possible to transform every update sequence into a slightly longer equivalent sequence that generates only a few historical paths. In particular, there exists a simple smoothing strategy that, given any update sequence Σ of length k, produces an operationally equivalent sequence F (Σ) of length O(k log k) that yields only O(log k) historical shortest paths between each pair of vertices in the graph. We refer the interested reader to [3] for a detailed description of this smoothing strategy. According to Theorem 2.7, this technique implies that only O(n 2 log k) locally historical paths change at each edge weight update in the smoothed sequence F (Σ).
As elaborated in [3] , locally historical paths can be maintained very efficiently. Since by Lemma 2.6 locally historical paths include shortest paths, this yields the fastest known algorithm for fully dynamic all pairs shortest paths.
Tools for Trees
In this section we describe a tree data structure for keeping information about dynamic path problems. The first appearance of this tool dates back to 1981, when Even and Shiloach [8] showed how to maintain a breadth-first tree of an undirected graph under any sequence of edge deletions; they used this as a kernel for decremental connectivity on undirected graphs. Later on, Henzinger and King [13] showed how to adapt this data structure to fully dynamic transitive closure in directed graphs. Recently, King [19] designed an extension of this tree data structure to weighted directed graphs for solving fully dynamic all pairs shortest paths.
The Problem.
The goal is to maintain information about breadth-first search (BFS) on an undirected graph G undergoing deletions of edges. In particular, in the context of dynamic path problems, we are interested in maintaining BFS trees of depth up to d, with d ≤ n. For the sake of simplicity, we describe only the case where deletions do not disconnect the underlying graph. The general case can be easily handled by means of "phony" edges (i.e., when deleting an edge that disconnects the graph, we just replace it by a phony edge).
It is well known that BFS partitions vertices into levels, so that there can be edges only between adjacent levels. More formally, let r be the vertex where we start BFS, and let level i contains vertices encountered at distance i from r ( 0 = {r}): edges incident to a vertex at level i can have their other endpoints either at level i−1 , i , or i+1 , and no edge can connect vertices at levels i and j for |j − i| > 1. Let (v) be the level of vertex v.
Given an undirected graph G = (V, E) and a vertex r ∈ V , we would like to support any intermixed sequence of the following operations:
• Delete(x, y): delete edge (x, y) from G.
• Level(u): return the level (u) of vertex u in the BFS tree rooted at r (return +∞ if u is not reachable from r).
In the remainder of this paper, to indicate that an operation Y() is performed on a data structure X, we use the notation X.Y().
Data Structure.
We maintain information about BFS throughout the sequence of edge deletions by simply keeping explicitly those levels. In particular, for each vertex v at level i in T , we maintain the following data structures: UP(v), SAME(v) and DOWN(v) containing the edges connecting v to level i−1 , i , and i+1 , respectively. Note that for all v = r, UP(v) must contain at least one edge (i.e., the edge from v to its parent in the BFS tree). In other words, a nonempty UP(v) witnesses the fact that v is actually entitled to belong to that level. This property will be important during edge deletions: whenever UP(v) gets emptied because of deletions, v looses its right to be at that level and must be demoted at least one level down.
Implementation of Operations.
When edge (x, y) is being deleted, we proceed as follows. If (x) = (y), simply delete (x, y) from SAME(y) and from SAME(x). The levels encoded in UP, SAME and DOWN still capture the BFS structure of G. Otherwise, without loss of generality let (x) = i−1 and (y) = i . Update the sets UP, SAME and DOWN by deleting x from UP(y) and y from DOWN(x). If UP(y) = ∅, then there is still at least one edge connecting y to level i−1 , and the levels will still reflect the BFS structure of G after the deletion.
The main difficulty is when UP(y) = ∅ after the deletion of (x, y). In this case, deleting (x, y) causes y to loose its connection to level i−1 . Thus, y has to drop down at least one level. Furthermore, its drop may cause a deeper landslide in the levels below. This case can be handled as follows.
We use a FIFO queue Q, initialized with vertex y. We will insert a vertex v in the queue Q whenever we discover that UP(v) = ∅, i.e., vertex v has to be demoted at least one level down. We will repeat the following demotion step until Q is empty:
Demotion
Step :
(i) Remove the first vertex in Q, say v.
(ii) Delete v from its level (v) = i and tentatively try to place v one level down, i.e., in i+1 . (iii) Update the sets UP, SAME and DOWN consequently:
(a) For each edge (u, v) in SAME(v), delete (u, v) from SAME(u) and insert (u, v) in DOWN(u) and UP(v) (as UP(v) was empty, this implies that UP(v) will be initialized with the old set SAME(v)). 
Analysis.
It is not difficult to see that applying the Demotion Step until the queue is empty will maintain correctly the BFS levels. Level queries can be answered in constant time. To bound the total time required to process any sequence of edge deletions, it suffices to observe that each time an edge (u, v) is examined during a demotion step, either u or v will be dropped one level down. Thus, edge (u, v) can be examined at most 2d times in any BFS levels up to depth d throughout any sequence of edge deletions. This implies the following theorem. This means that maintaining BFS levels requires d times the time needed for constructing them. Since d ≤ n, we obtain a total bound of O(mn) if there are no limits on the depth of the BFS levels.
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As it was shown in [13, 19] , it is possible to extend the BFS data structure presented in this section to deal with directed graphs with small integer edge weights. In this case, a shortest path tree is maintained in place of BFS levels: after each edge deletion or edge weight increase, the tree is reconnected by essentially mimicking Dijkstra's algorithm rather than BFS. Details can be found in [19] .
Dynamic Shortest Paths
In this section we survey the best known algorithms for fully dynamic shortest paths. We start with a formal definition of the fully dynamic all pairs shortest paths problem. Next, we survey the algorithm by King [19] , whose main ingredients are the long paths property of Section 2.1 and the tools for trees described in Section 2.3. This methods yields O(n 2.5 √ C · log n ) amortized time per update and O(1) per query in graphs with positive integer weights less than C. Finally, we describe the algorithm by Demetrescu and Italiano [3] , which is based on the locality properties described in Section 2.2. Using this method, updates are supported in O(n 2 log 3 n) amortized time and distance queries are answered in O(1) in graphs with non-negative real edge weights.
The Problem. Let G = (V, E) be a weighted directed graph. We consider the problem of maintaining a data structure for G under an intermixed sequence of update and query operations of the following kinds:
• Decrease(v, w): decrease the weight of edges incident to v in G as specified by a new weight function w. We call this kind of update a v-Centered decrease in G.
• Increase(w): increase the weight of edges in G as specified by a new weight function w.
• Query(x, y): return the distance between x and y in G.
We consider generalized update operations where we modify a whole set of edges, rather than a single edge. Also, we do not address the issue of returning actual paths between vertices, and we just consider the problem of answering distance queries.
Tree-based Dynamic Shortest Paths with Stitching
In this section we describe how to maintain all pairs shortest paths in a directed graph with non-negative integer edge weights less than C in O(n 2.5 √ C log n ) amortized time per update operation. The algorithm that we describe has been designed by King [19] and it builds on the tree data structure presented in Section 2.3 and on the long paths property described in Section 2.1.
Data Structure.
Given a weighted directed graph G, we maintain for each vertex v:
• a shortest paths tree Out v of G of depth d ≤ √ nC log n rooted at v;
• a shortest paths tree In v of G of depth d ≤ √ nC log n rooted at v, where G is equal to G, except for the orientation of edges, which is reversed;
• a set S containing √ nC log n vertices of G chosen uniformly at random, referred to as "blockers";
• a complete weighted directed graph G S with vertex set S such that, with very high probability, the weight of (x, y) in G S is equal to the distance between x and y in G. For the long paths property given in Section 2.1, these weights are no greater than d.
• an integer distance matrix dist.
We maintain the trees with instances of the data structure presented in Section 2.3, adapted to deal with weighted directed graphs and to include only short paths, i.e., vertices of distance up to d from the root. Information about longer paths will be obtained by stitching together these short paths.
Implementation of Operations.
The main idea of the algorithm is to exploit the long paths property of Section 2.1, maintaining dynamically only shortest paths of (weighted) length up to √ C log n with the data structure presented in Section 2.3, and stitching together these paths to update longer paths using any static O(n 3 ) all pairs shortest paths algorithm on a contraction with O( √ nC log n ) vertices of the original graph. Operations are realized as follows:
• Decrease(v, w): rebuild In v and Out v to update G S , i.e., paths of length up to d. Apply the algorithm Stitch below to update longer paths.
• Increase(w): update edges with increased weight in any In v and Out v that contain them, and then update G S , i.e., paths of length up to d. Apply the algorithm Stitch below to update longer paths.
• Query(x, y): return dist(x, y).
Details about the stitching algorithm are given below: 
(iv) Compute the distances between vertices in V . This can be done for a pair x, y ∈ V by computing
Analysis.
The stitching algorithm is dominated by the last step, which takes time O(n 2 |S|) = O(n 2 (n log n/d)). Shortest path trees of length up to d can be maintained in O(n 2 d) amortized time with the data structure of Section 2.3. Choosing d = Θ( √ nC log n ) yields an amortized update bound of O(n 2.5 √ C log n ). √ C log n ) amortized time, and Query can be answered in constant time.
The set S can be computed deterministically, as illustrated in [19] . This makes the whole algorithm deterministic with the same bounds.
Locality-based Dynamic Shortest Paths
In this section we address the algorithm by Demetrescu and Italiano [3] , who devised the first deterministic near-quadratic update algorithm for fully dynamic all-pairs shortest paths. This algorithm is also the first solution to the problem in its generality. The algorithm is based on the notions of historical paths and locally historical paths in a graph subject to a sequence of updates, as discussed in Section 2.2.
The main idea is to maintain dynamically the locally historical paths of the graph in a data structure. Since by Lemma 2.6 shortest paths are locally historical, this guarantees that information about shortest paths is maintained as well.
To support an edge weight update operation, the algorithm implements the smoothing strategy mentioned in Section 2.2 and works in two phases. It first removes from the data structure all maintained paths that contain the updated edge: this is correct since historical shortest paths, in view of their definition, are immediately invalidated as soon as they are touched by an update. This means that also potentially uniform paths that contain them are invalidated and have to be removed from the data structure. As a second phase, the algorithm runs an all-pairs modification of Dijkstra's algorithm [6] , where at each step a shortest path with minimum weight is extracted from a priority queue and it is combined with existing historical shortest paths to form new potentially uniform paths. At the end of this phase, paths that become potentially uniform after the update are correctly inserted in the data structure.
The update algorithm spends constant time for each of the O(zn 2 ) new potentially uniform path (see Theorem 2.7). Since the smoothing strategy lets z = O(log n) and increases the length of the sequence of updates by an additional O(log n) factor, this yields O(n 2 log 3 n) amortized time per update. The interested reader can find further details about the algorithm in [3] .
Using the same approach, but with a different smoothing strategy, Thorup [27] has shown how to achieve O(n 2 (log n + log 2 (m/n))) amortized time per update and O(mn) space. His algorithm works with negative weights as well.
Conclusions and Open Problems
In this paper we have surveyed the newest developments in the area of fully dynamic algorithms for shortest paths. Throughout the paper, we have attempted to present all the algorithmic techniques within a unifying framework by abstracting the algebraic and combinatorial properties and the datastructural tools that lie at their foundations.
This bulk of recent work has raised some new and perhaps intriguing questions. First, can we reduce the space usage for dynamic shortest paths to O(n 2 )? Second, and perhaps more importantly, can we solve efficiently fully dynamic single-source reachability and shortest paths on general graphs? Finally, are there any general techniques for making increase-only algorithms fully dynamic? Similar techniques have been widely exploited in the case of fully dynamic algorithms on undirected graphs [14, 15, 17] .
