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The recent discovery 18, 22, 30] that tra c in networks possess long-range time dependencies that cannot be easily captured by Poisson-based models has motivated queueing theorists to propose and analyze new queueing models that capture these dependencies. One such model that has received attention is a bu er with server having rate c fed by an M=G=1 input process where G is heavy-tailed (e.g., 1, 13, 20, 27] ). This is of interest because of its versatility, i.e., the dependencies over di erent time-scales can be controlled by varying the tail behavior of G.
In this paper we consider the model introduced by Parulekar and Makowski 27] . A discrete-time single-server queue (called the multiplexer) with in nite waiting room and with service capacity c is fed by an integer-valued process fb t ; t 2 I Ng. The r.v. b t is de ned as the number of busy servers at time t in an M/G/1 queue with arrival intensity > 0 and i.i.d. service times f n g n with common probability distribution function (p.d.f.)
G(x) = P( n x) and nite mean . An appealing feature of the (stationary version of the) input process fb t ; t 2 I Ng is that it is a long-range dependent process 3] for some well-chosen subexponential p.d.f.'s G (see Section 2) .
Let Q t be the queue-length at the multiplexer at time t. Then, Q t satis es the Lindley's equation Q t+1 = max(0; Q t + b t ? c) for all t 2 I N, with Q 0 = 0. Let Q be the stationary queue-length under the stability condition c > := (see Section 2) . The aim of this paper is to study the behavior of log P(Q > x) and of P(Q > x) for large x. More precisely, we show that there exist positive and nite constants 1 ? log G 1 (x) ? 2 :
(1)
The lower bound in (1) holds for any p.d.f. G whereas the upper bound holds for any subexponential p.d.f. G (to be de ned in Section 2). Here G 1 is de ned as
and F(x) = 1 ? F(x) for any probability distribution F. We also show that the bounds in (1) are tight (i.e. 1 = 2 ) when G is Pareto or lognormal (see Corollary 4.1), provided that c ? < 1. In the following the bounds in (1) will be referred to as large deviations bounds.
Asymptotic upper and lower bounds for P(Q > x) are also obtained. In this paper we propose an alternative to the approach based on the G rtner-Ellis theorem that will yield asymptotic lower and upper bounds. We will observe that the large deviations bounds are tight for a number of subexponential distributions when c? < 1 and that, in the case of G Pareto, the large deviations upper bound that can be derived from (1) 7] for a survey paper on uid queues with long-tailed activity periods).
The rest of the paper is structured as follows. Section 2 contains a characterization of the stationary behavior of the M=G=1 input process and the de nition and characterization of the family of subexponential distributions. Asymptotic lower and upper bounds are established in Sections 3 and 4 respectively. Concluding remarks on the superposition of independent M/G/1 input processes are given in Section 5.
Preliminaries
The lemma below gives a useful characterization of the stationary behavior of the input process fb t ; t 2 I Ng. We will assume that customers entering the M/G/1 queue begin their service upon arrival (see Remark 2.1). 
where fb t ; ?1 < t < 1g is a stationary and ergodic process obtained by supplementing fb t ; t 2 I Ng. We will however prefer the following representation for the stationary queue Note that G 1 in (2) is the integrated tail distribution of n .
The next lemma reports basic properties of subexponential probability distributions. We conclude this section by pointing out an interesting feature (already observed in 27, p. 1455]) of the process fb t ; t 2 I Ng de ned in (4). First, it has been shown in 12, formula (5.39)] that cov(b t ; b t+h ) = G 1 (h) for all t; h 2 I N. Therefore, the stationary process fb t ; t 2 I Ng will be long-range dependent 3] if P 1 h=0 G 1 (h) = 1, which will occur, for instance, when G is Pareto (i.e. G(x) x ? ) with parameter 1 < < 2. ? log G 1 (x) ? inf >0 (bc ? + c + 1) lim sup
Proof. Fix > 0, > 0, and de ne := c ? + + . Note that > 0 under the stability condition c > .
We have lim inf
? log G 1 (x) = lim inf (14) Inequality (12) follows from P(Q > x) P(A(0; t) ?ct > x) (see (6)); (13) is a consequence of the independence of the r.v.'s a 0 (t) and P t s=1 a s (t) (see Lemma 2.1); (14) comes from the inequality lim inf n (a n + b n ) lim inf n a n + lim inf n b n . Let us now focus on the rst limit in the r.h.s. of (14) . We have for t > 0 ? log G 1 ( t)
?d e lim sup t!1 log G 1 (t) log G 1 ( t) : (17) Let us show that the second limit in the r.h.s. of (14) is 0. We see from the de nition of A(0; t) and from (8)- (10) 
In summary, we have shown that (cf. (14), (17), (22)) lim inf G 1 ( x) : (25) Proof. The proof of (23) In direct analogy with the derivation of (14) and by using (16) and (21) x log P(Q > x) log q inf >0
bc ? + c + 1 = log q: (32) The r.h.s. of (32) (log x) 2 log P(Q > x) ? bc ? c + 1
Upper Bounds
We begin this section by stating two lemmas that will be used in the derivation of asymptotic upper bounds in the case when G and G 1 are subexponential probability distributions. P k j=1 c j F(x) (b) for each > 0 there exists some constant K < 1, independent of k, such that for all
Proof. Statement (a) is due to Cline 11] To get the second inequality in (a1) observe from (9) We have, cf. (6), (10) and (a1), P(Q > x) = P sup 
where (48) 
De ne K(x) := P(a s x). From K(x) G(x) (see (51)) and K 1 (x) G 1 (x) (which is an easy consequence of (51) (i) G is Pareto. From (33) and (44) 
The rst factor in the r.h.s. of (61) is strictly positive from the de nition of 0 ; the second factor too since F(x) F( = n 0 x) for all x. This proves the rst statement.
Let us now prove the second statement. The ( part is clearly true (take = 1=2). The ) part follows from the rst statement by taking 0 = 1=2.
