ABSTRACT. The aim of the paper is to present explicit formulae for parameter estimators and confidence regions in multivariate regression model with different kind of constraints and to give some comments to it. The covariance matrix of observation is either totally known, or some unknown parameters of it must be estimated, or the covariance matrix is totally unknown.
Tr(G i B) + g i = 0, i = 1, . . . , q, etc. Here the matrices G, H, G 0 , G i are known and also the vector g = (g 1 , g 2 , . . . , g q ) is known.
The constraints of the type GB+G 0 = 0 is considered mainly in the literature (e.g. cf. [18] ). In the case of modelling deformation measurement this kind of constraints is typical. Let a triangle network covering a part of the Earth surface characterize a state of the investigated area at some time. Measurement of distances and angles in his network is realized at the times t 1 < · · · < t m . From the obtained results a geophysical research of the area (recent crustal movement) can be made. However measured distances β 1 , β 2 , β 3 and angles β 4 , β 5 , β 6 in a plane triangle must satisfy constraints β 4 + β 5 + β 6 = π/2, β 1 sin β 6 = β 3 sin β 4 , β 2 sin β 4 = β 2 sin β 5 .
After a linearization of the constraints and some technical adaptation we obtain constraints of the type GB + G 0 = 0. Constraints GBH + G 0 = 0 are a moderate generalization useful in other structures of multivariate models, e.g. in growth curve models.
The model considered in the paper is regular if r(X n,k ) = k < n, and Σ is positive definite (p. is an unknown vector, ϑ ∈ ϑ ⊂ R p , ϑ is an open set and the m × m symmetric matrices V 1 , . . . , V p are known, or Σ is totally unknown.
The aim of the paper is to find explicit formulae for parameter estimators and confidence regions for the parameters, respectively. and
, e.g. [4] ). Now it suffices to write the multivariate model in the form
and to use the equality vec(ABC) = (C ⊗ A) vec(B). = 0 k,r , then
ÓÖÓÐÐ ÖÝ 2.1.2º Let in the regular model the regular constraints are of the
Here the knowledge of Σ is essential.
Ä ÑÑ 2.1.5º Let the constraints be of the form
and the matrixG = vec(G 1 ), . . . , vec(G q ) is of the full rank in rows, i.e.
Proof is analogous as in Lemma 2.1.1. 
The matrix Σ is of the form
where
The underlined symbols are used in order to emphasize that matrices (not vectors) are under consideration. If the observation matrix is normally distributed, then
It is a consequence of the analogous statement on the estimator in the univariate regular regression model Y ∼ n (Xβ, σ 2 V), b + Bβ = 0 , wherê 
Here W m (f, U) means the m-dimensional Wishart distribution with f degrees of freedom and variance matrix U. P r o o f. Since v and B are stochastically independent, also the matrices v and k I are stochastically independent. Further the implication
will be utilized. Since
and because of
Further the equality k I v = 0 can be easily verified and therefore
Remark 2.2.3º
The relationships 
corr denotes a correction term (due to constraints) which must be used in order to obtain the estimatorσ
and we can judge the influence of the constraints GBH+G 0 = 0 on the estimator of σ 2 .
Remark 2.2.4º
If the matrix Σ is of the form Σ = σ 2 V, there is no problem to write directly expressions for the estimators considered, since they do not depend on the parameter σ 2 . The parameter σ 2 occurs in their covariance matrices only and thus it must be estimated by the help ofσ 2 I from Lemma 2.2.1.
The matrix Σ is of the form
In the univariate regular model
If this condition is satisfied, then the ϑ (0) -MINQUE is
is an approximate value of the vector ϑ. 
P r o o f. The considered model can be rewritten as
we have the explicit expression for h ϑ.
ÓÖÓÐÐ ÖÝ 2.3.2º
In the regular multivariate model
The matrix A can be rewritten as follows
H is regular, then the vector ϑ can be estimated and
In the case of normality
and then the
Here
The operation "devec" creates the k × m matrix from the mk-dimensional vector
If the matrix S * is regular, then
and thus
The rest of the proof is obvious.
Remark 2.3.6º
If the constraints are given in the form GBH + G 0 = 0, H = I andG vec(B) + g = 0 , the the ϑ 0 -locally best linear estimator of B is known only. However if the estimator of ϑ is sufficiently precise, then the estimatorθ can be used instead of the actual value ϑ * of the parameter ϑ. What means "sufficiently precise" is commented in Section 3.
The matrix Σ is totally unknown
Analogously as in Remark 2.3.6 the constraints GBH + G 0 = 0, H = I and G vec(B) + g = 0 , respectively, make problems in the estimation of B when the matrix Σ is totally unknown. A Σ 0 -locally best estimator of B can be obtained easily, however an investigation of statistical properties of a plug-in estimator, i.e. the estimator of B with an estimated covariance matrix, is difficult. One possibility offers the following Lemma 2.4.1. However it is necessary to say something in advance.
LUBOMÍR KUBÁČEK
Analogously as in [17] and [3] 
i.e.β is the BLUE of β iff ∀{u ∈ R n } cov u M XM B ,β = 0 (in more detail cf. [4, Chap. 10] ). This class is created of all linear combination of the components of the vector ZY + z ∼ N n (0 , W). Further 
In the following text the symbol
If the matrix S is substituted into the BLUEβ of β instead of Σ, then we obtained the plug-in estimator denoted as˜ β.
Ä ÑÑ 2.4.1º If the Wishart matrix f S ∼ W n (f, Σ), f > n+ 1, is independent of the observation vector Y , theñ
and
The vectorsβ (p) and V (p) W −ṽ are stochastically independent, thus
The other statement is well known (cf, e.g. [18] ).
Remark 2.4.2º The residual vector
depends on the matrix Σ, howeverṽ = ZY + z does not depend on it. Thus there exists a regular matrix R Σ with the property v = R Σṽ and
Since one version of the g-inverse of the matrix R S WR S is S −1 , we havẽ
f ,
Ì ÓÖ Ñ 2.4.3º Let the multivariate model and constraints
Y ∼ N nm (XB, Σ ⊗ I), GBH + G 0 = 0, be regular. If fT ∼ W nm (f, Σ ⊗ I = T), f > nm + 1,
which is stochastically independent of Y , is at our disposal, theñ
B (p) ∼ N km B, Var[vec( B)] 1 + [vec(v I )] T−1 vec(v I )] f , where˜ B = vec( B) − (I ⊗ X ) T −1 (I ⊗ X) −1 (H ⊗ G ) × × (H ⊗ G) (I ⊗ X ) T −1 (I ⊗ X) −1 (H ⊗ G ) −1 (H ⊗ G) vec(B) + vec(G 0 ) , v I = Y − X˜ B, B = (X X) −1 X Y .
P r o o f. Regarding Lemma 2.4.1 and Remark 2.4.2 we have
Now it can be proceeded as in Lemma 2.4.1 and Remark 2.4.2.
Remark 2.4.4º Even if the conditioned estimator˜ B (p)
has only restricted application, it can be suitable utilized in the determination of a confidence region.
Since
are stochastically independent, the Hotelling theorem ( [18] ) can be used. With respect to it
and thus this random variable does not depend on the condition (p) and it can be used for a determination of an exact (1 − α)-confidence region. Since one version of ( U − V W − V ) − is (I ⊗ X ) T −1 (I ⊗ X), this region can be written in the form
Remark 2.4.5º
Unfortunately a realization of the matrix T cannot be written in the form S ⊗ I. Until now author has not been able to find a matrix of the form Σ ⊗ I with properties necessary for the validity of Theorem 2.4.3. Thus the explicit formulae are rather rough. Except this the degrees of freedom f must be larger than the number nm + 1 in order the matrix T can be inverted (f < nm + 1 =⇒ T is singular) and thus f could be huge number. Therefore the plug-in estimator given in Theorem 2.4.3 will be used rarely.
It seems that the approach given in the next section has a greater chance to be used in applications. This approach is demonstrated for a determination of a variance and a confidence region.
Since k is a function of the matrix K and Tr(A B) is a function of the estimator B, Let now a confidence region for B in the model (1) must be determined in the
Since the estimator
depends on ϑ * (the actual value of the parameter ϑ) and it can be easily proved that
the (1 − α)-confidence region for the parameter B can be written in the form
Now the substitution
is used and thus
In the following consideration the equality
which is valid for any random matrices Ξ and Υ, is used. Thus
In order to obtain a formula for cov
, the following notation is used 
