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Abstract
In the past few years the Bayesian spatial models are becoming increasingly impor-
tant due to the higher ability to collect larger amounts of spatial data in various domains.
The goal of this project is to utilize a Bayesian hierarchical model with spatially varying
coefficients to obtain better insights into moose habitat behavior in Northern Minnesota
with emphasis upon the significance of spatial coefficients. The spatial Bayesian model
was fitted on the sampled moose data and compared with two non-spatial models. Model
framework, parameter specification and Bayesian inference were discussed. Results showed
that the addition of spatially varying coefficients improved model performance.
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1 Introduction
In the past few years interest in statistical modeling has rapidly increased for scientists
in many different fields. With new technologies and the ability to collect larger amounts of
data they sought a tool which would help them to get a better understanding, and eventu-
ally, prediction of behavior of subjects in their range of study. For biologists and ecologists
habitat data is necessary to develop effective conservation and management strategies, and
help determine what is behind the change in the population of different species.
Our research is focused on the moose habitat behavior statistics. Moose, Alces alces,
are the largest of all deer species. Male moose are recognizable by their huge antlers,
which can spread up to 6 feet wide. Because of their tall body, they prefer to browse
higher shrubs and their typical habitat is a dense mixed boreal forest in North America,
including the northern United States, Canada, Alaska, and in Scandinavia and Russia.
Despite their large bodies, moose are good swimmers and are often seen in lakes and rivers
feeding on aquatic plants both at and below the surface [15]. One of the reasons why
moose habitat behavior is the subject of study by many biologists is recent changes in
population in North America. Since the 1990’s, the moose population in northern Min-
nesota has decline significantly. Based on a moose population survey from 2017 [16], the
population in northeastern Minnesota has dropped from about 8; 000 moose to a stable
population of just under 4; 000 moose over the last 4 years. Meanwhile, the northwestern
Minnesotan population practically disappeared after declining from 4; 000 to fewer than
100. The reason behind this steep drop is unknown. Many scientists believe that it could
be caused by climate change. Shorter winters and longer falls give more time for parasites,
especially winter ticks, to find a host. For purposes of research, moose wore GPS collars,
which allow biologists to track their location and collect essential data for future work.
In some cases, moose received a tiny transmitter which monitored their heart rate and
temperature and notified biologists when the moose died [17].
This work intends to utilize the Bayesian hierarchic model with spatially varying co-
efficients to obtain better insights into moose habitat behavior in Northern Minnesota.
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Our goal is to fit, and eventually predict, moose behavior connected with seeking fresh
water based on the data collected by GPS collars. Use of Bayesian hierarchical models
has received much attention in the last few years. This is mainly due to the increasing
availability of spatial data in various domains. In the classic regression model we do not
account for spatial dependence of residuals. A non-spatial model can be appropriate if all
spatially structured variations in the outcome are accounted for by the covariates used for
model fitting. However, this is often an unrealistic assumption when data are spatially
indexed. There is a reason to expect a similar outcome for neighboring locations. In this
paper we will also employ a Generalized linear model and a Bayesian Generalized linear
regression model as two non-spatial models to serve as a comparison with Bayesian spatial
regression model to evaluate the necessity of a spatial component. For the spatial modeling
we will use a Univariate Bayesian Generalized linear spatial regression model.
The remainder of the paper evolves as follows. The motivating data and preprocessing
steps are detailed in Section 2. Brief theory behind the Bayes’ modeling is described
in section 3. The proposed modeling framework and model assessment are described in
Section 4, followed by analysis results presented in Section 5. Finally, some discussion
along with an indication of future work is provided in Section 6.
2
2 Data Description
This section is devoted to data introduction and some summary statistics. We describe
how data were collected and present the individual variables. We also more closely focus
on the variables we are going to use to fit our model and their distribution.
2.1 GPS Data
Field data were collected using GPS collars. Each moose wore one collar and data
were recorded in 20 minute intervals. Every observation consists of a unique ID, ID of
the moose, date, time, temperature of the collar in degrees Celsius, vegetation description,
UTMx and UTMy coordinates. The last data field is Hydro, which indicates if a body of
water is present nearby. The data set contains 213; 887 data points for 10 moose. Since
the location ID is unique, it ranges from 1 to 213; 887. Not all of the moose have the
same amount of observations. Number of observations for each moose based on their ID is
presented in table 1. Collar locations in this dataset are dated from 4/15 to 10/31 in years
2011 and 2012. However, some moose were tracked just one year. Each period includes
exactly 200 days. Responses were collected in 20 minute intervals, thus covariate time con-
sists of 72 different values. Since we have 72 20-minute periods for each day and total of 200
or 400 days were measured, the frequency for each moose ID should be 14; 400 or 28; 800.
None of the frequencies in table 1 reach this number; therefore, some of the observations
for each moose are missing. This is caused by moose losing their collars, a malfunction of
the collar, as a missed GPS locations. UTM (Universal Transverse Mercator) coordinates
are used to record locations. A pair of variables UTMx (Northing) and UTMy (Easting)
gives the location on the landscape. In the UTM coordinate system, the Earth’s surface
is divided into 16 zones. Since our data were collected in the northern Minnesotan region,
the zone number is 15. Also for each of the recorded locations, description of vegetation
(“Open water”, “Mixedwood forest”, etc.) is included along with its numerical class code
obtained by satellite screening.
The variable we would like to use in our model as a response is called Hydro. In the
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original dataset Hydro has two outcomes: 1) an empty cell (N/A) or 2) string "PRESENT"
is collected as a response. This variable records the locations when a moose (the GPS col-
lar) was with in close distance to water or in the water. Therefore, observations marked
as Hydro "PRESENT" are locations where a moose was most likely drinking water, swim-
ming, or waiting in the water and feeding on aquatic plants. According to the variable
Hydro, 1:95% of all the locations were recognized as "PRESENT".
Moose_ID Frequency Percent recorded
31166 28453 98.80
31168 14393 99.95
31169 28453 98.80
31170 14391 99.94
31172 14062 97.65
31174 28458 98.81
31178 28450 98.79
31179 14390 99.93
31182 14390 99.93
31184 28447 98.77
Table 1: Frequency of observations for each moose ID. Percent recorded shows amount of
locations successfully recorded from total of 28; 800 or 14; 400.
2.2 Ely Weather Station Data
For each observation, the data set includes measurements from Ely (MN) weather
station. This includes temperature, relative humidity, dew point and time of sunrise and
sunset. Dew point is the temperature at which air must be cooled to become saturated
with water vapor. Table 2 provides a summary for collar and Ely weather station temper-
atures. The collar temperature varies from  5C to 54C and it has no missing values.
Ely temperature has an average of 13:08C with minimum and maximum values of  12C
and 33C, respectively. None of the variables have any missing values.
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Variable Min Mean Max Std. deviation
Collar Temp  5 17:64 54 7:46
Ely Temp  12 13:08 33 8:19
Table 2: Summary of collar and Ely weather station temperatures.
2.3 Hydro PRESENT
We are interested in observations where covariate HYDRO has a value “PRESENT”,
indicating the moose were in or near water. By looking at figure 1, where we illustrate the
portion of hydro "PRESENT" observations according to months, we can see that there is
a significant difference among percentages for April and June and the other five months.
Low percentage for the month of April could be explained by the lowest average tempera-
ture, but especially by the fact that data were collected only for 4/15 – 4/30, thus there is
generally fewer observations for April in our dataset. Regarding June, mean collar and Ely
temperature were 20:64C and 16:20C, respectively, which is unexpectedly not the highest
average we observed if we expect the highest occurrence of Hydro “PRESENT” connected
with the higher temperatures. The highest mean temperature is for July, 23:70C. How-
ever, these temperatures are not much different and mean temperatures tend to be higher
if we look specifically at observations where the location is in a water feature. Tempera-
ture rises about one degree for both months. Thus, a better explanation of higher activity
around water for June could possibly be feeding since it is a aquatic plants season, also it
is a typical calving season, along with May, for moose.
The last covariate from our dataset is vegetation class description. This variable shows
the vegetation type for each location and it is represented by a verbal description such as:
“Coniferous forest”, “Bog”, “Open water”, etc. For statistical modeling purposes these class
names are connected with a categorical variable “class code” which represents each class
as an integer. Based on this covariate, the most observations were located in “Mixedwood
forest” and “Regeneration/young forest”. The frequencies are 98; 951 (46:26%) and 39; 005
(18:24%), respectively.
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Figure 1: Presence of water according to months sub-grouped by vegetation description.
Another aspect of figure 1 is that it shows the vegetation description for each location
where hydro was measured as present. We can see that the highest percentage occurs at
locations with open water. This is definitely one of the expected outcomes since open water
such as lakes, ponds and water basins are the biggest source of fresh water for moose. Since
the variable Hydro represents the situation when the collar was in the close proximity to
water. Thus in the whole dataset there are 4; 986 locations with the class code 3 (“Open
water”) but only 2; 170 are also marked as hydro “PRESENT”. Hence only in 43:53% of
cases moose were near the larger open water. The second and third largest represented
classes are “Marsh/fen” and “Mixedwood forest” with 614 (13:26%) and 441 (0:45%), re-
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spectively, for locations marked as hydro “Present”. As we mentioned before, low total
percentage for mixed wood forest is due to the fact it is the most common vegetation type
in our dataset.
In figure 2, we see the points collected by the GPS collar for moose with ID number
31168. Range of spread of the locations for all moose is 1 m to 7; 000 m. This information
is further used as an effective spatial range for determining the support of a spatial decay
parameter.
Figure 2: Recorded location of moose with ID number 31168. Locations which were
recognized as they are in the water feature are marked by blue symbols.
2.4 New Variables
In order to improve the fit and prediction performance of our model we decided to
create some new variables. We do not change or eliminate any observation. First of all,
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we want to model the variable Hydro, which is of type string; therefore, we simply intro-
duce a new variable Hydro_pom where response N/A (empty cell) and "PRESENT" have
outcomes 0 and 1, respectively.
Secondly, we would like to involve a variable which would help us to observe if there
is a difference in behavior between day and night. Thus, we use the variable Time for
each location and time of sunrise and sunset at Ely weather station to introduce the new
variable, Time_NEW, where outcome equals 0 if location time is recorded before sunrise or
after sunset and equals 1 otherwise.
Hydro_pom =
8<:1 if Hydro = PRESENT0 otherwise
T ime_NEW =
8<:1 if sunrise  Time  sunset0 otherwise
Thirdly, we would like to reduce the number of different classes of vegetation to reduce
complexity. Therefore we used the following variant of class code distribution (on the right-
hand side we have a new purposed class code number and on the left-hand side merged
vegetation classes with their description and old class code in parenthesis):
 Class code 1: Open water (3),
 Class code 2: Marsh/Fen (6) + Bog (7),
 Class code 3: Mixedwood forest (5) + Coniferous (9) + Deciduous (2),
 Class code 4: Regeneration(14)+Sparse forest (99),
 Class code 5: Gravel pits (12)+Rural development (10)+Shrubby grassland (11).
After the regrouping we noticed that there are very few observations for group number 5
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(255 locations) compared to the other groups; therefore, we decided to treat these sites as
outliers and remove them from the data set. None of these observations were marked as
Hydro "PRESENT". We handle this variable as a categorical variable with group number
2 as a reference (contrast) variable.
Last but not least, we would like to observe how different times throughout April to
October effect our outcome variable Hydro. Thus we created categorical variable Date_NEW,
which splits the observation period between April and October into three groups described
below. The group number 2 includes the time of the year with the highest temperatures
and we use this group as a reference variable. Group assignment is the same for both years
2011 and 2012.
Date_NEW =
8>>><>>>:
1 for 04=15  05=31
2 for 06=01  07=31
3 for 08=01  10=31
As we will be able to see later, these newly purposed variables helped us to improve
the model fit performance for a Generalized linear model (GLM) based on the Akaike infor-
mation criterion (AIC) statistics and Bayesian models based on the Deviance information
criterion (DIC).
2.5 Covariate Selection
Our dataset includes several different variables as mentioned in previous descriptions.
We could use all of them as predictors for our models, however application of some of them
would be useless in a sense that these variables would not have much impact on model
fitting or they would be eliminated by backward selection. In this section we would like to
provide the reasoning for our final variable selection.
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First, let us remove variables which are not meant to be used in the final fitting or were
used to create new variables in section 2.4. Thus, we remove: Moose_ID, sunrise_time,
sunset_time and Hydro. We will also remove other variables we will not use as covariates
are coordinates UTMx and UTMy since these will later be provided to the spatial model as
locations, therefore they are not treated as covariates of the model.
Next, in the last section 2.4 we created new variables; thus, it would not be appropri-
ate to use two covariates for time or class code. Based on the tests on all observations for
GLM and random sample with n observations for Bayesian models, we decided to adopt
as covariates Time_NEW and CLASS_CODE_NEW since they showed better model fitting.
Last but not least, we have variables for collar temperature, Ely weather station tem-
perature, relative humidity and dew point temperature. Ely temperature represents in our
data set the daily temperatures and as we may see in Table 3, the other three variables
correlate with this temperature. Therefore, we decided not to employ either of Ely_RH nor
Ely_DWPT. We decided to go this way not just because of the high correlation, but also
because of uncertainty in the usefulness of these variables in predicting the right outcome.
Lastly, there is high correlation between collar and Ely temperatures. The collar tempera-
tures are measured spatially by the GPS collar in the exact location, therefore we chose the
variable Collar_Temp as a covariate for our model, since it includes the spatial component.
Collar_Temp Ely_Temp Ely_RH Ely_DWPT
Collar_Temp 1:000 0:898  0:501 0:599
Ely_Temp 0:898 1:000  0:481 0:733
Ely_RH  0:501  0:481 1:000 0:227
Ely_DWPT 0:599 0:733 0:227 1:000
Table 3: Correlation among the variables associated with temperature.
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3 Bayesian inference
In this chapter we provide a brief review of Bayesian hierarchic modeling and the basic
principles of Bayesian inference.
3.1 Bayes’ Theorem
The basic problem in scientific/ecological research is to understand processes that can
not be observed based on quantities that we can observe. We represent unobserved pro-
cesses as models made up of parameters and latent states, which we notate here as . In
this approach, in addition to specifying the distributional model f(yj) for the observed
data y = (y1; :::; yn) given a vector of unknown parameters  = (1; :::; k), we assume
that  is a random variable governed by the probability distribution (). We call this
distribution a prior distribution [2]. The probability function f(yj) is called likelihood
and is defined as
f(yj) =
nY
i=1
f(yi;); (1)
where  = (1; :::; k) and f(y;) is a probability density function. We wish to discover
the probability distribution of the unobserved  conditional on the observed data y, that
is p(jy), the posterior distribution. Using the basic rules of conditional probability for
two random variables, we have
f(yj) = f(y;)
()
; (2)
p(jy) = f(y;)
fy
: (3)
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By solving equation 2 for f(y;) and substituting the right-hand side in equation 3 we get
p(jy) = f(yj)()
fy
; (4)
where fy is a marginal function of f(y;) integrated over . Hence
fy =
Z 1
 1
f(y;)d =
Z 1
 1
f(yj)()d; (5)
thus by substituting in 4 we obtain Bayes’ Theorem for parameters that are continuous as
p(jy) = f(yj)()R1
 1 f(yj)()d
: (6)
Therefore we obtained the posterior distribution as a product of the likelihood and prior
over the marginal distribution of f(y;). Dividing the joint distribution by
R1
 1 f(yj)()d
assures that the posterior distribution integrates to 1. Because of this, fy is often called
a normalizing constant [1], [2]. Before the data are collected, fy is an unknown random
variable, however, after the data are collected, fy is known, fixed and this distribution can
be specified as a proportionality
p(jy) / f(y;) / f(yj)(): (7)
3.2 Hierarchical Bayesian Models
In the previous subsection we introduced Bayes’ Theorem and showed a simple Bayesian
model since it represents the joint distribution of random variables whose probability dis-
tribution is estimated from observations and prior knowledge, as the product of likelihood
and prior distributions. In a hierarchical model the prior distribution for the parameter
also has parameters controlling its form. The distributions specified for these parameters
are known as hyperprior distributions, and the parameters are known as hyperparameters.
Thus, the prior distribution is written as (j), where  is a vector of hyperparameters
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[1], [6]. Therefore the proportionality 7 would be replaced by
p(jy) / f(y;) / f(yj)(j)h(); (8)
where h() are hyperprior distributions.
In other words, we can separate the model into three stages. The first stage is the data
model, where we have the “true” ecological underlying process  which is not observable.
This state relates on the observable data y, using a model with a vector of parameters 
and 0. Stage two, the process model, predicts the behavior of the true underlying process
based on a vector of parameters , the hyperpriors. Lastly, stage three, the parameter
model, includes the data and true process parameters 0 and  [7]. Thus:
 Stage 1: Data model [data| “true” process, data parameters] ! [yj; 0]
 Stage 2: Process model [process| process parameters] ! [j]
 Stage 3: Parameter model [data and process parameters] ! [0]; []
3.3 Bayesian Computation
In previous sections we showed how to use the Bayes’ theorem to obtain a Bayesian
simple and hierarchical model. We also stated that our goal is to discover a probability
distribution of the unknown underlying process  conditional on the observed data y. In
this subsection, we would like to briefly explain how to obtain the joint posterior distribu-
tion.
Recall equation 6, the Bayes’ Theorem to obtain p(jy) includes the integral of the
joint distribution taken over all the parameters. For the most simple problem we can use a
straightforward approach, however, in most of the models with more parameters it is im-
possible to integrate the joint distribution analytically. Therefore, we need to find a way
to avoid formal integration. The most widely used computing tools in Bayesian practice
today are Markov Chain Monte Carlo (MCMC) algorithms. MCMC allows us to find the
13
marginal distribution of each of the unknown variables. MCMC methods are a class of
algorithms for sampling from a probability distribution based on constructing a Markov
chain that has the desired distribution as its equilibrium distribution, in our case p(jy).
The state of the chain after a number of steps is then used as a sample of the desired
distribution. The quality of the sample improves as a function of the number of steps [1],
[6]. The two most common algorithms are the Gibbs Sampler and the Metropolis-Hastings
algorithm. These two MCMC algorithms are implemented in R packages MCMCpack [8]
and spBayes [9], which we are going to use later to obtain posterior samples for our pro-
posed Bayesian models.
R package spBayes [9] offers two options of implementation of MCMC algorithms.
There is the traditional random-walk Metropolis-Hastings algorithm to update the spatial
effects. Alternately, an adaptive MCMC Metropolis-within-Gibbs algorithm, proposed by
Roberts and Rosenthal [11], is available for a more automated function call. For a tradi-
tional option we must specify Metropolis proposal variances, i.e., tuning values and we then
monitor acceptance rates for the parameters and possibly change the tuning values to ob-
tain the desired acceptance rate. For the adaptive method we specify a number and a size of
batches and a desired overall acceptance rate. For simplicity, we will always implement the
MCMC using the adaptive method; therefore, we do not have to specify the tuning values
for our models. We can observe the proposed tuning in the algorithm report for each batch.
14
4 Models
The intention of this section is to introduce the regression model with spatially varying
coefficients which will be used to model the outcome variable y.
4.1 Model Framework
Since we would like to model the variable Hydro as a dependent outcome variable,
for these purposes we will use a non-Gaussian model, since, recall now from subsection 2.1
where we introduced the collected GPS data, our outcome variable is not continuous, but
binary. In the non-Gaussian model we replace the Gaussian likelihood function with the
assumption that E[y(s)] is linear on a transformed scale, thus
g(E[y(s)]) = x(s)T + !(s); (9)
where g() is a suitable link function, which provides the relationship between the linear
predictor and the mean of the distribution function [10]. We refer to this model as a spatial
generalized linear model (GLM). It is a flexible generalization of ordinary linear regression
that allows for response variables that have error distribution models other than a normal
distribution. Since our outcome is binary we will be using a Bernoulli distribution as our
target distribution, therefore logit will be used as a link function. Forms of the link (10)
and mean (11) functions are shown below. For the Bernoulli distribution the interpretation
of mean  is the probability p of y taking the value 1.
g(p) = x(s)T + !(s) = ln

p
1  p

(10)
p =
exp(x(s)T + !(s))
1 + exp(x(s)T + !(s))
=
1
1 + exp( x(s)T   !(s)) (11)
In equation 9, x(s) is a p1 vector of spatially referenced predictors, including an intercept
and spatially referenced covariates. It is associated with a column vector of regression
coefficients  = (0; 1; :::; p 1). The space varying impact is captured by !(s). With
any collection of n locations, say S = fs1; :::; sng, we assume that the elements of !(S)
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are capturing the effect of unmeasured or unobserved mechanisms with spatial pattern
and they come from independent Gaussian processes such as !(s)  GP (0; C(s; s0;)).
C(s; s0;) models the covariance between sites s and s0. The process realizations are
collected into an n1 vector !(S) = (!(s1); !(s2); :::; !(sn)) which follows a multivariate
normal distribution with mean 0 and variance , where  is the n n covariance matrix
with (i; j)-th element given by C(si; sj ;). We further specify C(s; s0;) = 2(s; s0;),
where (; ;) is a correlation function and  = f; 2g includes parameters quantifying
rate of correlation decay, , and 2 is the variance of the spatial component, V ar(!) = 2
[4], [10]. Package spBayes [9] offers four different correlation functions. Here we introduce
the exponential correlation function, hence
(s; s0;) = exp( jjs  s0jj); (12)
where jjs  s0jj is the Euclidean distance between the two locations s and s0.
As we can see in 9, there is no pure error term (s). According to [12], adding the
error term is not sensible since !(s) is not residual and !(s) + (s) would not be residual
either. In this case, the white noise term is replaced by the stochastic mechanism defined
by the joint distribution function f ,
f(y(s1); :::; y(sn)j; 2; ) =
Z  nY
i=1
f(y(si)j; !(si))

p(!j2; )d!: (13)
4.2 Predictive Process Model
Implementing Markov Chain Monte Carlo algorithms requires repeated evaluation of
various full conditional density functions. Particularly, for hierarchical spatial models it re-
quires evaluation of the likelihood, joint or conditional densities arising under the Gaussian
process. To obtain such a computation, MCMC algorithms have to work with quadratic
forms involving the inverse of the covariance matrix and also its determinant. These com-
putations are very time and memory demanding and for a large number of locations n,
it is nearly impossible to obtain the results for a regular user with no special hardware.
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For our computations we used PC with Intel Xeon CPU with 3:70GHz and 16GB RAM.
In the literature, they refer to these type of problems as "the big n problems" [1]. In
our particular case, if we would like to fit the model for all our available locations n, we
would have to be able to perform computations with matrices of size 213; 887  213; 887.
Therefore, in this subsection we will describe how to reduce the rank of our model and
make the computations possible.
This model is called a predictive process model and was introduced by Banerjee,
Gelfand, Finley and Sang [3]. They propose to use a set of knots, which may but not need
be a subset of recorded locations S. The main requirement is that the number of knots,
m, must be much smaller than the total number of locations n, hence m  n. From the
previous section we know that !(s)  GP (0; C(;)) and let ! be a realization of !(s)
over the set of knots S = fs1; :::; smg, then !  MVN(0; C()), where C() is the
associated covariance matrix between sites si and sj . The single site interpolation at site
s0 is given by
~!(s) = E[!(s0)j!] = cT (s0;)C 1()!; (14)
where c(s0;) is an m  1 matrix with entries fC(s0; si ;)gmi=1. This idea, based on
"kriging" (a method of interpolation for which the interpolated values are modeled by a
Gaussian process), defines a spatial process ~!(s)  GP (0; ~C(s; s0;)) with a covariance
function
~C(s; s0;) = cT (s;)C 1()c(s0;); (15)
where c(s;) is an m  1 matrix with entries fC(s; si ;)gmi=1. The realizations of ~!(s)
are precisely the kriged predictions conditional upon a realization of !(s) over S [1].
Therefore, to obtain the predictive process model we replace the spatial effect !(s) in
equation 9 by the predictive process ~!(s), thus
g(E[y(s)]) = x(s)T + ~!(s): (16)
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4.3 Model Specifications and Candidate Models
It the following section we are going to introduce three different candidate models
that we are going to work with and their individual model specifications.
For the second and the third model we assign prior distributions to the model pa-
rameters to complete Bayesian model specifications. As we mentioned before in 3.3, for
modeling purposes, we use R packages MCMCpack and spBayes, which allow us to fit
univariate Bayesian generalized linear non-spatial and spatial regression models with the
option to upgrade to a predictive process model with a specified set of knots. The under-
lying code for the Markov Chain Monte Carlo algorithm is written in C++, which makes
computations highly effective for larger sets of observations with “big n number” of loca-
tions than other available R packages, such as WinBugs, OpenBugs or JAGS.
Natural candidates for priors for  parameters have a flat Normal distribution with
mean i = 0 and high variance 2i for i = 1; 2; :::; p. Hence,  follows a Multivariate
Normal distribution MVN(0;). The spatial variance 2 of the spatial components !(s)
is assumed to follow the Inverse Gamma distribution, 2  IG(a2 ; b2). The decay param-
eter  in the correlation function is assumed to follow a Uniform distribution, U(a; b),
where a and b are specified to effectively support over the geographic range of the study
area [4], [9].
4.3.1 Generalized Linear Model
First, we would like to fit the simple non-spatial generalized model (GLM). As was
mentioned before in section 4.1, we use GLM since our response variable is binary, 0 or 1,
and GLM allows us to model other than Normal distributions, in this case a Bernoulli dis-
tribution. Since this model is non-spatial we rewrite our link and mean function equations
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10 and 11 as:
 = xT = ln

p
1  p

; (17)
p =
exp(xT)
1 + exp(xT)
=
1
1 + exp( xT) ; (18)
where  = g(E[y]) is often called the linear predictor and it is related to the expected value
(for Bernoulli distribution probability p) of the data via the link function. The coefficients
 are then derived as maximum likelihood estimates [13].
In R, we can obtain estimates for  coefficients using the function glm(formula,
family="binomial", data), where formula is in the form response  covariates. We
assessed the model fit performance base on Akaike information criterion (AIC).
AIC is a measure of a relative quality of statistical model. The value of AIC is
computed as
AIC = 2k   2 ln(L^); (19)
where k is a number of estimated parameters and L^ is the maximized value of the likeli-
hood function for the model. The final candidate model is then the one with the minimum
AIC value [14].
4.3.2 Non-spatial Bayesian Model
The second candidate model uses the Bayesian model structure but in this case we
omit the spatial effect. Thus !(s) = 0 and we can write equation 9 as
g(E[y]) = xT: (20)
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This model is essentially the same as the previous candidate model, the simple General-
ized linear model, since it also uses the logit function as a link function between the linear
predictor and the Bernoulli distribution function. The difference here is that to obtain the
regression coefficient estimates ^ we will not use maximum likelihood but instead we will
use Bayesian methods. Therefore, we obtain the posterior distribution as an approxima-
tion by the Markov Chain Monte Carlo method. To use MCMC we need to specify starting
and prior values for . For the prior of  we specify flat prior as a Normal distribution
with mean 0 and high variance denoted as Inf in R. We could also use a specific number,
for example, 10; 000. We input 0 as a starting value for each coefficient i. We could use
package spBayes even for a non-spatial model, nevertheless we would like to use a different
method for each candidate model, thus we mainly provide results by MCMCpack.
4.3.3 Bayesian Hierarchical Model with Spatial Effect
The third model is the main focus of our paper and was already introduced in sec-
tion 4.1 by equation 9. We will use the same approach as for the previous Bayes model
but this time we will add the spatial effect !(s) to help us account for spatial dependences.
For this model we again have to specify priors for all the parameters. Since re-
gression coefficients are the same as in the previous case we use flat prior for , this
time using tag beta.flat in spBayes package. Next we need to introduce support for
the exponential decay parameter . We use Unif(0:00045; 3), which corresponds to sup-
port for an effective spatial range between approximately  1m and 7; 000m. We chose
7km since it is approximately half of the longest distance between two locations in our
data set for individual moose. Recall that since the exponential correlation function is
(s; s;) = exp( jjs   sjj), then the effective spatial range is the distance at which
the correlation drops to 0:05 [5]. For the spatial variance parameter 2 we choose shape
and rate as a2 = b2 = 2, which gives us IG(2; 2). We use this setting since we expect
the variance to be close to 2 and the mean of an Inverse Gamma distribution is equal to
E[X] = b2=(a2   1) for a2 > 1.
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Now, when we specified all the parameters for the prior distributions, we can write
the posterior distribution p(jy) in a similar fashion as in equation 8 such as
p(jy) /
nY
i=1
f(y(si)jx(si)T + !(si))
N(!j0;)N(j0;)
 IG(2ja2 ; b2) U(ja; b);
where  = f;!; 2; g is the set of all parameters and y = (y(s1); y(s2); :::; y(sn)) is the
vector of dependent variables. In figure 3 we can see a Bayesian network for our model.
Bayesian networks are drawings that depict probability distributions and the relationships
among the parameters graphically [2]. The deterministic relationship between the model
and covariates is shown with dashed arrow. Relationships between random variables are
represented by solid arrows.
Figure 3: Bayesian network.
As we mentioned in section 3.3, we also have to specify the starting values for our
parameters. We choose these values for parameters 2 and  as the most informative edu-
cated assumption based on our knowledge of the data. We use 2 = 2 and  = 3=50, which
should correspond with effective spatial range of 50m. For the coefficients  we obtain the
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starting parameters as an estimate of the coefficients from the simple Generalized linear
model fit. Initial values should not affect final results since the MCMC algorithm will
eventually converge to the “true” value, however a good choice of starting parameters will
speed up the convergence.
We quantify how well the Bayesian models fit the data by the deviance information
criterion (DIC). It is a hierarchical modeling generalization of the Akaike information
criterion (AIC), which is define as
DIC = D + pD; (21)
where D is the posterior mean of the deviance (a measure of model goodness of fit) and pD
is the effective number of parameters (a penalty for model complexity). DIC with lower
values indicates a better model fit. For the non-spatial models with weak priors DICAIC
[14].
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5 Results
In this section we would like to show and discuss the results of our proposed models.
We split this section into two parts where we look first at the results of the non-spatial
models and then at the results given by the model with a spatial varying component. We
approached it this way because of the computational challenge that arises from the spatial
model, where we can not use all the available observations. Nevertheless, we provided
comparison between both non-spatial and spatial models in subsection 5.2.
5.1 Non-spatial Models
The results for non-spatial models were obtained by using all the observations for
each moose separately and also for all ten moose together. We mainly performed the
computations by R package MCMCpack, but we also obtained the results from the non-
spatial version offered in the spBayes package. As we mentioned before in 4.3.2, these
non-spatial models (GLM and Bayes) do not have a different model framework, but the
difference comes from how the estimates of the regression coefficients i are obtained.
Therefore, we would like to see if one or the other gives us better results and if there are
any positives or negatives for choosing the best approach for the non-spatial generalized
linear models. To measure the quality of the model estimates we used Mean Square Error
(MSE) computed as
MSE =
1
n
nX
i=1
(Yi   Y^i)2: (22)
For the non-spatial Bayesian models, the MCMC chains were run for 30; 000 iterations
each and the first 75% of outcomes were burned. The computations with MCMCpack were
faster than with spBayes, however the spBayes outcome includes more information such
as deviance and a prepared covariate matrix X for future estimates of Y^ . We omitted
the results from spBayes in this section; however, we have let it run for all the moose and
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based on the deviance we obtained a Deviance information criterion (DIC) for all moose
and as was mentioned in section 4.3.3 DIC was nearly identical with AIC given by the
GLM model. Since the outcome estimates for i were in the form of logit, they represent
an increase in ln odds. Therefore, we computed the odds ratios as exp(i) to obtain the
odds ratio associated with a one-unit increase in the exposure. We also computed the 95%
confidence interval for the odds ratio, which shows insignificance if the interval includes
number 1.
In this part of the section we show four tables for two different moose. Table 4 and
5 for moose with ID 31166 and table 6 and 7 for ID 31179. Tables for other moose can
be found in Appendix I - Tables for the non-spatial models using all observations. These
two moose are specific by a high frequency of Hydro “PRESENT” values, 743 and 859,
respectively. However, they are also representatives of two groups with different numbers
of observations. Recall table 1, the frequency of observations after removing the outliers
from vegetation type covariate is 28; 453 and 14; 390, respectively. We may see that both
methods of estimating the i parameters returned similar values, as was expected. This is
true for most of the moose; nevertheless, there are exceptions for some of the covariates.
We will return to this issue in the future.
Let us now look at the individual covariates and their results. Starting with the Collar
temperature, based on p-values the estimate is significant for most of the moose. We can
see values slightly higher than 0 as a 1 estimate, therefore odds ratios are slightly above
1. This suggests that with the rising temperature the moose tend to seek water. Still, the
maximum value among all the moose is 1 = 0:052 ! OR = 1:053, which does not show
a big increment due to the change in temperature.
Secondly, we have the vegetation type covariate CLASS_CODE_NEW split into three re-
gressors. We use as a reference the group number 2, which includes vegetation with a
moderate amount of water. We may observe in tables 4 and 6 differences in values of
the estimates and also in the significance of individual regressors. However, the common
pattern among all the moose is that the regression coefficient for group 1 (“Open water”)
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has a positive estimate and for group 3 (“Mixedwood forest”) and 4 (“Lower density for-
est”) it is negative. This distribution is expected since the odds ratios show that increasing
exposure to the location with a water feature increases the odds of the moose being in the
water. Another mentionable outcome is a lower value for group number 4; therefore, the
odds tend to decrease for the lower density forests. We are able to see this pattern for all
the moose where all the class code regressors are significant.
The third covariate is Time_NEW. Since this variable has only values 0 or 1, a positive
estimate suggests a higher chance of moose seeking water during the daylight, negative af-
ter the sunset. In tables 4 and 5 we have the positive and in 6 and 7 we have the negative
value for Time Day/Night. But for the moose with ID 31179 this estimate is insignificant.
Yet, if we look at all the moose, most of them have a negative significant value for the time
coefficient, thus this covariate does not support our expectation that the moose are rather
close to the water during the day.
Last but not least, we have the covariate Date_NEW, which splits the whole observa-
tion period into three parts. We use as a reference the part number 2, which includes the
season of the highest temperatures. Therefore, our assumption is the other two parts will
have negative regressor coefficients. If we look at our two moose, we can observe that our
expectation holds. The same or similar results can be seen also for the other moose. Hence,
summer months have a positive effect on moose occurrence near the water. Moreover, in
most of the cases the coefficient for part 1 (April, May) is lower; thus, we could expect a
lower frequency of Hydro “PRESENT” for these months. Of course, to show this we would
need more data, since group 1 has the lowest density, because our data set includes only
half of month of April.
In terms of comparison how well each model fits the data, we computed MSE for three
different outcomes. The Generalized linear model gives us fitted values as a probability
vector p^ of size n  1. For the non-spatial Bayesian model, we first need to compute
these probabilities using equation 11. There is of course a difference for the Bayesian
outcome. Since we burned 75% of the MCMC chain, we now have a posterior sample for
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Figure 4: Observed vs. fitted values given by GLM, moose ID: 31179
each parameter with 7; 500 values. Thus, for the Bayesian model we have a matrix of
probabilities P^ of size n  7; 500. We then compute the fitted binary output using the
binom function in R with n number of observations, 1 trial for each observation and a
probability given by p^ or P^ . Since our result matrix for the Bayesian outcome is still
n  7; 500, we count the number of 1’s for each observation (number of 1’s in each row)
and if the sum is greater than half the size of the whole row (> 3; 750), then we assume
that the fitted value for this location is equal to 1, otherwise 0. By this computation we
obtain a vector y^ of size n 1 with only 0’s and 1’s. We then compare the binomial fitted
values with the observed values for the parameter Hydro to compute MSEs. We call them
GLM Binomial and Bayes Binomial. We also compute MSEs for the observed values of
Hydro and the probability matrices p^ and P^ and call them GLM Probability and Bayes
28
Figure 5: Observed vs. fitted values by Bayes non-spatial model, moose ID: 31179
Probability. As a third comparison we rescale p^ and P^ such that we want the location
with the highest probability to have value 1. The MSEs for the transform probabilities are
called GLM Probability scaled and Bayes Probability scaled. We summarize the
comparison by MSE in table 8. By looking at the table 8 we can see that the values for
MSEs computed using the probability matrices gave us the same results for both models or
slightly higher numbers for the Bayes model. But analyzing the results given by the “bino-
mial” outcome, with exception of MSE for all the moose together, each moose shows better
fit for the Bayesian model. However, this is connected with under-fitting of the Bayesian
model. For each moose the number of the fitted locations with Hydro “PRESENT” is lower
than the observed count. On the other side, GLM returns a similar amount of locations
in the water, but usually higher. Therefore, there is a higher amount of error for GLM.
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We can see this very well in figures 4 and 5, where we show a comparison between the
observed and the fitted values based on the binomial output described above for the moose
with ID 31179. Figure 4 shows a higher number of fitted locations with value 1, but it is
noticeable that a lot of locations do not match the observed values.
ID: 31166 ID: 31168 ID: 31169 ID: 31170
GLM Binomial 0.0381 0.0275 0.0266 0.0724
Bayes Binomial 0.0256 0.0152 0.0149 0.0444
GLM Probability 0.0194 0.0137 0.0140 0.0362
Bayes Probability 0.0194 0.0137 0.0140 0.0362
GLM Probability scaled 0.0212 0.0139 0.0163 0.0394
Bayes Probability scaled 0.0212 0.0139 0.0163 0.0395
ID: 31172 ID: 31174 ID: 31178 ID: 31179
GLM Binomial 0.0284 0.0115 0.0055 0.0833
Bayes Binomial 0.0140 0.0058 0.0032 0.0600
GLM Probability 0.0133 0.0055 0.0030 0.0427
Bayes Probability 0.0133 0.0055 0.0030 0.0427
GLM Probability scaled 0.0200 0.0055 0.0031 0.0483
Bayes Probability scaled 0.0197 0.0055 0.0031 0.0485
ID: 31182 ID: 31184 ALL moose
GLM Binomial 0.0021 0.0133 0.0296
Bayes Binomial 0.0013 0.0073 0.0299
GLM Probability 0.0011 0.0067 0.0149
Bayes Probability 0.0011 0.0067 0.0149
GLM Probability scaled 0.0012 0.0068 0.0161
Bayes Probability scaled 0.0012 0.0068 0.0161
Table 8: Mean Square Error for all moose.
We mentioned that the estimates of regression coefficients for the GLM and the Bayes
model are similar in most of the cases, especially if those estimates are significant. But
30
there exist exceptions. A good example of this situation is moose with ID 31182. The
GLM estimates for class code groups 3 and 4 are  17:56 and  17:49, respectively. In
case of the Bayes model those estimates are  374:85 and  312:23, respectively. We can
observe a huge difference between the outcomes of these two models. This is caused by the
inability of the MCMC chain to converge during the 30; 000 iterations, since this moose
has a low frequency of Hydro “PRESENT” values (only 17 in n = 14; 390). We tried to run
a chain for this moose with a higher amount of iterations, but it did not improve the final
estimates or did not make them close to the GLM result. Nevertheless, in all the cases the
regressors were not significant.
As a last topic in this subsection, we would like to look at the results for all the ten
moose together. Tables 9 and 10 represent the GLM and the Bayes model outputs. The
Bayesian computation required approximately a half hour to finish 30; 000 iterations. We
may see that both tables are nearly identical and all the regressors are significant at the
level  = 0:05. We may notice that the pattern described above for the individual moose
holds pretty well.
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5.2 Spatial Model
In the previous section we showed the results of the non-spatial models. Now we sum-
marize the outcome of the model with the spatial effect. We used the R package spBayes,
since it allows us to use the predictive process to reduce the dimension of the covariance
matrix used for calculations as described in section 4.1. We specified the number of knots
m to be 10% of the number of observations n, thusm = 0:1n. The knots are then selected
by method of k-means clustering. Distribution of the selected locations and the knots is
represented in figure 6. However, even with this dimension reduction the computation pro-
cess is very challenging for memory and speed. We can not even start the MCMC chain
for the moose with 28; 000+ observations, since we are unable to allocate the covariance
vectors in the memory. An estimated upper bound for the number of observations based on
trial runs is 15; 000. But then there arises another issue with the speed of the computation.
Based on the tests, one MCMC chain run with the 30; 000 iterations for the n = 15; 000
observations would take approximately 30 days with the available hardware. Therefore,
we decided to run each chain for n = 5; 000 randomly selected locations for each moose.
Setting the acceptance rate to 30% within the adaptive MCMC Metropolis-within-Gibbs
algorithm (see section 3.3 and [11]), the average time of the one MCMC chain was then
 33 hours.
For the purposes of comparison we will again use the moose with ID 31166 so we can
analyze the results also with the previous subsection 5.1. We will compare the outcomes
of the Generalized linear model (Table 11) and the spatial Bayes model (Table 12), but
in this case we will also use the results obtained by running the non-spatial Bayes model.
We will first focus on the regression coefficients i. We might see that there are differ-
ences between the GLM and the Bayes model output. However, the change is only in the
amplitude and there is no big difference which would modify the signs of the regressors.
Change of sign happens only in the case of insignificant results. Therefore the “direction”
of odds remains unchanged. By looking at tables 11 and 12 and other moose’s tables
available in Appendix II - Tables for the spatial model using selected observations, we can
observe similar results and patterns as for the non-spatial models in previous subsection
5.1. The collar temperature shows again a small increase in occurrence of the moose near
33
Figure 6: Distribution of location and knots for moose ID 31166 with n = 5; 000 and
m = 500.
the water with a rising temperature. Still, this coefficient contributes just a small portion
to the total variability and for some of the moose it is not significant. The highest numbers
are associated with the class code of the vegetation type in group 1. This outcome was
again expected, since the group 1 represents the location in a water feature. Therefore, we
should be alert in the case of moose with ID 31172, since the estimates for Open Water are
 12:737 and  336:800 for the GLM and the Bayes model, respectively. In this situation
the estimates are both insignificant and were caused by the random selection of our n
observations, since a minimum of points with the class code 1 is included in the sample
for this particular moose. The other two vegetation type groups have again the odds ratio
lower than 1. Usually the odds are lower for the lower density forests (class code 4), but
34
we may also see the opposite result for the moose with ID 31172. Some of the moose
have very low, insignificant values, which are caused, again, by the random sampling from
all the observations. Tables 11 and 12 suggest that there is a higher appearance of the
moose near the water during the day, but this result is not significant. Also for the other
moose the estimated odds ratios are exactly opposite, similar to the case of the non-spatial
models. However, the coefficient for the time effect is rarely significant for the Bayesian
model, thus it is hard to derive any conclusion. We have the same difficulty with the
Date_NEW regression coefficient since in most cases the estimates for both the GLM and
the Bayes spatial model are insignificant. Still, by comparing all the results, it shows the
similar pattern; thus, we expect a lower occurrence of the Hydro “PRESENT” values for
the beginning of spring and late summer/start of fall.
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The spatial variance 2 shows the spatial structure in the non-spatial residuals. Higher
values indicate a greater spatial structure; hence, the need to include a spatial varying co-
efficient. In table 12, the spatial variance is equal to 6:109, which suggests that including
the spatial parameter could improve model fit. The 2 is significant in most of the cases
and ranges from  2:00 to  30:00. Furthermore, for example, the moose with ID 31179
has 2 = 501:816, which indicates a great spatial dependence, therefore including the spa-
tial varying coefficient should vigorously improve the model fit performance. We present
the observed and fitted values for the moose with ID 31166 in figure 7. In figure 8 and
9 we show the observed and fitted values for the GLM and the Bayes spatial model for
moose ID 31179, respectively. The spatial models are not calculated for all the available
locations, but we can still observe better fitting performance by comparison with figure 5
for moose ID 31179.
Figure 7: Observed vs. fitted values for Bayesian spatial model for moose ID 31166 with
n = 5; 000.
The effective spatial range  is another parameter that describes the strength of the
spatial component. A long spatial range suggests stronger and farther reaching spatial
dependence. If we want to convert the spatial range  into meters we use 3=, since
37
j ln 0:05j  3. Therefore, from table 12 we have  = 0:006; thus, the effective spatial range
is equal to 500m. The effective spatial range differs from  400m to  1000m. The long
spatial ranges suggests that the spatial random effect was capturing a substantial residual
spatial structure and the non-spatial models are not appropriate. Only moose 31178 and
31182 have much shorter values, which is connected with the very small amount of the
Hydro “PRESENT” values.
Figure 8: Observed vs. fitted values for Generalized linear model for moose ID 31179 with
n = 5; 000.
The Bayesian hierarchical model performance was assessed using the Deviance infor-
mation criterion (DIC). We compare the values of DIC with the non-spatial models AIC
38
Figure 9: Observed vs. fitted values for Bayesian spatial model for moose ID 31179 with
n = 5; 000.
and DIC. As was mentioned before in 4.3.3, for the non-spatial models AICDIC. We ver-
ify this relationship by running both the Generalized linear and the Bayesian non-spatial
model. Thus in table 13 we can compare the AIC of the Generalized linear model, the
DIC of the Bayesian non-spatial model and the DIC given by the Bayesian hierarchical
model with spatially varying coefficient. We can see that the AIC and the DIC of the
non-spatial models are very similar and the biggest difference is equal to 5:1 for ID 31182.
It is difficult to say what would constitute as a significant difference in DIC, since there is
no strict rule. Very roughly, differences of more than 10 might definitely rule out the model
with the higher DIC [14]. Thus we can see that there is no substantial difference between
39
the model fit performance for the GLM and the non-spatial Bayes model. However, we can
notice significant differences between the non-spatial models and the model with spatially
varying coefficient. The difference in the DIC is at least  100, with exception for 31178
and 31182. These two moose where mentioned before, because we did not see much of an
effect of the spatial component from the spatial variance and the spatial range. In both
cases, it is given by a small occurrence of the Hydro “PRESENT” in their data. For 31178
it could also be caused by the random sampling from all the observations. We can also
observe an opposite result for the moose with ID 31179, where the difference is 1048:5.
The data for 31179 showed a strong spatial dependence, therefore including the spatially
varying coefficient substantially improved the fitting performance. The same result we ex-
pected for ID 31170, but we were unable to derive any value for DIC. We ran the MCMC
chain twice for this moose, but we did not receive any better results. This error is probably
connected with the fact that during the posterior sampling process of MCMC for 2 in one
moment the graph shows a huge spike, which probably made it impossible to compute the
DIC. We also computed the same MSE statistics as in previous section 5.1. We omit the
ID: 31166 ID: 31168 ID: 31169 ID: 31170
GLM AIC 710.7 635.7 652.0 1332.3
non-spatial DIC 710.5 633.2 652.1 1333.4
spatial DIC 538.4 332.6 336.8 N/A
ID: 31172 ID: 31174 ID: 31178 ID: 31179
GLM AIC 584.0 277.7 215.6 1511.2
non-spatial DIC 582.1 276.0 213.4 1513.7
spatial DIC 391.1 189.1 197.3 465.2
ID: 31182 ID: 31184 All moose
GLM AIC 54.5 385.2 1071.0
non-spatial DIC 49.4 385.8 1071.0
spatial DIC 48.7 312.2 890.0
Table 13: Fit statistics.
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results in this paper; nevertheless, for all the moose we received better (lower) values from
the Bayes model with a spatially varying coefficient.
Finally, we derived results also for all the moose together. We decided to use a ran-
dom sample of approximately 8; 000 observations collected together from all 10 moose. We
would like the sample from each moose to be proportional to its total number of observa-
tions ni for i = 1; :::; 10. Therefore, we used formula (ni=N)  8; 000, where N = 213; 632 is
the total number of observations, to obtain amount of observations for each moose. This
gave us a random sample of 8; 004 observations. Table 14 shows the Generalized linear
model results. Table 15 then shows the results obtained by the Bayesian model with spa-
tially varying coefficient. Run time of the Bayesian model was 162:64 hours.
With the exceptions of variable Time Day/Night for both models and 08/01 - 10/31
for spatial model all estimates are significant. We notice the similar outcomes as we pre-
sented for the individual moose. Therefore, we can see slight increase for higher tempera-
ture and large impact of the location vegetation type. We did not obtain the same results
for other class code groups for both models. However, the spatial model suggests lower
odds of moose seeking the water source for a lower density forest, which was also our
previous observation based on individual moose and non-spatial model in 5.1. Covariate
Date_NEW again suggests the higher odds of positive outcome for summer months June
and July. If we look at the spatial variance 2 in table 15 it shows similar numbers as,
for example, moose with ID 31166 or 31184. The value 6:584 is definitely not that low to
show no spatial dependence. The lower value is given, as in the cases of individual moose,
by small amount of Hydro “PRESENT” values in the random sample. Nevertheless, the
amount is not that small and the model was still able to capture some of the residual
spatial structure. The effective spatial range 3= is equal to approximately 1; 500m, which
is the longest spatial range compare to the individual moose. This value was expected and
it could be possibly even higher given to the spread of all the location. The spatial range
was possibly capturing the spatial dependences for moose which were living close to each
other. The spatial model improved the model fitting performance by 181 points (table 13)
and also MSE for the binomial response improved from 0:0292 for GLM to 0:0148.
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6 Conclusion and Future Work
Starting with describing the data set, our goal was to derive some behavioral statistic
about the moose use of water in the Northern Minnesota. We prepared the collected data
such that we could use them to fit our models proposed later. We also added or modified
some currently present variables to be able to address specific points of interests such as an
effect of time of the day or a particular season. Our main goal was to utilize the Bayesian
hierarchical model with spatially varying coefficients to fit our data for the variable Hydro.
Hydro represents the locations where moose are in the water future mainly to cool down
themselves, walk and feed on aquatic plants. We described the Bayesian theorem and the
theory behind sampling from the posterior distribution. To be able to derive any samples
from the posterior distribution we also needed to describe the Monte Carlo Markov Chain
algorithm and R packages MCMCpack and spBayes we used to obtain these samples.
Next, we introduced the general framework of the Generalized Bayesian model and gave
explanations for all the parameters used in the model. We also presented the modification
with the predictive process we employed to lower computational burdens connected with
a large amount of different locations. Last but not least, we described three candidate
models: Generalized linear model, Non-spatial Bayesian model and Bayesian hierarchical
model with spatially varying coefficients.
Based on the results obtained from these models we were able to estimate the pa-
rameter values, significance and odds ratios. We then derived some information about the
moose behavior such as there is an evidence that with rising temperature the moose are
more likely be near water features. This is also highly associated with the vegetation type
where the moose is currently located. In the case of an effect of the time of the day we
expected a higher occurrence of the moose in the water feature during the day. However,
we could not seen this from our results. Rather, we saw the opposite effect on the moose
behavior. The seasonal effect gave us substantial evidence that the summer months such
as June and July have a positive effect on the outcome of Hydro. We could also see higher
odds for the moose to be seeking water for months at the end of the summer (July) and the
beginning of fall (September, October), rather than at the beginning of spring (April, May).
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In the case of overall fit performance we found a significant improvement if we use
the model with the spatial effect. With the exception of moose with ID 31178 and 31182
we found evidence of substantial spatial dependence among residuals and employing the
spatially varying coefficient boosted the model fit performance measured by the Deviance
Information Criterion (DIC) and the Mean Square Error (MSE).
In terms of the future work, it would definitely help to have a bigger computational
power so we could run the MCMC chains for all the available locations. Also we could
possibly run more than one chain for the same moose and obtain the fitted values from the
posterior sample of all of the chains. Another suggestion is that we could split the entire
area into a grid and reduce the number of locations to the number of centers of the grid
squares. However, this approach would probably reduce the spatial effect of the data and
based on the location distribution of some moose we could have a lot of empty squares
with no observation.
Another suggestion is that we could specify the spatial effect for the individual co-
variates. It would be possible to set up more candidate models based on which of the
covariates vary spatially and perform more comparisons to find out which covariates bring
us the significant difference and for which it is unnecessary to include a spatial effect. Also
we could then obtain the best model for each moose individually to receive the best model
fit performance.
Finally, we could obtain covariates for other locations in the study area or leave some
portion of the data as a validation sample and assess the model predictive performance.
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Appendices
Appendix I - Tables for the non-spatial models using all observa-
tions
Moose ID 31168
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -2.964 0.317 -9.338 <0.001 0.052 0.028 0.096
Collar Temperature -0.024 0.013 -1.820 0.069 0.976 0.952 1.002
Open Water 5.461 0.191 28.614 <0.001 235.359 161.908 342.129
Mixedwood Forest -0.436 0.184 -2.363 0.018 0.647 0.451 0.928
Low Density Forest -15.467 278.441 -0.056 0.956 0.000 0.000 N/A
Time Day/Night -0.915 0.160 -5.710 <0.001 0.401 0.293 0.548
04/15 - 05/31 -0.536 0.212 -2.530 0.011 0.585 0.386 0.886
08/01 - 10/31 -0.773 0.193 -4.012 <0.001 0.462 0.317 0.674
Table 16: Generalized linear model, Moose ID: 31168
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -2.983 0.316 -9.443 <0.001 0.051 0.027 0.094
Collar Temperature -0.023 0.013 -1.828 0.068 0.977 0.953 1.002
Open Water 5.495 0.196 28.105 <0.001 243.374 165.907 357.013
Mixedwood Forest -0.439 0.188 -2.332 0.020 0.644 0.446 0.932
Low Density Forest -326.167 204.967 -1.591 0.112 0.000 0.000 N/A
Time Day/Night -0.920 0.170 -5.407 <0.001 0.399 0.286 0.556
04/15 - 05/31 -0.531 0.192 -2.761 0.006 0.588 0.403 0.857
08/01 - 10/31 -0.775 0.182 -4.267 <0.001 0.461 0.323 0.658
Table 17: Bayesian Non-spatial model (MCMCpack), Moose ID: 31168
47
Moose ID 31169
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.034 0.181 -16.739 <0.001 0.048 0.034 0.069
Collar Temperature 0.044 0.008 5.294 <0.001 1.045 1.028 1.063
Open Water 1.383 0.209 6.618 <0.001 3.988 2.647 6.007
Mixedwood Forest -2.099 0.115 -18.190 <0.001 0.123 0.098 0.154
Low Density Forest -3.397 0.296 -11.472 <0.001 0.033 0.019 0.060
Time Day/Night -0.779 0.120 -6.500 <0.001 0.459 0.363 0.580
04/15 - 05/31 -0.625 0.167 -3.737 <0.001 0.535 0.386 0.743
08/01 - 10/31 -0.269 0.116 -2.313 0.021 0.764 0.608 0.960
Table 18: Generalized linear model, Moose ID: 31169
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.035 0.182 -16.676 <0.001 0.048 0.034 0.069
Collar Temperature 0.044 0.008 5.216 <0.001 1.045 1.028 1.062
Open Water 1.394 0.219 6.360 <0.001 4.032 2.624 6.195
Mixedwood Forest -2.100 0.119 -17.650 <0.001 0.122 0.097 0.155
Low Density Forest -3.434 0.305 -11.246 <0.001 0.032 0.018 0.059
Time Day/Night -0.771 0.118 -6.524 <0.001 0.463 0.367 0.583
04/15 - 05/31 -0.622 0.158 -3.931 <0.001 0.537 0.394 0.732
08/01 - 10/31 -0.271 0.116 -2.330 0.020 0.763 0.607 0.958
Table 19: Bayesian Non-spatial model (MCMCpack), Moose ID: 31169
Moose ID 31170
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -2.677 0.566 -4.728 <0.001 0.069 0.023 0.209
Collar Temperature 0.029 0.007 4.197 <0.001 1.030 1.016 1.044
Open Water 2.005 0.539 3.721 <0.001 7.425 2.583 21.343
Mixedwood Forest -1.775 0.554 -3.204 0.001 0.169 0.057 0.502
Low Density Forest -1.867 0.541 -3.451 0.001 0.155 0.054 0.446
Time Day/Night 0.395 0.100 3.948 <0.001 1.484 1.220 1.806
04/15 - 05/31 -1.447 0.228 -6.356 <0.001 0.235 0.150 0.367
08/01 - 10/31 -0.057 0.121 -0.467 0.640 0.945 0.745 1.198
Table 20: Generalized linear model, Moose ID: 31170
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Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -2.746 0.591 -4.644 <0.001 0.064 0.020 0.205
Collar Temperature 0.029 0.007 4.047 <0.001 1.029 1.015 1.044
Open Water 2.077 0.547 3.796 <0.001 7.981 2.731 23.320
Mixedwood Forest -1.709 0.578 -2.954 0.003 0.181 0.058 0.563
Low Density Forest -1.789 0.559 -3.201 0.001 0.167 0.056 0.500
Time Day/Night 0.394 0.098 3.998 <0.001 1.483 1.222 1.798
04/15 - 05/31 -1.445 0.218 -6.633 <0.001 0.236 0.154 0.361
08/01 - 10/31 -0.058 0.118 -0.492 0.622 0.943 0.748 1.190
Table 21: Bayesian Non-spatial model (MCMCpack), Moose ID: 31170
Moose ID 31172
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.003 0.277 -10.837 <0.001 0.050 0.029 0.085
Collar Temperature 0.052 0.013 4.032 <0.001 1.053 1.027 1.080
Open Water -13.249 387.969 -0.034 0.973 0.000 0.000 N/A
Mixedwood Forest -3.026 0.188 -16.106 <0.001 0.048 0.034 0.070
Low Density Forest -1.624 0.194 -8.356 <0.001 0.197 0.135 0.289
Time Day/Night -0.020 0.186 -0.105 0.916 0.981 0.681 1.412
04/15 - 05/31 -0.271 0.209 -1.299 0.194 0.763 0.507 1.148
08/01 - 10/31 -0.100 0.197 -0.509 0.611 0.905 0.615 1.331
Table 22: Generalized linear model, Moose ID: 31172
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.037 0.277 -10.984 <0.001 0.048 0.028 0.082
Collar Temperature 0.053 0.013 3.986 <0.001 1.054 1.027 1.082
Open Water -356.259 202.719 -1.757 0.079 0.000 0.000 N/A
Mixedwood Forest -3.033 0.198 -15.286 <0.001 0.048 0.033 0.071
Low Density Forest -1.622 0.201 -8.069 <0.001 0.198 0.133 0.293
Time Day/Night -0.033 0.188 -0.175 0.861 0.968 0.670 1.398
04/15 - 05/31 -0.269 0.196 -1.376 0.169 0.764 0.521 1.121
08/01 - 10/31 -0.106 0.186 -0.568 0.570 0.900 0.624 1.296
Table 23: Bayesian Non-spatial model (MCMCpack), Moose ID: 31172
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Moose ID 31174
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.569 0.322 -11.072 <0.001 0.028 0.015 0.053
Collar Temperature 0.041 0.015 2.788 0.005 1.042 1.012 1.072
Open Water 5.151 0.252 20.461 <0.001 172.564 105.358 282.639
Mixedwood Forest -2.840 0.221 -12.830 <0.001 0.058 0.038 0.090
Low Density Forest -4.722 1.006 -4.692 <0.001 0.009 0.001 0.064
Time Day/Night -0.890 0.189 -4.716 <0.001 0.411 0.284 0.594
04/15 - 05/31 -1.449 0.408 -3.550 <0.001 0.235 0.106 0.523
08/01 - 10/31 -0.571 0.186 -3.066 0.002 0.565 0.392 0.814
Table 24: Generalized linear model, Moose ID: 31174
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.613 0.336 -10.762 <0.001 0.027 0.014 0.052
Collar Temperature 0.042 0.015 2.742 0.006 1.043 1.012 1.074
Open Water 5.191 0.272 19.107 <0.001 179.630 105.471 305.932
Mixedwood Forest -2.842 0.227 -12.513 <0.001 0.058 0.037 0.091
Low Density Forest -5.322 1.491 -3.569 <0.001 0.005 0.000 0.091
Time Day/Night -0.886 0.187 -4.738 <0.001 0.412 0.286 0.595
04/15 - 05/31 -1.479 0.411 -3.595 <0.001 0.228 0.102 0.510
08/01 - 10/31 -0.564 0.186 -3.036 0.002 0.569 0.396 0.819
Table 25: Bayesian Non-spatial model (MCMCpack), Moose ID: 31174
Moose ID 31178
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.337 0.484 -8.959 <0.001 0.013 0.005 0.034
Collar Temperature -0.034 0.019 -1.801 0.072 0.966 0.931 1.003
Open Water 5.773 0.486 11.881 <0.001 321.475 124.039 833.178
Mixedwood Forest 0.174 0.274 0.635 0.525 1.190 0.695 2.038
Low Density Forest -2.720 0.743 -3.659 <0.001 0.066 0.015 0.283
Time Day/Night -0.946 0.247 -3.834 <0.001 0.388 0.240 0.630
04/15 - 05/31 -1.910 0.478 -3.999 <0.001 0.148 0.058 0.378
08/01 - 10/31 -0.183 0.275 -0.668 0.504 0.832 0.486 1.426
Table 26: Generalized linear model, Moose ID: 31178
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Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.302 0.508 -8.468 <0.001 0.014 0.005 0.037
Collar Temperature -0.037 0.020 -1.849 0.065 0.963 0.926 1.002
Open Water 5.838 0.469 12.440 <0.001 343.068 136.745 860.696
Mixedwood Forest 0.169 0.269 0.628 0.530 1.184 0.699 2.005
Low Density Forest -2.966 0.891 -3.328 0.001 0.052 0.009 0.296
Time Day/Night -0.943 0.236 -3.989 <0.001 0.389 0.245 0.619
04/15 - 05/31 -1.993 0.454 -4.386 <0.001 0.136 0.056 0.332
08/01 - 10/31 -0.214 0.283 -0.757 0.449 0.807 0.463 1.406
Table 27: Bayesian Non-spatial model (MCMCpack), Moose ID: 31178
Moose ID 31182
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -6.316 1.128 -5.602 <0.001 0.002 0.000 0.016
Collar Temperature 0.037 0.044 0.851 0.395 1.038 0.952 1.132
Open Water 5.389 1.090 4.944 <0.001 218.938 25.851 1854.238
Mixedwood Forest -17.563 965.339 -0.018 0.986 0.000 0.000 N/A
Low Density Forest -17.488 1694.905 -0.010 0.992 0.000 0.000 N/A
Time Day/Night -1.457 0.670 -2.176 0.030 0.233 0.063 0.866
04/15 - 05/31 0.197 0.990 0.199 0.842 1.218 0.175 8.469
08/01 - 10/31 0.541 0.814 0.665 0.506 1.718 0.348 8.468
Table 28: Generalized linear model, Moose ID: 31182
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -7.134 0.935 -7.630 <0.001 0.001 0.000 0.005
Collar Temperature 0.052 0.042 1.244 0.214 1.053 0.970 1.143
Open Water 6.165 1.250 4.933 <0.001 476.020 41.102 5513.011
Mixedwood Forest -374.853 195.637 -1.916 0.055 0.000 0.000 5365.182
Low Density Forest -312.230 177.134 -1.763 0.078 0.000 0.000 N/A
Time Day/Night -1.370 0.788 -1.739 0.082 0.254 0.054 1.190
04/15 - 05/31 0.669 0.919 0.728 0.466 1.953 0.322 11.830
08/01 - 10/31 0.886 0.846 1.046 0.295 2.424 0.461 12.738
Table 29: Bayesian Non-spatial model (MCMCpack), Moose ID: 31182
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Moose ID 31184
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.554 0.644 -7.076 <0.001 0.011 0.003 0.037
Collar Temperature 0.032 0.012 2.658 0.008 1.032 1.008 1.057
Open Water 5.261 0.606 8.681 <0.001 192.757 58.765 632.263
Mixedwood Forest -0.935 0.589 -1.587 0.112 0.393 0.124 1.245
Low Density Forest 0.570 0.623 0.914 0.360 1.768 0.521 5.994
Time Day/Night -0.150 0.165 -0.904 0.366 0.861 0.623 1.191
04/15 - 05/31 -2.180 0.395 -5.523 <0.001 0.113 0.052 0.245
08/01 - 10/31 -0.395 0.169 -2.333 0.020 0.674 0.483 0.939
Table 30: Generalized linear model, Moose ID: 31184
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.791 0.676 -7.086 <0.001 0.008 0.002 0.031
Collar Temperature 0.032 0.012 2.617 0.009 1.032 1.008 1.058
Open Water 5.509 0.626 8.794 <0.001 246.815 72.308 842.473
Mixedwood Forest -0.712 0.615 -1.158 0.247 0.491 0.147 1.637
Low Density Forest 0.803 0.644 1.248 0.212 2.232 0.632 7.881
Time Day/Night -0.155 0.161 -0.964 0.335 0.856 0.625 1.174
04/15 - 05/31 -2.228 0.390 -5.716 <0.001 0.108 0.050 0.231
08/01 - 10/31 -0.408 0.165 -2.470 0.014 0.665 0.481 0.919
Table 31: Bayesian Non-spatial model (MCMCpack), Moose ID: 31184
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Appendix II - Tables for the spatial model using selected observa-
tions
Moose ID 31168
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.118 0.549 -5.674 <0.001 0.044 0.015 0.130
Collar Temperature -0.004 0.022 -0.162 0.871 0.996 0.954 1.041
Open Water 5.582 0.328 17.005 <0.001 265.675 139.612 505.564
Mixedwood Forest -0.755 0.309 -2.448 0.014 0.470 0.257 0.860
Low Density Forest -15.678 470.733 -0.033 0.973 0.000 0.000 N/A
Time Day/Night -0.986 0.276 -3.572 <0.001 0.373 0.217 0.641
04/15 - 05/31 -0.299 0.367 -0.814 0.416 0.742 0.362 1.522
08/01 - 10/31 -0.801 0.336 -2.385 0.017 0.449 0.233 0.867
Table 32: Generalize linear model for moose ID 31168 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -5.308 1.163 -4.564 <0.001 0.005 0.001 0.048
Collar Temperature 0.019 0.037 0.509 0.610 1.019 0.948 1.096
Open Water 5.477 0.990 5.532 <0.001 239.128 34.351 1664.640
Mixedwood Forest -3.287 0.821 -4.002 <0.001 0.037 0.007 0.187
Low Density Forest -349.400 197.800 -1.766 0.077 0.000 0.000 N/A
Time Day/Night -1.162 0.464 -2.506 0.012 0.313 0.126 0.776
04/15 - 05/31 -1.978 0.902 -2.193 0.028 0.138 0.024 0.811
08/01 - 10/31 -1.645 0.692 -2.376 0.017 0.193 0.050 0.750
sigma.sq 25.640 8.794 2.916 0.004
phi 0.003 0.001 3.799 <0.001
Table 33: Bayesian model with spatial effect for moose ID 31168 with n = 5; 000.
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Moose ID 31169
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.147 0.447 -7.041 <0.001 0.043 0.018 0.103
Collar Temperature 0.066 0.021 3.092 0.002 1.068 1.024 1.114
Open Water 1.470 0.439 3.346 0.001 4.349 1.838 10.289
Mixedwood Forest -2.251 0.286 -7.867 <0.001 0.105 0.060 0.184
Low Density Forest -3.150 0.598 -5.264 <0.001 0.043 0.013 0.138
Time Day/Night -1.196 0.295 -4.059 <0.001 0.302 0.170 0.539
04/15 - 05/31 -0.877 0.436 -2.011 0.044 0.416 0.177 0.978
08/01 - 10/31 -0.334 0.273 -1.223 0.221 0.716 0.420 1.223
Table 34: Generalize linear model for moose ID 31169 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -9.042 1.556 -5.809 <0.001 0.000 0.000 0.003
Collar Temperature 0.051 0.031 1.635 0.102 1.052 0.990 1.118
Open Water 0.914 1.316 0.694 0.487 2.494 0.189 32.899
Mixedwood Forest -1.233 0.716 -1.723 0.085 0.291 0.072 1.185
Low Density Forest -1.764 1.568 -1.125 0.261 0.171 0.008 3.705
Time Day/Night -0.794 0.469 -1.692 0.091 0.452 0.180 1.134
04/15 - 05/31 -2.091 0.929 -2.251 0.024 0.124 0.020 0.763
08/01 - 10/31 0.058 0.586 0.099 0.921 1.060 0.336 3.345
sigma.sq 32.218 13.067 2.466 0.014
phi 0.007 0.002 3.403 0.001
Table 35: Bayesian model with spatial effect for moose ID 31169 with n = 5; 000.
Moose ID 31170
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -2.946 1.103 -2.671 0.008 0.053 0.006 0.457
Collar Temperature 0.028 0.012 2.303 0.021 1.028 1.004 1.053
Open Water 2.298 1.058 2.172 0.030 9.955 1.252 79.185
Mixedwood Forest -1.599 1.081 -1.479 0.139 0.202 0.024 1.682
Low Density Forest -1.708 1.061 -1.609 0.108 0.181 0.023 1.451
Time Day/Night 0.545 0.180 3.033 0.002 1.725 1.213 2.454
04/15 - 05/31 -1.331 0.369 -3.611 <0.001 0.264 0.128 0.544
08/01 - 10/31 -0.254 0.216 -1.176 0.240 0.776 0.509 1.184
Table 36: Generalize linear model for moose ID 31170 with n = 5; 000.
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Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -12.817 3.101 -4.133 <0.001 0.000 0.000 0.001
Collar Temperature 0.017 0.040 0.427 0.670 1.017 0.941 1.100
Open Water 2.706 1.860 1.455 0.146 14.973 0.391 573.371
Mixedwood Forest -6.136 3.949 -1.554 0.120 0.002 0.000 4.973
Low Density Forest -2.481 2.067 -1.201 0.230 0.084 0.001 4.803
Time Day/Night 0.884 0.506 1.749 0.080 2.422 0.899 6.524
04/15 - 05/31 -0.950 1.333 -0.713 0.476 0.387 0.028 5.274
08/01 - 10/31 1.311 0.956 1.372 0.170 3.711 0.570 24.150
sigma.sq 429.097 152.727 2.810 0.005
phi 0.004 0.001 3.078 0.002
Table 37: Bayesian model with spatial effect for moose ID 31170 with n = 5; 000.
Moose ID 31172
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.444 0.504 -6.837 <0.001 0.032 0.012 0.086
Collar Temperature 0.053 0.022 2.399 0.016 1.054 1.010 1.101
Open Water -12.737 548.207 -0.023 0.981 0.000 0.000 N/A
Mixedwood Forest -2.754 0.339 -8.136 <0.001 0.064 0.033 0.124
Low Density Forest -1.101 0.332 -3.314 0.001 0.333 0.173 0.638
Time Day/Night 0.244 0.339 0.721 0.471 1.277 0.657 2.479
04/15 - 05/31 -0.542 0.381 -1.423 0.155 0.582 0.276 1.227
08/01 - 10/31 -0.424 0.346 -1.226 0.220 0.654 0.332 1.289
Table 38: Generalize linear model for moose ID 31172 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -9.981 1.195 -8.352 <0.001 0.000 0.000 0.000
Collar Temperature 0.091 0.029 3.153 0.002 1.096 1.035 1.160
Open Water -336.800 201.500 -1.671 0.095 0.000 0.000 N/A
Mixedwood Forest -1.451 0.692 -2.098 0.036 0.234 0.060 0.909
Low Density Forest -1.431 0.893 -1.603 0.109 0.239 0.042 1.376
Time Day/Night 0.325 0.436 0.746 0.456 1.384 0.589 3.254
04/15 - 05/31 -0.613 0.827 -0.741 0.459 0.542 0.107 2.740
08/01 - 10/31 0.760 0.611 1.243 0.214 2.137 0.645 7.081
sigma.sq 23.720 6.428 3.690 <0.001
phi 0.004 0.001 3.479 0.001
Table 39: Bayesian model with spatial effect for moose ID 31172 with n = 5; 000.
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Moose ID 31174
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.075 0.797 -5.110 <0.001 0.017 0.004 0.081
Collar Temperature 0.066 0.037 1.792 0.073 1.068 0.994 1.148
Open Water 4.665 0.549 8.500 <0.001 106.196 36.218 311.387
Mixedwood Forest -2.888 0.556 -5.193 <0.001 0.056 0.019 0.166
Low Density Forest -17.200 733.543 -0.023 0.981 0.000 0.000 N/A
Time Day/Night -1.156 0.477 -2.425 0.015 0.315 0.124 0.801
04/15 - 05/31 -1.622 1.086 -1.494 0.135 0.197 0.024 1.659
08/01 - 10/31 -0.358 0.437 -0.819 0.413 0.699 0.297 1.646
Table 40: Generalize linear model for moose ID 31174 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -8.462 1.587 -5.332 <0.001 0.000 0.000 0.005
Collar Temperature 0.111 0.049 2.244 0.025 1.117 1.014 1.231
Open Water 7.019 1.407 4.989 <0.001 1117.668 70.904 17617.876
Mixedwood Forest -2.049 0.812 -2.523 0.012 0.129 0.026 0.633
Low Density Forest -346.900 195.600 -1.774 0.076 0.000 0.000 N/A
Time Day/Night -0.497 0.620 -0.802 0.423 0.608 0.180 2.051
04/15 - 05/31 -1.714 1.479 -1.159 0.247 0.180 0.010 3.270
08/01 - 10/31 -0.063 0.714 -0.088 0.930 0.939 0.232 3.805
sigma.sq 10.250 5.142 1.993 0.046
phi 0.007 0.005 1.452 0.147
Table 41: Bayesian model with spatial effect for moose ID 31174 with n = 5; 000.
Moose ID 31178
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.193 1.060 -3.957 <0.001 0.015 0.002 0.120
Collar Temperature 0.008 0.044 0.192 0.848 1.008 0.925 1.099
Open Water 5.322 1.258 4.231 <0.001 204.741 17.398 2409.461
Mixedwood Forest -0.576 0.565 -1.020 0.308 0.562 0.186 1.700
Low Density Forest -16.680 824.389 -0.020 0.984 0.000 0.000 N/A
Time Day/Night -1.306 0.590 -2.213 0.027 0.271 0.085 0.861
04/15 - 05/31 -1.914 1.135 -1.687 0.092 0.147 0.016 1.364
08/01 - 10/31 -0.294 0.614 -0.479 0.632 0.745 0.224 2.482
Table 42: Generalize linear model for moose ID 31178 with n = 5; 000.
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Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -5.573 2.000 -2.786 0.005 0.004 0.000 0.192
Collar Temperature 0.015 0.052 0.296 0.768 1.015 0.917 1.124
Open Water 6.875 2.515 2.733 0.006 967.475 6.992 133862.417
Mixedwood Forest -0.500 0.709 -0.706 0.480 0.606 0.151 2.433
Low Density Forest -348.072 198.707 -1.752 0.080 0.000 0.000 N/A
Time Day/Night -1.365 0.664 -2.055 0.040 0.255 0.069 0.939
04/15 - 05/31 -2.042 1.466 -1.394 0.163 0.130 0.007 2.294
08/01 - 10/31 0.063 0.861 0.073 0.942 1.065 0.197 5.761
sigma.sq 7.130 8.151 0.875 0.382
phi 0.716 0.952 0.751 0.453
Table 43: Bayesian model with spatial effect for moose ID 31178 with n = 5; 000.
Moose ID 31179
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept 0.327 0.588 0.556 0.578 1.386 0.438 4.390
Collar Temperature 0.026 0.013 2.028 0.043 1.026 1.001 1.053
Open Water -0.868 0.543 -1.598 0.110 0.420 0.145 1.217
Mixedwood Forest -3.626 0.553 -6.555 <0.001 0.027 0.009 0.079
Low Density Forest -4.546 0.553 -8.221 <0.001 0.011 0.004 0.031
Time Day/Night 0.022 0.161 0.139 0.889 1.023 0.746 1.402
04/15 - 05/31 -0.923 0.244 -3.780 <0.001 0.397 0.246 0.641
08/01 - 10/31 -0.913 0.180 -5.085 <0.001 0.401 0.282 0.571
Table 44: Generalize linear model for moose ID 31179 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -23.407 3.001 -7.800 <0.001 0.000 0.000 0.000
Collar Temperature 0.086 0.034 2.519 0.012 1.090 1.019 1.166
Open Water 2.273 3.335 0.682 0.495 9.712 0.014 6699.686
Mixedwood Forest -4.883 4.092 -1.193 0.233 0.008 0.000 23.040
Low Density Forest -1.826 3.327 -0.549 0.583 0.161 0.000 109.340
Time Day/Night -0.023 0.386 -0.059 0.953 0.978 0.459 2.083
04/15 - 05/31 1.522 1.740 0.875 0.382 4.582 0.151 138.729
08/01 - 10/31 0.584 0.625 0.933 0.351 1.793 0.526 6.108
sigma.sq 501.816 215.600 2.328 0.020
phi 0.003 0.001 3.859 <0.001
Table 45: Bayesian model with spatial effect for moose ID 31179 with n = 5; 000.
57
Moose ID 31182
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -8.222 2.646 -3.107 0.002 0.000 0.000 0.048
Collar Temperature 0.200 0.118 1.699 0.089 1.221 0.970 1.538
Open Water 5.624 2.063 2.726 0.006 276.967 4.858 15789.646
Mixedwood Forest -18.880 3884.999 -0.005 0.996 0.000 0.000 N/A
Low Density Forest -19.794 7307.065 -0.003 0.998 0.000 0.000 N/A
Time Day/Night -3.566 1.824 -1.955 0.051 0.028 0.001 1.010
04/15 - 05/31 -17.905 5251.840 -0.003 0.997 0.000 0.000 N/A
08/01 - 10/31 -1.187 1.319 -0.900 0.368 0.305 0.023 4.049
Table 46: Generalize linear model for moose ID 31182 with n = 5; 000.
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -8.841 2.570 -3.440 0.001 0.000 0.000 0.022
Collar Temperature 0.205 0.114 1.793 0.073 1.227 0.981 1.535
Open Water 6.175 2.330 2.650 0.008 480.679 4.996 46245.530
Mixedwood Forest -261.502 169.280 -1.545 0.122 0.000 0.000 N/A
Low Density Forest -265.338 171.413 -1.548 0.122 0.000 0.000 N/A
Time Day/Night -4.001 2.095 -1.910 0.056 0.018 0.000 1.111
04/15 - 05/31 -170.824 133.351 -1.281 0.200 0.000 0.000 N/A
08/01 - 10/31 -1.405 1.592 -0.882 0.378 0.245 0.011 5.563
sigma.sq 2.073 1.887 1.099 0.272
phi 1.414 0.903 1.565 0.118
Table 47: Bayesian model with spatial effect for moose ID 31182 with n = 5; 000.
Moose ID 31184
Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -3.727 0.987 -3.776 <0.001 0.024 0.003 0.167
Collar Temperature 0.065 0.028 2.299 0.021 1.067 1.010 1.127
Open Water 4.574 0.872 5.246 <0.001 96.947 17.551 535.505
Mixedwood Forest -2.017 0.760 -2.653 0.008 0.133 0.030 0.590
Low Density Forest -0.665 0.893 -0.745 0.456 0.514 0.089 2.957
Time Day/Night -0.612 0.393 -1.555 0.120 0.542 0.251 1.173
04/15 - 05/31 -2.600 1.094 -2.377 0.017 0.074 0.009 0.634
08/01 - 10/31 -0.552 0.387 -1.427 0.154 0.576 0.270 1.229
Table 48: Generalize linear model for moose ID 31184 with n = 5; 000.
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Estimate Std. Error z value Pr(>|z|) Odds ratio L 0.95 CI U 0.95 CI
Intercept -4.344 1.181 -3.678 <0.001 0.013 0.001 0.131
Collar Temperature 0.053 0.032 1.654 0.098 1.054 0.990 1.123
Open Water 4.387 1.236 3.550 <0.001 80.378 7.133 905.706
Mixedwood Forest -2.962 0.999 -2.964 0.003 0.052 0.007 0.367
Low Density Forest -1.755 1.203 -1.459 0.144 0.173 0.016 1.826
Time Day/Night -0.607 0.455 -1.334 0.182 0.545 0.223 1.330
04/15 - 05/31 -3.861 1.589 -2.430 0.015 0.021 0.001 0.474
08/01 - 10/31 -0.616 0.478 -1.289 0.197 0.540 0.212 1.378
sigma.sq 7.828 2.834 2.762 0.006
phi 0.008 0.003 3.059 0.002
Table 49: Bayesian model with spatial effect for moose ID 31184 with n = 5; 000.
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Appendix III - R code
1 #load data
2 setwd ( "C: / us e r s /mathgrad/Desktop/Matej/R" )
3 Data <  read . csv ( f i l e="C: / u s e r s /mathgrad/Desktop/Matej/data/
4 AlcesPaperData_c l e a r_new . csv " , header=TRUE, sep=" , " )
5
6 #prepar ing the data s e t
7 Data [ i s . na (Data ) ] <  0
8 Data <  Data [ complete . c a s e s (Data ) , ]
9
10 #e l im ina t i on o f low f r equency c l a s s code obs e rva t i on s
11 e l <  which (Data$CLASS_CODE==10 | Data$CLASS_CODE==11 | Data$CLASS_CODE==12)
12 i f ( l ength ( e l ) != 0) {
13 Data <  Data[  e l , ]
14 }
15
16 #make a sample
17 #s e l e c t moose by ID
18 Data <  subset (Data , Moose_ID==31168) #ava i l a b l e ID ’ s : 31166 , 31168 , 31169 ,
31172 , 31174 , 31178 , 31179 , 31182 , 31184
19
20 #Use a l l datapo int s
21 Data_f i t <  Data
22 n <  nrow (Data_f i t )
23
24 #random sample o f s i z e n
25 n <  5000
26 sample <  sample ( nrow (Data ) , n )
27 Data_f i t <  Data [ sample , ]
28
29 #f i r s t n obs e rva t i on s
30 n <  8000
31 Data_f i t <  Data [ ( 1 : n ) , ]
32
33 #cr ea t i n g matrix o f coo rd ina t e s
34 coords <  cbind (Data_f i t [ , "UTMx" ] , Data_f i t [ , "UTMy" ] )
35 colnames ( coords ) <  c ( "UTMx" , "UTMy" )
36
60
37 #computing knots based on K means and p lo t
38 par (mfrow=c (1 , 1 ) )
39 m <  f l o o r ( 0 . 1 n)
40 km. knots <  kmeans ( coords , m) $ c en t e r s
41 p lo t ( coords , pch=19, cex =0.5 , xlab="East ing (m) " , ylab="Northing (m) " )
42 po in t s (km. knots , pch=19, cex =0.5 , c o l=" red " )
43
44 #fa c t o r and r e f e r e n c e s
45 Data_f i t $CLASS_CODE_NEW <  f a c t o r (Data_f i t $CLASS_CODE_NEW)
46 Data_f i t <  with in (Data_f i t , CLASS_CODE_NEW <  r e l e v e l (CLASS_CODE_NEW, r e f =
2) )
47
48 Data_f i t $Date_NEW <  f a c t o r (Data_f i t $Date_NEW)
49 Data_f i t <  with in (Data_f i t , Date_NEW <  r e l e v e l (Date_NEW, r e f = 2) )
50
51 #GLM Analys i s   choos ing the c ova r i a t e s
52 formula <  as . formula (Hydro_pom ~ Co l l a r_Temp + CLASS_CODE_NEW + Time_NEW +
Date_NEW)
53 # #backward s e l e c t i o n
54 # f i t <  glm ( formula , fami ly="binomial " , data=Data_f i t )
55 # AIC <  s tep ( f i t , d i r e c t i o n = "backward " , t r a c e = 1)
56 # i f ( l ength (AIC$ c o e f f i c i e n t s ) !=8) {
57 # formula <  AIC$ formula
58 # }
59
60 #Co l l e c t samples f o r Beta
61 f i t <  glm ( formula , fami ly="binomial " , data=Data_f i t )
62 parameters <  colnames ( f i t $R)
63 summary( f i t )
64 beta . s t a r t i n g <  c o e f f i c i e n t s ( f i t )
65
66 #binom response f o r GLM
67 weights <  rep (1 , n ) #the number o f t r i a l s in each l o c a t i o n
68 p . hat <  as . matrix ( f i t $ f i t t e d . va lue s )
69 glm . binom <  apply (p . hat , 2 , f unc t i on (x ) {rbinom (n , s i z e=weights , prob=p . hat )
})
70
71
72
61
73 #trans fo rmat ion o f glm f i t
74 y . hat . glm . new <  matrix ( rep (0 , n) )
75 norm <  1/max( f i t $ f i t t e d . va lue s )
76 f o r ( i in 1 : n) {
77 y . hat . glm . new [ i ] <  f i t $ f i t t e d . va lue s [ i ] norm
78 }
79
80 #MSE f o r GLM
81 d i f f <  data . frame ( )
82 f o r ( i in 1 : n) {
83 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ] glm . binom [ i ] ) ^2
84 }
85 mse_glm . binom <  sum( d i f f ) /n
86
87 d i f f <  data . frame ( )
88 f o r ( i in 1 : n) {
89 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ]  f i t $ f i t t e d . va lue s [ i ] ) ^2
90 }
91 mse_glm <  sum( d i f f ) /n
92
93 d i f f <  data . frame ( )
94 f o r ( i in 1 : n) {
95 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ] y . hat . glm . new [ i ] ) ^2
96 }
97 mse_glm . new <  sum( d i f f ) /n
98
99 pr in t (mse_glm . binom)
100 pr in t (mse_glm )
101 pr in t (mse_glm . new)
102
103 ########################################################################
104 #Bayes non s p a t i a l r e g r e s s i o n model by MCMCpack package
105 l i b r a r y (MCMCpack)
106 i t e r a t i o n s <  100000
107 burnin <  i t e r a t i o n s  0 .75
108 mcmc <  i t e r a t i o n s burnin
109
110 MCMCpack_model <  MCMClogit ( formula , data = Data_f i t , burnin = burnin , mcmc
= mcmc, th in = 1 , verbose = 1 , beta . s t a r t = 0 , mubeta = 0 , Vbeta = In f )
62
111
112 summary(MCMCpack_model )
113 ########################################################################
114 l i b r a r y ( spBayes )
115
116 #Adaptive Metropo l i s parameters
117 n . batch <  3000
118 batch . l ength <  10
119 n . samples <  n . batchbatch . l ength
120 #burn in
121 burn . in <  f l o o r ( 0 . 75 n . samples )
122 sub . samps <  burn . in : n . samples
123
124 #Bayes non s p a t i a l r e g r e s i o n model by spBayes
125 weights <  rep (1 , n ) #the number o f t r i a l s in each l o c a t i o n
126 s t a r t i n g <  l i s t ( " beta "=c ( rep (0 , l ength ( parameters ) ) ) )#s t a r t i n g va lue s
127 p r i o r s <  l i s t ( " beta . Flat " ) #pr i o r d i s t r i b u t i o n
128
129 #MCMC
130 Hydro . nonspGLM <  spGLM( formula , f ami ly="binomial " , weights=weights , data=
Data_f i t , s t a r t i n g=s ta r t i ng , p r i o r s=pr i o r s , cov . model=" exponent i a l " ,
verbose=TRUE, n . r epo r t =10, amcmc=l i s t ( "n . batch"=n . batch , "batch . l ength "=
batch . length , " accept . r a t e "=0.30) )
131
132 pr in t ( summary(window(Hydro . nonspGLM$p . beta . samples , s t a r t=burn . in ) ) )
133
134 #######################################################################
135 #un iva r i a t e Bayesian s p a t i a l r e g r e s s i o n model by spBayes
136 weights <  rep (1 , n ) #the number o f t r i a l s in each l o c a t i o n
137 s t a r t i n g <  l i s t ( " beta "=beta . s t a r t i ng , " phi "=3/50 , " sigma . sq"=1, "w"=0)
138 p r i o r s <  l i s t ( " beta . Flat " , " phi . Unif "=c (0 . 00045 , 3) , " sigma . sq . IG"=c (2 , 2) )
139
140 #MCMC
141 Hydro .spGLM <  spGLM( formula , f ami ly="binomial " , weights=weights , coords=
coords , knots=km. knots , data=Data_f i t , s t a r t i n g=s ta r t i ng , p r i o r s=pr i o r s ,
cov . model=" exponent i a l " , verbose=TRUE, n . r epor t =10, amcmc=l i s t ( "n . batch"=
n . batch , "batch . l ength "=batch . length , " accept . r a t e "=0.30) )
142
143 pr in t ( summary(window(Hydro .spGLM$p . beta . theta . samples , s t a r t=burn . in ) ) )
63
144 #########################################################################
145 #run time
146 pr in t (Hydro .spGLM$run . time )
147
148 #Model f i t d i a gno s t i c s
149 pr in t ( spDiag (Hydro . spGLM, s t a r t = burn . in , th in = 1) )
150 #plo t (Hydro .spGLM$p . beta . theta . samples [ sub . samps , " sigma . sq " ] )
151
152 #obta in ing the samples f o r un i va r i a t e Bayesian s p a t i a l r e g r e s s i o n model
153 beta . hat <  Hydro .spGLM$p . beta . theta . samples [ sub . samps , parameters ]
154 w. hat <  Hydro .spGLM$p .w. samples [ , sub . samps ]
155 beta . hat . t ranspose <  t ( beta . hat )
156 p . hat <  1/(1+exp( (Hydro .spGLM$X%%beta . hat . t ranspose+w. hat ) ) )
157 p . hat .mean <  apply (p . hat , 1 , mean)
158 y . hat <  apply (p . hat , 2 , f unc t i on (x ) {rbinom (n , s i z e=weights , prob=p . hat .mean
) })
159 y . hat .mu <  apply (y . hat , 1 , mean)
160 y . hat . var <  apply (y . hat , 1 , var )
161
162 #y . hat . binom con s i s t i n g from 0 ’ s and 1 ’ s
163 sum <  0
164 y . hat . binom <  data . frame ( rep (0 , n) )
165 l <  n . samples burn . in+1
166 f o r ( i in 1 : n) {
167 sum <  0
168 sum <  sum(y . hat [ i , ] )
169 i f (sum > ( l  1)/ 2) {
170 y . hat . binom [ i , 1 ] <  1
171 }
172 }
173
174 #observed vs f i t t e d p l o t s
175 r e s o l u t i o n <  100
176 l i b r a r y (MBA)
177 l i b r a r y ( f i e l d s )
178 par (mfrow=c (1 , 2 ) )
179 s u r f_org <  mba . s u r f ( cbind ( coords , Data_f i t $Hydro_pom) , no .X=re s o l u t i on , no .Y
=re s o l u t i on , extend=TRUE)$xyz . e s t
180 image . p l o t ( s u r f_org , main="Hydro observed va lue s " )
64
181 #po in t s ( coords )
182
183 s u r f_f i t <  mba . s u r f ( cbind ( coords , y . hat . binom) , no .X=re s o l u t i on , no .Y=
re s o l u t i on , extend=TRUE)$xyz . e s t
184 image . p l o t ( s u r f_f i t , main="Hydro f i t t e d va lue s " )
185 #po in t s ( coords )
186
187 ##Contour p l o t s o f mean and var iance
188 par (mfrow=c (1 , 2 ) )
189 s u r f <  mba . s u r f ( cbind ( coords , y . hat .mu) , no .X=100 , no .Y=100 , extend=TRUE)$xyz
. e s t
190 image ( sur f , main=" In t e rpo l a t ed mean o f p o s t e r i o r r a t e \n( observed ra t e ) " )
191 contour ( sur f , add=TRUE)
192 #text ( coords , l a b e l=paste (" (" , Data_f i t $Hydro_pom, " ) " , sep="") )
193 s u r f <  mba . s u r f ( cbind ( coords , y . hat . var ) , no .X=100 , no .Y=100 , extend=TRUE)$
xyz . e s t
194 image ( sur f , main=" In t e rpo l a t ed var iance o f p o s t e r i o r ra t e \n( observed #
195 o f t r i a l s ) " )
196 contour ( sur f , add=TRUE)
197 #text ( coords , l a b e l=paste (" (" , weights , " ) " , sep="") )
198
199 #trans fo rmat ion o f mu
200 y . hat .mu. new <  matrix ( rep (0 , n) )
201 norm <  1/max(y . hat .mu)
202 f o r ( i in 1 : n) {
203 y . hat .mu. new [ i ] <  y . hat .mu[ i ] norm
204 }
205
206 #MSE f o r Bayes
207 d i f f <  data . frame ( )
208 f o r ( i in 1 : n) {
209 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ] y . hat . binom [ i , 1 ] ) ^2
210 }
211 mse_binom <  sum( d i f f ) /n
212
213 d i f f <  data . frame ( )
214 f o r ( i in 1 : n) {
215 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ] y . hat .mu[ i ] ) ^2
216 }
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217 mse_mu <  sum( d i f f ) /n
218
219 d i f f <  data . frame ( )
220 f o r ( i in 1 : n) {
221 d i f f [ i , 1 ] <  (Data_f i t $Hydro_pom[ i ] y . hat .mu. new [ i ] ) ^2
222 }
223 mse_mu. new <  sum( d i f f ) /n
224
225 pr in t (mse_binom)
226 pr in t (mse_mu)
227 pr in t (mse_mu. new)
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