The rate of traumatic brain injury (TBI) in service members with wartime injuries has risen rapidly in recent years, and complex, variable links have emerged between TBI and long-term neurological disorders. The multifactorial nature of TBI secondary cellular response has confounded attempts to find cellular biomarkers for its diagnosis and prognosis or for guiding therapy for brain injury. One possibility is to apply emerging systems biology strategies to holistically probe and analyze the complex interweaving molecular pathways and networks that mediate the secondary cellular response through computational models that integrate these diverse data sets. Here, we review available systems biology strategies, databases, and tools. In addition, we describe opportunities for applying this methodology to existing TBI data sets to identify new biomarker candidates and gain insights about the underlying molecular mechanisms of TBI response. As an exemplar, we apply network and pathway analysis to a manually compiled list of 32 protein biomarker candidates from the literature, recover known TBI-related mechanisms, and generate hypothetical new biomarker candidates.
Introduction

T
he clinical significance and long-term effects of traumatic brain injury (TBI) have garnered great attention in recent years, 1, 2 partly as a result of a rapidly increasing population of U.S. warfighters suffering injuries to the head. The overall rate of TBI in service members nearly tripled from 2000 to 2010, driven by a 400% increase in cases of mild TBI (mTBI). 3 In fact, some degree of TBI has been diagnosed in 16% of wounded warfighters returning from Iraq. 4 This widespread, increasing prevalence of brain injuries is of great concern, especially in light of recent evidence that TBI may lead to serious long-term neurological deficits and disease. 1 Traumatic brain injuries can be classified by severity as mild, moderate, or severe, each of which poses unique medical challenges. mTBI is the most prevalent, representing 77% of military TBI cases in 2011. 3 However, mild cases are frequently undiagnosed because they escape detection by brain imaging, can be overlooked because of more-immediate medical concerns, and can have delayed presentation of symptoms. 5 Moderate and severe cases of TBI are less common and relatively easier to detect, but prognosis of short-term secondary complications or long-term disease progression remains a challenge. Early detection and treatment of TBI may improve outcome 6, 7 and help reduce long-term cognitive deficits and occurrence of related neurological diseases. successful examples of molecular biomarkers that are currently the clinical standard for diagnostic screening in several diseases, for example, in myocardial infarction 9 and certain cancers, 10 and the search for novel molecular biomarkers continues to be a major research thrust in many biomedical fields. Most new biomarkers proposed in the literature never reach the clinic, however, often because of a lack of reproducibility. In a meta-analysis of highly cited articles announcing new biomarker candidates for a variety of diseases, it was shown that follow-up experiments with greater statistical power generally fail to reproduce the same effect size as the original studies. 11 TBI has not been entirely immune from such criticism. To date, many candidate molecular biomarkers of TBI have been identified and some are being further investigated in ongoing clinical studies, but none are in clinical use in the United States. 2 An ideal biomarker would always be present in biofluids in cases of TBI (sensitivity), would never be present in its absence (specificity), and would provide prognostic information on secondary complications that are important factors of clinical outcome. This would include severity level, ischemic versus traumatic nature of injury, intracranial pressure levels, and status of the blood-brain barrier. Though some candidate biomarkers can predict clinical outcome with either high sensitivity or high specificity in severe TBI (sTBI), the challenge is to be able to display both in a clinical evaluation. S100B is a case in point. S100B has been one of the most extensively studied biomarkers, 12 which, though not approved in the United States, is currently being used in Europe as a screening tool because of its high sensitivity. 13 However, S100B is not unique to the nervous system because it can rise in response to other traumas in the absence of brain injury. [14] [15] [16] Because of its low specificity for brain injury, its diagnostic value for military-relevant TBI (where polytrauma is likely) is constrained, and in civilian TBI its value as a clinical diagnostic tool is limited to its high sensitivity for computed tomography (CT)-positive injuries. 13, 17, 18 As another example, postinjury cerebral spinal fluid levels of the protein Tau (official gene symbol, MAPT) have been shown to predict clinical outcome and intracranial pressure for sTBI with high sensitivity and specificity, 19, 20 but have large standard deviations 19 and show no significant changes during mTBI. 21 However, significant progress has been made toward identifying TBI biomarkers and developing antibodies (Abs) and assays with the required sensitivity to yield clinically meaningful, FDAacceptable guidelines. More recently, the results of several clinical studies in mild-to-severe TBI patients have emerged in support of previous preclinical research efforts, 22, 23 including the glial marker, GFAP (glial fibrillary acidic protein), and the neuronal marker, UCHL1 (ubiquitin carboxy-terminal hydrolase L1). GFAP is a monomeric intermediate filament protein that is mainly expressed by astrocytes in the central nervous system (CNS). Though an early study showed high sensitivity (85%), but only moderate specificity ( < 60%), for serum GFAP in predicting the outcome of sTBI patients, 24 more-recent studies observed significantly higher specificity (93%) and sensitivity (71%). 12, 25 In addition, another recent study showed strong association between levels of serum GFAP breakdown products and CT-detectable lesions for mild and moderate TBI, 26 suggesting that GFAP could also serve as a potential marker for less-severe brain injury. Unlike GFAP, which is highly abundant in glial cells, UCHL1 is highly abundant in neuronal cells and is involved in enzymatic ubiquitination and deubiquitination processes of metabolic pathways. Recent clinical studies have shown that, for sTBI, the concentration of UCHL1 is significantly elevated in both cerebrospinal fluid and serum [27] [28] [29] and that the use of UCHL1 serum level as a predictor of in-hospital mortality of patients with sTBI yields a 96% specificity and a 52% sensitivity. Although these biomarker candidates have been heavily studied, much remains unknown about how changes in their expression levels relate to mechanisms of injury and clinical outcome. Molecular-level responses to injury are linked to clinical outcomes through poorly understood cascades of interacting pathways, and thus one-to-one relationships between genes and TBI phenotypes are unlikely. Therefore, the current thinking is that there may not be an ideal single biomarker, but rather that a panel or signature of markers may provide more-accurate information about injury status and clinical outcome. 2, 8, 30 Along these lines, Mondello and colleagues recently investigated the use of the ratio between GFAP and UCHL1 as a differential indicator of TBI. 31 However, given the high dimensionality of the search space for biomarker discovery, the identification of ideal combinations of multiple biomarkers requires a systematic, systems-level approach that is inherently capable of discovering multidimensional signatures from complex molecular interactions.
The complex, system-wide consequences of TBI hinders biomarker discovery TBI is composed of ''primary'' and ''secondary'' injury components, but it is the multi-cellular, heterogeneous nature of the secondary injury that makes predicting outcomes and designing therapies for TBI exceedingly difficult. 32 The primary insult can be focal damage, resulting from contact injury, or diffuse axonal damage. 1, 33 The tissue then undergoes secondary injury, a complex series of biochemical events to mediate cell damage evolving over hours to weeks after the initial trauma. These secondary events are often more damaging and can lead to tissue-level pathologies, such as ischemia, apoptosis cascades, increased intracranial pressure, and inflammation. 34 Tissue-level secondary injuries emerge from imbalances at the neuron level. Early stages of injury lead to altered cellular metabolism and ''ischemia-like'' activity of the anaerobic glycolysis pathway. 33 The resulting adenosine triphospahte imbalance causes energydependent ion pumps to fail, depolarizing the neural membrane and causing an influx of calcium and sodium, release of neurotransmitters (i.e., excitotoxicity), and initiation of catabolic processes. This early disruption of metabolic pathways triggers the release of reactive oxygen species, activating apoptotic death pathways. 33 Inflammation is also a prominent feature of TBI, 33 adding a multi-cellular layer of complexity to the mechanisms of secondary injury.
The phenotypic effects of secondary brain injury emerge through a currently intractable, not well-understood multi-cellular system involving hundreds of interacting molecular components. Conversely, traditional research approaches require some tractable conceptual model of the system of interest to transform observations into hypotheses. As a result, it is difficult to generate hypotheses for TBI biomarker candidates from these large, complex systems. Systems biology helps distill unmanageably complex biological phenomena into experimentally testable hypotheses using computational methods 35 and may overcome limitations in current approaches for biomarker discovery.
Current methods for discovering TBI biomarkers
Noorbakhsh and colleagues categorize current methods for biomarker discovery into two main approaches: ''top-down'' and ''bottom-up'' methods. 36 The most commonly used method for discovering new molecular biomarkers has been by the top-down method, in which conceptual models of disease mechanisms and observed biological interactions are mentally combined to construct new hypotheses. Hypothetical markers are then tested by applying molecular biology methods to model organisms or clinical samples. This approach can lead to experimental bias, favoring the further study of already well-known systems, and can overlook the involvement of important biological mechanisms outside the realm of current knowledge. The method is also ''low throughput,'' in that only a few hypotheses can be tested at a time, by time-consuming methods. Most of the biomarker candidates listed in Table 1 were discovered using such a top-down method.
In contrast, the bottom-up method 36 is unbiased, using highthroughput omics technologies to attempt to quantify all biomolecules of a given type within a cell or tissue. Generally, the top differentially expressed biomolecules discovered in a highthroughput data set are proposed as biomarker candidates. This approach, however, usually results in overwhelmingly large lists of candidate genes or proteins, which makes interpretation and hypothesis generation difficult. The maturation and widespread use of these technologies, which can include complementary DNA (cDNA) or oligonucleotide microarrays, proteomics, and metabolomics, has resulted in many such bottom-up studies. The sole example from our biomarker candidate list in Table 1 identified by such a bottom-up method, EMAPII, emerged from proteomics in injured rat brain tissue 37 and was later validated in cerebral spinal fluid and plasma. 38 Both top-down and bottom-up methods have inherent limitations. Top-down methods are inefficient for exploring the thousands of biomolecules potentially available as biomarkers. Additionally, these methods rely heavily on sparse existing knowledge and the limited ability of researchers to form accurate mental models of large biological networks. Bottom-up methods are noisy and result in an intractably large list of molecular candidates for follow-up. Further, such a method provides few explicit links to the underlying mechanism of action, whereas an ideal biomarker should directly relate to injury or disease progression. However, both methods provide essential biological information that should be combined in a more global, systems-level approach to biomarker discovery.
Opportunities for Systems Biology in TBI Biomarker Discovery
Systems biology is a natural approach to investigate such complex molecular and cellular interactions. It allows for a holistic, systematic, and unbiased analysis of integrated experimentspecific, high-throughput genomics and proteomics data with canonical biological networks. 35 It integrates top-down knowledge of molecular mechanisms and processes embedded in the biological networks with bottom-up data generated by high-throughput techniques, facilitating the generation of novel hypotheses. Ultimately, systems biology should be used to generate a testable hypothesis that can be experimentally validated. 39 In a systems biology approach, hypotheses are generated by the construction and analysis of genome-scale, data-driven models of biomolecules and their interactions. To this end, biological systems are abstracted as networks represented by ''nodes'' (biomolecules) and ''links'' (biochemical interactions). Nodes in a network model generally represent genes or gene products, although they can also represent metabolites, 40 drugs, 41 and diseases. 42 Nodes can be 1104 FEALA ET AL.
assigned values specific to a biological condition, using bottom-up concentration measurements or top-down knowledge about a gene. For example, node values can represent the concentration of a gene's products, phenotypes induced by its perturbation, or mutation of its sequence. 43 Links can represent measurements of physical interaction, computationally predicted binding, phenotypic relationships, or other connections between nodes. [43] [44] [45] Thus, using molecular networks as a scaffold and overlaying data on the nodes, top-down and bottom-up data can be integrated into a unified structure, 46 bridging existing knowledge and discovery-based assays. Once data are converted to a network, algorithms from mathematics and physics, such as graph theory, systems science, and statistical mechanics, can be applied to extract network-level insights.
One possibility to exploit the promises of a systems approach is to integrate TBI high-throughput molecular data with two types of complementary biological networks, canonical pathways and protein-protein interaction (PPI) maps, with the goal of identifying TBI-specific pathways and protein interaction modules, respectively, that emerge within the context of the specific omics data. For example, a TBI gene expression data set can be integrated with pathways and PPI networks to add biological context, suggest new interrelationships, and hypothesize novel biomarkers ( Fig. 1) . Importantly, many genes may be unmeasured or nonsignificant in the original gene expression data set, but their significance may emerge within the context of the network connectivity information.
Available high-throughput data sets for TBI
Several high-throughput data sets are publicly available for constructing data-driven systems biology models of TBI. The most applicable and widely available high-throughput data for this purpose are gene microarrays and proteomics. Microarrays measure expression levels of messenger RNA (mRNA) for thousands of predefined genes within a target genome, whereas proteomics attempts to identify and quantify all of the proteins expressed within a cell. Because protein abundance does not always correlate well with mRNA levels, 47 protein expression profiles cannot simply be inferred from microarray data and must be measured independently. In a microarray experiment, RNA from a biological sample is labeled with fluorescent tags and then hybridized to a microscale grid of nucleotide (nt) sequences corresponding to target genes. This grid is then imaged to quantify mRNA levels for all genes simultaneously. The ubiquitous use of this technology over the last decade led to the establishment of public repositories for microarray data, including the widely used Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo) and ArrayExpress (http:// www.ebi.ac.uk/arrayexpress). Table 2 compiles large-scale microarray studies from animal models of TBI gathered from these repositories, with their respective accession numbers. [48] [49] [50] [51] [52] [53] [54] [55] [56] Most of these TBI microarray studies used oligonucleotide platforms, such as Affymetrix (six studies) or Agilent (two studies), in which multiple short nt sequences matching a portion of each target gene are chemically bound to a surface, whereas two studies use cDNA platforms, in which a single cDNA sequence for the entire gene is spotted to a glass slide. Oligonucleotide platforms are more common, have standardized data-processing pipelines, 57 and are more reproducible than cDNA microarrays. 58 The majority of the studies in Table 2 consist of microarray data of different rodent models of TBI, which measure mRNA expression levels in control and injury conditions for thousands of genes. Five in vitro studies measured gene expression from primary rodent cortical or hippocampal neurons, after either stretching or transecting the axons. In vivo microarray studies generally used either fluid percussion injury (FPI), in which injury is produced by the impact of a pendulum onto a fluid reservoir, or controlled cortical impact (CCI), in which a rigid, computer-controlled, pneumatically driven impactor strikes the dural surface. 59, 60 The studies of Natale and colleagues 53 and Babikian and colleagues 54 have provided rich microarray data sets covering different animals (mouse and rat), models of TBI (FPI and CCI), severity levels (moderate to severe), and brain tissues (cortex and hippocampus) collected at distinct time points. Natale and colleagues, using an FPI rat model and a CCI mouse model, identified 82 genes differentially expressed in FIG. 1. Schematic representation of a systems biology approach to TBI. Pathways and protein interaction networks act as a scaffold to integrate heterogeneous information from high-throughput molecular data sets, distilling the complex molecular TBI response into testable hypotheses. PPI, protein-protein interaction; TBI, traumatic brain injury. both rat and mouse in at least one time point, whereas Babikian and colleagues, using an FPI rat model, discovered 269 unique genes up-or down-regulated in at least one of the experimental conditions (brain tissues, time after injury, and severity). Each of these studies provides lists of statistically significant genes and results from functional annotations of these lists of genes [i.e., enrichment analysis of Gene Ontology (GO) terms]; however, both remain otherwise unexplored by more-sophisticated, emerging systems biology techniques. Proteomics data sets exist for TBI, but are much less common. Because proteins have more structural and chemical heterogeneity than mRNA, proteomics technologies have been slower to develop and require more specialized expertise. However, many labs in academia and industry have acquired these capabilities in two main areas: protein mixture separation and protein identification and quantification. These two areas are usually applied in tandem in proteomics studies. The techniques for protein mixture separation include gel electrophoresis and liquid chromatography (LC). Gel electrophoresis, such as sodium dodecyl sulfate/polyacrylamide gel electrophoresis (SDS-PAGE) and two-dimensional gel electrophoresis (2DGE), separates proteins by mass and charge using electrical and pH gradients in a gel. The LC technique separates proteins according to their differential moving speeds in a flowing liquid (mobile phase) while passing through solid materials (stationary phase). The techniques for protein identification/quantification include immunoblotting and tandem mass spectrometry (MS/MS). The immunoblotting technique identifies proteins through the binding of protein-specific Abs and the subsequent radioactive, or fluorescent, detection of these Abs by linked reporter enzymes. The MS/MS technique identifies proteins by determining the mass-to-charge ratios of proteins (or fragmented peptides) and the subsequent matching of these ratios to a mass spectra database of known proteins (or peptides). 61 MS/MS can determine protein abundance in one sample or abundance changes between two samples, such as TBI and control samples. This can be achieved by various labeling techniques, such as isotope-coded affinity tag (ICAT) and isobaric tagging for relative and absolute quantification (iTRAQ).
A variety of combinations of the above-mentioned techniques have been used in the discovery of TBI biomarker candidates. For example, Jenkins and colleagues used 2DGE of young mice after CCI, staining with an Ab for protein kinase B (PKB) substrates, to identify 120 PKB substrate proteins that changed more than 5-fold after TBI. 62 Yao and colleagues used SDS-PAGE with a panel of 998 Abs, followed by Western blot analysis, to discover 18 proteins differentially expressed in a rat model of penetrating TBI. 37 Kobeissy and colleagues used a workflow combining cation/anion chromatography, SDS-PAGE, and LC-MS/MS to identify 59 proteins with changes in abundance in a mouse model of TBI. 63 In addition, Haqqani and associates used ICAT-MS/MS to identify 95 proteins differentially expressed in serum of patients with sTBI, 64 and Crawford and associates identified 35 proteins that are significantly related to TBI, using combinations of iTRAQ and LC-MS/ MS in transgenic mice. 65 Although early proteomic studies were limited to the identification of a small number of differentially expressed proteins, technological advances have significantly increased this number. For example, recently, Cortes and colleagues identified 484 differentially expressed proteins in rat brain tissue using a CCI model. 66 As evident in these studies involving bottom-up methods for biomarker discovery, microarray and proteomics experiments often identify hundreds of genes and proteins, which would be impossible to study one by one, especially when considering multiple time points or conditions. With the rapid improvement and increased availability of these and other genome-scale technologies, the major bottleneck is therefore in the analysis, rather than collection, of molecular data. The integration of such high-throughput data with biological pathways and networks provides a mechanism to further interpret and screen these large gene lists through contextual ''biological filters.'' 
Pathways
Well-studied canonical pathways provide ''wiring diagrams'' describing how gene products and other biomolecules (e.g., lipids or metabolites) interact, relate, and regulate each other to perform biological functions. Canonical pathway diagrams are often used as a knowledge base to help design experiments and derive conclusions.
Pathways are often manually curated from the literature into large online compendia (see Table 3 for a list), which can be exploited to link disease-or injury-specific differentially expressed genes to biological processes and identify pathways associated with the studied disease or injury condition. The most commonly used pathway database is the Kyoto Encyclopedia of Genes and Genomes (KEGG), 67 which provides dynamic, hyperlinked maps connecting genes, biochemical reactions, and small molecules in 414 pathways from four categories: metabolism; cell signaling; disease mechanisms; and chemical compound synthesis. Reactome 68 is a cross-referenced pathway database similar in scope to KEGG, but with fewer organisms and a larger number of pathways. Unlike KEGG, each reaction in Reactome is annotated with GO terms, text descriptions, PubMed cross-references, and author information. The Molecular Signatures Database (MSigDB) 69 is a curated database of annotated gene sets, but does not provide wiring diagrams for each set. MSigDB is divided into five collections: (1) 326 gene sets from the same chromosome or cytogenetic band; (2) 3272 pathways compiled by experts from publications; (3) 836 gene sets thought to be targeted by a shared transcription factor or microRNA; (4) 881 gene sets gathered by mining cancerrelated expression data; and (5) 1454 genes with shared functional annotations. WikiPathways 70 is an effort to extend the crowdsourcing approach of Wikipedia to construct consensus biological pathways, thus far resulting in 1668 pathways containing over 9500 edits submitted by users. Additionally, some companies have compiled large, proprietary pathway databases for which licenses are available for purchase, including Ingenuity Pathway Analysis (IPA), Ariadne Pathway Studio, and GeneGo Metacore.
One approach to integrate gene expression data with canonical pathways and identify significant pathways associated with the condition represented in the expression data is to perform statistical tests. 71 Such tests assess whether the number of differentially expressed genes in a pathway is significantly higher than what would be expected by chance. The development of statistical methods for automated pathway analysis is a rich area of research and there are several competing algorithms 71, 72 and publicly available tools (Table 3 ). In the simplest form of pathway analysis, pathways from a selected database are tested for associations with a list of differentially expressed genes to identify pathways whose genes are represented in the list at a higher rate than expected by chance. Such statistical analysis invariably involves some variant of the Fisher's exact test (also called the ''hypergeometric test'' because of the use of the hypergeometric distribution). An example of such an application from Table 3 is the commonly used DAVID Web tool, 73 which calculates adjusted hypergeometric p values for both KEGG and Reactome pathways, given a gene list of interest. However, results from the hypergeometric test depend considerably on the subset of genes selected as significant (i.e., differentially expressed). Gene Set Enrichment Analysis (GSEA) addresses this problem by using expression values from an entire high-throughput experiment, without the need to select a subset of differentially expressed genes. 69, 74 The MSigDB collection of gene sets was originally constructed for use with the GSEA algorithm, and the MSigDB Web site in Table 3 allows users to run GSEA on uploaded data. One drawback to GSEA and the hypergeometric test is that these methods treat pathways as unordered collections of genes and neither capitalizes on the topology, or connectivity patterns, among genes or proteins in a pathway. To address this limitation, algorithms such as signaling pathway impact analysis 75 and our group's PathNet 76 use the connectivity information of a pathway to determine its significance within the context of microarray data. In validation experiments using Alzheimer's disease (AD) microarray data sets, PathNet achieved better performance than non-topologybased algorithms. 76 A few examples of pathway analysis have been performed for high-throughput data sets of TBI. Shojo and colleagues applied GSEA to microarray data from several time points after FPI in rats. 49 Their pathway analysis revealed time-dependent patterns in expression response of five pathways from the apoptosis and inflammatory systems, suggesting a causal temporal relationship between the two systems during the acute phase of TBI ( < 6 h), which faded after 48 h. They also integrated these pathways to propose the following systems-level hypothesis: an immediate inflammatory response by macrophages, triggered by the cytokines, interleukin (IL)-1a, IL-1b, and tumor necrosis factor, and mediated by inflammatory nuclear factor kappa B and mitogen-activated protein kinase signaling, induces an apoptosis program in neurons. Independently, Kobeissy and colleagues applied Pathway Studio to their TBI proteomics data set described above, reaffirming the involvement of inflammatory and survival signaling pathways. 77 In addition, their analysis identified novel pathways, especially synaptic plasticity, for further study for their association with TBI. Recently, Mondello and colleagues analyzed the function of proteins in their corresponding pathways to down-select TBI biomarkers from a list of potential candidates. 23 Pathway analysis has also been applied to high-throughput studies of AD and its potential links to TBI. Chen and associates 78 used pathway analysis to reduce false positives in selecting biomarker candidates from a genomic data set of peripheral blood leukocytes from Alzheimer's patients. They used reversetranscription polymerase chain reaction to validate expression of genes appearing in enriched pathways, resulting in 13 of 18 genes successfully validated in vivo. Crawford and colleagues 79 used IPA to examine networks involved in genomic response to TBI in rats with and without overexpression of the AD-related b-amyloid peptide. They concluded (similarly to Shojo and colleagues 49 above) that the AD rat model showed exacerbated immune response and cell death pathways after TBI.
Although pathway analysis is widely used in systems biology research, it has some limitations. One limitation of pathway diagrams is that they are constructed manually by experts to reflect consensus opinions. Accordingly, they are biased toward wellstudied genes and interactions and are therefore inherently unable to discover novel biological mechanisms. Further, because pathway databases can only contain existing knowledge, they necessarily exclude any genes with unknown function, limiting their range of applicability. For example, although KEGG and Reactome are two of the largest, most widely used and freely available pathway databases, they contain only 5633 and 4437, respectively, of the nearly 20,000 human genes. Thus, in a whole-genome microarray experiment, only a fraction of genes can be investigated in pathway analysis. Another limitation of pathways is that they share a considerable number of genes. For example, of 130 nonmetabolic pathways from KEGG, 88 have only 20% or fewer genes unique to a pathway, and all pathways share at least one gene with another 1108 FEALA ET AL.
pathway. 76 This ''promiscuity'' of genes across pathways may lead to false-positive pathway inferences when, by chance, a pathway happens to share many of its genes with the pathways that are truly active.
PPI networks
Recently developed high-throughput methods that capture protein-binding events have enabled researchers to systematically establish PPI maps for a large number of species. In contrast to the manually curated pathway databases, PPIs are now being detected through whole-genome, high-throughput experimental assays. Therefore, they cover a much broader range of proteins and can reveal novel biological mechanisms of action characterized by the underlying PPI network, where network nodes represent proteins and a link between two nodes indicates a PPI. The two most commonly used experimental assays to identify PPIs are (1) yeast two-hybrid (Y2H), which measures binary pairwise interactions in a yeast model, and (2) affinity purification followed by mass spectroscopy (AP/MS), which identifies protein complexes that associate with a bait protein in the biological system of interest. 44 In Y2H interactome mapping, two candidate proteins (''bait'' and ''prey'') are fused to separate domains of a yeast transcription factor and expressed in yeast cells. 80 When the bait and prey interact, the transcription factor becomes functional and a reporter gene is expressed. This process has been automated for genomescale throughput, resulting in large-scale interactome maps for yeast. 81, 82 Importantly, proteins from other organisms can also be cloned into Y2H constructs, and they have been used to construct large-scale PPI maps for humans. 83, 84 However, only a fraction of the estimated 100,000-130,000 human PPIs are thought to have been mapped by Y2H thus far. 85 In contrast, in AP/MS, the bait protein is tagged with a sequence recognizable by an Ab, expressed in the cell of interest, and isolated by a set of affinity purification steps. 86 Isolated complexes are then passed to a proteomics analysis pipeline (e.g., the LC-MS/MS technique described above) to identify interacting proteins. 87 Both methods can produce high-quality interactions, but each provides fundamentally different information with unique limitations. 88, 89 Protein complexes measured by AP/MS have ambiguous network interpretations because they can be represented either by the spoke model, in which interactions are inferred only between the bait and each prey protein in the purified complex, or by the fully connected model, in which each protein in the complex is assumed to interact with all other proteins. In contrast, interactions measured by Y2H are more naturally interpreted as binary, pairwise interactions. Though AP/MS identifies interactions in the endogenous system at the approximate physiological protein levels, protein concentrations in Y2H screens are not necessarily comparable to those found in their native environment, and, for the interactions to be detected, the interacting proteins must be localized to the nucleus. In addition, Y2H is more sensitive to low-affinity interactions that would not survive the purification process of AP/MS. 86 The reliability of each technique has been extensively reviewed in the literature, and comprehensive analyses have often resulted in contrasting conclusions. 88, [90] [91] [92] [93] [94] For example, the overlap of Y2H screens by different laboratories is often small, 94 suggesting high false-negative rates, whereas AP/MS screens can infer a substantial number of indirect interactions, depending on the interaction model, 88 suggesting high false-positive rates. Further, the distribution of connectivity (i.e., links per node or degree distribution) in these networks reflects a probabilistic nature, perhaps because of abundance bias from intrinsic randomness in the interaction detection methods, 95 or the entropic effects of shuffling during their evolutionary construction. 96 Currently available PPI data sets are of three types: (1) genomescale screens aimed at probing all possible PPIs 83, 84, 87 ; (2) semilarge-scale screens investigating interactions within a specific pathway or biological system 97, 98 ; and (3) small-scale, traditional studies aimed at detecting specific interactions among proteins of interest. Many databases compile PPIs from all three types of studies, which, together, form networks of thousands of proteins and tens of thousands of interactions. In these databases, interactions from the third type of study (small-scale) comprise 80% of interactions, although genome-and semi-large-scale interactome mapping are becoming increasingly common. In Table 3 , we have compiled nine databases that include primary protein interactions (i.e., not a collection of aggregated data sets), collected solely from experimental measurements (i.e., not predicted computationally or mined from the literature). These data sets are known to be noisy, but many groups, including our own, have devised methods to distill them into high-confidence subsets. For example, Yu and colleagues consolidated three Y2H datasets into a single highconfidence network and showed that this set is more enriched with interactions found in a manually curated gold-standard set than a combined set from two AP/MS studies. 88 Our group has developed a statistical method, called Interaction Detection Based on Shuffling, 93, 99 that generates high-confidence subsets by correcting for biases toward frequently studied proteins, effectively allowing the construction of protein interaction networks with a given falsepositive rate (e.g., 5%).
Gene expression data have been integrated with PPI networks to identify regions of the original network associated with the condition represented in the microarray study. [100] [101] [102] [103] [104] [105] Such analysis recovers coregulated, highly connected subnetworks (or functional protein interaction modules) that have been found to characterize biological processes 89 or to work together to produce a cellular phenotype. 80 Several algorithms exist for decomposing PPI networks into functional modules. Seminal work by Ideker and colleagues devised a method to score the aggregate expression of a given subnetwork of genes and applied the stochastic optimization-simulated annealing method to the global network to identify the highestscoring subnetworks. 101 Since then, other groups have devised competing methods that incorporate graph theory, engineering optimization, and heuristics. [104] [105] [106] Some of these algorithms have been implemented in downloadable software tools, such as Cytoscape, Expander, and Matisse, 104, 107, 108 with graphical user interfaces for use by biologists (Table 3 ). These techniques have been applied to biological systems, such as the DNA-damage response in yeast, 109 prediction of metastatic potential in cancer patients, 102, 110, 111 and genes altered in type 2 diabetes. 112 In an application of the approach to neurological disease, Ma and colleagues used protein interaction networks and well-known AD disease genes to prioritize genes that were differentially expressed in AD microarray studies. 113 However, this approach has not yet been applied to discover new protein interaction modules, and thus new molecular mechanisms of action, in TBI.
Application of Systems Biology to Identify TBI Biomarker Candidates
In this section, we provide an example to illustrate and provide a specific context for the systems biology concepts discussed above.
SYSTEMS BIOLOGY FOR DISCOVERING TBI BIOMARKERS
Using some of the systems biology resources in Table 3 , we integrated a list of 32 previously reported protein TBI biomarker candidates (Table 1) with publicly available canonical pathways and human PPI networks to illustrate how to systematically generate new, testable hypotheses and identify candidate biomarkers for TBI.
In an actual analysis, one should start from a list of conditionspecific, high-throughput genomics or proteomics data, instead of a small list of predetermined biomarkers as in this illustrative example, and project them onto injury-independent pathways and PPI scaffolds to delineate the subset of protein interactions associated with the specific condition. Thus, by repeating such an analysis for distinct conditions (e.g., injury severity level and time postinjury), one could potentially identify patterns that stratify secondary injury response for each of the conditions represented in the high-throughput data.
A literature-derived list of TBI proteins Table 1 lists the 32 TBI biomarker candidate proteins that we compiled from the literature, ordered by the number of identified citations, with the top eight proteins (GFAP, S100B, UCHL1, ENO2, SPTAN1, MBP, MAPT, and FABP7) garnering multiple citations (see Supplementary Table 1 ). The proteins in this list have diverse roles across cellular metabolism, cytoskeleton, calcium binding, and other functions. Although many are specific to the CNS, these proteins share little else in common and show no directly obvious relationship to TBI injury mechanisms.
Enrichment analysis discovers unifying biological themes from a list of genes or proteins of interest, based on commonly occurring gene annotations. Using the GENECODIS 114,115 tool in Table 3 , which performs enrichment analysis for diverse types of annotations simultaneously, the biomarker candidate list was found to have statistically significant enrichment with GO biological process terms related to apoptosis and neurogenesis. We also used the Genetic Association Database 116 to find disease terms associated with proteins in the list that were observed to a higher degree than what would be expected by chance. This analysis uncovered associations with several neurological and CNS diseases, including AD and schizophrenia (Supplementary Table 2 ; see online supplementary material at http://www.liebertpub.com). Associations with AD reflect multiple emerging lines of evidence for long-term neurological disease after TBI. For example, brain injury induces altered subanatomical features resembling AD, such as amyloid-b deposits, neurofibrillary tangles, and acetylcholine deficiency. 117, 118 Retired football players with a history of chronic mTBI (i.e., multiple concussions) have increased cognitive impairment and earlier onset of AD. 119 It must be noted that this analysis is only for the purpose of demonstration, because disease annotations of genes are themselves ultimately derived from experimental results reported in the literature. Therefore, it may be somewhat circular to apply enrichment analysis to a literature-derived set of genes. However, when analyzing unbiased lists of differentially expressed genes from proteomics or microarray data, statistical enrichment of biological annotations can be used to formulate new hypotheses about molecular mechanisms.
Pathway analysis of candidate genes
As Table 1 shows, many TBI biomarker candidates appear in multiple KEGG pathways, making it difficult to identify significant trends. For very large pathways, it might be expected that any list of randomly selected genes would contain multiple genes associated with that pathway. Therefore, statistical methods must be applied to discover the most relevant pathways significantly associated with a gene list.
We explored our 32 biomarker candidates for pathway enrichment, applying the hypergeometric test to 130 nonmetabolic pathways from the KEGG database. Only four KEGG pathways were significantly enriched ( p < 0.05): legionellosis; AD; amyotrophic lateral sclerosis (ALS); and apoptosis (Supplementary Table 3 ; see online supplementary material at http://www.liebertpub.com). Legionellosis is an infection caused by Legionella bacteria and not likely to be relevant to TBI, whereas the other three results are more closely related to neural function and will be the focus of this analysis. A closer look at the wiring diagram of the enriched pathways can help clarify the function of TBI biomarker candidates within each well-understood biological context, and can drive hypothesis generation, both for targets of companion therapeutics and for novel biomarker candidates with similar biological roles. As an illustration, Supplementary Figures 1, 2 , and 3 (see online supplementary material at http://www.liebertpub .com) depict the three significant, neural-related pathways, annotated with symbols designating known TBI biomarker candidates, known drug targets, and proteins that interact with multiple TBI biomarker candidates. Notably, there is considerable overlap of apoptosis-related TBI biomarker candidates in the two neurological disease pathways. These proteins, including BCL-2 in the ALS pathway, CASP7 in the AD pathway, and CASP9 and CYCS (CytC in Supplementary Figs. 2  and 3 ; see online supplementary material at http://www.liebertpub.com) in both, are well-known downstream effectors of apoptosis that, taken individually, were each found to have only one citation as a biomarker candidate in the TBI literature. However, their relevance becomes clearer in the aggregate context of pathways. Apoptosis proteins comprise all but one (NEFH) of the TBI biomarker candidates found within the ALS pathway, confirming the importance of apoptosis as a postinjury mechanism. At the same time, however, this illustrates the possible danger that promiscuous genes may cause certain pathways, which may be, on the whole, unrelated to the condition of interest, to emerge as statistically significant. By contrast, half of the biomarker candidates associated with AD were unique to that pathway, supporting the association of these proteins with postinjury mechanisms of progression to neurological disease.
PPI network analysis of candidate genes
Although our pathway analysis recapitulated the known biology of the cellular response to TBI and provided a mechanistic context for known biomarker candidates, this approach is inherently unable to reveal new interactions among these and other proteins. To this end, we overlaid the biomarker candidate list onto a high-confidence PPI network to reveal previously unknown interactions among TBI biomarker candidates, discover novel protein candidates, and generate biological hypotheses from patterns of connectivity.
We created a comprehensive PPI network of 11,789 proteins and 74,376 interactions by combining all nine PPI databases in Table 3 . Among the 32 TBI biomarker candidates, 30 had nodes represented in the network (Table 1) and there were 15 interactions among them. In sharp contrast, had we randomly selected 30 proteins from the set of 11,789, on average, we would have observed 0.39 interactions among them (N = 1000 random samples), indicating that the biomarker candidates are highly interconnected within the PPI network. We also identified a number of other proteins that interact with these TBI biomarker candidates, including 35 proteins known to have three or more interactions with them (Supplementary Table 4 ; see online supplementary material at http://www.liebertpub.com). Among these 35 proteins, seven (ABL1, IKBKE, UBC, PSEN1, CASP3, CASP8, and BCL2L1) were found to be highly connected (having five or more interactions) with this set of biomarker candidates and may be 1110 FEALA ET AL.
potential candidates themselves. Two of these seven proteins (UBC and ABL1) are hubs, or proteins that are several orders of magnitude more highly connected than the average protein. Exploration of immediate neighbors of interacting proteins is biased toward the discovery of hubs because of their large connectivity. However, further statistical tests showed that both UBC and ABL1 have significantly more interactions with TBI biomarkers than would be expected by random chance (hypergeometic test p < 10 -6 for both) and were therefore included in our analysis. Figure 2 depicts the wiring diagram of a core network containing 19 TBI biomarker candidates and the other seven proteins highly connected to these biomarker candidates. TBI biomarker candidates with high numbers of citations are emphasized in Figure 2 by node size. The proteins in this network can be roughly divided into four groups using GO biological process, KEGG, and Reactome pathway annotations: immune response; caspases; apoptosis; and AD. Caspases are responsible for effecting protein cleavage during the final steps of apoptosis, and network analysis identified caspase -3 and -8 as having similar connectivity to TBI biomarkers as the previously studied candidate proteins, caspase -7 and -9. Although our pathway analysis implicated AD as a shared pathway for TBI biomarker candidates, PPI network analysis further revealed new interactions with known AD proteins, such as presenilin (PSEN1). Two of the best-studied biomarker candidates (S100B and GFAP) have less well-known associations with AD in the literature; however, they directly interacted with AD proteins Tau (MAPT) and PSEN1, respectively, in the PPI network.
Importantly, an immune-related cluster of TBI biomarker candidates was directly connected to several AD-related proteins, as well as indirectly connected through the well-studied biomarkers, GFAP and SPTAN1 (aII-Spectrin Breakdown Products; SBDPs), and through hub proteins UBC and ABL1. As mentioned above, recent evidence has emerged suggesting that TBI-induced early inflammation cascades may trigger neuronal apoptosis events, 49, 79 and our network analysis supports the possibility of mechanistic interactions between these pathways. Additionally, well-studied biomarker candidates GFAP and SPTAN1 (i.e., SBDP) may be involved in mediating this response.
FIG. 2.
Projection onto the PPI network of all interconnected TBI biomarker candidates (pink) plus seven novel proteins found to interact with at least five biomarker candidates in the network (blue). The number of citations for each biomarker candidate is denoted by the size of the node. Proteins were categorized by biological function by manual inspection of KEGG, Reactome, and Gene Ontology annotations for each protein. Immune system proteins have many direct interactions with proteins associated with Alzheimer's disease and apoptosis, as well as indirect interactions with these proteins through well-studied biomarkers SPTAN1 and GFAP. PPI, proteinprotein interaction; TBI, traumatic brain injury; KEGG, Kyoto Encyclopedia of Genes and Genomes; SPTAN1, spectrin, alpha, nonerythrocytic 1 (alpha-fodrin); GFAP, glial fibrillary acidic protein.
Of the seven novel proteins emerging from this integrative network analysis, the protein kinase, ABL1, may be the most interesting. A DNA translocation event common to chronic myeloid leukemia connects the ABL1 and BCR genes, producing an oncogenic fusion protein (BCR/ABL) that is selectively targeted by the existing, FDA-approved drug, imatinib. 120 ABL1 is also known to be associated with AD, 121 but not with TBI. Thus, ABL1 is a tractable drug target that represents a possible therapeutic opportunity for intervening in the progression to neurodegenerative disease after TBI.
Conclusion
TBI is a complex, multicellular neurological condition that has confounded previous attempts to discover molecular biomarkers. Systems biology may help distill high-throughput data from the complex TBI response into novel hypotheses, and existing highthroughput data sets and publicly available tools provide new opportunities for applying such systems approaches.
A well-known challenge of biomarker discovery in TBI is the difficulty of acquiring clinical samples of injured tissue. One reason for the successful clinical application of high-throughput techniques to cancer, for example, in the development of prognostic gene signatures for breast cancer, 122, 123 has been the wide availability of tumor samples from routine biopsies. TBI researchers, by contrast, are forced to rely instead on animal models of brain injury. Systems biology may help address this challenge. Rather than viewing model organisms as a limitation, systems biology relies on them by definition, 35, 43 leveraging the reproducibility and controllability of animal experiments for iterative cycles of hypothesis generation, experimental testing, and model refinement.
Animal experiments do not always reproduce the same results across studies. This is primarily because of variations in animal species, injury type and severity, time course of collection, and sampled tissue. Nevertheless, biomarker candidates are more likely to have clinical applicability if they are insensitive to these experimental variations. Systems biology can be valuable for this purpose as well, in that expression patterns of network modules and pathways have been shown to be more reproducible across data sets than individual genes. For example, two microarray studies of breast cancer reported distinct sets of genes predictive of clinical outcome, but with little overlap between them. Systems biology analysis of these same data sets, however, showed considerable overlap in the expression of pathways and network modules associated with these gene lists. 102, 110 Network-based modules of interacting genes have also been shown to be more conserved across species than the individual member genes in the modules. [124] [125] [126] We illustrated the application of a typical systems biology approach using a manually compiled list of candidate TBI biomarkers, rather than a high-throughput data set. We integrated this topdown knowledge of disease-related markers and pathways with a bottom-up, unbiased network approach to hypothesize potential new biomarkers for further research. Our analysis identified several potential candidate biomarkers for further study, including ABL1, which also has potential as a tractable therapeutic target.
