Abstract: Jensen-Shannon, J-divergence and Arithmetic-Geometric mean divergences are three classical divergence measures known in the information theory and statistics literature. These three divergence measures bear interesting inequality among the three non-logarithmic measures known as triangular discrimination, Hellingar's divergence and symmetric chi-square divergence. However, in 2003, Eve studied seven means from a geometrical point of view, which are Harmonic, Geometric, Arithmetic, Heronian, Contra-harmonic, Root-mean square and Centroidal. In this paper, we have obtained new inequalities among non-negative differences arising from these seven means. Correlations with generalized triangular discrimination and some new generating measures with their exponential representations are also presented.
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 Generalized Symmetric Divergence Measures
Let us consider the measure for all . The measure is generalized J-divergence extensively studied in Taneja [2, 3] . It admits the following particular cases:
(i) ;
(ii) ;
(iii) .
Again consider another generalized measure for all . The measure known as generalized arithmetic and geometric mean divergence. It also admits the following particular cases:
(iii) ;
(iv) .
We observe that the six measures given in above inequality appear as particular cases of the above two generalized measures. These two generalizations are mainly the generalizations of the logarithmic measures , and . The non-negativity of the arithmetic-geometric mean divergence, is based on the well-known arithmetic and geometric means, i.e., we can write On the other side, these means plays important roles, being applied in different areas, especially in information theory and statistics. Eve [4] studied some interesting geometrical interpretation of some means, famous as Eve's seven means.
Our aim here is to present generalizations of non-logarithmic measures, starting from triangular discrimination. Also connections Eve's seven means with the non-logarithmic measures are given. We performed this through inequalities, where some new generalized means are also presented. 
Seven Means
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Inequalities among Differences of Means
For simplicity, let us write (3) where , with . Thus, according to (3), the inequality (1) admits 21
non-negative differences. These differences satisfy some simple inequalities given by the following pyramid:
where, for example, , , etc. After simplifications, we have the following equalities among some of these measures:
.
The measures and are the well know triangular discsrimination [5] and Hellinger's distance [6] given by and respectively. Not all the measures appearing in the above pyramid (4) are convex in the pair . Recently, the author [7] has proved the following theorem for the convex measures.
Theorem 2.1. The following inequalities hold:
The proof of the above theorem is based on the following two lemmas [8, 9] . 
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From (7) (5) and (8), we have
As a part of (9), let us consider the following inequalities:
Our purpose is to study further inequalities by considering possible nonnegative differences from (10) . 
New Inequalities
In this section we will bring inequalities in different stages. In the first stage the measures considered are the nonnegative differences arising from (10) . This will be done many times until one final measure. 
In the view of above equalities, we are left only with 27 nonnegative convex measures and these are connected with each other by the inequalities given in the theorem below. 
The following sequences of inequalities hold:
Proof. We will prove the above theorem by parts.
For
: We shall apply two approaches to prove this result. 
Since , we get the required result.
For simplicity, from now onward we shall use only the second approach. 
Combining the results 1-27, we get the proof of (15).
Remarks. Based on the equalities given in (14), we have the following proportionality relations:
(ii) ; (xii) . 
We observe from the above results that the first four inequalities appearing in pyramid are equal with some multiplicative constants. The other four inequalities satisfies reverse inequalities given by
Second Stage
In this stage we shall bring inequalities based on measures arising from the stage. The above 27 parts generate some new measures given by ,
where , are given by (16)- (29) respectively. In all the cases we have ,
. By the application of Lemma 2.1, we can say that the above 14 measures are convex. We may try to connect 14 measures given in (30) through inequalities. 
and (32) Proof. We shall prove the above theorem following similar lines to Theorem 3.1. Since we need the second derivatives of the functions given by (16)- (29) 
We will prove the above theorem by parts. In view of procedure used in Theorem 3.1, we shall write the proof of each part in summarized way. 
1.
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The theorem below connects only the first nine measures. The other two will be given later. 
Proof. We will prove the inequalities (45) by parts and shall use the same approach applied in the above theorems. Without specifying, we will frequently use the second derivatives , . 
