Abstract: For achieving the European renewable electricity targets, a significant contribution is foreseen to come from offshore wind energy. Considering the large scale of the future planned offshore wind farms and the increasing distances to shore, grid integration through a transnational DC network is desirable for several reasons. This article investigates a nine-node DC grid connecting three northern European countries-namely UK, The Netherlands and Germany. The power-flow control inside the multi-terminal DC grid based on voltage-source converters is achieved through a novel method, called distributed voltage control (DVC). In this method, an optimal power flow (OPF) is solved in order to minimize the transmission losses in the network. The main contribution of the paper is the utilization of a genetic algorithm (GA) to solve the OPF problem while maintaining an N-1 security constraint. After describing main DC network component models, several case studies illustrate the dynamic behavior of the proposed control method.
Introduction
Nowadays, due to sociopolitical and economical reasons, there is an increasing demand for electricity generated via renewable energy sources. However, the energy per unit area yield of these sources is usually low [1] . As space to install new renewable projects on land becomes scarce, offshore wind farms will constitute an advantageous alternative in terms of area, cost effectiveness, and yearly yielded energy [2] . With over 100 GW of offshore wind energy projects in development or planning stage, the European offshore potential is expected to account for 16% of all renewable electricity produced in the continent by 2030 [3] [4] [5] .
As the power rating of modern wind turbines continues to evolve, with 7.5 MW units already available and 10 MW ones under development [6] , it is expected that offshore wind farms will also have increasing installed capacity in the near future. In fact, the London Array I offshore wind farm, to be commissioned on April 2013, will have 630 MW installed capacity [7] .
Different European studies recognize a transnational offshore grid infrastructure as the most efficient way to integrate large amounts of offshore wind power into the national electricity networks [5, 8] . Moreover, these transnational grids could boost the electricity market between countries [9] . Since new offshore projects tend to be erected increasingly further from shore and with growing installed capacity, probably the transnational grid will use DC transmission technology. For large and distant offshore wind farms, the use of HVDC technology is the most efficient and economical way of transmitting the produced energy to shore [2] .
However, before a Multi-Terminal DC (MTDC) network-such as the North Sea Transnational gridcan go from planning to reality, several economic, regulatory and technical issues must be addressed [10] . The most important technical aspects are the choice of HVDC converter topology [11] [12] [13] [14] , the necessity of dc/dc converters [15, 16] , the need for protection schemes [17] [18] [19] , dynamic stability issues [20] [21] [22] , and power-flow control strategies [23] [24] [25] [26] .
The present article aims at demonstrating how a novel control strategy-the distributed voltage control (DVC)-can be employed, together with a genetic algorithm optimization, to operate large MTDC networks with any desired optimal power flow [27] . The paper is organized as follows. Firstly, the model of the proposed MTDC network is explained, together with its main components such as the wind farms and VSC-HVDC terminals. Secondly, the distributed voltage control method is introduced and a thorough explanation is given on how it operates. Next, four different case studies encompassing several operating points of the MTDC network are analyzed through detailed numerical dynamic simulations. Lastly, the results of the analyzed case studies are discussed and conclusions are drawn.
Model Description
To study the control of a multi-terminal dc grid-such as the North Sea Transnational grid-a simplified topology, containing nine nodes has been chosen. This topology represents only a fraction of the possible future grid and is located in the southern part of the North Sea. It comprises connection points to three different countries, i.e., the United Kingdom (UK), The Netherlands (NL) and Germany (DE), as shown in Figure 1 . Each country has its own offshore wind farm (the red dots in Figure 1 ) named UK1, NL1 and DE1. The black lines represent a pair of HVDC transmission cables and the intermediate nodes-N4, N5 and N6-are cable T-joints. The wind farms size and location are derived by clustering the main offshore wind farms in the North Sea southern part; it includes wind farms in construction and planning phase.
The nominal power of each wind farm is 1 GW (see Figure 2) . The wind farms, as well as the ac networks, are connected to the MTDC grid through a single voltage-source converter (VSC) station. The ratings of all six VSC stations are chosen equal to 1 GW to make it possible to transport all wind power to the country that owns the wind farm. Trading offshore wind or onshore generated power is possible via line3 and line6, as shown in Figure 1 , up to the VSC stations capacity. Table 1 gives the dc transmission length of each cable whereas other MTDC system parameters are given in Table 2 . li n e 6
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AC Network Model
The ac grids are modeled as an infinite bus behind a short-circuit series impedance. The exception is the UK ac grid, which is modeled as a single synchronous generator with a series line impedance and a shunt resistance to model a 3-phase fault. These ac grids do not have other loads or generation units connected to them. Their short-circuit power is chosen equal to 3 GW, as shown in Table 2 .
Wind Farm Model
The wind farms power output should be as realistic as possible. Therefore, the wind turbine outputs have been combined for different average wind speeds and time delays, as illustrated in Figure 3 , to obtain the spatial smoothening effect. Figure 3 shows the wind farm layout, with the undisturbed wind speed V w (t) and average speed V w1 . The rotor wakes decrease the average wind speed row after row, while the wind direction is kept uniform.
The applied delay times are inversely related to the average wind speed, which results in sufficiently low correlation between the time series [28] . The wind farm models aggregate a limited number of wind turbines to match the nominal power of the wind farm. The turbines are 5-MW PMSG with full converter. The collection grid is represented by a lumped model with a single cable and the farm is connected to the MTDC grid through a single converter (WF-VSC).
Wind Turbine Model
The turbine model is based on the wind turbine mechanical power generated from a given wind speed (V w ). The available mechanical power (P m ) is defined as the power contained in the wind passing through the rotor area (A r ) multiplied by the power coefficient (C p (λ, β)) [29] .
Although DFIG turbines still constitutes the most used and marketed wind turbine type, PSMG turbines offer a higher range of dynamic speed control, hence, the latter will likely be employed in offshore wind farms. The PMSG control strategy used is field oriented control, where the permanent-magnet flux is aligned with the rotating frame d-axis so the q-axis machine flux is zero, λ mq = 0 [30] .
The turbine speed is variable and controlled to always yield the maximum efficiency. The current controller is important to guarantee the rotor flux is aligned with the d-axis of the rotating reference frame by imposing i * d = 0, while the q-axis current reference (i * q ) will come from the speed controller. The speed controller model is based on the generator shaft dynamics and on the fact the q-axis current will control the electric torque. Below rated wind speed, the rotor speed set-point is set to optimum λ by controlling the generator torque. Additionally, above rated wind, the aerodynamic power is also controlled by changing the blade pitch angle. More details about the controller can be found in [31] .
VSC-HVDC Model
Although the classic LCC-HVDC transmission technology is still preferred for long bulk power transmission [32] , the smaller footprint and more flexible characteristics of VSC-HVDC systems make them the most convenient choice for the connection of offshore wind farms [2, 5, 9] . The VSC-HVDC model used is an averaged lossless model [33] . A more detailed switching model of the converter may be of interest when commutation losses, switching harmonics or ripple in the converter currents and voltages need to be taken into consideration. In the averaged model, the closed-loop bandwidth of the VSC current controller is usually kept at least 5 times lower than the converter switching frequency. In this way, the converter switching behavior can be neglected when evaluating the dynamic response of the MTDC network as a whole. The employed VSC model is modular and contains several modules [34] . Its single-line representation and the signal flow are shown in Figure 4 . In a VSC-HVDC system, the active power and the reactive power can be controlled independently. The outer controllers are responsible for providing the current reference signals for the inner current controller (Figure 4) . In all the outer controllers, PI regulators are employed to annul steady-state errors ( Figure 5 ).
The grid-side VSC terminals are set to control the reactive power exchanged with the AC network. Nowadays, especially in countries where the wind power penetration is rapidly increasing, large wind farms are required to actively participate in the power system control just as conventional power plants [35, 36] . Depending on the grid code, the specifications for reactive power control might be given as a voltage range, a reactive power range or a power factor (PF) range at the PCC [37] . The GS-VSC control diagram is shown in Figure 5 . The reactive power reference, Q * AC , is set to comply with the national grid code where the GS-VSC is connected. On the other hand, the direct voltage reference, V explained in Section 3.
Wind-Farm VSC Control
The WF-VSC controls the collector bus voltage and frequency in the wind farm grid to fixed values. The individual WT-VSCs maximize the produced active power, sometimes also producing a small amount of reactive power in order to level the voltage profile in the collection grid.
DC Network Model
The MTDC network model represents each DC cable by a PI section. Half of the cable capacitance is added to the VSC capacitance at every VSC terminal. The nominal voltage is assumed to be balanced between the two poles. The MTDC model is derived through a state-space matrix representation. Figure 6 shows a generic representation of a MTDC network for offshore wind energy integration.
Applying Kirchhoff laws to the network in Figure 6 -j nodes and i lines-yields:
where I Li is the current flowing through line i; R i and L i are line i series parameters, V DCi and V DCj are respectively the nodes i and j voltages, C j is the sum of node j capacitances, and I M ij is MTDC network incidence matrix ij-th position. The state-space matrix representation of the MTDC system is then:
The state vector, x, in Equation (2), contains one equation per each energy-storage elementscapacitors and inductances-inside the MTDC system. Thus, the state-variable vector is given by:
where N and L are, respectively, the total number of nodes and dc lines in the MTDC network.
The input vector, u, is given by the net direct current injected at the VSC terminals:
where I DCj is obtained as P DCj /V DCj . Independently of the MTDC grid connections, all the state-space model matrices, displayed in Equation (2), can be obtained by using Equations (5) (6) (7) (8) . The information on how the lines inside the MTDC network are actually connected is obtained from the incidence matrix I ML×N .
The state matrix, A, is composed out of 4 matrices:
The sub-matrices of A are given as:
On the other hand, the input matrix, B, is constituted of only 2 sub-matrices:
The output matrix C and the feed-forward matrix D can be selected to obtain the desired output vector y. Here, the output vector coincides with the state vector, therefore:
MTDC Control Description
Controlling the direct voltage inside a MTDC transmission system is equivalent to controlling the frequency in ac networks. A well-controlled direct voltage on a HVDC transmission network means the power is balanced amongst all nodes [38] . Usually, the control of point-to-point HVDC transmission systems is arranged as follows: one terminal controls the dc network voltage, whereas the other operates in current or power regulation mode. This control philosophy-of having only one converter controlling the direct voltage-can also be extended to MTDC networks, as in the voltage margin method [25, 39, 40] .
However, as the MTDC network grows in size and complexity, having only one terminal responsible for voltage regulation makes it increasingly difficult to guarantee the power balance in the network. Hence, for large MTDC networks, it is not recommended to control the direct voltage at a sole terminal.
The Distributed Voltage Control Method
A more suitable control strategy is to have several terminals responsible for controlling the direct voltage inside the MTDC network. This increases reliability by adding redundancy and provides the possibility to control the dc power flow.
The distributed voltage control (DVC) method assigns each dc-voltage-controlling VSC terminal with a specific voltage set-point [27] . In this way, the MTDC network voltage control is distributed amongst several nodes and any feasible load-flow scenario can be accomplished. In addition, no single converter assumes alone the responsibility of balancing the power inside the transmission system. Figure 7 illustrates how the DVC method works. At first, the distributed voltage controller receives the power production at the OWFs. Then, a distributed dc load flow algorithm is run to obtain a first solution for the OPF algorithm. The OPF problem can be solved via any optimization method, such as a steepest gradient method or a genetic algorithm [27, 41] . The constraints and specific parameters for the OPF algorithm are set by an independent system operator (ISO) [42] . Next, the OPF solution is checked for N − 1 security. On that point, the GS-VSCs are made slack nodes, i.e., they control the direct voltage at their respective nodes to the value defined by the OPF algorithm. The distributed DC load-flow algorithm then runs N load-flow scenarios, with one dc node defective at a time, to check whether the MTDC network is N − 1 secure for the obtained power-flow scenario. In the end, the DVC sends the direct voltage set-points to the GS-VSCs.
The DVC method does not need a fast communication link between the network terminals. As it relies only on a central optimal power flow solution, SCADA communication systems can be used to gather the necessary information just as for power plant control in ac networks. The advantage of the DVC strategy is that, in practice, a desired load-flow scenario can be kept fixed for a certain amount of time (e.g., 15 min control cycle). Hence, in essence, a fast communication link with the ISO is also not needed. Nevertheless, it is necessary to be able to send the voltage references to the onshore GS-VSC stations once every control cycle.
In the DVC method, the dc system voltage references are obtained by means of a dc optimal power flow. The genetic algorithm that solves the OPF problem is briefly explained next.
Genetic Algorithm
Genetic algorithms (GAs) are one of the branches of evolutionary algorithms (EAs), first introduced by Holland in 1975 [43] . These algorithms are efficient and robust search and optimization tools that allow parallel search since a population of solutions is used. Each individual contained in the population is also designated as a chromosome. Moreover, such algorithms are highly flexible since, differently from most search methods, they do not require any information other than the evaluations of functions [44] . The function to be optimized is usually designated as fitness function.
In [27] a steepest descent gradient method was used to solve the optimal power flow (OPF) problem. Here, the main contribution is the utilization of a genetic algorithm (GA) to solve the OPF problem. The main points for using a GA are:
• no need for calculating derivatives;
• no information about the optimization goals is required besides evaluating the fitness function;
• it is possible to use continuous and discrete variables;
• it is easier to include problem constraints and variables boundaries;
• multi-objective optimization, even though not considered here, is possible.
In Figure 8 the flowchart of the genetic algorithm is depicted. Each step of the flowchart will be presented and explained next.
Step 1-Population initialization At the initialization, a random population is created. The composition of each individual chromosome is given in Equation (9) . Encoded in the chromosomes are the direct voltage references of all onshore nodes, the values for the augmented fitness function and the maximum constraint violation. All the variables are constrained by the values in Table 3 .
where V * DCj is the dc system voltage reference of the j-th onshore VSC, Aug F it corresponds to the chromosome augmented fitness value and Max Const stands for the value of the highest constraint violation. The genetic algorithm output is the direct voltage references of the GS-VSC nodes onshore, which is contained in X. Step 2-Fitness evaluation
In
Step 2, the objective function, i.e., fitness value, is evaluated for each chromosome. The objective function is the MTDC network losses, P loss , calculated as:
where Y P is the network primitive admittance matrix and I M its incidence matrix. The direct voltages at all network nodes are given by V DC . It is composed by the known direct voltage references-the onshore slack nodes-and the unknown direct voltages from the remaining grid nodes, i.e., the OWFs, hubs and the onshore nodes controlled to fixed power. In Step 2.2, the MTDC losses are calculated, solving the load flow inside the MTDC network:
where Y is the network admittance matrix and P DC is the active power in the MTDC network nodes.
Step 2.4-Constraints
Although the non-linear equation always returns a load flow solution, extra constraints were implemented in the algorithm to assure the load flows are feasible. The constraints handling was performed through a penalty technique [45] . An augmented fitness, which is the sum of the fitness value (Step 2.3) and the penalty term (Step 2.4), is attributed to each chromosome in Step 2.5. Figure 9 displays the constraints implemented in the GA. The applied constraints guarantee there are no overloaded dc cables, the dc voltages of all MTDC nodes respect the boundaries (see Table 3 ) and the load flow solutions are N −1 secure, i.e., the produced wind power can still be exported, complying with network and TSO constraints, even if an outage occurs in any VSC terminal.
Step 3-Termination Criterion The algorithm will end whenever the termination criterion is met. The end is triggered whenever the best solution in the population presents a maximum constraint violation lower than 10 −5 , as defined in Table 3 . When the genetic algorithm finishes solving the OPF problem, it outputs the direct voltage references for the onshore VSC terminals.
Step 4-Selection
After determining the population augmented fitness, the GA continues by selecting solutions from the population (Step 4). It uses an elitist approach to make sure the best solutions in the population will be carried onto the next generation. A 4-th tournament selection is used to populate the mating pool [46] .
Step 5-Genetic Operators To create new solutions after selection, the genetic operators-mutation and crossover-are applied to the mating pool individuals. A point mutation and a heuristic crossover are used [47] . After a new population is created (Step 6), it is evaluated again with regard to the fitness function (Step 2). In Table 3 the parameters used in the genetic algorithm are shown. Figure 10 shows how the system is interconnected. Firstly, the information about the OWFs generation is given to the GA, which will obtain optimal power flows according to the constraints. Then, according to the distributed voltage control method, the dc system voltage references are transmitted to the onshore VSC stations for optimal power flow inside the MTDC grid.
Information Flow
It is important to point out that the GA is provided with the OWFs averaged power production over a 5-seconds period. In this way, it is expected that the actual and the desired load flows will somehow differ. However, since 3 OWFs are connected to the MTDC network, it is anticipated that the variability in the total power production will be smoothed out, due to the effect of integrating the wind energy production over a large area.
Note that in the distributed voltage control method, even when receiving a pre-established amount of power, an onshore VSC station will always be operating as a direct voltage regulating node [27] . However, its voltage reference will be determined by the genetic algorithm after solving the optimal MTDC network load flow. 
Telecommunication Needs for the DVC Method
For the communication needs, the most important issue to consider is which technology will be employed to transmit the necessary data. Once the technology is chosen, the required transmission time can be straightforwardly obtained. Table 4 shows the advantages and disadvantages for three different telecommunication technologies. 
Technology Pros Cons

Microwave
The infrastructure implementation cost is low since there is no need to install physical means.
Transmission repeaters might be necessary, leading to the necessity for offshore platforms.
Satellite
Low implementation cost as all the needed infrastructure basically already exists.
Low data transmission speed and reliability can substantially impact the control cycle time.
Fiber Optics
Data reliability, low transmission time, mature industry for installation of offshore optic cables.
The main downside is cost. It can be overcome if integrated in the offshore HVDC cables.
Control Cycle Time-Information Traffic Time
In the DVC strategy (Figure 10) , the information about the OWF power is sent to the ISO, which will solve the OPF problem. Afterwards, the GS-VSC will set their direct voltage according to the reference points received from the ISO. The total time needed to complete one control cycle can be calculated if the amount of data to be transmitted is known. If the data to be transferred is a 14 MB encrypted MATLAB file, with 60 different AC and DC quantities measured at the offshore VSCs with a sampling of 32 Hz for 15 min, the total time, T , to transmit the file is:
where n is the number of frames to be sent, whereas T f is the time needed to send one frame. On the other hand, t prop1 is the propagation time between the OWF-VSCs and the ISO control centre, t proc1 is the time for the GA to solve the OPF, t prop2 is the propagation time between the ISO control centre and GS-VSCs, and t proc2 represents the time to set the GS-VSC voltage to the received reference. In Equation (12), t proc2 can be disregard because the VSC can very quickly track the direct voltage reference. On the other hand, t proc1 is known as it takes about 5 min for the GA to solve the OPF problem. Thus, considering t prop1 equal to t prop2 , Equation (12) can be simplified as:
where L is the frame size (bits), R is the transmission rate (bps), d is the transmission distance (m) and v is the propagation speed (m/s). Due to simplifications, the calculated time to transmit one frame, T f , can yield larger values than what could be achieved in practice.
VSAT Satellite
Each VSC terminal would be equipped with a very small aperture terminal (VSAT) antenna. Commercial bandwidth values are about 512 kbps, whereas the frame size is taken equal to 1492 bytes, in accordance with IEEE Ethernet standard 802.3. Hence, transmitting the 14 MB file is equivalent to transmitting n = 14 MB/1492 bytes = 9840 frames.
For a geostationary satellite, d is equal to two times 35,786 km (incoming and outgoing signal), and v is the speed of light. Therefore Equation (13) 
Substituting the obtained value of T f into Equation (12), the total control cycle time becomes 5220 s, or 87 min, which is too high and even higher than the usual 1 hour dispatch cycle of AC networks. The propagation delay is what mostly determines the total control cycle time. Due to the large distances involved, even if a higher satellite bandwidth was available, the 240 ms propagation time is the most limiting factor.
Fiber Optics
Offshore-installed VSC transmission stations will probably have fiber optics integrated into the submarine HVDC cables. With fiber optics, the propagation speed, v, can be considered to be about 0.67c; whereas the transmission rate can be considered 1 Gbps for a direct connection. For an ISO control centre based in Amsterdam, the biggest involved distance is about 350 km to the UK onshore node. If a bandwidth of 10 Mbps is available, the total control cycle time would be 345.47 s, or approximately 6 min. However, it is expected that the capital costs of the fiber optics solution would be higher than for satellite. If the data could be compressed to about 25% of its initial size-since not all data from the VSC terminal needs to be transmitted-the control cycle time using VSAT satellites would be around 25 min, making it a viable option. In contrast, the total control cycle time for the fiber optics solution would not change as much, since the computational time of the GA is the main restricting factor.
Case Studies
To examine the behavior and capability of the distributed voltage control method in reliably and safely operating the dc network, four different case studies have been selected. Their aim is to show how the DVC method performs when facing some of the most common situations when controlling a MTDC grid for integration of OWFs, i.e., start-up procedures; normal operation; operation under wind curtailment; and operation under a contingency in one ac network node. Table 5 contains the detailed description of all examined case studies and their sub-cases. During start-up, the DC system voltage is charged from zero to the rated value by the GS-VSC terminals.
Normal Operation 2a. Priority
Priority is given to the country where the wind energy is being produced, i.e., all the power goes to the rightful country; while there is no energy trade.
2b. Proportional Sharing
The sum of all the energy being produced by the OWFs is equally divided amongst all the countries through energy trade via the MTDC network.
2c. Power flow Reversal
The power flow of the German node is reversed. At first the power is flowing from the MTDC network into Germany.
Wind Curtailment 3a. Low-wind Scenario
The MTDC system behavior is analyzed during wind curtailment in a scenario where the wind energy generation is low.
3b. High-wind Scenario
The MTDC system behavior is analyzed during wind curtailment in a scenario where the wind energy generation is high.
AC Contingency 4a. Low-wind Scenario
The system behavior is analyzed during an ac fault at the UK node in a scenario with low wind energy generation. In this case study the MTDC network is N − 1 secure.
4b. High-wind Scenario
The system behavior is analyzed during an ac fault at the UK node with high wind generation. In this the MTDC network may not be N − 1 secure.
Results
The models presented in Section 2 were implemented in MATLAB/Simulink R . The dynamic simulations were performed according to the case studies as described in Table 5 . All case studies are simulated for a total time of 150 s. The dynamic simulations are performed in 3 basic steps:
1. The offshore wind farm power series is generated according to Section 2.2 (see Figure 3) ;
2. An optimal power flow is solved via the genetic algorithm. For simulation purposes, a 5 s control cycle time based on the OWF average power has been employed (see Sections 3.2-3.4);
3. The MTDC is simulated with the DVC based on the GA-generated direct voltage references.
Start-up Procedures (Case Study 1)
During the MTDC network start-up procedure, the system direct voltage is brought to 1 pu, i.e., ±320 kV, by the grid-side voltage-source converters. Figure 11 shows the simulation results for case study 1. The upper graph shows the active power being injected (positive power) or absorbed (negative power) in the MTDC network by each VSC terminal, whereas the lower graph shows the MTDC voltage at each node.
The first node to unblock its GS-VSC is the UK one, at simulation time t = 0.1 s. The direct voltage controller very rapidly injects about 0.5 pu of power into the MTDC network, bringing the system voltage from zero to 1 pu in about 300 ms. The system voltage does not start from zero but from 0.1 pu (see Figure 11 ). This is to avoid division by zero, since, according to Equation (4), the current flowing into the dc network is calculated as the active power divided by the dc system voltage. Then, 300 ms after the UK GS-VSC was unblocked, all other nodes, with exception of the German GS-VSC, are unblocked. The OWFs absorb some power for their own start-up, which makes the transient for the Dutch onshore node somewhat larger than the one for the UK GS-VSC. Finally, the German GS-VSC is unblocked at t = 0.6 s, and the MTDC network undergoes a fast transient, which only creates minor oscillations in the dc system voltage.
The results of case study 1 demonstrate that the complete start-up procedure of the MTDC network can be done very quickly, in less than a second. In reality, such a kick-start might not be needed under normal operation. However, since VSCs do not have the means to block dc faults, and the development of high-power high-current dc short-circuit breakers is yet incipient, being able to promptly black-start the MTDC network might be useful in helping to clear dc faults.
Normal Operation (Case Study 2)
In this case study, the British, Dutch and German OWFs are producing wind energy with an average value of about 0.5 pu, 0.8 pu and 0.4 pu, respectively. Figure 12 shows the simulation results for case study 2. On the left-hand side the OWF-VSC and GS-VSC active power is displayed, while on the right-hand side the dc-side voltage is given.
Instead of sending all the OWF power to the owner state (case study 2a), it is possible to share the produced energy via the MTDC grid. In case study 2b, the UK, Netherlands and Germany share equally all the power being generated at the OWFs. In this case, the total production is 1.8 pu and each country receives a little less than 0.6 pu, which is due to the MTDC grid transmission losses of 0.85 pu on average. In case study 2c, the power flow in the MTDC network is arbitrarily set by the ISO. During the first 20 seconds, the power in the MTDC network is exactly as in case study 2a, where priority is given to the producing country. From simulation time 20 ≤ t ≤ 80 s, the UK onshore node starts receiving 1 pu from the MTDC network, whereas the Dutch node receives 0.9 pu. Since the power in the MTDC network has to be balanced at all times, the power flow in the German node is reversed. During that period, the German onshore node will be injecting-i.e., selling-about 0.20 pu of power to the MTDC grid.
It is worth noting the onshore nodes are effectively controlling their dc-side voltage and not directly the load-flow, as the DVC method dictates. Nevertheless, Germany is the node that is providing the extra power to balance the MTDC network losses. This is achieved in the OPF optimization by setting Germany as the solely slack node. The purpose is to speed up the OPF solution with the genetic algorithm. Towards the end of the simulation, the power from the German node is again reversed as the power to the British and Dutch node is set by the ISO as being equal to 0.5 pu.
Wind Curtailment (Case Study 3)
The third case study analyzes the distributed voltage controller behavior when the offshore wind farm power has to be curtailed. In the low-wind scenario, the British, Dutch and German OWFs are producing wind energy with an average value of about 0.5 pu, 0.8 pu and 0.4 pu, respectively, thus the total production of the OWFs is 1.8 pu.
In case 3a, before the curtailment starts at t = 40 s, the ISO is setting the DVC strategy to priority control as in case 2a; hence, until that point in time, the results of both cases are identical. Afterwards, from 40 ≤ t ≤ 60 s, the Dutch and German OWFs are ordered to curtail their power outputs to 0.4 and 0.3 pu, respectively. The OWFs total power production after curtailment is 1.2 pu, so the power at the GS-VSC also needs to change to accommodate the curtailment. Nevertheless, even during the curtailment, the DVC strategy can control the power flow inside the MTDC network.
In fact, when the curtailment starts, the ISO changes the direct voltage set-points of the British and Dutch nodes in order to make each node receive respectively 1.0 pu and 0.4 pu of power, while the German node produces the additional 0.2 pu to compensate for some of the power that was curtailed.
The results of case study 3a show (see Figure 13 ) that the changes in power are both fast and smooth, while the MTDC system voltage is controlled within the limit of ±10% the rated value. Meanwhile, the DVC strategy still guarantees that the MTDC network is operating with minimum losses for the chosen load-flow operating point whilst the MTDC system is N-1 secure. Finally, at t = 100 s, the OWF production is ramped back and the MTDC network is brought back to the initial operating point.
In the high-wind-scenario case study (case study 3b), the total production at the OWFs is 2.4 pu. In the beginning of the simulation, a sharing control strategy is being used (as in case study 2b) and each onshore node receives approximately the same amount of power (circa 0.8 pu). The ISO then commands all OWFs to curtail their power to 0.4 pu from 40 ≤ t ≤ 60 s. Once more, the total power production after curtailment is 1.2 pu. Therefore, the ISO can send new voltage set-points to the GS-VSCs so the British and Dutch nodes receive 1.0 pu and 0.4 pu of power, respectively, while the German node produces 0.2 pu. This load-flow operating point can of course be arbitrarily chosen by the ISO, provided it respects the MTDC power balance and the GS-VSC power ratings. At t = 100 s, the OWF production is restored to the initial values and the sharing control strategy is re-established. 
AC Contingency (Case Study 4)
The goal of the last case study is to analyze the DVC strategy behavior during a fault in one ac network node. The fault takes place in the ac-side of the UK onshore node. The case study shows the response of the MTDC system to the fault during two different wind scenarios: low-wind scenario (total generation is 1.8 pu) and high-wind scenario (total generation is 2.4 pu). The fault lasts 40 s, starting from t = 40 s. The longer fault is applied to better visualize the transients involved when one MTDC network node is lost. Figure 14 shows the active power and direct voltage for both cases. It also shows that the DVC strategy can successfully ride through the fault in both cases, although the dynamic response varies according to the wind scenario.
In the low-wind scenario, the sum of the remaining GS-VSC rated power is lower than the power being produced offshore. Therefore, the MTDC network is N − 1 secure and there is no need to change the OWF power output during the fault. In case 4a, as seen in Figure 14 , when the fault happens in the UK node, the power at the Dutch and German onshore node rapidly changes to re-establish power balance in the dc grid. This occurs because all the GS-VSC are effectively controlling the dc system voltage, which is one of the DVC method's greatest advantages. During this very fast transient, the MTDC voltage reaches a peak of 1.11 pu, but is quickly restored back to values within the operating limit. When the fault is cleared, at t = 80 s, the MTDC system voltage undergoes another transient, this time only a direct voltage dip to about 1.04 pu, which is much less of concern than the voltage spike when the fault occurs. Finally, at t = 100, the priority control strategy is reinstalled by the DVC method and the MTDC network goes back to its initial operating point. Contrarily, in the high-wind scenario, the MTDC network is not N − 1 secure since the total power being produced, 2.4 pu, is higher than the remaining onshore VSC combined ratings, which is 2 pu. In that case, the DVC strategy cannot alone keep the MTDC network voltage secure by increasing active power absorption at the onshore GS-VSC terminals. In case 4b (see Figure 14) , when the fault happens, dc choppers are activated on the German and UK OWFs once the direct voltage exceeds 1.10 pu. Then, after the fault, the OWFs start to curtail their power outputs, which was not necessary before. Additionally, since in high-wind case more power was being produced prior to the fault than in comparison with the low-wind case, the MTDC voltage transient peak is higher, with a maximum of 1.12 pu being reached at the UK offshore node. Finally, when the fault is cleared, at t = 80 s, the offshore wind farm power output is kept constant for 20 s and then ramped up, starting from t = 100 s, to a new operating point, this time N-1 secure. A new load-flow scenario is established from t = 120 s onwards.
Transmission Losses and Trade
The transmission losses and the power being traded in the MTDC network are shown in Figure 15 for all the analyzed case studies.
The transmission losses are given as a function of the total generated power at the offshore wind farms and the power trade is given in a per unit basis. They are calculated as:
The MTDC system losses are optimized by the GA, which has the transmission losses as objective function. Figure 15 shows that the MTDC transmission losses vary between 1% and 3% of the total generated power. The total MTDC system losses are higher since the VSC losses should also be taken into account.
It is interesting to note that, as one would expect, the transmission losses and the power traded in the MTDC network have basically the same trend. This is due to the fact that trade, as calculated by Equation (15) , happens through lines 3 and 6, i.e., the hub lines, which are the longest lines in the MTDC network. Figure 15 . Transmission losses in the MTDC system in percentage of the total generated power and power traded in the MTDC system in per unit of the system power base.
Conclusions
The increasing interest in integrating renewable electricity from remotely located energy sources, such as offshore wind power, is promoting the development of high-voltage multi-terminal DC networks, which offer several advantages when compared with standard high-voltage AC networks. In that matter, the VSC-HVDC technology stands out as the most promising solution. However, several regulatory as well as technical challenges must be addressed before such MTDC systems can be erected.
The paper has described the dynamic models of the main components in an MTDC network. A novel control method, the distributed voltage control (DVC) strategy, has been presented to control the DC power flow. The DVC strategy was analyzed in combination with a genetic algorithm that minimizes the MTDC system losses. A total of eight different case studies have been conducted, via dynamic simulations, in MATLAB Simulink. The simulation results demonstrated that the proposed control strategy is capable of reliably and safely controlling the DC power flow. Furthermore, it was shown that the DVC strategy does not rely on fast communications and can handle the power flow in complex DC networks.
Future work involves building a small-scale version of the represented MTDC network in a laboratory, testing the distributed voltage controllers in a real-time environment, and assessing the effect of direct voltage measurement errors on the dc load flow obtained with the DVC strategy.
