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THE OPTIMAL SPECTRAL GAP FOR REGULAR AND
DISORDERED HARMONIC NETWORKS OF OSCILLATORS
SIMON BECKER AND ANGELIKI MENEGAKI
Abstract. We consider one-dimensional chains and multi-dimensional networks of
harmonic oscillators coupled to two Langevin heat reservoirs at different temper-
atures. Each particle interacts with its nearest neighbors by harmonic potentials
and all individual particles are confined by harmonic potentials, too. In this arti-
cle, we provide, for the first time, the sharp N dependence of the spectral gap of
the associated generator under various physical assumptions and for different spa-
tial dimensions. Our method of proof relies on a new approach to analyze a non
self-adjoint eigenvalue problem involving low-rank non-hermitian perturbations of
auxiliary discrete Schro¨dinger operators.
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2 SIMON BECKER AND ANGELIKI MENEGAKI
1. Introduction
We analyze the dependence of the L2-spectral gap of the full Fokker-Planck oper-
ator for a classical heat conduction model from non-equilibrium statistical mechanics
by using novel ideas from scattering [SZ89] and random matrix theory [FKS97] to
reduce it to a non self-adjoint eigenvalue problem involving discrete Schro¨dinger op-
erators. Even though non self-adjoint eigenvalue problems are often difficult to treat
using perturbative methods, we show that the low-rank nature of the non self-adjoint
perturbation allows precise estimates on the behaviour of the spectral gap.
1.1. Description of the model. In this article we study the so-called chain of os-
cillators, which is a multi-dimensional model1 describing heat transport through a
configuration of Nd interacting particles, where d is the spatial dimension.
We assume particles situated on a d-dimensional square lattice [N ]d, where [N ] :=
{1, .., N}, with quadratic nearest neighbor interaction and pinning potentials confining
the particles of mass mi to a lattice structure. Let m[N ]d := diag(m1, ...,mNd) be the
mass matrix, containing the masses mi of particles i ∈ [Nd] on the diagonal, and let qi
be the displacement of each particle with respect to their equilibrium position and pi
its momentum. The energy of the oscillator chain is described by a Hamilton function
H : T ∗RdNd → R
H(q,p) =
〈p,m−1
[N ]d
p〉
2
+ Vη,ζ(q) where
Vη,ζ(q) =
Nd∑
i=1
ηi|qi|2 +
∑
i∼j
ξi,j|qi − qj|2
(1.1)
where ∼ indicates nearest neighbors on the [N ]d ⊂ Zd lattice and ηi, ξi,j > 0. The
above form of the potential describes particles that are fixed by a quadratic pinning
potential Upin,i(q) = ηi|qi|2 and interact through a quadratic interaction potential
Uint,i∼j(q) = ξi,j|qi − qj|2 for i, j such that ‖i− j‖∞ = 1.
The dynamics of this model is such that (some) particles at the boundary on {1, .., N}d
are coupled to heat baths at (possibly) different temperatures β−1. Moreover, some
particles i ∈ I ⊂ {1, .., N}d are subject to friction and we denote by γi > 0 the friction
strength at the i-th particle.
The time evolution is then for particles i ∈ {1, .., N}d described by a coupled system
of SDEs:
1although in higher dimensions the model is no longer a chain of oscillators, but rather a network,
we shall still use the expression chain of oscillators to refer to the model as it was first considered in
one dimension and the name chain of oscillators has been used pars pro toto.
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dqi(t) = ∂piH dt and
dpi(t) = (−∂qiH − γipiδi∈I) dt+
∑
i∈I
√
2miγiβ
−1
i dWi
(1.2)
where βi is the inverse temperature at the boundary of the network of oscillators, Wi
with i ∈ I are iid Wiener processes, γi > 0 a friction parameter, and I ⊂ {1, .., N}d
the set of the particles subject to friction.
For the analysis of one-dimensional chains, we mainly consider friction at both ter-
minal ends, i.e. I = {1, N}, in which case β1 and βN correspond to actual physical
inverse temperatures. Our analysis also allows us to study a chain with zero friction at
a single end of the chain, this is a scenario that has been considered by Hairer [Hai09].
In this case, the frictionless end is interpreted to be in contact with an environment
at infinite temperature. In this case the inverse temperature at the frictionless end no
longer corresponds to a physical temperature.
The solution to the above system of SDEs (1.2) forms a Markov process, and can thus
be equivalently described by a strongly continuous semigroup Ptf(z) := Ez
(
f(pt, qt)
)
where (pt, qt) ∈ R2Nd solve the system of SDEs (1.2). Its generator is given by
Lf(z) = −zM[N ]d · ∇zf(z) +∇p · Γm[N ]dΘ∇pf(z) (1.3)
where M[N ]d ∈ C2Nd×2Nd and Γ ∈ RNd×Nd are matrices of the form
M[N ]d :=
(
Γ −m−1
[N ]d
B[N ]d 0
)
and Γ = diag(γ1δ1∈I , . . . , γNdδNd∈I).
Here, Γ is the friction matrix with γi > 0 and Θ = diag(β
−1
1 δ1∈I , . . . , β
−1
Nd
δNd∈I) contains
the temperatures of the bath.
Defining for i, j ∈ [Nd] self-adjoint operators 〈u, Li,ju〉`2(CNd ) := (u(i) − u(j))2 that
decompose the negative weighted Neumann Laplacian on CNd as
−∆Nd =
∑
i∼j
ξi,jLi,j,
we can write the operator B[N ]d appearing in M[N ]d as a Schro¨dinger operator
B[N ]d = −∆[N ]d +
Nd∑
i=1
ηiδi (1.4)
where (δi(u))(j) = u(i)δij. The operator BN reduces in one dimension to the Jacobi
(tridiagonal) matrix
(BNf)n = −ξnfn+1 − ξn−1fn−1 + (ηn + (2− δn∈{1,N})ξn)fn
with the convention that f0 = fN+1 = 0.
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1.2. State of the art and motivation. The (multi-dimensional) chain of oscillators
is a non-equilibrium statistical mechanics model initially introduced to study heat
transport in media. It was first introduced for the rigorous derivation of Fourier’s
law, or a rigorous proof of its breakdown: this is well described in several overview
articles on the subject: [BLRB00], [Lep16, Dha08] and [FB19]. The linear (harmonic)
case was the first to be studied in [RLL67], where the non equilibrium steady state
(NESS) was explicitly constructed and the behavior of the heat flux analyzed as well,
leading (as expected) to the breakdown of Fourier’s law. For results regarding on chains
with anharmonic potentials, we refer the reader to [EPRB99a, EPRB99b, EH00] where
existence and uniqueness of stationary states was studied and to [RBT02, Car07] where
exponential convergence towards the NESS has been proved. Regarding the existence,
uniqueness of a NESS and exponential convergence towards it in more complicated
anharmonic d-dimensional networks of oscillators (not only for square lattices) see
[CEHRB18]. In [Raq19, Men20] bounded perturbations of the harmonic chain are
discussed. Note also that short chains of rotors with Langevin thermostats have been
studied in [CP17, CEP15]. In the articles [HM09, Hai09] some negative results are
presented, i.e. lack of spectral gap, in cases where the pinning potential is stronger
than the coupling one.
The main motivation of this article is to find the exact scaling of the spectral gap of
the associated generator of the dynamics as defined above, in terms of the number of
the particles. Quantitative results in this sense are missing from the literature and even
in the simplest cases for the chain of oscillators, i.e. the linear (harmonic) chains, the
dependence on the dimension of the spectral gap. Attempts have been made through
hypocoercive techniques to get N -dependent estimates under certain assumptions on
the potentials: see the discussion in [Vil09, Section 9.2] where this question was first
raised. The techniques discussed in Villani’s monograph however only yield rather far
from optimal estimates on the spectral gap in terms of the system size. To the authors’
knowledge, the only relevant result so far that gives a polynomial lower bound on the
spectral gap for the same model (homogeneous with a weak N -dependent anharmonic-
ity) is [Men20]. Hypocoercive techniques used in that article provide a polynomial
lower bound on the spectral gap and upper bounds on the prefactors in front of the
exponential that determine the exponential rate of the convergence.
Here we give the sharp upper and lower bounds on the scaling of the spectral gap. In
this article we not only cover homogeneous networks of oscillators, but also randomly
perturbed pinning potentials or pinning potentials perturbed by single impurities. In
addition, our techniques also apply to other scenarios apart from the classical one-
dimensional model, in particular it gives scalings for d-dimensional square network
cases. These results seem to be the first of this kind.
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Microscopic properties and heat transport. Before stating our main results, we
want to mention results on the macroscopic heat transport of the chain of oscillators,
e.g. heat conductivity, and how such properties are determined from microscopic
properties of the system. In particular, we would like to highlight which microscopic
properties affect the heat transport and which determine the asymptotic behaviour of
the spectral gap.
It has been suggested by [CL] that, for an infinite chain the absolutely continuous
part of the spectrum of the Schro¨dinger operator (1.4), i.e. the metallic part of the
spectrum, leads to infinite conductivity. In the specific example of the homogeneous
chain, where there is only absolutely continuous spectrum in the limit, it is well-known
that the conductivity is infinite (Fourier’s law doesn’t hold) [RLL67]. Note also that
the behavior of the flux does not depend on the dimensionality of the system, see
[Hel71] for 2 dimensions. However, in disordered harmonic chains (DHC) with random
masses, where all eigenstates of the discrete Schro¨dinger operator are localized, the
heat flux vanishes as N → ∞ almost surely, see [CL, JRG71, OL74]. In terms of the
conductivity that is κ(N)
N
→ 0 as N goes to infinity.
First studies of the behaviour of the heat currents in a one-dimensional DHC were
done in [CL, JRG71]. In particular, in [JRG71] the heat baths are semi infinite har-
monic chains distributed with respect to Gibbs measures at temperatures TL, TR (free
boundaries). In this case, E(JN) & N−1/2, where E(·) denotes the expectation over the
masses. That E(JN) ∼ N−1/2 was proved a bit later in [Ver79], showing that Fourier’s
law does not hold in this model of DHC. Results regarding heat baths coupled at both
ends with Ornstein-Uhlenbeck terms with fixed boundaries, i.e. q0 = qN+1 = 0, was
first done in [CL]. A rigorous proof of E(JN) ∼ (∆T )N−3/2 was given in [AH11].
The limiting behaviour of the heat flux in both of these models is also discussed in
[Dha01]. Localization effects of the discrete Schro¨dinger operator enter also in the
study of mean-field limits for the harmonic chain [BHO19].
Our new approach shows that the spectral gap of the generator to (1.2) is determined
by the decay rate of eigenstates of the discrete Schro¨dinger operator (1.4)
(B[N ]df)i = (−∆[N ]df)i + ηifi, where f = (fi)i∈[Nd],
defined in terms of masses, the potential coupling strengths, under a constraint on
the level-spacing between its eigenvalues. In particular, our results indicate that the
presence of exponentially localized eigenstates in the discrete Schro¨diger operator, i.e.
the insulating part of the spectrum, causes an exponentially fast closing of the spectral
gap. In contrast to this, if the discrete Schro¨dinger operator possesses only extended
states, the spectral gap again decays to 0 as N tends to infinity but this time only at a
polynomial rate. Both results only hold under a pressure condition on the eigenvalues.
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Figure 1. Homogeneous chain: Spectral gap ∼ N−3.
Figure 2. Chain with impurity: Spectral gap ∼ e−cN .
Figure 3. Disordered chain: Spectral gap ∼ e−cN .
Figure 4. The one-dimensional chain of oscillators connected to heat
baths (big discs) and with various pinning potentials (differently coloured
discs indicate different pinning strengths).
The above results show that single impurities which correspond to rank one pertur-
bations in the discrete Schro¨dinger operator should not affect the heat conductivity but
do affect the spectral gap. Put differently, heat transport is an effect that is governed
by all the modes of the system whereas the spectral gap is -in general- only determined
by a single extremizing mode of the Schro¨dinger operator.
1.3. Main results. We study the spectral gap for three scenarios describing funda-
mentally different physical settings:
• For a homogeneous model with the same physical parameters for every particle
(the associated Schro¨dinger operator possesses only extended states in the limit
N →∞), Fig. 1,
• for a model with a sufficiently strong impurity in the pinning potential of a
single particle (the Schro¨dinger operator possesses both extended and expo-
nentially localized states in the limit N →∞), Fig. 2, and
• for a model with disordered pinning potential (the Schro¨dinger operator has
only exponentially localized eigenstates in the limit N → ∞ for d = 1, this
is also conjectured to be true for d = 2, and is conjectured to have both
exponentially localized and extended states in dimensions d ≥ 3), Fig. 3.
Our main results on the N -dependence of the spectral gap of the d-dimensional
harmonic chain are summarized in the following theorem:
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Theorem 1. Let the positive masses and interaction strengths of all oscillators coin-
cide, N be the number of oscillators and d the dimension of the network. Then if the
sum of all friction parameters for all oscillators is uniformly bounded, the spectral gap
of the chain of oscillators closes always as a function of N . In particular, we have the
following cases
• (Homogeneous chain): If the pinning strength is the same for all oscillators,
(1) when the two particles located at the corners (1, . . . , 1), (N, . . . , N) are ex-
posed to non-zero friction and diffusion, the spectral gap of the generator
satisfies
N−3d . λS . N−3d.
In particular for the one-dimensional chain we have N−3 . λS . N−3.
(2) when the friction and diffusion act on the two particles located at the center
of the two edges of the network (1, dN/2e, . . . , dN/2e), (N, dN/2e, . . . , dN/2e),
the spectral gap of the generator satisfies
N−3−(d−1) . λS . N−3−(d−1).
(3) when d = 2 and the particles exposed to friction are located on the whole
two opposite edges, the spectral gap then satisfies λS . N−5/2.
• (Chain with impurity): Let N be even. We assume that all masses and inter-
action parameters are positive and coincide and the friction parameters γi of
the particles at the boundary
∂[N ]d := {i ∈ [N ]d;∃in : in = 1 or in = N} of [N ]d := {1, .., N}d
satisfy supi∈∂[N ]d γi ∈ (0, c)where c is independent of N . Then, if the pinning
strength
ηcd(N)
at the center point cd(N) = (N/2, .., N/2) of the network is sufficiently small
compared to the pinning strength of all other oscillators, then the spectral gap
λS of the generator closes exponentially fast in the number of oscillators, for
all d ≥ 1.
• (Disordered chain): We assume that all masses and interaction parameters
are positive and coincide and the friction parameters γi of the particles at the
boundary
∂[±N ]d := {i ∈ [±N ]d; ‖N‖∞ = N} of the network [±N ]d := {−N, ..., N}d
satisfy supi∈∂[±N ]d γi ∈ (0, c) where c is independent of N . Then, if the pinning
strengths are iid random variables according to some compactly supported den-
sity ρ ∈ Cc(0,∞), the spectral gap λS of the generator closes exponentially fast
in the number of oscillators, for all d ≥ 1 for all but finitely many N .
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Figure 5. Log-log plot of the spectral gap for the one-dimensional chain
of oscillators for all three cases considered in Theorem 1. The impurity
is modeled by choosing a pinning strength ηi = 10 for all oscillators i
apart from the one in the center for which we choose ηN/2 = 5. The
disorder potential is of the form Vω(n) = 1 +Xn where Xn ∼ U(0, 1) are
i.i.d. uniformly distributed.
Our findings in Theorem 1 are illustrated in one spatial dimension in Figure 5.
Open questions.
• While we fully settle the scaling of the spectral for one-dimensional oscillator
chains, the scaling of the spectral gap for many physically relevant configura-
tions in higher dimensions remains open. Although our method of proof still
applies to such configurations as well, the necessary estimates seem to become
rather intricate, cf. the discussion below Proposition 3.4.
• It would be interesting to study the behavior of the spectral gap in terms of
the dimension of the system in the oscillator chains for more general classes
of pinning and interaction potentials, i.e. for nonlinear chains. While this
analysis cannot be reduced to a Schro¨dinger operator in that case, we still
believe the connection between decay properties of (generalized) eigenstates
of the symmetric part of the operator and the scaling of the spectral gap to
persist.
• Moreover, apart from considering different kinds of potentials, one can study
different kind of noises as well, [Raq19, NR], where quantitative rates of con-
vergence are not available, so far.
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• It would also be interesting to extend our analysis to more complicated geome-
tries such as different lattice structures.
Notation. We write f(z) = O(g(z)) to indicate that there is C > 0 such that
|f(z)| ≤ C |g(z)| and f(z) = O(g(z)) for z → z0 if there is for any ε > 0 a neighborhood
Uε of z0 such that |f(z)| ≤ ε |g(z)| . Finally, we introduce the notation [N ] := {1, ..., N}
and
∂[N ]d := {i = (i1, .., id) ∈ [N ]d; ‖i‖∞ = N or min
n∈[d]
in = 1}.
The eigenvalues of a self-adjoint matrix A shall be denoted by λ1(A) ≤ ... ≤ λN(A).
We also employ the Kronecker delta where δn∈I = 1 if n ∈ I and zero otherwise.
2. Mathematical preliminaries
For our purposes, it is sometimes favorable to consider also another form, which we
obtain upon performing the following change of variables
p˜ = p
√
m−1
[N ]d
, q˜ := q
√
B[N ]d .
This is an isomorphic change of variables if and only if all masses and interaction
strength are strictly positive. In the new coordinates, the generator becomes
L = p˜m−1/2
[N ]d
B
1/2
[N ]d
∇q˜ − q˜B1/2[N ]dm−1/2[N ]d ∇p˜ − p˜Γ · ∇p˜ +∇p˜ · ΓΘ∇p˜
= −z˜Ω[N ]d · ∇z˜ +∇p˜ · ΓΘ∇p˜
(2.1)
where
Ω[N ]d :=
(
Γ −m−1/2
[N ]d
B
1/2
[N ]d
B
1/2
[N ]d
m
−1/2
[N ]d
0
)
.
The following Proposition identifies the optimal exponential rate of convergence,
and thus the spectral gap, to the NESS for OrnsteinUhlenbeck operators. This result
was first proved, to our knowledge by [MPP02]. Here we state a version given in
[AE, Mon19]:
Proposition 2.1 (Proposition 13 in [Mon19], Theorems 4.6 and 6.1 in [AE], Theorem
2.16 in [AAS15]). Let the generator of an Ornstein-Uhlenbeck process given by
Lf(z) = −(Bz) · ∇zf(z) + div(D∇zf)(z), z ∈ Rd (2.2)
under the assumptions that
(1) There is no non-trivial subspace of KerD that is invariant under BT
(2) All eigenvalues of the matrix B have positive real part (B is positively stable).
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Let ρ := inf{Re(λ) : λ ∈ Spec(B)} > 0 and let m, that possibly depends on N , be the
maximal dimension of the Jordan block of B that corresponds to an eigenvalue λ of B
such that Re(λ) = ρ.
Then there is a unique invariant measure µ and constant c > 0 so that, regarding the
long time behaviour of the process with generator (2.2),
c−1(1 + t2(m−1))e−2ρt ≤ ‖Pt − µ‖2 ≤ ceρ(1 + t2(m−1))e−2ρt
where ‖Pt − µ‖ := sup‖f‖L2(µ)=1{‖(Pt − µ)f‖L2(µ)}.
Therefore, both the exponential rate given by ρ is and the power (1 + t2(m−1)) are
optimal. Now if we define for every ε ∈ (0, ρ),
Cε,N := sup
t>0
e−2εt(1 + t2(m−1))
we have
(1 + t2(m−1))e−2ρt ≤ Cε,Ne−2(ρ−ε)t.
Note that since m can depend on N , Cε,N depends on N , too. The exponential
rate and more generally the estimates of the relaxation time, is due to the drift part
of the operator, whereas the hypoellipticity condition is used to ensure us for the
existence of a unique invariant measure µ (in [AE, Lemma 3.2] it is established that
the invariant measure is in general a non-isotropic Gaussian measure. See also [RLL67]
where they find an explicit form of this stationary measure having as motivation to
study properties of the NESS of the harmonic oscillators chains.)
We finally would like to mention that such a result holds in relative entropy as well
[Mon19].
The above Proposition 2.1 applies to the chain of oscillators as well, where B is just
ΩT
[N ]d
in (2.1). Conditions (1) and (2) are satisfied, once we assume there is diffusion
and friction, i.e. I 6= ∅, since this condition is equivalent to the hypoellipticity of ∂t−L
[H67, 1]. Also Ω[N ]d satisfies condition (ii), see [JPS17, Lemma 5.1]. Since we don’t
know if our matrix Ω[N ]d is diagonalizable, Cε,N here depends possibly on N and when
considering the worst case we have a dependence of order t2(N−1) on the right hand
side. Then applying Proposition 2.1 in our case we get
2c−1e−2ρt ≤ ‖Pt − µ‖2 ≤ ceρ(1 + t2(Nd−1))e−2ρt.
To summarize the discussion of this Section: The spectral gap λS of the generator
of the N -particle dynamics (2.1) is precisely given by
λS := inf{Re(λ) : λ ∈ Spec(Ω[N ]d)} = inf{Re(λ) : λ ∈ Spec(M[N ]d)}.
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We record some simple observations about the behaviour of the spectral gap in the
following Proposition:
Proposition 2.2. For the one-dimensional chain of oscillators the following properties
hold:
(1) The characteristic polynomial of M[N ]d satisfies det(M[N ]d − λ id) = det(λ2 −
λΓ +m−1
[N ]d
B[N ]d) = 0. In particular, the matrix M[N ]d is invertible if and only
if B[N ]d is invertible.
(2) If there is the same non-zero friction at every oscillator, i.e. Γ = γ id, I =
[Nd], and infN∈N infλ∈Spec(m−1
[N ]d
B
[N ]d
) λ > 0 then the chain of oscillators has
a spectral gap that is uniform in the number of oscillators. In particular, if
all masses and coupling strength η, ξ coincide and are non-zero, then we have
infN∈N infλ∈Spec(m−1
[N ]d
B
[N ]d
) λ > 0.
(3) The spectral gap of the generator (1.3) closes at least with rate O(N−1) if the
friction parameters at particles on the boundary ∂[N ]d of the particle config-
uration [N ]d is uniformly bounded, i.e. supi∈I⊂∂[N ]d γi ≤ C where C > 0 is
independent of N .
(4) Let 1 ∈ I be the left terminal end of a one-dimensional chain with universal (in-
dependent of the size of the chain) friction parameter γ1 > 0. If all oscillators
have the same mass and there are constants c1, c2 > 0 such that c1 < ξi, ηi < c2
for all N , then the spectral gap of (1.3) does not close faster than e−cN for
some c > 0.
Proof. (1): The determinant formula follows from general properties of block matrices.
By setting λ = 0 it follows that M[N ]d is invertible if and only if m
−1
[N ]d
B[N ]d .
(2): If I = [Nd] and Γ = γI then det(λ2−γλ+m−1
[N ]d
B[N ]d) = 0 is equivalent to solving
λ2 − γλ + µ = 0 where µ ∈ Spec(m−1
[N ]d
B[N ]d). Now as the product of two positive
definite matrices, m−1
[N ]d
B[N ]d has again positive eigenvalues. Thus, all solution to this
equation have their real part bounded away from zero.
(3) is a consequence of the identity∑
λ∈Spec(M
[N ]d
)
λ = tr(M[N ]d) = tr(Γ).
Since we have 2Nd (counting multiplicity) positive terms that all satisfy Re(λ) ≥ 0
where λ ∈ Spec(M[N ]d), and by assumption tr(Γ) = O(Nd−1), we conclude that λS =
O(N−1): Indeed we write∑
λ∈Spec(M
[N ]d
)
Re(λ) ≥ (2Nd) inf{Re(λ) : λ ∈ Spec(M[N ]d)} = O(Nd−1)
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and thus
λS = inf{Re(λ) : λ ∈ Spec(M[N ]d)} = O(N−1).
(4): We introduce the transfer matrix [Tes00, (1.29)]
Ai(λ) =
(
λ2−(ξi+ξi+1+ηi+1)
ξi+1
− ξi
ξi+1
1 0
)
. (2.3)
Thanks to the tridiagonal and symmetric form of BN , the transfer matrix (2.3) allows
us to write the solution to (BN + λ
2)u = 0 inductively as(
ui+1
ui
)
=
1∏
j=i−1
Aj(λ)
(
u2
u1
)
.
This way,
∥∥∥(ui+1, ui)T∥∥∥ ≤ Ci−1 ∥∥∥(u2, u1)T∥∥∥ with boundary conditions
u2 =
(λ2 − λ+ η1 + ξ1)
ξ1
u1 and uN−1 =
(λ2 − λ+ ηN + ξN−1)
ξN−1
uN .
and where C = supj ‖Aj‖ .
Let λ ∈ Spec(MN) with Re(λ) = λS, then there is u normalized such that
(m−1N BN + λ
2)u = λΓu.
In particular, this implies by taking the inner-product with u again:
〈(m−1N BN + λ2)u, u〉 = λ〈Γu, u〉,
and since the real and the imaginary parts in both sides should be the same, we write
for the imaginary part Im(λ2) = Im(λ)
∑
i∈I γi|ui|2. Writing now λ = λS + i Im(λ)
yields
λS =
∑
i∈I
γi|ui|2/2 ≥ γ1|u1|
2
2
. (2.4)
Since u is normalized this implies, using also (2.4), that
1 =
N∑
i=1
|ui|2 ≤ C2N1 |u1|2 ≤ 2
C2N1
γ1
λS
which implies the claim as we assumed that there is friction at the first particle. 
Remark 1. The artificial case (2), in which we assume friction at every particle, and
the result in (3) show that it is the sub-dimensionality of the particles experiencing
friction that causes the spectral to close for almost all configurations of the chain of
oscillators.
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3. Proofs of the main results
3.1. Reduction method from scattering theory. In a preliminary step, we har-
ness the low-rank character of the perturbation and reduce the study of the spectral
gap to an auxiliary problem.
The following Lemma reduces the dimension of the spectral analysis of Ω[N ]d ∈
CNd×Nd , which determines the spectral gap of the generator (2.1), to an equivalent
problem for a low-dimensional Wigner matrix R˜I ∈ C|I|×|I| and connects the low-
dimensional Wigner matrix to the eigenvectors of the off-diagonal blocks of ΩN . For
more background on this method, that originates from scattering theory, we refer to
[SZ89]. We apply it here to study the spectra of low-rank perturbations, due to friction
at the boundary oscillators, of the Hamiltonian system.
Lemma 3.1 (Low-rank perturbations). Let B be a self-adjoint matrix on CNd with
eigenvalues λj and eigenvectors vj and consider the matrix A = iΩ = A0 + iΓ ⊕
0CNd×Nd where A0 =
(
0 −iB
iB 0
)
. We then have that λ ∈ Spec(A) if and only if
i ∈ Spec(R˜I(λ)) where for V ±j = 1√2(vj,±ivj)T
R˜I(λ) =
Nd∑
j=1
(λ− λj)−1
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±j , e2N
d
i1
〉〈e2Ndi2 , V ±j 〉e|I|i1 ⊗ e|I|i2 (3.1)
and enj is the j-th unit vector in Cn.
Proof. We define matrices AI =
{√
γae
2Nd
a (i)
}
i∈[2Nd],a∈I
∈ C2Nd×|I| and then have that
the friction matrix is given by Γ = AIA
∗
I .
The Wigner R˜I-matrix is defined as
R˜I(λ) := A
∗
I(λ−A0)−1AI ∈ C|I|×|I|.
We then obtain from properties of the determinant, and Sylvester’s determinant
identity in particular, that
det
(
id|I|−iR˜I(λ)
)
= det
(
id|I|−iA∗I(λ−A0)−1AI
)
= det
(
id|I|−i(λ−A0)−1Γ
)
= det
(
(λ−A0)−1(λ−A0 − iΓ)
)
= det
(
(λ−A0)−1
)
det (λ−A) .
Rearranging this identity shows that
0 = det(λ−A) = det(λ−A0) det
(
id|I|−iR˜I(λ)
)
. (3.2)
Thus, all eigenvalues λ of the high-dimensional matrix A coincide with values λ for
which i ∈ Spec(R˜I(λ)). The eigenvectors of A0 are given by V ±j = 1√2(vj,±ivj)T where
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vj are eigenvectors of B to eigenvalues λj. We thus find the following expression for R˜I
R˜I(λ) =
Nd∑
j=1
(λ− λj)−1
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±j , e2N
d
i1
〉〈e2Ndi2 , V ±j 〉e|I|i1 ⊗ e|I|i2 .

3.2. One-dimensional homogeneous chain. We first study the behaviour of a one-
dimensional chain of oscillators that consists of particles with the same physical prop-
erties. The limiting discrete Schro¨dinger operator B∞ possesses only absolutely con-
tinuous spectrum, by standard properties of the discrete Laplacian, and we find a
polynomially fast rate for the closing of the spectral gap:
Proposition 3.2 (Homogeneous chain). Let all pinning and interaction parameters
ηi > 0, ξi > 0 of the potentials, and masses mi coincide, respectively and assume
that there is at least one particle with non-zero friction and diffusion at one of the
terminal ends of the chain. The spectral gap of the harmonic chain of oscillators
satisfies N−3 . λS . N−3.
Proof. The eigenvectors to the root of the discrete Schro¨dinger operator
√
BN , defined
in (1.4), coincide with the eigenvectors to the discrete Laplacian and are just given by
vj(i) =

N−
1
2 , j = 1√
2
N
cos
(
pi(j−1)
(
i−1
2
)
N
)
, otherwise
(3.3)
with eigenvalues
λj(
√
BN) =
√
4ξ sin2
(
pi(j − 1)
2N
)
+ η
of
√
BN . We then define µj := λj(
√
BN) − λN(
√
BN) and observe that by Taylor
expansion we have
|
√
4ξ + η − λj(
√
BN)| . |λN(
√
BN)− λj(
√
BN)| (3.4)
for j ≤ N − 1, such that by using this estimate in the final step
µ−1j =
∣∣λj(√BN) + λN(√BN)∣∣∣∣λj(√BN)2 − λN(√BN)2∣∣ . |λj(√BN)2 − λN(√BN)2|−1
. |λj(
√
BN)
2 − (4ξ + η)|−1
(3.5)
This yields by combining (3.5) with the explicit expression of the eigenvalues (3.3)
µ−1j .
∣∣∣∣4ξ sin2(pi(j − 1)2N
)
− 4ξ
∣∣∣∣−1 . ∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣−2 = O(N2). (3.6)
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Note that the last equality comes from the leading order in Taylor expansion. Using
(3.6) for µ−2j and also the explicit form of the eigenvectors (3.3), yields that
N−1∑
j=1
|vj(1)|2
µj
. 2
N
N−1∑
j=1
∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣2 ∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣−2 = O(1). (3.7)
We also record that again by (3.6) and (3.3)
N−1∑
j=1
|vj(1)|2
µ2j
. 1
N
N−1∑
j=1
∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣2 ∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣−4
.
∣∣∣cos(pi
2
− pi
N
)∣∣∣−2 = O(N2)
(3.8)
where the last estimate follows by Taylor expanding around pi/2. Since cos(pik− x) =
(−1)k cos(x), we observe that also vj(1) = (−1)j−1vj(N) as
cos
(
pi(j−1)
2N
)
= cos
(
pi(j − 1)− pi(j−1)(N−
1
2
)
N
)
= (−1)j−1 cos
(
pi(j−1)(N−1
2
)
N
)
.
Let the rescaled Wigner R-matrix be defined using (3.1) as
RI(λ) := R˜I(λ+ λN).
To make the sums on the right of (3.1) more transparent, we define matrices
Γ[1](j − 1) = 1 and Γ{1,N}(j − 1) =
(
γ1 (−1)j−1√γ1γN
(−1)j−1√γ1γN γN
)
. (3.9)
These matrices allow us to rewrite the rescaled Wigner R-matrix in the more compact
form
RI(λ) =
N∑
j=1
(λ− µj)−1|vj(1)|2ΓI(j − 1). (3.10)
Let us now restrict to the case I = {1, N} and reduce RI ∈ C2×2 to a scalar equation
(if there is friction at one end only, the Wigner R-matrix RI is already scalar). We
then find that vectors u =
(
√
γ1,
√
γN )
T
√
γ1+γN
are eigenvectors to matrices ΓI such that
Γ{1,N}(j − 1)u = (γ1 + γN)δj,oddu
where δj,odd = 1 if j is odd and 0 otherwise. Similarly, for j even, we can use vectors
u =
(
√
γ1,−√γN )T√
γ1+γN
instead.
Without loss of generality, let N be odd, and u =
(
√
γ1,
√
γN )
T
√
γ1+γN
. It follows from (3.3) and
Taylor expansion that 2|vN(1)|2 = O(N−3). We now use the expansion
(λ− µ)−1 = −µ−1
∞∑
n=0
(
λµ−1
)n
= −µ−1 − µ−2λ− µ−2λ2(µ− λ)−1 (3.11)
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to rewrite the equation (RI(λ)− i)u = 0 in terms of scalar functions
f(λ) = νλ with ν := −i− (γ1 + γN)
N−2∑
j=1, j odd
|vj(1)|2
µj
and
g(λ) = (γ1 + γN)
(
|vN(1)|2 −
N−2∑
j=1, j odd
|vj(1)|2λ2
µ2j
−
N−2∑
j=1, j odd
|vj(1)|2
µ2j
λ3
µj − λ
)
.
(3.12)
Indeed, since
(RI(λ)− i)u =
(
N∑
j=1
(λ− µj)−1|vj(1)|2δj,odd(γ1 + γN)− i
)
u
it follows by expanding (λ− µj)−1, as in (3.11), and multiplying by λ that
λ(RI(λ)− i)u = (f(λ) + g(λ))u
and thus we reduce our problem to a scalar one, since
RI(λ)u = iu if and only if f(λ) + g(λ) = 0. (3.13)
Let us now fix a ball
K := B(0, rN) for some rN to be determined. (3.14)
We then find that for λ ∈ ∂K we have for f
rN = |iλ| ≤ |f(λ)| . rN . (3.15)
Equation (3.8) implies that for λ ∈ ∂K we have for the second term in g(λ), as in
(3.12), that
|λ|2
∣∣∣∣∣
N−1∑
j=1
|vj(1)|2
µ2j
∣∣∣∣∣ = O(N2r2N).
Moreover, if we choose rN = O(N−3), then by observing that by (3.6) and Taylor
expansion cos(x) = −(x− pi/2) +O ((x− pi/2)3)
µ−1j .
∣∣∣∣cos(pi(j − 1)2N
)∣∣∣∣−2 . ∣∣∣∣pi(j − 1)2N − pi2
∣∣∣∣−2 . ∣∣∣∣pi(N − 1)2N − pi2
∣∣∣∣−2
.
∣∣∣ pi
2N
∣∣∣−2 = O(N2). (3.16)
Regarding the third term of g(λ), as in (3.12), this one can also be estimated by∣∣∣∣∣
N−2∑
j=1, j odd
|vj(1)|2
µ2j
λ3
µj − λ
∣∣∣∣∣ = |λ|2
∣∣∣∣∣
N−2∑
j=1, j odd
|vj(1)|2
µ2j
1
µj
λ
− 1
∣∣∣∣∣
. N2r2NN−1 = O(N−5).
(3.17)
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since
µj
λ
& N−2
N−3 = O(N) and so λµj−λ = O(N−1) .
This implies that for λ ∈ ∂K we have
(γ1 + γN) |vN(1)|2 −O(Nr2N)−O(N2r2N) ≤ |g(λ)| and
(γ1 + γN) |vN(1)|2 +O(Nr2N) +O(N2r2N) ≥ |g(λ)|.
(3.18)
Upper bound:. Thus, we choose in (3.14) rN :=
α
2
|vN(1)|2 with α large enough, (but
independent of N) such that together with (3.15) and the upper bound in (3.18), they
imply that on ∂K
|g(λ)| . (γ1 + γN)N−3 + α
2N−5
4
+
α2N−4
4
. O(rN) ∼ |f(λ)|
which is the case if
(γ1 + γN)N
−3 +
α2N−5
4
+
α2N−4
4
. α
2
N−3 or (γ1 + γN) +
α2
4
(N−2 +N−1) . α
2
.
For large N and large α, the last inequality holds true.
Therefore asymptotically with N ,
|f(λ)| > |g(λ)| on ∂K.
By Rouche´’s Theorem, f and f + g have the same amount of zeros inside K. Since f
has precisely one root in K at λ = 0 so does f + g.
This implies by the equivalence (3.13) that R(λ)u = iu has one solution λ with
λ = O(N−3) and so λS = O(N−3) which yields the upper bound on the spectral gap.
Lower bound:. The lower bound follows analogously. Assuming the spectral gap
would decay faster than O(N−3), i.e. λS/|vN(1)|2 = O(1) then we can select rN =
|vN(1)|2O(1) in (3.14). This way, g(λ) does not have a root in K := B(0, rN) by the
lower bound in (3.18), as |g(λ)| stays away from zero lower-bounded by a leading-order
term (γ1 +γN) |vN(1)|2. Moreover, by the same lower bound in (3.18) and upper bound
in (3.15) we find that on ∂K we have for this choice of rN
|g(λ)| > |f(λ)| on ∂K.
Thus, since g does not have a root inside K, there is also no root to f + g inside K
and thus by (3.13) we necessarily have that N−3 . λS. 
Remark 2 (Dependence of λS on the friction). We stress that our proof shows that
the spectral gap depends on the friction constants γ1, γN , of the two terminal particles.
In particular, by carefully analyzing this dependence in the proof, we see that there are
constants c1, c2 > 0 so that
c1
(
γ1 + γN
1 + γ1 + γN
)
N−3 ≤ λS ≤ c2(γ1 + γN)N−3.
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3.3. Higher-dimensional homogeneous networks. We now turn to the d-dimensional
homogeneous network of oscillators, on a square network for d ≥ 1. We will show how
we can extend ideas from the one-dimensional setting to the multi-dimensional case,
in order to compute the spectral gap, by exploiting the separability of the Neumann
Laplacian.
Assuming η and ξ to be constant allows us to perform an analogous reduction of
the high-dimensional spectral problem to a scalar problem, as in the one-dimensional
case. We have a Schro¨dinger operator on CNd associated to the dynamics, as the first
order part of the generator is expressed through the 2Nd × 2Nd -dimensional matrix
Ω[N ]d . The multi-dimensional Schro¨dinger operator has then the following spectral
decomposition √
B[N ]d =
N∑
i1=1
· · ·
N∑
id=1
λi1···id(
√
B[N ]d)v
⊗d
i1···id (3.19)
where λi1···id(
√
B[N ]d) =
(∑d
k=1 λik
)1/2
with λk = 4ξ sin
2
(
pi(k−1)
2N
)
+η. The eigenvectors
vi1···id are the product states
vi1···id(j1, j2, . . . , jd) = vi1(j1) · · · vid(jd) (3.20)
such that
vj(i) =

N−
1
2 , j = 1√
2
N
cos
(
pi(j−1)
(
i−1
2
)
N
)
, otherwise.
(3.21)
2-particle friction on the d-dimensional network. As a first step we consider
friction at two distinguished boundary particles out of the Nd. We now show how
the method presented above applies if we consider friction at the two corners of the
network, Fig. 6, or at the centres of the two edges above and below, Fig. 7.
We remind the high dimensional version of Lemma 3.1. We consider the matrix
iΩ[N ]d =
(
0 −iB[N ]d
iB[N ]d 0
)
+ iΓ⊕ 0CNd×Nd (3.22)
and reduce the high dimensional spectral problem for Ω[N ]d to a lower dimensional
spectral problem for the Wigner R˜I-matrix in C2×2. From this lemma we get the
following representation of the R˜I-matrix:
R˜I(λ) =
Nd∑
j=1
(λ− λj)−1
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±j , e2N
d
i1
〉〈e2Ndi2 , V ±j 〉e|I|i1 ⊗ e|I|i2 (3.23)
where V ±j =
1√
2
(vj,±ivj)T are of the product form (3.20) with vj being the eigenvectors
of B[N ]d .
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Figure 6. Spectral
gap ∼ N−6.
Figure 7. Spectral
gap ∼ N−4.
Figure 8. The Z2-subnetwork with friction at the blue particles
Proposition 3.3 (2-particle friction in homogeneous networks). Let the dimension of
the network be d ≥ 1 and all ηi > 0, ξi > 0, and masses mi coincide, respectively. We
consider two different scenarios:
• First, we assume that the two particles located at (1, . . . , 1), (N, . . . , N) are
subject to non-zero friction and diffusion. The spectral gap of the harmonic
network of oscillators satisfies
N−3d . λS . N−3d.
• Second, we assume the friction and diffusion acts on the particles located in the
centre of the two edges of the network at (1, dN/2e, . . . , dN/2e), (N, dN/2e, . . . , dN/2e).
Then the spectral gap of the network of oscillators satisfies
N−3−(d−1) . λS . N−3−(d−1).
Proof. To keep the notation simple, we restrict us to stating the proof for d = 2, only
and we write for the eigenvalues λij(
√
BN2) = (λi + λj)
1/2 and for the eigenvectors vij
which are the product states vij(k, l) = vi(k)vj(l). As in the one-dimensional case, we
compute
|λNN(
√
BN2)− λij(
√
BN2)| & |(8ξ + 2η)1/2 − λij(
√
BN2)|, (3.24)
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we define µij := λij(
√
BN2)− λNN(
√
BN2) so that
µ−1ij . |λ2ij − λ2NN |−1 . |(8ξ + 2η)− λ2ij|−1 (3.25)
=
∣∣∣∣∣8ξ − 4ξ
((
sin
(
pi(j − 1)
2N
))2
+
(
sin
(
pi(i− 1)
2N
))2)∣∣∣∣∣
−1
(3.26)
.
∣∣∣∣∣
(
cos
(
pi(j − 1)
2N
))2
+
(
cos
(
pi(i− 1)
2N
))2∣∣∣∣∣
−1
(3.27)
.
∣∣∣∣∣
(
cos
(
pi(N − 2)
2N
))2∣∣∣∣∣
−1
= O(N2) (3.28)
where in the last line we Taylor expanded around pi/2. We rescale the Wigner matrix
RI(λ) = R˜I(λ+ λNN) and write
RI(λ) =
N∑
i,j
(λ− µij)−1|vij(1, 1)|2ΓI ∈ C2×2 (3.29)
where
ΓI :=
(
γ11 (−1)i+j−2√γ11γNN
(−1)i+j−2√γ11γNN γNN
)
since vij(1, 1) = (−1)i+j−2vij(N,N). Note that for i + j = even, the vector u =
(γ11 + γNN)
−1/2(
√
γ11,
√
γNN)
T is an eigenvector to ΓI :
ΓIu = (γ11 + γNN)δi+j:evenu,
where we use the same notation as in the proof for the one dimension. We focus
without loss of generality on this case only, since the remaining scenarios can be treated
similarly. With the above formula and by expanding the term (λ− µij)−1 we are able
to rewrite the equation (RI(λ) − i)u = 0 in terms of two scalar functions f, g. In
particular λ(RI(λ)− i)u = f(λ) + g(λ) with
f(λ) = −iλ− (γ11 + γNN)
N−1∑
i,j=1,
i+j even
λ
|vij(1, 1)|2
µij
and
g(λ) = (γ11 + γNN)
|vNN(1, 1)|2 − N−1∑
i,j=1,
i+j even
|vij(1, 1)|2λ2
µ2ij
−
N−1∑
i,j=1,
i+j even
|vij(1, 1)|2
µ2ij
λ3
µij − λ
 .
(3.30)
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We fix a ball K := B(0, rN) and we estimate the following terms on the boundary
∂K:∣∣∣∣∣∣∣
N−1∑
i,j=1,
i+j even
λ|vij(1, 1)|2
µij
∣∣∣∣∣∣∣ = |λ|
∣∣∣∣∣∣∣
N−1∑
i,j=1,
i+j even
|vi(1)|2|vj(1)|2
µij
∣∣∣∣∣∣∣ (3.31)
.
N−1∑
i,j=1
N−2
rN
∣∣∣cos(pi(i−1)2N )∣∣∣2 ∣∣∣cos(pi(j−1)2N )∣∣∣2∣∣∣cos(pi(i−1)2N )∣∣∣2 = O(rN) (3.32)
after Taylor expansions to estimate the norm of the eigenvectors. Also
|λ|2
∣∣∣∣∣∣∣
N−1∑
i,j=1,
i+j even
|vij(1, 1)|2
µ2ij
∣∣∣∣∣∣∣ . |λ|2
N−1∑
i,j=1,
i+j even
N−2
∣∣∣cos(pi(j−1)2N )∣∣∣2∣∣∣cos(pi(i−1)2N )∣∣∣2 . O(N
2r2N) (3.33)
and ∣∣∣∣∣∣∣
N−1∑
i,j=1,
i+j even
|vij(1, 1)|2
µ2ij
λ3
µij − λ
∣∣∣∣∣∣∣ = |λ|2
∣∣∣∣∣∣∣
N−1∑
i,j=1,
i+j even
|vij(1, 1)|2
µ2ij
1
µij
λ
− 1
∣∣∣∣∣∣∣ = O(N4r3N) (3.34)
since
µij
λ
& N−2r−1N . Therefore we collect the following bounds for f, g:
|f(λ)| = O(rN), |g(λ)| & (γ11 + γNN)|vNN(1, 1)|2 −O(N2r2N)−O(N4r3N) (3.35)
|g(λ)| . (γ11 + γNN)|vNN(1, 1)|2 +O(N2r2N) +O(N4r3N) (3.36)
Choosing rN =
α
2
|vNN(1, 1)|2 = O(N−6) gives the upper bound for the spectral gap,
as in the end of the previous proof as well and the lower bound follows with the same
contradiction argument.
As regards the second part of the statement, i.e. when the particles subject to fric-
tion are located in the centre of the bordered edges, i.e. I = {(1, dN/2e), (N, dN/2e)},
of the network rather than at the corners. The proof follows exactly in the same way
as in the first scenario, apart from the last part of it when we fix the radius rN of the
ball K in order to apply Rouche´’s Theorem. In this case, taking
rN =
α
2
|vNN(1, dN/2e)|2 = O(N−3N−1)
then immediately implies the result. 
2N-particles exposed to friction on two opposite edges. As a second step we
consider the most physically relevant case in higher dimensions, i.e. we assume the
friction to be imposed to all the particles located on the top edge of the network and
on the bottom edge as well, cf. Fig. 9. We use the same techniques and notation as
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Figure 9. The Z2-subnetwork with friction at the blue particles on
opposite edges.
above and we will show how the same method applies to give an upper bound on the
spectral gap. Thus here
I = {(1, 1), . . . , (1, N), (N, 1), . . . , (N,N)} and |I| = 2N
and the rescaled Wigner RI-matrix in C2N×2N will be
R˜I(λ) =
Nd∑
j=1
∑
±
∑
i1,i2∈I
√
γi1γi2
µj
〈V ±j , e2N
d
i1
〉〈e2Ndi2 , V ±j 〉e|I|i1 ⊗ e|I|i2 (3.37)
where µj = λj − λNd .
Note that since in this case the Wigner matrix is still high-dimensional 2N × 2N we
shall support our analytical findings by some numerics too. In particular we have the
following analytical result:
Proposition 3.4 (2N -particle friction in homogeneous networks). Let the two-dimensional
square network graph with particles on the N2 vertices, and all ηi > 0, ξi > 0, and
masses mi coincide, respectively. We assume that the 2N particles located at
{(1, 1), . . . , (1, N), (N, 1), . . . , (N,N)}
are subject to non-zero friction and diffusion. The spectral gap of the harmonic network
of oscillators then satisfies
λS . N−5/2.
Proof. We write again λij = λij(
√
BN2) = (λi + λj)
1/2 and vij to be the product states.
Using the equivalence of Lemma 3.1, we study the equation
det(F (λ) +G(λ)) = 0 (3.38)
in terms of the vectors V ±ij =
1√
2
(vij,±ivij)T and µij = λij−λNN , where µ−1ij . O(N2)
as before. Note that we do not reduce our problem to a scalar one as in the 2-particle
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friction cases above and thus we work with the matrix valued version of Rouche´’s
Theorem stated in Lemma A.1. Following the same method, the matrices F (λ), G(λ)
are defined as follows
F (λ) := −iλ− λ
N−1∑
i,j=1
or i=N,j=N
when j 6=i
∑
±
∑
i1,i2∈I
√
γi1γi2
µij
〈V ±ij , e2N
2
i1
〉〈e2N2i2 , V ±ij 〉e2Ni1 ⊗ e2Ni2 (3.39)
and
G(λ) :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±NN , e2N
2
i1
〉〈e2N2i2 , V ±NN〉e2Ni1 ⊗ e2Ni2︸ ︷︷ ︸
=:(I)
−λ2
N−1∑
i,j=1
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2ij
〈V ±ij , e2N
2
i1
〉〈e2N2i2 , V ±ij 〉e2Ni1 ⊗ e2Ni2︸ ︷︷ ︸
=:(II)
−λ3
N−1∑
i,j=1
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2ij(µij − λ)
〈V ±ij , e2N
2
i1
〉〈e2N2i2 , V ±ij 〉e2Ni1 ⊗ e2Ni2︸ ︷︷ ︸
=:(III)
(3.40)
so that a solution to (3.38) corresponds to the desired eigenvalue. Before we fix a ball
K = B(0, rN), we want to find an upper bound for the ‖ΘN‖, where
ΘN :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±NN , e2N
2
i1
〉〈e2N2i2 , V ±NN〉e2Ni1 ⊗ e2Ni2 (3.41)
i.e. is the first term, (I), of G. We will define then, this bound to be the radius
rN of the ball K and we will proceed as in the previous proofs. To understand the
dependence of ‖ΘN‖ on N we make the following observation:
Due to the symmetries of the eigenvectors, e.g. that vij(1, 1) = (−1)i+j−2vij(N,N), it
suffices to check the scaling of the entries at the columns 1, . . . , dN/2e and only above
the main diagonal of the matrix. We estimate them by Taylor expanding and in a
similar manner as in the previous proofs. For example for the 3 entries in the corners
of the territory that we examine we have
|vNN(1, 1)|2 . N−6, |vNN(1, dN/2e)|2 . N−4,
vNN(1, dN/2e)vNN(1, 1) . N−6 +N−4 = O(N−4)
by Young’s inequality. So all the entries scale at least like N−4 which implies that
‖ΘN‖ ≤ N1/2‖ΘN‖∞ . N1/2NN−4 = O(N−5/2).
We now fix a ball K = B(0, rN) and choose the radius rN :=
α
2
N−5/2. Therefore
it suffices to find a root of (3.38) inside the ball K and conclude the existence of an
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eigenvalue by Rouche´’s theorem. We easily see that for all v 6= 0, on ∂K, ‖F (λ)v‖ ≥
|λ|‖v‖ = rN‖v‖ = α2N−5/2‖v‖ since the second term of the right hand side of (3.39) is
symmetric. We also collect the estimates for (II)
|λ|2
∣∣∣∣∣
N−1∑
i,j=1
|vij(1, 1)|2
µ2ij
∣∣∣∣∣ . r2N = O(N−5), |λ|2
∣∣∣∣∣
N−1∑
i,j=1
|vij (1, dN/2e) |2
µ2ij
∣∣∣∣∣ . r2N = O(N−5)
|λ|2
∣∣∣∣∣
N−1∑
i,j=1
vij(1, 1)vij(1, dN/2e)
µ2ij
∣∣∣∣∣ . N−5.
Moreover since λ
µij−λ = O(N−1), for (III):∣∣∣∣∣
N−1∑
i,j=1
|vij(1, 1)|2
µ2ij
λ3
µij − λ
∣∣∣∣∣ . N−5−1,
∣∣∣∣∣
N−1∑
i,j=1
|vij (1, dN/2e) |2
µ2ij
λ3
µij − λ
∣∣∣∣∣ . N−5−1,∣∣∣∣∣
N−1∑
i,j=1
vij(1, 1)vij(1, dN/2e)
µ2ij
λ3
µij − λ
∣∣∣∣∣ . N−5−1.
So we can see that all the entries in (II) and (III) of G scale like O(N−5) and O(N−6)
respectively. Thus, we find the following estimate on the operator norm of terms (II)
and (III)
‖(II)‖ ≤ N1/2‖(II)‖∞ . N1/2NN−5 = N1/2N−4 = O(N−7/2) (3.42)
and
‖(III)‖ ≤ N1/2‖(III)‖∞ ≤ N1/2NN−6 = O(N−9/2). (3.43)
We conclude that
‖G‖ . N−5/2 +N−7/2 +N−9/2 = N−5/2(1 + O(1)) = O(N−5/2). (3.44)
We choose α large enough so that we have ‖F (λ)v‖ > ‖G(λ)v‖ on ∂K, for all v 6= 0.
Since F (λ) is not invertible exactly at 0 inside K, we have that there is one point
inside K so that F (λ) + G(λ) is not invertible or in other words there is one root of
RI(λ)− iu = 0 with λ . N−5/2. 
Proposition 3.4 provides only an upper bound on the spectral gap. The main ob-
struction to find sharp estimates on the spectral gap is to obtain precise asymptotics
on the scaling of the operator norm, ‖ΘN‖, in (3.41). By numerically calculating the
operator norm of ‖ΘN‖, we see that the optimal scaling is ∼ N−3 instead of O(N−5/2)
as used in the proof of Proposition 3.4.
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Figure 10. Log-log plot of operator norm ‖ΘN‖ and reference curve N−3.
3.4. Single impurities in the chain. An impurity in the chain of oscillators refers
to a particle with different physical properties from all the remaining particles. Since
certain local impurities such as perturbations of the potential strength for a single
particle, are finite-rank perturbations of the discrete Schro¨dinger operator, they do
not effect the essential spectrum, but can lead to additional discrete spectrum in the
limiting operator B[∞]d .
To understand the eigenstates associated to certain points in the discrete spectrum
better, we recall a classical result due to Combes and Thomas:
Theorem 2. Let V ∈ `∞(Zd) and suppose that (−∆[∞]d+V )u = λu with λ /∈ [0, 4d] =:
Spec(−∆[∞]d). If lim sup|n|→∞ |V (n)| < infµ∈Spec(−∆[∞]d ) |µ−λ|, then there is ν > 0 such
that
u ∈
{
ϕ ∈ `2(Zd) :
∑
n∈Zd
exp
(
2ν(1 + |n|2)1/2) |ϕ(n)|2 <∞} .
The above theorem implies that these eigenstates are exponentially localized in
space and -as we show- will cause an exponentially fast closing of the spectral gap.
This is in particular what happens if the pinning strength η of a single particle is
significantly weaker than the pinning strength of all the other particles (the ”flying
away” particle). Note that in contrast to a weak pinning potential, a locally vanishing
interaction potential would just decouple the chain into two independent pieces.
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Let I
[N ]d
m0 := ×di=1
{
m0 − bN−12 cei, ...,m0 + dN−12 eei
}
be a set of size Nd around m0.
To switch from R[N ]d to Zd, we define the inclusion map ι : R[N ]d → `2(Zd) by
(ιx) (i) :=
{
x(i), for i ∈ I [N ]dm0
0, otherwise
and define the restriction of the Schro¨dinger operator by
B
I
[N ]d
m0
x := B[∞]d(ιx).
Lemma 3.5. For some m0 ∈ Zd, let B
I
[N ]d
m0
be a finite [N ]d-size truncation of a bounded
discrete Schro¨dinger operator B[∞]d on `2(Zd). Let ϕ be an eigenfunction to B[∞]d with
eigenvalue λ∞ and assume that ϕ is exponentially localized to a point m0 ∈ Zd such
that
|ϕ(n)| = O(e−D|n−m0|) for all n ∈ Zd. (3.45)
We then define the finite Nd-size restriction
ϕ˜
I
[N ]d
m0
:=
ϕ|
I
[N ]d
m0
‖ϕ|
I
[N ]d
m0
‖ .
Furthermore, assume that the operator B[N ]d has a unique eigenvalue λ˜N , with associ-
ated eigenvector ψ˜N , such that infλ∈Spec(B
[N ]d
) |λ∞ − λ| = d(λ∞, λ˜N) and a spectral gap
αN > 0 such that
Spec(B[N ]d) ∩ (λ˜N − αN , λ˜N + αN) = {λ˜N},
then
‖ψ˜N − ϕ˜N‖ = O(e−DNα−1N ).
Proof. We first record that (3.45) implies the following exponential tail bound√ ∑
|m−m0|≥N/2
|ϕ(m)|2 = O (e−DN) . (3.46)
We also define the infinite matrix B̂
I
[N ]d
m0
given as the direct sum of operators
B̂
I
[N ]d
m0
:= B
I
[N ]d
m0
⊕ 0
SPECTRAL GAP FOR NETWORKS OF OSCILLATORS 27
with respect to the direct sum decomposition `2(Zd) ' `2(I [N ]dm0 )⊕ `2(Zd\I [N ]
d
m0 ). Thus,
we have
‖(B̂
I
[N ]d
m0
− λ∞)ι(ϕ|
I
[N ]d
m0
)‖
‖ι(ϕ|
I
[N ]d
m0
)‖ ≤
‖(B̂
I
[N ]d
m0
−B[∞]d)ι(ϕ|I[N ]dm0 )‖
‖ι(ϕ|[N ])‖ +
‖(B[∞]d − λ∞I)ι(ϕ|I[N ]dm0 )‖
‖ι(ϕ|
I
[N ]d
m0
)‖
≤
‖(B[∞]d − λ∞I)(ι(ϕ|I[N ]dm0 )− ϕ)‖
‖ι(ϕ|
I
[N ]d
m0
)‖ +
‖(B[∞]d − λ∞I)ϕ‖
‖ι(ϕ|
I
[N ]d
m0
)‖
= O(e−DN)
where the first term on the right-hand side of the first line vanishes, up to exponentially
small boundary terms, and in the last line we used the estimate (3.46) that holds for
the eigenfunctions of B∞. Thus, the above bounds show that
‖(B
I
[N ]d
m0
− λ∞)ϕ|
I
[N ]d
m0
‖
‖ϕ|
I
[N ]d
m0
‖ = O(e
−DN) (3.47)
and this implies by self-adjointness that also
inf
λ∈Spec(B
I
[N ]d
m0
)
|λ− λ∞| = O(e−DN). (3.48)
That ϕ˜
I
[N ]d
m0
:=
ϕ|
I
[N ]d
m0
‖ϕ|
I
[N ]d
m0
‖ ∈ RN
d
is exponentially close to an eigenvector ψ˜N with eigen-
value λ˜N of B
I
[N ]d
m0
follows then by the spectral decomposition of B
I
[N ]d
m0
: In particular,
let (ψi) be an ONB of B
I
[N ]d
m0
with eigenvalues λi then we find by (3.47) that
‖(B
I
[N ]d
m0
− λ∞)ϕ˜
I
[N ]d
m0
‖ =
√√√√ Nd∑
i=1
|〈ψi, ϕ˜
I
[N ]d
m0
〉|2|λi − λ∞|2 = O(e−DN) =: ε.
This implies that for any ν > 0√ ∑
i∈[Nd]:|λi−λ∞|≥νε
|〈ψi, ϕ˜N〉|2 ≤ ν−1. (3.49)
Now, using that λ˜N is a distance αN apart from the rest of the spectrum of B
I
[N ]d
m0
and
λ∞ is exponentially close to λ˜N by (3.48) with some eigenvector ψ˜N of B
I
[N ]d
m0
, we have
from (3.49) by setting ν := ε−1cαN that the coefficients of ϕ˜
I
[N ]d
m0
in the ONB with
respect to all other eigenvectors of B
I
[N ]d
m0
are exponentially small. Thus, we find that
‖ψ˜N − ϕ˜
I
[N ]d
m0
‖ = O(ν−1) = O(e−DNα−1N )
such that the two vectors are exponentially close to each other. 
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Proposition 3.6 (Impurity). Without loss of generality, let N be an even number and
consider a chain of oscillators with equal masses and unit coupling strength ξi = 1. In
addition, we assume that there is always at least one particle experiencing friction at
the boundary and that the friction of particles is uniformly bounded in N . We define
the centre point cd(N) = (N/2, .., N/2) and assume that
ηcd(N) + 2d+ ε ≤ ηi uniformly in [N ]d
for some ε > 0, i 6= cd(N). Then, the spectral gap of the harmonic chain of oscillators
described by the operator (2.1) with the impurity described by the assumptions on the
potentials given above, decays exponentially fast.
Proof. First we show that the above assumptions imply the existence of an exponen-
tially localized groundstate of B[N ]d :
Let V[N ]d := (ξi)i∈[N ]d , the min-max principle implies for the discrete Schro¨dinger
operator (1.4) that
λ1(B[N ]d) ≤ λ1(V[N ]d) + 〈ecd(N), (−∆[N ]d)ecd(N)〉 = λ1(V[N ]d) + 2d
where ecd(N) is the unit vector that vanishes at every point different from cd(N). On the
other hand, Weyl’s inequalities and the assumptions on the coefficients of the pinning
potential, imply that
λ1(B[N ]d) ≤ ‖∆[N ]d‖+ λ1(V[N ]d) < ηi 6=cd(N) − ε = λ2(V[N ]d)− ε ≤ λ2(B[N ]d)− ε
where ‖∆[N ]d‖ ≤ 2d is the operator norm of the discrete Laplacian. Hence, B[N ]d , and
thus
√
B[N ]d has a spectral gap uniformly in N since
λ1(B[N ]d) + ε ≤ λ2(B[N ]d) uniformly in N.
Now this implies that for some universal c > 0 we have |v1(1)|2, |v1(N)|2 . e−cN : from
Theorem 2, cf. also [Tes00, Lemma 2.5], we have that the ground state eigenfunction
u of the limiting operator B[∞]d is exponentially localized since the operators B[N ]d
possess a uniform spectral gap of size at least αN := ε and λ1(B[N ]d) /∈ Specess(B[∞]d).
The previous Lemma 3.5 then implies with m0 = cd(N) that there is an eigenstate
v1 to B[N ]d
‖v1 − u|ϕ
[N ]d
‖ = O(e−DN/2ε−1).
To conclude the existence of an eigenvalue converging exponentially fast to zero, we
shall restrict us again to the case d = 2 to keep the notation simple while at the same
time dealing with all technicalities of the multi-dimensional setting.
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Using the equivalence of Lemma 3.1, we study the equation
det(F (λ) +G(λ)) = 0 (3.50)
in terms of the vectors V ±j =
1√
2
(vj,±ivj)T and µj = λj − λ1, where vj are the
eigenvectors of the Schro¨dinger operator −∆[N ]2 + V[N ]2 with eigenvalue λj and λ1 :=
λ1(
√
B[N ]d). The matrices F (λ), G(λ) are then defined as follows
F (λ) := −iλ− λ
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µj
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2 (3.51)
and
G(λ) :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±1 , e2N
2
i1
〉〈e2N2i2 , V ±1 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(I)
−λ2
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2j
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(II)
−λ3
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2j(µj − λ)
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(III)
(3.52)
so that a solution to (3.50) corresponds to the desired eigenvalue. Before we fix a ball
K = B(0, rN), we want to find an upper bound for the ‖ΘN‖, where
ΘN :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±1 , e2N
2
i1
〉〈e2N2i2 , V ±1 〉e2Ni1 ⊗ e2Ni2 (3.53)
i.e. is the first term, (I), of G. From the exponential decay of the eigenstate V ±1 it
follows that for some c > 0 we have
‖ΘN‖ = O(Ne−cN).
We now fix a ball K = B(0, rN) and choose the radius rN := O(Ne−cN). Therefore
it suffices to find a root of (3.38) inside the ball K and conclude the existence of
an eigenvalue by Rouche´’s theorem. We easily see that for all v 6= 0, and λ ∈ ∂K,
‖F (λ)v‖ ≥ |λ|‖v‖ = rN‖v‖ since the second term of the right hand side of (3.56) is
symmetric. On the other hand,
‖(II)‖ = O(N2e−2cN) and ‖(III)‖ = O(N2e−3cN).
Thus, we have ‖F (λ)v‖ > ‖G(λ)v‖ on ∂K, for all v 6= 0. Since F (λ) is not invertible
exactly at 0 inside K, we have from Lemma A.1 that there is one point inside K so
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Figure 11. Log-log plot of the spectral gap for the one-dimensional
chain of oscillators and different types of disorder: Random masses mi =
1
1+Xi
, random interaction ξi = 1 + Xi and random pinning potential
ηi = 1 +Xi where Xi ∼ U [0, 1] are uniform iid.
that F (λ) +G(λ) is not invertible or in other words there is one root of RI(λ)− iu = 0
with λ . Ne−cN . 
3.5. Disordered chains. We now study the case of a disordered pinning potential,
i.e. we assume that ηi > 0 are independent identically distributed (i.i.d.) random
variables drawn drawn from some bounded density distribution
ηi ∼ ρ ∈ Cc(0,∞).
Note that additional disorder in the interaction strengths leads to the-somewhat anal-
ogous study of random Jacobi operators which is for example discussed in [Tes00, Ch.
5]. In particular, localization for off-diagonal disorder in discrete Schro¨dinger oper-
ators, corresponding to random interactions in the chain of oscillators, is studied in
[DKS83, DSS87].
Note that disordered harmonic chains have been studied before [OL74, CL], even
though in these works the randomness is posed in the masses of the particles, rather
than the coefficients of the pinning potentials. However, the effect of localization does
extend to that setting as well and can be studied- up to some technicalities- along the
lines of the proof presented here. We illustrate in Fig. 11 that all types of disorder
yield an exponentially fast closing of the spectral gap.
The generator of the dynamics is the operator L given by (2.1). Considering friction
and diffusion at at least one end of the chain, cf. Proposition 2.1, the spectral gap is
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still given as
λS := inf{Re(λ) : λ ∈ Spec(Ω[N ]d)}.
From general results stated in Lemma 3.1, studying the spectrum of the matrix Ω[N ]d
is equivalent to studying the points at which the lower dimensional Wigner R˜I-matrix
is not invertible. The matrix B[N ]d , appearing in the matrix entries of Ω[N ]d (2.1), is
the restriction to a finite domain of size Nd of the one-dimensional discrete Anderson
model. This is explained below.
In the analysis of the disordered case it makes the analysis slightly simpler by la-
belling particles instead of [N ]d rather by a set
[±N ]d := {−N,−N + 1, ..., N − 1, N}d,
i.e. we study the scaling of the spectral gap for (2N + 1)d particles as a function of N
where we assume the chain to grow in all directions.
For disorder in the pinning potential, the limiting discrete Schro¨dinger operator
B[∞]d is the multi-dimensional discrete Anderson model : the discrete Anderson model
is a discrete Schro¨dinger operator with random single-site potential introduced by
Anderson [And58] to describe the absence of diffusion in disordered quantum systems.
It is the random discrete Schro¨dinger operator on `2(Zd)
H
[∞]d
ω,λ = −∆[∞]d + λVω
acting on `2(Zd) where ∆[∞]d is the discrete Laplacian on Zd, λ > 0 the coupling con-
stant, and Vω a random potential Vω = {Vω(n) : n ∈ Zd} consisting of i.i.d. variables
with common probability distribution with, for our purposes, bounded density µ on
(0,∞). Here, ω is an element of the product probability space Ω = (supp(µ))Zd en-
dowed with the σ- algebra generated by the cylinder sets and the product measure µZ
d
consisting of the common probability distribution with compact support. The random
potential Vω : Zd → R is defined as projections Ω 3 ω 7→ Vω(n) = ωn for n ∈ Zd.
We also consider H
[N ]d
ω,λ the restriction to finite domains of size [N ]
d, of the operator
H
[∞]d
ω,λ , with Neumann boundary conditions.
So the spectral gap of the N-dimensional disordered chain of [N ]d oscillators coupled
at two heat baths at different temperatures, as described above, is given by one of the
points where the Wigner R˜I-matrix is not invertible. Since this lower-dimensional ma-
trix is defined in terms of the eigenvalues and eigenvectors of the block matrix B[N ]d ,
see Lemma 3.1, we are interested in the spectrum of B[N ]d which can be identified with
H
[N ]d
ω,λ . More specifically, the deterministic discrete Laplacian, restricted to a domain of
size [N ]d, describes the deterministic two-body interactions, while the random poten-
tial represents a disordered in the pinning potential. In the N →∞-limit, this model
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Figure 12. Log-log plot of the spectral gap for the one-dimensional
chain of oscillators for different disorder strengths when ηi ∼ 1+λU [0, 1].
reduces to the Anderson model.
In one dimension, the Anderson model has a.s dense pure point spectrum with
exponentially localized eigenstates [FS83, vDK89]. In higher dimensions, d ≥ 2 this is
only known to be true for sufficiently large disorder or low energies and was already
shown in [FS83]. From the case of a single impurity we know already that exponentially
localized eigenstates should lead to an exponentially fast closing of the spectral gap.
However, we have to deal with three additional obstructions in the disordered case:
• The eigenvalues of the Anderson model are not uniformly (in N) bounded away
from each other.
• The eigenfunctions of the Anderson model do not obey a rich symmetry as
before and can (in general) not be chosen to be even or odd.
• We are studying finite approximations B[N ]d rather than the Anderson model
B[∞]d = H
[∞]d
ω,λ itself.
The next Lemma shows that in general eigenvalues will not get any closer than a
distance N−2d−2.
Lemma 3.7. Let AN(s([N ]
d)) be the event that for the Nd-size Anderson model
H
[±N ]d
ω , there exists an interval of size s([N ]d) that contains (at least) two eigenvalues.
For the choice s([N ]d) = N−2d−2 we have P(AN(s([N ]d))) = 0 for all but finitely many
N.
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Proof. The spectrum of H
[N ]d
ω,λ is contained in an interval of order one. Thus, we can
cover Spec(H
[N ]d
ω,λ ) by O(1/s([N ]d)) many intervals (I [N ]
d
n )n∈[O(1/s([N ]d))] of size 2s([N ]d)
such that the overlap of each interval I
[N ]d
n with its nearest neighbors is another interval
of size s([N ]d). This construction implies that if there exists an interval of size s([N ]d)
that contains two eigenvalues, these two eigenvalues are also contained in one of the
I
[N ]d
n .
We will now use Minami’s estimate which bounds from above the probability of two
eigenvalues of the finite volume operator being close, see [KM06, (7), App. 2]. More
specifically that is
P
(
number of eigenvalues in a set J is ≥ 2) ≤ pi2‖ρ‖2∞N2d|J |2,
we write
P
(
AN(s([N ]
d))
) ≤ ∑
n∈[O(1/s([N ]d))]
P
(
|INn ∩ Spec(H [N ]
d
ω )| ≥ 2
)
≤
∑
n∈[O(1/s([N ]d))]
pi2‖ρ‖2∞N2d4s([N ]d)2
= O(N2ds([N ]d)) <∞
(3.54)
We choose now s([N ]d) = N−2d−2, such that by the Borel-Cantelli lemma AN(s([N ]d))
happens at most finitely many times a.s. and otherwise eigenvalues of H
[N ]d
λ,ω are a.s. at
least N−2d−2 apart. 
With this Lemma at hand, we can now give the proof of the exponential decay of
the spectral gap.
Proposition 3.8. Consider the chain of oscillators with equal masses, unit interaction
strength, and non-zero friction at at least one end of the chain. In addition, we assume
that there is always at least one particle experiencing friction at the boundary and that
the friction of particles is uniformly bounded in N . Let the pinning constants be iid
η ∼ ρ ∈ Cc(0,∞). Then the spectral gap of the chain of oscillators decays, for almost
every realization of the disorder in the pinning potential, exponentially fast2.
Proof. For almost every realization of disorder we can find by general results on the An-
derson model [FS83, vDK89] an eigenfunction ϕ of the operator B[∞]d , corresponding
to an eigenvalue λ∞ such that
sup
i;∈‖i‖∞=N
|ϕ(i)| = O(e−DN) and
∑
m/∈[±N ]d
|ϕ(m)|2 = O(e−DN).
2The decay of the spectral gap will in general depend on the disorder but is a.s. exponentially fast.
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By using Lemma 3.5 with m0 = 0 and Lemma 3.7 it follows that for all but finitely
many N the distance between any two eigenvalues is at least αN := N
−2(d+1) and
we find an eigenvector ψ˜[N ]d to B[N ]d with eigenvalue λ˜N that approximates ϕ with
eigenvalue λ∞. Thus, for all but finitely many N
‖ψ˜[N ]d − ϕ˜|[N ]d‖ = O(e−DNN2(d+1)).
As before, we shall restrict us again to the case d = 2 for simplicity and study
solutions of the equivalent problem equation
det(F (λ) +G(λ)) = 0 (3.55)
in terms of the vectors V ±j =
1√
2
(vj,±ivj)T and µj = λj − λ1, where vj are the
eigenvectors of the Schro¨dinger operator B[N ]d with eigenvalue λj and λ1 being the
eigenvalue associated with ψ˜[N ]d . The matrices F (λ), G(λ) are then defined as follows
F (λ) := −iλ− λ
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µj
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2 (3.56)
and
G(λ) :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±1 , e2N
2
i1
〉〈e2N2i2 , V ±1 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(I)
−λ2
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2j
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(II)
−λ3
N2∑
j=2
∑
±
∑
i1,i2∈I
√
γi1γi2
µ2j(µj − λ)
〈V ±j , e2N
2
i1
〉〈e2N2i2 , V ±j 〉e|I|i1 ⊗ e|I|i2︸ ︷︷ ︸
=:(III)
(3.57)
so that a solution to (3.55) corresponds to the desired eigenvalue. Before we fix a ball
K = B(0, rN), we again want to find an upper bound for the ‖ΘN‖, where
ΘN :=
∑
±
∑
i1,i2∈I
√
γi1γi2〈V ±1 , e2N
2
i1
〉〈e2N2i2 , V ±1 〉e2Ni1 ⊗ e2Ni2 (3.58)
i.e. is the first term, (I), of G. Using exponential decay of the eigenstate V ±1 it follows
that for c > 0 we have
‖ΘN‖ = O(Ne−cN).
We now fix a ball K = B(0, rN) and choose the radius rN := O(Ne−cN). Therefore
it suffices to find a root of (3.38) inside the ball K and conclude the existence of
an eigenvalue by Rouche´’s theorem. We easily see that for all v 6= 0, and λ ∈ ∂K,
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‖F (λ)v‖ ≥ |λ|‖v‖ = rN‖v‖ since the second term of the right hand side of (3.56) is
symmetric. On the other hand, by Lemma 3.7 we can estimate µj ≥ cN−2(d+1) for all
but finitely many N and some c > 0. Using this lower bound, we have for λ ∈ ∂K
‖(II)‖ = O(N2(d+2)e−2cN) and ‖(III)‖ = O(N2(d+2)e−3cN).
Thus, we have ‖F (λ)v‖ > ‖G(λ)v‖ on ∂K, for all v 6= 0 for almost all sufficiently
large N . Since F (λ) is not invertible exactly at 0 inside K, we have from Lemma A.1
that there is one point inside K so that F (λ)+G(λ) is not invertible or in other words
there is one root of RI(λ)− iu = 0 with λ . Ne−cN . 
Appendix A. Matrix-valued Rouche´’s theorem
Lemma A.1 (Matrix-valued Rouche´’s theorem). Let A,B : K → Cn×n be two holo-
morphic functions inside some region K with ‖B(z)v‖ < ‖A(z)v‖ for all v 6= 0 and
z ∈ ∂K. Then, both A and A+B are invertible at an equal number of points inside K.
Proof. By the argument principle the number of singular points of A(z) + tB(z) in K
with t ∈ [0, 1] is given by
N(t) :=
1
2pii
∫
∂K
∂z log(det(A(z) + tB(z))) dz
and independent of t by continuity of t 7→ N(t). 
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