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Abstract
In this paper we improve the understanding of the cofactor conditions, which are particular
conditions of geometric compatibility between austenite and martensite, that are believed to influ-
ence reversibility of martensitic transformations. We also introduce a physically motivated metric to
measure how closely a material satisfies the cofactor conditions, as the two currently used in the lit-
erature can give contradictory results. We introduce a new condition of super-compatibility between
martensitic laminates, which potentially reduces hysteresis and enhances reversibility. Finally, we
show that this new condition of super-compatibility is very closely satisfied by Zn45Au30Cu25, the
first of a class of recently discovered materials, fabricated to closely satisfy the cofactor conditions,
and undergoing ultra-reversible martensitic transformation.
Keywords: Martensitic phase transformation, Compatibility, Cofactor conditions, Microstruc-
tures, Reversibility.
1 Introduction
The cofactor conditions are particular conditions of supercompatibility between phases in marten-
sitic transformations. These include, among other conditions, that the middle eigenvalue λ2 of the
martensitic transformation matrices is equal to one, which has formerly been shown to influence
the hysteresis of martensitic transformations (see e.g., [19]). The cofactor conditions allow finely
twinned martensitic variants to be compatible with austenite, independently of the volume fraction,
across a plane. Due to this special compatibility, the cofactor conditions have been conjectured
to influence reversibility of the phase transitions, first in [13] and later in [5]. The fabrication of
Zn45Au30Cu25, the first material closely satisfying the cofactor conditions, partially confirms this
conjecture (see [17]). Indeed, both the latent heat of the transformation and the critical tempera-
ture in Zn45Au30Cu25 do not change significantly over 16000 thermal cycles (see [17]). Furthermore,
the hysteresis loop in this new material seems to be only very slightly affected after 105 cycles of
uniaxial compressive loading (see [15]). After Zn45Au30Cu25, other alloys closely satisfying the co-
factor conditions have been fabricated (see [6] and [9]), whose hysteresis curve does not significantly
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change after 107 cycles of uniaxial tension. We refer the reader also to [11] and [12] for two reviews
on the topic.
From a theoretical point of view, the cofactor conditions were first introduced in [2], as conditions
of degeneracy for the equations of the crystallographic theory of martensite (see Theorem 2.1 below).
Much later, the cofactor conditions were further investigated from a theoretical point of view in [5],
where the authors prove that if a martensitic type I/II twin satisfies the cofactor conditions, then
it can form exact phase interfaces, that is with a stress-free transition layer, between austenite and
a martensitic laminate, independently of the volume fractions within the laminate (see Theorem
2.2 and Theorem 2.3 below). Therefore, from a theoretical point of view, these materials can
convert extremely easily a laminate of martensite into austenite and vice versa, without any elastic
stress, and hence without the need to incur plastic deformation. The condition λ2 = 1 guarantees
already the possibility of having exact stress-free austenite-martensite phase interfaces. However,
during martensitic transformations, nucleations often occur at different points of the sample [10],
and, without further compatibility, the single variants of martensite cannot grow further and stay
stress-free after they have met, unless plastic deformations take place.
The aim of this paper is to study further the cofactor conditions, with a particular focus on
cubic to monoclinic transformations, such as for Zn45Au30Cu25. The case of cubic to orthorhombic
transformations, which is relevant for the new materials in [6, 9], is a special case of cubic to
monoclinic, and hence all our results apply. Here and below, by cubic to monoclinic transformation
we mean cubic to monoclinc II (see e.g., [4, Table 4.4]), where the axis of monoclinic symmetry
corresponds to a 〈100〉cubic direction. In the same way, for cubic to orthorhombic transformations
we implicitly assume that the axis of orthorhombic symmetry corresponds to a 〈100〉cubic direction
(see e.g., [4, Table 4.2]).
In Section 2 we recall some useful results from twinning theory and the definition of cofactor
conditions. In Section 3 we prove that once the cofactor conditions are satisfied by a type I/II twin,
they are satisfied by all symmetry related twins. As a consequence, in the cubic to monoclinic case,
if a twin satisfies the cofactor conditions, then eleven other different twins enjoy the same property
(see Table 1). This generalises previous work in [5] (and Table 2 therein) where only three such twins
were noted. The presence of multiple twins satisfying the cofactor conditions gives to a material
many possibilities to change phase without inducing any elastic stress. We prove that the same
pair of martensitic variants cannot satisfy at the same time the cofactor condition as a type I and a
type II twin. This result is puzzling because, as discussed below and in Section 7, in Zn45Au30Cu25
the same pair of martensitic variants seems to satisfy very closely the cofactor conditions with both
the type I and the type II twin generated by the same pair of martensitic variants. However, being
close is a matter of metric, that is, of how we measure the cofactor conditions. Indeed, as the
cofactor conditions can never be satisfied exactly by real materials, in Section 7 we discuss how
these are measured in the literature, and introduce a new metric which we believe to be related to
reversibility. We find that in Zn45Au30Cu25, the stress required to deform austenite in such a way
that is exactly compatible (that is with no interface layer) with a laminate of martensite is very
small for type II twins, and almost ten times bigger for type I twins. Therefore, according to our
new metric, it seems that Zn45Au30Cu25 satisfies the cofactor conditions with type II twins much
better than with type I twins.
In Section 4 we study the possible homogeneous average deformations (also called constant
macroscopic deformation gradients in the literature [3]) that can be obtained by finely mixing
two unstressed martensitic variants, and we study which are compatible with austenite across a
plane. Surprisingly, if the cofactor conditions are satisfied just by the type I (or just by the type
II) twinning system the set of average deformation gradients which are compatible with austenite
across a plane is of the same dimension as in standard shape-memory alloys.
In Section 5 we introduce a new condition of super-compatibility between phases which sup-
2
oa
ob
m
R˜aU
R˜bV
R˜aU
R˜bV
R˜aU
R˜bV
R˜aU
m
1
1
Austenite
Austenite
M
arten
site
M
arten
site
Figure 1: Example of exactly compatible laminates respectively when the cofactor conditions are
satisfied by type I and by type II twins (cf. Theorem 2.2 and Theorem 2.3). In this picture, 1
represents the identity matrix, the deformation gradient for the undistorted austenite phase, and
denotes the austenite region. The regions denoted by R˜aU, R˜bV are regions occupied by martensite.
plements the cofactor conditions. We call the twins satisfying these conditions star twins. Let
V1,V2 ∈ R3×3Sym+ be two deformation gradients related to two different martensitic variants. Let
b12,m12 ∈ R3, and R12 ∈ SO(3) be a solution to the twinning equation for V1,V2 (that is such
that (1.3) below is satisfied, but see also Section 2 for further details). Here, SO(3) denotes the
group of rotations, while b12,m12 characterise the twinning elements: the twinning shear is given
by s = |b12||V−11 m12|, b∗12 = b12|b12| is the direction of shear, and m∗12 =
V−11 m12
|V−11 m12|
gives the normal
to the twin plane, so that R12V2 = (1 + sb
∗
12 ⊗m∗12)V1 (see [4]).
If (V1,b12,m12) satisfies the cofactor conditions (see (CC1)–(CC3) and Theorem 2.1 in Section
2 below), then Theorem 7 and Theorem 8 in [5] (reported here as Theorem 2.2 and Theorem 2.3)
imply the existence of a1,a2,n1,n2 ∈ R3, and Rˆ12 ∈ SO(3) such that
Rˆ12
(
(1− µ)V1 + µR12V2
)
= 1 + b12 ⊗
(
(1− µ)n1 + µn2
)
, for type I twins, (1.1)
Rˆ12
(
(1− µ)V1 + µR12V2
)
= 1 +
(
(1− µ)a1 + µa2
)⊗m12, for type II twins, (1.2)
R12V2 − V1 = b12 ⊗m12, (1.3)
for every µ ∈ [0, 1]. In (1.1) and (1.2), for every µ ∈ [0, 1] the triples (µ,b12, (1− µ)n1 + µn2) and
(µ, (1−µ)a1+µa2,m12) are solutions to the equation of the phenomenological theory of martensite
crystallography for V1,V2 (see (2.12) below or [4]). For any fixed µ0 ∈ [0, 1] the average deformation
gradient
F0 = Rˆ12
(
(1− µ0)V1 + µ0R12V2
)
, (1.4)
is compatible with austenite without an interface layer (cf. Figure 1), and can hence easily propagate
in austenite. We call such a constructed F0, an exactly compatible laminate generated by V1,V2, of
volume fraction µ0. In cubic to monoclinic phase transitions, in general, given F0 as in (1.4), there
exists no exactly compatible laminate F1 generated by the martensitic variants V3,V4 ∈ R3×3Sym+ , of
volume fraction µ1 ∈ [0, 1], and such that
rank
(
F0 − F1) = 1, (1.5)
that is, such that F0 and F1 are different but compatible across a plane. Such compatibility is
possible only for specific values of µ0, µ1. However, in general, given F0 as in (1.4) there exists at
3
most one exactly compatible laminate F1, such that (1.5) is satisfied. Exceptions to this fact occur
when (V1,b12,m12) is a star-twin (or a half-star twin), introduced in Definition 5.1 and Definition
5.2 below. In this case, there exist values of µ0 such that, given F0 as in (1.4), there exist three
exactly compatible laminates F1,F2,F3 ∈ R3×3 (resp. two exactly compatible laminates in the case
of half-star twins) with
rank
(
Fi − Fj) = 1, for every i, j = 0, 1, 2, 3. (1.6)
Furthermore, any three of F0,F1,F2,F3 are linearly independent (see Figure 2). For general cubic to
monoclinic transformations there are four deformation parameters determining the transformation
strain (cf. a, b, c, d in (3.15)). The cofactor conditions impose two relations between these four
parameters, so that there is a two-parameter family that satisfies them. For the existence of star
twins a further relation has to be satisfied, reducing the set of possible deformation parameters
to a one-dimensional family. The compatibility between different laminates which form an exact
interface with austenite is only on average. Nevertheless, this allows three different laminates, nu-
cleated in different regions of the sample, to grow further after they meet, and not to stop due to
incompatibility. Also, as emphasised in Remark 5.3, in the presence of type II star twins macro-
scopically curved interfaces whose normal does not lie in a plane are possible between austenite
and martensite without an interface layer (cf. also Figure 4 and Figure 5).
In Section 6 we show under which conditions on the eigenvalues of the transformation matrices
for cubic to monoclinic phase transitions a twin satisfying the cofactor conditions is actually a star
twin. It is striking to notice that in Zn45Au30Cu25, the smallest eigenvalue is approximately 0.9363
and the largest is 1.0600. In order to have a type II star twin, the largest should be 1.0609, so that
the error is about 9 ·10−4, very similar to the approximate error of 6 ·10−4 which separates λ2 from
1 in this material. Denoting by Ur1 the measured deformation gradient in Zn45Au30Cu25 related to
the first martensitic variant (see (3.15)), and by Ue1 the same matrix, but allowing a type II star
twin, we have
Ur1 =
 1.0015 0.0073 00.0073 1.0591 0
0 0 0.9363
 , Ue1 =
 1.0010 0.0078 00.0078 1.0594 0
0 0 0.9368
 ,
which are very close as ‖Ur1 − Ue1‖ ≈ 1.1 · 10−3. As a comparison, the closest matrix to Ur1, say
Uc1, satisfying the cofactor conditions and describing a cubic to monoclinic phase transformation
is such that ‖Ur1 − Ue1‖ ≈ 0.9 · 10−3. Experimental images of martensitic microstructures for
Zn45Au30Cu25 show the presence of inexact junctions between three different laminates (see Figure
3). The influence of star twins on these microstructures needs however to be confirmed with further
experimental investigations. We remark that in Zn45Au30Cu25 the type I twins are not close to
being star twins. As proved in [7], in a first approximation the average deformation gradients in
the martensite phase of Zn45Au30Cu25 are of the form
1 + a(x)⊗ n(x), a.e. x. (1.7)
The presence of star twins makes it extremely easy to construct very complex average deformation
gradients of the form (1.7), and this might explain the presence of such colourful microstructures,
as well as the ability of this material to “perform a much wider and more efficient collection of
adjustments of microstructure to environmental changes” (ref. [12]).
2 Twinning theory and the cofactor conditions
In this section we recall the basic results from twinning theory, and we introduce the cofactor
conditions following closely [5] and [7].
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Figure 2: Example of average compatibility between three different exactly compatible laminates
occurring in type II star twins. In this picture, 1 represents the identity matrix, the deformation gra-
dient for the undistorted austenite phase, and denotes the austenite region. Here, R1, . . . ,R6 ∈ SO(3)
are rotation matrices, and V1, . . . ,V6 ∈ R3×3Sym+ represent six deformation gradients corresponding to
six martensitic variants (possibly Vi = Vj for i 6= j). We have RiVi = 1 + ai ⊗ nα for i = 1, 2,
RiVi = 1 + ai ⊗ nβ for i = 3, 4, and RiVi = 1 + ai ⊗ nγ for i = 5, 6, for some a1, . . . ,a6 ∈
R3,nα,nβ,nγ ∈ S2. Furthermore, there exist µ ∈ (0, 1),a∗ ∈ R3 such that µR1V1 + (1 − µ)R2V2 =
1 + a∗ ⊗ nα, µR3V3 + (1 − µ)R4V4 = 1 + a∗ ⊗ nβ and µR5V5 + (1 − µ)R6V6 = 1 + a∗ ⊗ nγ , where
rank(R2iV2i−R2i−1V2i−1) = 1 for i = 1, 2, 3. In the centre we have a transition layer which makes the
two laminates exactly compatible in the limit ε → 0. This image is a projection on a plane, but we
remark that nα,nβ,nγ are linearly independent. The important novelty of star-twins is given by the
fact that, unlike well-studied wedge-microstructures (see e.g., [4, Sec. 7.3]), the laminates in Figure 2
above are compatible with austenite without an interface layer. Furthermore, in the case of star twins,
the number of different laminates both compatible with austenite and with each other is four and not
just two. Due to this very special condition of compatibility, which occurs just for special values of
the deformation parameters (cf. a, b, c, d in (3.15)), and which adds on the cofactor conditions, these
twins are called star-twins.
5
Figure 3: Examples of junctions between three different laminates observed in Zn45Au30Cu25 (cf.
Figure 2). Courtesy of Xian Chen, Yintao Song and Richard James.
Let R3×3Sym+ be the set of symmetric positive definite 3 × 3 matrices, and let U,V ∈ R3×3Sym+ be
two matrices describing the change of lattice from austenite to two variants of martensite. As the
martensitic variants are symmetry related, there exists a rotation R ∈ SO(3) satisfying V = RURT .
The first useful result is the following:
Proposition 2.1 ([5, Prop. 12]). Let U,V ∈ R3×3Sym+ , V = RURT for some R ∈ SO(3). Suppose
further that they are compatible in the sense that there is a matrix Rˆ ∈ SO(3) such that
RˆU− V = b⊗m, (2.8)
b, m ∈ R3. Then there is a unit vector eˆ ∈ R3 such that
V = (−1 + 2eˆ⊗ eˆ)U(−1 + 2eˆ⊗ eˆ). (2.9)
Conversely, if (2.9) is satisfied, then there exist exactly two solutions (Rˆ,b⊗m), with Rˆ ∈ SO(3),
b,m ∈ R3 such that (2.8) holds.
Equation (2.8) is called the compatibility condition for two variants of martensite, and, if (2.9)
holds, has always two solutions (RˆI ,bI ⊗mI) and (RˆII ,bII ⊗mII), where bI ,bII ,mI ,mII are
given by (see e.g., [4])
mI = eˆ, bI = 2
( U−1eˆ
|U−1eˆ|2 − Ueˆ
)
, (2.10)
mII = 2
(
eˆ− U
2eˆ
|Ueˆ|2
)
, bII = Ueˆ, (2.11)
and where eˆ is as in (2.9). If eˆ satisfying (2.9) is unique up to change of sign, (U,bI ,mI) and
(U,bII ,mII) are respectively called type I and type II twins generated by U,V. In case there exist
two different non-parallel unit vectors satisfying (2.9), the resulting pair of solutions (RˆI ,bI ⊗mI)
and (RˆII ,bII ⊗mII) are called compound twins. It is possible to prove that, even if eˆ satisfying
(2.9) is not unique, there exist just two solution to (2.8), each of which can be considered as both a
type I and a type II twin. More precisely, given two different unit vectors satisfying (2.9), namely
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eˆ1 and eˆ2, then (see e.g., [5, Prop. 1])
b1I ⊗m1I := 2
( U−1eˆ1
|U−1eˆ1|2 − U1eˆ1
)
⊗ eˆ1 = Ueˆ2 ⊗ 2
(
eˆ2 − U
2eˆ2
|Ueˆ2|2
)
=: b2II ⊗m2II .
Below, when we refer to type I and type II twin, we assume that there exist an up to a change of
sign unique unit vector satisfying (2.9). Furthermore, we sometimes abuse of notation and write
that U1,U2 generate a compound twin if the solutions of the twinning equations (2.8) are compound
twins.
Remark 2.1. The definition of type I, type II and compound twins given above is not the one
that can be usually found in the literature (see e.g., [4, 16]), but the one that is given in [5].
For the benefit of the reader, we recall that in the literature twins are divided into five different
categories (see [16]): conventional generic, which is divided into type I, type II and compound,
non-conventional generic and non-conventional non-generic. Conventional twins are the solutions
(U,b,m) to (2.8) when there exist an unit vector e ∈ R3 such that (2.9) is satisfied, and such
that (2e ⊗ e − 1) ∈ Pa, Pa being the symmetry group of austenite. If no such e ∈ S2 exists, the
solutions (U,b,m) to (2.8) are called non-conventional twins. Furthermore, we say that a solution
(U,b,m) to (2.8) is a generic twin, if its existence does not depend on the particular values of
the transformation strains U,V, but only on the symmetry relating U,V; otherwise, we call the
twin non-generic. To emphasize the difference from generic conventional twins, what we defined
above as type I, type II and compound twins are called type I, type II and compound domains in
[5]. However the word domain is misleading for readers with mathematical background, and we
therefore prefer to keep the word twins throughout this manuscript. The notion given here of type
I, type II and compound twin coincides with the classic one in case of generic conventional twins,
and allows to generalise all results below to non-conventional (and possibly non generic (cf. Remark
3.1)) twins, without any further technicality, or without entering this further categorisation.
Let us now consider a simple laminate, i.e., a constant macroscopic gradient ∇y equal a.e. to
λRˆV + (1− λ)U for some λ ∈ (0, 1), some R ∈ SO(3) and some martensitic variants U,V ∈ R3×3Sym+
such that rank(RU−V) = 1. Following [2, 5] we focus on the possibility for such∇y to be compatible
with austenite. The existence of (R, λ,a⊗ n) solving
R
[
λRˆV + (1− λ)U]− 1 = R[λ(U + b⊗m) + (1− λ)U]− 1 = a⊗ n, (2.12)
that is a twinned laminate compatible with austenite, was first studied in [18] and later in [2].
Lattice deformations and parameters of materials that are usually considered in the literature lead
to twins with exactly four solutions to equation (2.12). Nonetheless, in some cases the number
of solutions can be just zero, one or two, and, under some particular condition on the lattice
parameters, as in the case of the material discovered in [17], (2.12) is satisfied for all λ ∈ [0, 1]. The
following result gives necessary and sufficient conditions for this to hold:
Theorem 2.1 ([5, Thm. 2]). Let U,V ∈ R3×3Sym+ be distinct and such that there exist Rˆ ∈ SO(3)
and b,m ∈ R3 \ {0} satisfying
RˆU = V + b⊗m.
Then, (2.12) has a solution R ∈ SO(3), a,n ∈ R3 for each λ ∈ [0, 1] if and only if the following
cofactor conditions hold:
(CC1) The middle eigenvalue λ2 of U satisfies λ2 = 1,
(CC2) b · Ucof(U2 − 1)m = 0,
(CC3) trU2 − detU2 − 14 |b|2|m|2 − 2 ≥ 0.
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The condition (CC2) can be rewritten as (see [5, Coroll. 5])
(v2 · b)(v2 ·m) = 0,
where v2 is the eigenvector of U1 related to the eigenvalue λ2 = 1. Another equivalent formulation
of (CC2) for type I/II twins is given by the following chains of equivalences (see [5, Prop. 6])
(v2 · bI)(v2 ·mI) = 0⇔ (v2 · bI) = 0, and (v2 ·mI) 6= 0⇔ |U−11 eˆ| = 1, for type I twins
(2.13)
(v2 · bII)(v2 ·mII) = 0⇔ (v2 ·mII) = 0 and (v2 · bII) 6= 0⇔ |U1eˆ| = 1, for type II twins
(2.14)
where eˆ is given by (2.9).
Remark 2.2. Let (U,b,m) be as in Theorem 2.1 and satisfy (CC1)–(CC3). Then, [5, Coroll. 3]
states that the smallest and the largest eigenvalue of U, namely λ1 and λ3, satisfy λ1 < 1 < λ3.
We now report two results from [5] related to the cofactor conditions in type I/II twins. These
results state the possibility to have exact stress free interface between a martensitic laminate and
austenite as shown in Figure 1. Here and below we denote by S2 the set of vectors v ∈ R3 such
that |v| = 1.
Theorem 2.2 ([5, Thm. 7]). Let U,V ∈ R3×3Sym+ satisfying (2.9) be such that RI ∈ SO(3),bI ∈
R3,mI ∈ S2 is a type I solution of the twinning equation (2.8). Suppose further that (U,bI ,mI)
satisfies the cofactor conditions. Then there exist RU,RV and a ∈ R3,nU,nV ∈ S2 such that
RUU = 1 + a⊗ nU, RVV = 1 + a⊗ nV,
RUbI × a = 0, (nU × nV) ·mI = 0, and RV = RURI .
Theorem 2.3 ([5, Thm. 8]). Let U,V ∈ R3×3Sym+ satisfying (2.9) be such that RII ∈ SO(3),bII ∈
R3,mII ∈ S2 is a type II solution of the twinning equation (2.8). Suppose further that (U,bII ,mII)
satisfies the cofactor conditions. Then there exist RU,RV and aU,aV ∈ R3 such that
RUU = 1 + aU ⊗mII , RVV = 1 + aV ⊗mII ,
and RV = RURII .
3 Martensitic transformations from cubic to monoclinic lat-
tices
We start this section by proving Proposition 3.1 below, stating that the presence of a twin
system satisfying the cofactor conditions (CC1)–(CC3) often implies the existence of many other
twin systems enjoying the same property
Proposition 3.1. Let U,V ∈ R3×3Sym+ satisfying (2.9) be such that R ∈ SO(3),b ∈ R3,m ∈ S2 is
a solution of the twinning equation (2.8). Suppose further that (U,b,m) satisfies the cofactor con-
ditions. Then, for every Q ∈ SO(3), QUQT ,QVQT ∈ R3×3Sym+ are such that QRQT ∈ SO(3),Qb ∈
R3,Qm ∈ S2 is a solution of the twinning equation (2.8) for QUQT ,QVQT , and (QUQT ,Qb,Qm)
satisfies the cofactor conditions. Furthermore, if (R,b,m) is a type I solution (or a type II or a
compound solution) to the twining equation (2.8), then so is (QRQT ,Qb,Qm).
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Proof. Multiplying (2.8) by Q on the left, and by QT on the right we get
QRQTQUQT − QVQT = (Qb)⊗ Qm.
Furthermore, (2.9) becomes
QVQT =
(−1 + 2(Qeˆ)⊗ (Qeˆ))QUQT (−1 + 2(Qeˆ)⊗ (Qeˆ)).
Therefore, if (R,b,m) was a type I (or a type II) solution of the twinning equation (2.8) for U,V,
then so is (QRQT ,Qb,Qm) for QUQT ,QVQT . If the solutions of (2.8) for U,V are compound twins,
then so are the ones for QUQT ,QVQT . Also, it is clear that (CC1) and (CC3) are satisfied.
It just remains to prove that (CC2) holds. But (CC2) can be rewritten as
(λ21 − 1)(λ23 − 1)(b · v2)(m · v2) = 0.
Here λ1 ≤ λ2 ≤ λ3 are the eigenvalues of U, and v2 is the eigenvector of U related to the eigenvalue
λ2 = 1. But as QUQ
TQv2 = Qv2, we get that
(λ21 − 1)(λ23 − 1)(Qb · Qv2)(Qm · Qv2) = (λ21 − 1)(λ23 − 1)(b · v2)(m · v2) = 0,
which concludes the proof.
In case of cubic to monoclinic transformations, the twelve transformation matrices are given by
(see [4, Table 4.4])
U1 =
 a b 0b c 0
0 0 d
 , U2 =
 a −b 0−b c 0
0 0 d
 , U3 =
 c b 0b a 0
0 0 d
 , U4 =
 c −b 0−b a 0
0 0 d
 ,
U5 =
 a 0 b0 d 0
b 0 c
 , U6 =
 a 0 −b0 d 0
−b 0 c
 , U7 =
 c 0 b0 d 0
b 0 a
 , U8 =
 c 0 −b0 d 0
−b 0 a
 ,
U9 =
 d 0 00 a b
0 b c
 , U10 =
 d 0 00 a −b
0 −b c
 , U11 =
 d 0 00 c b
0 b a
 , U12 =
 d 0 00 c −b
0 −b a
 .
(3.15)
We recall that here the axis of monoclinic symmetry corresponds to a 〈100〉cubic direction. Fol-
lowing [5, Table 1], in Table 1 we listed all the possible twinning systems for cubic to monoclinic
transformations, denoting by (i, j) the twins generated by Ui,Uj . The angle and axis of the rotation
R ∈ SO(3) such that Uj = RUiRT are given in the first column of the table.
Remark 3.1. In Table 1 we are not considering non-conventional non-generic twins (see Remark
2.1 and [16]) which can arise in cubic to monoclinic transformations. This is because an easy
computation allows to prove that non-conventional non-generic twins arising in cubic to monoclinic
transformations cannot satisfy the cofactor conditions.
Thanks to Proposition 3.1, if a pair of variants in column (A) (or column (B)) of Table 1
generates a twin which satisfies the cofactor conditions, then all the pairs in the same column, that
is column (A) (resp. column (B)) satisfy the cofactor conditions for the same type of twin solution.
The situation of column (C) is more complex: if a pair of variants generates a twin which satisfies
the cofactor conditions, then all possible compound-twins solutions generated by pairs of variants
in column (C) satisfy (CC1)–(CC2). However, in general, not all possible compound-twin solutions
satisfy (CC3). This is the case for example for
U1 =
 0.95 0.0073 00.0073 1.2 0
0 0 1
 .
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R(θ,v) type I/II twins (A) type I/II twins (B) compound twins (C)
pi, (1, 0, 0) (1, 2), (5, 6)
pi, (1, 0, 0) (3, 4), (7, 8)
pi, (0, 1, 0) (1, 2), (11, 12)
pi, (0, 1, 0) (3, 4), (9, 10)
pi, (0, 0, 1) (5, 6), (9, 10)
pi, (0, 0, 1) (11, 12), (7, 8)
pi, (1, 0, 1) (1, 12), (2, 11) (3, 10), (4, 9) (5, 7), (6, 8)
pi, (1, 0,−1) (1, 11), (2, 12) (3, 9), (4, 10) (5, 7), (6, 8)
pi, (1, 1, 0) (5, 10), (6, 9) (8, 11), (7, 12) (1, 3), (2, 4)
pi, (1,−1, 0) (5, 9), (6, 10) (7, 11), (8, 12) (1, 3), (2, 4)
pi, (0, 1, 1) (3, 8), (4, 7) (1, 6), (2, 5) (9, 11), (10, 12)
pi, (0,−1, 1) (3, 7), (4, 8) (1, 5), (2, 6) (9, 11), (10, 12)
pi
2
, (0, 1, 0) (1, 12), (2, 11) (3, 10), (4, 9) (5, 8), (6, 7)
−pi
2
, (0, 1, 0) (1, 11), (2, 12) (3, 9), (4, 10) (5, 8), (6, 7)
pi
2
, (0, 0, 1) (5, 9), (6, 10) (7, 11), (8, 12) (1, 4), (2, 3)
−pi
2
, (0, 0, 1) (5, 10), (6, 9) (8, 11), (7, 12) (1, 4), (2, 3)
pi
2
, (1, 0, 0) (3, 7), (4, 8) (1, 5), (2, 6) (10, 11), (9, 12)
−pi
2
, (1, 0, 0) (3, 8), (4, 7) (1, 6), (2, 5) (10, 11), (9, 12)
Table 1: Table containing all possible twinning systems for cubic to monocinic transformations. The
twins in the shaded region are generic non-conventional twins following the terminology of [16].
In this case, (CC3) is satisfied by both compound solutions generated by U1,U2, but by neither
of the two compound solutions generated by U1,U3. Nevertheless, Proposition 3.1 implies that if
a pair of variants in the upper box of column (C) (or in the lower box of column (C)) generates
a twin satisfying the cofactor conditions, then all other pairs of variants in the same box generate
a twin satisfying the cofactor conditions. The difference from the table in [5] is that we passed
from thirteen boxes of this type to four, that is, we have shown that if a twin satisfies the cofactor
conditions, there are many different twins enjoying the same property. Furthermore, also thanks
to Remark 4.1 below, we have clarified the situation of compound twins, which was not completely
investigated in [5].
In case of cubic to orthorhombic transformations, where again we assume that the axis of
orthorhombic symmetry corresponds to a 〈100〉cubic direction, the deformation gradients related to
the six martensitic variants are (see [4, Table 4.2])
U˜1 =
 a b 0b a 0
0 0 d
 , U˜2 =
 a −b 0−b a 0
0 0 d
 , U˜3 =
 a 0 b0 d 0
b 0 a
 ,
U˜4 =
 a 0 −b0 d 0
−b 0 a
 , U˜5 =
 d 0 00 a b
0 b a
 , U˜6 =
 d 0 00 a −b
0 −b a
 .
(3.16)
Furthermore, Table 1 simplifies to Table 2. In the following proposition, we prove that in materials
undergoing cubic to monoclinic or cubic to orthorhombic transformations, the two martensitic
variants cannot satisfy the cofactor conditions both with the type I and with the type II twinning
systems.
Proposition 3.2. Let Ui,Uj ∈ R3×3Sym+ be as in (3.15) for some i, j = 1, . . . , 12, and Ui 6= Uj. Let
us suppose also that eˆ ∈ S2 satisfying
Uj = (−1 + 2eˆ⊗ eˆ)Ui(−1 + 2eˆ⊗ eˆ)
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R(θ,v) type I/II twins compound twins
pi, (1, 0, 0) (1, 2), (3, 4)
pi, (0, 1, 0) (1, 2), (5, 6)
pi, (0, 0, 1) (3, 4), (5, 6)
pi, (1, 0, 1) (1, 6), (2, 5)
pi, (1, 0,−1) (1, 5), (2, 6)
pi, (1, 1, 0) (3, 6), (4, 5)
pi, (1,−1, 0) (3, 5), (4, 6)
pi, (0, 1, 1) (1, 4), (2, 3)
pi, (0,−1, 1) (1, 3), (2, 4)
Table 2: Table containing all possible twinning systems for cubic to orthorhombic transformations.
is unique up to a change of sign. Then the type I and type II solutions of the twinning equation
(2.8) for Ui,Uj cannot satisfy (CC1)–(CC2) at the same time.
Proof. By Corollary 3.1 (see also Table 1) we can restrict ourselves to checking just two cases:
Ui = U1,Uj = U5 and Ui = U1,Uj = U11. We focus on the latter, as the former can be deduced
similarly.
We now assume that both the type I and the type II twins generated by U1,U11 satisfy (CC1)–
(CC2), and we aim at a contradiction. Suppose first d 6= 1. By (2.14) we have that a type II twin
satisfies (CC1)–(CC2) if and only if the middle eigenvalue λ2 of U1 satisfies λ2 = 1 and |U1e| = 1
with e = 2−
1
2 (1, 0, 1)T . That is, we must satisfy at the same time
a+ c = 1 + λ, ac− b2 = λ, (3.17)
a2 + b2 + d2 = 2. (3.18)
Here λ is the eigenvalue of U1 which is neither 1 nor d. At the same time, if the type I twin
generated by U1,U11 satisfies (CC2), by (2.14) |U−11 e| = 1 and hence
c2
λ2
+
b2
λ2
+
1
d2
= 2. (3.19)
From (3.17)–(3.18) we deduce
(1 + λ)2 − c(1 + λ) = 2− d2 + λ.
On the other hand, (3.17) together with (3.19) imply
c(1 + λ) = λ2(2− d−2) + λ. (3.20)
Collecting the last two identities to get rid of c we obtain
(1 + λ)2 − 2 + d2 = λ2(2− d−2) + 2λ,
which can be rewritten as
λ2
d2
(1− d2) = (1− d2).
Having assumed d 6= 1, and keeping in account that U1 is positive definite, we must have d = λ.
However, as the middle eigenvalue of U1 has to be equal to one (cf. (CC1)), we deduce that
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d = λ = 1, which implies a = 1, c = 1, b = 0, that is U1 = U11. We thus reached a contradiction.
Suppose now d = 1, then |U−11 e| = 1, |U1e| = 1 reduce to solve
a2 + b2 = 1, c2 + b2 = (ac− b2)2.
But these imply either a = −c, thus contradicting the fact that U1 is positive definite, or a =
±1, b = 0, which in turn contradict being positive definite or the fact that U1 6= U11.
Remark 3.2. Following the strategy of Proposition 3.2 we can actually prove that in the pure cubic
to monoclinic case (that is when a 6= c in (3.15)) it is not possible to satisfy (CC1)–(CC2) with the
type I twins (or with the type II twin) of both columns (A) and (B) of Table 1 at the same time.
In the degenerate case where a = c in (3.15), that is for cubic to orthorhombic transformations,
column (A) and column (B) coincide (see Table 2). Despite this result, it is easy to construct
examples of matrices Ui as in (3.15), such that the cofactor conditions are satisfied by the type
I twins in column (A) of Table 1 (or column (B)) and by the type II twins in column (B) (resp.
column (A)) of Table 1. It is also possible to construct matrices Ui as in (3.15), such that d = 1,
and the cofactor conditions are satisfied by some compound twins in column (C) and by the type
I/II twins in column (A)/(B) of Table 1. If d = 1 and detUi = 1 it is possible to satisfy the cofactor
conditions with type I, type II and compound twins at the same time.
4 Cofactor conditions for two wells
In this section we study the quasiconvex hull of the set
Kij := SO(3)Ui ∪ SO(3)Uj ,
where Ui 6= Uj are as in (3.15). We recall that the set of matrices Kqc, that is the quasiconvex hull of
Kij , is the set of average deformation gradients which can be achieved by finely and homogeneously
mixing the two variants of martensite Ui,Uj (see e.g., [3, 14]). If Ui,Uj generate a compound twin we
show that a necessary condition to satisfy the cofactor conditions is to have d = 1. Furthermore,
we show that if Ui has a middle eigenvalue which is equal to one, but d 6= 1, then the only
constant average deformation gradients in Kqcij which are rank one connected to the identity, and
are hence compatible with austenite, are the pure phases, that is R1Ui,R2Ui,R3Uj ,R4Uj for some
R1,R2,R3,R4. On the other hand, if Ui,Uj generate a type I/II solution of the twinning equation
(2.8), say (R,b,m), satisfying the cofactor conditions, then there exist two smooth functions R1,R2 :
[0, 1]→ SO(3) such that the only matrices in Kqcij rank one connected to the identity are given by
Rk(µ)(Ui + µb⊗m), with µ ∈ [0, 1] and k = 1, 2.
4.1 Compound twins
We start by recalling the following result that characterizes the quasiconvex hull of a two well
problem in some simple case
Lemma 4.1 ([8, Thm 2.5.1]). Let A,B ∈ R3×3Sym+ with det(A) = det(B) = D > 0. Suppose that
there exists λ > 0 and v ∈ S2 such that Av = Bv = λv. Then, defined K as
K := SO(3)A ∪ SO(3)B,
we have
Kqc =
{
F ∈ R3×3 : det(F) = D, FTFv = λ2v, |Fe| ≤ max{|Ae|, |Be|}, for each e ∈ S2
}
.
Also, a consequence of the proof of Lemma 6.2 in [7] is the following result
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Lemma 4.2. Let A,B ∈ R3×3Sym+ be such that Ae3 = Be3 = λe3 for some λ 6= 1, λ > 0. Assume also
detA = detB = D > 0. Then, necessary conditions for the existence of a ∈ R3,n ∈ S2 satisfying
1 + a⊗ n ∈ Kqc are
|a| = λ−1|D− λ2|, n23 =
λ2(1− λ2)
D2 − λ4
and
a = (D− λ2)n− 1
n3
(1− λ2)e3.
Now let us consider the cubic to monoclinic transformation, and let Ui with i = 1, . . . , 12 be as
in (3.15). We can prove the following statement
Proposition 4.1. Let U1 ∈ R3×3Sym+ be as in (3.15), with a, c, d > 0, b ≥ 0, and d 6= 1. Let also
0 < λ1 ≤ λ2 = 1 ≤ λ3 be the eigenvalues of U1. Then, for every i, j ∈ {1, . . . , 4} (or, equivalently,
i, j ∈ {5, . . . , 8}, or i, j ∈ {9, . . . , 12}) with Ui 6= Uj, there exist exactly four matrices al ⊗ nl,
l = 1, . . . , 4 satisfying
1 + al ⊗ nl ∈
(
SO(3)Ui ∪ SO(3)Uj
)qc
. (4.21)
Furthermore, there exist four rotation matrices Rl, l = 1, . . . , 4 such that
RlUi = 1 + a
l ⊗ nl, l = 1, 2 (4.22)
RlUj = 1 + a
l ⊗ nl, l = 3, 4. (4.23)
Proof. Let us deal with the case i = 1, j = 4: the other cases can be treated in a similar way.
On the one hand, given the assumptions on U1,U4, [2, Prop. 4] assures the existence of four
matrices al ⊗ nl ∈ R3×3, and four rotations Rl ∈ SO(3), l = 1, . . . , 4, satisfying (4.22)–(4.23).
On the other hand, from Lemma 4.2 we know that the first two components of n, namely n1, n2,
must lie on a circle
n21 + n
2
2 = 1− n23 =
D2 − d2
D2 − d4 , (4.24)
where D = detU1, and that
F := 1 + a⊗ n = 1 + (D− d)n⊗ n− 1
n3
(1− d2)e3 ⊗ n. (4.25)
Let us now look for unit vectors v = (v1, v2, 0) satisfying |U1v| = |U4v|, that is
(av1 + bv2)
2 + (bv1 + cv2)
2 = (cv1 − bv2)2 + (−bv1 + av2)2.
There are up to a change of sign two such unit vectors v+,v− satisfying the above identity. Re-
spectively they are such that
v+1 (a− c) = v+2 (2− a− c− 2b), v−1 (a− c) = v−2 (a+ c− 2b− 2), v+1 v−1 = −v+2 v−2 .
This can be proved by using the fact that, as λ2 = 1, ac− b2 = λ and a+ c = 1 + λ, with λ = λ1 if
λ3 = d and λ = λ3 if λ1 = d. We remark also that, v
+
1 v
−
1 = −v+2 v−2 together with |v+| = |v−| = 1
yield v−1 = −v+2 and v−2 = v+1 . Now, Lemma 4.1 implies that a necessary condition for F to be in
Kqcij is
|Fv+| ≤ |U1v+|, |Fv−| ≤ |U1v−|.
By (4.25), after a few computations these two inequalities become
v+1 (v
+
1 α+ v
+
2 β) + v
+
2 (v
+
1 β + v
+
2 γ) ≤ (av+1 + bv+2 )2 + (bv+1 + cv+2 )2, (4.26)
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v−1 (v
−
1 α+ v
−
2 β) + v
−
2 (v
−
1 β + v
−
2 γ) ≤ (av−1 + bv−2 )2 + (bv−1 + cv−2 )2, (4.27)
where
α = 1 +
n21
d2
(D2 − d4), γ = 1 + n
2
2
d2
(D2 − d4), β = n1n2
d2
(D2 − d4).
Summing up the last two inequalities and exploiting the fact that v−1 = −v+2 , v−2 = v+1 , (v+1 )2 +
(v+2 )
2 = 1 we get
α+ γ ≤ a2 + c2 + 2b2 = (a+ c)2 − 2λ = 1 + λ2.
Here, as above, we used the fact that ac − b2 = λ and a + c = 1 + λ. Now, we notice that (4.24)
implies
α+ γ = 2 + (n21 + n
2
2)
1
d2
(D2 − d4) = 2 + 1
d2
(D2 − d2) = 1 + λ2.
Thus, (4.26)–(4.27) are actually equalities, that is
v+1 (v
+
1 α+ v
+
2 β) + v
+
2 (v
+
1 β + v
+
2 γ) = (av
+
1 + bv
+
2 )
2 + (bv+1 + cv
+
2 )
2,
v−1 (v
−
1 α+ v
−
2 β) + v
−
2 (v
−
1 β + v
−
2 γ) = (av
−
1 + bv
−
2 )
2 + (bv−1 + cv
−
2 )
2,
Exploiting the values of α, β, γ we can rewrite these identities as
(v+1 n1 + v
+
2 n2)
2 =
d2
D2 − d4
(
(av+1 + bv
+
2 )
2 + (bv+1 + cv
+
2 )
2 − 1) := r21,
(v+2 n1 − v+1 n2)2 =
d2
D2 − d4
(
(av+1 − bv+2 )2 + (bv+1 − cv+2 )2 − 1
)
:= r22.
Therefore, n1, n2 must be at the same time on one of the lines (v
+
1 n1 + v
+
2 n2) = ±r1 and on one of
the lines (v+2 n1−v+1 n2) = ±r2. Therefore there exist a maximum of four couples (nl1, nl2) such that
|Fv+| ≤ |U1v+| and |Fv−| ≤ |U1v−|. As n3 can have both a positive and a negative sign, we hence
found eight n and, by Lemma 4.2 eight a, such that (4.21) is satisfied. These can be expressed as
(a1,n1), (a2,n2), (a3,n3), (a4,n4),
(−a1,−n1), (−a2,−n2), (−a3,−n3), (−a4,−n4).
Therefore, there exist exactly four matrices a ⊗ n satisfying (4.21), which are given by (4.22)–
(4.23).
Remark 4.1. Consequence of the above result is that a compound twin in a cubic to monoclinic
transformation (and hence also in its special cases as the cubic to orthorhombic or the cubic to
tetragonal) can satisfy the cofactor conditions only if d = 1. As shown in [7, Remark 5.3], if d = 1
the set of matrices F ∈ (SO(3)Ui ∪ SO(3)Uj)qc such that F = 1 + a ⊗ n for some a ∈ R3,n ∈ S2
can have dimension two if Ui,Uj generate a compound twin. Indeed, by Lemma 4.1, all matrices
in the quasiconvex hull of K have 1 as a singular value.
4.2 Type I/II twins
Let now U,V ∈ R3×3Sym+ satisfy (2.9), and (U,b,m), (U, bˆ, mˆ) be the type I/type II solutions of
the twinning equation (2.8). Suppose further that either (U,b,m) or (U, bˆ, mˆ) satisfies the cofactor
conditions. We are interested in which constant average deformation gradients obtained by finely
mixing the two martensitic variants U and V are compatible with austenite. We can prove the
following result.
Proposition 4.2. Suppose (U,b,m), (U, bˆ, mˆ) are the type I/type II (non necessarily in order)
solutions of the twinning equation (2.8) for U,V ∈ R3×3Sym+ , with U,V satisfying (2.9). Suppose
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further that (U,b,m) satisfies the cofactor conditions, while (U, bˆ, mˆ) does not satisfy (CC2).
Then, F ∈ (SO(3)U ∪ SO(3)V)qc is such that F = 1 + a⊗ n for some a ∈ R3,n ∈ S2 if and only if
FTF = (U + µb⊗m)T (U + µb⊗m),
for some µ ∈ [0, 1].
Proof. Let us first define
u1 := U
−1m|U−1m|−1, u3 := b|b|−1, u2 = u1 × u3,
δ =
1
2
|b||U−1m|, L := U−1(1− δu3 ⊗ u1).
Thanks to [3, Section 5], we know that, defined
KUV := SO(3)U ∪ SO(3)V,
its quasiconvex hull is given by
KqcUV =
{
F ∈ R3×3 : FTF = L−TM(α, β, γ)L−1, 0 < α ≤ 1 + δ2, 0 < γ ≤ 1, αγ − β2 = 1},
where
M(α, β, γ) := αu1 ⊗ u1 + u2 ⊗ u2 + γu3 ⊗ u3 + βu1  u3,
and we denoted u1  u3 = u1 ⊗ u3 + u3 ⊗ u1. Let us first consider the scalar function
f1(α, β, γ) = det(L
−TM(α, β, γ)L−1 − 1).
We define φ(α, β, γ) = λM (α, β, γ)λm(α, β, γ), where λm, λM are respectively the largest and the
smallest eigenvalue of L−TM(α, β, γ)L−1 − 1. We denote by A the region
A := {(α, β, γ) ∈ R3 : 0 < α ≤ 1 + δ2, 0 < γ ≤ 1, αγ − β2 = 1}.
We are interested in the set
B := {(α, β, γ) ∈ A : f1(α, β, γ) = 0, φ(α, β, γ) ≤ 0},
which characterises the set of F ∈ (SO(3)U ∪ SO(3)V)qc which are rank-one connected to the
identity (see e.g., [2, Prop. 4]). We first notice that
f1 =
1
detU2
det
(
M− LTL),
and that
g(β, γ) := detU2f1
(1 + β2
γ
, β, γ
)
,
must be of the form
g(β, γ) =
c1β
2 + c2
γ
+ c3β + c4γ + c5,
for some c1, c2, c3, c4, c5 ∈ R. We also point out that, by (2.10)–(2.11) together with (2.13)–(2.14),
we have
LTLu1 = u1, if (U,b,m) is a type I twin, L
TLu3 = u3, if (U,b,m) is a type II twin.
(4.28)
Let us define Q := 2uj ⊗ uj − 1, with j = 1 if (U,b,m) is a type I twin, and j = 3 if (U,b,m) is a
type II twin. By (4.28) we have that
g(β, γ) = det
(
(M(γ−1(1 + β2), β, γ)− LTL)) = det(Q(M(γ−1(1 + β2), β, γ)− LTL)Q) = g(−β, γ).
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For this reason, g(β, γ) is even in β, and is of the form
g(β, γ) =
c1β
2 + c2
γ
+ c4γ + c5. (4.29)
Now, we notice that
(U + µb⊗m)L = (1 + 2µδu3 ⊗ u1)UL = (1 + δ(2µ− 1)u3 ⊗ u1). (4.30)
Therefore, the fact that (U,b,m) satisfies the cofactor conditions implies
1
detU2
g(β, 1) = det
(
(U + µ(β)b⊗m)T (U + µ(β)b⊗m)− 1) = 0, for all β ∈ [−δ, δ],
where µ(β) = β+δ2δ . Thus, (4.29) simplifies to
g(β, γ) = c2
( 1
γ
− 1
)
+ c4(γ − 1), (4.31)
that means, g is constant in β. Now consider the solution of the twinning equation (2.8) other than
(U,b,m), namely (U, bˆ, mˆ). By [2, Prop. 5] we have
det
(
(U + µbˆ⊗ mˆ)T (U + µbˆ⊗ mˆ)− 1) = c0µ(1− µ), (4.32)
for some c0 ∈ R. We notice that
LT (U + µbˆ⊗ mˆ)T (U + µbˆ⊗ mˆ)L = M
(
1 + δ2, δ(2µ− 1), 1 + δ
2(2µ− 1)2
1 + δ2
)
, µ ∈ [0, 1]. (4.33)
This can be shown by using (2.10)–(2.11) and the fact that, by (2.13)–(2.14), |U−1eˆ| = 1 and
|Ueˆ| = 1, respectively for type I and type II twins satisfying the cofactor conditions, with eˆ being
as in (2.9). Thus, setting
βˆ(µ) := δ(2µ− 1), γˆ(µ) := 1 + δ
2(2µ− 1)2
1 + δ2
,
(4.32) becomes
det
(
(U + µbˆ⊗ mˆ)T (U + µbˆ⊗ mˆ)− 1) = c0(1 + δ2)
4δ2
(1− γˆ(µ)).
Therefore, by (4.33),
g(βˆ(µ), γˆ(µ)) = detU2
c0(1 + δ
2)
4δ2
(1− γˆ(µ)).
But recalling that g(β, γ) is independent of β, a comparison with (4.31) yields
g(β, γ) = detU2
c0(1 + δ
2)
4δ2
(1− γ). (4.34)
Here, c0 6= 0 as we assumed that (U, bˆ, mˆ) does not satisfy (CC2). Therefore, by (4.30) and
Theorem 2.1, we get that (α, β, γ) ∈ B if and only if γ = 1, β ∈ [−1, 1] and α = 1 + β2, that is (see
(4.30)), if and only if
L−TML−1 = (U + µb⊗m)T (U + µb⊗m), µ ∈ [0, 1],
which is the claimed result.
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Remark 4.2. From (4.34) we notice that if both (U,b,m) and (U, bˆ, mˆ) satisfy the cofactor
conditions f1 = 0 everywhere at the interior of A. Therefore, in this case, the set B is two-
dimensional and not one-dimensional as in the case of Proposition 4.2. Indeed, φ is a smooth
function of α, β, γ, and is strictly negative on the boundary of A, except for at most two points.
Thus, by continuity, there exists an open two-dimensional region contained in A (and hence in
(SO(3)U ∪ SO(3)V)qc) where φ is negative.
Remark 4.3. Under the hypotheses of Proposition 4.2, the set of matrices in KqcU,V which are
rank-one connected to the identity coincides with two smooth and one-dimensional curves of finite
length. The dimension of this set is hence the same as it is in the case of twins not satisfying the
cofactor conditions. Indeed, for example, in [1] (see also Lemma 4.2 above) it is shown that for
U = diag(a, b, c), V = diag(b, a, c),
for some a, b, c > 0, a, b, c 6= 1, the set of matrices in KqcU,V which are rank-one connected to the
identity coincides with four smooth and one-dimensional curves of finite length. Nonetheless, the
difference is in the fact that, when the cofactor conditions are satisfied, the microstructures which
can form an interface with austenite are just simple laminates, and not laminates within laminates.
The following corollary is a straightforward consequence of [2, Prop. 4] and Proposition 4.2:
Corollary 4.1. Suppose (Ui,b,m), (Ui, bˆ, mˆ) are the type I/type II solutions of the twinning equa-
tion (2.8) for Ui,Uj ∈ R3×3Sym+ (not necessarily in order), with Ui 6= Uj as in (3.15). Suppose further
that (Ui,b,m) satisfies the cofactor conditions. Then, there exist R1,R2 : [0, 1]→ SO(3) such that
F ∈ Kqcij is of the form F = 1 + a⊗ n for some a ∈ R3,n ∈ S2 if and only if
F = Ri(µ)(U + µb⊗m),
for some µ ∈ [0, 1], i = 1, 2.
5 Type I and II star twins
This section is devoted to introducing the definition of star twins, and to show some basic
consequences of these special conditions of supercompatibility. Below, a,aU,aV,nU,nV are as in
Theorem 2.2 and Theorem 2.3.
Definition 5.1. Let M be a subset of R3×3Sym+ . Let U,V ∈ M, U 6= V, satisfying (2.9) and let
RI ∈ SO(3),bI ∈ R3,mI ∈ S2 be a type I solution of the twinning equation (2.8) for U,V. Suppose
further that (U,bI ,mI) satisfies the cofactor conditions. Then we say that (U,bI ,mI) is a type I
star twin generated by (U,V) if there exist three different rotations Q1,Q2,Q3 ∈ SO(3), Qi 6= 1 for
each i = 1, . . . , 3, and µ∗ ∈ (0, 1) satisfying
(S1) QiUQ
T
i ,QiVQ
T
i ∈M, for each i = 1, . . . , 3,
(S2) Qi
(
µ∗nU + (1− µ∗)nV
)
= χi
(
µ∗nU + (1− µ∗)nV
)
for each i = 1, . . . , 3 and with χi = ±1,
(S3)
(
(Qia)× (Qja)
) · a 6= 0 for each i, j = 1, . . . , 3, i 6= j and ((Q1a)× (Q2a)) · (Q3a) 6= 0.
If the number of Qi satisfying (S1)–(S3) is two and not three we say that (U,bI ,mI) is a type I
half-star twin.
Definition 5.2. Let M be a subset of R3×3Sym+ . Let U,V ∈ M, U 6= V, and let RII ∈ SO(3),bII ∈
R3,mII ∈ S2 be a type II solution of the twinning equation (2.8) for U,V. Suppose further that
(U,bII ,mII) satisfies the cofactor conditions. Then we say that (U,bII ,mII) is a type II star
twin generated by (U,V) if there exist three different rotations Q1,Q2,Q3 ∈ SO(3), Qi 6= 1 for each
i = 1, . . . , 3, and µ∗ ∈ (0, 1) satisfying
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(T1) QiUQ
T
i ,QiVQ
T
i ∈M, for each i = 1, . . . , 3,
(T2) Qi
(
µ∗aU + (1− µ∗)aV
)
= χi
(
µ∗aU + (1− µ∗)aV
)
for each i = 1, . . . , 3 and with χi = ±1,
(T3)
(
(QimII) × (QjmII)
) ·mII 6= 0 for each i, j = 1, . . . , 3, i 6= j and ((Q1mII) × (Q2mII)) ·
(Q3mII) 6= 0.
If the number of Qi satisfying (T1)–(T3) is two and not three we say that (U,bII ,mII) is a type
II half-star twin.
Remark 5.1. It would be possible to generalise (T2) (or similarly (S2)) in the definition of star
twins by requiring the existence of µ∗1, µ
∗
2 ∈ [0, 1] such that
Qi
(
µ∗1aU + (1− µ∗1)aV
)
= χi
(
µ∗2aU + (1− µ∗2)aV
)
for each i = 1, . . . , 3 and with χi = ±1.
However, a fine observation of the proof of Theorem 6.1 (resp. Theorem 6.2) yields that, in the
cubic to monoclinic case, the only interesting case is when µ∗1 = µ
∗
2, making the generalisation not
relevant to our context.
Remark 5.2. Definition 5.1 and Definition 5.2 both imply the existence of four exactly compatible
laminates F0,F1,F2,F3 satisfying (1.6). Conversely, in cubic to monoclinic transformations, given
four exactly compatible type I (or of type II) laminates F0,F1,F2,F3 satisfying (1.6), we have
that Proposition 3.1, Remark 3.2 and Remark 5.1 imply the satisfaction of Definition 5.1 (resp.
Definition 5.2).
The following two propositions state that, in the presence of star-twins, the set of average
deformation gradients which can form stress free phase interfaces with austenite is unusually large:
Proposition 5.1. LetM be a finite subset of R3×3Sym+ , U,V ∈M satisfying (2.9), and let (U,bII ,mII)
be a type II half-star twin generated by (U,V). Then,
1+
(
µ∗aU+(1−µ∗)aV
)⊗mII , 1+(µ∗aU+(1−µ∗)aV)⊗Q1mII , 1+(µ∗aU+(1−µ∗)aV)⊗Q2mII ,
and all their convex combinations are contained in the set Kqc, where
K :=
⋃
M∈M
SO(3)M.
If (U,bII ,mII) is a type II star twin generated by (U,V), then also
1 +
(
µ∗aU + (1− µ∗)aV
)⊗ Q3mII ∈ Kqc.
Proof. We restrict to the case of half-star twins; the case of star twins follows similarly. From [14]
we know that given a set C ∈ R3×3, the lamination convex hull of C, namely Clc, is contained in
Cqc. We recall for the benefit of the reader that
Clc :=
∞⋃
i=1
C(i),
where C(1) = C and
C(i+1) := C(1) ∪ {µA + (1− µ)B : A,B ∈ C(i), rank(A− B) = 1, µ ∈ (0, 1)}.
Therefore, let K :=
⋃
M∈M SO(3)M . By Theorem 2.3 we know that
RUU = 1 + aU ⊗mII , RVV = 1 + aV ⊗mII ,
Q1RUQ
T
1 Q1UQ
T
1 = 1 + Q1aU ⊗ Q1mII , Q1RVQT1 Q1VQT1 = 1 + Q1aV ⊗ Q1mII ,
Q2RUQ
T
2 Q2UQ
T
2 = 1 + Q2aU ⊗ Q2mII , Q2RVQT2 Q2VQT2 = 1 + Q2aV ⊗ Q2mII ,
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are all in K. Thus,
µ∗RUU + (1− µ∗)RVV = 1 +
(
µ∗aU + (1− µ∗)aV
)⊗mII ,
µ∗Q1RUQT1 Q1UQ
T
1 + (1− µ∗)Q1RVQT1 Q1VQT1 = 1 +
(
µ∗aU + (1− µ∗)aV
)⊗ Q1mII ,
µ∗Q2RUQT2 Q2UQ
T
2 + (1− µ∗)Q2RVQT2 Q2VQT2 = 1 +
(
µ∗aU + (1− µ∗)aV
)⊗ Q2mII ,
are in K(2), and all their convex combinations are in K(3).
Remark 5.3. Type II half-star/star twins are interesting also because, by combining laminates, we
can easily construct macroscopic curved interfaces between austenite and martensite whose normal
does not lie in a plane. Indeed, in the notation of Proposition 5.1, let us define
a∗ := µ∗aU + (1− µ∗)aV.
Then,
G(µ1, µ2) := 1 + a
∗ ⊗ (µ1(µ2mII + (1− µ2)Q1mII) + (1− µ1)Q2mII)
is in Kqc for every µ1, µ2 ∈ [0, 1], and mII ,Q1mII ,Q2mII span R3. Therefore, given a smooth
bounded domain Ω, one can choose µ1, µ2 : Ω→ [0, 1] to be space dependent, and, provided
µ1
(∇µ2 × (mII − Q1mII) +∇µ1 × (µ2mII + (1− µ2)Q1mII)−∇µ1 × Q2mII = 0,
G(µ1(x), µ2(x)) is an average deformation gradient. Choosing for example
µ2(x) = f(x·(mII−Q1mII)), µ1(x) = c1
(∫ x·(mII−Q1mII)
0
f(s) ds+x·(Q1mII−Q2mII)
)
+c2,
for some smooth f : R → [0, 1] and some c1, c2 ∈ R such that µ1(x) ∈ [0, 1] for every x ∈ Ω, will
give an average deformation gradient of martensite, which is compatible with austenite across an
interface whose normal does not lie in a plane.
In the same way we can prove
Proposition 5.2. Let M be a finite subset of R3×3Sym+ , U,V ∈ M and let (U,bI ,mI) be a type I
half-star twin generated by (U,V). Then
1+a⊗(µ∗nU+(1−µ∗)nV), 1+Q1a⊗(µ∗nU+(1−µ∗)nV), 1+Q2a⊗(µ∗nU+(1−µ∗)nV),
and all their convex combinations are contained in the set Kqc, where
K :=
⋃
M∈M
SO(3)M.
If (U,bI ,mI) is a type I star twin generated by (U,V), then also
1 + Q3a⊗
(
µ∗nU + (1− µ∗)nV
) ∈ Kqc.
6 Star twins in cubic to monoclinic transformations
In this section we want characterise the matrices Ui as in (3.15) such that there exist type I
and type II star twins. We start with the following simple lemma
Lemma 6.1. Let v ∈ R3, v 6= 0, then Q ∈ SO(3) satisfies Qv = −v if and only if Q is a rotation
of pi and axis uR ∈ S2, that is, R = 2uR ⊗ uR − 1, and uR · v = 0. The matrix Q ∈ SO(3), Q 6= 1
satisfies Qv = v if and only if the axis of Q is parallel to v.
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1
Figure 4: Three different views of a pyramidal microstructure constructed with type II half-star
twins (also possible with star twins). The polyhedron is divided into a blue, a yellow and a green
region, in each of which we have a different exactly compatible laminate, namely F1 = 1 + a
∗ ⊗ nα,
F2 = 1+a
∗⊗nβ and F3 = 1+a∗⊗nγ , for some a∗ ∈ R3 \{0}. The three constant average deformation
gradients F1,F2,F3 satisfy (1.6), and nα,nβ,nγ are linearly independent. At the three faces of the
pyramid with normals nα,nβ,nγ the martensitic laminates are compatible with austenite without an
interface layer. Such pyramid can be used as a building block for three-dimensional curved interfaces.
In this picture, 1 represents the identity matrix, the deformation gradient for the undistorted austenite
phase, and denotes the austenite region.
nα
nβ
nγ
nδ
1
1
Figure 5: Two different views of a pyramidal microstructure constructed with type II star twins.
The polyhedron is divided into a blue, a yellow, a red and a green region, in each of which we have a
different exactly compatible laminate, namely F1 = 1+a
∗⊗nα, F2 = 1+a∗⊗nβ, F3 = 1+a∗⊗nγ and
F4 = 1+a
∗⊗nδ, for some a∗ ∈ R3\{0}. The four constant average deformation gradients F1,F2,F3,F4
satisfy (1.6), and nα,nβ,nγ ,nδ are linearly independent. At the four faces of the pyramid with normals
nα,nβ,nγ ,nδ the martensitic laminates are compatible with austenite without an interface layer. Such
pyramid can be used as a building block for three-dimensional curved interfaces. In this picture, 1
represents the identity matrix, the deformation gradient for the undistorted austenite phase, and
denotes the austenite region.
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Proof. We can write R in terms of its angle of rotation θ and its rotation axis uR as
R = cos(θ)1 + sin(θ)[uR]× + (1− cos(θ))uR ⊗ uR,
where [uR]× is the cross product matrix of uR. Therefore, after decomposing v into a parallel and
an orthogonal part to uR, vuR and vu⊥R , we get that Rv = −v is equivalent to
cos(θ)
(
vuR + vu⊥R ) + sin(θ)
(
uR × vu⊥R
)
+ (1− cos(θ))uR
(
uR · vuR
)
= −vuR − vu⊥R .
Thus, multiplying the equation by vu⊥R we get that either θ = pi, or vu⊥R = 0. But multiplying the
equation by vuR leads to vuR = 0, and therefore θ = pi. The second statement follows from the
definition of rotation axis.
The lemma below states that, if a type II twin generated by Ui,Uj , where (i, j) are a pair in
column (A) (resp. (B)) of Table 1, is a type I (or a type II) star twin, then all the other type I
(resp. type II) twins generated by Uk,Ul, where (k, l) is a generic pair in column (A) (resp. (B))
of Table 1, is a type II star twin. In what follows, we denote by P24 the symmetry group of cubic
austenite.
Lemma 6.2. Let M := ∪12i=1Ui, where the Ui are the positive definite matrices, with a, b, c, d > 0,
given in (3.15). Suppose also that Ui,Uj, i 6= j = 1, . . . , 12, generate a type I/II star twin (resp. a
half-star twin). Then, for every Q ∈ P24 the type I/II twins generated by QUiQT ,QUjQT are star
twins (resp. a half-star twin).
Proof. We prove the result for type II star twins, the case of type I star twins follows a similar
argument.
The fact that Uk,Ul, where Uk = QUiQ
T ,Ul = QUjQ
T for some Q ∈ P24, generate a type II twin
satisfying the cofactor conditions is a consequence of Proposition 3.1. Let µ∗ ∈ (0, 1), Q1,Q2,Q3 ∈
SO(3) be such that (Ui,aII ,nII), the type II twin generated by Ui,Uj , satisfies Definition 5.2. Let
also Qˆm = QQmQ
T for every m = 1, 2, 3, and (Uk, bˆII , mˆII) be the type II twin generated by
Uk,Ul. We claim that µ
∗, Qˆ1, Qˆ2, Qˆ3 ∈ SO(3) are such that (Uk, bˆII , mˆII) satisfies (T1)–(T3) in
Definition 5.2. Indeed, we recall that QVQT ∈ M for every V ∈ M,Q ∈ P24 (see e.g., [4]). Thus,
as
QˆmUkQˆm = QQmUiQmQ, QˆmUlQˆm = QQmUjQmQ,
and given that Ui,Uj satisfy (T1), we can write
QˆmUkQˆm, QˆmUlQˆm ∈M, for all m = 1, 2, 3,
that is, (T1). As aUk = QaUi ,aUl = QaUj , we also have
Qˆm(µ
∗aUk + (1− µ∗)aUl) = Q(µ∗aUi + (1− µ∗)aUj ) = µ∗aUk + (1− µ∗)aUl , for all m = 1, 2, 3,
which is (T2). Finally, as mˆII = QmII , we have((
Qˆ1mˆII
)×(Qˆ2mˆII)) · (Qˆ3mˆII)= ((Q1mII)×(Q2mII)) · (Q3mII) 6= 0,((
QˆmmˆII
)×(QˆnmˆII)) · mˆII = ((QmmII)×(QnmII)) ·mII 6= 0,
for every m,n = 1, 2, 3, which is (T3).
We are now in the position to prove the following result:
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Theorem 6.1. LetM := ∪12i=1Ui, where the Ui are the positive definite matrices, with a, b, c, d > 0,
given in (3.15). Then, a type II twin generated by Ui,Uj, i 6= j = 1, . . . , 12, satisfying the cofactor
conditions is a half-star twin if and only if the eigenvalues of U1, namely 0 < λ1 ≤ λ2 = 1 ≤ λ3
satisfy one of the following conditions
4d2
(
d2 + λ23 − 2
)
= (d− λ3)2(1− d2), if d 6= 1 and λ1 = d,
4d2
(
d2 + λ21 − 2
)
= (d− λ1)2(1− d2), if d 6= 1 and λ3 = d,
λ21
(
5λ23 − 1
)
= 8λ1λ3 − 5 + λ23, if d = 1 and λ3 > 1.
(6.35)
A type II twin generated by Ui,Uj, i 6= j = 1, . . . , 12, satisfying the cofactor conditions is a star
twin if and only if a 6= c and one of the following holds
d2
(
d2 + λ23 − 2
)
= (d− λ3)2(1− d2), if d 6= 1 and λ1 = d,
d2
(
d2 + λ21 − 2
)
= (d− λ1)2(1− d2), if d 6= 1 and λ3 = d.
(6.36)
Remark 6.1. It is possible to solve the equations in (6.35)–(6.36) to get a direct relation between
the eigenvalues of the Ui’s. Indeed, (6.35) is equivalent to
λ1 =
d− d3 − d2√2√6d2 − 1− 3d4
1− 5d2 , if λ3 = d ∈ (1,
√
1 + 2
1
2 3−
1
2 ),
λ1 =
d− d3 + d2√2√6d2 − 1− 3d4
1− 5d2 , if λ3 = d ∈ (
√
5−19,
√
1 + 2
1
2 3−
1
2 ),
λ3 =
d− d3 − d2√2√6d2 − 1− 3d4
1− 5d2 , if λ1 = d ∈ (
√
1− 2 12 3− 12 , 1),
λ1 =
4λ3 ±
√
5(λ23 − 1)
5λ23 − 1
, if λ3 > 1, d = 1,
when 0 < λ1 ≤ 1 ≤ λ3. Similarly, the condition (6.36) can be rewritten as
λ1 =
d− d3 − d√6d2 − 2− 3d4
1− 2d2 , if λ3 = d ∈ (1,
√
1 + 3−
1
2 ),
λ1 =
d− d3 + d√6d2 − 2− 3d4
1− 2d2 , if λ3 = d ∈ (
√
2−13,
√
1 + 3−
1
2 ),
λ3 =
d− d3 − d√6d2 − 2− 3d4
1− 2d2 , if λ1 = d ∈ (
√
1− 3− 12 , 1),
when 0 < λ1 ≤ 1 ≤ λ3.
Proof. We deal with the case where the twins generated by Ui,Uj , with (i, j) in column (A) of Table
1, satisfy the cofactor conditions. The case where (i, j) are in column (B) of Table 1 can be treated
similarly and leads to the same results. Furthermore, thanks to Lemma 6.2 and Proposition 3.1
we can carry on the proof by considering just (U1,bII ,mII) the type II twin generated by U1,U11.
We divide the proof in three cases, based on the eigenvalues of U1 λ1 ≤ λ2 = 1 ≤ λ3: the cases are
λ2 = 1 > d, λ2 = 1 < d and 0 < λ1 < d = 1 < λ3. We can exclude the case where both d and
another eigenvalue are equal to 1 because, by (3.17)–(3.18) this would imply b = 0 and U1 = U11.
Case 1: 0 < d < 1 ≤ λ, λ = ac− b2. Here, the eigenvectors of U1 related to λ1 = d, λ2 = 1, and
λ3 = λ are
e1 = (0, 0, 1)
T , e2 = (−z2, z1, 0)T , e3 = (z1, z2, 0)T ,
while the ones for U11 are given by
v1 = (1, 0, 0)
T , v2 = (0, z1,−z2)T , v3 = (0, z2, z1)T .
22
Here, z1, z2 are such that
z1
z2
= λ−cb , z
2
1 + z
2
2 = 1, and we assume without loss of generality that
z1 > 0. We can neglect the cases z1 = 0 and z2 = 0, as they would imply b = 0 and U1 = U11.
Using [2, Prop. 4] we get that
R±1 U1 = 1 + a
±
1 ⊗ n±1 , R±11U11 = 1 + a±11 ⊗ n±11,
where
a±1 = β0(−λη1e1 ± dη2e3), n±1 = η1e1 ± η2e3, (6.37)
a±11 = β0(−λη1v1 ± dη2v3), n±11 = η1v1 ± η2v3, (6.38)
and
η1 = −
√
1− d2√
λ2 − d2 , η2 =
√
λ2 − 1√
λ2 − d2 , β0 = λ− d.
Since the cofactor conditions are satisfied, by Theorem 2.3 we know that one of the following
identities must hold
n+1 × n+11 = 0, n−1 × n−11 = 0, n−1 × n+11 = 0, n+1 × n−11 = 0.
Keeping in mind that (3.17)–(3.18) imply η1 = −z1η2, we get that, in the notation of Theorem 2.3,
the only possibility up to a sign change is
aU1 = β0(dη1,−z2dη2,− λη1), aU11 = β0(−λη1,−z2dη2, dη1),
mII = (η1,−z2η2, η1),
Therefore,
µaU1 + (1− µ)aU11 = η1β0
(
µd− (1− µ)λ, dz2
z1
, −µλ+ (1− µ)d
)
. (6.39)
We are now interested in finding which rotations R ∈ SO(3), and which µ ∈ [0, 1] are such that (T1)–
(T3) are satisfied. First, we claim that R ∈ P24 and R is a rotation whose angle and axis are given
in the first column of Table 1. Indeed, given R ∈ SO(3), by Proposition 3.1 (RU1RT ,RbII ,RmII)
is a type II twin generated by RU1R
T ,RU11R
T and satisfies the cofactor conditions. Therefore,
(T1) together with Remark 3.2 imply that RU1R
T ,RU11R
T must be a pair in column (A) of Table
1 (or in the second column of Table 2 in the degenerate case where a = c). As a consequence, there
exists Q ∈ P24, with Q being a rotation of angle and axis given in the first column of Table 1, such
that QU1Q
T = RU1R
T and QU11Q
T = RU11R
T . Thus, U1 = Q
TRU1R
TQ, U11 = Q
TRU11R
TQ, and
Remark 2.2 together with Lemma 6.1, imply that QTR = 1 or QTR = (2v ⊗ v − 1) where v ∈ S2
must be at the same time an eigenvector for U1 and for U11. Under our hypotheses, there exists
no v ∈ S2 being at the same time an eigenvector for U1 and for U11. Thus Q = R concluding the
proof of the claim.
Now, by Lemma 6.1 we have to check for which µ, and which rotation axis u ∈ S2 among the
ones given in the first column of Table 1, µaU1 +(1−µ)aU11 is parallel or perpendicular to u. Table
3 below illustrates the possible cases. As a result, we have two different rotation axes u which are
either parallel or perpendicular to µaU1 + (1− µ)aU11 if and only if
1. µ = 12 and
z2
z1
= ±d−λ2d ,
2. µ = dλ+d and
z2
z1
= ±d−λd ,
3. µ = λλ+d and
z2
z1
= ±d−λd .
We remark that, in the last two cases, the rotation axes which are either parallel or perpendicular to
µaU1 +(1−µ)aU11 are actually three and not two. As (U1,bII ,mII) satisfies the cofactor conditions
as a type II twin, from (3.17)–(3.18) we deduce that
b =
√−d4 + d2(3− λ2) + (λ2 − 2)
1 + λ
, λ− c = 1− d
2
1 + λ
,
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Rotation axis e Parallel Orthogonal
(1, 0, 0) never µ = λλ+d
(0, 1, 0) d = λ (never) never
(0, 0, 1) never µ = dλ+d
(1, 0, 1) never λ = d (never)
(1, 0,−1) never µ = 12 (but RnII = −nII)
(1, 1, 0) µ = dλ+d and
z2
z1
= d−λd d
z2
z1
= (1− µ)λ− µd
(1,−1, 0) µ = dλ+d and z2z1 = λ−dd d z2z1 = −(1− µ)λ+ µd
(0, 1, 1) µ = λλ+d and
z2
z1
= d−λd d
z2
z1
= −(1− µ)d+ µλ
(0,−1, 1) µ = λλ+d and z2z1 = λ−dd d z2z1 = (1− µ)d− µλ
Table 3: Conditions on µ to have (2e⊗ e− 1)(µaU1 + (1− µ)aU11) = µaU1 + (1− µ)aU11 , under the
assumption that d < 1 ≤ λ.
which implies
z2
z1
=
√−d4 + d2(3− λ2) + (λ2 − 2)
1− d2 .
After some computations we finally deduce that, under the hypothesis d < 1 ≤ λ, there exist at
least two different rotations such that (T1)–(T2) are satisfied if and only if
z2
z1
= ±d− λ
2d
⇐⇒ d24(d2 + λ2 − 2) = (d− λ)2(1− d2),
z2
z1
= ±d− λ
d
⇐⇒ d2(d2 + λ2 − 2) = (d− λ)2(1− d2).
In order to be prove that these conditions are equivalent to a type II half-star or star twin, we
need to check that (T3) is satisfied. This is always the case for half-star twins. For type II star
twins this happens if and only if η1 6= −z2η2. But, recalling that η1 = −z1η2, we need z21 6= z22 . As
z21
z22
= a−1c−1 , we hence deduce that (T3) is satisfied by type II star twins if and only if a 6= c.
Case 2: 0 < λ ≤ 1 < d, λ = ac− b2. Here, the eigenvectors related to λ, 1, d for U1 and U11 are
respectively ei and vi, given by
e1 = (z1, z2, 0)
T , e2 = (−z2, z1, 0)T , e3 = (0, 0, 1)T ,
v1 = (0, z2, z1)
T , v2 = (0, z1,−z2)T , v3 = (1, 0, 0)T .
where, again, we assume without loss of generality that z1 > 0. Here
R±1 U1 = 1 + a
±
1 ⊗ n±1 , R±11U11 = 1 + a±11 ⊗ n±11,
where, n±1 ,n
±
11 are still given by (6.37)–(6.38), and
a±1 = β0(−dη1e1 ± λη2e3), a±11 = β0(−dη1v1 ± λη2v3),
but this time
η1 = −
√
1− λ2√
d2 − λ2 , η2 =
√
d2 − 1√
d2 − λ2 , β0 = d− λ.
From these, we can again find
aU1 = β0(dη2,−z2dη1,−λη2), aU11 = β0(−λη2,−z2dη1, dη2), mII = (−η2, z2η1,−η2),
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and z1η1 = −η2. Thus,
µaU1 + (1− µ)aU11 = η2β0
(
µd− (1− µ)λ, dz2
z1
, −µλ+ (1− µ)d
)
,
which is the same as (6.39). We can hence argue as in the first case, and deduce that, if d > 1,
(U1,U11) generate a half-star twin if and only if
d24
(
d2 + λ2 − 2) = (d− λ)2(1− d2).
In the same way, (U1,U11) generates a star twin if and only if a 6= c, and
d2
(
d2 + λ2 − 2) = (d− λ)2(1− d2).
Case 3: 0 < λ1 < d = 1 < λ3, where λ1λ3 = ac − b2 and λ1 + λ3 = a + c. Repeating the above
arguments, this time we deduce that
aU1 = β0η1(−z1(λ1 + λ3), (λ1z21z−12 − λ3z2), 0), aU11 = β0η1(0, (λ1z21z−12 − λ3z2),−z1(λ1 + λ3)),
mII = (0, η1z
−1
2 , 0),
where
η1 = −
√
1− λ21√
λ23 − λ21
, η2 =
√
λ23 − 1√
λ23 − λ21
, β0 = λ3 − λ1,
and z1η1 = z2η2. Thus,
µaU1 + (1− µ)aU11 = −η1β0
(
µz1(λ1 + λ3), (λ3z2 − λ1z21z−12 ), (1− µ)z1(λ1 + λ3)
)
.
Define
β1 = z1(λ1 + λ3), β2 = (λ3z2 − λ1z21z−12 ).
In this case, Table 3 becomes Table 4. Here we neglected all the rotations whose axes, due to
Rotation axis e Parallel Orthogonal
(1, 1, 0) µ = 1 and β1 = β2 µβ1 = −β2
(1,−1, 0) µ = 1 and β1 = −β2 µβ1 = β2
(0, 1, 1) µ = 0 and β1 = β2 (1− µ)β1 = −β2
(0,−1, 1) µ = 0 and β1 = −β2 (1− µ)β1 = β2
Table 4: Conditions on µ to have (2e ⊗ e − 1)(µaU1 + (1 − µ)aU11) = µaU1 + (1 − µ)aU11 , under the
assumption that λ1 < 1 < λ3.
Lemma 6.1, do not satisfy (T3). Thus, the only option to form a type II half-star twin is
µ =
1
2
and
1
2
β1 = ±β2.
As 0 < λ1, λ3 and λ1, λ3 6= 1, 12β1 = ±β2 simplifies to
λ21(5λ
2
3 − 1)− 8λ1λ3 − λ23 + 5 = 0,
and the solutions satisfying λ3 > 1 > λ1 are
λ1 =
4λ3 ±
√
5(λ23 − 1)
5λ23 − 1
, λ3 > 1.
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In a similar way, we can prove
Theorem 6.2. LetM := ∪12i=1Ui, where the Ui are the positive definite matrices, with a, b, c, d > 0,
given in (3.15). Then, a type I twin generated by Ui,Uj, i 6= j = 1, . . . , 12, satisfying the cofactor
conditions is a I half-star twin if and only if the eigenvalues of U1, namely λ1 ≤ λ2 = 1 ≤ λ3 satisfy
one of the following conditions
4
(
2d2λ23 − λ23 − d2
)
= (d− λ3)2(1− d2), if d 6= 1 and d = λ1,
4
(
2d2λ21 − λ21 − d2
)
= (d− λ1)2(1− d2), if d 6= 1 and d = λ3,
λ21
(
5λ23 − 1
)
= 8λ1λ3 − 5 + λ23, if d = 1 and λ3 > 1.
(6.40)
A type I twin generated by Ui,Uj, i 6= j = 1, . . . , 12, satisfying the cofactor conditions is a I star
twin if and only if a 6= c and one of the following holds(
2d2λ23 − λ23 − d2
)
= (d− λ3)2(1− d2), if d 6= 1 and d = λ1,(
2d2λ21 − λ21 − d2
)
= (d− λ1)2(1− d2), if d 6= 1 and d = λ3.
(6.41)
Remark 6.2. It is possible to solve the equations in (6.40)–(6.41) to get a direct relation between
the eigenvalues of the Ui’s. Indeed, (6.40) is equivalent to
λ1 =
d3 − d+ d2√2√6d2 − 3− d4
9d2 − 5 , if λ3 = d ∈ (1,
√
3 +
√
6),
λ1 =
d3 − d− d2√2√6d2 − 3− d4
9d2 − 5 , if λ3 = d ∈ (
√
5,
√
3 +
√
6),
λ3 =
d3 − d+ d2√2√6d2 − 3− d4
9d2 − 5 , if λ1 = d ∈ (
√
3−
√
6, 1),
λ3 =
d3 − d− d2√2√6d2 − 3− d4
9d2 − 5 , if λ1 = d ∈ (
√
3−
√
6,
√
5
3
),
λ1 =
4λ3 ±
√
5(λ23 − 1)
5λ23 − 1
, if λ3 > 1, d = 1,
when 0 < λ1 ≤ 1 ≤ λ3. Similarly, the condition (6.36) can be rewritten as
λ1 =
d3 − d+ d√6d2 − 3− 2d4
3d2 − 2 , if λ3 = d ∈ (1,
√
(3 +
√
3)
2
),
λ1 =
d3 − d− d√6d2 − 3− 2d4
3d2 − 2 , if λ3 = d ∈ (
√
2,
√
(3 +
√
3)
2
),
λ3 =
d3 − d+ d√6d2 − 3− 2d4
3d2 − 2 , if λ1 = d ∈ (
√
(3−√3)
2
, 1),
λ3 =
d3 − d− d√6d2 − 3− 2d4
3d2 − 2 , if λ1 = d ∈ (
√
(3−√3)
2
,
√
2
3
),
0 < λ1 ≤ 1 ≤ λ3.
Remark 6.3. Lemma 6.2 together with (6.39) imply that, for cubic to monoclinic transformations,
there are six different vectors a∗ := µ∗aU+(1−µ∗)aU which are as in Definition 5.2 and Proposition
5.1. Similarly, there are six different vectors n∗ := µ∗nU + (1 − µ∗)nU which are as in Definition
5.1 and Proposition 5.2
26
Figure 6: Let Ui ∈ R3×3Sym+ be as in (3.15), with eigenvalues 1, λ, d (where d is as in (3.15)). We
plot here the relation between the eigenvalues λ and d when the Ui’s satisfy further compatibility
conditions: in cyan and in blue the curves of λ as a function of d when respectively type I star and
type II star twins exist (cf. Remark 6.1 and Remark 6.2). In green and in black the curves of λ as
a function of d when respectively type I half-star and type II half-star twins exist. In red the curve
of λ as a function of d when the cofactor conditions are satisfied by both, some type I and some
type II twins (see Remark 3.2). In magenta and in yellow we plot the dependence of λ in terms of
d when a = c (cubic to orthorhombic transformation), and the cofactor conditions are satisfied by
type II and type I twin respectively (same as [9, Fig. 3]). Finally, the dashed line is the curve where
detUi = 1 (that is λ =
1
d). All the above mentioned cases, except for the last one, are satisfied
only by a one-parameter family of matrices as in (3.15), and we chose as independent parameter d.
The four deformation parameters determining the transformation strain (cf. a, b, c, d in (3.15)) can
be deduced in all the above mentioned cases, except for the last one, in an unique way from d under
the physically reasonable assumption that λ > 0.5 (without this further assumption, in some cases we
have two possible λ given a fixed d (cf. Figure 6), and therefore two possible ways to determine the
transformation strain).
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7 How closely does a material satisfy the cofactor condi-
tions?
In practice the cofactor conditions are never satisfied exactly. For this reason, an interesting
question for application is how closely must a material satisfy the cofactor conditions, in order
to behave as if these were satisfied exactly. The problem is complex not only from the point
of view of establishing a threshold, but especially in terms of choosing the right metric. There
are various ways to measure how closely a material satisfies the cofactor conditions, but, up to
our knowledge, just two have been used in the literature up till now. Provided (CC3) holds, the
first, more intuitive, way is to check (CC1)-(CC2) directly, that is, to see how close the numbers
|λ2 − 1|, |b · Ucof(U2 − 1)m| are to zero. This is, for example, the way the cofactor conditions are
measured in [6, 9]. However, there is no physical motivation behind these quantities. On the other
hand, provided (CC3) holds, a second way to measure how closely the cofactor conditions are satis-
fied is to measure how small are the quantities |λ2−1|, and
∣∣|Ueˆ|−1∣∣, ∣∣|U−1eˆ|−1∣∣, respectively in the
case of type II and type I twins. Here eˆ is as in Proposition 2.9. This approach has been adopted
for example in [17] and relies on (2.13)–(2.14). However, if we apply these two different metrics
to Zn45Au30Cu25, we obtain contradictory results. Indeed, while following the first approach we
get that the lowest value of |b ·Ucof(U2 − 1)m| among the possible twin systems is approximately
equal to 4.1 · 10−5 for type I twins, and to 3.8 · 10−5 for type II twins, while we have that the
second approach leads to lowest values of
∣∣|U−1eˆ| − 1∣∣ = 8.1 · 10−3 and ∣∣|Ueˆ| − 1∣∣ = 4.2 · 10−4.
Therefore, while the first approach entails that the cofactor conditions are closely satisfied by both
type I and type II twins, the second states that Zn45Au30Cu25 satisfies the cofactor conditions with
type II twins much better than with type I twins. Furthermore, for the completely different alloy
Ti74Nb23Al3 (see [10]), where the experimentally observed microstructures look very different from
those in Zn45Au30Cu25, we have λ2 = 0.999996 and approximate values for |b · Ucof(U2 − 1)m|
of 4.4 · 10−5 and 3.8 · 10−5 respectively for type I and type II twins. These values would lead to
the conclusion that Ti74Nb23Al3 satisfies the cofactor conditions as closely as Zn45Au30Cu25, even
if their behaviours are quite different. However, in Ti74Nb23Al3 we get
∣∣|U−1eˆ| − 1∣∣ = 9.9 · 10−3
and
∣∣|Ueˆ| − 1∣∣ = 8.3 · 10−3, which seem to confirm that the cofactor conditions are not so closely
satisfied in this material (see Table 5 below).
Following the results of Section 4.1 (see Remark 4.1), it seems reasonable to measure how closely
a compound twin satisfies (CC1)–(CC2) by computing the quantity |d−1|, and by checking that d is
the middle eigenvalue of the Ui’s. For type I and type II, we want to use a different strategy, which
is based on critical shear stresses, and can be related to reversibility. Theorem 2.2 and Theorem 2.3
tell us that if a material satisfies the cofactor conditions, then there exist triple junctions. These al-
low a lot of flexibility in the microstructures, as one can create a laminate with an arbitrary volume
fraction, which is compatible with austenite without an interface layer. For these reasons, the pres-
ence of triple junctions might play an important role in the reversibility of the transformations. We
want thus to measure how close a certain twin is to create triple junctions. Under some simplifying
assumptions, below we quantify the shear stress necessary to deform austenite in such away that
triple junctions are possible. If this shear stress is small, then the material behaves as if the cofactor
conditions where satisfied; if this shear stress is large, then triple junctions are energetically too
expensive to be observed. We then apply the new metric to Zn45Au30Cu25 and to Ti74Nb23Al3.
We deduce that, in the former material, the cofactor conditions are better satisfied by type II twins
than by type I twins; in the latter material our metric seems to confirm that triple junctions are
energetically not convenient without incurring in plastic effects. Finally, in Table 5 we show the
results obtained with the different metrics, while in Figure 8 we provide an easy algorithm to use
our metric. It is worth noticing that, with our metric, it is easier to compare how closely two differ-
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Figure 7: Example of triple junctions for type I and type II twins with perturbed austenite.
ent materials satisfy the cofactor conditions. Indeed, our algorithm produces one number for each
twin, and not three (one for (CC1), one for (CC2) and one for (CC3)) as the metrics currently in use.
Below we consider U,V ∈ R3×3Sym+ satisfying (2.9), U 6= V, and assume that (U,bI ,mI),
(U,bII ,mII) are respectively the type I and type II twins generated by U,V. We now want to
look for  ∈ R3×3, such that
R˜aU = 1 + + ca ⊗ oa, R˜bV = 1 + + cb ⊗ ob, R˜bV − R˜aU = R˜ab⊗m, (7.42)
for some R˜a, R˜b ∈ SO(3), ca, cb ∈ R3, oa,ob ∈ S2 and where either b = bI and m = mI or b = bII
and m = mII . Physically, we want to find an elastic deformation of austenite, which allows for
triple junctions, and hence is compatible with a laminate without an interface layer (see Figure
7). This is an approximation of what happens in reality, where also martensite is deformed, and
where  is not constant in the austenite, but might decrease away from the triple junctions in type
I twins, and away from the habit plane in type II twins. Nonetheless, the above assumptions allow
us both to stick to simple computations, and to get qualitative results for the regions of higher
stress. Since we are interested in the case where we are close to satisfying the cofactor conditions,
by Theorem 2.2 and Theorem 2.3 we expect this deformation to be small, and we hence stick to
the context of linear elasticity, where we can express the deformation gradient of the elastically
perturbed austenite as 1 + . Furthermore, as  is expected to be small, we adopt the following
approximation
+ T ≈ + T + T  = (R˜aU− ca ⊗ oa)T (R˜aU− ca ⊗ oa)− 1. (7.43)
We remark that the conditions in (7.42) imply
cb ⊗ ob − ca ⊗ oa = R˜ab⊗m
that is, either oa = ±ob = ±m, or ca ‖ cb ‖ R˜ab. Therefore, the only possibilities are:
ca ⊗ oa = −R˜ab⊗ o, (7.44)
ca ⊗ oa = −R˜ac⊗m, (7.45)
for some c,o ∈ R3.
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We now want to minimise the energy of + T with respect to c,o depending on the case. For
simplicity, following the approach in [19], we consider just the shear component of the energy, that
is we consider the energy of + T to be given by
G
2
∥∥∥+ T
2
∥∥∥2, (7.46)
whereG is the shear modulus for the material. This energy is not keeping in account the anisotropies
of austenite around the transformation temperature, but provides a good lower bound to the
anisotropic energy describing the system. The following two lemmas are useful in what follows,
as they allow to find the energy minimisers, under the assumption that our elastic deformation is
small enough.
Lemma 7.1. Let U,V ∈ R3×3Sym+ satisfy (2.9), and let (U,b,m) be a type I or a type II solution
of the twinning equation (2.8) for U,V. Suppose further that the minimum and the maximum
eigenvalues of U, denoted respectively by λ1 and λ3, satisfy 2λ
2
1 − λ23 > 0, and define
C(c) = (U + c⊗m)T (U + c⊗m)− 1.
Assume also
min
c∈R3
‖C(c)‖2 < min{(2λ21 − λ23)2, 1}.
Then,
‖C(cˆ)‖2 = min
c∈R3
‖C(c)‖2,
if and only if cˆ = cˆ± = ± U−1m|U−1m| − Um. The eigenvalues of C∗ := C(cˆ+) = C(cˆ−) are
1
2
(
tr(C∗)−
√
2 tr(C2∗)− (trC∗)2
)
, 0,
1
2
(
tr(C∗) +
√
2 tr(C2∗)− (trC∗)2
)
.
Finally, ‖C∗‖2 = 0 if and only if (U,b,m) is a type II twin satisfying the cofactor conditions.
Proof. We first notice that ‖C(c)‖2 is a smooth function of c, so its minimizer c must satisfy the
equation (
U + c⊗m)(U2 − 1 + |c|2m⊗m + Ucm)m = 0, (7.47)
where we denoted by  the symmetrised tensor product uw := u⊗w + w⊗ u. We introduce a
change of variable v = c + Um, so that, after rearranging the terms, (7.47) becomes(
U2 − 1− Um⊗ Um)v = −|v|2v. (7.48)
Therefore, v is either zero or is an eigenvector of
D :=
(
U2 − 1− Um⊗ Um),
and the related eigenvalue must me be equal to −|v|2. We first notice that −1 is an eigenvalue for
D related to the eigenvector w1 :=
U−1m
|U−1m| . Let w2,w3 be the other two eigenvectors of D. We have
D = −w1 ⊗w1 + λ¯2w2 ⊗w2 + λ¯3w3 ⊗w3,
for some λ¯2, λ¯3 ∈ R, λ¯2 ≤ λ¯3. Let now α1, α2, α3 ∈ [0, 1] be such that
Um
|Um| = α1w1 + α2w2 + α3w3.
The following identity must hold
α21 + α
2
2 + α
2
3 = 1. (7.49)
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Furthermore,
α1 =
∣∣∣∣w1 · Um|Um|
∣∣∣∣ = 1|Um||U−1m| ≥ λ1λ3 , (7.50)
where λ1, λ3 are respectively the minimum and the maximum eigenvalue of U. Thus,
(λ23−1) ≥ max
w∈S2,w⊥w1
Dw·w = λ¯3 ≥ λ¯2 = min
w∈S2,w⊥w1
Dw·w ≥ (λ21−1)− max
w∈S2,w⊥w1
|Um·w|2. (7.51)
The last term on the right hand side can be estimated by,
− |Um ·w|2 ≥ −|Um|((α2w2 + α3w3) ·w)2 ≥ −λ23(α22 + α33) ≥ λ21 − λ23, (7.52)
where we made use of (7.49)–(7.50) in the last inequality. Thus, collecting the inequalities in
(7.51)–(7.52), we prove
λ¯2 ≥ 2λ21 − 1− λ23. (7.53)
In this way, we have
‖C(v − Um)‖2 ≥ max
w∈S2
∣∣C(v − Um)w ·w∣∣2 ≥ ∣∣C(v − Um)m ·m∣∣2 = (1− |v|2)2.
Now, (7.48) implies that, if v 6= w1, |v|2 is equal to −λ¯2,−λ¯3, 0. Hence, by (7.51)–(7.53), together
with the assumption 2λ21 − λ23 > 0, we can conclude
‖C(v − Um)‖2 ≥ min{(2λ21 − λ23)2, 1}.
We have hence proved that, if minc∈R3 ‖C(c)‖2 < min{(2λ21 − λ23)2, 1}, the only minimizers are
cˆ± = ±w1 − Um. In this case, we obtain
C∗ := C(±w1 − Um) = U2 − 1 + (1 + |Um|2)m⊗m− U2mm.
Clearly, m is an eigenvector of C∗ related to the null eigenvalue. Thus, the two remaining eigenvalues
are given by the solutions ρ of
−ρ2 + tr(C∗)ρ− 1
2
(
(tr(C∗))2 − tr(C2∗)
)
= 0.
We now claim that, if (U,b,m) satisfies the cofactor conditions as a type II twin, then C∗ = 0.
Indeed, by (2.14) we have that m·v2 = 0, where v2 is such that Uv2 = v2. Then, clearly w1 ·v2 = 0,
and v2 is an eigenvector for C∗ related to a null eigenvalue. Therefore, as C∗ is symmetric, we just
need to show that trC∗ = trU2 − 2 − |Um|2 = 0. But if the cofactor conditions hold as a type II
twin, then, thanks to Theorem 2.3 and [2, Prop. 4] we deduce that
|Um|2 = (λ21 + λ23 − 1),
that is trC∗ = 0, and thus C∗ = 0. Conversely, let C∗ = 0, and define R˜a ∈ R3×3 by
R˜Ta = U + cˆ
± ⊗m.
First, by the fact that C∗ = 0, we have R˜aR˜Ta = 1, thus R˜
T
a is an orthogonal matrix, and det R˜
T
a = ±1.
Furthermore,
det R˜a = detU(1 + U
−1cˆ± ·m) = ±|U−1m|detU.
Therefore, if we choose ca = cˆ
+, R˜a ∈ SO(3), we have
R˜aU = 1− R˜aca ⊗m, R˜bV − R˜aU = R˜ab⊗m, R˜bV = 1− R˜a(ca + b)⊗m,
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for some R˜b ∈ SO(3). We can hence construct laminates
R˜a(U + µb⊗m) = µR˜vV + (1− µ)R˜aU = 1 + R˜a(ca + µb)⊗m,
which are rank-one connected to 1 for arbitrary volume fractions µ ∈ [0, 1]. As a consequence of
Theorem 2.1 (U,b,m) satisfies the cofactor conditions. Furthermore, as C∗ = 0, v2 := m × U2m
satisfies Uv2 = v2, and is thus the eigenvector corresponding to the eigenvalue of U equal to one.
Therefore, (2.13) finally implies that (U,b,m) cannot be a type I twin, and, by assumption, must
hence be a type II twin.
In a similar way, we can prove the following result
Lemma 7.2. Let U,V ∈ R3×3Sym+ satisfy (2.9), and let (U,b,m) be a type I or a type II solution of
the twinning equation (2.8) for U,V. Define
E(o) = (U + b⊗ o)T (U + b⊗ o)− 1.
Assume also
min
o∈R3
‖E(o)‖2 < 1.
Then,
‖E(oˆ)‖2 = min
o∈R3
‖E(o)‖2,
if and only if oˆ = oˆ± = ± U−1b|U−1b||b| − Ub|b|2 . The eigenvalues of E∗ = E(oˆ+) = E(oˆ−) are
1
2
(
tr(E∗)−
√
2 tr(E2∗)− (trE∗)2
)
, 0,
1
2
(
tr(E∗) +
√
2 tr(E2∗)− (trE∗)2
)
.
Finally, ‖E(oˆ)‖2 = 0 if and only if (U,b,m) is a type I twin satisfying the cofactor conditions.
Proof. Again, ‖E(o)‖2 is a smooth function of o, so its minimizer o must be a stationary point,
that is (
U2 − 1 + |b|2o⊗ o + Ub o)(Ub + |b|2o) = 0.
The change of variable v = |b|2o + Ub thus entails(
U2 − 1− 1|b|2Ub⊗ Ub
)
v = −|v|
2
|b|2v.
As in the case of Lemma 7.1, v is either zero or is an eigenvector of
F := U2 − 1− 1|b|2Ub⊗ Ub,
and the related eigenvalue must me be equal to − |v|2|b|2 . As in the previous case, −1 is an eigenvalue
for F related to the eigenvector w1 :=
U−1b
|U−1b| . If we choose v 6= ±w1, then it must hold v ·w1 = 0,
and therefore
E
(
± v|b|2 −
Ub
|b|2
)
= U2 − 1− 1|b|2Ub⊗ Ub +
1
|b|2v ⊗ v,
has −1 as eigenvalue related to the eigenvector w1. In this case, hence,∥∥∥E(± v|b|2 − Ub|b|2)∥∥∥2≥ maxw∈S2∣∣∣E(± v|b|2 − Ub|b|2)w ·w∣∣∣2≥∣∣∣E(± v|b|2 − Ub|b|2)w1 ·w1∣∣∣2≥ 1.
Therefore, ‖E(n)‖ < 1 if and only if v = ±|b|−1w1. On the other hand,
E∗ := E
(
±w1|b| −
Ub
|b|2
)
= U2 − 1− 1|b|2Ub⊗ Ub + w1 ⊗w1,
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has always 0 as an eigenvalue related to the eigenvector w1. Therefore the other two eigenvalues
are given by the solutions ρ of
−ρ2 + tr(E∗)ρ− 1
2
(
(tr(E∗))2 − tr(E2∗)
)
= 0.
We now want to prove that, if (U,b,m) satisfies the cofactor conditions as a type I twin, then
E∗ = 0. By (2.13) we have that b · v2 = 0, where v2 is such that Uv2 = v2. So that v2 is also
an eigenvector of E∗, and E∗v2 = 0, as much as w1 · v2 = 0. Therefore, we just need to check
that trE∗ = 0, that is, |b|−2|Ub|2 = (λ21 + λ23 − 1). But again, by Theorem 2.2, we know that
|b|−1RUb = |a|−1a, and
|b|−1Ub = |b|−1URTURUb = |a|−1(1 + nU ⊗ a)a.
Therefore, exploiting [2, Prop. 4] we thus deduce
|Ub|2
|b|2 =
∥∥∥∥ a‖a‖ + ‖a‖nU
∥∥∥∥2 = (λ21 + λ23 − 1),
as required. Conversely, let E∗ = 0, and define R˜a ∈ R3×3 by
R˜Ta = U + b⊗ oˆ±.
As E∗ = 0, we have R˜aR˜Ta = 1, thus R˜
T
a is an orthogonal matrix, and det R˜
T
a = ±1. Furthermore,
det R˜a = detU(1 + U
−1b · oˆ±) = ±|U−1b|detU.
Therefore, if we choose oa = oˆ
+, R˜a ∈ SO(3), we have
R˜aU = 1− R˜ab⊗ oa, R˜bV − R˜aU = R˜ab⊗m, R˜bV = 1− R˜ab⊗ (oa + m),
for some R˜b ∈ SO(3). We can hence construct laminates compatible with 1 for arbitrary volume
fractions, and hence, by Theorem 2.1 the cofactor conditions must be satisfied. Furthermore, as
E∗ = 0, v2 := (Ub) × (U−1b) satisfies Uv2 = v2, and hence v2 is the eigenvector related to the
eigenvalue of U equal to one. Therefore, v2 · b = v2 · Ub = 0, and (2.14) finally implies that
(U,b,m) cannot be a type II twin. As a consequence, by hypotheses, (U,b,m) must be a type I
twin.
Remark 7.1. Lemma 7.1 and Lemma 7.2 can be also used to measure how far a compound twin
is to form triple junctions. Indeed, triple junctions can arise if and only if either C∗ = 0 or E∗ = 0.
After some computations we obtain that, for a twin generated by U1,U2 ∈ R3×3, with U1,U2 as in
(3.15) (and hence all symmetry related twins in Table 1)
C∗ = 0 ⇐⇒ d = 1 and either a2 + b2 = detU2 or c2 + b2 = detU2,
E∗ = 0 ⇐⇒ d = 1 and either a2 + b2 = 1 or c2 + b2 = 1.
(7.54)
For a twin generated by U1,U3 ∈ R3×3, with U1,U3 as in (3.15) (and hence all symmetry related
twins in Table 1)
C∗ = 0 ⇐⇒ d = 1 and either (a+ b)2 + (b+ c)2 = 2 detU2 or (a− b)2 + (b− c)2 = 2 detU2,
E∗ = 0 ⇐⇒ d = 1 and either (a+ b)2 + (b+ c)2 = 2 or (a− b)2 + (b− c)2 = 2.
(7.55)
It would be interesting to construct a new alloy satisfying the cofactor condition with a compoud
twin (d = 1 in (3.15) or (3.16) for cubic to monoclinic and cubic to orthorhombic transformations),
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but not satisfying any of the conditions in (7.54)–(7.55) above (or their equivalent if the transfor-
mation is not from cubic to monoclinic or from cubic to orthorhombic), allowing the twin to form
triple junctions. This would help to better understand the influence of the lack of transition layer
between phases on the great reversibility of the transformation observed in materials satisfying the
cofactor conditions.
By putting together (7.43) and (7.46), together with Lemma 7.1 and Lemma 7.2 we have that,
if we are close to satisfy the cofactor conditions, the stress induced by  is given by
σ() =
G
2
E∗, for type I,
σ() =
G
2
C∗, for type II,
and where
E∗ := U2−1− 1|b|2Ub⊗Ub+
U−1b
|U−1b| ⊗
U−1b
|U−1b| , C∗ := U
2−1+ (1 + |Um|2)m⊗m−U2mm.
If we think now at reversibility as the lack of plastic effects during the phase transition, we can
say that we are close to satisfy the cofactor conditions if our principal stresses satisfy some yield
criterion. Adopting for simplicity Tresca’s yield criterion, we can say that we are closely satisfying
the cofactor conditions if
G
4
max{|λE∗1 − λE∗2 |, |λE∗1 − λE∗3 |, |λE∗2 − λE∗3 |} ≤ σC , for type I,
G
4
max{|λC∗1 − λC∗2 |, |λC∗1 − λC∗3 |, |λC∗2 − λC∗3 |} ≤ σC , for type II,
where σC is the shear yield stress and λ
E∗
i , λ
C∗
i , i = 1, 2, 3 are respectively the eigenvalues of E∗ and
C∗. We recall that, as proved in Lemma 7.2 and in Lemma 7.1, at least one of the λE∗i and one of
the λC∗i should be equal to zero. In the lack of experimental values for G and σC , we can measure
how closely the cofactor conditions are satisfied in a certain alloy by computing
max{|λE∗1 − λE∗2 |, |λE∗1 − λE∗3 |, |λE∗2 − λE∗3 |}, for type I twins, (7.56)
max{|λC∗1 − λC∗2 |, |λC∗1 − λC∗3 |, |λC∗2 − λC∗3 |}, for type II twins. (7.57)
We report in Table 5 the results obtained by computing (7.56)–(7.57) for Zn45Au30Cu25 and
Ti74Nb23Al3. Values for Zn45Au30Cu25 are 0.0173 and 0.0021 respectively for type I and type
II twins. These values seem to confirm that the satisfaction of the cofactor conditions in this
material is much closer with some type II twins than with type I twins, in agreement with Propo-
sition 3.2. Values for Ti74Nb23Al3 are 0.0267 and 0.0225 respectively for type I and type II twins,
confirming that triple junctions require high elastic energy in this material.
In Figure 8 we summarise our algorithm to verify how closely the cofactor conditions are satis-
fied.
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A possible way to compute eˆ satisfying (2.9) can be found in [5, Appendix A] (see also Table 1 and
Table 2 respectively for cubic to monoclinic and cubic to orthorhombic transformations). Our new
algorithm can be applied also to measure how closely a compound twin can form triple junctions with
austenite. In this case, however, there exists two different eˆ such that U = (2eˆ⊗eˆ−1)V(2eˆ⊗eˆ−1). One
thus has to run the algorithm twice, once with each eˆ. For compound twins in cubic to monoclinic
II transformations (see (3.15)), a simple way to check how closely (CC1)–(CC2) are satisfied is to
compute |d− 1| (cf. Remark 4.1).
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