Abstract: 3D numerical combustion simulation in a can burner fed with methane was carried out in order to evaluate pollutant emissions and the temperature field. As a case study, the General Electric Frame 6001B system was considered. The numerical investigation has been performed using the CFD code named ACE+ Multiphysics (by Esi-Group). The model was validated against the experimental data provided by Cofely GDF SUEZ and related to a real power plant. To completely investigate the stability of the model, several operating conditions were taken into account, at both nominal and partial load. In particular, the influence on emissions of some important parameters, such as air temperature at compressor intake and steam to fuel mass ratio, have been evaluated. The flamelet model and Zeldovich's mechanism were employed for combustion modeling and NO x emissions, respectively. With regard to CO estimation, an innovative approach was used to compute the Rizk and Mongia relationship through a user-defined function. Numerical results showed good agreement with experimental data in most of the cases: the best results were obtained in the NO x prediction, while unburned fuel was slightly overestimated.
Introduction
In recent decades, stationary gas turbines have become firmly established as prime movers in the gas and oil industry, acquiring new ranges of application in many areas of utility power generation and, in particular, in combined cycle plants [1] . These developments have been accompanied by a OPEN ACCESS continuous increase in pressure ratio, and furthermore, many practices were developed to reduce pollutant emissions and their impact on health and the environment, keeping a high combustion efficiency in a wide range of operating conditions. In general, the combustion efficiency and the performance of a burner depend on the quality of the fuel-air mixture [2] . In systems where the fuel is directly injected into the combustion chamber, it is necessary that the fuel is mixed into the air over a time interval comparable with the burning rate of the mixture. In this system, the Reynolds number characterizes the intensity of the turbulent mixing, while the Damköhler number (Da) characterizes the rate of the mixing against the rate of the chemical reactions. Specifically, this number represents the quotient of a characteristic time scale of turbulence/mixing and a characteristic time scale of chemical reactions: larger Da corresponds to faster reactions [3] . This phenomenon depends on many parameters that can be classified into two distinct groups: those related to the injection system and those related to the environment in which the injected gas evolves. From a numerical point of view, a CFD investigation of the mixture formation processes can be carried out only by making use of meshes whose refinement is able to accurately describe fuel mixing and its dispersion within the region near the injector and the primary zone [4] .
In the present article, the numerical study was set with reference to operating conditions of one of the ten burners of the FRAME 6B General Electric gas turbine machine, having the nominal electric power of 40 MW e . In particular, the simulations referring to both nominal and partial load conditions were investigated, focusing attention on the thermal field and pollutant emissions in order to firstly validate the numerical model through experimental data. Secondly, the model was used to obtain regression laws to predict pollutant emissions out of the simulated ranges or to improve the employed correlations. This information is important, since it represents a starting point of a more complex study for the evaluation of the power plant conversion to bio-liquid. The first step is thus the construction of a numerical model to reproduce the actual configuration and its operating conditions. The experimental data were provided by Cofely GDF SUEZ and related to the combined cogenerative power plant located in Nera Montoro (Narni, Italy), whose characteristics will be described in the following paragraphs.
The Power Plant
The gas turbine we studied is installed within a combined cycle power plant whose steam turbine has a nominal electric power of 12 MW e (Figure 1 ). To reduce NO x pollutant emissions, bled steam from the high pressure turbine is injected within the combustion chambers of the gas turbine. The main operating parameters of the gas turbine and steam injection system are reported in Table 1 , and they refer to the nominal operating conditions. The electrical energy is introduced into the grid and remunerated through the CIP6 feed-in tariff law; the steam is sold to the thermal users connected with the power plant.
The power plant can be fed with both methane and off-gas, the latter produced by one of the thermal users. Since the off-gas contribution is minimal, our studies have focused on methane. The most important parameters regarding the fuel injection system are listed in Table 2 . The steam can be produced by both the heat recovery generator and the post combustion unit: when the steam demand is at the maximum level, these two sections operate in parallel, with the gas turbine working at partial load. Figure 2 reports a typical load diagram for the gas turbine: the blue line represents the produced energy with the gas turbine working at nominal conditions and the yellow one, the energy produced at partial load. For example, during days 1 and 4, the gas turbine produced the same energy (about 500,000 kWh) working at full load and partial load. Considering the most frequent operating conditions of the plant, simulations for 75, 80, 90 and 100% of the nominal thermal power have been taken into account. Obviously, changes of the air conditions due to compressor regulation have been considered, too. The information about the pollutant emissions will be reported in the following paragraphs, where they will be compared with the numerical results.
Numerical Procedure

Burner Geometry and Grid Discretization
The FRAME 6B can is a reverse-flow combustor, i.e., the air coming from the compressor is passed inside a pre-heating space heading from the base towards the dome. This path allows the compressed air to be heated and to enter the combustion chamber with a higher temperature than that at the end of compression, thus increasing the combustion efficiency.
When the air arrives close to the dome, it is swirled and pushed into the primary combustion zone. The injectors of the fuel gas and of the steam are placed in the terminal part of the dome. The central part of the liner, where the combustion chemical reactions develop, is followed by a dilution zone: the holes on the walls of the liner have the dual function to dilute the exhaust gas flow and cool the walls of the combustion chamber. The total length of the burner and its maximum diameter are about 1.50 m and 0.56 m, respectively ( Figure 3) ; the diameter of the combustion chamber is 0.38 m.
The computational mesh was created using the ACE+ Multiphysics tool. Because of the symmetry of the system and its components, the CFD calculations are performed on 90° sector meshes. Two different domains have been defined: the first is related to fluid volume, the second to the metal walls of the liner. This choice allows the pre-heating of the compressed air that occurs in the interspace to be described, solving concurrently fluid-dynamic and heat transfer equations. In both cases, unstructured meshes have been chosen. With regard to the fluid mesh, more dense discretizations have been located near the outlet sections of the fuel and steam injectors, where the speed of the jets takes on values on the order of hundreds of meters per second and within the primary and secondary zones. Table 3 summarizes the characteristics of the fluid grid in each region of the burner. The adopted resolution was found to give adequately grid independent results. Table 4 provides more details about mesh boundaries. In particular, the air mass flow rate at the inlet of the single burner (cf. Table 1 ) has been defined through the specification of the velocity and the temperature, so that the experimental data have been directly introduced into the numerical model. This choice allows these parameters to be easily changed to follow the different operating conditions of the burner; for example, at partial load conditions, the effect of the Inlet Guide Vane (IGV) on the flow has been modeled by changing the numerical value of the flow velocity. On the contrary, the turbulence intensity has not been modified during simulations (cf. Table 4 ). 
The Turbulent Combustion Model
As to the turbulent closure, the k-ε approach with standard wall function has been used to model the turbulent effects. With regard to the combustion model, a chemistry with 35 species and 177 reactions was employed. This is a homemade chemistry derived from the detailed mechanism, GRIMech 3.0 [5,] using the Open Source software, Kintecus, and, specifically, its tool, Atropos [6] . The Atropos software addition to Kintecus allows one to accurately reduce species and reactions out of larger systems that have no bearing on the results. This is realized through a sophisticated principle component analysis (PCA) on the basis of the normalized sensitivity coefficients (NSC) files outputted by Kintecus. The employed mechanisms result in being not so large as to be integrated within a multi-dimensional CFD code for the computing of laminar flamelets.
The flamelet model, used in the non-premixed combustion approach to account for chemical non-equilibrium, regards the turbulent flame as an ensemble of thin, locally one-dimensional flamelet structures. In this work, three flamelets with strain rate χ equal to 0.01, 0.1, one and 57 flamelets with initial strain rate and have been generated to characterize combustion. Using flamelets, species mass fraction, temperature, as well as the chemical reactions can be computed as a function of the mixture fraction (Z) and the strain rate (χ) only. After translation of the flamelet equations from a physical space to a mixture fraction space, a set of simplified equations can be re-written in the mixture fraction space, including equations for the species mass fraction (Equation (1)) and "solved for temperature" energy (Equation (2)) [7, 8] :
where , T, , , and represent the mass fraction, temperature, density, mixture fraction, reaction rate and enthalpy of the i-th species, respectively; and are the specific heat of the i-th species and the specific heat of the mixture. At the stoichiometric condition, the strain rate χ and the mixture fraction Z are related according to the following Equation (3):
where a s is a characteristic strain rate, and are the mixture fraction and the strain rate at the stoichiometric condition, and is the complementary error function. In the turbulent flame, both Z and are random variables with a joint probability density function (PDF). Therefore, the characteristic scalar (such as density, temperature and mass fraction) in the turbulent diffusion flame may be gained by laminar flamelet statistically: (4) Assuming that Z and have independent distributions, the previous equation can be written as: (5) Equations (1) and (2) for species mass fraction and energy are solved simultaneously with the flow: the flamelet equations are advanced for a fractional time-step using properties computed from the fluid flow, and then, the latter is advanced for the same fractional time-step using properties from the flamelets (Figure 4 ). The flamelet time-step is computed through the volume-averaged scalar dissipation, pressure, fuel and oxidizer temperatures, which are passed from the flow solver to the flamelet solver. 
The Pollutant Emission Models
For the estimation of CO emission, an innovative approach has been used. The following semi-analytical correlation proposed by Rizk and Mongia has been implemented into a user-defined function (UDF) [9] : (6) where the values of the constants are reported in the following Table 5 and the burner pressure loss, , has been fixed to 4%. This equation allows carbon monoxide concentration to be related to important operating physical quantities, since there are two fundamental parameters in the previous equation:
represents the residence time of the methane parcels within the combustion zone and , the averaged temperature in the primary zone. Using the software particle tracking, the methane parcels are followed until they have been completely consumed by combustion; an averaged value of the axial distance covered by parcels and their residence time are transferred to the UDF. According to [10] , the temperature of the primary zone has been calculated as follows:
where:
-A, α, γ and λ are constants whose values are given in [10] ; -x, y and z are constants chosen in the function of fuel to air ratio (FAR) [10] ; -is the averaged numerical temperature at the burner discharge; -the hydrogen to carbon atomic ratio, equal to four for methane. The extended Zeldovich's mechanism has been taken into account to model reactions for thermal NO x formation:
; ;
The reaction rates are assumed as follows [11] :
Prompt NO is caused by the presence of radicals in the flame zone; the following equation was adopted to compute its contribution [11] : (10) where the subscript, "b", denotes the concentration of the species before the start of the combustion.
Heat Transfer Modeling for the Pre-Heating of the Air
Heat transfer modeling involves the wall of the liner. The gas-side ( ) and the air-side ( ) wall temperatures of the liner can be computed using the following equilibrium equations, involving the gas-side and air-side radiation ( ) and convection ( ) contributes: (11) where and are the thermal conductivity and the thickness of the liner, respectively. As a simplifying assumption, the external radiation, , has been neglected, being quite small compared with the external convective heat transfer, . Thus, the remaining contributes are computed by the software as follows [11] : (12) (13) (14) where σ is the Stefan-Boltzmann constant, and are the gas emissivity and absorptivity that are a function of the gas composition, is the effective wall absorptivity, and are the local gas and air temperature and and are the gas-side and air-side heat transfer coefficients. The latter have been computed based on the local flow-field conditions, assuming a fully developed turbulent heat transfer within the annulus.
Results and Discussions
Comparison between Experimental and Numerical Results at 100% Load
A comparison of the results with experimental data can be carried out focusing attention only on the discharge temperature of the combustion chamber. The values reported in Table 6 refer to nominal conditions for the gas turbine and Standard conditions (ISO) for the environment and summarize the results that have been obtained in terms of pollutant emissions, too. Their concentration represent volume-weighted average values at the outlet section of the burner. NO x and CO formation can be estimated, but there is only one measured value; for further assessment of the prediction capability of the model, several simulations with different air temperatures at the inlet of the compressor were performed in order to carry out a sensitivity analysis. These simulations are also able to examine the response of the gas turbine model to variations in operating condition. In particular, six further simulations have been performed, using inlet temperatures ranging from 268 K to 298 K. In Table 7 , for both experimental and numerical data, the percentages refer to the experimental value reported in Table 6 . The experimental results derive from an averaged process of several experimental conditions close to any operating point taken in consideration. In Figure 5 , other intermediate experimental values have been plotted. It is evident from the previous figures that the predicted trends are qualitatively similar to the experimental values. In particular, they capture the trend of reduced CO and increased NO x with air temperature rising. As for CO emissions, although the model tends to overestimate the real data, it is evident how the simulations can completely follow the small variations measured on the real machine. In fact, as a typical characteristic of all heavy-duty machine series, the carbon monoxide emissions increase quickly only if the firing temperature is drastically reduced. Therefore, the stability of the numerical model is based on the ability to appreciate these very small variations. However, the methodical overestimation is due to a systematic error in the evaluation of the main parameters of Equation 6 . Two different sources of error are the residence time estimation, since UDF elaborates an averaged value, and the numerical temperature at the exit of the burner. Similarly, the supposed pressure loss may deviate from the real value, because there is no experimental data available for its estimation.
To completely evaluate the pollutant emissions, the effect of different mass flow rates of steam injected within the combustion chamber has been studied at full load and ISO condition, also. In a STIG (STeam Injected Gas Turbine) cycle, the amount of injected steam represents a sensible parameter to take into account, since there are practical limits to the amount of steam, as well as water that can be injected into the combustor before a serious flame stability problems occur [12] . This has been experimentally determined and must be taken into account in all applications if the combustor is to ensure low NO x emissions and long hardware life for the gas turbine user. In ordinary operating conditions, the steam-to-fuel mass ratio (r) is between 0.2 and 0.8. The results shown in Figure 6 for NO x have been plotted taking this range as the reference ( represents the design value). Figure 6 . NO x emission vs. steam-to-fuel mass ratio.
It is evident how the computational model has a good agreement with experimental results, primarily for intermediate values of r (0.4 ˂ r ˂ 0.6). For values close to the minimum, the code tends to produce a higher percentage of errors at about 15%. These discrepancies could be related to experimental uncertainties in input parameters to the computations that can be amplified in the case of extremely low values of this parameter, producing an overestimation of temperature within the flame zone. If this error cannot be considered tolerable, the field of operability is limited to a steam-to-fuel-mass ratio higher than 0.4; in fact, lower error percentages have been obtained for the other operating conditions within the whole simulated range.
The model analysis has been extended for higher values of r, which are usually adopted just when an increase of electrical power is required. A third order regression curve, built through the numerical data, has been used in the cases of and . The comparison with experimental data provides an excellent fitting, since very limited differences can be noticed. These results confirm that the software prediction capability can be extended to extremely high values for steam mass flow rate.
The effect of steam injection on CO emission is almost negligible. Steam temperature is very similar to the air temperature, so that experimental data at nominal conditions show no appreciable variations with increasing . From a numerical point of view, the employed UDF cannot consider the influence of , because there is no parameter that depends on the steam mass flow rate.
Thermal and Fluid Dynamic Internal Fields
Since the previous study demonstrated the validity of the present CFD model, it is interesting to analyze some physical characteristics of the internal fields of the combustion chamber. Figure 7a shows the temperature contour plot on the symmetry plane of the burner and on a cutting plane in the dilution zone. Different peculiarities of a non-premixed combustion can be highlighted. First of all, the flame occupies the central and terminal part of the burner, since the chemical species need time for mixing and complete reactions: the primary zone is characterized by the low temperature of the mixture, since the reaction rate is limited by a high mass fraction of the fuel (Figure 7b ). Secondly, the flame develops into a thin interface with the air flux and produces a compact body flame: this structure is typical of the diffusive reaction mechanism. The cutting plane on the dilution zone allows one to verify the influence of the cold air flux in preserving walls and decreasing the temperature of exhaust gases before the first stage of the gas turbine.
The strong connection between the temperature field and the NO x production rate is evident in Figure 8 , where three different cross-sections have been plotted. Numerical simulations reveal that the distribution of maximum values follow the flame shape within the secondary zone of the combustion chamber where temperature range exceeds 2,000 K.
Keeping attention on fluid dynamics, one of the most important parameters that can be verified is the Mach number of the methane jet ( Figure 9 ). These kind of combustion chambers are not designed to operate with supersonic gaseous jets, and simulations confirm that the injection is characterized by a supersonic flow just near the injectors' discharge. The delaying action of the air involves a decreasing of the Mach number in the range between 0.5 and 0.8, already within the primary zone. From this point of view, the attention has been focused on the Mach number and recirculation flow to characterize the primary zone, since the employed correlation for CO contains the assessment for , which is directly influenced by fuel distribution and fluid dynamics. Good results in CO estimation are primarily related to the ability of the model to describe these phenomena.
Experimental and Numerical Results at Partial Load
As mentioned earlier, the analysis has been extended to 75, 80 and 90% of the nominal thermal power. Figure 11 shows the comparison between the computed temperatures and the measured values at the discharge of the combustion chamber. The decreasing trend in temperature is the result of the combination of both the air and fuel lower mass flow rate, due to the (IGV) regulation at the compressor intake. The numerical simulations can provide, in any case, a good agreement with the experimental data, with a maximum value of the error lower than 4%. Figure 11 . Discharge temperature at different loads. Figure 12 reports the averaged temperature for each cross-section within the intermediary and secondary zones of the combustion chamber: the rough rising in temperature due to the completion of the fuel oxidation is followed by a fast cooling due to the action of the fresh air entering from the dilution zone and the decreasing of the body flame diameter, as can be seen in Figure 7a . In general, the presence of IGV as a power control system has a slight effect on the NO x emissions; in fact, the IGV maintains a high exhaust temperature also at partial load conditions, so that the NO x concentration can vary by a few ppm. However, for the studied cases, the decreasing of the temperature peak reached within the combustion chamber determines a reduction in terms of NO x pollutant emissions. This trend is well described also by the numerical model ( Figure 13 ): as NO x strongly depends on temperature, this is an indication that the model can provide an averaged internal thermal field close to the real one. The evaluation of the numerical model performance in terms of CO assessment at partial load has been summarized in Figure 14 . First of all, it is important to underline that the model can predict the increasing in CO emissions, due to the reduction of the peak temperatures within the combustion chamber. However, as well as is seen in the analysis dedicated to the full load condition, also in this case, the software tendency is to overestimate the carbon monoxide concentration at the discharge section of the burner. To improve the UDF and minimize the error, a hybrid strategy can be adopted (Figure 15 ): while the numerical temperature, , is directly transferred to the UDF, the experimental value of temperature and experimental CO concentration can be given as the external input. In this way, the code can compute Equation (6) choosing the temperature that minimizes the difference with the experimental value. This approach reduces the error when the estimated temperature is lower than the real one, and it has the advantage of directly joining together the code with real data. 
Conclusions
In this paper, a numerical model for the prediction of pollutant emissions within a Frame 6B combustion chamber was presented. The analysis involved both nominal and partial load conditions in order to completely evaluate the setting of the models that have been implemented. Furthermore, a sensitive analysis was developed varying the intake temperature of the air and the steam to the fuel mass ratio at full load.
The real discharge temperature was used for a direct comparison with the numerical result: in any case, the differences provided negligible percentage errors. As to the internal temperature field, there is no experimental data available; its numerical analysis confirmed some peculiarities of non-premixed diffusion combustion, such as the body flame structure and the mixing phenomena between reactants. However, an indirect control is possible analyzing the NO x emissions at the outlet section of the combustion chamber. In fact, excluding the results obtained for extremely low values of the steam-to-fuel mass ratio, NO x concentrations have a good agreement with experimental results. Therefore, it can be concluded that also the thermal-fluid-dynamic field within the burner reflects the real phenomenon. A regression numerical curve was also obtained to compute NO x for a high steam mass flow rate, producing an excellent fitting with real data.
Ritz and Mongia correlation was implemented through an innovative UDF for CO computing. Even if the discrepancies with the experimental data are always acceptable, a systematic overestimation was verified at both nominal and partial load. In this latter case, the influence of discharge temperature on calculation was studied: instead of the numerical temperature, the experimental value was used to improve the code and limit the percentage error.
