Abstract-In this paper we analyse the possibility of simple detection of circular radiography markers. To detect the marker, we utilised the Hough transform. Two approaches were analysed: with detecting image edges and without image edge detection where pixel gradient was used in the Hough voting process, i.e. to increase the accumulator values. Approaches were evaluated on 13 clinical radiography images. It was shown that the approach that detects image edges spatially matches the reference circles only 0.22 % less than manual annotation values, whereas the approach that uses just the gradient magnitudes spatially matches the reference circles 3.2 % less than manual annotations.
I. INTRODUCTION
LOCK diagram representing a radiography imaging system is shown in Fig.1 . As can be seen, patient is an absorber positioned between the radiation source and the detector [1] . X-ray beam attenuates as it progresses through the body, with the attenuation being more prominent in the tissues with higher thickness. A collimator is used to limit the radiation beam to the body part of interest, while the anti-scatter grid is used to remove the scattered radiation [2] .
Radiography image pixel intensities are linearly proportional to the intensity of the beam at the surface of the detector [3] . Since pixel intensities are affected by the attenuation of the beam, the radiography image represents the projection of the imaged anatomy. If the x-ray source is considered a point source, the projection of the anatomy will be larger than the anatomy itself, as can be deduced from Fig. 1 .
Magnification factor depends on the positioning of the imaging system and the patient. As it is impractical to measure all the relevant positions in the system for every patient examination, calibration markers are used [4] . Markers are usually made from a radiopaque material [5] and are positioned near the anatomy of interest so that the magnification of their projection is approximately the same as of the anatomy. An example of radiography image with a calibration marker is shown in Fig. 2 . Measuring the size of the marker projection can be used to determine the magnification inherently caused by the imaging system, as the calibration marker size is a priori known. This task requires manual selection of the marker and requires time and precision. In this paper we analysed the possibility of automatic calibration marker detection. Similar to [4] , we analysed the possibility of using the Hough transform [6] for circular marker detection. In contrast to [4] , we did not use least-square error fitting procedure. We simply used the circle that had the most votes. Additionally, we analysed the use of the gradient image as the basis for the Hough transform voting. Preliminary results are presented in [7] , while this paper presents an expanded explanation of analysed approaches.
Section II presents the method. In Section III we outline the evaluation and present the obtained results. Section IV concludes the paper.
II. METHOD

A. The Hough transform
The Hough transform [6] is an image processing technique used to find objects that belong to a certain class of shapes. The technique uses a voting procedure that is done in a parameter space. Object candidates are determined as local maxima in the parameter space after voting.
Since the used calibration markers have a circular shape, we used the circular object detection variant of the Hough transform. The equation of a circle is: (1) where r is the radius of the circle, x and y are the spatial coordinates, while X and Y are the coordinates of the circle centre. It can be observed that the calibration markers are defined by their centre coordinates and radius. These three parameters define the three-dimensional Hough parameter space.
Votes of a pixel (in the image) will be distributed circularly in the parameter space. The circle centre coordinates will be the same as the ones of the analysed pixel, and the radii will increase along with the radius parameter in the parameter space. Therefore, every analysed pixel will produce a cone in the parameter space (x, y, r), see Fig. 3 . To reduce the computational burden, we used a priori knowledge to limit the values of the radii parameter to the range [ , ] . Pixels that lie on a circle defined by the parameters , , will produce intersecting cones in the parameter space. The intersection point of these cones will be the point , , . This is illustrated in Fig. 4 . It shows the circular Hough transform of multiple pixels which belong to the same circle (the circle is illustrated in red). The intersection of the cones is shown in the plane . The circular Hough transform of the pixels B, C, D and E is illustrated with grey circles. The point A is the point of intersection of the Hough transform circles, and the centre of the original circle.
The most discernible circle in an image will produce the biggest number of cones intersecting in the parameter space. With the purpose of detecting circle centre and radius detection, a three-dimensional accumulation matrix is used to find the intersection points in the parameter space.
Pixels casted votes to the accumulators that correspond to different circle centres and radii, and the cell with the biggest value in the accumulation matrix defines the point with the biggest number of intersections, i.e. the estimated parameters of the calibration marker.
Marker radius value was not fixed, as the magnification factor is not a priori known. This is in contrast to [4] where it was assumed that magnification factor is small and that marker radius can be approximately determined a priori.
B. Approach based on edge detection
The initial attempt to detect the position of the calibration marker is focused on detecting the strongest circular edge in the image. For that purpose, the gradient of the image was employed, since high intensities of the image gradient magnitude correspond to strong edges in the original image. Fig. 2 shows an example of an unprocessed image obtained by direct detection of radiation, containing human anatomy and a calibration marker, while Fig. 5 shows the gradient magnitude of the example image. The gradient of two-dimensional function at coordinates , is defined as the two-dimensional column vector:
The magnitude of this vector is given by:
As it is common in practice, the directional gradients were calculated using the Sobel operators, defined as:
Edge detection from gradient magnitudes in an image was performed using a threshold obtained by Otsu's method, a technique for determining an optimal global threshold which separates pixels into two classes with maximal inter-class variance [8] . For image with distinct gray levels, the algorithm assumes that the pixels are divided by a threshold into classes and . The related class mean levels are:
and the inter-class variance is defined as: (6) where denotes pixel intensity, is normalized histogram value for intensity , is probability operator while and are occurrence probabilities of classes and , respectively.
Optimal threshold value * is selected by maximizing the inter-class variance: * max
A binary image obtained by this method is shown in Fig. 6 . Pixels detected as edges were allowed to cast votes in the Hough accumulation matrix. A circle with the most votes is considered to represent the calibration marker, as it is supposed to correspond to the most distinct circular shape in the image. An image with a detected calibration marker using this method is shown in Fig. 7 . 
C. Approach without edge detection
An alternative method for finding the calibration marker is to utilize only the information provided by the gradient magnitudes. Each pixel of the gradient magnitude image is analysed, and instead of incrementing the Hough accumulator cell value by one, accumulator value is increased by the gradient magnitude for the corresponding pixel. At the end of the procedure, the cell with the largest value determines the most distinct circle in the image, considered to represent the calibration marker.
For the sake of processing speed, the original image was reduced 16 times in size using nearest neighbour interpolation, as radiography images can be large in size (around 9 megapixels [9] ). An example of calibration marker detection by this method is shown in Fig. 8 . 
III. EVALUATION AND RESULTS
The evaluation of the two proposed approaches was performed on a dataset consisting of 13 clinical radiography images which contain a calibration marker. The images were obtained during regular clinical routine. Images were obtained using Trixell Pixium 3543 EZ (Trixell, France), with pixel size of 0.148 mm. Used calibration markers have a radius of 25 mm.
For the purpose of evaluation, the positions of markers were also manually annotated in each image, to be compared to the automatically obtained locations. The reference values for centre coordinates and radii of the markers were then calculated as the mean value of manual annotations provided by three trained experts. As the marker size is a priori known, magnification factor was determined using the reference measurements establishing the correspondence of pixel size to the size of the imaged object, enabling conversion of distance in pixels into millimetres.
Both manual annotation and automatic results were compared to the reference measures. As a metric we employed the geometric distance between the centres, the absolute differences of coordinates and , the absolute differences of radii, as well as the Tanimoto similarity ratio [11] , which calculates the spatial matching of two circles.
The mean absolute differences of the results and the reference values are presented in Table 1 . The mean absolute distances of reference centres and experimental results are given in Table 2 . The mean values of Tanimoto similarity ratios are given in Table 3 . Upon analysing the presented results, it is clear that the method that uses edge detection is more precise in locating calibration markers in digital radiography images. The advantage of the approach without edge detection is that the threshold for edge detection is not calculated, which makes the approach simpler to implement. A reason for inferior results of the approach without edge detection might be the image size reduction used for processing time reduction (see Section III). Calibration marker parameters were estimated on an image obtained by decreasing the original image size 16 times (both width and height were decreased 4 times), and were afterwards multiplied by 4 to correspond to the original image. This decrease in size resulted in decreased precision of the parameters as they were estimated on an image with reduced resolution. Possibility of attaining better results if the marker radius and centre are adjusted to the full-size image will be addressed in our future work. Fig. 9 shows images with detected calibration markers using both methods, while (a) (b) Fig. 10 . Magnified calibration markers from images shown in Fig. 9a (a) and Fig. 9b (b) .
IV. CONCLUSION
In this paper we analyse two approaches to locating a calibration marker in digital radiography images utilizing the Hough transform. One applies the circular Hough transform on binary images of edges obtained by thresholding image gradient magnitudes. The other approach combines the circular Hough transform with the information provided just by the gradient magnitudes.
By using the approach with binary edge images, we obtain spatial matching with reference circles only 0.22% less than reference values, whereas by using the approach with just gradient magnitudes we obtain spatial matching with reference circles 3.2% less than reference values.
Inferior results of the approach without edge detection are caused by the image size reduction used to decrease processing time. In our future work we will analyse the possibility of a multi-scale approach. This approach would calculate rough estimates of calibration marker parameters on an image with decreased size, and fine-tune them on the full-size image. Rough estimates obtained on the image with reduced size can be used to determine the approximate neighbourhood of the calibration marker in the full-size image. Parameter refinement can be obtained based on that neighbourhood, disregarding the rest of the image. In this way, the processing time could be reduced while maintaining the parameter estimation precision.
