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Abstract
Let h =
∏
t
i=1
p
si
i
be its decomposition into a product of powers of distinct primes,
and Zh be the residue class ring modulo h. Let Z
n
h be the n-dimensional row vector
space over Zh. A generalized Grassmann graph for Z
n
h, denoted by Gr(m,n,Zh) (Gr for
short), has all m-subspaces of Znh as its vertices, and two distinct vertices are adjacent
if their intersection is of dimension > m− r, where 2 ≤ r ≤ m+ 1 ≤ n. In this paper,
we determine the clique number and geometric structures of maximum cliques of Gr.
As a result, we obtain the Erdo˝s-Ko-Rado theorem for Znh and some bounds of the
independence number of Gr.
AMS classification: 05C50, 05D05
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1 Introduction
Let Z denote the integer ring. For a, b, h ∈ Z, integers a and b are said to be congruent modulo
h if h divides a − b, and denoted by a ≡ b mod h. Let h =
∏t
i=1 p
si
i be its decomposition
into a product of powers of distinct primes. Let Zh denote the residue class ring modulo h
and Z∗h denote its unit group. Then Zh is a principal ideal ring and |Z
∗
h| = h
∏t
i=1(1− p
−1
i ).
By [11], Zh ∼= Zps1
1
⊕ Zps2
2
⊕ · · · ⊕ Zpstt and Z
∗
h
∼= Z∗ps1
1
× Z∗
p
s2
2
× · · · × Z∗
p
st
t
. Note that
(pi), i = 1, 2, . . . , t, are all the maximal ideals of Zh. Write J(α1,α2,...,αt) = (
∏t
i=1 p
αi
i ), where
0 ≤ αi ≤ si for i = 1, 2, . . . , t. For brevity, we write J(α1) as Jα1 if t = 1. For a ∈ Z, we also
denote by a the congruence class of a modulo h.
For a subset S of Zh, let S
m×n be the set of all m × n matrices over S, and Sn =
S1×n. A matrix in Sn is also called an n-dimensional row vector over S. Let Ir (I for
short) be the r × r identity matrix, and 0m,n (0 for short) the m × n zero matrix. Let
diag(A1, A2, . . . , Ak) denote the block diagonal matrix whose blocks along the main diagonal
are matrices A1, A2, . . . , Ak. The set of n×n invertible matrices forms a group under matrix
multiplication, called the general linear group of degree n over Zh and denoted by GLn(Zh).
∗Corresponding author. guojun−lf@163.com
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Let tA denote the transpose matrix of a matrix A and det(X) the determinant of a square
matrix X over Zh. For X ∈ Z
n×n
h , by Corollary 2.21 in [2], X ∈ GLn(Zh) if and only if
det(X) ∈ Z∗h.
For A ∈ Zm×nh and B ∈ Z
n×m
h , if AB = Im, we say that A has a right inverse and B is a
right inverse of A. Similarly, if AB = Im, then B has a left inverse and A is a left inverse of
B. Znh is called the n-dimensional row vector space over Zh. Let αi ∈ Z
n
h for i = 1, 2, . . . ,m.
The vector subset {α1, α2, . . . , αm} is called unimodular if the matrix t(tα1, tα2, . . . , tαm)
has a right inverse. By Lemma 2.10 below, a matrix A ∈ Zm×nh has a right inverse if and
only if all row vectors of A are linearly independent in Znh .
Let V ⊆ Znh be a linear subset (i.e., a Zh-module). A largest unimodular vector subset of
V is a unimodular vector subset of V which has maximum number of vectors. The dimension
of V , denoted by dim(V ), is the number of vectors in a largest unimodular vector subset of
V . Clearly, dim(V ) = 0 if and only if V does not contain a unimodular vector. If a linear
subset X of Znh has a unimodular basis with m vectors, then X is called an m-dimensional
vector subspace (m-subspace for short) of Znh. Every m-subspace of Z
n
h is isomorphic to Z
m
h .
Applying Lemma 2.10 below, it is easy to prove that every basis of a subspace of Znh can be
extended to a basis of Znh . We define the 0-subspace to be {0}.
The Erdo˝s-Ko-Rado theorem [5, 18] is a classical result in extremal set theory which
obtained an upper bound on the cardinality of a family of m-subsets of a set that every
pairwise intersection has cardinality at least r and describes exactly which families meet this
bound. The results on Erdo˝s-Ko-Rado theorem have inspired much research [6, 7, 10, 15, 16].
Let 0 ≤ r ≤ m ≤ n and
[
Z
n
h
m
]
be the set of all m-subspaces of Znh . A family F ⊆
[
Z
n
h
m
]
is called
r-intersecting if dim(A ∩ B) ≥ r for all A,B ∈ F . When t = 1, Huang et al. [9] obtained
an upper bound on the cardinality of an r-intersecting family in
[
Z
n
h
m
]
and described exactly
which families meet this bound.
Let 0 ≤ 2r ≤ 2m = n and I ⊆ [t] := {1, 2, . . . , t}. Suppose that αi = si, πi(x) = 1 if
i ∈ I, and αi = 0, πi(x) = 0 if i ∈ [t] \ I. Define
F
(r,m,n,I)
(α1,α2,...,αt)
=
{(
X 0
Y xIr
)
∈
[
Z
n
h
m
]
: X ∈ Z
(m−r)×(n−r)
h , Y ∈ J
r×(n−r)
(α1,α2,...,αt)
}
. (1)
In this paper, we give the Erdo˝so-Rado theorem for Znh as follows.
Theorem 1.1 Let ⌊n/2⌋ ≥ m ≥ r ≥ 0 and F ⊆
[
Z
n
h
m
]
be an r-intersecting family. Then
|F| ≤
t∏
i=1
p
(si−1)(n−m)(m−r)
i
[
n− r
m− r
]
pi
, where
[
n− r
m− r
]
pi
=
m−r−1∏
j=0
(pn−ri − p
j
i )
(pm−ri − p
j
i )
,
and equality holds if and only if either (a) F consists of all m-subspaces of Znh which contain
a fixed r-subspace of Znh, (b) n = 2m and F is the set of all m-subspaces of Z
n
h contained in
a fixed (n− r)-subspace of Znh, or (c) n = 2m and there exists some T ∈ GLn(Zh) such that
F = F
(r,m,n,I)
(α1,α2,...,αt)
T with I 6= ∅, [t], where F
(r,m,n,I)
(α1,α2,...,αt)
is given by (1).
To prove Theorem 1.1, we need to discuss generalized Grassmann graphs over Zh. The
Grassmann graph over a finite field plays an important role in geometry and combinatorics,
see [1, 12, 17]. As a natural extension, the generalized Grassmann graph over Zh, denoted
by Gr(m,n,Zh), has the vertex set
[
Z
n
h
m
]
, and two distinct vertices are adjacent if their
intersection is of dimension > m− r, where 2 ≤ r ≤ m+ 1 ≤ n. Note that G2(m,n,Zh) is
the Grassmann graph G(m,n,Zh).
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Let V (Γ) denote the vertex set of a graph Γ. For A,B ∈ V (Γ), we write A ∼ B if
vertices A and B are adjacent. A clique of a graph Γ is a complete subgraph of Γ. A clique
C is maximal if there is no clique of Γ which properly contains C as a subset. A maximum
clique of Γ is a clique of Γ which has maximum cardinality. The clique number ω(Γ) of
Γ is the number of vertices in a maximum clique. An independent set of a graph Γ is a
subset of vertices such that no two vertices are adjacent. A largest independent set of Γ is
an independent set of maximum cardinality. The independence number α(Γ) is the number
of vertices in a largest independent set of Γ.
The paper is organized as follows. In Section 2, we introduce the basic properties of
matrices over Zh for later reference. In Section 3, we obtain the dimension formula and the
Anzahl theorem for subspaces of Znh. In Section 4, we calculate the clique number and de-
termine geometric structures of maximum cliques of Gr(m,n,Zh). As a result, Theorem 1.1
is proved. In Section 5, we obtain some bounds of the independence number of Gr(m,n,Zh)
by using method in [9].
2 Matrices over Zh
In this section, we introduce some basic properties of matrices over Zh.
Lemma 2.1 (See Lemma 2.3 in [8].) Every non-zero element x in Zh can be written as
x = u
∏t
i=1 p
αi
i , where u is a unit, and 0 ≤ αi ≤ si for i = 1, 2, . . . , t. Moreover, the vector
(α1, α2, . . . , αt) is unique and u is unique modulo the ideal J(s1−α1,s2−α2,...,st−αt).
Lemma 2.2 (See Theorem 2.10 in [8].) Let m ≤ n and A ∈ Zm×nh . Then there are
S ∈ GLm(Zh) and T ∈ GLn(Zh) such that
A = Sdiag
(
t∏
i=1
pαi1i ,
t∏
i=1
pαi2i , . . . ,
t∏
i=1
pαimi
)
T, (2)
where 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αim ≤ si for i = 1, 2, . . . , t. Moreover, the array
Ω = ((α11, α12, . . . , α1m), (α21, α22, . . . , α2m), . . . , (αt1, αt2, . . . , αtm))
is uniquely determined by A.
Let A ∈ Zm×nh be a non-zero matrix. By Cohn’s definition [4], the inner rank of A,
denoted by ρ(A), is the least integer r such that
A = BC where B ∈ Zm×rh and C ∈ Z
r×n
h . (3)
Let ρ(0) = 0. Any factorization as (3) with r = ρ(A) is called a minimal factorization of A.
For A ∈ Zm×nh , it is obvious that ρ(A) ≤ min{m,n} and ρ(A) = 0 if and only if A = 0.
For matrices over Zh, from [3, 4], we deduce that the following hold:
ρ(A) = ρ(SAT ), where S and T are invertible matrices. (4)
ρ(AB) ≤ min{ρ(A), ρ(B)}. (5)
ρ
(
A11 A12
A21 A22
)
≥ max{ρ(Aij) : 1 ≤ i, j ≤ 2}. (6)
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Lemma 2.3 (See Lemma 2.11 in [8].) Let A ∈ Zm×nh be as in (2). Then the inner rank of
A is max{c : (α1c, α2c, . . . , αtc) 6= (s1, s2, . . . , st)}.
For i = 1, 2, . . . , t, let πi (resp. θi) be the natural surjective homomorphism from Zh to
Zp
si
i
(resp. Zh/psi
i
), and πi(A) = (πi(auv)) (resp. θi(A) = (θi(auv))) for every A = (auv) ∈
Z
m×n
h . For brevity, we write
∏t
i=1 Z
m×n
p
si
i
= Zm×n
p
s1
1
× Zm×n
p
s2
2
× · · · × Zm×n
p
st
t
.
Lemma 2.4 For every A ∈ Zm×nh , let π(A) = (π1(A), π2(A), . . . , πt(A)) and (πi, θi)(A) =
(πi(A), θi(A)) for i = 1, 2, . . . , t. Then π is a bijective map from Z
m×n
h to
∏t
i=1 Z
m×n
p
si
i
, and
(πi, θi) is a bijective map from Z
m×n
h to Z
m×n
p
si
i
× Zm×n
h/p
si
i
for i = 1, 2, . . . , t.
Proof. For each i with 1 ≤ i ≤ t and a, b ∈ Zh, if a = b, then (πi, θi)(a) = (πi, θi)(b).
Suppose (πi, θi)(a) = (πi, θi)(b). Then πi(a) = πi(b) and θi(a) = θi(b). Since
a ≡ πi(a) mod p
si
i , b ≡ πi(b) mod p
si
i , a ≡ θi(a) mod h/p
si
i , b ≡ θi(b) mod h/p
si
i ,
we obtain psii |(a − b) and (h/p
si
i )|(a − b), which imply that a = b. Therefore, (πi, θi) is an
injective map from Zh to Zpsi
i
×Zh/psi
i
. By |Zh| = |Zpsi
i
×Zh/psi
i
|, (πi, θi) is a bijective map
from Zm×nh to Z
m×n
p
si
i
×Zm×n
h/p
si
i
. Since Zh ∼= Zps1
1
⊕Zps2
2
⊕· · ·⊕Zpstt , π is a bijective map from
Z
m×n
h to
∏t
i=1 Z
m×n
p
si
i
. ✷
For matrices A,B ∈ Zm×nh and C ∈ Z
n×k
h , it is easy to see that
πi(A+B) = πi(A) + πi(B) and πi(AC) = πi(A)πi(C) for i = 1, 2, . . . , t, (7)
and
θi(A+B) = θi(A) + πi(B) and θi(AC) = θi(A)πi(C) for i = 1, 2, . . . , t. (8)
Lemma 2.5 (See Lemma 2.12 in [8].) Let A ∈ Zm×nh . Then
ρ(A) = max{ρ(πi(A)) : i = 1, 2, . . . , t} = max{ρ(θi(A)) : i = 1, 2, . . . , t}.
Let A ∈ Zm×nh . Denote by Ik(A) the ideal in Zh generated by all k× k minors of A. Let
AnnZh(Ik(A)) = {x ∈ Zh : xIk(A) = 0} denote the annihilator of Ik(A). The McCoy rank
of A, denoted by rk(A), is the following integer:
rk(A) = max{k : AnnZh(Ik(A)) = (0)}.
Note that rk(A) = rk(tA); rk(A) = rk(SAT ) where S and T are invertible matrices; and
rk(A) = 0 if and only if AnnZh(I1(A)) 6= (0), see [2].
Lemma 2.6 Let A ∈ Zm×nh be as in (2). Then the McCoy rank of A is
max{c : (α1c, α2c, . . . , αtc) = 0}.
Proof. Let ℓ = max{c ∈ [m] : (α1c, α2c, . . . , αtc) = 0}. Then Iℓ(A) = Zh and Iℓ+1(A) =
(
∏t
i=1 p
αi,ℓ+1
i ), which imply that AnnZh(Iℓ(A)) = (0) and AnnZh(Iℓ+1(A)) 6= (0). Similarly,
AnnZh(Ik(A)) 6= (0) for ℓ+ 1 ≤ k ≤ min{m,n}. It follows that rk(A) = ℓ. ✷
For matrices A,B over Zh, by Lemmas 2.2, 2.3 and 2.6, if ρ(A) = rk(A), then
ρ
(
A 0
0 B
)
= ρ(A) + ρ(B) and rk
(
A 0
0 B
)
= rk(A) + rk(B). (9)
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Lemma 2.7 Let A ∈ Zm×nh . Then
rk(A) = min{rk(πi(A)) : i = 1, 2, . . . , t} = min{rk(θi(A)) : i = 1, 2, . . . , t}.
Proof. By Lemma 2.2, we may assume that A is as in (2). Let rk(A) = ℓ. For each i with
1 ≤ i ≤ t, write wic = πi(
∏t
j=1 p
αjc
j ) for c = ℓ+1, . . . ,m. By (7), πi(S) ∈ GLm(Zpsii ), πi(T ) ∈
GLn(Zpsi
i
), and
πi(A) = πi(S)diag(Iℓ, wi,ℓ+1, . . . , wim)πi(T ),
which imply that
rk(πi(A)) = rk(diag(Iℓ, wi,ℓ+1, . . . , wim) ≥ ℓ = rk(A).
Therefore, rk(A) ≤ min{rk(πi(A)) : i = 1, 2, . . . , t}. Since (α1,ℓ+1, α2,ℓ+1, . . . , αt,ℓ+1) 6= 0,
there exists some j such that αj,ℓ+1 6= 0, which implies that wj,ℓ+1 6∈ Z∗psi
j
. It follows that
rk(πj(A)) = ℓ = rk(A).
For each i with 1 ≤ i ≤ t, write xic = θi(
∏t
j=1 p
αjc
j ) for c = ℓ + 1, . . . ,m. By (8),
θi(S) ∈ GLm(Zh/psi
i
), θi(T ) ∈ GLn(Zh/psi
i
), and
θi(A) = θi(S)diag(Iℓ, xi,ℓ+1, . . . , xim)θi(T ),
which imply that
rk(θi(A)) = rk(diag(Iℓ, xi,ℓ+1, . . . , xim)) ≥ ℓ = rk(A).
Therefore, rk(A) ≤ min{rk(θi(A)) : i = 1, 2, . . . , t}. Since (α1,ℓ+1, α2,ℓ+1, . . . , αt,ℓ+1) 6= 0,
there exists some j such that αj,ℓ+1 6= 0, which implies that xi,ℓ+1 6∈ Z∗
h/p
sj
j
for i 6= j. It
follows that rk(θi(A)) = ℓ = rk(A) for i 6= j. Hence, the desired result follows. ✷
Lemma 2.8 (See [14].) Let πi (resp. π) also denote the restriction of πi (resp. π) on
GLn(Zh) for i = 1, 2, . . . , t. Then the following hold:
(i) πi is a natural surjective homomorphism from GLn(Zh) to GLn(Zpsi
i
) for i = 1, 2, . . . , t.
(ii) π is an isomorphism from GLn(Zh) to
∏t
i=1GLn(Zpsii
).
Lemma 2.9 Let X ∈ Zm×nh . Then the following hold:
(i) When m ≤ n, X has a right inverse if and only if rk(X) = m.
(ii) When n = m, X is invertible if and only if πi(X) is invertible for i = 1, 2, . . . , t.
Moreover, if X is invertible, then πi(X
−1) = (πi(X))
−1 for i = 1, 2, . . . , t.
Proof. (i). By Lemma 2.4 in [9], πi(X) has a right inverse if and only if rk(πi(X)) = m for
i = 1, 2, . . . , t. If X has a right inverse, then (7) implies that πi(X) has a right inverse for
i = 1, 2, . . . , t. It follows that rk(πi(X)) = m for i = 1, 2, . . . , t. By Lemma 2.7, rk(X) = m.
Conversely, suppose rk(X) = m. By Lemma 2.2, there are S ∈ GLm(Zh) and T ∈
GLn(Zh) such that X = S(Im, 0m,n−m)T . Pick Y = T
−1
(
Im
0n−m,m
)
S−1. Then XY =
Im, which implies that X has a right inverse.
(ii). By Lemma 2.8, X is invertible if and only if πi(X) is invertible for i = 1, 2, . . . , t.
Suppose thatX ∈ Zn×nh is invertible. ThenXX
−1 = In, it follows from (7) that πi(XX
−1) =
πi(X)πi(X
−1) = In for i = 1, 2, . . . , t. Therefore, we have πi(X
−1) = (πi(X))
−1 for
i = 1, 2, . . . , t. ✷
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Lemma 2.10 Let m ≤ n, and α1, α2, . . . , αm ∈ Znh. Then the following hold:
(i) The matrix A = t(tα1,
tα2, . . . ,
tαm) has a right inverse if and only if α1, α2, . . . , αm
are linearly independent.
(ii) If α1, α2, . . . , αm are linearly independent, then α1, α2, . . . , αm can be extended to a
basis of Znh.
Proof. (i). If A has a right inverse, then there exists some B ∈ Zn×mh such that AB =
Im. From
∑m
i=1 xiαi = 0, we deduce that (x1, x2, . . . , xm)A = 0, which implies that
(x1, x2, . . . , xm) = (x1, x2, . . . , xm)AB = 0, and therefore α1, α2, . . . , αm are linearly in-
dependent.
Conversely, suppose that α1, α2, . . . , αm are linearly independent. Without loss of gen-
erality, by Lemma 2.2, we may assume that A is as in (2). By Lemma 2.6, rk(A) = m if
and only if (α1m, α2m, . . . , αtm) = 0, which implies that A has a right inverse if and only
if (α1m, α2m, . . . , αtm) = 0 by Lemma 2.9. Assume that (α1m, α2m, . . . , αtm) 6= 0, then
xm =
∏t
i=1 p
si−αim
i 6= 0 such that (0, . . . , 0, xm)S
−1 6= 0 and (0, . . . , 0, xm)S
−1A = 0, which
implies that α1, α2, . . . , αm are not linearly independent, a contradiction.
(ii). Since α1, α2, . . . , αm are linearly independent, A has a right inverse by (i), which
implies that rk(A) = m by Lemma 2.9. By Lemma 2.2, there are S ∈ GLm(Zh) and
T ∈ GLn(Zh) such that A = S(Im, 0m,n−m)T . Then
A˜ =
(
A
(0n−m,m, In−m)T
)
=
(
S 0
0 In−m
)
T
is invertible, which implies that all row vectors of A˜ are a basis of Znh , and therefore
α1, α2, . . . , αm can be extended to a basis of Z
n
h . ✷
3 Subspaces of Znh
In this section, we study subspaces of Znh and obtain some useful results. Notation and
terminology will be adopted from [9].
Suppose that α1, α2, . . . , αm (m ≤ n) are m linearly independent row vectors in Znh . Let
[α1, α2, . . . , αm] be the Zh-module generated by α1, α2, . . . , αm. Then X = [α1, α2, . . . , αm]
is an m-subspace of Znh , and the matrix
t(tα1,
tα2, . . . ,
tαm) is called a matrix representation
of X . We use an m × n matrix A with rk(A) = m to represent an m-subspace of Znh . For
A,B ∈ Zm×nh with rk(A) = rk(B) = m, both A and B represent the same m-subspace if and
only if there exists an S ∈ GLm(Zh) such that B = SA. For convenience, if A is a matrix
representation of an m-subspace X , then we write X = A.
For an m-subspace X of Znh (m ≤ n), by Lemma 2.2, there exists a T ∈ GLn(Zh) such
that X has matrix representations
X = (0, Im)T = S(0, Im)T for all S ∈ GLm(Zh).
By Lemma 2.1, every m-subspace X of Znh (m ≤ n) has the unique matrix representation
(A1, Im)T , which is a row-reduced echelon form, where T is a permutation matrix and
A1 ∈ Z
m×(n−m)
h .
Let X and Y be two subspaces of Znh. A join of X and Y is a minimum dimensional
subspace containing X and Y in Znh. In general, the join of two subspaces in Z
n
h is not
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unique, see [9] for example. Denoted by X ∨ Y the set of all joins of subspaces X and Y
with the same minimum dimension dim(X ∨ Y ). Then X ∨ Y = Y ∨X , and X ∨ Y = {Y }
if X ⊆ Y . Clearly, X ∩ Y contains a subspace of dimension dim(X ∩ Y ). In general, X ∩ Y
is a linear subset but it may not be a subspace, see [9] for example.
Lemma 3.1 (See Lemma 3.2 in [9].) Let 1 ≤ m ≤ k < n. Suppose that A is a k-subspace
of Znps and B is an m-subspace of Z
n
ps with B 6⊆ A. Then there is a T ∈ GLn(Zps) such that
A = (0, Ik)T and B = (D, Im)T,
where D = diag (pα1 , pα2 , . . . , pαr , 0m−r,n−m−r) , 1 ≤ r ≤ min{m,n− k} and 0 ≤ α1 ≤ α2 ≤
· · · ≤ αr ≤ s− 1.
Lemma 3.2 Let 1 ≤ m ≤ k < n. Suppose that A is a k-subspace of Znh and B is an
m-subspace of Znh with B 6⊆ A. Then there is a T ∈ GLn(Zh) such that
A = (0, Ik)T and B = (D, Im)T, (10)
where D = diag
(∏t
i=1 p
αi1
i ,
∏t
i=1 p
αi2
i , . . . ,
∏t
i=1 p
αir
i , 0m−r,n−m−r
)
, 1 ≤ r ≤ min{m,n −
k}, ρ(D) = r, and 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αir ≤ si for i = 1, 2, . . . , t.
Proof. By Lemmas 2.7 and 2.9, πi(A) is a k-subspace of Z
n
p
si
i
and πi(B) is an m-subspace
of Zn
p
si
i
for i = 1, 2, . . . , t. For each i with 1 ≤ i ≤ t, by Lemma 3.1, there is a Ti ∈ GLn(Zpsi
i
)
such that
πi(A) = (0, Ik)Ti and πi(B) = (Di, Im)Ti,
where Di = diag
(
pαi1i , p
αi2
i , . . . , p
αiri
i , 0m−ri,n−m−ri
)
, 1 ≤ ri ≤ min{m,n − k} and 0 ≤
αi1 ≤ αi2 ≤ · · · ≤ αiri ≤ si − 1.
Let r = max{ri : i = 1, 2, . . . , t} and αij = si for i = 1, 2, . . . , t and j = ri + 1, . . . , r.
Then 1 ≤ r ≤ min{m,n− k} and 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αir ≤ si for i = 1, 2, . . . , t. Since
Zh
∼= Zps1
1
⊕ Zps2
2
⊕ · · · ⊕ Zpstt , there exist dc ∈ Zh such that πi(dc) = p
αic
i for i = 1, 2, . . . , t
and c = 1, 2, . . . , r. Let D˜ = diag(d1, d2, . . . , dr, 0m−r,n−m−r). By Lemma 2.5, ρ(D˜) = r
and πi(D˜) = Di for i = 1, 2, . . . , t.
Let πi(
∏t
j=1 p
αjc
j ) = dicp
αic
i , where dic = πi(
∏
j 6=i p
αjc
j ) ∈ Z
∗
p
si
i
, for i = 1, 2, . . . , t and
c = 1, 2, . . . , r. Since Z∗h
∼= Z∗ps1
1
×Z∗
p
s2
2
×· · ·×Z∗
p
st
t
, there exist uc ∈ Z
∗
h such that πi(uc) = dic
for i = 1, 2, . . . , t and c = 1, 2, . . . , r. Since πi(ucdc) = πi(
∏t
j=1 p
αjc
j ) for i = 1, 2, . . . , t and
c = 1, 2, . . . , r, we have ucdc =
∏t
j=1 p
αjc
j for c = 1, 2, . . . , r.
By Lemma 2.8, there exists the unique T˜ ∈ GLn(Zh) such that πi(T˜ ) = Ti for i =
1, 2, . . . , t. By (7),
πi(A) = πi((0, Ik)T˜ ) and πi(B) = πi((D˜, Im)T˜ ) for i = 1, 2, . . . , t,
which imply that π(A) = π((0, Ik)T˜ ) and π(B) = π((D˜, Im)T˜ ). Since π is a bijective map,
A = (0, Ik)T˜ and B = (D˜, Im)T˜ . Let D = diag(u1d1, u2d2, . . . , urdr, 0m−r,n−m−r) and
T = diag (u−11 , u
−1
2 , . . . , u
−1
r , In−r)T˜ . Since r ≤ n− k, we have
A = (0, Ik)T and B = (D, Im)T.
Therefore, we complete the proof of this lemma. ✷
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Theorem 3.3 (Dimensional formula.) Let A and B be two subspaces of Znh. Then
dim(A ∨B) = dim(A) + dim(B)− dim(A ∩B) = ρ
(
A
B
)
. (11)
Moreover, dim(A∩B) = min{dim(πi(A)∩πi(B)) : i = 1, 2, . . . , t} = min{dim(θi(A)∩θi(B)) :
i = 1, 2, . . . , t}.
Proof. Let k = dim(A) and m = dim(B). Without loss of generality, we may assume that
1 ≤ m ≤ k < n and B 6⊆ A. By Lemma 3.2, there is a T ∈ GLn(Zh) such that A and B are
as in (10). Let D1 = diag
(∏t
i=1 p
αi1
i ,
∏t
i=1 p
αi2
i , . . . ,
∏t
i=1 p
αir
i
)
. Without loss of generality,
we may assume that T = In and m ≥ 2. Hence we can assume further that A and B have
matrix representations
A = (0, Ik) and B =
(
D1 0r,n−m−r Ir 0
0 0 0 Im−r
)
, (12)
respectively. Clearly, the (m−r)-subspace (0m−r,n−m+r, Im−r) is contained in A∩B, and the
(k+r)-subspace
(
Ir 0r,n−k−r 0
0 0 Ik
)
contains A and B. It follows that dim(A∩B) ≥ m−r
and dim(A ∨B) ≤ k + r.
Let α ∈ A ∩ B be an n-dimensional row vector. Then there are matrices C1 ∈ Zkh and
C2 = (C21, C22) ∈ Zmh , where C21 ∈ Z
r
h and C22 ∈ Z
m−r
h , such that α = C1A = (01,n−k, C1)
and α = C2B = (C21D1, 0, C21, C22). By r ≤ n− k, we have that C21D1 = 0 and therefore
α = (01,n−m, C21, C22). From C21D1 = 0 and ρ(D1) = r, we deduce that C21 ∈
⋃t
i=1(pi)
r,
where (pi), i = 1, 2, . . . , t, are the maximal ideals of Zh, which implies that dim(A ∩ B) ≤
m− r. Hence, we have dim(A ∩B) = m− r.
Let d = dim(A ∨ B). Then there exists a d-subspace W ∈ A ∨ B. Since B 6⊆ A, one
obtains d > k. By Lemma 2.10, W has a matrix representation W = diag(W11, Ik), where
W11 ∈ Z
(d−k)×(n−k)
h has a right inverse. By B ⊆ W , the r-subspace (D1, 0r,n−m−r, Ir, 0) ⊆
W . Therefore, there is a matrix C = (C1, C2) ∈ Z
r×d
h , where C1 ∈ Z
r×(d−k)
h and C2 ∈ Z
r×k
h ,
such that (D1, 0r,n−m−r, Ir, 0) = CW = (C1W11, C2). Hence (D1, 0r,n−k−r) = C1W11. It
follows that r = ρ(D1) = ρ(C1W11) ≤ ρ(W11) ≤ d−k, which implies that dim(A∨B) = k+r.
From (9) and (12), we deduce that
ρ
(
A
B
)
= ρ
 Ik 0 00 D1 0
0 0 0
 = k + r.
Therefore, we complete the proof of (11).
Let us continue to assume that A and B have matrix representations as in (12). From
r = ρ(D1), we deduce that dim(A ∩ B) = m − ρ(D1). By Lemmas 2.7 and 2.9, πi(A) and
πi(B) are two subspaces of Z
n
p
si
i
for i = 1, 2, . . . , t. Similarly, we can prove that dim(πi(A)∩
πi(B)) = m− ρ(πi(D1)) for i = 1, 2, . . . , t. By Lemma 2.5, we have
dim(A ∩B) = m− ρ(D1) = m−max{ρ(πi(D1)) : i = 1, 2, . . . , t}
= min{dim(πi(A) ∩ πi(B)) : i = 1, 2, . . . , t}.
By Lemmas 2.5, 2.7 and 2.9, we have similarly that dim(A∩B) = min{dim(θi(A)∩ θi(B)) :
i = 1, 2, . . . , t}. ✷
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Lemma 3.4 (See Theorem 3.5 in [9].) Let 1 ≤ k < n. Then the number of k-subspaces of
Z
n
ps is p
(s−1)k(n−k)
[
n
k
]
p
.
Theorem 3.5 Let 1 ≤ m ≤ k < n. Then the following hold:
(i) The number of k-subspaces of Znh is
∏t
i=1 p
(si−1)k(n−k)
i
[
n
k
]
pi
.
(ii) In Znh, the number of m-subspaces in a given k-subspace is
∏t
i=1 p
(si−1)m(k−m)
i
[
k
m
]
pi
.
(iii) In Znh, the number of k-subspaces containing a fixed m-subspace is∏t
i=1 p
(si−1)(k−m)(n−k)
i
[
n−m
k−m
]
pi
.
Proof. (i). Let π be the bijective map from Zk×nh to
∏t
i=1 Z
k×n
p
si
i
. By Lemma 2.7 and matrix
representations of subspaces, π induces a bijective map from
[
Z
n
h
k
]
to
∏t
i=1
[Zn
p
si
i
k
]
such that
π(X) = (π1(X), π2(X), . . . , πt(X)) for a matrix representation X of every k-subspace of Z
n
h.
By Lemma 3.4, the number of k-subspaces of Zn
p
si
i
is p
(si−1)k(n−k)
i
[
n
k
]
pi
for i = 1, 2, . . . , t,
which imply that the number of k-subspaces of Znh is
∏t
i=1 p
(si−1)k(n−k)
i
[
n
k
]
pi
.
(ii). Since every k-subspace of Znh is isomorphic to Z
k
h, the desired result follows by (i).
(iii). Let
S =
{
(A,B) : A ∈
[
Z
n
h
m
]
, B ∈
[
Z
n
h
k
]
, A ⊆ B
}
.
We compute the cardinality of S in two ways. By (i) and (ii), the number of k-subspaces
containing a fixed m-subspace is
|S|∣∣∣[Znhm]∣∣∣ =
∣∣∣[Znhk ]∣∣∣ · ∣∣∣[Zkhm]∣∣∣∣∣∣[Znhm]∣∣∣ =
t∏
i=1
p
(si−1)(k−m)(n−k)
i
[
n−m
k −m
]
pi
,
as desired. ✷
Let A be an m-subspace of Znh. Let
A⊥ = {y ∈ Znh : y
tx = 0 for all x ∈ A}.
Then A⊥ is a linear subset of Znh . By Lemma 2.2, A has a matrix representation A =
(0, Im)T , where T ∈ GLn(Zh). It is easy to prove that A⊥ has a matrix representation
A⊥ = (In−m, 0)
tT−1 if A = (0, Im)T. (13)
Hence A⊥ is an (n−m)-subspace of Znh. The subspace A
⊥ is called the dual subspace of A.
Note that dim(A) + dim(A⊥) = n and (A⊥)⊥ = A. If A1 and A2 are two subspaces of Z
n
h,
then A1 ⊆ A2 if and only if A⊥2 ⊆ A
⊥
1 .
Lemma 3.6 Let m < n and let A and B be two m-subspaces of Znh. Then
m− dim(A ∩B) = n−m− dim(A⊥ ∩B⊥).
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Proof. Without loss of generality, by Lemma 3.2, we may assume that A = (0, Im) and
B = (D, Im), where D = diag
(∏t
i=1 p
αi1
i ,
∏t
i=1 p
αi2
i , . . . ,
∏t
i=1 p
αir
i , 0m−r,n−m−r
)
, 1 ≤ r ≤
min{m,n − m}, ρ(D) = r, and 0 ≤ αi1 ≤ αi2 ≤ · · · ≤ αir ≤ si for i = 1, 2, . . . , t. Then
dim(A ∩B) = m− r.
Note that A⊥ and B⊥ are (n −m)-subspaces of Znh. By (13), A
⊥ has a matrix repre-
sentation A⊥ = (In−m, 0). Let B
⊥ = (B1, B2) be a matrix representation of B
⊥, where
B1 ∈ Z
(n−m)×(n−m)
h and B2 ∈ Z
(n−m)×m
h . Then B1
tD + B2 = 0, which implies that
ρ(B2) = ρ(−B1
tD) ≤ r. By Theorem 3.3, we have
n−m− dim(A⊥ ∩B⊥) = ρ
(
A⊥
B⊥
)
− (n−m) = ρ
(
In−m 0
B1 B2
)
− (n−m)
= ρ(B2) ≤ r = m− dim(A ∩B).
On the other hand, we have similarly
m− dim(A ∩B) = m− dim((A⊥)⊥ ∩ (B⊥)⊥) ≤ n−m− dim(A⊥ ∩B⊥).
Therefore, we obtain m− dim(A ∩B) = n−m− dim(A⊥ ∩B⊥). ✷
4 Proof of Theorem 1.1
In this section, we discuss the generalized Grassmann graph Gr(m,n,Zh) over Zh and prove
Theorem 1.1. We always assume that 2 ≤ r ≤ m+ 1 ≤ n.
For convenience, if X is a vertex of Gr(m,n,Zh), then the matrix representation of X
also is denoted by X . By Lemma 2.4, π induces a bijective map from V (Gr(m,n,Zh))
to
∏t
i=1 V (Gr(m,n,Zpsii
)), and (πi, θi) induces a bijective map from V (Gr(m,n,Zh)) to
V (Gr(m,n,Zpsi
i
))× V (Gr(m,n,Zh/psi
i
)) for i = 1, 2, . . . , t.
Theorem 4.1 Let n ≤ 2m and 2 ≤ r ≤ max{m + 1, n −m + 1}. Then Gr(m,n,Zh) is a
connected vertex transitive graph, and Gr(m,n,Zh) ∼= Gr(n−m,n,Zh).
Proof. If X is a vertex of Gr(m,n,Zh), then there is a TX ∈ GLn(Zh) such that X =
(0, Im)TX by Lemma 2.2. Let ϕ(X) = XT
−1
X . Then ϕ is an automorphism of Gr(m,n,Zh)
and ϕ(X) = (0, Im). Hence Gr(m,n,Zh) is vertex transitive. By Lemma 3.2 and Theo-
rem 3.3, it is easy to prove that Gr(m,n,Zh) is a connected graph.
By Theorem 3.5, we have |V (Gr(m,n,Zh))| = |V (Gr(n − m,n,Zh))|. By Lemma 3.6,
the map X 7→ X⊥ is an isomorphism from Gr(m,n,Zh) to Gr(n−m,n,Zh). Therefore, we
obtain Gr(m,n,Zh) ∼= Gr(n−m,n,Zh). ✷
By Theorem 4.1, we may assume that n ≥ 2m in our discussion on Gr(m,n,Zh).
Lemma 4.2 (See Lemma 4.7 and Theorem 4.9 in [9].) Let n ≥ 2m. Then the clique
number of Gr(m,n,Zps) is p
(s−1)(n−m)(r−1)
[
n−m+r−1
r−1
]
p
. Moreover, F is a maximum clique
of Gr(m,n,Zps) if and only if either (a) F consists of all m-subspaces of Znps which contain
a fixed (m − r + 1)-subspace of Znps , or (b) n = 2m and F is the set of all m-subspaces of
Z
n
ps contained in a fixed (m+ r − 1)-subspace of Z
n
ps .
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Lemma 4.3 Let n ≥ 2m, and πi be the surjective homomorphism from V (Gr(m,n,Zh)) to
V (Gr(m,n,Zpsi
i
)) for i = 1, 2 . . . , t. Suppose that F is a maximum clique of Gr(m,n,Zh).
Then the following hold:
(i) The clique number of Gr(m,n,Zh) is
∏t
i=1 p
(si−1)(n−m)(r−1)
i
[
n−m+r−1
r−1
]
pi
.
(ii) πi(F) is a maximum clique of Gr(m,n,Zpsi
i
) for i = 1, 2, . . . , t.
Proof. Let F be a maximum clique of Gr(m,n,Zh). For each i with 1 ≤ i ≤ t, let
{πi(Ai1), πi(Ai2), . . . , πi(Aiki )} be the set of all different elements in πi(F). Then πi(F) =
{πi(Ai1), πi(Ai2), . . . , πi(Aiki )}. By Lemma 2.7 and Theorem 3.3, πi(F) is a clique of
Gr(m,n,Zpsi
i
). By Lemma 4.2, we have
ki ≤ ω(Gr(m,n,Zpsi
i
)) = p
(si−1)(n−m)(r−1)
i
[
n−m+ r − 1
r − 1
]
pi
. (14)
Moreover, F has a partition into ki cliques: F =
⋃ki
j=1 Cj , where Cj is a clique with πi(Cj) =
{πi(Aij)} for j = 1, 2, . . . , ki, and Cu∩Cv = ∅ for all u 6= v. It follows that ω(Gr(m,n,Zh)) =∑ki
j=1 |Cj|.
(i). By Lemma 4.2, the result is trivial for t = 1. Suppose that t ≥ 2 and the result is true
for t−1. Let nj = |Cj | for j = 1, 2, . . . , ki. Then there exists {B1j , B2j, . . . , Bnjj} ⊆ (p
si
i )
m×n
such that Cj = {Aij+B1j , Aij+B2j , . . . , Aij+Bnjj}. By Lemmas 2.4, 2.7 and Theorem 3.3,
|(πi, θi)(Cj)| = |θi(Cj)| = |Cj | and θi(Cj) is a clique of Gr(m,n,Zh/psi
i
). By induction, we
have
nj ≤ ω(Gr(m,n,Zh/psi
i
)) =
∏
j 6=i
p
(sj−1)(n−m)(r−1)
j
[
n−m+ r − 1
r − 1
]
pj
for j = 1, 2, . . . , ki.
Therefore, by (14), we have
ω(Gr(m,n,Zh)) =
ki∑
j=1
nj ≤
t∏
i=1
p
(si−1)(n−m)(r−1)
i
[
n−m+ r − 1
r − 1
]
pi
. (15)
On the other hand,
C =
{(
X 0
0 Im−r+1
)
: X ∈ V (Gr(r − 1, n−m+ r − 1,Zh))
}
is a clique of Gr(m,n,Zh) and |C| =
∏t
i=1 p
(si−1)(n−m)(r−1)
i
[
n−m+r−1
r−1
]
pi
. It follows that
ω(Gr(m,n,Zh)) ≥
∏t
i=1 p
(si−1)(n−m)(r−1)
i
[
n−m+r−1
r−1
]
pi
. Therefore, the clique number of
Gr(m,n,Zh) is
∏t
i=1 p
(si−1)(n−m)(r−1)
i
[
n−m+r−1
r−1
]
pi
.
(ii). By (14) and (15), ki = p
(si−1)(n−m)(r−1)
i
[
n−m+r−1
r−1
]
pi
for i = 1, 2, . . . , t. By
Lemma 4.2, πi(F) is a maximum clique of Gr(m,n,Zpsi
i
) for i = 1, 2, . . . , t. ✷
Lemma 4.4 Let 4 ≤ 2r ≤ 2m = n and I ⊆ [t]. Then F
(m−r+1,m,n,I)
(α1,α2,...,αt)
is a maximum clique
of Gr(m,n,Zh), where F
(m−r+1,m,n,I)
(α1,α2,...,αt)
is given by (1).
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Proof. Since π is a bijective map from V (Gr(m,n,Zh)) to
∏t
i=1 V (Gr(m,n,Zpsii
)), π in-
duces a bijective map from F
(m−r+1,m,n,I)
(α1,α2,...,αt)
to π
(
F
(m−r+1,m,n,I)
(α1,α2,...,αt)
)
. Therefore, we have
∣∣∣F (m−r+1,m,n,I)(α1,α2,...,αt) ∣∣∣ = ∣∣∣π (F (m−r+1,m,n,I)(α1,α2,...,αt) )∣∣∣ = t∏
i=1
∣∣∣πi (F (m−r+1,m,n,I)(α1,α2,...,αt) )∣∣∣ .
For any
U =
(
X 0
Y xIm−r+1
)
∈ F
(m−r+1,m,n,I)
(α1,α2,...,αt)
,
we have that X is an (r − 1)-subspace of Zm+r−1h since U ∈
[
Z
n
h
m
]
. By Theorem 3.5, one
obtains ∣∣∣F (m−r+1,m,n,I)(α1,α2,...,αt) ∣∣∣ ≥
∣∣∣∣[Zm+r−1hr − 1
]∣∣∣∣ = t∏
i=1
p
(si−1)m(r−1)
i
[
m+ r − 1
r − 1
]
pi
.
If i ∈ I, from Lemmas 2.7 and 2.9, we deduce that πi
(
F
(m−r+1,m,n,I)
(α1,α2,...,αt)
)
⊆ Ai, where Ai
is the set of all m-subspaces of Zn
p
si
i
containing the fixed (m− r + 1)-subspace (0, Im−r+1).
If i ∈ [t] \ I, from Lemmas 2.7 and 2.9, we deduce that πi
(
F
(m−r+1,m,n,I)
(α1,α2,...,αt)
)
⊆ Ai, where Ai
is the set of all m-subspaces of Zn
p
si
i
contained in the fixed (m+ r− 1)-subspace (Im+r−1, 0).
Therefore, by Theorem 3.5, we have
t∏
i=1
∣∣∣πi (F (m−r+1,m,n,I)(α1,α2,...,αt) )∣∣∣ ≤ t∏
i=1
|Ai| =
t∏
i=1
p
(si−1)m(r−1)
i
[
m+ r − 1
r − 1
]
pi
.
Hence, we obtain
∣∣∣F (m−r+1,m,n,I)(α1,α2,...,αt) ∣∣∣ =∏ti=1 p(si−1)m(r−1)i [m+r−1r−1 ]pi .
Let U and W be two distinct subspaces in F
(m−r+1,m,n,I)
(α1,α2,...,αt)
. If i ∈ I, then πi(U) ∩
πi(W ) ⊇ (0, Im−r+1), which implies that dim(πi(U) ∩ πi(W )) ≥ m − r + 1. If i ∈ [t] \ I,
then πi(U), πi(W ) ⊆ (Im+r−1, 0), which imply that dim(πi(U) ∩ πi(W )) ≥ m − r + 1 by
Theorem 3.3 and dim(πi(U)∨πi(W )) ≤ m+r−1. Therefore, we have dim(πi(U)∩πi(W )) ≥
m− r + 1 for i = 1, 2, . . . , t. By Theorem 3.3 again, we have dim(U ∩W ) ≥ m− r + 1, and
therefore F
(m−r+1,m,n,I)
(α1,α2,...,αt)
is a clique of Gr(m,n,Zh). By Lemma 4.3 and
∣∣∣F (m−r+1,m,n,I)(α1,α2,...,αt) ∣∣∣ =∏t
i=1 p
(si−1)m(r−1)
i
[
m+r−1
r−1
]
pi
, F
(m−r+1,m,n,I)
(α1,α2,...,αt)
is a maximum clique of Gr(m,n,Zh). ✷
Theorem 4.5 Let n ≥ 2m. Then F is a maximum clique of Gr(m,n,Zh) if and only if
either (a) F consists of all m-subspaces of Znh which contain a fixed (m−r+1)-subspace of Z
n
h,
(b) n = 2m and F is the set of all m-subspaces of Znh contained in a fixed (m+r−1)-subspace
of Znh, or (c) n = 2m and there exists some T ∈ GLn(Zh) such that F = F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T
with I 6= ∅, [t], where F
(m−r+1,m,n,I)
(α1,α2,...,αt)
is given by (1).
Proof. By the definition of Gr(m,n,Zh), we have 2 ≤ r ≤ m + 1. When r = m + 1 or
m = 1, Gr(m,n,Zh) is a clique, which implies that this theorem holds by Theorem 3.5.
From now on, we assume that 4 ≤ 2r ≤ 2m ≤ n.
Suppose that either (a) F consists of all m-subspaces of Znh which contain a fixed (m−
r + 1)-subspace of Znh, (b) n = 2m and F is the set of all m-subspaces of Z
n
h contained in a
fixed (m + r − 1)-subspace of Znh , or (c) n = 2m and there exists some T ∈ GLn(Zh) such
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that F = F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T with I 6= ∅, [t]. By the definition of Gr(m,n,Zh), Theorem 3.5
and Lemma 4.4, F is a maximum clique of Gr(m,n,Zh).
Let F be a maximum clique of Gr(m,n,Zh). We will prove that either (a) F consists of
all m-subspaces of Znh which contain a fixed (m− r+ 1)-subspace of Z
n
h, (b) n = 2m and F
is the set of all m-subspaces of Znh contained in a fixed (m + r − 1)-subspace of Z
n
h, or (c)
n = 2m and there exists some T ∈ GLn(Zh) such that F = F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T with I 6= ∅, [t].
There are the following two cases to be considered.
Case 1: n > 2m. For each i with 1 ≤ i ≤ t, by Lemmas 4.2 and 4.3, πi(F) consists of all
m-subspaces of Zn
p
si
i
which contain a fixed (m− r+ 1)-subspace Pi of Znpsi
i
. By Lemma 2.2,
there is a Ti ∈ GLn(Zpsi
i
) such that Pi = (0, Im−r+1)Ti for i = 1, 2, . . . , t. So, we have
πi(F) =
{(
Xi 0
0 Im−r+1
)
Ti ∈
[
Z
n
p
si
i
m
]
: Xi ∈
[
Z
n−m+r−1
p
si
i
r − 1
]}
for i = 1, 2, . . . , t.
By Lemma 2.8, there is the unique T ∈ GLn(Zh) such that πi(T ) = Ti for i = 1, 2, . . . , t.
Since π is a bijective map from V (Gr(r− 1, n−m+ r− 1,Zh)) to
∏t
i=1 V (Gr(r− 1, n−m+
r − 1,Zpsi
i
)), we have
πi(F) =
{
πi
((
X 0
0 Im−r+1
)
T
)
∈
[
Z
n
p
si
i
m
]
: X ∈
[
Z
n−m+r−1
h
r − 1
]}
for i = 1, 2, . . . , t,
which imply that
π(F) =
{
π
((
X 0
0 Im−r+1
)
T
)
∈
t∏
i=1
[
Z
n
p
si
i
m
]
: X ∈
[
Z
n−m+r−1
h
r − 1
]}
.
Since π is a bijective map from V (Gr(m,n,Zh)) to
∏t
i=1 V (Gr(m,n,Zpsii )), we have
F =
{(
X 0
0 Im−r+1
)
T ∈
[
Z
n
h
m
]
: X ∈
[
Z
n−m+r−1
h
r − 1
]}
,
which implies that F consists of all m-subspaces of Znh which contain a fixed (m − r + 1)-
subspace of Znh.
Case 2: n = 2m. By Lemmas 4.2 and 4.3, there exists some subset I of [t] such that,
πi(F) consists of all m-subspaces of Znpsi
i
which contain a fixed (m−r+1)-subspace of Zn
p
si
i
if
i ∈ I, and πi(F) is the set of allm-subspaces of Znpsii
contained in a fixed (m+r−1)-subspace
of Zn
p
si
i
if i ∈ [t] \ I. Then there are the following three cases to be considered.
Case 2.1: I = [t]. Similar to the proof of Case 1, we may obtain that F consists of all
m-subspaces of Znh which contain a fixed (m− r + 1)-subspace of Z
n
h .
Case 2.2: I = ∅. For each i with 1 ≤ i ≤ t, πi(F) is the set of all m-subspaces of Znpsi
i
contained in a fixed (m+r−1)-subspaceQi of Znpsii
. By Lemma 2.2, there is a Ti ∈ GLn(Zpsi
i
)
such that Qi = (Im+r−1, 0)Ti for i = 1, 2, . . . , t. So, we have
πi(F) =
{
(Xi, 0)Ti ∈
[
Z
n
p
si
i
m
]
: Xi ∈
[
Z
m+r−1
p
si
i
m
]}
for i = 1, 2, . . . , t.
By Lemma 2.8, there is the unique T ∈ GLn(Zh) such that πi(T ) = Ti for i = 1, 2, . . . , t.
Since π is a bijective map from V (Gr(m,m+ r− 1,Zh)) to
∏t
i=1 V (Gr(m,m+ r− 1,Zpsii )),
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we have
πi(F) =
{
πi((X, 0)T ) ∈
[
Z
n
p
si
i
m
]
: X ∈
[
Z
m+r−1
h
m
]}
for i = 1, 2, . . . , t,
which imply that
π(F) =
{
π((X, 0)T ) ∈
t∏
i=1
[
Z
n
p
si
i
m
]
: X ∈
[
Z
m+r−1
h
m
]}
.
Since π is a bijective map from V (Gr(m,n,Zh)) to
∏t
i=1 V (Gr(m,n,Zpsii )), we have
F =
{
(X, 0)T ∈
[
Z
n
h
m
]
: X ∈
[
Z
m+r−1
h
m
]}
,
which implies that F is the set of all m-subspaces of Znh contained in a fixed (m + r − 1)-
subspace of Znh.
Case 2.3: I 6= ∅, [t]. If i ∈ I, πi(F) consists of all m-subspaces of Znpsi
i
which contain a
fixed (m − r + 1)-subspace Pi of Znpsi
i
. By Lemma 2.2, there is a Ti ∈ GLn(Zpsi
i
) such that
Pi = (0, Im−r+1)Ti for each i ∈ I. So, we have
πi(F) =
{(
Xi 0
0 Im−r+1
)
Ti ∈
[
Z
n
p
si
i
m
]
: Xi ∈
[
Z
m+r−1
p
si
i
r − 1
]}
for each i ∈ I.
If i ∈ [t] \ I, πi(F) is the set of all m-subspaces of Znpsi
i
contained in a fixed (m+ r− 1)-
subspace Qi of Z
n
p
si
i
. By Lemma 2.2, there is a Ti ∈ GLn(Zpsi
i
) such that Qi = (Im+r−1, 0)Ti
for each i ∈ [t] \ I. So, we have
πi(F) =
{(
Xi 0
Yi 0
)
Ti ∈
[
Z
n
p
si
i
m
]
:
(
Xi
Yi
)
∈
[
Z
m+r−1
p
si
i
m
]}
for each i ∈ [t] \ I.
Let T ∈ GLn(Zh) satisfy πi(T ) = Ti for i = 1, 2, . . . , t. Since π is a bijective map
from V (Gr(m,n,Zh)) to
∏t
i=1 V (Gr(m,n,Zpsii
)) and πi(J(α1,α2,...,αt)) = Jαi ⊆ Zpsi
i
for
i = 1, 2, . . . , t, we have
πi(F) ⊆
{
πi
((
X 0
Y xIm−r+1
)
T
)
∈
[
Z
n
p
si
i
m
]
:
X ∈ Z
(r−1)×(m+r−1)
h , Y ∈ J
(m−r+1)×(m+r−1)
(α1,α2,...,αt)
}
for i = 1, 2, . . . , t,
where αi = si, πi(x) = 1 if i ∈ I, and αi = 0, πi(x) = 0 if i ∈ [t] \ I, which imply that
π(F) ⊆ π
(
F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T
)
. Since π is a bijective map, one obtains F ⊆ F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T .
Since F is a maximum clique, F = F
(m−r+1,m,n,I)
(α1,α2,...,αt)
T . ✷
Proof of Theorem 1.1. Let ⌊n/2⌋ ≥ m ≥ r ≥ 0 and F ⊆
[
Z
n
h
m
]
be an r-intersecting
family. Without loss of generality, we assume that 1 ≤ r ≤ m − 1. By Theorem 3.3, F
is a clique of the generalized Grassmann graph Gm−r+1(m,n,Zh). By Lemma 4.3, |F| ≤∏t
i=1 p
(si−1)(n−m)(m−r)
i
[
n−r
m−r
]
pi
and equality holds if and only if F is a maximum clique of
Gm−r+1(m,n,Zh). By Theorem 4.5, this theorem holds. ✷
14
5 Independence numbers of Gr(m, n,Zh)
In this section, we discuss the independence number of Gr(m,n,Zh) and give some estima-
tions of the independence number α(Gr(m,n,Zh)).
If Γ is a vertex transitive graph, by Lemma 2.7.2 in [13], we obtain the following inequality
|V (Γ)| ≥ α(Γ)ω(Γ). (16)
Lemma 5.1 (See Theorem 5.1 in [9].) If n ≥ 2m, then
p(s−1)(n−m)(m−r+1)α(Gr(m,n,Zp)) ≤ α(Gr(m,n,Zps)) ≤ p
(s−1)(n−m)(m−r+1)
[
n
m
]
p[
n−m+r−1
r−1
]
p
.
Theorem 5.2 If n ≥ 2m, then
t∏
i=1
pωii α(Gr(m,n,Zpi)) ≤ α(Gr(m,n,Zh)) ≤
t∏
i=1
pωii
[
n
m
]
pi[
n−m+r−1
r−1
]
pi
,
where ωi = (si − 1)(n−m)(m− r + 1) for i = 1, 2, . . . , t.
Proof. Let Si = {Si1, Si2, . . . , Siξi} be a largest independent set of Gr(m,n,Zpsi
i
), where
Siηi ∈
[Zn
p
si
i
m
]
for 1 ≤ i ≤ t and 1 ≤ ηi ≤ ξi. By the definition of Gr(m,n,Zpsi
i
), we obtain
dim(Sij ∩ Siℓ) ≤ m− r for 1 ≤ i ≤ t and 1 ≤ j, ℓ ≤ ξi with j 6= ℓ. By Lemma 5.1, we have
ξi = |Si| ≥ p
(si−1)(n−m)(m−r+1)
i α(Gr(m,n,Zpi)) for i = 1, 2, . . . , t.
Let
S = {π−1(S1η1 , S2η2 , . . . , Stηt) : 1 ≤ ηi ≤ ξi for i = 1, 2, . . . , t}.
Since π is a bijective map from V (Gr(m,n,Zh)) to
∏t
i=1 V (Gr(m,n,Zpsii
)), we have
|S| = ξ1ξ2 · · · ξt ≥
t∏
i=1
p
(si−1)(n−m)(m−r+1)
i α(Gr(m,n,Zpi)).
For any two distinct vertices A,B ∈ S, we have πi(A), πi(B) ∈ Si for i = 1, 2, . . . , t, which
imply that dim(A∩B) = min{dim(πi(A)∩πi(B)) : i = 1, 2, . . . , t} ≤ m− r by Theorem 3.3.
Therefore, S is a independent set of Gr(m,n,Zh), which implies that α(Gr(m,n,Zh)) ≥
|S| ≥
∏t
i=1 p
(si−1)(n−m)(m−r+1)
i α(Gr(m,n,Zpi)).
Since Gr(m,n,Zh) is vertex transitive, by (16) and Theorem 3.5, we have
α(Gr(m,n,Zh)) ≤
t∏
i=1
p
(si−1)(n−m)(m−r+1)
i
[
n
m
]
pi[
n−m+r−1
r−1
]
pi
.
Therefore, the desired result follows. ✷
For a vertex transitive graph Γ and ∆ ⊆ V (Γ), let α(∆) denote the independence number
of the subgraph of Γ induced by ∆.
Lemma 5.3 (See Lemma 2.1 in [19].) Let Γ be a vertex transitive graph. Then α(Γ)|V (Γ)| ≤
α(∆)
|∆|
for any ∆ ⊆ V (Γ), and equality implies that |S ∩∆| = α(∆) for every largest independent
set S of Γ.
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Theorem 5.4 Let n > m ≥ 2. Then the following inequalities hold:
α(Gr(m,n,Zh)) ≤ ⌊β0α(Gr(m− 1, n− 1,Zh))⌋ , (17)
α(Gr(m,n,Zh)) ≤ ⌊β0 ⌊β1 · · · ⌊βm−r⌋ · · · ⌋⌋ , (18)
where
βj =
t∏
i=1
p
(si−1)(n−m)
i
pn−ji − 1
pm−ji − 1
for j = 0, 1, . . . ,m− r.
Proof. Let
∆ =
(
1 0
0 V (Gr(m− 1, n− 1,Zh))
)
.
Then α(∆) = α(Gr(m− 1, n− 1,Zh)). By Lemma 5.3 and Theorem 3.5, we have
α(Gr(m,n,Zh)) ≤
|V (Gr(m,n,Zh))|
|∆|
α(∆) = β0α(Gr(m− 1, n− 1,Zh)).
Since α(Gr(m,n,Zh)) is a positive integer, we obtain (17). Since Gr(r−1, n−m+r−1,Zh)
is a complete graph, α(Gr(r − 1, n−m+ r − 1,Zh)) = 1. By (17), we obtain (18). ✷
Lemma 5.5 (See Theorem 5.4 in [9].) If n > m ≥ 2 and m divides n, then
α(Gm(m,n,Zps)) = p
(s−1)(n−m) p
n − 1
pm − 1
.
Theorem 5.6 If n > m ≥ 2 and m divides n, then
α(Gm(m,n,Zh)) =
t∏
i=1
p
(si−1)(n−m)
i
pni − 1
pmi − 1
.
Proof. Since Gm(m− 1, n− 1,Zh) is a complete graph, α(Gm(m− 1, n− 1,Zh)) = 1. By
(17), when n > m ≥ 2, we have
α(Gm(m,n,Zh)) ≤
⌊
t∏
i=1
p
(si−1)(n−m)
i
pni − 1
pmi − 1
⌋
.
If n > m ≥ 2 and m divides n, by Lemma 5.5, α(Gm(m,n,Zpi)) = (p
n
i − 1)/(p
m
i − 1) for
i = 1, 2, . . . , t. By Theorem 5.2, we have
t∏
i=1
p
(si−1)(n−m)
i
pni − 1
pmi − 1
≤ α(Gm(m,n,Zh)).
Therefore, the desired result follows. ✷
Lemma 5.7 (See Theorem 5.5 in [9].) If n > m ≥ 2 and n ≡ ℓ mod m, then
α(Gm(m,n,Zps)) ≥ p
(s−1)(n−m) p
n − pm(pℓ − 1)− 1
pm − 1
.
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Theorem 5.8 If n > m ≥ 2 and n ≡ ℓ mod m, then
α(Gm(m,n,Zh)) ≥
t∏
i=1
p
(si−1)(n−m)
i
pni − p
m
i (p
ℓ
i − 1)− 1
pmi − 1
. (19)
Proof. By Lemma 5.7, we have
α(Gm(m,n,Zpi)) ≥
pni − p
m
i (p
ℓ
i − 1)− 1
pmi − 1
for i = 1, 2, . . . , t.
By Theorem 5.2, we obtain (19). ✷
For two subspaces A and B of Znh , the subspace distance between A and B is d(A,B) :=
dim(A)+dim(B)−2 dim(A∩B). It is easy to prove that d(A,B) ≥ 0, d(A,B) = 0⇔ A = B,
d(A,B) = d(B,A) and d(A,C) ≤ d(A,B) + d(B,C) for subspaces A,B and C of Znh .
Huang et al. [9] discussed the Grassmannian code for Znps . As a natural extension, a
Grassmannian code C for Znh is a subset of
[
Z
n
h
m
]
. An (n, 2r,m)Zh code for Z
n
h is a Grass-
mannian code for Znh with minimum subspace distance 2r. An (n, 2r,m)Zh code with the
maximum cardinality is called an optimal (n, 2r,m)Zh code for Z
n
h .
Note that d(A,B) ≥ 2r if and only if dim(A∩B) ≤ m− r for subspaces A,B in
[
Z
n
h
m
]
. It
follows that an (n, 2r,m)Zh code for Z
n
h is an independent set of Gr(m,n,Zh) and vice versa.
Therefore, an optimal (n, 2r,m)Zh code for Z
n
h is a largest independent set of Gr(m,n,Zh)
and vice versa.
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