Automatic related work generation is a new challenge in multi-document scientific summarization focusing on refining a related work section for a given scientific paper. In this paper, we propose a brand new framework ToC-RWG for related work generation by incorporating topic model and citation information. We present an unsupervised generative probabilistic model, called QueryTopicSum, which utilizes a LDA-style model to characterize the generative process of both the scientific paper and its reference papers. We also take advantage of citations of reference papers to identify Cited Text Spans (CTS) from reference papers. This approach provides us with a perspective of annotating the importance of the reference papers from the academic community. With QueryTopicSum and the identified CTS as candidate sentences, an optimization framework based on minimizing KL divergence is exerted to select the most representative sentences for related work generation. Our evaluation results on a set of 50 scientific papers along with their corresponding reference papers show that ToC-RWG achieves a considerable improvement over generic multi-document summarization and scientific summarization baselines.
I. INTRODUCTION
The related work section is a significant component of a scientific paper. Scholars need to contextualize their work in the related research scope and highlight their contributions in this section. A high-quality related work section requires scholars doing a survey of relevant researches by reading amounts of papers, summarizing relevant aspects of these researches and pointing out their weaknesses compared with own work, which tends to be an arduous and time-consuming job for scholars.
In view of this, automatic related work generation is proposed to generate a related work section for a paper being written. This kind of related work section can be used as a fundamental tool to reduce scholars' time and effort when he or she wants to complete his or her final related work section. This problem is formalized as follows: Given a target paper A without a related work section and a set of reference papers B that A cites, generate a related work section for A.
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An interpretation of related work generation task is shown in Figure 1 .
While a lot of extractive summarization approaches have been proposed for related work generation, few techniques have considered the relevance between the target paper A and the reference papers B. Hoang et al. [1] carried out the selection of sentences by an artificial hierarchy topic tree; Hu and Wan [2] utilized a global optimization framework for related work generation; Wang et al. [3] considered the contextual relevance within the target paper and the references among kinds of objects such as papers, authors and keywords. All those works took no consideration of explicit modeling the relevance between the target paper and the reference papers, which we regard as a foremost component for related work generation.
Generally speaking, in the related work section, there are several facets from a reference paper in B that a target paper A could cite [4] : model and method citing, result and statistic citing, conclusion and implication citing. For each candidate reference paper in B, which content to choose for related work generation, intuitively depends on its VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Interpretation of related work generation, given a target paper and its reference papers.
relevance to the target paper rather than the reference paper itself.
Recently, Bayesian-based generative probabilistic models have shown considerable performance among multiple summarization tasks, including general multi-document summarization [5] , update summarization [6] and query-focused summarization [7] . Bayesian-based models have the ability to model the text-level information by offering clear and rigorous probabilistic interpretations. To this end, we utilize the Bayesian-based model for related work generation.
In this paper, we propose a novel Bayesian model based on latent topics that link the target paper and the reference papers in a fully probabilistic and automated manner. Our model, which we call QueryTopicSum model, is a variation of Latent Dirichlet Allocation (LDA) [8] . Our model is inspired by TopicSum [5] , where the author postulates each word of the document set is generated by a single topic which could be a corpus-wide background distribution over frequent words, a distribution of document-specific words or a distribution of common words across the document set. Because TopicSum is designed for general multi-document summarization, it cannot portray the relationship between the target paper and the reference papers. Hence, to capture the relationship between the target paper and the reference papers, QueryTopicSum constructs a Target-reference distribution for each reference paper, in addition to TopicSum-like background distribution and document-specific distribution.
Apart from a novel topic model QueryTopicSum designed to capture text characteristics, we introduce a notion called Cited Text Spans (CTS), which means the matched text spans in the reference paper that are most related to a given citation. Considering that different citations to an article often provide different aspects of that article, we can view citations as a synopsis of the article's key points and contributions within an academic community [9] . Hence, for each reference paper of a target paper, we artificially collect some citations, and then employ CTS identification techniques we developed before [10] , [11] to identify those significant sentences as candidate sentences for related work generation. Our motivation is, when citing the same reference paper, former researchers provide the writer of the target paper with their insights of the reference paper via citations. And CTS is of vital importance, as they work as the only connection between the target paper and citations.
To shed light on this question, the contributions of our work are threefold, listed as follows. 1) We propose a novel topic model QueryTopicSum to describe the text characteristics of target paper and reference papers. Above all, QueryTopicSum bridges the connection between target paper and reference papers, which makes subsequent sentences selection justified. 2) We bring in the conception of CTS to annotate the importance of reference sentences from the viewpoint of the academic community, which has been never considered by previous research. 3) We conduct a thorough experimental analysis on the effectiveness of our ToC-RWG model for related work generation. The remainder of this paper is organized as follows. Section II introduces the related work. In section III, we describe the detailed methodology for related work generation, including the framework of Toc-RWG and each component, QueryTopicSum and CTS, in detail. Section IV shows the experimental results. In section V, we make our concluding remarks.
II. RELATED WORK A. AUTOMATIC RELATED WORK GENERATION
The goal of automatic related work generation is to generate a related work section for a given target paper and its reference papers. This task, in essence, is a topic-biased, multi-document summarization problem. It is first explored by [1] . The authors proposed an automatic related work generation system named ReWoS. They constructed extra hierarchical topic tree for each related work section and strategically extracted sentences for two different contents, general content as well as specific content. One problem with this solution is, although expressive and useful, the hierarchical topic tree is nontrivial and unattainable.
Another research [2] treated this task as a global optimization problem. They utilized probabilistic latent semantic indexing to group candidate sentences into different topic-biased clusters and applied Support Vector Regression model to score the importance of each sentence. A global optimization framework is proposed to select sentences to generate the related work section based on the former topic clusters and importance scores.
Subsequently, [12] introduced the citation sentences, namely sentences from papers that cite the reference papers, and constructed a graph of representative keywords. Afterwards, they took advantage of a minimum steiner tree to guide the generation by extracting the least number of sentences to cover the discriminated nodes. This approach didn't take contents from target paper and reference papers into account, thereby leading to topic deviation.
More recently, [3] developed a neural data-driven summarizer with a joint context-driven attention mechanism to generate related work section. They constructed a directed graph containing heterogeneous relations among kinds of objects such as papers, authors, keywords, and venues, and designed an attention mechanism focusing on the contextual relevance within the target paper being written and the graph. For each candidate sentence, a label of 0 or 1 was assigned after a log-likelihood probability objective being optimized.
All the above methods leave the connection between the target paper and its reference papers out of consideration, which is exactly our breakthrough point.
B. BAYESIAN APPROACHES IN SUMMARIZATION
Most Bayesian approaches to summarization are based on topic models. These probabilistic generative models represent documents as a finite mixture of latent topics, where a topic is a probability distribution over words.
BayeSum [7] modeled the query and document set pair into a unified probabilistic generative graph for query-focused summarization. SWB [13] hypothesized each document as combination of (a) a background distribution over common words, (b) a mixture distribution over general topics, and (c) a distribution over words that are treated as being specific to that document. BayeSum and SWB inspired the subsequent TopicSum [5] , which utilized a document set distribution to depict the common information across the document set. Similar work also exists in [6] , [14] , [15] and [16] .
A commonality of these models is the use of hierarchical topic information in order to distinguish latent topics in documents. In the context of summarization, this distinction helps to identify the important pieces of information in a collection.
These Bayesian models produce probability distributions based on words probability for each document or document set. A common method to use these words probability is with the Kullback-Leibler divergence (KL). The Kullback-Leibler (KL) divergence is a widely used measure in summarization:
where w is a word from the vocabulary V , P T is the target distribution and P S is the distribution of the summary that we want to approximate the target. This quantity represents the divergence between the target distribution P T and the approximating summary distribution P S . This criterion casts summarization as finding a set of summary sentences which closely match the doc distribution. When selecting sentences to constitute the summary, this optimization objective penalizes redundancy while maximizing relevance [17] . Because the problem of finding the subset of sentences from a collection that minimizes the KL divergence is NP-hard, a greedy algorithm is often used in practice. The same strategy is also used in [7] , [5] , [6] , [18] .
C. MULTI-DOCUMENT SCIENTIFIC SUMMARIZATION
The Earliest work in multi-document scientific summarization is [19] . In their work, they presented a prototype system called PRESRI intended to assist users in generating review articles. Their system extracted citing sentences that describe a referenced paper and identified the type of reference relationships. The type of references can be one of the three: 1) type B that base on other researcher's theory, 2) type C that compare with related works, or 3) type O representing relationships other than B or C. They supposed that type C sentences were the most important for review generation and could help show the similarities and differences among cited papers.
Reference [20] proposed a method for summarizing scientific articles based on the rhetorical status of sentences in scientific articles. They applied classifiers for tagging the rhetorical status of sentences automatically and presented a method for using this to assign relevance score to sentences.
Reference [21] introduced an unsupervised approach to the problem of multi-document summarization. They utilized a topic-based clustering method and ranked the extracted fragments using a query generated from the context surrounding the co-cited papers.
A more practical application scenario of multi-document scientific summarization is scientific papers survey generation. [22] generated the scientific survey for the topic of Question Answering (QA) and Dependency Parsing (DP) using four state-of-the-art summarization systems [23] presented a system that can take a topic query as input and generate a survey of the topic by first selecting a set of relevant documents, and then selecting relevant sentences from those documents. They explored multiple content models for sentences selection, including Centroid, Lexrank [24] and C-Lexrank [9] . Subsequently, [26] developed a novel content model for survey generation. They presented HitSum to exploits the lexical network structure between sentences from citing and cited papers. Reference [27] presented KeyphraseDS that can organize the scientific articles into multi-aspect and informative scientific survey by exploiting keyphrases.
III. TOC-RWG FOR AUTOMATIC RELATED WORK GENERATION
In this section, we formulate the problem and introduce the framework of our model ToC-RWG for related work generation. Figure 2 illustrates the framework of ToC-RWG. The input unit is {A, B}, where A is a target paper without a related work section and B is a set of reference papers that A cites. First, we conduct text preprocessing, removing non-canonical and non-letter sentences. Then, all collections of target paper and reference papers are put into Query-TopicSum and for each reference paper, a Target-reference distribution is learned to represent the relevance between the reference paper and the target paper. Afterwards, we introduce citation sentences for each reference to identify the CTS, which are later used as the candidate sentences for content selection. Based on the identified CTS, we use the optimization objective shown in (1) to generate the related work section.
We will introduce the detailed description of each component in the following sections.
A. QUERYTOPICSUM: BRIDGE THE TARGET AND THE REFERENCE
In previous work, TopicSum assumes each word of the document set is generated by a single topic which could be a corpus-wide background distribution over frequent words, a distribution of document-specific words or a distribution of common words across the document set. TopicSum shows expressive ability towards general document set modeling. However, for related work generation, an intuition is that the reference papers in a set are associated with each other via the common target paper, rather than the interrelationships within the reference set. To deal with this concern, QueryTopicSum is designed to learn the correlations between the target paper and the reference papers.
1) MODEL FORMULATION
In QueryTopicSum, the target paper and the reference papers are modeled as bag of words that are assumed to be sampled from a mixture of latent topics. Each word is associated with a latent variable that specifies which topic distribution is used to generate it. Words in a document are assumed to be conditionally independent given the hidden topic.
In our model, we differentiate the generative story of target paper and reference papers. In detail, we hypothesize that each word appears in a target paper because it provides specific information about this paper, or simply because it is common word across the corpus; Unlike target paper, we hypothesize each word appears in a reference paper because it is relevant to the target paper, because it provides specific information about this paper, or because it is common word across the corpus.
To model this, we define a background distribution φ B , to capture the common words across the corpus. For each target paper, we use a document-specific distribution φ D to capture the specific information of this paper; afterwards, for each reference paper of a target paper, we define a target-reference distribution φ T to model the relationship between the reference and the target. Hence, each word of a target paper is modeled as being generated from a mixture of φ B and φ D , while each word of a reference paper is from a mixture of φ B , φ D and φ T . For each word, there is a hidden variable z that denotes the topic assignment. Table 1 lists the key quantities of our proposed QueryTopicSum.
Accordingly, the generative process of QueryTopicSum for the target papers and their reference papers can be demonstrated as below:
For each word w in the target paper:
3) For each reference paper of the target paper:
For each word w in the reference paper:
. The graphical model corresponding to this generative process is shown in Figure 3 . Here we use (β T , β B , β D ) as symmetric priors for the Dirichlet distributions generating the words distributions. In our experiment, we set β T = β B = β D = 0.1, since we find that our QueryTopicSum is insensitive to parameters β. For topics distribution, we set (α T , α M ) as asymmetric priors, indicating the intuition that words in a document come from uneven distribution. In detail, (α T over (Background, Document-specific) is set as (10, 5) , while (α T over (Background, Document-specific, Target-reference) is set as (10,5,1).
2) MODEL INFERENCE
Exact inference of the Bayesian topic models is often intractable and approximate inference techniques have been used to handle this problem, such as variational inference [8] , expectation propagation [28] , and Gibbs sampling [29] . In this paper,we employ collapsed Gibbs sampling strategy to infer the latent variables
Collapsed Gibbs sampling is a particular case of Markov Chain Monte Carlo (MCMC) that involves repeatedly sampling a topic assignment for each word in the corpus. In a single iteration, the Gibbs sampler samples new assignments of latent variables by drawing from the distributions conditioned on the previous state of the model. For target paper and its reference papers, we need to sample the topic assignments z of words using the following formula: For words of target paper:
For words of each reference paper of that target paper:
where z w di denotes the topic assignment of word w located in the i-th word of document d. n After finishing the Gibbs sampling, we can estimate the parameters {φ D , φ B , φ T } using the following formulas. For the Background distribution φ B acorss the corpus:
For the Document-specific distribution φ D of a paper d, where β * equals β T when the paper is a target paper, while β * equals β D when the paper is a reference paper :
For the Target-reference distribution φ T of a reference paper d:
Our intent is that φ T represents the core information why a reference paper is referred by a target paper. Intuitively, φ T does not include words which are common across the whole corpus, or words which just appear in the reference paper. Hence, we utilize φ T for related work generation.
B. CTS: ANNOTATE THE REFERENCE WITH CITATIONS
Besides the specifically designed QueryTopicSum for modeling contents of target paper and reference papers, we utilize Cited Text Spans (CTS) to annotate the sentence importance of reference papers with the following two reasons: first, citations of a reference paper provide the community's views of the reference paper and CTS are the sentence spans in a reference paper that are tightly associated with the citations. Hence, CTS can be viewed as important sentences annotated by the community, which are potential resources for related work generation; second, a greedy strategy is exerted to minimize the KL divergence between φ T and the words distribution of the candidate summary. As is known to all, greedy strategy can only achieve local optimal solution. An improved method is to narrow down the candidates. Next, we will formulate CTS into related work generation and propose some strategies to take advantage of CTS.
1) FORMULATE CTS INTO RELATED WORK GENERATION
We call a sentence that cites the reference paper a citation, as shown in the green box of Figure 4 . In the red box of Figure 4 , these sentences of the reference paper are considered as the evidence that the citation refers to. We call these sentences in the red box Cited Text Spans (CTS). CTS have the edge over citations in conveying information about the reference paper, since in citations, the discussion of the reference paper is often mixed with the content of citing paper or other papers, containing much more irrelevant information. More seriously, the reference paper may be misunderstood by the citing authors, causing unconvincing citations. On the contrary, CTS can effectively overcome these shortcomings and possess the advantages which citations have.
In our previous statements, automatic related work generation is formulated as given a collection of target papers and their reference papers {A, B}, the objective is to generate a related work section. With citations and CTS, the problem is further extended as given a collection of target papers, their reference papers and citations of these reference papers {A, B, C}, the objective is to generate a related work section for each target paper.
2) IDENTIFY CTS FROM CITATIONS
To identify CTS from reference paper for a given citation, we employ a simple method we use before [10] . Next we will give a brief introduction to our CTS identification method. We regard CTS identification as a classification task and address this problem with a two-layer ensemble model. Figure 5 shows framework of our model.
In the first ensemble layer, we train 25 Random Forest classifiers based on artificially constructed features. We first extract six features to figure out relevance between sentences in reference papers and citations. They are Jaccard similarity, BM25 [30] similarity, TF-IDF (Term frequency-inverse document frequency) similarity, section similarity and two word embedding similarity originated from [31] . Table 2 gives detailed information about the features.
We train 25 Random Forest classifiers on the CL-SciSumm2018 1 dataset, which is composed of 40 document sets with each set constituted by a reference paper and its citing papers. Random Forest classifiers label each sentence of a reference paper as 1 or 0, where label 1 indicates the sentence is identified as CTS, otherwise, the sentence is not CTS. We devise a simple vote strategy based on these 25 Random Forest classifiers that, only when more than 17 classifiers identify a sentence as CTS will the sentence be accepted as CTS.
For the second ensemble layer, we integrate two information retrieval models which are widely used in CTS identification, BM25 and TF-IDF, together with the output of the first ensemble layer, to do another vote for the prediction of CTS. We apply a simple vote rule, that is, a sentence would be identified as CTS only when all the base models regarded it as CTS.
Taking advantage of this CTS identification method, we can discriminate whether a sentence of a reference paper is important for related work generation or not.
C. GENERATE RELATED WORK SECTION
Based on QueryTopicSum and CTS, we devise the following algorithm 1 for related work generation. We take full paper of the target paper and the identified CTS of its reference papers as candidate and apply a simple greedy algorithm for sentence selection. The algorithm selects the sentence that 
Algorithm 1 Greedy Algorithm of Candidate Sentences Selection for Related Work Generation Input:
The learned QueryTopicSum Document-specific distribution of the target paper φ D . The candidate sentence set S = {s 1 , s 2 , . . . , s N }, where s i comes from either the target paper or the identified CTS of reference papers. Number of words L of the gold standard related work section of target paper.
Output:
The preliminary related work summary Y . 1: Initialize Y = ∅ ; 2: while number of words in Y is less than L do 3: for sentence i ← 1, . . . , |S| do minimizes the KL divergence between the true distribution and the approximating distribution during each iteration until the number of words in the summary reaches the limit.
It's worth mentioning that our incentive was to use the Target-reference distribution φ T of each reference paper as the true distribution. However, different φ T cannot be integrated into a unified optimization framework of KL divergence. Therefore, we use the Document-specific distribution of the target paper φ D as replacement. It brings two advantages: firstly, a document set has a single target paper with a Document-specific distribution φ D ; secondly and most importantly, the Document-specific distribution of the target paper φ D and the Target-reference distribution of each reference paper φ T are sampled from the same Dirichlet prior, thereby making them statistically close. Such an illustration can be seen in Figure 6 . Hence, we utilize φ D of the target paper to replace φ T .
Finally, we post-process sentences to improve readability, including replacing agentive forms with a citation to the specific article (e.g., ''our work'' → ''(Wang et al, 2018)'') for the sentences extracted from reference papers. The sentences belonging to the same paper are placed together in accordance with the order in the original paper.
IV. EXPERIMENTS AND RESULTS
In this section, we conduct several experiments to evaluate the effectiveness of our model for related work generation.
A. DATASET AND ASSESSMENT METRIC
Since there is no benchmark or existing open dataset for related work generation, we conduct experiments on our own dataset, which comprises 50 document sets. Each document set includes the following 4 components: 1) A target paper need written a related work generation 2) A ground truth related work section 3) Reference papers of the target paper. 4) 3-20 citations for each reference paper.
We construct the dataset in three stages: target paper collection, reference papers identification and collection, and citations collection.
Target paper collection. To acquire articles with high-quality related work section, we choose papers from main conference of computational linguistics and natural FIGURE 6. An illustration of the Document-specific distribution φ D of the target paper [32] and the Target-reference distribution φ T of some reference papers.
language processing, such as ACL, EMNLP, NAACL, COLING, as the candidate target papers with time span ranging from 2006 to 2017. We select 50 target papers with more than 10 reference papers and download them.
Reference papers identification and collection. Next, we convert all the target papers from PDF to text using pdfminer. 2 We semi-automatically extract the list of references using a rule-based method, considering that conferences of computational linguistics and natural language processing often follow the same citation format. We design specific regular expressions to identify the publication years and split references based on the identified year. Then, we retrieve all the reference papers from Google Scholar 3 and obtain download links. Afterwards, we apply an automatic paper download tool to gather the PDF format of all reference papers as per the links.
Citations collection. The final step is collecting citations for each reference paper. We download the top 20 citing papers of each reference from Google Scholar and devise extracting rule to extract citations for each reference. After automatical extraction, we manually check all the citations and retain those showing clear reference information. Each reference paper possesses 3 to 20 citations.
Our data can be download via: https://github.com/ NudtRwG/NudtRwG-Dataset.
For evaluation, we adopt the widely used ROUGE [33] to evaluate the generated related work section automatically. ROUGE is a recall-oriented evaluation metric based on the n-gram overlap between the generated summary and the gold standard summary. In particular, we report ROUGE-1 Recall, F1 (1-R,1-F1), ROUGE-2 Recall, F1 (2-R,2-F1), and ROUGE-SU4 Recall, F1 (SU4-R,SU4-F1) results without stemming and stopwords removed.
B. EXPERIMENTAL RESULTS AND ANALYSIS
We select four representative summarization methods as baselines for performance contrast. They are:
Lexrank: Lexrank [24] is a graph-based summary approach inspired by Pagerank. A similarity graph G(V , E) is constructed where V and E are the set of sentences and edges, respectively. An edge e ij is drawn between sentence v i and v j if and only if the cosine similarity between them is above a given threshold. Sentences are scored according to their Pagerank score in G.
SumBasic: SumBasic [34] is a frequency-based summarizer. Each candidate sentence S is assigned a score Score(S) reflecting how many high-frequency words it contains, where Score(S) is calculated as an average of unigram probabilities of words of sentence S. JS-Gen: JS-Gen [25] presents an optimization framework for extractive multi-document summarization. It optimizes JS divergence with a genetic algorithm. TopicSum: TopicSum [5] is a generative probabilistic model. It is a hierarchical LDA style model and presumes that each word is generated by a single topic which can be a corpus-wide background distribution over common words, a distribution of document-specific words or a distribution of the core content of a given cluster.
To demonstrate the effectiveness of our model, we design the following three investigations. The first is to evaluate ToC-RWG as a whole for related work generation; the second is to validate whether QueryTopicSum shows superior performance on content modeling; the third is designed to show whether CTS facilitate the sentence selection. 
The results are as below: (1) Investigation 1: Whether ToC-RWG generates better related work section compared with the baselines?
The evaluation results over ROUGE metrics are presented in Table 3 . Thee results demonstrate the superiority of our model over the four baseline models. Toc-RWG exceeds the strongest baseline by 2.65%, 2.51%, 1.68%, 1.74%, 1.30% and 1.42% on 1-R, 1-F1, 2-R, 2-F1,SU4-R and SU4-F1 performance, respectively. The result verifies the effectiveness of our related work generation framework based on QueryTopic-Sum and CTS. To our surprise, TopicSum performs much worse than the other three baselines, which reflects that using the distribution of reference papers set is not a good choice for related work generation, since the core content of the document set may be irrelevant to the content referenced by the target paper.
(2) Investigation 2: Whether QueryTopicSum is superior in modeling the content of target paper and reference papers?
The second investigation is to verify whether QueryTopic-Sum works better for related work generation. First of all, we compare the performance of QueryTopicSum with the four baselines. In our experiment, all the models use full paper of the target paper and the reference papers as candidate. The result is shown in Table 4 . We could see that, even with the same inputs, QueryTopicSum performs much better than other baselines. More straightforward comparison with TopicSum is shown in Figure 7 . In Figure 7 , we demonstrate the detailed ROUGE Recall value and F1 value of QueryTopicSum and TopicSum over the document sets. Through the vigorous performance comparisions, we find that, because QueryTopicSum considers and models the relationship between the target paper and the reference papers through generative probabilistic process, it achieves impressive improvement with contrast to TopicSum.
(
3) Investigation 3: Whether CTS facilitate the sentence selection?
To answer this question, we devise the following two experiments: the first is to compare the performance of all the models using full texts as input or CTS as input, respectively; the second is to compare the performance of QueryTopicSum with different sections of papers as input or CTS as input.
For the first experiment, we use full text of target paper and reference papers, or CTS as candidate sentences and run the summarization models to investigate whether CTS facilitate the sentence selection. Result of the first experiment is shown in Table 5 . An obvious conclusion is that, all these summarization models perform better with CTS as input than with full Text of target paper and reference papers as input. Topic models (TopicSum and QueryTopicSum) have the highest performance improvement, mainly because effectively narrowing the search scope can benefit the optimization framework of KL divergence.
For the second experiment, we utilize sentences from different summative sections (Abstract, Introduction and Conclusion) of reference papers and full text of target paper as candidate and use QueryTopicSum to generate the related work section, and compare with CTS as candidate. As we all know, summative sections of a paper condense most of the crucial information, which serve as input in previous research for related work generation [1] , [2] . Figure 8 demonstrates the result. It's clear that with CTS as candidate, QueryTopicSum achieves the best performance for related work generation. This illustrates the effectiveness of CTS compared with summative sections.
In the end, we point out the main conclusions from the experimental study. First, our exploration of a new topic model QueryTopicSum works effectively in modeling the relevance between a target paper and its reference papers, which outperforms its topic model counterpart TopicSum and other multi-document summarization approaches; Second, the identified CTS is beneficial for sentence selection based on the optimization framework of KL divergence, proving that the introduction of citations is helpful for related work generation. Third, the combination of QueryTopic-Sum and CTS achieves further performance improvement on related work generation.
V. CONCLUSION
In this paper, we propose a novel model ToC-RWG for automatic related work generation, which explores the combination of topic model and citation information. Set out with the association between the target paper and its reference papers, we construct a topic model QueryTopicSum to model the generative process of target paper and reference papers. We also take advantage of citations of reference papers to identify cited text spans from reference papers. This approach provide us with an perspective of annotating the importance of the reference papers from academic community. Evaluation results demonstrate the effectiveness of each component of ToC-RWG.
In future work, we consider to model the generative process of the target paper and the reference papers at a finer granularity. In detail, we will take reference purposes into consideration. A target paper may cite the method, the result, the implication and the hypothesis of another paper, which deserves further consideration. Furthermore, how to improve the readability of the generated related work remains exploration.
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