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Abstract
This paper introduces a new method named Distance-based Independence Screening for
Canonical Analysis (DISCA) to reduce dimensions of two random vectors with arbitrary di-
mensions. DISCA is based on the distance-based independence measure, also known as the
distance covariance, proposed by Sze´kely and Rizzo in 2007. The objective of our method
is to identify the low dimensional linear projections of two random vectors, such that any di-
mension reduction based on linear projection with lower dimensions will surely affect some
dependent structure – the removed components are not independent. The essence of DISCA
is to use the distance correlation to eliminate the ‘redundant’ dimensions until infeasible.
Unlike the existing canonical analysis methods, DISCA does not require the dimensions of
the reduced subspaces of the two random vectors to be equal. Besides, it does not require
certain distributional assumption on the random vectors. Therefore it can be applied to any
types of distributions, including continuous or discrete, light- or heavy-tailed. We develop
theoretical justification of the proposed method: under mild conditions, the aforementioned
back-elimination approach does undercover the lowest possible linear dependency structures
between two random vectors. We show that our conditions are weaker than some other
methods that are based on the sufficient linear subspaces. Numerically, DISCA is to solve
1
a non-convex optimization problem. We formulate it as a difference-of-convex (DC) opti-
mization problem, and then it can be solved efficiently by utilizing existing algorithms in
the optimization literature. We further adopt the alternating direction method of multipliers
(ADMM) on the convex step of the DC algorithms to parallelize/accelerate the computation.
Some sufficient linear subspace-based methods use potentially numerically-intensive boot-
strap method to determine the dimensions of the reduced subspaces in advance; our method
avoids this complexity. In simulations, we present cases that DISCA can solve effectively,
while other methods cannot. In both the simulation studies and the real data cases, when the
other state-of-the-art dimension reduction methods are applicable, we observe that DISCA
perform either comparably or better than most of them. All codes of our DISCA method
can be found in Github https://github.com/ChuanpingYu/DISCA, including an
R package DISCA and some Matlab codes.
Keywords: Dimension reduction, distance covariance, difference of convex algorithm, canonical
analysis, independence screening.
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1 Introduction
The problem that this paper focuses on, is to peel off the ‘redundant’dimensions between two
random vectors such that any further dimension reduction by linear projections will lose the
dependency structure (linear or nonlinear) between the two random vectors. In this paper, we
propose a new backward eliminating method, called distance-based independence screening for
canonical analysis (DISCA), based on the distance covariance to carry out dimension reduc-
tion for two sets of random vectors. Distance covariance, proposed by Sze´kely et al. [2007], is
a measure of dependence between two arbitrarily-dimensional random vectors. It can be used
to perform the independence testing for both continuous and discrete distributions, and to de-
tect both linear and nonlinear relationships. Our distance-covariance-based strategy is to utilize
distance covariance as a criterion to remove the independent structures until further elimination
would bring the loss of dependency information between the two random vectors. DISCA does
not require any distributional assumption or any data structure assumption (such as the additional
assumption (2) in Sheng and Yin [2013], and Sheng and Yin [2016]). It can handle both equal
and unequal dimension reduction cases. Moreover, it can confirm the effective subspaces as well
as their dimensions simultaneously and does not require other sub-sampling techniques (such as
the bootstrap) to estimate the dimensions of the subspaces at the beginning.
Our problem can be roughly seen as a canonical correlation analysis (CCA) problem. Ever
since Hotelling [1936] proposed the canonical correlation analysis (CCA), to extend the classi-
cal CCA to the nonlinear (non-Gaussian) cases, many methods have been introduced, such as
Kernel CCA by Lai and Fyfe [1999, 2000] and Bach and Jordan [2002], Informational CCA by
Yin [2004], deep CCA by Andrew et al. [2013], HSIC-CCA by Chang et al. [2013], etc. DISCA
is an improvement of all the CCA methods in the sense that, first, it can detect not only equal
dimensional dependent structure, which are the pairs of canonical variables, but also non-equal
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dimensional dependent structure; second, it does not need appropriately chosen kernel func-
tions or nonlinear model functions as in Kernel CCA, HSIC-CCA, and deep CCA, or density
estimation, which is a difficult problem as well as computationally expensive especially in high-
dimensional cases, as in Informational CCA. Besides the above improvements, DISCA still keep
the advantages in the performance when non-normality and nonlinear relationships exist.
The dimension reduction problem, from the regression viewpoint, can also be viewed as a
Sufficient Dimension Reduction (SDR) problem. The major assumption in an SDR problem is
Y = g(βTX) + ǫ, (1)
where Y is a univariate random variable, X is a random vector in Rp, β ∈ Rp×r(r ≤ p) is a
matrix, and the space spanned by the columns of β is called the central subspace, denoted as
SY |X . Finding the central subspace (i.e., the β) is the main task of the SDR. Many methods
have been introduced to solve this problem, such as the sliced inverse regression (SIR) Li [1991],
the sliced average variance estimation (SAVE) Cook and Weisberg [1991], the sliced regression
(SR) Wang and Xia [2008], and so on. Sheng and Yin in 2013 and 2016 discuss how to find the
central subspace based on the distance covariance in two different cases: (case 1) β is a vector
Sheng and Yin [2013], and (case 2) β is a matrix Sheng and Yin [2016]. The assumption they
used, however, is stronger than the original setting of SDR: in Sheng and Yin’s papers, they need
another assumption in addition to (1) to make it work:
P Tβ X ⊥ (I − Pβ)TX, (2)
where Pβ denotes the projection operator that projects onto the space spanned by the columns of
β, and I is the identity matrix. From (1) and (2) we know that Y is independent of (I − Pβ)TX ,
which is the X part assumption, P⊥WXX ⊥ Y , in Assumption 2.7, but (1) and (2) cannot be
derived from the latter. So we have the following shows that our assumption is weaker than
theirs.
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Proposition 1.1. Assumption 2.7 in DISCA is weaker than assumptions (1) and (2) in Sheng and Yin
[2013] and Sheng and Yin [2016].
DISCA is also an improvement of SDR methods in the way that it can work when Y is either
univariate or multivariate, and can find the central subspace for Y in terms ofX as well. In com-
parison, taking slicing method for example, when univariate, Y can be sliced into several inter-
vals but when Y is not univariate, due to the multiplicative nature of slicing in a high-dimensional
space, even when Y is just three dimensions, how to slice the three-dimension space into pieces
can be a challenge in numerics.
Iaci et al. [2016] improves the SDR methods in similar aspects as ours. They define the
dual central subspace (DCS) in place of the previous central subspace SX|Y , and propose a
method to get both the central and dual central subspaces at the same time based on minimizing
the Kullback-Leibler (KL) divergence, which relies on the Gaussian kernel to estimate density.
DISCA is advantageous even compared with DCS as we do not need to do density estimation.
(Note that kernel-based density estimation can be very sensitive to the curse-of-dimensionality:
it generally works well when the dimension is low or moderate.) Another improvement is that
they use bootstrap technique, the same as in Sheng and Yin [2013] and Sheng and Yin [2016],
to estimate the dimension of both subspaces initially, which brings large computational burdens,
while DISCA does not need this step.
Besides, in the following we construct a simple counterexample that DISCA can tackle while
all the CCA, SDR, and DCS methods fail:
Suppose two random vectorsX = (X1, . . . , Xp)
T ∈ Rp, Y = (Y1, . . . , Yq)T ∈ Rq satisfy
Yj = fj
(
p∑
i=1
Xi
)
+ ǫj , j = 1, . . . , q,
where fj’s are q different types of functions, and ǫj’s are random variables independent ofX and
Y .
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The true dimensional reduction subspace forX would be the one spanned by ( 1√
p
, 1√
p
, . . . , 1√
p
)T ,
and there is nothing we can do to reduce dimensionality for Y . In other words, dim(WX) =
1, dim(WY ) = q. More explanations can be found in Section 3.2 and Section 5.1 gives a specific
simulation example based on this counterexample.
The remainder of this paper is organized as follows. We present background material on the
distance covariance and develop our methodology in Section 2. Section 3 provides the theoretical
results that are associated with our method. Section 4 contains both the algorithm and the con-
vergence analysis of the proposed algorithm. In Section 5, we give several simulation examples
to compare with the existing methods. We show that our method can handle the unsolvable cases
of other methods. Finally, we conclude and discuss some future works in Section 6.
2 Methodology
We give a brief review of the distance covariance in Section 2.1; the distance covariance is used
as a measure of the independence between two random vectors. We describe the formulation of
our problem in Section 2.2, as well as the motivation of our strategy in Section 2.3 and 2.4. In
Section 2.5 and 2.6, we introduce our method in details.
2.1 Distance Covariance
Let X and Y be two random vectors from Rp and Rq, respectively. The distance covariance
(dCov) between random vectors X and Y with finite first moments is the nonnegative number
V(X, Y ) that is defined in Sze´kely et al. [2007]:
Definition 2.1. (Distance covariance (dCov))
V2(X, Y ) =‖fX,Y (t, s)− fX(t)fY (s)‖2 = 1
cpcq
∫
Rp+q
|fX,Y (t, s)− fX(t)fY (s)|2
|t|1+pp |s|1+qq
dt ds,
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where fX,Y , fX , and fY are the joint characteristic function ofX and Y , marginal characteristic
functions of X and Y , respectively; |f |2 = ff , where f is the complex conjugate of f ; | · |p is
the Euclidean norm in Rp; | · |q is the Euclidean norm in Rq; and cd is a constant defined by
cd =
pi(1+d)/2
Γ( 1+d2 )
.
It also has an equivalent version (per Sze´kely et al. [2009]) as follows.
Definition 2.2. (Theorem 8 in Sze´kely et al. [2009]) We have
V2(X, Y ) = E [|X −X ′|p|Y − Y ′|q]− E [|X −X ′|p|Y − Y ′′|q]
−E [|X −X ′′||Y − Y ′|] + E [|X −X ′|p]E [|Y − Y ′|q] ,
where (X, Y ), (X ′, Y ′), and (X ′′, Y ′′) are i.i.d.
Let (X,Y) be our N samples of random vector X and Y : X ∈ RN×p,Y ∈ RN×q. Each
row of (X,Y) represents one realization of X and Y . The empirical distance covariance can be
written as follows.
Definition 2.3. (Empirical distance covariance) We have
V2N(X,Y) = S1(X,Y) + S2(X,Y)− 2S3(X,Y),
where
S1(X,Y) =
1
N2
N∑
i,j=1
|Xi −Xj|p|Yi − Yj|q,
S2(X,Y) =
1
N2
N∑
i,j=1
|Xi −Xj|p 1
N2
N∑
i,j=1
|Yi − Yj|q, and
S3(X,Y) =
1
N3
N∑
i=1
N∑
j,m=1
|Xi −Xj|p|Yi − Ym|q.
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The following are some results that are quoted from Sze´kely et al. [2007] and will be used
in our paper. Theorem 2.4 shows that the independence of two random vectors are equivalent
to their distance covariance being zero. Theorem 2.5 describes the asymptotic property of the
empirical distance covariance.
Theorem 2.4. (Theorem 3 in Sze´kely et al. [2007]) We have
V2(X, Y ) = 0 if and only if X and Y are independent. (3)
Theorem 2.5. (Theorem 2 in Sze´kely et al. [2007]) If E|X|p < ∞,E|Y |q < ∞, then we have
almost surely
lim
N→∞
VN(X,Y) = V(X, Y ).
2.2 Problem Formulation
We consider two random vectors X ∈ Rp, Y ∈ Rq satisfying the following two assumptions.
Assumption 2.6 is a regular assumption in order to make sure the distance covariance exist;
Assumption 2.7 is the only assumption related to our model: we assume that there exist some
subspace W⊥X in the space of X and W
⊥
Y in the space of Y , such that the projection of X on
W⊥X is independent of Y , and symmetrically the projection of Y on W
⊥
Y is independent of X .
The objective is to find the orthogonal complements of W⊥X and W
⊥
Y , that is, WX and WY ,
respectively.
Assumption 2.6. We have E|X|p <∞,E|Y |q <∞, where | · |p is the Euclidean norm in the Rp
space, and | · |q is the Euclidean norm in the Rq space.
Assumption 2.7. Assume there existsWX , a p0-dimensional (p0 ≤ p) subspace of Rp, andWY ,
a q0-dimensional (q0 ≤ q) subspace of Rq, such that their orthogonal complementW⊥X andW⊥Y
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are the “largest”subspaces satisfying
P⊥WXX ⊥ Y and P⊥WY Y ⊥ X,
where ⊥ stands for statistical independence between two random variables (or vectors), and
P⊥WXX (or P
⊥
WY
Y , resp.) stands for the projection of vector X (or Y , resp.) to the orthogonal
complementW⊥X (orW
⊥
Y , resp.). The “largest”subspace means that for anyW
⊥ that is a linear
subspace of Rp and satisfies P⊥WX ⊥ Y , the dimension of W⊥ cannot be larger than p − p0;
Similarly, for anyW⊥ that is a linear subspace ofRq and satisfies P⊥WY ⊥ X , its dimensionality
cannot be larger than q − q0.
If we know the subspaceWX andWY , X and Y are reduced to PWXX and PWY Y . Then we
achieve the objective of dimension reduction for bothX and Y .
2.3 Motivation
Our strategy of finding space WX is motivated by Theorem 3 in Sze´kely et al. [2007] (listed as
Theorem 2.4 in our paper). We aim to find all the directions u ∈ Rp such that V2(uTX, Y ) = 0.
Then, the space spanned by the directions we found is actuallyW⊥X . After taking the orthogonal
complement, we obtain the WX . Since X and Y have symmetric properties in our assumption,
we can find spaceWY by switching the positions ofX and Y in the above and use PWXX instead
of X . As V2(uTX, Y ) ≥ 0, and P⊥WXX ⊥ Y , according to our Assumption 2.7, we have the
following result.
Lemma 2.8. If there exists some u ∈ Rp such that V2(uTX, Y ) = 0, then finding the direction
u ∈ Rp such that V2(uTX, Y ) = 0 is equivalent to finding the solution of
min
{V2(uTX, Y ) : u ∈ Sp−1} .
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As long as we can find all the directions that can minimize V2(uTX, Y ), we achieve our
goal. Since the orthonormal basis of the linear subspace would be enough for us to determine
the linear subspace, we only need to find the orthonormal directions that minimize V2(uTX, Y ).
This inspires us to develop an iteration: finding one direction each time, and computing for the
next one (if it exists) in the linear subspace that is the orthogonal complement of the subspace
spanned by the obtained directions. The following lemma shows that our algorithm can help us
to obtain the desired directions.
Lemma 2.9. Under the Assumption 2.6 and 2.7, assumeW is a subspace of Rp satisfyingW⊥ =
span(S) ⊂ W⊥X , where S is the orthonormal basis of W . Assume U is an orthonormal basis of
W ′. Let X ′ be the projection of X on the spaceW ′, X ′ = UTX, and
u∗ = argmin
{V2(uTX ′, Y ) : u ∈ W ′, ‖u‖2 = 1} .
Then, Uu∗ is orthogonal to all the directions in S, and {Uu∗} ∪ S is the orthonormal basis of a
new spaceK, (W ′)⊥ ⊂ K ⊆W⊥X .
A proof can be found in the appendix. In this paper, we always relegate the proofs to the
appendix whenever possible.
2.4 Independence Test
After each iteration of minimizing V2(uTX, Y ), one needs to decide whether uTX and Y can
be made independent or not, and whether we can proceed to the next step. The decision is made
through the independence test of uTX and Y . The following two theorems, which are quoted
from Sze´kely et al. [2007], form the theoretical foundation of the independence testing. Theorem
2.10 shows that when the sample size is large enough, the distribution of empirical distance
covariance can be described as Gaussian distributions; Theorem 2.11 is about the range of the
type I error of the independence test.
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Theorem 2.10. (Corollary 2 in Sze´kely et al. [2007]) If E (|X|p + |Y |q) <∞, then we have
1. If X and Y are independent, nV2n/S2 D−−−→
n→∞
Q where EQ = 1 and Q is a nonnegative
quadratic form of centered Gaussian random variables, defined as Q
D
=
∞∑
j=1
λjZ
2
j where
Zj’s are independent standard normal random variables, and λj’s are nonnegative con-
stants depending on the distribution of (X, Y ).
2. If X and Y are dependent, then nV2n/S2 P−−−→
n→∞
∞.
Theorem 2.11. (Theorem 6 in Sze´kely et al. [2007]) Suppose the test rejects independence if
nV2n(X,Y) >
(
Φ−1(1− α
2
)
)2
, (4)
where Φ(·) denotes the standard normal cumulative distribution function, and let α(X, Y, n)
denote the achieved significance level of the test. If E (|X|p + |Y |q) < ∞, then for all 0 < α ≤
0.215, we have
1. lim
n→∞
α(X, Y, n) ≤ α, and
2. sup
X,Y
{
lim
n→∞
α(X, Y, n) : V(X, Y ) = 0
}
= α.
2.5 DISCA algorithm
Section 2.3 gives us an overview of how to find WX and WY in the population point of view.
Suppose we haveX ∈ RN×p,Y ∈ RN×q, which are the samples of X and Y , respectively. Each
row represents one observation. Based on the above, our strategy of estimating WX and WY
whenX and Y are given can be summarized as follows.
11
Initialization: Let X = X ∈ RN×p, Y = Y ∈ RN×q, SX be the set of orthonormal basis
of space WX , SY be the set of orthonormal basis of space WY , U be the set of orthonor-
mal basis of W⊥X with dimension d
⊥
X , and V be the set of orthonormal basis of W
⊥
Y with
dimension d⊥Y . Initialize SX = SY = ∅. Then, we have U = Ip, V = Iq, d⊥X = p, d⊥Y = q.
EstimatingWX: Repeat the following steps until the condition in Step 3 is satisfied.
Step 1: Let U be the orthonormal basis of Span(SX)
⊥, and let X be the projection ofX onto
the space spanned by U , that is,X ← XU .
Step 2: Find u ∈ Sd⊥X−1 such that V2N (Xu, Y ) is minimized. Suppose the solution is u∗.
Step 3: Calculate the squared empirical distance covariance, V2N(Xu∗, Y ). If the condition
N · V2N(Xu∗, Y ) > S2(Xu∗, Y )
(
Φ−1(1− α
2
)
)2
is satisfied, stop here and the set SX is the orthonormal basis of WX . Otherwise,
transform u∗ into the original space Rp, that is, Uu∗, and then add Uu∗ into the set
S1. Also let d
⊥
X ← d⊥X − 1, and repeat from Step 1.
EstimatingWY : Due to the symmetry between X and Y , one can compute for SY , the or-
thonormal basis ofWY , by switching X and Y in the procedure of findingWX , and using
the PWXX instead of X . That is, replace X by Y , and Y by PWXX , and then implement
the above Step 1,2, and 3 until the condition in Step 3 is satisfied.
2.6 Estimating u∗
From the above, we can see that the key of our method is to find the solution of
min{V2N(Xu,Y) : u ∈ Sp−1}. (5)
The following describes the corresponding optimization problem.
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Lemma 2.12. Solving problem (5) is equivalent to solving
min
u∈Rp
‖M+u‖1 − ‖M−u‖1
subject to: ‖u‖2 = 1,
(6)
where
M+ =
[
gij(Xi −Xj)T
]
(i,j):gij>0,j>i
∈ Rn+×p, where n+ = |{(i, j) : gij > 0, j > i}| ,
M− =
[
(−gij)(Xi −Xj)T
]
(i,j):gij<0,j>i
∈ Rn−×p, where n− = |{(i, j) : gij < 0, j > i}| ,
and gij’s(i, j = 1, · · · , n) are defined as
gij = |Yi − Yj| − 1
N
N∑
k=1
|Yi − Yk| − 1
N
N∑
k=1
|Yj − Yk|+ 1
N2
N∑
k,l=1
|Yk − Yl|.
Note that the problem (6) is a non-convex problem with a quadratic constraint. We first adopt
the augmented Lagrangian method to transform the above problem into an unconstraint problem,
and then apply the difference-of-convex algorithm (DCA) to find a local solution. See Section 4
for the algorithm.
3 Theoretical Results
Section 3.1 establishes the consistency properties of our procedure. In Section 3.2, we articulate
the advantages of our method in comparison with CCA-, SDR-, and DCS- types of competitors.
3.1 Consistency Properties
Before showing that the procedure in Section 2.5 will converge to the trueWX , we verify that the
solution of (6) is convergent to a unit vector inWX in each iteration of our method.
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Lemma 3.1. In general, under the Assumption 2.6 and 2.7, assume space W ′ ⊆ Rp satisfying
(W ′)⊥ ⊂ W⊥X , and U is an orthonormal basis of W ′. X ′ = UTX. (Note that W ′ could be Rp,
which leads to (W ′)⊥ = ∅. It still satisfies the condition (W ′)⊥ ⊂ W⊥X . In this case U can be
chosen as the identity matrix, and X ′ = X.) Let u∗ and u be the ones with positive first nonzero
element, such that we have
u∗ = argmin
{V2(uTX ′, Y ) : u ∈ W ′, ‖u‖2 = 1} ,
u = argmin {‖M+u‖1 − ‖M−u‖1 : u ∈ W ′, ‖u‖2 = 1} .
Then, we have u→ u∗, as N →∞.
Next we will show that the subspace we obtain from our method will converge to the real
subspace. Before that, we need the definition of the distance between two subspace. Suppose S1
and S2 are two equal-dimensional subspaces in R
n. The distance between them can be defined
as in Golub and Van Loan [2012]:
dist(S1, S2) = ‖P1 − P2‖2,
where Pi is the orthogonal projection onto Si (for i = 1, 2). The following theorem is important
in the calculation of the subspace distances.
Theorem 3.2. (Theorem 2.5.1 in Golub and Van Loan [2012]) Suppose that
A = [A1, A2], B = [B1, B2]
are n-by-n orthogonal matrices. If we have Z1 = span(A1), and Z2 = span(B1), then we have
dist(Z1, Z2) = ‖AT1B2‖2 = ‖AT2B1‖2.
Given the above theorem, we can show that DISCA can find the true underlying dependency
structure when the sample size goes to infinity:
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Theorem 3.3. Suppose the subspace estimate ofWX by DISCA is WˆX , whose orthonormal basis
is Uˆ , and the orthonormal basis of the true subspace WX is U . Assume dim(WX) = dim(WˆX).
Then,
dist(WX , WˆX)→ 0, as N →∞.
Notice that Theorem 3.3 assumes that the dimension of the space WˆX is equal to the dimen-
sion of the true spaceWX , which requires that the iteration stops at a right time. The probability
that we will get the right dimension ofWX is guaranteed by the following theorem:
Theorem 3.4. Suppose at iteration i, the dimension of the estimate of the subspace Wˆ
(i)
X is equal
to the dimension of the true subspaceWX . Let P
(i)
N be the probability that the procedure will stop
at the right iteration i. For all 0.785 < γ < 1, we have
1. lim
N→∞
P
(i)
N ≥ γ;
2. inf
uTX⊥ Y
{
lim
N→∞
P
(i)
N
}
= γ.
3.2 Comparison with Existing Methods
DISCA can reduce dimensionality in some circumstances where CCA , SDR, and DCS cannot
do. Here we give a detailed explanation of our comparison with CCA, SDR, and DCS methods.
As stated in Section 1, the canonical variables appear in pairs in CCA methods. Although
the dimension of X and Y could be different, we will still reduce the dimensionality for both
X and Y to two equal-dimensional spaces. No matter how advanced CCA has been developed
nowadays, the optimization form has not changed. Therefore, the limitation still exists.
As for SDR, restricted by the basic assumption (1), it works in the circumstances where out
of the two random variables, one is one dimensional and the other is multidimensional, but has
difficulty handling circumstances where both are multidimensional. If we omit the operation
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complexity, a disputation would be to take each entry of Y to do SDR with X to get the union
of all the subspaces of X being the dimensional reduction subspace for X and then switch the
position of X and Y to do the same thing as above to get the dimensional reduction subspace of
Y . But this still cannot work when only one of the Yj’s is relevant. Suppose two random vectors
X = (X1, . . . , Xp)
T ∈ Rp, Y = (Y1, . . . , Yq)T ∈ Rq satisfy
Yj =
p∑
i=1
Xi + ǫj , j = 1, . . . , q,
where ǫj’s are random variables independent of X and Y . Then the dimensional reduction sub-
space for X , that is, WX , is the subspace spanned by (
1√
p
, 1√
p
, . . . , 1√
p
)T , and that for Y , that is,
WY , is the subspace spanned by (
1√
q
, 1√
q
, . . . , 1√
q
)T . The dimension of both of the two subspaces
is 1. But if we apply SDR for each entry ofX with respect to Y , and each entry of Y with respect
to X , we can get the true dimension reduction subspace WX , but fail to get the true WY , since
SDR would give us the result that WˆY is the whole space of R
q.
The limit of DCS is not too critical compared with the other two. In the stage of determining
how many dimensions should be kept by bootstrap, it requires the randomness of the subspaces,
which causes DCS cannot handle when at least one of the two random vectors cannot be dimen-
sionally reduced.
Above all, we construct one simple counterexample that all the three do not work but DISCA
still can:
Suppose two random vectorsX = (X1, . . . , Xp)
T ∈ Rp, Y = (Y1, . . . , Yq)T ∈ Rq satisfy
Yj = fj
(
p∑
i=1
Xi
)
+ ǫj , j = 1, . . . , q,
where fj’s are q different types of functions, and ǫj’s are random variables independent ofX and
Y .
16
The true dimensional reduction subspace forX would be the one spanned by ( 1√
p
, 1√
p
, . . . , 1√
p
)T ,
and there is nothing we can do to reduce dimensionality for Y . In other words, dim(WX) =
1, dim(WY ) = q. CCA-related methods are incapable of detecting this kind of structure because
if CCA stops after one iteration, it will give us only a pair of directions (u, v) in which u might
contain all the information we would like to know in X but v only has one dimension of the
whole p dimension space; if CCA stops after q iterations (assuming q < p), there would be too
much redundant information forX . As both ofX and Y are multidimensional, SDR cannot work
as well. Since Y cannot be dimensionally reduced, DCS is ineffective. The simulation results
regarding the counterexample for the comparison with CCA, SDR, and DCS are in Section 5.1.
4 Applying DCA for estimating u∗
As mentioned in Section 2.6, the problem (6), which we eventually need to solve, is a non-convex
problem. Considering its special form (Lemma 2.12), we apply DCA to do the calculation.
A review of the difference-of-convex algorithms is provided in Section 4.1. The correspond-
ing minimization problem is presented in Section 4.2. The adoption of the ADMM to solve a
subproblem is furnished in Section 4.3. Finally, a convergence analysis of the above algorithm is
given in Section 4.4.
4.1 Review of DCA
Difference-of-Convex Algorithm (DCA) can be found in Tao and An Tao and An [1997]. It deals
with the optimization problems that are related to DC (difference of convex) functions, which is
defined below.
Definition 4.1. (DC function) Let f be a real-valued function mapping Rn to R. Then f is a DC
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function if there exist convex functions, g, h : Rn → R, such that f can be decomposed as the
difference between g and h:
f(x) = g(x)− h(x), ∀x ∈ Rn.
Difference of Convex Algorithm (DCA) is aimed to solve the following problem:
min
x∈Rn
f0(x)
subject to: fi(x) ≤ 0, i = 1, · · · , m,
(7)
where fi : R
n → R is a differentiable DC function for i = 0, ..., m.
Let ∂f(x) be the subgradient of f at x, and f ∗(y) be the conjugate of f(x). We have the
following lemma.
Lemma 4.2. If f : Rp → R is lower semi-continuous and convex, then
x ∈ ∂f ∗(y)⇐⇒ x ∈ argmax{yTx− f(x) : x ∈ Rp} .
The DCA algorithm is shown in Algorithm 1.
Algorithm 1 Difference of Convex Algorithm (DCA) Tao and An [1997]
Initialization: choose u0, α, β;
1: for k ∈ N do
2: Choose yk ∈ ∂h(uk);
3: Choose uk+1 ∈ ∂g∗(yk);
4: ifmax
i
{∣∣∣ (uk+1−uk)i(uk)i
∣∣∣} < e then
5: return uk+1.
6: end if
7: end for
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4.2 Minimizing V2N(Xu,Y)
As mentioned before, one can apply the augmented Lagrangian method to transform the original
problem (6) into an unconstrained problem. Assume we have ξ ≥ 0. The augmented Lagrangian
function for problem (6) can be written as
L(u;ψ, ξ) = ‖M+u‖1 − ‖M−u‖1 + ψ (‖u‖2 − 1) + ξ
2
(‖u‖2 − 1)2
=
(
ξ
2
uTu+ ‖M+u‖1
)
− (‖M−u‖1 + (ξ − ψ)‖u‖2) + ξ
2
− ψ.
Let
g(u; ξ) =
ξ
2
uTu+ ‖M+u‖1, and h(u;ψ, ξ) = ‖M−u‖1 + (ξ − ψ)‖u‖2.
Then we have
L(u;ψ, ξ) = g(u; ξ)− h(u;ψ, ξ) + ξ
2
− ψ.
In each iteration, one minimizes the augmented Lagrangian function, and then update the ψ
to be ψ+ ξ(‖u‖2−1), and ξ gradually going towards infinity. As the updating rule of augmented
Lagrangian method, eventually ξ will go to infinity, and ψ will converge to the true Lagrangian
multiplier. So if we choose ξ to be large enough, then ξ − ψ > 0 is satisfied. Therefore,
both g(u;α) and h(u;α) are convex, and we can now apply the Difference-of-Convex Algorithm
(DCA) on it by omitting the constant term ξ
2
− ψ.
From Algorithm 1, we need to know ∂h(uk) and ∂g
∗(yk).
By doing some easy calculation, we can get
∂h(uk) =


MT−∂‖M−uk‖1 + (ξ − ψ) uk‖uk‖2 , if uk 6= 0;
MT−∂‖M−uk‖1, if uk = 0,
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where for each entry of ∂‖ · ‖1,
(∂‖x‖1)i =


1, if xi > 0;
(−1, 1), if xi = 0;
−1, if xi < 0.
Applying Lemma 4.2 on g(u;ψ, ξ), we can get
∂g∗(yk)
=argmax
{
yTk u− g(u) : u ∈ Rp
}
=argmin
{
g(u)− yTk u : u ∈ Rp
}
=argmin
{
ξ
2
uTu+ ‖M+u‖1 − yTk u : u ∈ Rp
}
.
So our algorithm for estimating u∗ can be summarized as follows:
Algorithm 2 DCA for solving problem (6)
Initialization: choose u0, α;
1: for k ∈ N do
2: Let
yk =


MT−∂‖M−uk‖1 + (ξ − ψ) uk‖uk‖2 , if uk 6= 0;
MT−∂‖M−uk‖1, if uk = 0.
3: uk+1 = argmin
{
ξ
2
uTu+ ‖M+u‖1 − yTk u : u ∈ Rp
}
.
4: ifmax
i
{∣∣∣ (uk+1−uk)i(uk)i
∣∣∣} < e then
5: return uk+1.
6: end if
7: end for
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4.3 Solving the Subproblem
The line 3 of Algorithm 2 needs the solution of the following:
min
u∈Rp
{
ξ
2
uTu+ ‖M+u‖1 − yTk u
}
, (8)
which can be seen as a quadratic programming with linear inequality constraints, and can be
solved by a lot of methods, such as the interior-point method. As Alternating Direction Method
of Multipliers (ADMM) Boyd et al. [2011] is efficient especially for large dimension calculation,
we use ADMM rather than others. ADMM solves the following problem:
min
x∈Rn,z∈Rm
f(x) + g(z)
subject to: Ax+Bz = c.
The trick is to split the variable in the problem into two seperate parts. In our case, recall the
number of rows inM+ is n+, and (8) is can be rewritten as
min
u∈Rp,z∈Rn+
ξ
2
uTu+ ‖z‖1 − yTk u
subject to: M+u− z = 0.
(9)
The augmented Lagrangian of (9) is
Lρ(u, z, v) =
ξ
2
uTu+ ‖z‖1 − yTk u+ vT (M+u− z) +
ρ
2
‖M+u− z‖22,
where v is the Lagrangian multiplier, and ρ > 0 is the penalty parameter.
According to Boyd et al. [2011], we need to update u, z, and v as follows:

ul+1 = argminLρ(u, zl, vl);
zl+1 = argminLρ(ul+1, z, vl);
vl+1 = vl + ρ(M+ul+1 − zl+1).
(10)
Through calculations, the results in our case are included in the following lemma.
21
Lemma 4.3. The update rules of u and z for solving problem (9) are
ul+1 =
(
ξIp + ρM
T
+M+
)−1 (
yk +M
T
+(ρzl − vl)
)
;
zl+1 =S(
1
ρ
vl +M+ul+1,
1
ρ
).
Define
rl =M+ul − zl,
sl =ρM
T
+(zl − zl−1).
Based on Boyd et al. [2011], we have the following stop criterion:
‖rl‖2 ≤ √n+ǫabs + ǫrelmax {‖M+ul‖2, ‖zl‖2} ,
and
‖sl‖2 ≤ √pǫabs ++ǫrel‖MT+vl‖2,
where ǫabs is an absolute tolerance, and ǫrel is a relative tolerance.
Therefore, our algorithm can be summarized as in Algorithm 3.
4.4 Convergence Analysis
It is not guaranteed that all difference of convex problems are convergent. So we do convergence
analysis for our algorithm. We need the following lemma to proceed to our main theorem stating
that our algorithm will give us a stationary solution.
Lemma 4.4. Let {uk} be the sequence generated by our algorithm. For all k ∈ N, we have
L(uk)− L(uk+1) ≥ ξ
2
‖uk+1 − uk‖22 ≥ 0.
Theorem 4.5. Let {uk} be the sequence generated by our algorithm. The followings are true.
1. {uk} is bounded, and ‖uk+1 − uk‖2 → 0 as k → +∞.
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Algorithm 3 ADMM for updating uk+1 in the loop of DCA
Initialization: choose z0, v0;
1: for l ∈ N do
2: ul+1 =
(
ξIp + ρM
T
+M+
)−1 (
yk +M
T
+(ρzl − vl)
)
;
3: zl+1 = S(
1
ρ
vl +M+ul+1,
1
ρ
);
4: vl+1 = vl + ρ(M+ul+1 − zl+1);
5: if ‖rl‖2 ≤ √n+ǫabs+ ǫrelmax {‖M+ul‖2, ‖zl‖2} , and ‖sl‖2 ≤ √pǫabs++ǫrel‖MT+vl‖2,
then
6: return ul+1.
7: end if
8: end for
2. Any nonzero limit point u∗ of {uk} satisfies the first-order optimality condition
0 ∈MT+∂‖M+u∗‖1 −MT−∂‖M−u∗‖1 + ξu∗ − (ξ − ψ)
u∗
‖u∗‖2 .
This indicates that u∗ is a stationary point.
As before, all proofs are relegated to the appendix.
5 Simulation Studies
Denote the subspaces generated by DISCA or other methods as WˆX , and WˆY , respectively, the
true subspaces are denoted asWX andWY . In Section 5.1, we give the simulation results for the
counterexample to show that only DISCA can work; and then in Section 5.2 we provide examples
showing that DISCA can handle both the discrete and the heavy-tailed cases. A real data example
is provided in Section 5.3.
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5.1 Counterexample Simulation
CCA can only get pairs of canonical variables which results in the disability of performing the
correct dimension reduction when the dimensions of the reduced subspaces are not equal; SDR
has difficulty when both of the two random vectors are multidimensional; DCS is not working
when it is not necessary to reduce dimensions of at least one of the random vectors. Section 3
already constructed a general case of a simple counterexample for comparison with the above,
and according to that example, the following is a simple but clear example structure that can
demonstrate this point:
Suppose X ∈ R3 and Y ∈ R2. X = (X1, X2, X3)T , Y = (Y1, Y2)T . X ∼ N(0, I3), Y1 =
3∑
i=1
Xi + 0.01ǫ1, Y2 =
(
3∑
i=1
Xi
)2
+ 0.01ǫ2 where ǫ1, ǫ2 are i.i.d following the standard normal
distribution.
Recall the definition of WX and WY : their orthogonal complement projections, P
⊥
WX
and
P⊥WY satisfy P
⊥
WX
X ⊥ Y and P⊥WY Y ⊥ X. Then the anticipated reduced subspace of X , that is
WX , is supposed to be the subspace spanned by (
1√
3
, 1√
3
, 1√
3
)T ; as there are other random factors
ǫ1 and ǫ2 in addition to the Xi’s, there is no way to reduce the dimension of Y , so the anticipated
reduced subspace of Y , that isWY , is supposed to be the subspace spanned by (1, 0)
T and (0, 1)T .
We simulate N = 50, 100, 150, 200 samples for 500 times each. As the subspace WY was
accurately found each time without error, we will focus on WˆX . Table 1 shows how many times
DISCA reduced X into 0,1,2 dimension subspaces respectively for different N ; Figure 1 is the
box plot for the distances between the WˆX produced by DISCA and the true subspace WX .
From the table and figure we can tell that the performance of DISCA (both the accuracy of
the dimension of the reduced subspace and the subspace itself) is improved as the sample size
increases.
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dim(WˆX) 0 1 2
N=50 6 492 2
N=100 0 496 3
N=150 0 499 1
N=200 0 499 1
Table 1: Table of the dimension of WˆX
50 100 150 200
0
0.5
1
Figure 1: Boxplot of dist(WˆX ,WX)
5.2 Comparison with Existing Methods
The following are examples of the performance of DISCA and other existing methods – CCA
and DCS. As DCS needs to perform bootstrap to determine the dimension of the reduced sub-
spaces, which is extremely time consuming, here we just assume the bootstrap gives the correct
dimension and used the correct number to find the subspaces. Similarly, we need to know how
many pairs of canonical variables are significant so here we select the correct number of pairs as
well. Notice that when performing DISCA, we did not give any prior knowledge of the subspace
dimensions.
We constructed three different types of examples for illustration. Example 5.1 is a continuous
distribution case, which seems similar to the one in the above subsection, but it actually not:
the covariance matrix is more complicated; the dimension of the Y variable is changed; the
relation between X and Y is changed as well (including independent relation as well as the
linear and polynomial nonlinear relations). With these changes, DCS now works while CCA is
still not applicable. Example 5.2 is a discrete distribution case with independent relation and
polynomial nonlinear relation between X and Y . Example 5.3 is a heavy-tailed distribution case
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with complicated nonlinear relation between X and Y .
In each example, we simulate N = 50, 100, 150, 200 for 1000 times. Similar to the above
section, we calculate the distances between the subspaces obtained from different dimension
reduction methods, WˆX or WˆY , and the true subspacesWX andWY , and draw boxplots for each
scenarios.
Example 5.1. (Normal distribution example)
SupposeX ∈ R3 and Y ∈ R3.
X = (X1, X2, X3)
T , Y = (Y1, Y2, Y3)
T .
X follows the multivariate normal distribution with zero mean and covariance matrix
Σ =


1 0.5 0.5
0.5 1 0.5
0.5 0.5 1

 .
Y1 and Y2 are independent, satisfying Y1 = X1+X2+X3+0.01ǫ1, Y2 = (X1+X2+X3)
2+
0.01ǫ2, Y3 ∼ N(0, 1), where ǫ1, ǫ2 are i.i.d. from the standard normal distribution.
The anticipated results would be
WX = span
{
(
1√
3
,
1√
3
,
1√
3
)T
}
; WY = span
{
(1, 0, 0)T , (0, 1, 0)T
}
.
The calculation results are as in Figure 2.
Example 5.2. (Discrete distribution example)
SupposeX ∈ R3 and Y ∈ R2.
X = (X1, X2, X3)
T , Y = (Y1, Y2)
T .
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(a) Boxplot of dist(WˆX ,WX) by DISCA
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(b) Boxplot of dist(WˆX ,WX) by DCS
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(c) Boxplot of dist(WˆY ,WY ) by DISCA
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(d) Boxplot of dist(WˆY ,WY ) by DCS
Figure 2: The above figures are the results of Example 1: figures on the first row are the boxplots
of dist(WˆX ,WX) obtained by DISCA and DCS respectively; figures on the bottom row are the
boxplots of dist(WˆY ,WY ) obtained by DISCA and DCS respectively. The x-axis represents
N = 50, 100, 150, 200.
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Xi ∼ B(10, 0.5), i.i.d, i = 1, 2, 3; Y1 = (X1 +X2 +X3)2 + 0.01ǫ, Y2 ∼ B(10, 0.35) where ǫ is
from the standard normal distribution.
The anticipated results would be
WX = span
{
(
1√
3
,
1√
3
,
1√
3
)T
}
; WY = span
{
(1, 0)T
}
.
The calculation results are as in Figure 3.
Example 5.3. (Heavy-tailed distribution example)
SupposeX ∈ R3 and Y ∈ R2.
X = (X1, X2, X3)
T , Y = (Y1, Y2)
T .
Xi ∼ t(2), i.i.d, i = 1, 2, 3; Yj = tanh (X1 +X2 +X3) + 0.01ǫj, j = 1, 2 where ǫ1, ǫ2 are from
the standard normal distribution.
The anticipated results would be
WX = span
{
(
1√
3
,
1√
3
,
1√
3
)T
}
; WY = span
{
(
1√
2
,
1√
2
)T
}
.
The calculation results are as in Figure 4.
From the above results we can see that DISCA performs well for both normal and heavy-tailed
distribution, discrete and continuous distribution; the performance is improved as the sample size
increases. It is not surprising that CCA and DCS performs slightly better than DISCA for the
the dimension reduction of the linear relations for normal or nearly-normal distributions (That is,
the dimension reduction for WX in Example 5.1 and 5.2), since they are designed to detect the
linear relations for normal or nearly normal distributions. For heavy-tailed distribution (Example
5.3) and nonlinear relations (That is, Example 5.3 as well as dimension reduction for WY in
Example 5.1 and 5.2), however, DISCA shows strong advantages compared with the others. The
simulation results confirm DISCA is more powerful in the scenarios involved with nonlinear
relations and heavy-tailed distributions.
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(a) Boxplot of dist(WˆX ,WX) by
DISCA
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(b) Boxplot of dist(WˆXWX) by
CCA
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(c) Boxplot of dist(WˆX ,WX) by
DCS
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(d) Boxplot of dist(WˆY ,WY ) by
DISCA
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(e) Boxplot of dist(WˆY ,WY ) by
CCA
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(f) Boxplot of dist(WˆY ,WY ) by
DCS
Figure 3: The above figures are the results of Example 2: the figures in the first row are the
boxplots of dist(WˆX ,WX) obtained by DISCA, CCA, and DCS respectively; the figures in the
bottom row are the boxplots of dist(WˆY ,WY ) obtained by DISCA, CCA, and DCS respectively.
The x-axis represents N = 50, 100, 150, 200.
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(a) Boxplot of dist(WˆX ,WX) by
DISCA
50 100 150 200
0
0.2
0.4
0.6
0.8
1
(b) Boxplot of dist(WˆX ,WX) by
CCA
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(c) Boxplot of dist(WˆX ,WX) by
DCS
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(d) Boxplot of dist(WˆY ,WY ) by
DISCA
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(e) Boxplot of dist(WˆY ,WY ) by
CCA
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(f) Boxplot of dist(WˆY ,WY ) by
DCS
Figure 4: The above figures are the results of Example 3: the figures in the first row are the
boxplots of dist(WˆX ,WX) obtained by DISCA, CCA, and DCS respectively; the figures in the
second row are the boxplots of dist(WˆY ,WY ) obtained by DISCA, CCA, and DCS respectively.
The x-axis represents N = 50, 100, 150, 200.
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5.3 LA Pollution-Mortality Study (1970-1979)
In this section, we use a real dataset to demonstrate our method. This data was first studied by
Shumway et al. Shumway et al. [1988] in 1988, and was also studied by Iaci et al. [2016]. It
contains 11 series of daily measurements in Los Angeles County from the year 1970 to 1979.
The first three columns are three different kinds of mortality of all deaths of LA residents, LA
nonresidents, and LA residents in other localities; The fourth and fifth columns are two weather
measurements of maximum daily temperature and average relative humidity over five different
monitoring stations; The next six columns are pollutants measurements of the average of their
daily maxima at six monitoring stations. As in Shumway et al. [1988], we use the weekly data
instead of the daily data to perform the analysis. The number of observations is 508.
Mortality (Y)
1. Total Mortality Y1 (tmort)
2. Respiratory Mortality Y2 (rmort)
3. Cardiovascular Mortality Y3 (cmort)
Weather
4. Temperature X1 (temp)
5. Relative HumidityX2 (rh)
Pollutant
6. Carbon MonoxideX3 (co)
7. Sulfur DioxideX4 (so2)
8. Nitrogen DioxideX5 (no2)
9. HydrocarbonsX6 (hycarb)
10. Ozone X7 (o3)
11. Particulates X8 (part)
Table 2: Summary of the LA Pollution-Mortality Data
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Let Y be the vector containing the three different kinds of mortality indices, and X =
(X1, X2, . . . , X8)
T be the weather and pollutant indices as illustrated in Table 2. The aim is
to find the related parts ofX and Y . We applied DISCA on the dataset and get the corresponding
basis ofWX andWY subspaces, U and V . There is no dimension reduction for Y , and the details
of U are summarized in Table 3. Notice that three measurements in X are dominant: hydrocar-
bons, ozone, and the particulates. In fact, if we do varimax rotation for this matrix, we will get a
matrix with the three bold positions being 1 and all the others being 0. From the results we have
the following observations:
dimension temp rh co so2 no2 hycarb o3 part
1 -0.1517 -0.1739 0.1216 -0.0111 0.1381 0.9549 0.0088 -0.0292
2 0.1729 0.0245 -0.2098 -0.2793 -0.1191 0.0662 0.9082 0.0641
3 -0.2504 -0.1255 0.1096 -0.0034 -0.0644 -0.0382 0.0025 0.9507
Table 3: DISCA reduced the 8-dimensional space ofX into a 3-dimensional subspace, with basis
vectors shown as the rows in the above table.
• Not only we can conclude the weather factors such as temperature are not relevant to mor-
tality, but also we can say that the hydrocarbons, ozone, and particulates are three most
influential pollutants related to mortality during the 10-year period.
• Another observation is that although the three different kinds of mortality seem similar, but
as they cannot be reduced to a smaller subspace by projecting Y on some linear subspace,
there may exist complicated relationships among the three and they cannot be simply rep-
resented.
• Compared with the results in Iaci et al. [2016], the results obtained by DISCA is more
explainable as our results show explicitly which three components are important while
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their results are some complicated linear combination of the variables.
6 Conclusion
Aswe discussed above, dimension reduction is an important topic especially when high-dimensional
data arises more often. The previous dimension reduction methods cannot cover all the situa-
tions more or less. In this paper, we propose a new dimension reduction method, DISCA, to
address the issues caused by other methods, and it is strongly encouraged especially when the
dependency structure involving complicated nonlinear relations and non-normal distributions.
Besides, we have the computational advantage over the DCS method in Iaci et al. [2016], as their
method need apply bootstrap to first determine the dimension of bothWX and WY , which leads
to (p−1)(q−1)B times computation (B is the bootstrap times, which is usually large) while our
method only performs once.
Furthermore, we presented the theoretical desirable properties of our method, and guaranteed
the convergence of our algorithm in theory. Our simulation studies strongly support our method
and theory results, from one dimension to multi-dimension reduction, normal to heavy-tailed
distributions, and dimension reduction to no dimension reduction.
In future work, we would like to study the sparsity of DISCA since we the significant direc-
tions obtained from DISCA often has one or two elements that are much larger than the others.
Another potential direction is that the distance error seems to have a distribution pattern, and
studying it might help us to further understand the performance of DISCA as well.
SUPPLEMENTARY MATERIAL
DISCA: The DISCA zip file contains the Matlab code for our method as well as the following
items:
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R-package for DISCA: R-package DISCA containing code to perform the DISCA method de-
scribed in the paper.
LA pollution-mortality data set: Real dataset used in the illustration of DISCA method. (.txt
file)
Appendices
Appendix A Proof of Lemma 2.9
Proof. AsW ′ is a subspace of Rp satisfying (W ′)⊥ ⊂W⊥X ,
W ′ ⊃ WX , andW ′ \WX ⊂W⊥X .
Because P⊥WXX ⊥ Y according to our Assumption 2.7, we know
PW ′\WXX ⊥ Y.
Therefore, based on (3), the minimal value is 0, and u∗ ∈ W ′ \WX ⊂W⊥X .
Apparently u∗ 6∈ (W ′)⊥, which implies that u∗ is not any linear combination of S1. So
(W ′)⊥ ⊂ K1 ⊆W⊥X .
Applying the same strategy to Rq and Y , we will get the similar statement for v∗.
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Appendix B Proof of Lemma 2.12
Proof. Based on the equation (2.18) in Sze´kely et al. [2007], we can get
V2N (Xu,Y) =
1
N2
N∑
i,j=1
|uT (Xi −Xj)||Yi − Yj|q − 2
N3
N∑
i=1
N∑
j=1
N∑
m=1
|uT (Xi −Xj)||Yi − Ym|q
+
1
N2
N∑
i,j=1
|uT (Xi −Xj)| 1
N2
N∑
i,j=1
|Yi − Yj |q
=
1
N2
N∑
i,j=1
|uT (Xi −Xj)|
(
|Yi − Yj|q − 2
N
N∑
m=1
|Yi − Ym|q +
N∑
i,j=1
|Yi − Yj|q
)
=
1
N2
N∑
i,j=1
|uT (Xi −Xj)|
(
|Yi − Yj| − 1
N
N∑
k=1
|Yi − Yk| − 1
N
N∑
k=1
|Yj − Yk|
+
1
N2
N∑
k,l=1
|Yk − Yl|
)
=
1
N2
N∑
i,j=1
gij|uT (Xi −Xj)|
=
1
N2
f(u;X,Y),
where f(u;X,Y) =
N∑
i,j=1
gij|uT (Xi −Xj)|.
From another point of view, as in Definition 2.2, for any two random vectors X ∈ Rp,
Y ∈ Rq, and a pre-specified direction u ∈ Rp,
V2(uTX, Y ) = E [|uT (X −X ′)||Y − Y ′|]− E [|uT (X −X ′)||Y − Y ′′|]
−E [|uT (X −X ′′)||Y − Y ′|]+ E [|uT (X −X ′)|]E [|Y − Y ′|] .
Define
g(X,X ′) = E
[|Y − Y ′| − |Y − Y ′′| − |Y ′ − Y ′′|+ E [|Y − Y ′|] ∣∣X,X ′] . (B.1)
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Then the function V2(uTX, Y ) can be rewritten as
V2(uTX, Y ) = E [g(X,X ′)|uT (X −X ′)|] . (B.2)
Now we consider the sample version. From (B.1), an estimate of g(X,X ′) can be, for given
X = Xi, and X
′ = Xj,
gij = |Yi − Yj| − 1
N
N∑
k=1
|Yi − Yk| − 1
N
N∑
k=1
|Yj − Yk|+ 1
N2
N∑
k,l=1
|Yk − Yl|,
which further gives us an estimate of V2(uTX, Y ).
Note that all gij’s (i, j = 1, · · · , N) can be computed and one can verify the following prop-
erties of gij’s:
1. for any 1 ≤ i 6= j ≤ N , we have gij = gji, i.e., gij’s are symmetric subject to the subscripts
switching;
2. the total sum of gij’s is equal to zero:
N∑
i,j=1
gij = 0.
Apply the definition ofM+ andM−, we have
f(u;X,Y) =
N∑
i,j=1
gij|uT (Xi −Xj)| = 2
N∑
i,j=1,j>i
gij|uT (Xi −Xj)| = 2 (‖M+u‖1 − ‖M−u‖1)
Omitting the constant 1
N2
and 2, we have the equivalent version of Problem 5:
min
u∈Rp
‖M+u‖1 − ‖M−u‖1
subject to: ‖u‖2 = 1.
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Appendix C Proof of Lemma 3.1
Proof. Suppose the statement, u → u∗, as N → ∞ is not true. Then we can select a subse-
quence {uN} such that lim
N→∞
uN = u
′, where u′ 6= argmin{V2(uTX ′, Y ) : u ∈ W ′, ‖u‖2 = 1} .
Therefore,
V2((u′)TX ′, Y ) > V2((u∗)TX ′, Y ). (C.1)
As uN = argmin {‖M+u‖1 − ‖M−u‖1 : u ∈ W ′, ‖u‖2 = 1}, we have
1
N2
(‖M+uN‖1 − ‖M−uN‖1) < 1
N2
(‖M+u∗‖1 − ‖M−u∗‖1) . (C.2)
Because 1
N2
(‖M+uN‖1 − ‖M−uN‖1) is a continuous function,
lim
uN→u′
1
N2
(‖M+uN‖1 − ‖M−uN‖1) = 1
N2
(‖M+u′‖1 − ‖M−u′‖1) . (C.3)
According to Theorem 2.5 and (C.3), let N →∞ on both sides of equation (C.2), we can get
V2((u′)TX ′, Y ) < V2((u∗)TX ′, Y ).
This is a contradiction to (C.1), which implies our assumption is not true. So, u → u∗, as
N →∞.
Appendix D Proof of Theorem 3.3
Proof. Let Uˆ be a basis of the orthogonal complement of WˆX . From Lemma 3.1 we know that
each uˆi in Uˆ is convergent to some unit vector, ui in (WX)
⊥, where U = [u1, u2, . . . ] is the
orthonormal basis of (WX)
⊥.
There exist matrix Uˆ⊥ and U⊥, such that [Uˆ⊥, Uˆ ], [U⊥, U ] are p-by-p orthonormal matrix. It
is easy to see that span(U⊥) is an orthonormal basis ofWX . Then,
dist(WˆX ,WX) = ‖UˆT (U⊥)‖2.
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As Uˆ → U , as N →∞,
lim
N→∞
dist(WˆX ,WX) = ‖UT (U⊥)‖2 = 0.
Appendix E Proof of Theorem 3.4
Proof. Theorem 6 in Sze´kely et al. [2007] shows that
for all 0 < α < 0.215,
lim
N→∞
1− P (i)N ≤ α, and sup
uTX⊥ Y
{
lim
N→∞
1− P (i)N
}
= α.
Let γ = 1− α. The theorem is proved.
Appendix F Proof of Lemma 4.2
Proof. The proof is based on Prof. Udell’s ORIE 6326 slides at Cornell. If f : Rp → R is lower
semi-continuous and convex, we have the following two propositions:
Proposition F.1. g ∈ ∂f(x)⇐⇒ f ∗(g) + f(x) = gTx⇐⇒ x ∈ argmax{gTx− f(x)}.
Proposition F.2. x ∈ ∂f ∗(g)⇐⇒ f ∗(g) + f(x) = gTx⇐⇒ g ∈ argmax{gTx− f ∗(g)}.
Then we can see that x ∈ ∂f ∗(g)⇐⇒ x ∈ argmax{gTx − f(x)}, which is what we want to
prove.
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F.1 Proof of Proposition F.1
Proof. If f ∗(g) + f(x) = gTx,
f ∗(g) = sup
y
{gTy − f(y)} ≥ gTy − f(y), ∀y.
Then,
f(y) ≥ gTy − f ∗(g) = gTy − (gTx− f(x)) = gT (y − x) + f(x), ∀y.
If g ∈ ∂f(x),
f(y) ≥ gT (y − x) + f(x), ∀y.⇐⇒ gTx− f(x) ≥ gTy − f(y), ∀y.
gTx− f(x) = sup
y
{gTx− f(x)} ≥ sup
y
{gTy − f(y)} = f ∗(g).
Because f ∗(g) ≥ gTx− f(x) by definition,
f ∗(g) + f(x) = gTx.
So, g ∈ ∂f(x)⇐⇒ f ∗(g) + f(x) = gTx. As f ∗(g) = sup
y
{gTy − f(y)} by definition,
f ∗(g) = gTx− f(x)⇐⇒ x ∈ argmax{gTx− f(x)}.
Above all, we have
g ∈ ∂f(x) ⇐⇒ f ∗(g) + f(x) = gTx⇐⇒ x ∈ argmax{gTx− f(x)}.
F.2 Proof of Proposition F.2
Proof. Since f(x) = sup{xT g− f ∗(g) : g ∈ Rp}, by using the same implications in Proposition
F.1 for f ∗, we can get the conclusion.
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Appendix G Proof of Lemma 4.3
Proof. From (10), we know
ul+1 = argminLρ(u, zl, vl)
= argmin
{
ξ
2
uTu− yTk u+ ‖zl‖1 + vTl (M+u− zl) +
ρ
2
‖M+u− zl‖22
}
= argmin
{
ξ
2
uTu− yTk u+ vTl M+u+
ρ
2
‖M+u− zl‖22
}
= argmin
{
ξ
2
uTu− yTk u+ vTl M+u+
ρ
2
(
uTMT+M+u− 2zTl M+u
)}
= argmin
{
uT
(
ξ
2
Ip +
ρ
2
MT+M+
)
u+
(
MT+vl − yk − ρMT+zl
)T
u
}
.
This is a quadratic programming problem, so the minimization is achieved when the following
condition is satisfied:
0 = 2
(
ξ
2
Ip +
ρ
2
MT+M+
)
ul+1 +
(
MT+vl − yk − ρMT+zl
)
.
By solving the above equation, we can get
ul+1 =
(
ξIp + ρM
T
+M+
)−1 (
yk +M
T
+(ρzl − vl)
)
.
Again according to (10), we know
zl+1 = argminLρ(ul+1, z, vl)
= argmin
{
ξ
2
uTl+1ul+1 + ‖z‖1 − yTk ul+1 + vTl (Nul+1 − z) +
ρ
2
‖M+ul+1 − z‖22
}
= argmin
{ρ
2
zT z − (vl + ρM+ul+1)T z + ‖z‖1
}
.
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This is also a quadratic programming problem, so it is minimized when the following condition
is achieved:
0 = 2
ρ
2
zl+1 − (vl + ρM+ul+1) + ∂‖zl+1‖1
= ρzl+1 + ∂‖zl+1‖1 − (vl + ρM+ul+1).
If we define the soft thresholding operator as S(x, r) ∈ Rp,
(S(x, r))i = sgn(xi)max{|xi| − r, 0}.
Then,
zl+1 = S(
1
ρ
vl +M+ul+1,
1
ρ
).
Appendix H Proof of Lemma 4.4
Proof.
L(uk)− L(uk+1)
=
ξ
2
(uTk uk − uTk+1uk+1) + (ξ − ψ)(‖uk+1‖2 − ‖uk‖2)
+‖M+uk‖1 − ‖M+uk+1‖1 + ‖M−uk+1‖1 − ‖M−uk‖1
=
ξ
2
‖uk+1 − uk‖22 + ξ〈uk − uk+1, uk+1〉+ (ξ − ψ)(‖uk+1‖2 − ‖uk‖2)
+‖M+uk‖1 − ‖M+uk+1‖1 + ‖M−uk+1‖1 − ‖M−uk‖1.
Because uk+1 is the solution of min{ ξ2uTu+ ‖M+u‖1 − yTk u},
ξuk+1 +M
T
+∂‖M+uk+1‖1 − yk = 0.
Multiplied by (uk − uk+1)T ,
ξ〈uk − uk+1, uk+1〉+ 〈uk − uk+1,MT+∂‖M+uk+1‖1〉 − 〈uk − uk+1, yk〉 = 0.
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Then,
ξ〈uk − uk+1, uk+1〉 = − (∂‖M+uk+1‖1)T M+uk + ‖M+uk+1‖1 + 〈uk − uk+1, yk〉.
So,
L(uk)− L(uk+1)
=
ξ
2
‖uk+1 − uk‖22 − (∂‖M+uk+1‖1)T M+uk + ‖M+uk+1‖1 + 〈uk − uk+1, yk〉
+(ξ − ψ)(‖uk+1‖2 − ‖uk‖2) + ‖M+uk‖1 − ‖M+uk+1‖1 + ‖M−uk+1‖1 − ‖M−uk‖1
=
ξ
2
‖uk+1 − uk‖22 +
(
‖M+uk‖1 − (∂‖M+uk+1‖1)T M+uk
)
+ (‖M−uk+1‖1 + (ξ − ψ)‖uk+1‖2)
− (‖M−uk‖1 + (ξ − ψ)‖uk‖2)− 〈uk+1 − uk, yk〉.
As ‖M+uk‖1 ≥ (∂‖M+uk+1‖1)T M+uk,
L(uk)− L(uk+1) ≥ ξ
2
‖uk+1 − uk‖22 + (‖M−uk+1‖1 + (ξ − ψ)‖uk+1‖2)
− (‖M−uk‖1 + (ξ − ψ)‖uk‖2)− 〈uk+1 − uk, yk〉.
Since yk ∈ ∂h(uk),
h(uk+1)− h(uk) ≥ yTk (uk+1 − uk),
which is equivalent to
(‖M−uk+1‖1 + (ξ − ψ)‖uk+1‖2)− (‖M−uk‖1 + (ξ − ψ)‖uk‖2)− 〈uk+1 − uk, yk〉 ≥ 0.
Therefore,
L(uk)− L(uk+1) ≥ ξ
2
‖uk+1 − uk‖22 ≥ 0.
Appendix I Proof of Theorem 4.5
Proof. 1. As
L(u;ψ, ξ) =
(
ξ
2
uTu+ ‖M+u‖1
)
− (‖M−u‖1 + (ξ − ψ)‖u‖2) + ξ
2
− ψ,
we know that L(u) → ∞ as ‖u‖2 → ∞, because the quadratic term dominates the value
of L(u;α).
Then for any u0 ∈ Rp, the set {u ∈ Rp : L(u) ≤ L(u0)} is bounded.
L(uk) is also a non-increasing sequence according to Lemma 4.4, which indicates that for
any given initial point u0,
{uk} ⊂ {u ∈ Rp : L(u) ≤ L(u0)}
is bounded.
As {L(uk)} is bounded and also monotonically decreasing, {L(uk)} is convergent. Then,
L(uk)− L(uk+1)→ 0 as k → 0.
From Lemma 4.4 we know
L(uk)− L(uk+1) ≥ ξ
2
‖uk+1 − uk‖22 ≥ 0,
so
‖uk+1 − uk‖2 → 0 as k → +∞.
2. Let {ukj} be a subsequence of {uk} converging to u∗ 6= 0.
We know from our algorithm that
0 ∈ξukj +MT+∂‖M+ukj‖1 − ykj
=ξukj +M
T
+∂‖M+ukj‖1 −MT−∂‖M−ukj‖1 − (ξ − ψ)
ukj−1
‖ukj−1‖2
.
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As ukj → u∗ as k →∞,
0 ∈MT+∂‖M+u∗‖1 −MT−∂‖M−u∗‖1 + ξu∗ − (ξ − ψ)
u∗
‖u∗‖2 .
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