ABSTRACT The nonlinear characteristics of wind power series and random fluctuation characteristics of wind resources have a harmful effect on stability of wind power prediction. This paper proposes a novel hybrid wind power short-term prediction model for improving precision and stability of wind power prediction. Firstly, the non-stationary wind power time series is decomposed by complete ensemble empirical mode decomposition -Lempel-Ziv complexity (CEEMD-LZC). Secondly, local linear embedding (LLE) is used to reduce the dimension of meteorological data with maintaining the essential structure of meteorological data. The integrated meteorological data predigested by LLE are treated as input of the prediction model. Finally, ant lion optimization (ALO) is utilized to optimize the weights and biases of extreme learning machine (ELM) network nodes to improve ELM prediction performance. The results of case studies show that the proposed model has a good forecasting effect and is more advantageous in 48h-ahead wind power forecasting.
I. INTRODUCTION
In order to solve the burden of frequency modulation, voltage regulation and dispatch operation caused by random fluctuation of wind power, it is necessary to accurately predict the output of a wind farm [1] , [2] .
At present, scholars in various countries put forward a variety of methods for the prediction of wind power. In general, these methods are mainly split into statistical models, physical models considering meteorological information and topographic factors, and mixed prediction models [3] , [4] . The purpose of the statistical model is to predict the future wind power trend by analyzing the information correlation of historical data [5] , [6] . Safari et al. [7] compared the predictive effect of direct approaches with that of indirect approaches. Through the comparison, it was found that the predictive accuracy of direct approaches was higher than that of indirect approaches. The advent of artificial intelligence further promotes the development of wind power prediction
The associate editor coordinating the review of this article and approving it for publication was Mingjian Cui. field [8] . Hu et al. [9] found that short-term wind speed has heteroscedasticity. For this reason, the optimal loss function of heteroscedastic regression was deduced and a new v-SVR framework was proposed. A stochastic gradient descent (SGD) method was introduced to train the model online, and the effectiveness of the model was verified by the results of wind speed and wind force prediction. In [10] , wind power ramp prediction was studied on the basis of wind power prediction based on machine learning model. In [11] , in order to solve the planning problem of wind energy, random forest was applied to wind energy prediction. In [12] , wind series characteristics and local meteorological information of several wind farms in the United States were analyzed. The wind power prediction was conducted based on multiple machine learning models and weather information. The predictability of wind power farm output was primely characterized by wind series characteristics, it provided an important reference for various wind energy projects. In [13] , a hybrid deep learning neural network was proposed. The convolution neural network was used to extract the important information of wind power, and the double Gaussian function was used to solve the uncertainty modeling problem of radial basis function neural network. Then the two networks were cascaded to predict wind power. The hybrid model can generally solve the shortcomings of a single model [4] . Yang and Wang [15] decomposed the wind speed by CEEMD, and then improved the BP neural network by combining Broyden family and wind drive optimization. The experimental results showed that the approaches can improve the prediction accuracy. Shi et al. [16] proposed a hybrid forecasting model combining LSSVM and RBFNN. Firstly, the characteristics of wind speed distribution were analyzed, and a weight database was established based on the principle of wind speed frequency similarity. Then, according to the wind speed forecasting value, the weight of the two models was extracted from the weight database. Finally, the hybrid model was used for forecasting. Wu et al. [17] combined hierarchical theory with three machine learning models and proposed a hierarchical hybrid model for prediction.
Since wind power data itself has the characteristics of random fluctuation, non-linearity and non-stationarity, the prediction with frequency division after decomposition of wind power data can increase the prediction accuracy. Niu et al. [18] firstly used the wavelet decomposition to reduce the noise of wind power and wind speed series, and then used the weighted random forest optimized by the Niche Immune lion algorithm for prediction. An et al. [19] used the empirical mode decomposition (EMD) to decompose wind power data, and then largest Lyapunov exponential prediction method and grey prediction model were utilized to predict the each component decomposed by EMD. Wang et al. [20] employed the ensemble empirical mode decomposition (EEMD) and the sample entropy (SE) to decompose wind power sequence into several subsequences. Then a full parameter continued fraction model was established for the prediction of each subsequences. The results showed that the proposed prediction model improves the predictability of wind power sequence.
In fact, wavelet decomposition has a general effect on the analysis of non-linear sequences, and may cause the loss of details of high-frequency components. EMD is more suitable for non-linear analysis than wavelet decomposition, but the orthogonality of each component is deficient. For this reason, EEMD applies white noise in restraining the mutation of extreme points, and improves the decomposition accuracy. However, EEMD is an incomplete decomposition method, CEEMD inherits the advantages of EEMD in suppressing modal aliasing, and also reduces the computational complexity due to the residual noise of the reconstructed sequence.
Data dimension is a major factor affecting the prediction model. The introduction of a dimensionality reduction algorithm in the prediction model can greatly improve computing efficiency. In [21] , a hybrid model for wind speed prediction, which include back propagation neural networks (BPNN), improved particle swarm optimization and Lorenz disturbance was established. The principal components of meteorological data obtained by the principal component analysis (PCA) were treated as input of the model. The result illustrated the model can effectively improve the prediction accuracy. García-Martos and Sánchez [22] proposed a dynamic factor analysis method to reduce the dimension of multi-dimensional vector composed of the hourly wind power series in two different areas of Denmark, and then the VARIMA model was used to predict the mid-term wind power. Elattar [23] reconstructed the phase space of wind power series, extracted the kernel principal components of phase space by Kernel PCA (KPCA), and finally used the improved generalized regression neural network to predict. Feng et al. [24] . constructed a depth feature selection system, including PCA, Granger operation test, autocorrelation and partial autocorrelation analysis and recursive feature elimination to determine the input vector of the prediction model. Prediction models with two-layer algorithm including artificial neural network (ANN), support vector regression (SVR), gradient boosted machine (GBM) and random forest (RF) regression were adopted to carry out deterministic prediction and probability prediction with these models. The wind prediction algorithm proposed brought benefits to the power industry. Liu and Chen [25] introduced various data decomposition, dimensionality reduction and data correction technologies, and discussed about these methods in detail.
When the intrinsic structure of meteorological data is distorted in high-dimensional space, PCA can not achieve a good effect of dimensionality reduction. Also, factor analysis (FA), as a linear dimensionality reduction technique, is not able to reflect the intrinsic structure of non-linear data sets. The introduction of kernels into KPCA increases the computational complexity of the model, and the selection of kernels will affect the effect of KPCA. This paper presents a hybrid wind power prediction model based on CEMD-LLE-IELM. The work and innovations are as follows:
(1) CEEMD is used to overcome the modal aliasing phenomenon of EMD and the residual noise of EEMD. As a further data decomposition method, CEEMD-LZC can decompose wind power data into several stationary, hierarchical and independent subsequences. This method does not rely on pre-set parameters for adaptive decomposition, but also overcomes the problem of EMD modal aliasing phenomenon, and further improves the analysis effect of wind power data.
(2) Local linear embedding (LLE) technology is used to protect the internal structure of high-dimensional meteorological data effectively, and to reduce the dimension of data and the complexity of modeling.
(3) An improved extreme learning machine (IELM) is proposed. ELM is a new single hidden layer feedforward neural network (SLFN), it does not need to adjust the hidden layer, and there is no iterative learning mechanism. It has superior learning efficiency, good generalization performance and the ability to deal with the regression fitting problem of non-linear data efficiently. The ant lion optimization algorithm can optimize the disadvantages of node instability VOLUME 7, 2019 caused by randomly given weights and biases of ELM hidden layer.
The remainder of the paper is structured as follows. Section II introduces the principle of CEEMD and Lempel-Ziv complexity. Section III gives the description of LLE and discusses the selection of related parameters. Section IV establishes the IELM wind power forecasting model. Case studies and the comparison with the results of other methods are presented in Section V. The paper is summarized in Section VI. [26] .
II. CEEMD-LZC METHOD
In order to solve the problems caused by the coupling between components, EEMD adds white noise signal to the original signal, and the signal components of different scales are automatically allocated to the appropriate reference scale. Consequently, the modal aliasing issue is settled [27] . EEMD will retain noise during decomposition, while CEEMD adds positive and negative white noise sets to EEMD method to generate two sets of signal sets, and the final IMF component is the average of all corresponding IMF components. Therefore, the decomposition has better performance in noise elimination and higher computational efficiency [28] . The brief steps of CEEMD are as follows:
(1) A pair of positive and negative white noise is added to the original time series data.
(2) The EMD method is used to decompose the signals to obtain a series of independent periodic IMFs, and the average value of all IMFs is calculated to obtain the first IMF component. The calculation of first IMF C 1 (t) is as follows:
The operator E j (·) denotes the generation of the j-th mode of EMD (3) The first residual formula is as follows:
(4) The second IMF formula is as follows:
where m and n are sampling points of signals and satisfy 1 ≤ m ≤ n.
(5) The k-th residual formula is as follows:
(6) The (k + 1) -th IMF formula is as follows:
(7) Repeat steps 5-6 to extract each IMF until the residual approximates the monotone function. The final residual is:
The original signal x(t) can be written as:
The above procedures show that CEEMD is a complete decomposition method. The original signal is well reconstructed with elimination of the residual noise. Meanwhile, CEEMD has less computational complexity and achieves a good spectrum separation effect with fewer iterations.
B. LEMPEL-ZIV COMPLEXITY
For nonlinear data analysis, Lempel-Ziv complexity is an effective instrument for evaluating the randomness of wind power series. The larger the value of Lempel-Ziv complexity is, the more random the wind power sequence is. Depending on the value of Lempel-Ziv complexity of each IMF, a relatively stable new subsequence is obtained by superimposing IMF combinations with approximative Lempel-Ziv complexity. It enhances the predictability of the sequence and reduces the computational scale of the model.
Firstly, the wind power sequence of length d is symbolized. When an element in the sequence is greater than the average of a sequence, it takes 1; otherwise, it takes 0, then obtaining the symbol sequence. Starting from the first number of the symbol sequence, the sequence is treated as an array in its own right when a subsequence does not appear before. Each array consists of the first and the tail, the first is a subsequence that has appeared before, and the tail is a new bit of data of the symbol sequence. The first and the tail form a new array, which ensures that each acquisition is the shortest and has not appeared before. The detailed calculation steps of Lempel-Ziv complexity can be found in [29] . The normalized Lempel-Ziv complexity value is:
where c(d) denotes the Lempel-Ziv complexity. The Lempel-Ziv complexity is normalized to solve the effect of sequence length on the calculation results. Let the wind power sequence be decomposed by CEEMD, and some IMFs are obtained. The i-th IMF is expressed as c i (t),the residual item is expressed as r(t). The Lempel-Ziv complexity of each IMF is calculated, and IMFs and the residual item are reconstructed according to the calculation results.
III. DATA DIMENSIONALITY REDUCTION BASED ON LLE A. LOCAL LINEAR EMBEDDING
With the increasing and upgrading of meteorological data acquisition devices, a large number of data are conducive to the description of wind power characteristics.
However, the strong correlation among multi-dimensional data increases the difficulty of model building. If these data are served as input of a wind power prediction model at the same time, the generality of the model will be lowered. High-dimensional data will lead to dimension disaster, and the high computational complexity caused by high-dimensional data is not conducive to practical wind applications. PCA has been extensively used in data dimensionality reduction, but when the data are essentially non-linear distribution. And PCA may not achieve the best dimensionality reduction effect. LLE, as a non-linear dimensionality reduction method based on manifold learning, can find the low-dimensional manifold structure by keeping the neighborhood reconstruction coefficient of the input data points. It can well protect the main properties and essential structure of the data. LLE can reduce the computational complexity, interference noise and the risk of over-fitting. In addition, it can improve the flexibility and reversibility of computation. The application steps of LLE in wind power forecasting are briefly introduced as follows [30] :
(1) Given N sets of D-dimensional meteorological data.., where
(2) LLE obtains the k-nearest neighbor set of each data point x i according to the Euclidean distance between each two data points in the high-dimensional space.
(3) For each data point (i = 1, 2, . . . , N), LLE obtains the reconstruction weight matrix W of high-dimensional meteorological data by minimizing the reconstruction error according to the contribution ω ij of k-nearest neighbor data point x i to the reconstruction data point. The reconstruction error is as follows:
(4) LLE minimizes the following loss function in order to keep the internal properties of low-dimensional embedding
Under the constraints of 
B. PARAMETER SELECTION STRATEGY
The two important parameters in LLE are the target dimension and the parameter k. The target dimension can be determined by the correlation dimension in the fractal theory, and the correlation dimension is usually explained by the correlation integral C(λ, δ) [31] . C(λ, δ) indicates the proportion of the distance between each two data points less than a given scale δ in D-dimensional meteorological data. It can also be understood as the probability of data points falling into the hypersphere of scale radius δ. Its expression is as follows:
where ||X i − X j || denotes the 2-norms of X i and X j , I (·) represents the unit step function, λ is the number of meteorological data points.
In practical engineering applications, a curve log C(n, δ)-log δ is usually drawn. The slope of linear segment of the curve is used as the correlation dimension of multi-dimensional meteorological data. Let δ 1 and δ 2 are two points in the linear segment of the curve, the calculation method of the correlation dimension D cor is as follows.
The key of the correlation dimension estimation lies in the selection of linear segment of the curve. In general, the linearity of the middle part of the curve is better than that of the front and back parts, and it has higher linearity. Usually, the point of this part is selected for line fitting, which is helpful to decrease the amount of calculation and improve the accuracy of correlation dimension estimation. Finally, the correlation dimension is taken as the target dimension of LLE.
In order to prevent the destruction of high-dimensional spatial structure, the selection of k value is particularly important. Generally, the dimensionality reduction effect of high-dimensional data in embedded space can be reflected by defining residual function. The formula is as follows [32] :
where ρ is a linear correlation coefficient, D X and D Y are Euclidean distance matrices of X , Y respectively. The lower the residual function is, the higher the mapping quality from X to Y is. Choosing the appropriate neighbor k is helpful to improve the performance of the model, and the smaller the reconstruction error ε is, the better the dimensionality reduction effect is. ε can be seen as a function of k.
But there are several smaller values for ε(k). At this time, the residual function of all candidate values needs to be calculated, and the minimum value of residuals function ε(k) corresponds to the optimal value k opt .
IV. IMPROVING EXTREME LEARNING MACHINE
A. EXTREME LEARNING MACHINE ELM can capture the relationship between meteorological data and wind power very well, and it does not need to set a large number of network super-parameters. Furthermore, ELM can overcome the shortcomings of traditional network, which is sensitive to the parameters, reduces the uncertainty in the training process, and improves the calculation speed while ensuring the accuracy [33] .
Given N different training samples (x i , t i ), where
∈ R q is historical wind power data. Let the number of nodes in the input layer, the hidden layer and the output layer of the network be n, l and m, respectively. The activation function of the neurons in the hidden layer is g(x i ). The output of the network is as follows:
where
is the input weight vector; 
where H is the output matrix of the hidden layer in the following form:
However, when n is large, in order to reduce the computational complexity, l < p is usually set, and the minimum training error in the output weight needs to be standardized. β can be obtained by solving the Least-Squares solutions of the following equations:
The solution is as follows:
where H + is the Moore-Penrose generalized inverse of H .
B. ANT LION ALGORITHM
Because the ω and b of ELM are given randomly, if not adjusted, it may weaken the function of some hidden layer nodes and reduce the stability of ELM. In this paper, ALO algorithm is used to improve ELM. The ALO algorithm is built on the predation mechanism of antlions. Antlions build a trap in the sand and places itself in the center of the trap. When a random ant falls into the trap, the antlion throws sand to prevent the ant from escaping. Finally, the ant slides into the center of the trap and is caught by the antlion. Roulette betting and ant random walk can eliminate local optimum. This section gives the mathematical model of ALO algorithm [34] .
The mathematical expression of ant's random walk behavior is as follows: (19) where cumsum denotes the cumulative position of ants, α is the maximum number of iteration, t is the current number of iterations, r(t) is a random function, as follows:
where rand denotes random numbers between 0 and 1. The position of ants in random walk was normalized:
where a i and b i are the maximum and minimum values of array X (t); c t i and d t i are the upper and lower bounds of all individuals of the ants in the t-th iteration of the i-th dimension space, respectively.
Ants' random walk in search space is constrained by antlion trap. The mathematical equation is as follows: When ants try to escape from the trap, the antlion throw sand at the edge of the trap, pushing the ants into the trap center by quicksand. The mathematical expression is as follows: (25) where t denotes the current iteration number, and T g denotes the maximum number of iterations, w is constant. w can increase the speed of ant sliding into trap as iteration proceeds. The formula is as follows:
In the iteration process, the elite will be stored. At the same time, the roulette wheel is used to select an antlion. Combining the two antlians to update the position of the ant. The expression is as follows:
where R t A and R t E are the position of ants random walk around the selected antlion and random walk around the elite respectively in the t-th iteration.
The formula for updating the position of the antlion after catching the ant is as follows:
where EAntlion t i is the elite in the current position. If the fitness of the captured ant is better than that of the antlion, the antlion updates its position to that of the ant in order to enhance the next hunting opportunity.
Because some values may be zero when the initial weights and biases of ELM are given randomly, the output matrix of the hidden layer is not full rank to invalidate some hidden layer nodes. Thus, ALO is used to optimize the initial weights and biases of the ELM. ALO can improve the utilization efficiency of the hidden layer nodes and enhance the prediction stability and prediction ability. The fitness function of ALO optimization is as follows:
where n is the number of output nodes, y i and o i are the actual output and expected output of the i-th node, respectively. The implementation steps of IELM algorithm are as follows:
Step 1: Initialize IELM parameters and generate the population of ants and antlions.
Step 2: Normalize sample data, construct training /testing sample data set, and calculate the output weights. Then evaluate the fitness value of each ant and antlion, searching for the elite EAntlion at present.
Step 3: Select antlion by roulette wheel, and combine the elite to update the ant's position.
Step 4: Readjust the position of the elite according to the comparison between the updated ant and the current elite.
Step 5: When the iteration is over or the ending criteria is achieved, output the results, and establish the mapping relationship between the optimal weights and biases of ELM and. Otherwise, go back to step 2 and continue the iteration.
Step 6: The weights and biases corresponding to the global optimal position are taken as ELM parameters, and the IELM wind power prediction model is established.
V. CASE STUDIES
The flowchart of the algorithm is shown in Fig. 1 .
In this paper, the wind power data of a certain wind farm in the East China from March 2015 to May 2015 are selected. The total amount of data is 2208 with a sampling interval of 1 hour. The proposed model is used to predict 48h-ahead wind power. The 48 data points on the last two days of dataset are used as the test set, and the data of previous 90 days are used as the training sample set. The installed capacity of the wind farm is 300MW.
The algorithm used in this paper is implemented by MATLAB. The computer used in this work has an Intel Core i5-4590 processor, CPU @3.40 GHz and 4.0 GB of random access memory (RAM) installed. In this paper, normalized root mean square error (nRMSE), normalized mean absolute error (nMAE) and related coefficient (R) are selected to measure the prediction accuracy which are defined as follows:
where P mi is the actual power of period i; P pi is the predicted power of period i; C i is the total installed capacity of period i; n is the number of sampling points; P m is the average value of the actual power, P p is the average value of the predicted power sample. VOLUME 7, 2019 FIGURE 2. Decomposition of wind power by CEEMD.
A. PROCESSING OF WIND POWER DATA
The wind power data is decomposed by CEEMD into a series of IMF components with different characteristic scales, and then, the normalized Lempel-Ziv complexity C LC (d) of each IMF component is calculated. Adding white noise with a standard deviation of 0.2 and realization numbers of 200, the decomposition results based on CEEMD are shown in Fig. 2 . The normalized Lempel-Ziv complexity C LC (d) of each IMF component is calculated according to the method in section II.B. According to Fig. 3 , it can be seen that the C LC (d) value of IMF1 is the highest, so the IMF 1 are set as RCI. Since the C LC (d) value difference between IMF 2 and IMF 3 is about 0.1, they can be set as RCII. The C LC (d) value difference between IMF 4 and IMF 5 is about 0.2, so they can be set as RCIII. The C LC (d) value difference between IMF 6 ∼ IMF9+ r is less than 0.1, so they can be superposed to represent RCIV. The reconstitution of IMFs results are shown in Fig. 4 . 
B. DIMENSIONAL REDUCTION OF METEOROLOGICAL DATA
The historical meteorological parameters selected in this paper are the sine value of wind direction, the cosine value of wind direction, wind speed, temperature, humidity, air pressure, precipitation and air density of the dataset.
Because of the correlation among the input meteorological data, there will be information overlap among the data, which will increase the difficulty of model training and reduce the adaptability of the model to new samples. Therefore, LLE is used to decrease the dimension of meteorological data. Finally, the integrated meteorological data after dimensionality reduction is used as the input of IELM to predict the future output power in a short term. Firstly, the target dimension of meteorological data based on LLE is estimated and the curve log C(λ, δ) − log δ is drawn, as shown in Fig. 5 .
The probability of data points falling into the hypersphere is small when method δ is small. Hence, it can be seen from Fig.5 that the curve is greatly affected by the changes of data points with relatively obvious fluctuations in the front of the curve. With the increase of δ, the number of data points falling on the hypersphere increases gradually. For this reason, a small change of data points will not cause curve deformation. Therefore, the linearity in the middle of the curve is the highest. When δ increases to a certain extent, the distribution of data points in the hypersphere tends to be saturated. Finally, the rear of the curve tends to be stabilized.
Two points δ 1 and δ 2 of the linear segment are selected. The target dimension of meteorological data based on LLE is calculated by formula (11), the result is 4. After determining the target dimension, the neighbor k is determined to be 18 as described in Section 2.2.
C. WIND POWER PREDICTION BASED ON IELM METHOD
The wind power series decomposed by CEEMD-LCZ and the integrated meteorological data obtained by LLE dimensionality reduction are taken as samples to establish the wind power prediction model. The ELM structure is determined to be 4-21-1 based on the previous analysis. Wind power and integrated meteorological data from March 1 to May 29 are used as training samples, and from May 30 to May 31 are used as test samples for 48h-ahead prediction.
In order to verify the effectiveness of the hybrid model, nine models, i.e., BPNN, ELM, IELM, LLE-ELM, WD-LLE-ILLE, CEEMD-LLE-ELM, EMD-LLE-IELM, EEMD-LLE-IELM, CEEMD-PCA-IELM, CEMD-LLE-IELM and CEEMD-LZC-LLE-IELM are compared and analyzed.
Firstly, the prediction performance of IELM is validated. From Fig.6 , it can be observed that the BPNN model and ELM model based on the original data have poor prediction effect on wind power. Compared with the ELM prediction curve, IELM prediction curve can describe the trend of wind power series better, which fully shows that ALO algorithm can improve the prediction performance of ELM. At the same time, the prediction results of LLE-IELM are obviously better than those of LLE-ELM, which also confirms the optimization effect of ALO on ELM.
Secondly, the prediction effect of LLE-IELM is verified. From Fig. 6 , it can be seen that the curve trend predicted by LLE-IELM model is more in line with the original wind power series, and the numerical results are closer to the actual values than those predicted by two single models, which fully shows that LLE can improve the prediction performance of ELM.
Finally, the effect of CEEMD-LZC is validated. In Fig. 6 , the prediction curve of LLE-IELM model can describe the trend of wind power series well. However, the prediction result is closer to the actual power curve after the wind power sequence is decomposed by CEEMD-LZC. The prediction result of CEEMD-LZC-LLE-IELM shows that the randomness of wind power series prediction is weakened by CEEMD-LZC.
The normalized root mean square error (nRMSE), normalized mean absolute error (nMAE) and related coefficient (R) are used to evaluate the prediction results. From Table 1 and Fig. 7 , it can be seen that:
(a) Three error evaluation indicators of CEEMD-LZC-LLE-IELM are superior to the other ten models, which show that the idea of decomposition and dimensionality reduction can effectively improve the prediction ability of the model.
(b) Compared with WD-LLE-ILLE model, EMD-LLE-IELM model and EEMD-LLE-IELM model, the nRMSE and nMAE of CEEMD-LLE-IELM decrease significantly, while the R are improved, which shows that CEEMD method has better completeness, and can effectively reduce the reconstruction error of wind power sequence and improve the prediction accuracy. And the performance of these three models are better than LLE-IELM, which confirms the superiority of signal decomposition method in dealing with non-linear and non-stationary time series. Futhermore, the performance of CEEMD-LZC-LLE-IELM gains an advantage over all other methods. It indicates that stabilization pretreatment of sequences by CEEMD-LZC can commendably improve the prediction accuracy.
(c) The prediction performance of LLE-IELM model is better than that of IELM model. It shows that LLE can reduce the dimension of meteorological data, simplify the prediction structure and improve the prediction efficiency. The error evaluation indicators of CEEMD-LLE-IELM are better than those of CEEMD-PCA-IELM, which indicates that LLE is better than PCA in dealing with multi-dimensional meteorological data.
(d) CEEMD-LLE-IELM model is a further optimization of CEEMD-LLE-ELM model, and error evaluation indicators are all more excellent than all other models. It shows that the robust global optimization ability of ALO algorithm can enhance the prediction performance of the model. The comparison of error evaluation indicators between IELM model and ELM also confirms this point of view.
VI. CONCLUSION
In this paper, the LLE-IELM wind power prediction model based on CEEMD-LCZ is proposed. Firstly, the wind power sequence is decomposed by CEEMD to generate some IMF components and remainder. Then they are reconstructed according to Lempel-Ziv complexity to obtain relatively stable sequences, which overcomes the disadvantage of unstable prediction model caused by random fluctuation of wind power sequence itself. Secondly, the meteorological factors affecting wind power are analyzed by LLE, the main information is extracted to reduce the complexity of the model. Finally, the ELM is optimized by ALO and the CEEMD-LLE-IELM model is established. We take the integrated meteorological data by LLE as input of the model to predict wind power. The results show that CEEMD-LLE-IELM effectively solves the problem that the output matrix of the hidden layer is not full rank, and avoids the influence of randomness of node data on the stability of prediction model. Compared with ELM, LLE-ELM and LLE-IELM have significant advantages in fitting effect and training efficiency, and can improve the accuracy of wind power prediction.
The hybrid model has obvious advantages in short-term wind power forecasting. Its key thoughts are the decomposition of wind power sequence and the dimensionality reduction of meteorological data. By processing the two most important datasets in short-term wind power forecasting, the problems of the randomness of wind power sequence and the complexity of model structure are overcome. Then the ELM optimized by intelligent algorithm is utilized to predict, which makes the prediction result more stable and reliable.
Based on the beneficial effects of the proposed model, we will improve it in future research from the following aspects: (1) As a new dimensionality reduction method, there is still room for further improvement in the selection of local reconstruction weight coefficient of LLE. (2) In addition to meteorological factors, wind farm internal layout and power system dispatching decision-making will also affect the accuracy of wind power prediction, and these factors will be considered in future research.
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