Radiation Dosimetry

Introduction
Interest in the measurement or determination of absorbed dose, dose equivalent, linear energy transfer, quality factor, absorbed dose index, and dose equivalent index due to high energy radiations arises in a variety of circumstances, such as: (1) radiation protection surveys around high energy accelerators;
(2) protection surveys in supersonic aircraft used for transport; (3) protection, as well as scientific surveys and studies, related to space exploration; (4) physics, chemistry, radiobiology and other research using high energy accelerators; (5) environmental studies; and (6) therapeutic applications of high energy radiations.
The basic data contained in this document may be useful in all of these circumstances. The parameters of interest and accuracy required in measurements vary considerably depending upon the intended application of the results. In research and therapy, one usually requires information on either absorbed dose and LET, or particle fluence and energy; an accuracy in the range of 5 percent for therapeutic and radiobiological applications is desired. In protection surveys, information on the dose equivalent index, H 1 , is required. In most cases, an uncertainty of 50 percent in the assessment of the upper limits of an annual dose equivalent is acceptable when the level exceeds 2 rem, and below this level an uncertainty of 1 rem is acceptable (ICRP, 1969) . The determination of the dose equivalent index is discussed in ICRU Report 25 (ICRU 1976b) .
Dosimetry for Radiation Protection
The choice of instrumentation for high-energy radiation protection dosimetry depends very much upon the environment in which the measurement is made and how the information will be used. Generally, one might consider three classes of environment: accelerator, high altitude supersonic transport (SST), and outer space (say, beyond 30 kilometers altitude). The accelerator environment will differ in many important respects from the other two. For example, the principle types of radiation encountered depend upon the type of accelerator (e.g., electron, proton, or heavy ion) and its energy. Also, the acceleratorproduced radiations are often produced in pulses 42 with durations from nanoseconds to seconds. SST and outer space radiation intensities are much more uniform in time.
Since accelerator sources are generally well shielded, one usually encounters primarily penetrating radiations such as neutrons, photons, and muons in their environment; whereas, in outer space, the radiation field is primarily a charged particle fluence of electrons, protons, and heavier ions. SST environments fall between these two extremes, due to the partial shielding provided by the atmosphere. As a result, the appropriate dosimetry system near accelerators frequently must provide for a determination of neutron-and gamma-produced absorbed dose and dose equivalent; whereas, outer space dosimetry must provide information on these quantities as produced by charged particles as well. SST requirements again tend to fall between these two limits.
As illustrated in Figure 2 .15 of Section 2, the radiation field near a high-energy accelerator may consist of a mixture of high-energy leptons, photons, and hadrons. A complete description of the field in terms of its particle fluence and energy spectra is extremely difficult. For this reason, dosimetry usually involves a combination of measurements of absorbed dose, depth-dose, LET spectra, neutron fluences, or dose equivalent using mixed radiation dose equivalent or neutron dose equivalent meters. Since an extensive review of measurement techniques was included in ICRU Report 20 (ICRU, 1971b) , emphasis in this document will be placed on critical evaluation of the application and limitations of the more commonly used instruments, with particular reference to the relationship between instrument responses and the index quantities, D 1 and H 1 • More detailed coverage of basic dosimetry concepts can be found in Attix and Roesch (1968) and Kase and Nelson (1972) . In addition, basic data useful in dosimetry include collision mass stopping powers for electrons (ICRU, 1972) and similar data for protons (Appendix of this report).
The importance of depth-dose studies in initial surveys is illustrated in Figure 5 .1, which shows results of absorbed dose measurements made in a paraffin phantom placed at various positions near the Brookhaven AGS, and Figure 5 .2, which shows calculated variations in neutron dose equivalent as a function of depth in a 30 cm slab of tissue for neutrons having energies from thermal to 2000 MeV.
These figures also help to illustrate a principal problem of high-energy dosimetry. In order to establish charged particle equilibrium in the walls surrounding a cavity, several centimeters of material of density 1 g cm-3 may be needed. For secondary electrons, wall thicknesses of 0.5 g cm-2 per MeV electron energy will establish complete electron equilibrium, and layers of half this thickness may produce a condition within a few percent of equilibrium. For protons, range values in Figure 2 .3, Section 2, may be used to show that for 100 Me V. protons a thickness of about 7 g cm-2 is required for Bragg peak detection. However, if walls this thick are employed in an instrument which is also intended for use with low energy neutrons, it can be seen from Figure 5 .2 that attenuation for neutrons of energy less than 1 Me V may be so great that the instrument will read only about 10 percent of the true H 1 • For this reason, cavity-type chambers intended for use over a wide energy range should usually be designed with thin walls. Additional wall material can then be added during field measurements if penetrating radiations are present.
As discussed in Section 2.2.1, polarization of the medium causes the mass stopping power to be less in condensed media than in gases (the density effect). This can cause errors in gas cavity measurements of absorbed dose and dose equivalent for energies above about 0.5 MeV for electrons and about 1 GeV amu-1 Cl.l Variation of absorbed dose with depth in paraffin phantom for high energy beams and stray radiation at the Brookhaven National Laboratory 33 GeV proton synchrotron (AGS). Curves A and B are the high-energy beams of protons and pions with momenta of 4.5 and 1.0 GeV c-•, respectively; curve C was obtained in a muon area; curve D applies to a location with inadequate shielding in a tunnel over the AGS target; curves E and F were obtained in areas where there is a great deal of scattered radiation from concrete, steel, and other substances with atomic numbers greater than those which make up the paraffin. (From Cowan et al., 1964.) ICRP, 1973.) for heavier charged particles. The errors result from differences between the relative mass stopping power ratio of the gas and wall materials for the secondary charged particles which result during calibration (e.g., using low-energy gammas) and the ratio for charged particles and their secondaries which may be encountered during subsequent measurements. To correct for the density effect, measurements in gases must be divided by about 1.1at1 GeV amu-1 (or 0.5 MeV for electrons). This factor increases slowly to about 1.5at10 4 GeV amu-1 (or 5 GeV for electrons) in tissue equivalent and other low-Z materials .
Additional errors can be caused by electron-photon shower production, which is enhanced in steel compared to argon, air or tissue. This causes a transition effect near a gas-solid interface. For a 3 g cm-2 -thick steel-walled argon-or air-filled chamber, an overresponse of about 20 percent may be expected for 1 GeV electron exposures (Beck, 1971 ). This and other factors important in the interpretation of measurements made with high pressure argon-filled ionization chambers are discussed by deCampo et al. (1972) .
If a radiation detector has an isotropic response and is calibrated in terms of the dose equivalent index in a unidirectional field, it will overestimate the dose equivalent index when the field is not unidirectional. The maximum error occurs in isotropic irradiation and may be expressed by an isotropy factor (ICRU, 1976b) . This factor is equal to 2 if the maximum dose equivalent is at the surface and there is no scattering or production of secondary radiations. When there are such interactions or when the maximum dose equivalent is at some depth in the body, the isotropy factor may be smaller or larger. In most practical conditions, however, it does not exceed 3 or 4.
In general, two classes of measurement may be employed: (a) a measurement of absorbed dose and dose equivalent, using an instrument designed to operate in mixed radiation fields; or (b) measurement of absorbed dose usi:r;ig one instrument, and an additional measurement of neutron fluence and energy spectra or neutron dose equivalent using a second instrument (assuming heavy-ion dose is negligible). The first method is more direct; however, the neutron measurements also are often made in order to better understand the composition of the field for purposes of shielding evaluation.
BNL-Type Mixed Radiation Dose Equivalent Meters
The BNL mixed radiation dose equivalent meter is based on the use of a Rossi (1968) type, gas-filled, tissue-equivalent proportional counter as detector and special amplifiers for signal processing to yield both dose rate and dose equivalent rate. A typical BNL meter utilizes a 0.6-cm-thick spherical shell, 20 cm in diameter, made of Shonka-type A-150 conducting plastic (Shonka et al., 1958; Smathers et al., 1976) . This is filled to a pressure of 1.33 kilopascals (10 torr) with a tissue-equivalent gas consisting of 66 percent CH 3 , 3 percent N 2 , and 31 percent C0 2 • At this pressure the detector cavity simulates a 3 µ,m diameter sphere of tissue. The underlying theory of this instrument has been described, as well as some of the practical problems which had to be overcome to make a portable instrument possible (Baum et al., 1969; Kuehner et al., 1973) . This type of instrument has the decided advantage that it responds to all types of radiation which penetrate the detector walls. This instrument gives direct readings of absorbed dose and dose equivalent and may also be used as an LET spectrometer by feeding detector pulses to a multichannel analyzer. From the ratio of H to D one can readily determine mean values ofQ, i.e., Q.
Thus, using this instrument, it is possible to derive the value of Q from the measurement of the energy imparted by individual charged particle secondaries. The latter, in contrast to LET, is a stochastic quantity. Certain conditions must, therefore, be fulfilled for proper dose equivalent response of the instrument. The first condition is that charged particle secondaries from the wall do not stop in the gas. This reduces the dose equivalent response of the instrument to about 50 percent of the true value in the 5 to 50 ke V neutron energy range unless the detector is operated at a gas pressure an order of magnitude lower [i.e., 133 pascals (1 torr)]. The absorbed dose response of the instrument is not affected since it depends on total ionization produced in the detector, and this quantity is not affected by charged secondaries stopping or starting in the gas. A second condition is that no significant part of the energy escapes laterally from the sensitive region of the counter. This condition is not fulfilled for highenergy charged particles; nevertheless, this is not a significant source of error because the lateral escape of delta rays is nearly compensated for by the so called wall-effect, i.e., by the simultaneous entrance of multiple secondary electrons produced in the wall of the counter (Kellerer, 1971) . Since the detector wall is thin (0.6 cm), intermediate energy neutrons are not attenuated appreciably, but build up of charged secondaries for 1 Ge V neutrons may be too small by about 60 percent.
When greater detail is desired concerning the distribution, the instrument may be operated as a Rossi-type LET spectrometer. Figure 5 .3 illustrates the type of data which may be obtained in this way.
In this example, one sees two peaks: one at about 80 keV µ,m-1 attributable to proton recoil events due to neutrons of energy less than a few Me V, and one at about 230 ke V µ,m-1 attributable to alpha particles produced by (n, a) reactions of neutrons with energies greater than a few MeV.
At low dose and dose equivalent rates, the number of high-LET events may be very small and this may cause fluctuations in the instrument readings which vary with dose rate, Q, detector diameter and the .:.....
.... time constant employed in the measurement. For a 20 cm diameter sphere, the uncertainties in Q and H vary from ~ 2 percent to 30 percent for a two minute measurement of radiation having Q = 1to10, respectively, at a dose equivalent rate of 1 mrem h-1 (Kuehner et al., 1973) . Uncertainties decrease in proportion to the detector diameter, and the square root of counting time and dose rate. At instantaneous dose equivalent rates above 10 rem h-1 of low-LET radiation, pulse pile-up becomes a problem. Thus, the instrument is useful over the usual range of dose equivalent rates of interest in protection surveys and can be used for environmental studies at background levels by merely integrating over longer periods. An automatic integrating printing version of this instrument has been used to measure dose and dose equivalent received by aircraft passengers and crew due to solar and galactic sources (Cowan et al., 1972) as well as for intercomparison studies at the CERN (H6fert, 1975) , Berkeley and SLAC (Mc-Caslin et al., 1976) accelerators.
Recombination-Type Mixed Radiation Dose-Equivalent Meters
In ionization chambers operated at high pressure, enhanced columnar recombination, which occurs along the tracks of high-LET particles, can be employed to determine the average Q of a mixed radiation field (Sullivan and Baarli, 1963; Sullivan, 1964; Zielczynski, 1962; 1964) . The method empoys parallel plate ionization chambers operated at pressures (several atmospheres) and voltages such that one measurement is made in the saturation mode and provides a measure of absorbed dose, and the second measurement is made in the recombination mode. In this mode, collected current is given by i = Kun where K is a constant, U is the electric field strength, and n is the net recombination index, which is a function of LET and, therefore, Q. This index is related to Q as shown in Figure 5 .4. Mixtures of neutrons, alphas, and gammas have been measured to an accuracy of ± 20 percent for a few energies (Sullivan and Baarli, 1963) . A commercial version of this instrument has been produced in Poland (Hofert, 1975) . This type of instrument relies on small (10-20 percent) differences between two measurements (or two detectors) and, therefore, can be in error for nonuniform or time-varying exposure conditions and may be affected by volume recombination at high dose rates. Since the recombination index continues to increase for tracks having LET > 175 keV/µm (whereas Q is a constant), the instrument will tend to overrespond in this region and for fields containing mixtures oflow-and very high-LET events. As is the case with other unmoderated instruments described here, this instrument will tend to give a reading of absorbed dose and dose equivalent too low for very high-energy neutrons if there is secondary particle buildup. It may also read low for low-energy neutrons due to attenuation in the walls, although this may be partially offset by excess hydrogen in the walls and gas of the detector.
Ionization Chambers
Determination of absorbed dose using ionization chambers is a well-established technique which is often employed for high-energy dosimetry. The basic principles of ionization chamber dosimetry have been described in numerous documents and publications (e.g., Boag, 1966) and, therefore, will not be repeated in detail here. However, for purposes of high-energy dosimetry, factors which tend to present difficulties in making accurate determinations of D, will be emphasized. When tissue-equivalent chambers filled with tissue-equivalent gas are employed, absorbed dose in the device can be determined to an accuracy of about 10 percent. However, unless a phantom is employed and depth-dose studies are made, the deficit of contribution from backscattered photons and neutrons, especially at low neutron energies, can lead to 50 percent error and the lack of buildup of dose with depth for high energies can lead to errors of factors of 2 for high-energy neutrons ( Figure 5 .2) or factors of 4 or more for high energy photon beams (Johns, 1969) . Neutron dosimetry is discussed in detail in ICRU Report 26 (1977) .
Frequently, total dose is measured with a tissueequivalent ionization chamber and a second measurement is made using a nonhydrogenous ionization chamber, e.g., an argon-or COrfilled chamber with iron or graphite walls. These chambers have reduced sensitivity to neutrons (NCRP, 1961; Goodman and Rossi, 1968) , and, from the difference between one of these and a tissue-equivalent chamber, a measure of the dose contributed by neutrons is obtained. Since the "neutron insensitive" chamber has some neutron sensitivity, and this varies with neutron energy, and since it also has a gamma-and charged-particle sensitivity which varies with energy, this method is only considered approximate.
Photon sensitivity of an ionization chamber depends upon photon energy, wall material, wall thickness, and gas composition and pressure. Since the absorbed dose in tissue is desired, one usually employs tissue-equivalent walls and gas for construction, if possible. When additional information is desired on the composition of the radiation field, other materials have been employed as mentioned above. In general, one must consider carefully the relative importance of wall material, gas composition, and radiation energy and type when employing non-tissue-equivalent materials. For high-energy incident photons, ionization in the gas is due primarily to secondary electrons generated in the walls, although secondaries generated in the gas are also of some importance at high gas pressure and for large chamber volumes. Photon cross-section tabulations for elements can be found in Plechaty et al. (1975 ) and in Hubbell (1969 , 1977 . Since the relative mass energy-absorption coefficients of tissue compared to higher Z materials, which may be used for the walls or gas, vary with energy, a large calibration error may be introduced in such measurements unless appropriate corrections are made. For example, an argon-filled, iron-walled chamber calibrated by using 1 Me V gammas would read high by a factor of about 2.3 to 3.1 (depending on gas pressure) if exposed to 100 Me V photons.
Similarly, the relative response to charged particles of a non-tissue-equivalent chamber depends on: (a) the relative mass absorption coefficients of the chamber walls and gas to calibration radiations (e.g., about 1 MeV photons) compared to tissue; and (b) the relative charged particle stopping power of the gas employed in the chamber compared to that for tissue. Values for stopping power of protons in muscle and various materials commonly employed in dosimetry are given in the Appendix for proton energies from 1.0 to 1000 MeV. Values for other ions and energies can be estimated from this table using the ion's effective charge, mass, and energy, since stopping power is proportional both to the square of an ion's effective charge and to the inverse of its energy per unit mass over a broad range of energies. Errors from (a) above are generally less than those from (b). For example, an iron-walled argon-filled chamber, exposed to 1 GeV protons, is expected to give a response 10 percent lower than the true value in tissue.
Measurements at CERN (Baarli et al., 1963) using tissue-equivalent, C0 2 , air, H 2 , and argon-filled chambers have indicated that these chambers may be used to estimate absorbed dose near high-energy particle accelerators to within a factor of about 2.
Saturation of high pressure ionization chambers must be checked carefully using the highest LET particles or secondaries likely to be detected, since, for example, columnar recombination can cause loss of about half the ionization produced by alpha particles if a chamber is operated at a voltage just above that sufficient for saturation using low intensity gamma radiation.
Neutron Dose Equivalent Meters
Near well-shielded accelerators, the radiation field can usually be considered in two categories: low LET components with Q = 1 and neutrons with a broad spectrum of energies. When most of the dose equivalent from neutrons arises from those having energies less than about 50 Me V, moderated thermal neutron detectors give sensitive indications of neutron dose equivalent. Several versions have been developed and some are commercially available (Lawrence Berkeley Laboratory, 1972) .
This subject has been reviewed by N achtigall and Burger (1972) and by Patterson and Thomas (1973) . Instruments of this class have been built without internal absorbers, with internal absorbers, using multisphere systems, and using multidetector instruments.
Basic to each instrument is one or more thermal neutron detectors. These may be BF 3 proportional counters or ionization chambers, Lil scintillation detectors, 6 LiF thermoluminescent detectors or activation detectors. The thermal neutron detector is moderated by an amount of material dependent on the neutron energy at which maximum sensitivity is desired. For single detector instruments, a fairly broad energy response from thermal to about 10 Me V energy is obtained using 25-to 30-cm-diameter moderators. A close approximation to desired response vs. energy has been achieved by Andersson and Braun (1963) , using a 21.6-cm-diameter by 24.4cm-long polyethylene cylinder fitted with a BF 3 counter which is encased in a thin boron-impregnated plastic cylinder in which holes have been drilled to improve intermediate energy response. The result is a 15 kg instrument which is somewhat directional (Larson et al., 1971) and whose response is nearly proportional to dose equivalent in a small mass of tissue but will be in error for H, due to differences in H, of factors of 3 to 4 (Harvey, 1975) for plane parallel vs. isotropic fluences. Figure 5 .5 illustrates calculated sensitivity for 4mm-diameter, 4-mm-high Lil (Eu) crystals at the center of various diameters of polyethylene moderator spheres (Bonner spheres). These response functions are also given in Table 5 .1 for several moderator sizes since they are widely used in estimating sensitivity of various detectors as well as for unfolding neutron spectra or dose equivalent values from a system of several detectors. A number of unfolding routines have been developed (Nachtigall and Burger, 1972) and give fairly consistent values for integrated fluence or dose equivalent. However, the resolution of such a system is poor due to the wide range of energy covered with a few detectors and their slowly varying sensitivity with energy. Comparison of various single detector moderated systems (Nachtigall, 1967) reveals variations of response up to a factor of 5 when compared to a multisphere system. The greatest differences occur for intermediate energy neutrons.
Since these systems are useful only for detection of neutrons below about 50 Me V [ 45. 7 cm (18 inch) diameter sphere], a separate measurement of dose due to low LET radiations is necessary, and, where neutrons greater than 50 Me V are present in significant numbers, activation detectors are frequently employed (see below).
Spherical systems are approximately equally sensitive over 47T solid angle; however, the commonly employed cylindrical moderator designed by Andersson and Braun (1963) varies in response by ±40 percent to a factor of 2 as a function of angle of incidence and energy.
Activation Detectors
At high-energy accelerators, activation detectors are most commonly employed as thermal neutron detectors in moderators designed to be used as neutron dose equivalent meters, as part of a multispheretype spectrometry system, or as high-energy neutron fluence detectors to supplement measurements made with instruments sensitive primarily to energies ~ 10 Me V. It should be noted that such devices are detectors rather than dosimeters and that unless proper care is taken, their use in the determination of dose equivalent may entail substantial errors.
Indium, gold, silver and sodium are often employed in moderator systems where sensitivity is desired and exposures are for short periods of time. Cobalt and tantalum have been used to integrate over years. The analysis of activated foils has been discussed in numerous publications (ICRU, 1971b; Patterson and Thomas, 1973; ICRU, 1969; NCRP, 1960) . A number of important factors which must be considered in absolute thermal neutron fluence measurements have been summarized in NCRP Report No. 23 (NCRP, 1960) . These include: flux depression by the detector and its cadmium wrapper (if used), activation by resonance and fast neutron reactions, activation contributed by impurities, self-absorption during counting, and geometry of thick foils which are not isotropic detectors. In accelerator applications, absolute values of thermal fluence are usually not required. Activity relative to that caused by a calibrated source is usually sufficient and can be measured accurately with little difficulty.
For energies above 1 MeV, sulfur, aluminum, carbon, and bismuth (fission) find application with thresholds of ~ 2.5, 6, 20 and 50 Me V respectively. The 12 C(n,2n) 11 C reaction finds widest application since it provides a sensitive measure of neutron fluence rates above the energies which can conveniently be measured with many neutron detectors. Neutrons and protons of energy greater than~ 20.4 MeV interact with 12 C nuclei to produce 11 C, which then decays with a 20.3 minute half-life, emitting a positron. The cross-section of = 22 mb for neutrons is fairly flat above threshold, for protons it increases to 92 mb at 35 Me V and then falls to about 27 mb at energies above a few hundred MeV. The effective cross section for protons is thus two or three times higher than for neutrons. This is helpful since H 1 per unit fluence for protons has values which are 16 to 1.1 times larger than those for neutrons for energies varying from 20 to 2000 MeV (ICRP, 1973) .
Plastic scintillators are typically activated in field exposures utilizing these reactions, then returned to a well-shielded photomultiplier for counting induced activity. Scintillators weighing several hundred grams, exposed for several minutes, may be used to measure fluence rates of 10 to 100 cm-2 s-1 to ± 15 percent if counting begins soon after exposure. This corresponds to iI 1 values of a few mrem h-1 • The reaction must be used with some caution in fields where high-energy photons or mesons predominate, since they also may induce activity. Crude neutron spectroscopy is possible using several activation detectors by appropriately unfolding the detector response (Patterson and Thomas, 1973) . The techniques are similar in principle to those employed in unfolding data from a set of spherical moderated neutron detectors. Activation techniques find application at somewhat higher dose and fluence levels and are somewhat more time-consuming than the use of moderated spheres.
Individual Monitoring
Individual monitoring at high energy accelerators consists of: (a) determination of D 1 due to radiation of low LET; and (b) estimation of H 1 due to neutrons and possibly other high LET radiations. Eighty to 90 percent of the personnel exposures are generally due to exposure to activated components of the accelerator and, therefore, can be adequately monitored using beta-gamma type film, thermoluminescent, or pocket ionization type dosimeters. These methods have been described in ICRU Report 20 (ICRU, 1971b) and other documents (IAEA, 1970) and are generally adequate in terms of sensitivity, accuracy, ease of use, and reliability. Dosimeters calibrated to read absorbed dose in defined conditions should be capable, in irradiation conditions similar to the calibration conditions, of determining the absorbed dose with an uncertainty of less than ±50 percent over the whole range of energies and radiations (including mixtures) for which they have been designed. Larger uncertainties will be introduced by unspecified changes in irradiation geometry. The interpretation of dosimeter readings in terms of the maximum absorbed dose (or dose equivalent) in the body is further complicated by the presence of nonuniform fields of multidirectional radiation. Since these dosimeters are worn on the surface of the body and have relatively thin walls or packaging, secondary electron equilibrium is not established in some cases. Depth-dose studies should then be made to provide necessary dosimeter modifying factors to convert absorbed dose readings to realistic D 1 estimates. The same precaution is necessary if individuals are exposed to areas where high-energy heavy ions may be present, since the Bragg peak for these may occur at depths greater than the effective depth of the dosimeter material. However, in this case, Q will be much greater than one and additional measurements must be made to evaluate it.
Individual exposures to neutrons and particles with LET greater than about 10 ke V per micrometer of tissue are normally monitored using nuclear track emulsions (NTA film) (IAEA, 1970; Becker, 1966) . Proton recoils produced by fast neutrons and 0.6 Me V protons produced by thermal neutron absorption in nitrogen in the emulsion, iead to developed tracks which can be counted by using a high power (980 x magnification, oil immersion) microscope with dark-field illumination. Approximately 1.5 x 10 7 tracks are produced per cm 2 of emulsion per gray of absorbed dose (1.5 x 105 rad-1 cm-2 ) for neutrons of about 1 MeV energy. However, the number of tracks per unit of absorbed dose increases by approximately 50 percent from 1 to 10 MeV, while Q decreases by about 36 percent. Below 0.5 MeV, too few developed grains are produced in the emulsion to permit detection. At energies above 10 MeV, (n,a) reactions, heavy ion recoils in the emulsion, and heavy ions penetrating the film holder can cause tracks and provide some indication of very high-energy exposure. However, calibration factors are not known for these types of exposure and, therefore, must be obtained in the field by comparison of film and other measurements such as those obtained using LET spectrometers.
Other factors which must be considered in interpreting NTA film readings and calibrations include: angular dependence of sensitivity, which varies by = 35 percent; backscatter from the body or phantom (about 30 percent at 4 Me V); absorption and shielding by the body or phantom (see Figure 5 .2); and fading oflatent images, which can be critical at high humidities. Figure 5 .6 shows data of Becker (1966) which illustrates that at relative humidities above 75 percent, fading can be so great that errors may exceed factors of 5 to 10 if processing is delayed for more than a week or two after exposure. Careful sealing (IAEA, 1970) of dry film between thick plastic layers or metal coated foils is reported to reduce fading to less than 10 percent per month (Thornton et al., 1961; Portal, 1963) and is therefore recommended for use in humid environments.
Another method for monitoring individual exposures to neutrons makes use of thermal neutron detectors to detect body-moderated neutrons (Hoy, 1972; Alsmiller and Barish, 1972) . Several possible designs for these detectors are being examined (BNWL, 1973; 1975) . In general, these types of monitors respond mainly below neutron energies of about 10 keV, while sensitivity drops sharply above that energy. If the neutron energy spectrum is relatively constant and includes a significant fraction of lowenergy neutrons, suitable calibration of such devices 1966.) might be used to provide estimates of H 1 which are then limited mainly by angular dependence of detector sensitivity and by lack of isotropy of the source. However, these conditions are normally not met near high-energy accelerators.
The detection of neutrons by registration of fission particle tracks in glasses or plastics affords another method for individual monitoring (Fleischer et al., 1975) . This method holds promise as a useful method for detection of neutrons above the threshold energy of a fissionable foil which is placed in contact with the glass or plastic detector. Fission fragment tracks are subsequently etched in a temperature-controlled caustic bath and counted using electronic or optical readout techniques.
In order to cover the wide range of neutron energies which are usually of concern at high-energy accelerators, it is almost always necessary to use more than one fission radiator, or supplement the fission track detector with other measurements. While a fair amount of research is in progress in this area, it is still not clear what role these detectors should play in the monitoring of individual exposure to neutrons. In light of the energy and fading limitations of film, it is clear that additional developments are needed in this and related areas.
7 Nuclear Track Emulsions
As discussed above, nuclear emulsions have found wide application for determination of personnel ex-posure to neutrons in the energy range from 0.5 to 20 MeV (IAEA, 1970) . For higher-energy neutrons, the average number of gray prongs per neutronproduced star is useful for making estimates of the shape of the neutron spectrum and the very-highenergy neutron contribution to dose equivalent (Patterson and Thomas, 1973) . Nuclear emulsions may also be used for neutron spectroscopy in the 0.5 to 15 Me V energy range. Special microscopic and analytic techniques are employed and have been summarized by Patterson and Thomas (1973) .
For space radiation dosimetry, grain, track, and "enders" 13 counting techniques have been employed very effectively by Schaefer and Sullivan (1975) to deduce proton energy spectra, absorbed dose as a function of LET, particle fluence, and heavy ion contribution to dose equivalent. The range of LET values which can be estimated satisfactorily depends upon emulsion type and degree of development. For fully developed Ilford G-5 emulsions, for example, particles with tissue LETs up to about 4 keV µm-1 can be studied. Fluence measurements of protons having LET values greater than this are made by counting enders. Estimates of LET values of heavier nuclei can be made by measuring the diameter of the solid silver core and of the delta ray aura and then comparing these with calibration scales from relativistic nuclei of known Z. 13 "Enders" are tracks which stop in the emulsion.
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More sophisticated methods such as the blob or gap count techniques (Powell et al., 1959) are more accurate for determination of LET; however, they are considerably more time-consuming.
Plastic Track Detectors as High-LET Spectrometers
Benton and Henke (1972) employed a stack of three 190-µm-thick layers of plastic (Lexan) to determine charge, energy, and direction ofhigh-Z particle fluences on Apollo missions. These detectors act as threshold detectors, recording only particles with a very high LET. Lexan is not sensitive to protons and alphas, but can be used effectively for particles of LET > 200 keV/ µ,m when suitably sensitized with UV photons. Track etch-rate increases as (L35oev)3. 3 (see Section 2.2.1 for definition of LJ. Microscopic analysis can be used to determine L 35 oev for individual tracks. By analysis of particle tracks which are nearing the end of their range, Z can be deduced. Thus, plastic track detectors are valuable adjuncts to nuclear emulsions. The combination of these two detectors provides an excellent and rather complete set of data on important parameters. However, these devices record in an integrating manner and must be read out in the laboratory. For details of how dose, dose equivalent, and particle fluences vary in time, an active system is required.
