We present a newpiv ot-based algorithm which can be used with minor modification for the enumeration of the facets of the convex hull of a set of points, or for the enumeration of the vertices of an arrangement or of a convex polyhedron, in arbitrary dimension. The algorithm has the following properties:
Introduction
In this paper we give ana lgorithm, which with minor variations can be used to solvet hree basic enumeration problems in computational geometry: facets of the convex hull of a set of points, vertices of ac onvex polyhedron givenb yas ystem of linear inequalities, and vertices of an arrangement of hyperplanes. The algorithm is based on pivoting and has manyn ice properties. Among these are that no additional space is required apart from that required to store the input, and that the algorithm produces a list that is free of duplicates evenfor degenerate inputs. The algorithm is based on "inverting" finite pivoting algorithms for linear programming. No special knowledge of linear programming or arrangements is assumed, and necessary terminology is defined here. Fora dditional information the reader is referred to Chv átal [3] for linear programming and Edelsbrunner [6] for arrangements. In the the rest of this section we give aninformal description of the algorithm beginning with the vertexenumeration problem for convex polyhedra.
Suppose we have a system of linear inequalities defining a polyhedron in R d and a vertexo ft hat polyhedron. A vertexi ss pecified by giving the indices of d inequalities whose bounding hyperplanes intersect at the vertex. For anygiv enlinear objective function, the simplexmethod generates a path along edges of the polyhedron until a vertexmaximizing this objective function is found. Forsimplicity,let us assume for the moment that the optimum vertexi sc ontained on exactly d bounding hyperplanes. The path is found by pivoting, which involves interchanging one of the equations defining the vertexwith one not currently used. The path chosen from an initial givenv ertexd epends on the pivotr ule used. In fact, care must be taken because some pivotrules generate cycles and do not lead to the optimum vertex. Howev er, a particularly simple rule, known as Bland'sr ule or the least subscript rule[1], guarantees a unique path from anys tarting vertext ot he optimum vertex. If we look at the set of all such paths from all vertices of the polyhedron, we get a spanning tree of the edge graph of the polyhedron rooted at the optimum vertex. Our algorithm simply starts at an "optimum vertex" and traces out the tree in depth first order by "reversing" Bland'srule.
Aremarkable feature is that no additional storage is needed at intermediate nodes in the tree. Going down the tree we explore all valid "reverse" pivots in lexicographical order from anyg iv eni ntermediate node. Going back up the tree, we simply use Bland'sr ule to return us to the parent node along with the current pivoti ndices. From there it is simple to continue by considering the next lexicographic "reverse" pivot, etc. The algorithm is therefore non-recursive and requires no stack or other data structure. One possible difficulty arises at so-called degenerate vertices, vertices which lie on more than d bounding hyperplanes. It is desirable to report each vertexonce only,and this can be achievedwithout storing the output and searching. By using duality,w ec an also use this algorithm for enumerating the facets of the convex hull of a set of points in R d .I tc an also be used for enumerating all of the vertices of the Voronoi Diagram of a set of points in R d ,since this can be reformulated as a convex hull problem in R d+1 (see [6] ).
Av ariant of this method can be used for vertexe numeration of arrangements. Again consider the linear programming problem discussed above.E ach inequality defining the polyhedron is bounded by a hyperplane. The corresponding arrangement of hyperplanes contains manyv ertices, some of which are vertices of the polyhedron, known as feasible vertices. The others are known as infeasible vertices. A recent development in linear programming is a pivotrule that starts at anyvertexofthis arrangement, feasible or infeasible, and finds a unique path to the optimum solution of the linear program. This is known as the criss-cross method, and was developed independently by Terlaky [15] , [16] and Wang [18] . Reversing this algorithm along the lines described above yields our algorithm for enumerating vertices of arrangements.
The problems discussed in this paper have a long history,which we briefly mention here. The problem of enumerating all of the vertices of a polyhedron is surveyed by Mattheiss and Rubin in [11] and by Dyer in [4] . There are essentially twoclasses of methods. One class is based on pivoting and is discussed in detail in [4] and [3] . In this method a depth first search is initiated from a vertexb yt rying all possible simplexpiv ots. The difficulty is in determining whether or not a vertexhas already been visited. Forthis all vertices must be stored in a balanced AVL-tree. An implementation that takes O(nd 2 v)t ime and O(dv)space for a polyhedron with v vertices defined by a non-degenerate system of n inequalities in R d is giveni n [4] . A dual version that computes convex hulls was discovered by Chand and Kapur [2] , and has similar complexity.Using sophisticated data structures, Seidel [13] was able to achieve a running time of O(d 3 v log n + nf (d − 1, n − 1)) for sets of n points in R d ,w hen each facet contains exactly d given points. Here f (d, n)i st he time to solveal inear program with n constraints in d variables, and v is the number of facets of the convex hull. The space required for this algorithm is O(n d/2 ). The algorithm presented in this paper fits into this class. It achieves O(dvn)time and O(dn)space complexity for facet enumeration of the convex hull of n points in R d ,w hen each facet contains exactly d givenp oints. Tot he authors' knowledge, it is the only algorithm known that has non-exponential space requirements in the worst case.
As econd class of methods for computing the vertices of a convex polyhedron is the "double description" method of Motzkin et al. [12] that dates back to 1953. In fact the origin of these methods is ev enearlier,asthe double description method is in fact dual to the Fourier-Motzkin method for the solution of linear inequality systems. In the double description method, the polyhedron is constructed sequentially by adding a constraint at a time. All newvertices produced must lie on the hyperplane bounding the constraint currently being inserted. A dual version for constructing convex hulls is known as the "beneath and beyond" method. Assuming the dimension d is fixed, the fastest algorithm of this class again uses sophisticated data structures and is due to Seidel [14] (also see [6] ). It takes O(n d/2+1 )t ime and
With d fixed, the complete facial structure of a hyperplane arrangement can be constructed by an algorithm due to Edelsbrunner,O'Rourkeand Seidel [5] in optimal time and space O(n d ). The algorithm works by inserting the hyperplanes one at a time and can handle degenerate cases. Again with d fixed, a method for enumerating just the edges and vertices (with repetitions) in O(n d )t ime and O(n)s pace is givenbyEdelsbrunner et al. [7] . Houle et al. [10] give sev eral applications in data approximation where it is required to enumerate all vertices of an arrangement.
In the next section we begin by introducing the notion of a dictionary for a system of equations. Next we showhow the problems mentioned in the title can be transformed into the enumeration of certain types of dictionaries. In the third section we give the algorithm for enumeration of dictionaries. Finally in the last section we discuss complexity issues, and other properties of the algorithm proposed.
Dictionaries
Let A be a m×n matrix, with columns indexedb yt he set E = {1, 2, . .., n}.F ix distinct indices f and g of E.C onsider the system of equations:
(2.1)
Forany J ⊆ E, x J denotes the subvector of x indexedby J,and A J denotes the submatrix of A consisting of columns indexedby J.Abasis B for (2.1) is a subset of E of cardinality m containing f butnot g,for which A B is nonsingular.W ew ill only be concerned with systems (2.1) that have atl east one basis, and will assume this for the rest of the paper.Giv enany basis B,wecan transform (2.1) into the dictionary:
where N = E − B is the co − basis,and A denotes − A Av ariable x i is primal feasible if i ∈B − f and a ig ≥ 0. A variable x j is dual feasible if j ∈N − g and a fj ≤ 0. A dictionary is primal feasible if x i is primal feasible for all i ∈B − f and dual feasible if x j is dual feasible for all j ∈N − g.Adictionary is optimal if it is both primal and dual feasible. An optimal dictionary is shown schematically in Figure 2 .1. A basic solution to (2.1) is obtained from a dictionary by setting x N −g = 0, x g = 1. If anyb asic variable has value zero, we call the basic solution and corresponding dictionary degenerate.I ns ection 2 of the paper we give analgorithm for enumerating all distinct basic solutions of the system (2.1) without repetition, using only the space required to store the input. The algorithm is initiated with an optimal dictionary. Av ariant of the algorithm enumerates all primal feasible dictionaries reporting the corresponding basic feasible solutions without repetition.
In the following subsections, we showhow the problems mentioned in the title can be transformed into the problem of enumerating basic (feasible) solutions of a system of equations in the form (2.1). 
Vertex enumeration in hyperplane arrangements
A hyperplane in R d , d ≥ 0,
., d).
A hyperplane arrangement is a collection of n 0 hyperplanes (b i , c i ), for some integer n 0 .Avertex of the arrangement is the unique solution to the system of d equations corresponding to d intersecting hyperplanes. The vertex enumeration problem for hyperplane arrangements is to list all of the vertices of an arrangement. It is a simple matter to find a vertexofanarrangement, or showthat none exists, since vertices correspond to subsets of d hyperplanes whose normal vectors b i are linearly independent. We only consider arrangements that contain at least one vertex.
We may assume by relabeling if necessary that the vectors {b n 0 −d+1 ,..., b n 0 } are linearly independent. Consider the system of equations
By assumption, the last d equations are linearly independent, and so the variables y 1 ,..., y d can be expressed in terms of x n 0 −d+1 ,..., x n 0 ,a nd eliminated from the first n 0 − d equations. This results in a system of the form:
Furthermore, by a change of variables if necessary,wemay assume that each a i,n 0 +1 is non-negative.W e augment A by adding a rowofofall -1 's. Weaugment B by adding index n 0 + 2. Setting
we have constructed an optimal dictionary.T his dictionary is obtained from the following system which has the form of (2.1):
( 2.3)
It is easy to showt hat for every co-basis N of (2.3), the set of d hyperplanes indexedb y N − g intersect at some vertexofthe arrangement. The vertexcan be computed by setting
and solving for y ,which was expressed in terms of x n 0 −d+1 ,..., x n 0 .S imilarly every indexset of d intersecting hyperplanes augmented by index f givesaco-basis for (2.3). We say that a vertexis degenerate if it is contained in more than d hyperplanes. For such vertices, there may be manyc orresponding bases of (2.3), each giving rise to a degenerate dictionary.A ne ssential part of our enumeration algorithm will be to only output a degenerate vertexonce.
Vertex enumeration for Polyhedra
A( convex)p olyhedron P is the solution set to a system of n 0 inequalities in d non-negative variables:
where A′ is an n 0 × d matrix and b is a n 0 -vector.Avertex of the polyhedron is a vector y ∈P that satisfies a linearly independent set of d of the inequalities as equations. The vertex enumeration problem for P is to enumerate all of its vertices. In fact to find evenasingle vertexof P is computationally equivalent to linear programming. As we wish to separate this from the enumeration problem, we will assume we are givena ni nitial vertex. By transforming the problem as necessary,w em ay assume that the origin is the givenv ertex. This implies that the vector b is non-negative.W ealso note that the assumption of nonnegative variables is not essential: a system of inequalities in unrestricted variables with known feasible point can be transformed into a system such as (2.4) along the lines described in the previous subsection.
.., n 0 , n − 1} and N = {n 0 + 1, . .., n 0 + d, n}.C onsider the following system of equations in the form of (2.1):
Here I is an identity matrix and 1i sav ector of all ones, of appropriate dimensions. Set m = n 0 + 1a nd let A be the m×n matrix corresponding to the coefficients in the first m equations of (2.5). Then (2.2) is an optimal dictionary for the system (2.5). It can be shown that each primal feasible dictionary for (2.5) has a basic solution which givesavertex y of P:set y j = x n 0 + j , j = 1, . .., d.A vertexof P is degenerate if it satisfies more than d inequalities of (2.4) as equations. Again, degenerate vertices correspond to degenerate dictionaries. In order to enumerate all vertices of P,itissufficient to enumerate all primal feasible dictionaries for (2.5), outputting a degenerate basic solution once only.
Facet enumeration of the convexhull of a set of points
Let Q = {q 1 ,..., q n 0 } denote a set of n 0 points in R d .A facet of the convex hull of Q is a hyperplane containing d affinely independent points of Q.T here is no loss of generality in assuming that the origin is contained in the convex hull of Q.B ye mploying a standard duality between points and hyperplanes, we may transform this problem into a vertexenumeration problem for a convex polyhedron.
Enumeration of Dictionaries
Suppose we are givenas ystem of equations of the form (2.1), for some m×n matrix A.T he linear programming problem (LP)f or (2.1) is to maximize x f over( 2.1) subject to the additional constraint that each variable except x f and x g is non-negative.E ach optimal dictionary is a solution to LP. To begin with, we will assume that there is a unique optimal dictionary.Apivot (r, s)onabasis B,and corresponding dictionary x B = Ax B ,isaninterchange of some r ∈B − f with some index s ∈N − g giving anew basis B′.T he newcoefficient matrix A′=(a
The pivoti s primal feasible (respectively, dual feasible)i fb oth of the dictionaries corresponding to B and B′ are primal (respectively,dual) feasible. The simplexmethod is a method of solving LP by beginning with an initial dictionary and pivoting until an optimal dictionary is found. We consider twor ules for choosing a pivot.
The first rule, known as Bland'srule, performs primal feasible pivots. Let B be a basis such that the dictionary (2.2) is primal feasible.
Bland'sRule.
(1) Let s be the smallest indexsuch that x s is dual infeasible, that is, a fs >0.
(2) Set λ = min { − a ig a is : i ∈B − f , a is <0}.Let r be the smallest indexobtaining this minimum.
The pivot(r, s)maintains the primal feasibility of the dictionary.Ifstep (1) does not apply,the dictionary is also dual feasible and hence optimal.
The second rule, known as the criss-cross rule, starts with anybasis.
Criss-Cross Rule
(1) Let i ≠ f , g be the smallest indexsuch that x i is (primal or dual)infeasible.
(2) If i ∈B,l et r = i and let s be the minimum indexs uch that a rs >0,o therwise let s = i and let r be the minimum indexsuch that a rs <0.
The criss-cross pivot(r, s)interchanges x r and x s ,and may not preserveeither primal or dual feasibility. If step (1) does not apply then the dictionary is optimal.
The validity of these rules is givenb yt he following proposition. Part (a) is provedi n[1] and part (b) in [15] for linear programs, and in [16] [18] in the more general setting of oriented matroids. Asimple proof of part (b) also appears in [9] . Proposition 3.1. Let (2.1) be a system that admits an optimal dictionary and let B be anybasis. (a) If B is primal feasible, then successive application of Bland'sr ule leads to an optimal dictionary,a nd each basis generated is primal feasible. (b) Successive application of the criss-cross rule starting with basis B leads to an optimal dictionary.
Unique Optimal Dictionaries
In this subsection we give a dictionary enumeration algorithm for systems (2.1) that admit a unique optimal dictionary.C onsider a graph where vertices are dictionaries and twov ertices are adjacent if the corresponding twodictionaries differ in only one basic variable. Then part (b) of the proposition tells us that there is a unique path consisting of criss-cross pivots from anyd ictionary to the optimal dictionary. The set of all such paths givesusaspanning tree in this graph. Consider a non-optimal dictionary D with basis B.Let (r, s), r ∈B − f , s ∈N − g,bethe pivotobtained by applying the criss-cross rule to D giving a dictionary D′.W ecall (s, r)areverse criss − cross pivot for D′.S uppose we start at the optimal dictionary and explore reverse criss-cross pivots in lexicographic order.This corresponds to a depth first search of the spanning tree defined above.W hen moving down the tree, each dictionary is encountered exactly once.
As imilar analysis applies to part (a) of the proposition. Wef orm a similar graph, except that vertices are just the primal feasible dictionaries. We define a reverse Bland pivot in the analogous way.A depth first search of this graph provides all primal feasible dictionaries.
Our enumeration algorithm search for dictionaries is giveni nF igure 3.1. For a givens ystem (2.1) we have ani nitial basis B = {1, . .., m},c o-basis N = {m + 1, . .., n} and optimal dictionary x B = Ax N . We further assume that f = 1, g = n,and that m and n are global constants. The efficiencyofthe procedure depends greatly on the procedure reverse.T he simplest way to check if (r, s), r ∈B − f , s ∈N − g,is arev erse pivotistoactually perform the pivot, then use procedure select − pivot on the newdictionary.If this produces the same pair of variables, then (r, s)isav alid reverse pivot. Since a pivotinv olves O(mn) operations, a faster method is desirable. In fact to determine the pivotbythe criss-cross or Bland'srules, the entire dictionary is not required by procedure select − pivot.T ot est whether A arises from a coefficient matrix A′ by a criss-cross (resp., Bland ) 
pivotinterchanging B[i]with N [ j], it is only necessary to examine rows f , i and columns j, g of A′.T hese can be computed from A in O(m + n)t ime, and checked to see if (B[i], N [ j]
) is a criss-cross (resp., Bland) pivot. Further savings are possible, as certain potential reverse pivots can be eliminated without anyp iv oting. For the criss-cross rule we have the following necessary condition for a reverse pivot. Proof: Let A′=(a′ ij ), with basis B′ and co-basis N ′,b ead ictionary that yields A after the valid cross pivot(r, s), with r ∈B′− f ,and s ∈N ′−g.One of the indices r, s must be the smallest infeasible indexin A′.Suppose first that it is r.Bythe criss-cross rule we must therefore have a′ rg <0, a′ rs >0,and a′ rj ≤ 0 for all j ∈N ′−g, j < s.N ow applying the pivotformula (3.1) to the pivotrow of A′ we obtain the signs indicated in part (a) of the proposition in A.Asimilar analysis applies to the case where s is the smallest infeasible indexin A′,giving the sign pattern of part (b) of the proposition.
Forrev ersing Bland'srule, we can exploit the fact that the reverse pivotmust maintain primal feasibility. If (s, r), s ∈B − f ,isavalid reverse Bland'srule pivotthen s must be an indexthat obtains this minimum.
Proof: Under the conditions of the proposition, if s is not an indexr ealizing the minimum, then the dictionary obtained after the pivot(s, r)isnot primal feasible. In the next section, we see howthis simple observation reduces the complexity of search in non-degenerate situations.
The procedure lex − min is used to ensure that each basic solution is output exactly once, when the lexicographically minimum basis for that basic solution is reached. The correctness of the procedure is On the other hand, suppose B′ is a basis lexicographically smaller than B with the same basic solution. Let s be the smallest indexin B′ butnot in B.Since both bases have the same basic solution, a sg = 0. If we augment B by s,t here must exist some index r such that B = B − r + s is a basis. Now r > s for otherwise r ∈B and there is a linear dependence. Also a rs ≠ 0, otherwise B would not be a basis. Finally since a sg = 0, we have a rg = 0and B has the same basic solution as B.
Degenerate Optimal Dictionaries
Procedure search as giveninthe previous subsection will only generate all (feasible) dictionaries if the system (2.1) has a unique optimal dictionary.S uppose there are manyoptimal dictionaries. This situation arises when one of the basic variables has value zero, ie. the dictionary is degenerate. Then instead of a spanning tree in the graph described after Proposition 3.1, we obtain a spanning forest. Each of the twopiv otalgorithms terminates when anyoptimal solution is found. Therefore, procedure search must be applied to each optimal dictionary.F ortunately,from anyoptimal dictionary we can generate all optimal dictionaries by a procedure very similar to search. Wecan and will assume that there is a unique optimal basic solution. This corresponds to the condition that all of the coefficients a fj , j ∈N − g are non-zero in the optimal dictionary.W eare free to assume this since in our applications we are free to choose this row, which corresponds to the "objective function" of the linear program.
Let x B = Ax N be a degenerate optimal dictionary.L et B′⊆ B denote the indices of the variables with value zero in the corresponding basic solution and the index f .W ea ugment A by a column with index g′=n + 1, consisting of all ones. This column temporarily replaces column g.L et N ′=N − g + g′.T his augmented dictionary is shown schematically in Figure 3 .2.
Figure3.2 : An Augmented Degenerate Optimal Dictionary
We now consider the sub-dictionary consisting of rows indexedby B′ and columns by N ′.This is a nondegenerate optimum dictionary.T oo btain all optimal dictionaries for the original problem, we apply a variant of procedure search to the sub-dictionary using a dual form of Bland'sr ule in procedures reverse and lex-min. This form takes anydual feasible dictionary and givesadual feasible pivot.
Dual Bland'sRule
(1) Let r ∈B′− f be the smallest indexthat is primal infeasible, that is a rg′ <0.
(2) Set λ = min { − a fj a rj : j ∈N ′−g′, a rj >0}.L et r be the smallest indexattaining this minimum.
The pivot(r, s)maintains the dual feasibility of the dictionary.I fstep (1) does not apply,the dictionary is optimal. Proposition 3.1(a) applies with "primal" replaced by "dual".
We initiate the procedure search on the augmented dictionary with basis B′ and co-basis N ′. Although only rows indexedb y B′ are considered for pivots, we manipulate the entire coefficient matrix A in procedure pivot, and update the vectors B and N .N ow each reverse pivotfound by search applied to the modified problem yields a newoptimal dictionary for the original problem. After the call to procedure pivoti ns earch, we nowi nsert a call to the original procedure search, with the dictionary A and the updated vectors B and N .
The validity of this approach is based on the following observations. Again let x B = Ax N be a degenerate optimal dictionary for a system (2.1) with a unique optimum basic solution. Let B′ and N ′ be defined as above.E ach optimal basis for (2.1) contains the indices B − B′ augmented by a linearly independent set from N − g + B′.Such bases will always be primal feasible for A,iftheyare also dual feasible then theycorrespond to an optimal dictionary for the original system. Using the dual form of Bland's rule, this latter condition is always satisfied. Since the modified problem is has a unique optimal dictionary,each dual feasible dictionary for the modified problem must be connected by a unique path by dual Bland pivots to this optimum dictionary.R ev ersing the pivots allows us to visit each optimal dictionary for the original problem.
Complexity
In this section we discuss the complexity of the dictionary enumeration algorithm, and apply the results to the geometric applications described in Section 2. Suppose we have a system (2.1) for some m×n matrix A.Let f ( A)denote the number of dictionaries that can represent (2.1). f ( A)isjust the number of linearly independent subsets of m columns of A,with the condition that the column with index f is always included, and index g is always excluded. This is at most 
Apart from a fewindices, no additional space is required other than that required to represent the input.
We now consider the complexity of evaluating all feasible dictionaries. Let g( A)denote the number of primal feasible dictionaries representing (2.1). The above analysis and (4.1) hold, with g( A)r eplacing f (A). In the non-degenerate case we can do better.Recalling Proposition 3.3, we see that we only need to consider one candidate reverse pivotper column of the dictionary: if there are twoormore indices realizing the minimum then a pivotw ould give a degenerate dictionary.F or each column, the candidate basic variable can be found by computing the minimum ratio λ in O(m)time. Tocheck if a candidate is in fact ar ev erse pivot, we need to construct the objective row oft he dictionary after the pivot, taking O(n − m) time. Therefore since there are n − m − 2candidate columns, all reverse Bland pivots from the givendictionary can be found in O((n − m)n)time, in the non-degenerate case. This givesanoverall complexity of O((n − m)ng( A)) for the non-degenerate case.
We now return to the geometric problems mentioned in Section 2. Suppose we have a collection of n 0 hyperplanes in R d .For this problem, m = n 0 − d + 1and n = n 0 + 2. The time-complexity of enumerating all vertices of a hyperplane arrangement by this method becomes:
In the case of non-degenerate arrangements, f ( A)isthe number of the vertices, ie. the size of the output. This method should be particularly useful for non-degenerate arrangements with fewvertices.
Consider nowthe enumeration of the vertices of a polyhedron givenbyalist of n 0 inequalities in d variables. Since we assume the polyhedron has at least one vertex, n 0 ≥ d.W eh av e m = n 0 + 1a nd n = n 0 + d + 2. The time-complexity of enumerating all of the vertices is
Again the complexity is output sensitive for non-degenerate polyhedra, for which g( A)isjust the number of vertices. If the polyhedron is simple (ie. all dictionaries are non-degenerate) then we get an improved complexity bound. The algorithm produces vertices at a cost of O(n 0 d)p er vertexw ith no repetitions and no additional space.
The complexities in the previous paragraph apply to the convex hull problem, where n 0 is the number of input points. In the non-degenerate case where no more than d points lie on anyf acet (ie., the facets are simplicial), we can enumerate the v facets in time O(n 0 dv)and space O(n 0 d).
Example
In this section we give anexample of the operation of procedure search for the vertexenumeration of the set of n 0 = 5lines shown in Figure 5 .1. This arrangement is generated by the coefficients:
Proceeding as described in Section 2.1, we add variables x 1 ,..., x 5 obtaining the system:
Since the last twoequations are linearly independent, we may solvefor y 1 and y 2 in terms of x 4 and x 5 , getting:
Eliminating variables y 1 , y 2 from the first three equations we obtain the system:
These are plotted with x 4 , x 5 as axes in Figure 5 .2. Adding the special vertices x f and x g and the additional rowrepresenting the "objective function", we obtain our initial optimal dictionary:
x 2 = 10x g − x 4 − 2x 5 (5.1)
Starting at this dictionary we consider in turn each of the candidate reverse pivots: (1,4), (2,4), (2, 5) , (3, 4) , (3, 5) . The candidate pivot(1,4) yields the dictionary:
Checking this dictionary,w ed iscovert hat the criss-cross rule does generate the pivot( 4,1), so we continue from this dictionary.N ote that in determining this, we do not need the entire dictionary.I nt his example we need only the column of coefficients for x 1 .T he possible candidates are: (2,1), (2, 5) , (3,1), (3, 5) , (4,1). We start with (2,1), which leads to the dictionary:
3)
Again the criss-cross rule applied to this dictionary generates the required pivot(1,2). In this case we need only check the coefficients of x g and x 2 in the rowfor x 1 .
Continuing from this dictionary,t he first candidate pivoti s( 1,2). This leads us back to (5.2), for which the criss-cross rule generates the pivot( 4,1) which is not the same. Therefore (1,2) is not a valid reverse pivotfrom (5.3). Next we try the pivot(1,5) on dictionary (5.3). This givesthe dictionary:
The criss-cross rule applied to this dictionary yields the pivot(4,1), so (1,5) is not a reverse pivot. Continuing in this way we discovert hat no dictionaries lead to (5.3) by the criss-cross rule. Wet herefore backtrack to the parent dictionary of (5.3), which we do by performing the criss-cross pivot(1,2) leading back to (5.2). Note that no storage is required to determine the parent of a dictionary.
In Figure 5 .3 we showt he complete tree enumerating all dictionaries from (5.3). Due to degeneracyinthe original arrangement, the same vertexinthe arrangement may occur as different dictionaries in the tree. Dictionaries with bases {1,2,4}, {2,3,4}, {2,4,5} correspond to one vertex. Weoutput this vertex when its lexicographically minimum basis {1,2,4} is reached.
Concluding Remarks
We hav e presented a newa lgorithm that can be used to solvet hree important geometric enumeration problems without additional space. The simplicity of the algorithm rends it suitable for symbolic computation in a language such as Maple or Mathematica.Using exact arithmetic, the problem of numerical accuracywhich occurs with most geometric algorithms is avoided. Another feature of the algorithm is that it is easy to efficiently parallelize. Since in the enumeration no dictionary is everreached by twodifferent paths and no additional storage is required, subproblems can be scheduled arbitrarily onto free processors.
The "reverse pivoting" approach can be extended to the setting of oriented matroids, and in particular to pseudo line arrangements. While the criss-cross method works correctly in the setting of oriented matroids, Bland'srule is not finite for oriented matroid programming [8] . Todd [17] has found a finite rule that can replace Bland'srule in the oriented matroid setting.
The complexity analysis presented in this paper is quite rudimentary.W ea llowa w orst case time of O(m + n)todetermine whether a pair of indices is a reverse pivot. This seems certain to be an overestimate. For the ith basic variable to interchange with the jth non-basic variable, at least i + j signs have to be "correct". Wem ay compute these signs consecutively and stop the first time an "incorrect" sign is encountered. Amortizing this cost overt he complete enumeration of an arrangement, it is possible that just a constant amount of work has to be done on the average to determine that a potential reverse pivotis invalid.
