We present high-precision measurements of the Nusselt number N as a function of the Rayleigh number R for cylindrical samples of water (Prandtl number σ = 4.38) with diameters D = 49.7, 24.8, and 9.2 cm, all with aspect ratio Γ ≡ D/L ≃ 1 (L is the sample height). In addition, we present data for D = 49.7 and Γ = 1.5, 2, 3, and 6. For each sample the data cover a range of a little over a decade of R. For Γ ≃ 1 they jointly span the range 10
Introduction
A central prediction of theoretical models of turbulent Rayleigh-Bénard convection (RBC) in a fluid heated from below [Kraichnan(1962) , Siggia(1994) , Kadanoff(2001) , Ahlers, Grossmann & Lohse (2002) , Grossmann & Lohse (2000) ] is the dependence of the global heat transport on the Rayleigh number R = αg∆T L 3 /κν (1.1) (α is the isobaric thermal expension coefficient, κ the thermal diffusivity, ν the kinematic viscosity, g the acceleration of gravity, ∆T the temperature difference, and L the sample height) and the Prandtl number σ = ν/κ. The heat transport is usually expressed in terms of the Nusselt number N = QL/λ∆T (1.2)
were Q is the heat-current density and λ is the thermal conductivity of the fluid in the absence of convection. Before a quantitative comparison between theory and experiment can be made, the results for N usually must be corrected for the influence of the side wall [Ahlers(2000) , Roche et al.(2001) , Niemela & Sreenivasan (2003) ] and the top and bottom plates [Chaumat et al.(2002) , Verzicco(2004) , Brown et al. (2005) ] to yield an estimate of the idealized N ∞ . A model developed recently by Grossmann & Lohse (2000) , based on the decomposition of the kinetic and the thermal dissipation into boundary-layer and bulk contributions, provided a good fit to experimental data [Xu, Bajaj & Ahlers(2000) , Ahlers & Xu (2001) ] for a cylindrical sample of aspect ratio Γ ≡ D/L = 1 (D is the diameter) when it was adapted [Grossmann & Lohse (2001) , GL] to the relatively small Reynolds numbers of the measurements. However, the data were used to determine four adjustable parameters of the model. Thus more stringent tests using measurements for the same Γ but over wider ranges of R and σ are desirable. A success of the model was the agreement with recent results by Xia, Lam & Zhou(2002) for much larger Prandtl numbers than those of Ahlers & Xu (2001) , for R = 1.78×10 7 and 1.78×10 9 . It is the primary aim of the present paper to extend the range of R over which high-precision data, subject to minimal systematic errors, are available for N ∞ (R). Our data span the range 10 7 < ∼ R < ∼ 10 11 with σ = 4.38 and Γ ≃ 1 and deviate from the Boussinesq approximation (Boussinesq (1903) ) by less than a few tenths of a percent. We believe that they can serve as a benchmark for comparison with future experimental and theoretical developments. They agree quite well with the GL model for R < ∼ 10 10 , but for larger R there are deviations. In addition to the results for Γ ≃ 1 we present also some data for larger Γ, up to Γ = 6. We find that there is remarkably little dependence of N on Γ. For instance, the Γ = 6 data fall only about 4% below the Γ = 1 results.
2. Problems associated with high-precision measurements of N One problem in the measurements of N (R) is that data with a precision of 0.1% or so can be obtained in a given sample only over a range of R covering a little more than a decade unless the fluid is changed. The reason is that the useful temperature differences with conventional fluids like water are limited at the high end to ∆T < ∼ 15
• C by possible contributions from non-Boussinesq effects (Boussinesq (1903) ) and at the low end to ∆T > ∼ 1 • C by thermometer resolution. For this reason we built three apparatus containing samples of diameter D = 49.7, 24.8, and 9.2 cm, all with Γ ≃ 1 and known as the large, medium, and small apparatus or sample respectively ). Together the data obtained with these span the range 10 Table 2 . Results for Γ = 1.003 from the medium apparatus (D = 24.84 cm).
NoT ( Table 3 . Results for Γ = 0.967 from the small apparatus (D = 9.21 cm). Top section: run 1.
Bottom section: run 2 after the sample had been taken apart and re-assembled.
A second experimental problem is the influence of the side wall on the heat transport by the fluid (Ahlers (2000), Roche et al.(2001) , Niemela & Sreenivasan (2003) ). Because of the nonlinear temperature profile in the wall adjacent to the thermal boundary layers in the fluid, the heat entering (leaving) the wall at the bottom (top) can be much larger than an estimate based on a constant temperature gradient. In the present work we substantially reduced this problem by choosing a wall of small conductivity (plexiglas or lexan) and a fluid of relatively large conductivity (water). An estimate [model 2 of Ahlers(2000) ] indicated that the side-wall corrections for the large and medium samples were less than a few tenths of a percent; they were neglected. For the small sample the correction was 1.7% for R = 2 × 10 7 and smaller at larger R, and was made ] using model 2 of Ahlers(2000) . We believe that for all the data the systematic errors due to the side-wall correction is significantly less than one percent.
A third problem is the effect of the finite conductivity λ p of the confining top and Table 4 . Results for Γ = 1.506 from the large apparatus (D = 49.7 cm). Top section: run 1. Bottom section: run 2 after the sample had been taken apart and re-assembled.
NoT ( Table 5 . Results for Γ = 2.006 from the large apparatus (D = 49.7 cm).
NoT ( Table 6 . Results for Γ = 3.010 from the large apparatus (D = 49.7 cm).
bottom plates on the heat transport by the fluid [Chaumat et al.(2002) , Verzicco(2004) , Chillà et al.(2004a) ]. We investigated this effect experimentally ] by making measurements for samples of different sizes and aspect ratios, each with copper plates (λ p = 391 W/m K) and with aluminum plates (λ p = 161 W/m K). For the large and medium apparatus a small difference between the data sets enabled us to derive a correction factor. When applied to the data taken with the copper plates it yielded an increase of less than 5% for the large and less than 1% for the medium apparatus and gave a good estimate of the idealized N ∞ . For the small apparatus the results obtained with copper and aluminum plates agreed with each other. Table 7 . Results for Γ = 6.020 from the large apparatus (D = 49.7 cm). 
Results

The data
The measurements were made at a mean temperature of 40
• C, where σ = 4.38, κ = 1.52 × 10 −7 m 2 /s, ν = 6.70 × 10 −7 m 2 /s, α = 3.88 × 10 −4 K −1 , and λ = 0.630 W/m K. We never observed long transients like those reported by Chillà et al.(2004b) for Γ = 0.5 (see Brown et al. (2005) ). On occasion we tilted the apparatus by 2
• , and within our resolution of 0.1% found no effect on N .
The results for N and N ∞ are given in Tables 1 to 7 Table 1 are not the same as those reported previously (run 1, Nikolaenko et al. (2005) Table 4 ; those results for N and N ∞ should be reduced by 0.5% because of an error in the area used in the original data analysis). They were taken in a second experiment (run 2) after the sample had been taken apart and reassembled. Likewise, there are two separate runs for Γ = 0.967 in the small apparatus (Table 3 ) and for Γ = 1.506 in the large apparatus (Table 4) . Within a given run the measurements were reproducible within one or two tenths of a percent (see, for instance, points 17 and 24 in Table 1 ). The two runs for Γ = 1.506 (Table 4 ) agree within their scatter of about 0.1%. On the other hand, the two runs with the large apparatus for Γ = 0.982 (Table 1 and Nikolaenko et al. (2005) Table 4 ), as well as the two runs from the small apparatus (Table 3) , differ from each other by a few tenths of a percent, but by no more than expected possible systematic errors.
The results for Γ ≃ 1 from the small, medium, and large samples fall on nearly continuous smooth curves, but close inspection shows that there are small systematic offsets. The data lie close to the GL model (solid line). It is remarkable that the Γ > 1 data come so close to the Γ ≃ 1 results. For instance, the Γ = 6 values are only about 4% below the Γ ≃ 1 measurements. One assumes that the large-Γ sample had a much more complex large-scale-flow structure than the single circulating roll expected to exist for Γ = 1. Apparently this has only a very modest influence on the heat transport.
In Fig. 2 we compare the present results with previous measurements for Γ ≃ 1 and σ close to 4. Data for N obtained using acetone (σ = 3.96) are shown as open diamonds [Xu, Bajaj & Ahlers(2000) ]. The corresponding results obtained after a correction for the side-wall conductance [model 2, Ahlers(2000) ] are given as solid diamonds. One sees that in this case the wall correction is quite large, reaching about 8 % for R = 10 8 (no plate correction was required in this case, see Brown et al. (2005) ). Nonetheless the corrected data for N ∞ are in excellent overall agreement with the present results. The open squares with solid dots at their centers represent the results of Xia, Lam & Zhou(2002) using water with σ = 4.29. Up to R ≃ 10 9 they agree extremely well with the present measurements. For larger R they are slightly lower, presumably because of the influence of the finite plate conductivity. Also shown are data from Goldstein & Tokuda (1979) . When corrections for the finite plate-conductivity (which had not been made) and the difference in σ are considered, they may be regarded as consistent with the present results.
Strictly Boussinesq data for
The influence of departures from the Oberbeck-Boussinesq approximation (OBA) [Boussinesq (1903) ] was considered by various authors. Most recently Niemela & Sreenivasan (2003) (NS) examined the issue in considerable detail in terms of various fluid properties. Unfortunately at present we have no theoretical criteria to decide whether a given variation over the applied temperature difference of a given property will affect N significantly. Here we provide some insight into this problem from measurements with samples of different sizes but the same Γ.
Where they overlap, there is a small systematic offset between the Γ ≃ 1 data from the small sample, run 2 on the one hand and the medium-sample on the other. A similar offset exists between the data from the medium sample, and the large sample run 2. These offsets are well within possible experimental systematic errors. In order to obtain a single internally consistent data set spanning the entire range 10 Table 8 . Boussinesq results for Γ = 1. From top to bottom, the sections are for the small sample (run 1), small sample (run 2), medium sample, and large sample (run 2). the data for N ∞ from the small sample, run 2 downward by 0.3%. We also shifted the medium-sample data upward by 0.6%, and those from the large sample, run 2 downward by 0.3%. The result is shown by the lower sets of data (displaced downward by 0.0025 for clarity) in Fig. 3 . The results from all three samples now merge smoothly into each other. We can then attribute the deviations of the small-sample data at their largest values of R from the medium-sample data to deviations from the OBA. A similar situation prevails with respect to the deviations of the medium-sample data from the large-sample results for R > ∼ 10 10 . The upper sets of data in Fig. 3 (plotted without any vertical shift) consist only of those points, taken from the lower sets, that fall within approximately 0.2% of a smooth, continuous line through all the results. In Table 8 we give these points in numerical form. We regard these results as conforming "strictly" to the OBA. They are our best estimate of N ∞ for σ = 4.38 and 10 7 < ∼ R < ∼ 10 11 , and constitute the primary result of our work. A powerlaw N ∞ = N 0 R γ ef f was fit to the data for N (R) in the strictly Boussinesq range (Table 8 ) within a sliding window covering half a decade of R. The results for γ ef f are shown in Fig. 4 . Near R = 10 8 one sees that γ ef f has a value close to 2/7 ≃ 0.286, the result of early theories (see, for instance, Siggia(1994) ). With increasing R it increases linearly with log(R) within experimental error, reaching the large-R asymptotic value γ ef f = 1/3 of the GL model at the finite value R 0 ≃ 7 × 10 10 . Precision measurements conforming to the OBA for Γ = 1, σ = 4.4 and a wider range of R above R 0 are needed to determine whether γ ef f will remain at 1/3.
As was seen in Fig. 3 , the GL model is in reasonable agreement with the experimental results for N (R) up to R ≃ 10 10 . However, for the model γ ef f increases somewhat more slowly with log(R) (solid line in Fig. 4 ) and reaches 1/3 only in the limit as R → ∞ whereas the experimental γ ef f becomes equal to 1/3 at the finite R 0 ≃ 7 × 10 10 . The result γ ef f ≃ 1/3 was obtained before by Goldstein & Tokuda (1979) . However, they simultaneously fitted all their data, regardless of Γ, over the range 5 × 10 8 < ∼ R < ∼ 3 × 10 11 to a power law, and found γ ef f ≃ 1/3 over the entire range. This is not in agreement with our results for Γ = 1 which yield an R-dependent γ ef f .
An exponent close to 1/3 was found also by NS in experiments for Γ = 1 using helium gas where σ changed with R from about 1 to about 3.8. Those data (open squares) are displayed together with ours (open circles) in Fig. 5 . Over the range 3 × 10 11 < R < 10 14 they can be represented by a powerlaw with γ ef f = 0.354 (solid line) (when only data for R > 10 13 are fitted, one obtains γ ef f = 0.345). The σ-dependence of N at constant R is not known very well. For 3.62 < σ < 5.42, Γ = 0.67, and R ≃ 10 11 we have N ∝ σ −0.044 ]. In order to see how much this could possibly influence the R-dependence, we also fitted the NS data for N σ 0.044 (solid squares) and obtained γ ef f = 0.365 (dashed line). The results by NS, together with ours, suggest that γ ef f increases beyond 1/3 as R grows beyond 10 11 .
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