The recent paper [F. Arute et al. Nature 574, 505 (2019)] considered exact classical sampling of the output probability distribution of the globally depolarized random quantum circuit. In this paper, we show three results. First, we consider the case when the fidelity F is constant. We show that if the distribution is classically sampled in polynomial time within a constant multiplicative error, then BQP ⊆ SBP, which means that BQP is in the second level of the polynomial-time hierarchy. We next show that for any F ≤ 1/2, the distribution is classically trivially sampled by the uniform distribution within the multiplicative error F 2 n+2 , where n is the number of qubits.
I. INTRODUCTION
Several sub-universal quantum computing models are shown to be hard to classically simulate. For example, output probability distributions of the depth-four model [1] , the Boson Sampling model [2] , the IQP model [3, 4] , the one-clean qubit model [5] [6] [7] [8] [9] , and the random circuit model [10, 11] cannot be classically sampled in polynomial time unless some conjectures in classical complexity theory (such as the infiniteness of the polynomialtime hierarchy) are refuted. Impossibilities of exponential-time classical simulations of subuniversal quantum computing models have also been shown recently based on classical finegrained complexity theory [12] [13] [14] [15] [16] .
Let p z be the probability that an n-qubit ideal random quantum circuit outputs the n-bit string z ∈ {0, 1} n . Ref. [17] considered the globally depolarized version where the probability p ′ z that the output is z ∈ {0, 1} n is written as
where 0 < F < 1 is the fidelity.
In this paper, we show the following three results:
Theorem 1 Assume that F is constant. Then, if the probability distribution {p ′ z } z∈{0,1} n is sampled in classical poly(n) time within a constant multiplicative error ǫ < 1, then BQP ⊆ SBP.
Theorem 2 For any F ≤ 1 2 , {p ′ z } z∈{0,1} n is classically sampled by the uniform distribution within the multiplicative error F 2 n+2 . Theorem 3 For any F , {p ′ z } z∈{0,1} n is classically sampled by the uniform distribution within the additive error 2F .
Proofs are given in the later sections. In the rest of this section, we provide several remarks.
First, the class SBP [18] is defined as follows. Note that the class SBP remains unchanged even when the two thresholds, 2 −s(|x|) and 2 −s(|x|)−1 , are replaced with α2 −s(|x|) and β2 −s(|x|) , respectively, for any constants α and β satisfying 0 ≤ β < α ≤ 1. It is known that SBP is in AM, and therefore BQP ⊆ SBP means that BQP is in the second level of the polynomial-time hierarchy. The containment of BQP in the polynomial-time hierarchy is not believed. (For example, there is an oracle separation [19] .)
Second, note that quantum supremacy for the globally depolarized circuits was previously studied in Ref. [20] for the one-clean qubit model.
Third, Theorem 1 holds for a broader class of quantum circuits than the globally depolarized random circuit. In particular, we can replace our random gate application with the coherent one. In this paper, however, we concentrate on the globally depolarized random circuit for the simplicity. Theorem 2 and Theorem 3 hold for the output probability distribution {p z } z of any quantum circuit.
Finally, in Ref. [17] , it was claimed that if the exact polynomial-time classical sampling of {p ′ z } z is possible, then estimating | 0 n |U|0 n | 2 for an n-qubit unitary U can be done by an Arthur-Merlin protocol with the F −1 -time Arthur. However, if we consider the realistic case, F ∼ 2 −m and m ≫ n, where m is the number of gates, the time-complexity of Arthur is ∼ 2 m . (On the other hand, the exact computation of | 0 n |U|0 n | 2 can be done in time ∼ 2 n .) Moreover, although Ref. [17] 
II. DISCUSSION
Our theorems show that if F ∼ 2 −m and m ≫ n, or at least F ∼ 2 −m , quantum supremacy does not exist for approximate sampling of {p ′ z } z . In this section, we argue that if F ∼ 2 −m and m ≫ n, the standard approach will not work to show quantum supremacy for exact sampling of {p ′ z } z .
In the standard proof of quantum supremacy [1-3, 6, 8, 9] , we first consider the following promise problem: given the classical description of an n-qubit m-size quantum circuit U, and parameters a and b, decide p acc ≥ a or p acc ≤ b, where p acc is the acceptance probability.
In the standard proof of quantum supremacy, we take the promise problem as the complete problem of a "strong" quantum class, such as postBQP, SBQP, or NQP.
We next assume that p ′ acc ≡ F p acc + 1−F 2 n is exactly classically sampled. It means that there exists a polynomial-time classical probabilistic algorithm that accepts with probability q acc such that q acc = p ′ acc .
If the answer of the promise problem is yes, then q acc ≥ F a + 1−F 2 n ≡ α. If the answer of the promise problem is no, then q acc ≤ F b + 1−F 2 n ≡ β. In the standard proof of quantum supremacy, we then conclude that the promise problem is in a "weaker" class (such as postBPP, SBP, or NP) that leads to an unlikely consequence in complexity theory, such as postBQP ⊆ postBPP, SBQP ⊆ SBP, or NQP ⊆ NP. However, deciding q acc ≥ α or q acc ≤ β seems to be "more difficult" than the original promise problem: the original promise problem can be solved in time ∼ 2 n , while deciding q acc ≥ α or q acc ≤ β will not be solved in that time because α − β = F (a − b) = O(2 −m ), and m ≫ n. Therefore we will not have any unlikely consequence in this approach.
Although the above argument does not exclude the existence of a completely new supremacy proof for the exact sampling of {p ′ z } z that works even when F ∼ 2 −m and m ≫ n, we can also argue that even if the realistic quantum computer exactly samples {p ′ z } z , it is "effectively" classically samplable by the uniform distribution when F ∼ 2 −m unless we can access exponentially many samples.
To see this, let us consider the task of distinguishing ρ 0 ≡ I ⊗n 2 n and ρ 1 ≡ F ρ + (1 − F ) I ⊗n 2 n , where ρ is any n-qubit state. Assume that we can measure k copies of ρ 0 or ρ 1 . Let Π 0 (Π 1 ) be the POVM element that we conclude that the actual state is ρ ⊗k 0 (ρ ⊗k 1 ), where Π 0 + Π 1 = I ⊗nk . The probability p correct that we make the correct decision is
If F ∼ 2 −m and k = o(2 m ), p correct → 1 2 .
III. PROOF OF THEOREM 1
Assume that a language L is in BQP. Then for any polynomial r, there exists a polynomial-time uniformly generated family {V x } x of quantum circuits such that if x ∈ L then p acc ≥ 1 − 2 −r(|x|) , and if x / ∈ L then p acc ≤ 2 −r(|x|) . Here p acc ≡ 0 w |V x |0 w with w = poly(|x|) is the acceptance probability.
Let m be the number of elementary gates in V x , i.e., V x = w m w m−1 ...w 2 w 1 , where each w j is an elementary gate (such as H, CNOT , and T , etc.). Let us consider the following random quantum circuit on n ≡ w + m qubits:
1. The initial state is |0 w ⊗|0 m , where we call the first w-qubit register the main register, and the second m-qubit register the ancilla register.
2. For each j = 1, 2, ..., m, apply w j ⊗ I or η j ⊗ X with probability 1/2, where η j is any elementary gate, w j and η j act on the main register, and I and X act on the jth qubit of the ancilla register. Thus obtained the final state is
where α ≡ (α 1 , ..., α m ) ∈ {0, 1} m is an m-bit string, ξ 0 j = w j , and ξ 1 j = η j .
3. Measure all n qubits in the computational basis. If all results are 0, accept. Otherwise, reject.
If we consider the globally depolarized version, the state of Eq. (1) is replaced with
The acceptance probability p ′ acc is
Assume that there exists a classical poly(n)-time probabilistic algorithm that accepts If r and w are sufficiently large, L is in SBP.
Note that although here we have considered constant F , the same result also holds for other "not so small" F such as F = 1 poly(m) .
IV. PROOF OF THEOREM 2
Let us take ǫ = F 2 n+2 . For any z ∈ {0, 1} n ,
where in the last inequality, we have used
