Abstract: Bioinformatics techniques to protein secondary structure (PSS) prediction mostly depend on the information available in amino acid sequences. In this paper, we propose two-stage Multi-class Support Vector Machine (MSVM) approach where the second MSVM predictor is introduced at the output of the first stage MSVM to capture the contextual relationship among secondary structure elements in order to minimize the generalization error in the prediction. By using position specific scoring matrices generated by PSI-BLAST, the two-stage MSVM approach achieves Q3 accuracies of 78.0% and 76.3% on the RS126 dataset of 126 nonhomologous globular proteins and the CB396 dataset of 396 nonhomologous proteins, respectively, which are better than the scores reported on both datasets to date. By using MSVM, the present prediction scheme significantly achieves 2-6% and 3-15% of improvement in Q3 and Sov accuracies, respectively, on the two datasets. On larger blind-test datasets from PSIPRED, CASP4, and EVA datasets, two-stage MSVM approach achieves Q3 accuracies from 77.0% to 79.5%.
INTRODUCTION
Proteins are large molecules having a central role in coordinating living processes and constituting to the bulk of living organisms. As such, understanding the mechanisms of proteins' interaction and operations is vital to the study of many diseases. Key functional aspects of proteins depend on their 3-dimensional (3-D) structure (1) . Therefore, the knowledge of a protein's structure and its components and their relation to its function are highly useful in the advances of life sciences. Unfortunately, the protein structure prediction problem is a combinatorial optimization problem, which so far has an eluded solution, because of the exponential number of potential solutions. One of the current approaches is to predict the protein secondary structure (PSS), which is linear representation of the full knowledge of the 3-D structure, and, thereafter, predict the 3-D structure (1; 2). The usual goal of secondary structure prediction is to classify a pattern of residues in amino acid sequences to a pattern of protein secondary structure elements: an α-helix (H), β-strand (E), or coil (C, the remaining type).
Many computational techniques have been proposed in the literature to solve the PSS prediction problem. The statistical methods are mostly based on the likelihood (3; 4; 5), k -nearest neighbor (6; 7), or Bayesian (8) techniques. Neural networks use residues in a local neighborhood, as inputs, to predict the secondary structure at a particular location of an amino acid sequence by finding an arbitrary non-linear mapping (9; 10; 11; 12). The consensus approaches combine different classifiers, in parallel, into a single superior predictor (13; 14; 15) . The method of Cuff and Barton employed a majority voting scheme to combine predictions from different techniques (13) . More complex approaches for combining different methods based on neural networks, linear discrimination (14) , and multicategory SVM (15) have been studied. Combining evolutionary information with the existing methods has provided to be effective and efficient for predicting PSS (16) . Recently, Meiler and Baker proposed using the information of 3-D structure and PSI-BLAST profiles as inputs to a neural network (17) . The SVMs have been applied to PSS prediction, by combining several binary classifiers (18; 19; 20) .
Despite the existence of many approaches, the success rates of the existing approaches to PSS prediction are insufficient. Most existing secondary structure prediction techniques are single-stage approaches in the sense that they predict secondary structures directly from an amino acid sequence, which are not capable of effectivly taking into consideration the contextual relationships among the secondary structures of residues. Rost and Sander proposed the PHD approach using two Multi-Layer Perceptrons (MLP) in cascade, where the second stage MLP improved the accuracy of the prediction by capturing the contextual relations among the secondary structures from the output of the first stage (9) . This approach, however, increases the size of the effective input window, but does not improve the generalization capability of the prediction of unseen patterns. The Bayesian approach provides a framework to account for non-local interactions among amino acid residues (8) , where the inferences are based on the generalized probability distributions incorporating prior probabilities of segments of secondary structure elements. Nevertheless, this technique is unable to incorporate useful information from multiple sequence alignments or PSI-BLAST profiles in the prediction scheme. The PSI-BLAST profiles contained more useful information than single sequences and multiple sequence alignments: the probability of each residue residing at a specific position is computed; the amount of significant information of each sequence is weighted and more distant homologues are found (12) . This paper investigates the use of two-stage Multi-class Support Vector Machines (MSVMs) for PSS prediction by using a second MSVM to enhance the output of a singlestage MSVM approach. The input to the two-stage MSVM is based on the position specific scoring matrices generated by PSI-BLAST profiles of the input sequence. We show that the MSVM at the second stage minimizes the generalization error made by the first stage by incorporating the contextual relationships among the PSS elements. The experiments are presented to demonstrate the selection of the kernels and their parameters. Improvements of accuracy of PSS prediction up to 2.3% were achieved on the RS126 dataset (9) and the CB396 dataset (13), respectively, compared to the previously reported best results for the same datasets. The new prediction scheme achieved improvements of 2-6% and 3-15% of Q 3 and Sov accuracies, respectively, on the RS126 and CB396 datasets. On larger blind-test datasets from PSIPRED, CASP4, and EVA datasets, two-stage MSVMs obtained Q 3 accuracies from 77.0% to 79.5%.
TWO-STAGE MSVM APPROACH
The two-stage MSVM approach uses two MSVMs in cascade to predict secondary structures of residues in amino acid sequences.
Let us denote the given amino acid sequence by r = (r 1 , r 2 , . . . , r n ) where r i ∈ Ω R and Ω R is the set of 20 amino acid residues, and t = (t 1 , t 2 , . . . t n ) denote the corresponding secondary structure sequence where t i ∈ Ω T and Ω T = {H, E, C}; n is the length of the sequence. The prediction of the PSS sequence, t, from an amino acid sequence, r, is the problem of finding the optimal mapping from the space of Ω R to the space of Ω T .
Let v i be the 21-dimensional feature vector representing the residue r i where 20 units are the values from raw matrices of PSI-BLAST profiles ranging from [0, 1] and the other is used for padding to indicate an overlapping end of the sequence (12) . Let the input pattern to the MSVM approach at site i be
) where v i denotes the center element, h 
First Stage
For the first stage, we use a MSVM scheme proposed by Crammer and Singer (21) . For PSS prediction, this method constructs three discriminant functions by solving one single optimization problem, which can be formulated as follows: Minimize
subject to the constraints
where t j is the secondary structural type of residue r j corresponding to the the training vector r j , j = 1, 2, . . . , N , w tj 1 and w k 1 are the weight vectors of class t j and k, and c
The minimization of the above formulation is simplified by solving the following quadratic programming problem (21) :
where K 1 (r i , r j ) = φ 1 (r i )φ 1 (r j ) denotes the kernel function and w
. The input vectors, derived from a window of w 1 amino acid residues, are transformed to a higher dimensional space via the kernel function K 1 . Once the parameters α k j are obtained from the optimization, the resultant discriminant function f k 1 of a test input vector r i is given by
P r e p r i n t
Input: Amino acid sequence Multi-class SVM Figure 1 : Two-stage MSVM approach for PSS prediction.
In a single-stage MSVM method, the secondary structural type t i corresponding to the residue at site i, r i , is determined by
Second Stage
We extend the single-stage MSVM approach to PSS prediction by cascading another MSVM at the output of the single-stage approach. The second stage improves the accuracy of prediction because the secondary structure at a particular site of the sequence depends on the structures of the rest of the sequence, for example, it accounts for the fact that the strands span over at least three adjacent residues and helices consist of at least four consecutive residues (9; 22) . This intrinsic relation cannot be captured by using only a single MSVM. Therefore, another predictor that minimizes the generalization error at the output of single-stage methods, by incorporating the contextual relationship among the protein structure elements, improves the prediction accuracy. Figure 1 represents the architecture of the two-stage MSVM approach for PSS prediction. Consider a window of size w 2 at a site of the output sequence from the first stage; the vector at position i,
) where w 2 = 3(h The MSVM converts the input patterns, usually linearly inseparable, to a higher dimensional space by using the mapping φ 2 with a kernel function
As in the first stage, the outputs in the higher dimensional space are linearly combined by a weight vector, w 2 , to obtain the prediction output. The training set of exemplars for the second stage MSVM is Γ 2 train = {d j : j = 1, . . . , N } where N denotes the number of training exemplars. The vector w 2 is obtained by solving the following convex quadratic programming problem, over all the patterns seen in the training phase (21) .
The secondary structural type t i corresponding to the residue r i is determined by
MINIMAL GENERALIZATION ERROR
In this section, we prove that the second stage MSVM minimizes the generalization error produced at the output of the first stage by incorporating the contextual relationships among secondary structure elements.
In the first stage , if the training and testing patterns, (r, t) ∈ Γ 1 × Ω T , are drawn independently and identically according to a probability distribution P 1 based on the optimal value of window size w 1 , where Γ 1 denotes the set of input patterns seen by the MSVM during both the training and testing phases and t denotes the desired ouput for input pattern r, the generalization error, err P1 (f 1 ), when f 1 (r) = arg max k∈ΩT f k 1 (r), is given by
where the loss function
The aim of two-stage MSVM approach is to find an optimal function, f 2 such that f 2 (d) = arg max k∈ΩT f k 2 (d), to incorporate the contextual relationships among secondary structure elements in order to minimize the generalization error further in the prediction. Let Γ 2 denote the set of input patterns seen by the second stage MSVM in both training and testing phases. If, for both training and testing, the patterns (d, t) ∈ Γ 2 × Ω T are drawn independently and identically according to a probability distribution P 2 based on the optimal value of window size w 2 , the generalization error, err P2 (f 2 ), is given by
If the input pattern d corresponds to a site
. That is, the second stage takes into account the influences of the PSS elements of residues in the neighborhood into the prediction. Since there exists at least a discriminant function Appendix) i.e the contextual information of secondary structures is not taken into account, the optimal function f 2 providing the smallest err P2 (f 2 ) at optimal size of neighborhood capturing the contextual information of secondary structures should ensure
However, finding the global minimum of generalization error err P2 (f 2 ) is not a trivial problem because the form of the probability distribution P 2 is unknown. We can instead consider the probably approximately correct (pac) bound, ǫ(N, δ), of the generalization error satisfying
This is equivalent to asserting that with a probability greater than 1 − δ over the training set Γ 2 train based on the optimal value of window size w 2 , the generalization error of f 2 is bounded by
In the following theorems, we assume that both the training set Γ 
.
is the size of the largest η
} be a set of discriminant functions defined on Γ 2 and restricted to points in a ball of m dimensions of radius R about the origin, that is, f
Then, the fat-shattering dimension fat
is bounded:
Definition 3: The decision directed acyclic graph G on 3 classes H, E, and C, over F is a set of functions which can be implemented using a rooted binary directed acyclic graph with 3 leaves labeled by the classes H, E, and C, where each of 3 internal nodes is labeled with an element of F (see Figure 2) . Theorem 2 (24): Let G be a decision directed acyclic graph on 3 classes H, E, and C, with 3 decision nodes, H/E, E/C, and C/H, with margins η k/l 2 and discriminant
Figure 2: Illustration of a decision directed acyclic graph G with discriminant functions f k/l 2 ∈ F at decision nodes k/l where k, l ∈ Ω T and the leaves labeled by three classes helix (H), strand (E), and coil (C).
. Then, the following probability is bounded:
where 
Proof: This is equivalent to proving that for an arbitrary example d ∈ Γ 2 , f 2 (d) equals to the secondary structural type of d, predicted by the decision directed acyclic graph G.
And there are two cases when arg max k∈ΩT f
Starting at the root node H/E of G, the binary decision function of the classifier H/E is evaluated for the input pattern d. The node is then exited via the right edge because f
, the input d reaches to the leaf labeled H. Therefore, the secondary structural type of d predicted by G is H.
• In the second case, if f
Theorem 4 (25): Let err P2 (G) be the generalization error of G at the output of the first stage. Then
Theorem 5: Suppose that we classify N patterns in the training set Γ 2 train using the MSVM method at the second stage with optimal values of weight vectors w k 2 , k ∈ Ω T . Then, the pac bound of the generalization error, err P2 (f 2 ), is equal to:
Proof: Since the margin η
is the minimum value of the distances from the instances labeled k or l to the hyperplane w
. Therefore, the results a stepwise method for calculating the maximum among {f
that is similar to the process of finding the secondary structure in the decision directed acyclic graph G. Let us apply the result of Theorem 2 for G with specified margin η k/l 2 at each node to bound the generalization error err P2 (G). Since the number of decision nodes is 3 and the largest allowed value
is N , the number of all possible patterns of h k/l 's over the decision nodes is bounded by N 3 .
We let δ i = δ/N 3 so that
Theorem 2 ensures that the probability of any of the statements failing to hold is less than δ/2. By using the result of the Theorem 4, the probability P 2 {Γ 2 train : ∃ G s.t. err Γ 2 train (G) = 0; err P2 (G) > 2ǫ(δ i /2)} is bound to be less than δ. From Theorem 3, the pac bound of the generalization error err P2 (f 2 ) is therefore equal to 2ǫ(
From Eq. (7), minimizing the quantity k∈ΩT w k 2 2 results in the minimization of the generalization error at the output of the first stage MSVM method. Since the MSVM at the second stage minimizes the error of the output of the first stage by solving the optimization problem, two stages are sufficient to find an optimal classifier for PSS prediction with a minimal generalization error, taking into account the contextual information of secondary structures.
Minimization of error by MLP
Two-stage Multi-Layer Perceptron (MLP) has been earlier used for PSS prediction (9) . The aim of the PSS prediction using a MLP is to find an optimal function, f 1 , taking into account the sequential relationships among amino acid residues to minimize the following so-called the empirical risk functional (26)
where r i ∈ Γ 1 train , t i denotes the corresponding output for the training input pattern r i , and N is the number of patterns of Γ 1 train , f 1 (r) = arg max k∈ΩT f k 1 (r), and f k 1 is the transfer function of the network for secondary structure type k, which output is given by the output neuron representing the secondary structure k ∈ Ω T .
By using gradient-decent type training algorithm, the single-stage MLP method achieves a local minimum of the empirical risk functional err Γ 1 train (f 1 ), which is not guaranteed to find the global minimum of the generalization error err P1 (f 1 ).
Since the MLP is not guaranteed to minimize the generalization error at the output of the first stage, the second neural network is unable to find the global minimum of the generalization error err P2 (f 2 ). Therefore, the two-stage MLPs are incapable of achieving an optimal predictor for PSS prediction as the test sets and training sets differ in PSS prediction. The addition of the second neural network at the output of the single-stage predictor effectively increases the size of the input window.
5

P r e p r i n t 4 EXPERIMENTS AND RESULTS
The two-stage MSVM approach was implemented with the position specific scoring matrices generated by PSI-BLAST as inputs and tested on benchmark datasets by using sevenfold cross-validation. And the results were compared with the earlier methods for PSS prediction (3; 4; 5; 33; 9; 6; 34; 35; 10; 11; 13; 18; 19; 20) . With the seven-fold cross-validation approximately one-seventh of the dataset was left out while training and, after training, the left oneseventh of the dataset was used for testing. We used BSVM library (29) to implement MSVM, which usually leads to faster convergence in large optimization problems.
Dataset 1 (RS126)
The set of 126 nonhomologous globular protein chains, used in the experiment of Rost and Sander (9) and referred to as the RS126 set, was used to evaluate the accuracy of the predictors. Many current generation secondary structure prediction methods have been developed and tested on this dataset. The RS126 set is available at http://www.compbio.dundee.ac.uk/∼www-jpred/data/pred res/126 set.html.
Dataset 2 (CB396)
The second dataset generated by Cuff and Barton (13) at the European Bioinformatics Institute (EBI) consisted of 396 nonhomologous protein chains and was referred to as the CB396 set. Cuff and Barton used a rigorous method consisting of the computation of the similarity score to derive their non-redundant dataset. The CB396 set is available at http://www.compbio.dundee.ac.uk/∼www-jpred/data/.
Dataset 3 (PSIPRED)
We performed an extensive experiment on the PSIPRED dataset with 2245 protein chains for PSS prediction to compare two-stage MSVMs with PSIPRED method (12) .
The PSIPRED set is available at ftp://bioinf.cs.ucl.ac.uk/pub/psipred/old. We use the same PSI-BLAST profiles from the PSIPRED dataset to provide an objective comparison of two methods.
CASP4 and EVA Datasets
[ Table 1 is to be included here.] Two-stage MSVM approach has been tested more on CASP4 dataset (http://predictioncenter.org/ casp4/Casp4.html) and a set of 64 new proteins provided by EVA (http://cubic.bioc.columbia.edu/eva/) (as shown in Table 1 ) based on the position specific scoring matrices generated by PSI-BLAST. These testing sets contains sequences with no homology to the proteins of the training set extracted from PSIPRED dataset in 1999 (12) . The above training and testing sets were used to provide fair evaluation of the present approach.
Protein secondary structure definition
The type of the secondary structure for each residue in the training and testing sets was assigned from DSSP (30) which is the most widely used secondary structure definition. The eight types, H(α-helix), G(3 10 -helix), I(π-helix), E(β-strand), B(isolated β-bridge), T(turn), S(bend), and -(rest), were reduced to three classes, α-helix (H), β-strand (E) and coil (C), by using the following: H and G to H; E and B to E; all others states to C. Recent methods for PSS prediction have used this reduction for evaluation (5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15; 17; 18; 19; 20) We adopted this reduction method to provide an objective comparison of the prediction accuracy of two-stage MSVMs to the results of other methods.
Prediction accuracy assessment
We have used several measures to evaluate the prediction accuracy. The Q 3 accuracy indicates the percentage of correctly predicted residues of three types of secondary structure (13) .
where a t is the number of correctly predicted residues in structure t, and b t is the number of residues observed in type t. The Q H , Q E , and Q C accuracies represent the percentages of correctly predicted residues of each type of secondary structure (13) . A complementary measure of prediction accuracy is obtained from the Matthews' correlation coefficients (31) for each of the three secondary structures: ρ H , ρ E , and ρ C .
Segment overlap measure (Sov) gives the accuracy by counting the predicted and observed segments and measuring their overlap (32) .
where n is the total number of residues, s obs and s pred are the observed and predicted secondary structure segments respectively, and len(s obs ) is the number of residues in the segments s obs .
We stick to the "per-protein" evaluation to provide an objective comparison with the previous approaches. P r e p r i n t Tables 2 and 3 show the performance of the singlestage MSVM and two-stage MSVM approaches, using different neighborhood input windows on the RS126 and CB396 datasets. As seen, the neighborhood windows, w 1 = 15 (h Table 4 shows that the prediction accuracies of two-stage MSVM with window lengths w 1 when the second stage window fixed at w 2 = 21 on the RS126 and CB396 datasets. The result confirmed that the window size at the input stage w 1 was optimal at 15.
Results
[
[ Table 5 is to be included here.]
[ Table 6 is to be included here.] Table 5 shows PSS prediction accuracies of the MSVM method with the Gaussian kernels K(x, y) = e (Table 6 ). As seen in Table 6 , the optimal parameters were σ 1 = 0.05 for the first stage and σ 2 = 0.01 for the second stage, with γ 1 = γ 2 = 0.5.
[ Figure 3 is to be included here.] Figure 3 shows a comparison of performances of different secondary structure prediction methods on the RS126 dataset based on single sequences, multiple sequence alignments, and PSI-BLAST profiles. The methods are GOR I (1 st generation) (3), GOR III (2 nd ) (4), GOR IV (2 nd ) (5) (18), and SVMpsi (3 rd ext) (19) . The results of Zpred, NNSSP, PREDATOR, DSC, and Jpred methods on the RS126 dataset were obtained from Cuff and Barton (13) and the results of the refined neural network proposed by Riis and Krogh, SVMfreq, SVMpsi, BRNN, and PHD methods were obtained from their original publications (10; 18; 19; 11; 9) . We implemented and tested GOR I, GOR III, and GOR IV techniques on the RS126 dataset with single sequences. The best Q 3 accuracy of 78.0% was achieved by the two-stage MSVM using the PSI-BLAST profiles. Comparing two-stage MSVM to two cascaded MLP networks of PHD method (9), a substantial gain of 7.2% of Q 3 accuracy was observed. The two-stage MSVM method obtained 6.8% and 1.9% higher Q 3 scores compared to the SVM methods of Hua and Sun (18) and Kim and Park (19) , respectively.
[ Figure 4 is to be included here.] Figure 4 shows the performance of two-stage MSVM approach on the CB396 dataset based on multiple sequence alignments and PSI-BLAST profiles, compared to other approaches. Two-stage MSVM approach achieved 76.3% of Q 3 accuracy, which is the highest scores reported on the CB396 set to date. Compared to the recent method of Guo et al. using dual-layer binary SVMs (20) , the two-stage MSVM method showed 2.3% higher Q 3 score. A direct comparison of Sov accuracy between the two methods was impossible because we used the Sov measure of Zemla et al. (32) , which makes the evaluation of PSS prediction structurally more meaningful than Sov94 measure (36) used in the Guo et al.'s method.
[ Table 7 is to be included here.]
As shown in Table 7 , we performed an extensive experiment on the PSIPRED dataset for PSS prediction using two-stage MSVMs. For our knowledge, the PSIPRED dataset with 2245 protein chains is one of the largest dataset used for training and testing of PSS prediction. On this dataset, two-stage MSVM approach achieved 79.4% of Q 3 accuracy while the accuracy of PSIPRED method was previously reported to be 78.3% (12) .
[ Table 8 is to be included here.] Since CASP4 did not publish the secondary structure of any target protein sequence, we only test our method on target protein sequences that can be found secondary structures from Protein Data Bank (PDB). Two-stage MSVM approach achieved 77.0% of accuracy on 31 target proteins of CASP4 dataset (as shown in Table 8 ). This result shown that our method has the ability to perform well on new protein sequences.
[ Table 9 is to be included here.] Table 9 shows the performance of two-stage MSVMs on a set of 64 new proteins provided by EVA with PSI-BLAST profiles. The best prediction was achieved to be two-stage MSVMs: 79.5% of Q 3 . On the testing set, the Q 3 accuracy of two-stage MSVMs was substantial higher than results of PHD (72.3%), Prof King (71.5%), PHDpsi (72.7%), and PSIPRED (77.4%) methods.
[ Table 10 is to be included here.] Table 10 lists the properties of 20 amino acids and their average occurrences and errors of the PSS prediction and probabilities of the presence of α-helices, β-strands, and coils on CB396 dataset. According to the statistics, amino acids, Val, Ile, and Met were easy to predict while Trp, Cys, and His were difficult to predict by our method. The statistical data shows that the amino acid residues in the non-polar group (hydrophobic), Gly, ALa, Val, Leu, Ile, Met, and Pro, were predicted with higher accuracies than the other ones. The results from Table 10 suggest that five amino acids, Ala, Met, Gln, Arg, and Glu strongly tend to be α-helix, and Val and Ile tend to be β-strand, while Gly, Pro, Ser, Asn, and Asp are strong coil formers.
Two-stage Approaches to PSS Prediction
[ Table 11 is to be included here.]
To demonstrate the MSVM's capacity to minimize the generalization error at the output of the single stage predictors, we experimented with the two-stage predictors by connecting MSVM at the output of the GOR I, GOR III, and GOR IV methods. The new prediction schemes achieved ∼2%-6% and ∼3%-15% improvements in Q 3 and Sov accuracies, respectively, on the CB396 dataset (see Table 11 ). The poorer performance of PHD method, which uses the two cascade MLPs, indicates that the MSVMs are better at both stages than the feedforward neural networks. We can infer that by connecting MSVM as the second stage of single stage approaches, the accuary of the prediction improves.
From all the two-stage approaches tested, though all results are not shown, the two-stage MSVM approach showed the best performance for PSS prediction.
DISCUSSION AND CONCLUSION
We introduced a two-stage MSVM approach to PSS prediction, which improved the prediction accuracy because the secondary structure at a particular position of a sequence depends not only on the amino acid residue at a particular location but also on the structural formations of the rest of the sequence. This intrinsic relation cannot be captured by using only single-stage predictors alone. Therefore, another layer of predictors, which predicts the output from the results of the single-stage methods improves the accuracy. This has also been shown in PHD approach with MLPs earlier but with less prediction accuracy. MLPs are not optimal for PSS prediction because they cannot generalize the prediction for unseen amino acid sequences. As shown, the MSVM method was an optimal classifier for the second stage because it minimizes not only the empirical risk of known sequences but also the actual risk of unknown sequences. Additionally, two stages were proven to be sufficient to find an optimal classifier for PSS prediction as the MSVM minimized the generalization error at the output of the first stage by solving the optimization problems at the second stage.
Since the proof of minimal generalization error of twostage MSVM in the theoretical part applies for any values of window sizes, without loss of generality, we assumed that the training and testing patterns at the first stage and second stage are drawn independently and identically according to probability distributions based on the optimal values of window sizes w 1 and w 2 , respectively. Choosing the optimal value of window sizes w 1 and w 2 in the theoretical part makes the samples closer to independent and identical distribution. In practice, the optimal values of window sizes at the first stage and the second stage are found empirically.
Furthermore, we have compared two-stage SVM techniques for PSS problem: one method based on binary classifications of Guo (20) and the other approach for multiclass problem by solving one single optimization problem. We found that the two-stage MSVM approach is more suitable for PSS prediction because of its capacity to lead faster convergence for large and complex training sets of sequences and solve the optimization problem in one step. By incorporating the state-of-the-art single-stage MSVM classifiers, the two-stage MSVM approach, presented here, demonstrated the best accuracy over the earlier approaches to PSS prediction on the tested data.
The kernels and their parameters were empirically determined as there do not exist simple methods to find them otherwise. The Gaussian kernels outperformed the other kernels in the experiments with benchmark datasets; Based on that since the Gaussian kernels are local, the local interactions of amino acid residues and structural elements were more involved the prediction of the secondary structures by our method than the long distance interactions. Investigation into the determination of optimal parameters of MSVMs at the two stages could further enhance the accuracies of prediction. The two-stage MSVM approach outperformed earlier techniques of PSS prediction on the tested datasets and had better generalization capabilities, which could be used to aid the prediction the 3-D structures of proteins. Web server for the prediction of PSS from amino acid sequences by using the two-stage MSVM approach has been developed and is available at http://birc.ntu.edu.sg/∼pas0186457.
APPENDIX
We consider the case where h
The generalization error, err P2 (f * 2 ), can now be written as
= err P1 (f 1 ).
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Kernel Function Dataset Method
Gaussian Linear Polynomial Polynomial Polynomial Table 10 : The properties of 20 amino acids: their average occurrences, the errors in prediction, and the occurrence probabilities of α-helices, β-strands, and coils, on the CB396 dataset. The classification of the approaches of PSS prediction as the first generation, second generation, and third generation is based on the paper of Rost (27) . The notation (ext) indicates that the corresponding method uses position specific scoring matrices generated by PSI-BLAST instead of multiple sequence alignments. 
