1.
Introduction The recent global economic downturn attributed to the sub-prime crisis in the US with rapid contagion worldwide, particularly in the housing sector, has attracted the attention of academics, policymakers, and economic agents at large. Stock and Watson (2003) pointed out that housing prices are leading indicators for real activity, inflation, or both, and, hence, can serve as an indicator as to where the real economy is heading. Evidence in the recent literature, for example, Iacoviello (2005) , Case et al. (2005) , Iacoviello and Neri (2008) and (Vargas-Silva, 2008a , 2008b amongst others, show a strong link between the housing market and economic activity in the US. Moreover, the recent emergence of boom-bust cycles in house prices have been an issue of concern for policy markers (Borio et al, 1994 ; Gertler, 1995, 1999) , since the bust of the house price bubble is always followed by significant contractions in the real economy (Iacoviello and Neri (2008) ). Given this, it is crucial for central banks to analyze thoroughly the effects of monetary policy on asset prices in general, and real estate in particular, which, in turn, would lead to the understanding of the effects of policy on the economy at large.
In this backdrop, this paper assesses the impact of monetary policy shocks on real house price growth, i.e., the growth rate of ratio of the nominal house price to the Consumer Price Index (CPI), for the affordable, large-, medium-and small-middle-segment and luxury housing for the South African economy 1 by exploiting a data-rich environment that includes 246 quarterly series, such as income, interest rates, construction costs, labor market variables, stock prices, industrial production, and consumer confidence index over the period 1980:01 to 2006:04. For this purpose, the framework used in this paper is a factor-augmented vector autoregression (FAVAR) model proposed by Bernanke et al. (2005) . As Bernanke et al. (2005) indicates, monetary authorities analyze literally thousands of variables in their decision-making process, hence, it is aberrant for anyone, who tries to mimic actions of a central bank, to ignore this fact. Furthermore, the recent literature Stock and Watson (2004); and Strauss, 2007, 2008 ; (Das et al., , 2008b (Das et al., , 2009 gives evidence of the fact that numerous economic variables are potential predictors of house price growth. Intuitively, the FAVAR approach boils down to extracting a few latent common factors from a large matrix of many economic variables, with the former maintaining the same information contained in the original data set without running into the risk of the degrees of freedom problem.
2 Note, the motivation to use the three major segments of the housing market, with the middlesegment subdivided further into three categories based on sizes, and not just the aggregate housing market, emanates from the fact that the market for different housetypes are found to behave differently (Burger and van Rensburg, 2008) . Clearly then, the 1 Data on house prices are obtained from the ABSA Housing Price Survey, with ABSA being one of the leading private banks of South Africa. The ABSA Housing Price Survey, distinguishes between three price categories as ---luxury houses (R 2.6 million to R9.5 million), middle-segment houses (R226,000 to R2.6 million) and affordable houses (R226,000 and below with an area in the range of 40 m 2 -79 m 2 ); and further subdivides the middle segment category based on the square meters of house area into small (80 m 2 -140 m 2 ), medium (141 m 2 -220 m 2 ) and large (221 m 2 -400 m 2 ).
impact of monetary policy on the different segments of the South African housing market is less likely to be homogenous. This is more so, when one realizes that the different housing segments cater to different income-groups.
To the best of our knowledge, this is the first study to analyze the effect of monetary policy on real house price growth in South Africa using a FAVAR. The only other paper that deals with the impact of monetary policy on the South African housing market is that by Kasai and Gupta (2008) . The authors investigated the effectiveness of monetary policy on house prices in South Africa, before and after financial liberalization, with financial liberalization being identified with the recommendations of the De Kock Commission (1985) . Using both impulse response and variance decomposition analysis performed on three-variable structural VARs (SVARs), comprising of the growth rate of the real GDP, house price inflation and the treasury bill rate, estimated separately on the three categories of the middle-segment of the housing market, the authors found that irrespective of house sizes, during the period of financial liberalization, interest rate shocks have had relatively stronger effects on house price inflation. But, given that the size of these effects were nearly negligible, the result seems to indicate that house prices are exogenous, and, at least, are not driven by monetary policy shocks.
Though insightful, the paper by Kasai and Gupta (2008) , just like Iacoviello (2002) , McCarthy and Peach (2002) , 3 , Vargas-Silva (2008a) , is based on a small-scale model, which, in turn, limits it to only three variables. In fact, all the other studies, being based on either reduced-form Vector Autoregressive (VAR), Vector Error Correction (VEC), SVAR or DSGE models, could handle at most 8 to 12 variables only. Arguably, and as indicated above, there are a large number of variables that affects monetary policy and the housing market, and not including them often leads to puzzling results, for example the home-price puzzle 4 in McCarthy and Peach (2002) and Kasai and Gupta (2008) , that are not in line with economic theory due to the small information set (Sims, 1992; Walsh, 2000) . Moreover, in these studies, the authors often arbitrarily accept specific variables as the counterparts of the theoretical constructs (for example the gross domestic product as a measure of economic activity or the first difference of the logarithm transformed consumer price index as a measure of inflation), which, in turn, may not be perfectly represented by the selected variables. In addition, previous studies can only obtain the impulse response functions (IRFs) from those few variables included in the model, implying that in each VAR, VECM, SVAR or DSGE, the IRFs are typically obtained with respect to only one variable related to the housing market. Given its econometric construct, the FAVAR model solves all these problems. At this juncture, it is important to point out that our paper is similar in spirit to the recent work by Gupta and Kabundi (2009) . This paper assessed the impact of monetary policy on house price inflation for the nine census divisions of the US economy using a FAVAR, estimated based on a data set comprising of 126 quarterly series over the period 1976:01 to 2005:02. 5 The results based on the impulse response functions indicated that, in general, house price inflation responds negatively to monetary policy shock, but the responses are heterogeneous across the census divisions. In addition, the findings suggested the importance of South Atlantic, East South Central, West South Central, Mountain and the Pacific divisions, in particular, in shaping the dynamics of US house price inflation. 6 The remainder of the paper is organized as follows: Section 2 briefly discusses the FAVAR framework, while, Section 3 discusses the data and the identification structure. Section 4 reports and analyzes the impulse response functions, and Section 5 concludes.
The FAVAR 7
Let t Y be a 1 × M vector of observable economic variable assumed to drive the dynamics of the economy, in our case, this happens to be the 91-days Treasury bills rate (TB) only. As in VARs, the monetary policy instrument is allowed to have a pervasive effect throughout the economy. Further assume that t F is a 1 × K vector of unobserved factors that summarizes additional important information, such as potential output not fully captured by t Y . Note t F can also represent theoretical concepts such as price pressures, credit conditions, or even economic activity that are a combination of economic variables which cannot be represented by one particular series.
Assume that the joint dynamics of ( )
are given by the following equation:
where ) (L Φ is a conformable lag polynomial of finite order p and t v is the error term with zero mean and a covariance matrix Q . Equation 1 is a standard VAR. However, the difficulty here, compared to standard VARs, is that the vector of factors t F is unobserved, which means that the model cannot be estimated based on standard econometric techniques, such as the ordinary least squares (OLS). The proper estimation of the model entails the use of factor analysis, as proposed by Stock and Watson (1998) . For this purpose, we assume that the factors summarize 5 Another study that uses a FAVAR approach to analyze the effect of monetary policy on the US housing market is that of Vargas-Silva (2008b) . However, instead of house prices, Vargas-Silva (2008b) studied the impact of monetary policy on housing starts, housing permits and mobile home shipments using a dataset of 120 monthly indicators. 6 Given that, economic conditions prevailing during a monetary policy shock are not necessarily the same across the regions DeFina (1998, 1999) , and Vargas-Silva (2008b)), ideally, just like Gupta and Kabundi (2009), we would have preferred to use regional data for the South African housing market. However, no regional data is available for the luxury and the affordable sections of the housing market.
7 This paper follows the econometric framework of the FAVAR model described in Bernanke et al. (2005 In this paper, we follow a realistic framework by assuming that the central bank and the econometrician observe only the monetary policy instrument, TB, i.e., Y t = TB t . The estimation procedure consists of a two-step approach proposed by Bernanke et al. (2005) , which, in turn, provides a way of uncovering the common space spanned by the factors of t X , ) , (
. In the first step, the space spanned by the factors is estimated 
where ) (L Γ is a conformable lag polynomial of finite order p and t u is a vector of structural innovations. Given this, we compute the IRFs of t F and t Y as follows:
where ) (L Ψ is a lag polynomial of order h and
Given that t X is estimated by 
3. Data Besides the real hose price of the five segments of the housing market, the FAVAR is estimated based on 241 other quarterly series of South Africa, with the data covering the real, nominal, and financial sectors. We also have intangible variables, such as confidence indices, and survey variables. The sample period contains data from 1980:01 to 2006:04.
8 All series are seasonally adjusted and were made covariance stationary when estimating the DFM. The more powerful DF-GLS test, instead of the more popular ADF test, is used to assess the degree of integration of all series. All non-stationary series are made stationary through differencing. The Schwarz information criterion (SIC) is used in the selecting the appropriate lag length in such a way that no serial correction is left in the stochastic error term. Where there were doubts about the presence of unit root, the KPSS test, with the null hypothesis of stationarity, was applied. Following Bernanke et al. (2005) , we divide the data set into two categories, slow moving and fast moving. Slow moving variables are those that do not respond contemporaneously to unanticipated monetary policy shocks. They include variables such as industrial production, consumption, employment, and prices. In contrast, fast moving variables respond contemporaneously to policy shocks. They mainly comprise of financial variables. All series are standardized to have a mean of zero and a constant variance.
There are various statistical approaches in determining the number of factors in the DFM. For example, Bai and Ng (2002) developed a set of criteria to guide the selection of the number of factors in large dimensional panels. The principal component analysis (PCA) can also be used in establishing the number of factors in the DFM. The PCA suggests that the selection of a number of factors q be based on the first eigen values of the spectral density matrix of t X . Then, the principal components are added until the increase in the explained variance is less than a specific
. The Bai and Ng (2002) approach proposes five static factors, while Bai and Ng (2007) suggests two primitive or dynamic factors. Similar to the latter method, the principal component technique, as proposed by Forni et al. (2000) suggests two dynamic factors. The first two dynamic principal components explain approximately 99 percent of variation, while the eigen value of the third component is: 0.05) ( 0.005 < . So we use two dynamic factors in the estimation of a FAVAR with a lag length, p, equal to 4. Furthermore, we find that increasing the number of factors further does not change the results substantially. To account for uncertainty in the estimation of the factors, a bootstrap technique based on Kilian (1998) is implemented. This is necessary in constructing the 90 percent confidence intervals of the impulse responses. Figure 1 displays the impulse response functions of real house price growth rate of the five segments over 20 quarters, resulting from an increase in the TB. The TB increases to approximately 0.25 percent, and stays significant for a short period. Following the contractionary monetary policy, the impact on real house price growth rate across categories is negative in general. These results are in line with theory and we find no evidence of the so-called home price puzzle observed by Kasai and Gupta (2008) . We attribute this difference to misspecification in small-scale VARs due to their inability to take into account various potential predictors of house prices. The gain witnessed here suggests that a FAVAR methodology, which exploits a large set of information, improves the accuracy of econometric models in predicting the effects of monetary policy, and therefore, could address the puzzling effects observed otherwise. Note that the reaction of real house price growth rate to a contractionary monetary policy shock is different, especially with regards to the size and length of the impact, across the alternative housing categories, thereby vindicating the justification of looking at different segments of the housing market. Small-middle-segment and affordable housing display a small but negative effect at the impact. Following the increase in interest rate, real house price growth rate of small-middle and affordable segments decreases by less than 0.05 percent. However, for the small-middle-segment housing, the initial negative effect turns out to be insignificant and short lived. In the case of affordable houses, the early negative impact is significant but does not last long either. Interestingly, for both these categories, the real house price growth rates start to fall again after the initial recovery and reaches negative levels that are similar in size to their initial impact. Further, for both these categories, the real house price growth rate becomes positive at around 8 quarters, and stays that way for the remainder of the period until the effect dies off. The drop in real house price growth for the large-middle-segment, the medium-middle-segment and luxury houses are significant, and lasts relatively longer than what is observed for the small-middle-segment and the affordable housing. Real house price growth rate of the large-middle and medium-middle-segments plummet initially to approximately 0.1 percent, and rise thereafter, and drop again sharply. They stay negative for about 15 quarters, before becoming positive and then die out progressively. For the luxurycategory, the real house price growth rate displays a negative and significant response of approximately 0.07 percent at the impact, followed by another drop to 0.1 percent and then a sudden recovery that causes the effect to taper off after about 5 quarters.
Empirical Results
At this juncture, some possible explanations about the behavior of the real house price growth rates of the five segments, following a contractionary monetary policy shock, is desired. Note, except for the luxury segment, and irrespective of the size and significance of the impact, a common feature is observed amongst the four other categories of housing. We witness an initial decline of the real house price growth rate at the impact of the shock, followed by a recovery and then a decline again, before the effect starts to taper off. This we believe is possibly due to two reasons: First, this could indicate that house prices are slow moving variables, and second, and perhaps the more important of the two, the result is in line with Stock and Watson's (2003) suggestion that house prices lead economic activity. Hence, the delayed effect could be because of the downturn in the economy, which in turn, originated from the decline in the housing sector. The second line of explanation is in line with Iacoviello and Neri (2008) , who indicate significant spillovers from the housing market into the real economy, followed by economic activity affecting further the other sectors of the economy, including housing. This downturn could cause owners of the large-middle and medium-middle segment of the housing industry to start demanding more of small-middle-segment housing, causing the price of the latter to recover much quicker, while, the real house price growth rates of the other two larger middle-segment housing have to wait for a significant period of time. Besides, Gupta and Das (2008) indicate that for the small-middle-segment housing, what seems to be more important in the determination of its price is its past own price, and hence, the role of fundamentals is not too important. This is more so for affordable housing especially when one realizes that these are government provided and as such, have a controlled and rigid pricing structure. Finally, as far as the luxury-segment of the housing market is concerned, we observe an initial decline followed by a larger decline but a quick recovery. Given that the real house price growth rate falls further after the initial negative impact, seems to suggest the sluggishness of the market for this particular housing category, where the segment gets hit by the economic downturn before it could recover. The inherent lavish nature of the luxury housing, owned by people in the highest strata of income, as well as by foreigners, makes it a difficult market for quick transactions and movements of buyers and sellers. The resultant slow moving nature of house prices is, thus, quite logical. At the same time, luxury houses being bought mainly by the most affluent of the country with diverse portfolios, and by foreigners or South African citizens residing abroad, all of who are quite well-insured against the downturn, the fast recovery is not surprising.
Conclusions
This paper assesses the impact of a positive monetary policy shock on real house price growth for the five-segments of the South African economy using a FAVAR estimated with 246 variables spanning the period of 1980:Q1 to 2006:Q4. Overall, the results show that real house price growth responds negatively to a positive monetary policy shock, suggesting that the framework does not experience the home price puzzle, encountered by Kasai and Gupta (2008) while analyzing monetary policy shocks with three-variable SVARs for the middle-segment of the South African housing market. This result points to the benefit gained by using a large information set. Not surprisingly, the reaction of real house price growth rate is found to differ across the five housing categories, indicating the segmented nature of the market. Specifically, we find the luxury, the large-middleand the medium-middle segments to experience the biggest negative impacts following a contractionary monetary policy. However, unlike the two middle-segments, the effect on luxury housing recovers back to its original level much faster. The lower end of the market, i.e., the small-middle-segment and affordable housing witness small and shortlived negative effects.
As part of future research, it would be interesting to analyze the robustness of the results based on a large-scale Bayesian VAR (LBVAR), developed recently by Banbura et al. (2008) , since just like the FAVAR, the LBVAR, given its estimation methodology, can also handle a data set of any size. Moreover, unlike the FAVAR, the LBVAR, via appropriate design of the interaction matrix of the variables, can account for spatial influences of neighboring regions and also asymmetric effects of regional variables and national variables on each other. Note regional variables are likely to have minor effects on national variables, while, the national variables are more prone to affect the regional variables strongly. However, given that regional (provincial) level house price data in South Africa is only limited to the middle-segment, we would have to restrict our analysis to this section of the housing market only. Nevertheless, a regional analysis along the lines of Gupta and Kabundi (2009) would be worth the endeavor in understanding which province(s) in South Africa plays an important role in determining the dynamics of the national house price. Finally, given that the Bayesian methodology does not require us to ensure the stationarity of variables, we can analyze house prices at levels rather than their growth rates, if necessary.
