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We demonstrate a method to easily and quickly determine the local fringe density map of a fringe pattern. The
method is based on an isotropic adaptive bandpass filter that is tuned at different frequencies. The modulation
map after applying a specific bandpass frequencies filter presents a maximum response in the regions where
the bandpass filter and fringe frequencies coincide. We show a set of simulations and experimental results that
prove the effectiveness of the proposed method. © 2010 Optical Society of America
OCIS codes: 100.2650, 100.2000.
The local fringe density map (LFD) gives important infor-
mation of a fringe pattern. On one hand, the LFD map is
directly related to the strain tensor map [1]. On the other
hand, the two most widely used algorithms for determin-
ing the orientation of a fringe pattern, gradient [2] and
plane-fit methods [3], are highly affected by the so called
“window choosing problem” [4]. This problem affects the
precision of the computed fringe orientation consider-
ably [5]. The window choosing problem influences, in
fact, all fringe processing methods based on block pro-
cessing. For example, in [5] is shown a single-frame
demodulating algorithm based on a local adaptable quad-
rature filter. This method is based on processing into
small areas where the fringe pattern is locally monochro-
matic; that is, locally there is a single spatial frequency. In
[6] is presented a phase-shifting demodulating method
based on dividing the interferograms into small regions,
where the phase-shifting can be considered approxi-
mately constant; a self-calibrating approach is applied
in each block. In [7] is shown the regularized phase track-
er presented by Servín et al. In [7], it is necessary to spe-
cify a neighborhood region around each pixel to process.
All the methods presented above are affected by the win-
dow choosing problem. The LFD map can be used to de-
termining the appropriate window size for each pixel as a
preprocessing step. To have a useful preprocessing algo-
rithm, it is necessary that the algorithm be accurate and
quick enough.
Currently there are some reported methods to retrieve
the LFD map of a fringe pattern. Jun and Asundi [1] de-
scribed a method to determine the LFD map based on
selecting a bank of Gabor filters, whose responses cover
one-half of the frequency plane, and constructing the out-
put, taking into account the amplitude of the correspond-
ing response. The problem of this method is that, since
the passband of the filters must be narrow enough, this
scheme requires too many filters to be of practical use.
Another existing method to estimate the fringe density
map of an interferogram is presented in [8]. In this work
is shown a fringe density estimation method by continu-
ous wavelet transform. The main drawbacks of this meth-
od are the required long computation times, computation
complexity, and low accuracy results.
In this Letter, we propose an isotropic method for ob-
taining the LFD map in an easy-to-implement, fast, and
accurate way. The algorithm is based on applying a set
of bandpass filters tuned at different frequencies to the
fringe pattern to process. For each bandpass filter, the
resultant modulation map is obtained after applying it
to the fringe pattern. Finally, for each pixel, the filter tun-
ing frequency that gives the maximum modulation at that
pixel is selected. The used isotropic bandpass filters that
have annular frequency responses are shown in Fig. 1. As
the filters have annular frequency response, the whole
frequency plane must be completely covered using a
set of filters that is not large. The filters shown in Fig. 1
can be expressed in polar coordinates as
Hkðρ; θÞ ¼ Gðρ − ρkÞ ð1Þ
where ρ is the modulus of the spatial frequency, θ is the
polar angle, and GðρÞ is a bell-shaped function with
tuning frequency ρk. In this work, the function GðρÞ is
a typical Gaussian function given as
Hkðρ; θÞ ¼ exp

−0:5
ρ − ρk
σ

2

: ð2Þ
The Gaussian choice is a practical matter. Width and tun-
ing frequency are parameters of the Gaussian, and it can
be easily expressed in polar coordinates. Its space-
frequency localization properties are well studied [9],
Fig. 1. Isotropic bandpass filters tuned at different
frequencies.
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and its superposition properties makes the Gaussian a
natural choice to sample the frequency space.
In Eq. (2), σ is proportional to the standard deviation
and makes the filter wider or sharper. The resultant com-
plex map (Gk) resulting from applying the filter Hk over
the fringe pattern I is given by
Gk ¼ IFTððFT½IÞ ·HkÞ; ð3Þ
where FT denotes the two-dimensional Fourier trans-
form and IFT denotes the inverse two-dimensional Four-
ier transform. The resultant modulation map is obtained
from Gk as
Mk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ReðGkÞ2 þ ImðGkÞ2
q
: ð4Þ
The modulation map is an important magnitude that
weighs the goodness of the resultant local density fringe
measurement [10]. In the regions where the fringe and
the tuned filter frequencies are similar, the modulation
map will present maxima values. Therefore, the LFD
map can be obtained looking for the frequencies ρk that
give a maximum response in the resultant modulation
map. In this work, we have used a bank of filters com-
posed by N filters with N ¼ 50 and tuned at different
frequencies. To minimize the interaction of the filter re-
sponses with the transformed image borders, we recom-
mend selecting the last frequency radius so that the tails
of the last Gaussian annulus are practically zero at the
borders. Additionally, we recommend selecting the first
frequency radius so that the tails of the Gaussian are
nearly zero at the frequency origin. The reason is that
the interferogram background is usually a smooth signal,
and its spectrum overlaps with the interferogram spec-
trum for low spatial frequencies. The selection of the
N and σ parameters depends on the application. In gen-
eral, theN and σ parameters should be chosen so that the
Gaussian superposition uniformly covers the frequency
interval of interest.
The algorithm requires as input a rough estimation of
the minimum (χmin) and maximum (χmax) fringes per field
of the fringe pattern. The frequency step (s) between two
consecutive tuning frequencies is given by s ¼ χmax−χminN . In
this work, σ is obtained from the frequency step as
σ ¼ 15s. If the maximum of modulation for a pixel is less
than a cutoff value (typically, 0.3 over 1 of the normalized
modulation), this pixel is filtered out. Finally, if desired, it
is possible to perform a Zernike interpolation over the
whole map.
Figures. 2 and 3 show the results obtained by the pro-
posed method to two different simulated fringe patterns.
Figure 2(a) shows the first simulated fringe pattern to pro-
cess. This pattern is affected by white noise and has a 10%
signal-to-noise ratio. Figures 2(b) and2(c) show the actual
and obtained local density maps respectively. Finally, Fig.
2(d) shows the absolute differencebetween the actual and
obtained local density maps. The rms between the actual
and obtained LFDmaps is about 0:05 rad=px. The proces-
sing time necessary using the proposed method is 3:4 s
using a laptop of 1:6 GHz and MATLAB. To study the per-
formance of the algorithm in terms of N and σ, we have
Fig. 2. (Color online) (a) 300 × 300 test pattern, (b) actual LFD
map, (c) obtained LFD map, (d) absolute difference between
the actual and obtained LFD maps. The main error comes from
the low fringe density regions.
Fig. 3. (Color online) (a) 300 × 300 circular test interferogram,
(b) actual LFD map, (c) obtained LFD map, (d) absolute differ-
ence between the actual and obtained LFD maps.
Table 1. Root-Mean-Square Errors between the
Actual and Obtained LFD Maps Computed from
the Fringe Pattern Shown in Fig. 2(a) and
for Different Values of N and σ
N ¼ 15 N ¼ 30 N ¼ 50 N ¼ 65 N ¼ 80
rms (rad/px)
σ ¼ 5s 0.092 0.062 0.059 0.063 0.068
σ ¼ 10s 0.10 0.065 0.052 0.050 0.051
σ ¼ 15s 0.11 0.068 0.053 0.049 0.047
σ ¼ 30s 0.12 0.076 0.060 0.054 0.052
σ ¼ 35s 0.12 0.078 0.060 0.055 0.053
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obtained the rms errors for different values ofN and σ and
for the fringe pattern shown in Fig. 2(a). The results are
presented in Table 1. As can be seen from Table 1, the
minimum rms value is obtained when N ¼ 50 and σ ¼
10s; additionally, the rms errors shown in Table 1 have si-
milar magnitude, so the results do not depend strongly on
the selection ofN and σ parameters. Figure 3(a) shows the
second simulated fringe pattern to process composed by
closed fringes. As in the previous fringe pattern, the pat-
tern is affected by white noise with a 10% signal-to-noise
ratio. Figures 3(b) and 3(c) show the actual and obtained
LFDmaps. Finally, Fig. 3(d) shows the absolute difference
between the actual and obtained LFD maps. In this case,
the rms error is about 0:025 rad=px, and the processing
time is 3:3 s. In order to show the robustness of the pro-
posed method, we have also tested it with experimental
interferograms. Figures 4(a) and 5(a) show two real inter-
ferograms characterized by awide spatial frequency spec-
trum. In both examples, the fringe pattern presents low
and high spatial frequency regions together with noise,
especially visible in the case of Fig. 5(a). Figures 4(b)
and 5(b) show the resultant LFD maps obtained by our
method. The processing time is about 10 s in both cases.
As can be seen from Figs. 4(b) and 5(b), the obtained LFD
are compatible with the interferogram fringe distribution.
Summarizing, we have presented an easy-to-
implement, fast, and accurate method for obtaining the
LFDmap of a fringe pattern. Compared with exiting tech-
niques, the proposed method is quick and fast in the
sense that if N is the number of discrete spatial frequen-
cies, our method uses N correlations; meanwhile, the fil-
ter bank [1] and wavelet [8] methods use N × N and
N × N × K correlations, respectively (assuming K dis-
crete steps for the wavelet scaling). We have shown a
set of results from simulated and real fringe patterns,
and we have compared the obtained and actual LFD
maps in the case of the simulated results obtaining
satisfactory results.
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Fig. 4. (Color online) (a) 400 × 400 Fizeau interferogram, (b)
obtained LFD map. Fig. 5. (Color online) (a) 500 × 500 image of an annular
specular surface, (b) obtained LFD map.
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