Products of M i.i.d. non-Hermitian random matrices of size N ×N relate Gaussian fluctuation of Lyapunov and stability exponents in dynamical systems (finite N and large M ) to local eigenvalue universality in random matrix theory (finite M and large N ). The remaining task is to study local eigenvalue statistics as M and N tend to infinity simultaneously, which lies at the heart of understanding two kinds of universal patterns. For products of i.i.d. complex Ginibre matrices, truncated unitary matrices and spherical ensembles, as M +N → ∞ we prove that local statistics undergoes a transition when the relative ratio M/N changes from 0 to ∞: Ginibre statistics when M/N → 0, normality when M/N → ∞, and new critical phenomena when M/N → γ ∈ (0, ∞).
1. Introduction and main results 1.1. Lyapunov and stability exponents. The study on products of random matrices dates back at least to the seminal articles by Bellman [10] in 1954 and by Furstenberg and Kesten [26] in 1960. The asymptotic results about products of random matrices discovered by Furstenberg and Kesten [26] , as generalizations of the law of large numbers and central limit theorem in probability theory, have initiated great interest in the area, see [17] and references therein for some early articles. Recently, a lot of important applications are found in Schrödinger operator theory [14] , in statistical physics relating to disordered and chaotic dynamical systems [18] , in wireless communication [70] and in free probability theory [54] . Specifically, let X 1 , X 2 , . . . , X M be i.i.d. random matrices of size N × N and their product Π M = X M · · · X 2 X 1 , (1.1) if E(log + X 1 ) < ∞, then the celebrated result [26, Theorem 2] shows that for any fixed N the largest Lyapunov exponent, defined as
exists with probability 1. Furthermore, by the Oseledets multiplicative ergodic theorem (see [60] or [63] ) all Lyapunov exponents (also called the Lyapunov spectrum) λ k := lim M→∞ λ k,M exist with probability 1 where the finite-time Lyapunov exponents λ k,M := 1 2M log k th largest eigenvalue of Π * M Π M , k = 1, 2, . . . , N.
Lyapunov exponents play a key role in dynamical systems, products of random matrices and random maps, and spectral theory of random Schrödinger operators; see e.g. [71, 72] . Particularly, when all X j are independent real/complex Ginibre matrices, that is, with i.i.d. standard real/complex Gaussian entries, Newman [57] (real case, β = 1) and Forrester [21, 22] (real and complex cases with β = 1, 2 respectively) have calculated the Lyapunov spectrum as λ k = 1 2 log 2 β + ψ β 2 (N − k + 1) , k = 1, . . . , N, (1.4) where ψ(z) = Γ ′ (z)/Γ(z) denotes the digamma function. See also [6, 40, 44, 64] . As mentioned previously, the Lyapunov exponents are defined in terms of singular values of the product Π M . But for complex eigenvalues z 1 , . . . , z N of Π M with |z 1 | ≥ |z 2 | ≥ · · · ≥ |z N |, the finite-time stability exponents are defined as log |z k | 1/M . Correspondingly, the stability exponents refer to
log |z k |, k = 1, 2, . . . , N, (1.5) if they exist with probability 1. This notion was first introduced in the setting of dynamical systems in [30] and therein the question of the asymptotic equality between the finite-time Lyapunov and stability exponents was investigated (see also [18, p.21] ). In the recent articles [6, 40, 22] , for some special cases that X k 's in (1.1) are real/complex Ginibre matrices, or truncated unitary matrices, the question can be answered based on exact asymptotic analysis of the joint eigenvalue distribution of Π M . Actually, Guivarc'h in an earlier article [37, Theorem 8] has verified the equality of Lyapunov and stability exponents in a more general setting; see also [64] for a different derivation in products of isotropic random matrices.
As to fluctuations of finite-time Lyapunov and stability exponents, for any fixed N and as M → ∞, Akemann, Burda and Kieburg proved in [6] that N finitetime stability exponents of Π M are asymptotically independent Gaussian random variables. Recently, Reddy has proved the Gaussian fluctuations for products of isotropic random matrices; see [64, Theorem 4 .1].
1.2. Universality of non-Hermitian random matrices. Unlike the Lyapunov and stability exponents, which are studied in the situation that M → ∞ and N is kept fixed, recently great interest in products of random matrices has been in the opposite situation that N → ∞ and M is kept fixed. See [8, 15] and references therein.
Historically, the study of a single non-Hermitian random matrix (M = 1) was first initiated by Ginibre [27] for random matrices with i.i.d. real, complex and quaternion Gaussian entries, and then was extended to i.i.d. case. On a macroscopic level, the limiting empirical spectral distribution of a non-Hermitian random matrix with i.i.d. entries under the certain moment assumptions is governed by the famous circular law ; see e.g. Bai [9] , Girko [29] , Götze and Tikhomirov [33] , Pan and Zhou [61] , and Tao and Vu [67, 69] . However, on a microscopic level, some finer structures of local eigenvalue statistics are revealed first for real and complex Ginibre ensembles (see [11, 23] ), or random truncated orthogonal and unitary matrices (see [74, 45, 46] ) in the bulk and at the soft edge, with the help of the exact eigenvalue density. These microscopic behaviors are conjectured to be true even in the i.i.d. case, although the proof seems much more difficult than the corresponding Hermitian analogy. In [68] , Tao and Vu established a four moment match theorem as a non-Hermitian version of [66] . In a recent article [28] , Cipolloni, Erdős and Schrőder investigate local universality at the edge hold for general i.i.d. case.
For any finite and fixed M , the limiting empirical spectral distribution for products of independent random matrices has been extensively studied in [1, 4, 5, 12, 13, 31, 34, 35, 52, 56, 59] and references therein (the collection of references above is far from complete). However, the local eigenvalue statistics is only known for products of complex Ginibre matrices and of truncated unitary matrices (see [4] [5] [52] ), or for products of random matrices with i.i.d. entries under a moment matching hypothesis (see [49] ).
1.3. Problem statement-double limit. As noted before, under the two different limits of M → ∞ and N → ∞ the local eigenvalue statistics for products of random matrices display Gaussian and Ginibre statistics, respectively. Then a very natural question arises:
What happens when both M and N tend to infinity? Obviously, this question lies at the heart of understanding both kinds of universal limits.
In fact, a similar double limit problem on singular value statistics for products of random matrices has been proposed by Akemann, Burda and Kieburg [6, Section 5] and Deift [19] . In the case of complex Ginibre matrices, the two authors with D. Wang solved it completely and proved in [51] that the local singular value statistics undergoes a transition as the relative ratio M/N changes from 0 to ∞: GUE statistics when M/N → 0, Gaussian fluctuation when M/N → ∞, and new critical phenomena when M/N → γ ∈ (0, ∞). This phase transition is also independently observed by Akemann, Burda, and Kieburg in the physical language [7] . See a few recent articles [2, 32, 38] for singular values of products of random matrices as M and N change simultaneously. As to the products of non-Hermitian complex Ginibre (or truncated unitary) matrices, Jiang and Qi studied absolute values of N complex eigenvalues, and proved a phase transition of the largest absolute value as M/N changes from 0 to ∞: Gumbel distribution when M/N → 0, Gaussian distribution when M/N → ∞, and an interpolating distribution when M/N → γ ∈ (0, ∞); see [42, 62] . Also, Jiang and Qi proved the convergence of the empirical distributions of complex eigenvalues for the product ensembles, after proper rescalings; see [43] or [16] .
The main goal of this article is to study local statistical properties of complex eigenvalues for products of i.i.d. non-Hermitian random matrices, at least including complex Ginibre matrices, truncated unitary matrices and spherical ensembles, as M and N may tend to infinity simultaneously. We observe a phase transition of complex eigenvalues when M/N goes from 0 to ∞, which can be treated as an analogue of singular values for products of Ginibre matrices [7, 51] . Especially in the critical regime where M/N → γ ∈ (0, ∞), we find two interpolating correlation kernels between the Gaussian phenomenon and Ginibre statistics in the bulk and at the soft edge respectively. Besides, we believe that the approach we take here will be useful in solving similar problems.
1.4. Main results. When X 1 , X 2 , . . . , X M in the product Π M defined by (1.1) are i.i.d. complex Ginibre matrices, the eigenvalues of Π M has been proved by Akemann and Burda [4] to form a determinantal point process in the complex plane with correlation kernel
where the weight function
with some c > 0 and the finite sum of a truncated series
(1.8)
Recall that for a determinantal point process with correlation kernel K M,N (z 1 , z 2 ), the n-point correlation functions are given by
see e.g. [20, 53] . For a single matrix where M = 1, limiting correlation functions exist in the bulk 11) and at the edge of u = e iθ with θ ∈ (−π, π],
see e.g. [11, 23] . Moreover, both hold uniformly for v 1 , · · · , v n in any compact subset of C.
For any finite and fixed M , the scaling limits displayed in (1.10) and (1.12) have been proved to be still valid; see [4, 52] . Even when M goes to infinity but grows much more slowly than N , the same results will still be seen to hold. Actually, we will establish a complete characterization of limiting correlation functions for three product models: products of complex Ginibre matrices, products of truncated unitary matrices, and products of Ginibre and inverse Ginibre matrices, according to the relative rate of M and N as M + N → ∞. The first of them is defined as above and is renamed for reference purposes to
Ginibre matrices of size N × N , each having i.i.d. standard complex Gaussian entries. For Model A, our main results are stated in the following three theorems. The first one is
Then limiting n-correlation functions for eigenvalues of
hold uniformly for v 1 , . . . , v n in a compact subset of R and φ 1 , . . . , φ n ∈ (−π, π].
In order to state the critical results, we need to introduce two new kernels which correspond to the bulk and edge limits respectively. For β ∈ (0, ∞) and z 1 ,
It is worth emphasizing that the summation in (1.17) is equal to θ( i(z1+z2)
2π
, iβ 2π ) where the Jacobi's basic theta function
Using the Jacobi's theta function identity (see e.g. [55, Chapter 1.7]) 20) it is easy to see that the bulk critical kernel satisfies a duality relation
Let ⌊x⌋ denote the largest integer less than or equal to real x. The next two theorems are
(1.23)
hold uniformly for v 1 , . . . , v n in a compact subset of C. 
(1.25)
hold uniformly for v 1 , . . . , v n in a compact subset of C.
The rest of this article is organized as follows. In the next Section 2 we give proofs of the above three theorems. In Sections 3 and 4, we investigate products of truncated unitary matrices and products of Ginibre and inverse Ginibre matrices, which includes products of spherical ensembles as a particular case. In last Section 5, we discuss a few relevant questions such as crossover transitions from critical bulk and edge kernels and open questions.
Proofs of Theorems 1.1-1.3
Theorems 1.1, 1.2 and 1.3 reflect distinct local behavior of eigenvalues as the relative ratio of M and N changes, so we need to take different routes to complete their proofs. Meanwhile, we will understand the reason behind it. It is worth emphasizing that our method will be useful in the study of local universality problem for a class of non-Hermitian random matrices where joint eigenvalue probability density functions can be given explicitly, especially for products of non-Hermitian random matrices.
Since asymptotic analysis of n-correlation functions for eigenvalues of Π M in Model A reduces to that of the correlation kernel (1.6), it is sufficient for us to focus on the latter. The kernel consists of two factors that are the weight function (1.7) and a finite sum (1.8), we first discuss them separately and then combine them together to complete the proof.
We need the following technical lemma and will use it frequently. Proof. Using the series expansion [58, 5.7.6] for z = 0, −1, −2, . . .
with γ 0 the Euler constant, we have
and further
7)
So part 1 immediately follows.
For part 2, we see from [58, 5.8.3] that
For |y| ≤ a, we use the inequality log(1 + z) ≥ z/2 for z ∈ [0, 1] to obtain
while for |y| > a,
(2.10)
Put them together and we thus get the desired result. Finally, for part 3, take the Taylor expansion for g(a; z) at z = 0 and use approximation for the digamma function we easily see for z = O(a 
Thus we know from the monotonicity in part 1 and (2.11) that inf x≤a−δ,|x|≥a 1 4 Re g(a; x + iy 0 ) = Re g(a; ±a
(2.12) 2.1. Proof of Theorem 1.1. By the assumption on M and N in this setting, we know that M must tend to infinity and N may tend to infinity or be a finite number, whenever M + N → ∞.
Proof of Theorem 1.1. We proceed in two steps, in which the weight function and finite sum are discussed respectively, and then combine them to complete the proof.
Step 1: Asymptotics for the finite sum.
Recalling the choice of z 1 and z 2 in the setting, after the change of summation index j → N − k − j the finite sum T M,N in (1.8) can be rewritten as
and
Next, we will prove that the term of j = 0 in the summation of (2.13) gives a dominant contribution and the total contribution of the other terms is negligible as M + N → ∞. With the notation in Lemma 2.1, we can rewrite
In order to obtain approximation of the finite sum, we need to tackle the two cases that N − k tends to infinity and N − k is finite as M + N → ∞.
Moreover, the t-function on the right-hand side is increasing over
where in the last estimate use has been made of the change of variables t → t (N − k + 1)/M . Also by statement 3 in Lemma 2.1, it immediately follows that
(2.23)
Combination of (2.21) and (2.23) shows that
Here we stress that N e 
As a consequence,
Therefore, we obtain a similar estimate as in Case 1
Step 2: Asymptotics for the weight function.
After the change of variables s → s − (N − k + 1) in (1.7), the weight function can be rewritten as
This can easily be used to prove the estimate
which decays exponentially to zero. Finally, use the standard steepest descent argument and we see that the leading contribution for the integral in the weight function w(z 1 ) comes from the integration over some small neighborhood of the saddle point s 0 = 0. Noticing the fact that f ′′ N (0) = (N − k + 1)ψ ′ (N − k + 1) is a fixed positive number (N − k is fixed) or approximates some positive constant (N − k → ∞), take a Taylor expansion at zero and we have
Combination of (2.30) and (2.31) gives rise to
(2.32) Combine (2.24), (2.27) and (2.32), we get an approximation of the correlation kernel, uniformly for v 1 , v 2 in a compact subset of R, Proof of Theorem 1.2. We proceed in two steps, in which the weight function and finite sum are discussed respectively, and then complete the proof.
Step 1: Asymptotics for the finite sum. By Cauchy's residue theorem, we rewrite the finite sum T M,N as
where Σ is an anticlockwise contour just encircling −⌊qN ⌋, 1−⌊qN ⌋ . . . , N −1−⌊qN ⌋ and will be given below in great detail. For convenience, let
With the choice of z 1 , z 2 , use the notation in Lemma 2.1 and we write
By statement 3 in Lemma 2.1 and the approximation of the digamma function [58,
Now let's specify the contour Σ in (2.34) as a rectangular contour with four vertices
Precisely, let's define
we then choose
Here the Cauchy's residue theorem has been used to obtain the equality. Similarly, when q = 0 we have
uniformly for v 1 , v 2 in a compact set of C.
The remaining task is to prove that the remainder of the integral in (2.34) is negligible. For q ∈ (0, 1), using statement 3 in Lemma 2.1, we have from (2.36) that
Note that |(−1) t / sin πt| has an upper bound independent of M, N whenever t belongs to the chosen contour, as a consequence, we obtain
when M and N are sufficiently large. Similarly, for q = 0 we have
when M, N are sufficiently large. In short, as N → ∞ we have uniformly for v 1 , v 2 in a compact set of C
Let s = iy, we can derive a similar result to (2.29)
When |s| ≤ N 1 4 , we can proceed as in (2.38), take a Taylor expansion and get
Together with (2.50), we have
Combining (2.47) and (2.52), we get an approximation of the correlation kernel, uniformly for v 1 , v 2 in a compact subset of C, [4, 52] . In order to tackle the difficulty of how to obtain asymptotics for the truncated series as N → ∞, we need to introduce a different method with those used in the proofs of Theorems 1.1 and 1.2, which works well for any integer M such that M/N → 0 as N → ∞. The key point is to combine the Euler-Maclaurin summation formula (see e.g. [50, Theorem 1]) and the steepest decent argument. First, we state a general result that is used to deal with asymptotics for a finite sum of truncated series depending on two parameters M and N . 
uniformly for ξ in a compact set of C.
Proof. Noting δ ∈ (0, t 0 ), let's divide the sum on the left-hand side of (2.55) into two parts according to the index j < ⌊δN ⌋ or j ≥ ⌊δN ⌋, apply the Euler-Maclaurin summation formula (see e.g. [50, Theorem 1]) to the second part and we obtain
Using the change of variables t → tN and by the assumption (A2), we divide I 1 into two parts
By the assumption (A3), for any small ǫ > 0 there exists C ǫ > 0 such that
Together with the assumption on Q M,N (ξ, t), we have for N sufficiently large
For I 11 , taking the Taylor expansion of f (t) at t 0 and using the assumptions on Q M,N (ξ, t), Q ′ M,N (ξ, t), we have
Use the change of variables t → t 0 + t/ √ M N and we see from the standard steepest decent argument that
Thus, combine (2.59) and (2.61) and we obtain Compare
Furthermore, put two parts together and we know Proof of Theorem 1.3. We calculate asymptotics for the weight function and the finite sum of the correlation kernel. For convenience, let
Step 1: Asymptotics for the weight function.
Use a change of variables s → −sN in (1.7) and the stirling formula, let s 0 = |u| 2 > 0 and the weight function is rewritten as
where for every δ 0 > 0 
So Re f (s 0 + iy) with y ∈ R attains its unique maximum y = 0, together with the standard steepest decent argument (see e.g. [73] ) implying that for sufficiently large N
Choose a sufficiently small δ 0 > 0 and take a Taylor expansion at s = s 0 , noting f ′′ (s 0 ) = |u| −2 and the assumption of M/N → 0, we have
Combination of (2.72), (2.77) and (2.78) gives rise to
Step 2: Asymptotics for the finite sum. Write
when N is large. This shows that Re f M,N (t) obtains its minimum at δN for t ∈ [0, δN ], so the condition (A1) is satisfied. Meanwhile, applying the Stirling formula we obtain
hold uniformly for t ∈ [δ/2, 1], which implies the condition (A2).
Recalling f (t) in (2.75), it is easy to see from f ′ (t) = log t−log |u| 2 that f ′ (s 0 ) = 0 and t = s 0 is a unique minimum point over (δ, 1] . It is obvious the f ′′ (s 0 ) = |u| −2 > 0. Thus (A3) holds. Now, applying Lemma 2.2 we get
uniformly for v 1 , v 2 in a compact set of C as M + N tends to infinity. Putting (2.79) and (2.85) together, we obtain
86)
uniformly for v 1 , v 2 in a compact set of C. The desired result immediately follows.
Products of truncated unitary matrices
Let U be chosen at random from the (N + L) × (N + L) unitary group with the Haar measure, the upper left N × N corner T is is referred as a truncated unitary matrix, which was first introduced byŻyczkowski and Sommers [74] . Our second product model is 
For a single truncated unitary matrix, one needs to distinguish between the weakly non-unitary limit that L is fixed and the strong non-unitary limit that L increases proportionally with N when N → ∞; see [45, 74] . In this section we only consider the strong non-unitary case.
The key results on products of i.i.d. truncated unitary matrices are stated in the following three theorems. 
5)
holds uniformly for v 1 , . . . , v n in a compact subset of R and φ 1 , . . . , φ n ∈ (−π, π].
Proof.
Recalling the choice of z 1 and z 2 in this setting, change the summation index j to N − k − j and rewrite the finite sum T M,N in (3.3) as
With the notation in Lemma 2.1, we have
Below we will prove that the term of j = 0 in the summation of (3.6) gives a dominant contribution and the total contribution of the other terms decays to zero as M + N → ∞, according to the following two cases.
In this case, statement 3 in Lemma 2.1 implies that for sufficiently large N − k
Moreover, the t-function on the right-hand side is increasing over [ Step 2: Asymptotics for the weight function.
After a change of variables s → s − (N − k + 1) in (3.2), the weight function can be rewritten as 24) where f N (s) is defined in (3.7). By (3.15) we have 
On the other hand, we claim the following fact: 
Furthermore, we combine (3.19), (3.23) and (3.28) to get an approximation of the kernel, uniformly for v 1 , v 2 in a compact subset of R,
from which the theorem immediately follows. Finally, let's complete the estimate (3.27) . For y ∈ R, we use the formula [58, 5.8.3] for the ratio of the gamma functions and obtain
Next, we analyze the last integral according to the range of |y|.
When |y| < N − k + 1, using the inequality log
Thus, we obtain
(3.32)
When N − k + 1 ≤ |y| < L + N − k + 1, divide the integral into two parts and we get
Thus, we see from (3.30) that 34) and further have
When |y| ≥ L + N − k + 1, noting that
. 
Proof.
Step 1: Asymptotics for the finite sum. Let
by Cauchy's residue theorem we rewrite the finite sum T M,N as
where Σ is an anticlockwise contour encircling −⌊qN ⌋, 1 − ⌊qN ⌋ . . . , N − 1 − ⌊qN ⌋ and is given in (2.40) . For convenience, let
So as M + N → ∞ we have from (3.43) that for q ∈ (0, 1)
uniformly for v 1 , v 2 in a compact set of C. Similarly, for q = 0 we have
The remaining task is to prove that the remainder of the integral in 
Combine asymptotics for the digamma function ψ and we obtain for q ∈ [0, 1)
and for q ∈ (0, 1)
when M, N are sufficiently large. By the above monotonicity and the asymptotic expansion (3.43), uniformly for |y| ≤ 1 8 we see that for q ∈ [0, 1) min o(1) ), (3.49) and for q ∈ (0, 1)
On the other hand, since (3.49) and (3.50) hold true uniformly for |y| ≤ 1 8 , we
Note that |(−1) t / sin πt| has an upper bound independent of M, N whenever t belongs to the chosen contour, combine (3.49)-(3.52) and we know q ∈ [0, 1) 
In this case, recalling f M,N (t) in (3.40) where it is assumed that z 1 = z 2 , changing s → s − (N − ⌊qN ⌋) in the weight function w(z 1 ) gives w(z 1 ) = |z 1 | 
Together with (3.57), we have
Combining (3.55) and (3.59), we get an approximation of the correlation kernel, uniformly for v 1 , v 2 in a compact subset of C,
from which the desired result immediately follows.
In order to investigate the scaling limits in the case that M/N → as M + N → 0, we need to introduce a spectral parameter u N . Given q ∈ (0, 1], choose u N = |u N | e iθ , θ ∈ (−π, π] such that 
Proof. For convenience, let
Step 1: Asymptotics for the weight function. (3.68)
So Re f (s 0 + iy) with y ∈ R attains its unique maximum y = 0, together with the standard steepest decent argument (see e.g. [73] ) implying that for large N sufficiently
Choose a sufficiently small δ 0 > 0 and take a Taylor expansion at s = s 0 , noting M/N → 0, we have
Combination of (3.65), (3.69) and (3.70) gives rise to
Let δ ∈ (0, q), note that for t ∈ (0, δN )
when N is large, we know that Re f M,N (t) obtains its minimum at δN for t ∈ [0, δN ], so the condition (A1) is satisfied. Apply the Stirling formula and we obtain
uniformly for t ∈ [δ/2, 1], which implies the condition (A2).
Recalling f (t) in (3.67), it is easy to see that f ′ (s 0 ) = 0 and t = s 0 is a unique minimum point over (δ, 1] . We thus verify the condition (A3). Now, applying Lemma 2.2 we get asymptotics of the finite sum
Putting (3.71) and (3.77) together, we obtain
Products of Ginibre and inverse Ginibre matrices
For two independent standard complex Ginibre matrices G 1 and G 2 , Krishnapur studied the quotient G −1 1 G 2 , which is referred as the spherical ensemble, and proved that the eigenvalues of G −1 1 G 2 form a determinantal point process in the complex plane; see [48] and [39] . The third product model under consideration includes the spherical ensemble as a special case (see e.g. [41] ) and concerns the generalized eigenvalue problem on two product matrices Y L · · · Y 1 and X M · · · X 1 . More specifically, it is defined as with c ∈ (0, N + 1) and the finite sum of a truncated series
see [1] . For Model C, the similar results as in Model A are stated in the following three theorems. Since their proofs are parallel to those of Theorems 1.1, 1.2 and 1.3, we may omit some details in the proofs. Then limiting n-correlation functions for eigenvalues of
Step 1: Asymptotics for the finite sum. 
We will see that the term of j = 0 in the summation of (4.7) gives a dominant contribution and the total contribution of the other terms is ignorable as L + M + N → ∞.
Using the notation in Lemma 2.1 we have 
from which we can obtain a similar lower bound to (2.18) as in the proof of Theorem 1.1. Noting
we further use the similar arguments between (2.18)-(2.23) in the proof of Theorem 1.1 to get
After a change of variables s → s − (N − k + 1) in (4.2), the weight function can be rewritten as 
.
Combination of (4.17) and (4.18) gives rise to
Combine (4.13) and (4.19) , we get an approximation of the correlation kernel, uniformly for v 1 , v 2 in a compact subset of R, 
and set
(4.23)
Step 1: Asymptotics for the finite sum. By Cauchy's residue theorem, we rewrite the finite sum T M,N as 
So with the chosen contour in mind, as L + M + N → ∞ we have from (4.25) that
uniformly for v 1 , v 2 in a compact set of C, where
The remaining task is to prove that the remainder of the integral in (4.24) is negligible. Taking part 3 in Lemma 2.1 into consideration, we see that
holds for sufficiently large N . Note that |(−1) t / sin πt| has an upper bound independent of L, M, N whenever t belongs to the chosen contour, we thus obtain
when N is large. In short, as N → ∞ we have uniformly for v 1 , v 2 in a compact set of C
Changing s → −s − (N − ⌊qN ⌋) in the weight function w(z 1 ) gives Together with (4.33), we have
Combining (4.30) and (4.35), we get an approximation of the correlation kernel, uniformly for v 1 , v 2 in a compact subset of C, It is easy to see that
has a unique solution s = s 0 and with s = s 0 + iy
Choose a sufficiently small δ 0 > 0 and take a Taylor expansion at s = s 0 , noting (L + M )/N → 0, we have
Combination of (4.43), (4.49) and (4.50) gives rise to
Step 2: Asymptotics for the finite sum. Let
the finite sum is then rewritten as For any δ ∈ (0, q), when N is sufficiently large we have for t ∈ (0, δN )
This shows that Re f M,N (t) obtains its minimum at δN for t ∈ [0, δN ], so the condition (A1) is satisfied. Meanwhile, apply the Stirling formula and we obtain
uniformly for t ∈ [δ/2, 1] and v 1 , v 2 in a compact set of C, which implies the condition (A2). Recalling the definition of f (t) in (4.42), it is easy to see that f ′ (s 0 ) = 0 and t = s 0 is a unique minimum point over (δ, 1] . Besides, We first deal with part (i). When β is large sufficiently, we have |(z 1 +z 2 )/ √ β| ≤ 1/4 uniformly for z 1 , z 2 in a compact subset of C. Thus, As β → 0, use the same argument as above we can prove that the summation on the right-hand side tends to 1 and we thus obtain (5.1). For part (ii), we can use the same argument as to (5.2) to prove (5.4 Thus the proof of (5.3) is complete.
5.2.
Random block non-Hermitian matrices. Following [36, 12, 4] , the matrix product Π M = X M · · · X 2 X 1 admits a linearization (see also [54] )
(5.10)
Here the cyclic block matrix Y is constructed from X 1 , . . . , X M which are placed in a cyclic positions of a sparse M N × M N matrix. Note that det(zI MN − Y ) = det(z M I N − X M · · · X 1 ), we see that all M N eigenvalues of Y can be read off from N eigenvalues of the product Π M by taking the M -th roots for each one. Thus, we guess that eigenvalues of Y have similar local statistical properties as stated in Section 1.4. We will come back to this question in the future.
As non-Hermitian analogies of random (Hermitian) band matrices, random non-Hermitian band matrices are relatively less studied. Although there is a lot of literature available about random band matrices, the local bulk statistics transition from Poisson to GOE/GUE, which is conjectured that a phase transition occurs as the bandwidth W ∝ √ N , remains a major open problem; see [65] and references therein. As to the non-Hermitian case, say Y , the key results in Section 1.4 provide compelling evidence since the bandwidth M ∝ √ M N is equivalent to M ∝ N . So we conjecture that the critical phenomena in Theorem 1.2 characterize the crossover in random non-Hermitian complex band matrices.
Open questions.
As mentioned in the Introduction, there are a few primary problems on eigenvalues of products of non-Hermitian random matrices, in which local universality problem seems particularly outstanding. We believe that our method can be generalized to deal with products of rectangular complex Ginibre matrices and products of truncated unitary matrices from unitary matrices of different size, under certain assumptions on the growth of matrix sizes; see [51] for a similar treatment on singular values. But the other problems may be challenging. Here we list some to conclude this last section. Question 1. Consider the product of i.i.d. real/quaternion Gaussian random matrices (or truncated orthogonal/symplectic matrices) and prove a similar phase transition under the same rescalings; cf. [24] .
Recently, a class of random matrix ensembles is introduced in [25] and is named after Pólya ensembles because of their relations with Pólya frequency functions. These ensembles unify almost all exact complex matrix ensembles and have lots of similar structures with complex Ginibre ensembles. The second question is Question 2. Verify Theorems 1.1-1.3 or find new local statistics for products of i.i.d. Pólya ensembles; cf. [47, 25] . 
