We study the simplest possible order one single-layer perceptron with two inputs, using the delta rule with online learning, in order to derive closed form expressions for the mean convergence rates. We investigate the rate of convergence in weight space of the weight vectors corresponding to each of the 14 out of 16 linearly separable rules. These vectors follow zigzagging lines through the piecewise constant vector field to their respective attractors. Based on our studies, we conclude that a single-layer perceptron with N inputs will converge in an average number of steps given by an Nth order polynomial in t l , where t is the threshold, and l is the size of the initial weight distribution. Exact values for these averages are provided for the five linearly separable classes with N = 2. We also demonstrate that the learning rate is determined by the attractor size, and that the attractors of a single-layer perceptron with N inputs partition R N R N .
Since its advent in 1960, the study of the perceptron and of neural networks has experienced vast growth. Some fundamental characteristics about perceptrons were studied initially, while more recently several sophisticated and subtle questions have been addressed by the physics community. One significant current of research is in online learning, where amongst other aspects that of ensemble learning ͑the combination of many different learning rules͒ of simple perceptrons has been examined ͓1͔. More recently there has been an interest in studying the effects of noise on learning in recurrent perceptron networks ͓2͔, and aspects of convergence for perceptrons with stochastic, binary synapses ͓3͔. One of the tools used to analyze perceptron generalization and capacity is the replica method ͓4͔, and this technique has been used to determine the optimal capacity of ternary perceptrons ͓5͔, the generalization and capacity of large twolayered perceptrons ͓6͔, as well as to study learning capability under mutual information maximization ͓7͔.
Many other techniques for studying neural networks have appeared in the recent physics literature. For instance, one important area of current physics research treats the issue of generating and learning time series, including chaotic time series, by perceptrons ͓8-11͔. The study of time series generation by the perceptron is notable in addition as they have been used to produce limit cycles ͓11͔. Information theory approaches have also been fruitful in yielding storage capacity values for neural networks with binary weights in good agreement with the replica method ͓12͔, as well as an information gain principle which can give insight on how to choose training sets and transfer functions for studentteacher learning paradigm perceptrons ͓13͔. Moreover, it is remarkable that perceptron learning has also been applied to biophysics problems, in particular in the context of improving the pairwise contact energy function in the study of the protein folding problem ͓14͔.
There are numerous convergence theorems which demonstrate that a perceptron learning a linearly separable rule will converge in a finite number of steps ͓15͔. Recently, analogous upper bounds for the number of steps have been proven for continous perceptrons using online gradient learning ͓16͔ and Boolean multilinear perceptrons ͓17͔. In addition, systematic studies have been made of the rate of convergence for perceptrons learning nonseparable rules ͓18͔, and order of magnitude comparisons were given for learning rates for batch, online, and cyclic learning ͓19͔.
There have been, however, no studies of visualizing the convergent weight dynamics of perceptrons, and very few in studying quantitatively the number of steps required to converge within weight space. In this paper we address these issues by giving concrete results from direct calculations, which quantify precisely the mean number of steps the weight vector travels in weight space according to which ͑linearly separable͒ rule it is learning. Our paper is organized as follows. In the next section, we discuss in detail the exact algorithm we used to obtain our results, and explain how the perceptron learning procedure itself necessarily fills weight space completely with its attractors. In the section on convergence rates, we outline our calculation for the average convergence rates, and state these for N = 2. Finally we discuss some implications of these results, and in the conclusion offer some possible applications and directions for future research.
II. PERCEPTRON ALGORITHM
We use a cyclic online binary perceptron algorithm ͓19͔, which we outline as follows. A binary perceptron implements *Electronic address: martin@math.uiuc.edu a Boolean function which maps Z 2 N to Z 2 . The input vectors are represented by the real numbers x j = x 1 2 N−1 + x 2 2 N−2 ++ x N , where x i ͕0,1͖, and 0 ഛ j ഛ 2 N − 1. There are 2 N possible input patterns ͑vectors͒ since each component can either be 0 or 1. The weight vectors are written as w n k R N ,0 ഛ n Ͻϱ, where k corresponds to a rule, to be defined below.
Here n is to be thought of as the discrete time, and there are 2 N weight components since each input ͑a component of the input vector͒ is weighted by a corresponding component of the weight vector. The desired output for each of the 2 N input vectors x j is denoted by d j Z 2 , 0ഛ j ഛ 2 N − 1. The actual output of the neuron y is given by
2 N −1 ͒ t is the threshold ͑ z denotes the smallest integer greater than or equal to z͒ and ⌰͑x͒ is the Heaviside function, so that the perceptron learning algorithm can be thought of as a nonlinear map T :
The meaning of Eq. ͑1͒ is that the existing weight configuration w n k specifies the normal to a hyperplane
Whether y͑w n k , x j ͒ is one or zero thus determines whether the perceptron currently "perceives" that the input vector x j should be on one side of the hyperplane or the other. Thus learning in this context means the perceptron embodies a plane which properly separates the input vectors into two classes, which fall on either side of the plane. Indeed, there is a set of such hyperplanes, each one corresponding to a "rule" which the perceptron can learn. A rule specifies an output for each of the 2
− 1 can be thought of as a 2 N component vector which describes a rule ͑or function͒ k which the perceptron should learn, since its components are the desired outputs corresponding to each of the inputs. Since the perceptron's output is either 0 or 1, there are thus 2 2 N possible rules to consider for the perceptron to learn.
At time n = 0 one of these 2 2 N rules is selected and the weight vectors are initialized to random values with components uniformly distributed in the N-dimensional hypercube centered at the origin, with faces orthogonal to the coordinate axes, and sides of length 2l, in the weight space R N . For each time step n, each of the 2 N input vectors is presented in the cyclic online order. Weight vectors are changed according to the prescription:
where a is the adaptation ͑learning͒ rate, and j = n mod 2 N .
Of the 2 2 N possible functions to be learned, only a fraction will be learnable. From Eq. ͑2͒, the rule k has been learned if the weights stop changing, which is equivalent to the condition that there exists n 0 Z + such that w n+1 = w n , for all n ജ n 0 . In this case y͑w n k , 
Note that the definition of linear separability is equivalent to the existence of a hyperplane H k R N−1 which separates the two sets of input vectors according to whether the desired output is 0 or 1. Indeed, to see this one takes w * as the normal to the hyperplane, then the input vectors as points in R N fall on either side of H k by the equation for H k : w * x =0. We now specialize to the case of N = 2, in order to derive exact formulas for the average convergence rates. A rule k ͑Boolean function͒ is identified by the vector of its four out- gives a different rule ͑which we say is antisymmetric to the original rule͒ with equivalent dynamics, which yields a factor of 2. We say that a rule k has equivalent weight dynamics to a rule k if given initial conditions that are reflected across some line or point of symmetry, the average trajectories of the weights stay reflected in the same way for the two different rules. The components of the average trajectories, ͗w i,n ͘, are defined by
In this case, it follows that if two different rules have equivalent dynamics, and the initial conditions are isotropic, then the weight vectors under both rules exhibit the same statistical convergence properties. We show in Appendix A ͑appen-dix statement A.1͒ that if two rules k and k are antisymmetric, and if the initial conditions are antisymmetric ͑initial weight vector reflected across line
Thus two antisymmetric rules with antisymmetric initial conditions have trajectories which coincide every fourth step in the algorithm. In fact, according to statement A.3 of Appendix A, the average dynamics for antisymmetric rules k and k are antisymmetric given antisymmetric initial conditions:
If two rules k and k are opposite ͑rule k is the opposite of
, then the weight dynamics will also be equivalent under the two rules. In particular, in Appendix A it is shown ͑appendix statement A.3͒ that if two rules k and k are opposite and the corresponding initial conditions for the weights are reflected through the origin, then the average trajectories themselves will be reflected through the origin for the two rules, i.e.,
Thus this yields an additional factor of 2 for the number of members of each rule class. Hence each class of symmetric rules, of which there are three, has two members, and each class of antisymmetric rules has four members. This accounts for all 14 learnable of 16 possible rules. The XOR rule, d 6 = ͑0,1,1,0͒ and its opposite ͑1, 0, 0, 1͒ are not learnable, which can be seen by trying to separate by one line the points ͑1, 0͒ and ͑0, 1͒ in one class from ͑0, 0͒ and ͑1, 1͒ in the other. This also follows from a sufficient condition for unlearnability. Let x i and x j be two vectors in one of the classes to be separated, say C 0 . It follows that if they are both on the same side of the separating hyperplane, the line L through these points must lie completely on that side of the hyperplane. It follows that the classification is unlearnable if some other line LЈ connecting two points in C 1 intersects the line L. For the case of the XOR rule, take x 2 = ͑0,1͒ and x 3 = ͑1,0͒, then the line L through x 2 and x 3 interesects the line LЈ connecting the two points ͑0, 0͒ and ͑1, 1͒ from the other class at the point ͑1/2,1/2͒ so that the rule is not learnable. Thus there are three symmetric rule classes, with two elements in each class. This accounts for all 14 learnable of 16 possible rules. Note that if the distance between two randomly situated initial weight vectors were fixed at random values and this distance were observed over time for the perceptron attempting to learn the XOR rule, this value would cycle periodically with various small periods. This indicates that the XOR rule does not have a chaotic attractor.
Calculating the weight vectors for the five representatives of the convergent Boolean functions, the solutions of the resulting linear inequalities are shown in Fig. 1 . As expected, these figures, which are the "attractors" for the weight dynamics, correspond exactly to the attractors found by the perceptron convergence algorithm in Fig. 2 . In Table I we give the linear inequalitities for each of the five class representatives, corresponding to Fig. 1 . In general, these inequalities for any of the 16 rules take the form
.
͑9͒
From solving the linear inequalities for all 14 attractors we see that the attractors partition R 2 twice as required for N =2.
III. CONVERGENCE RATES
Consider the learnable functions ͑classifications͒ for the single-layer perceptron with N inputs. We fix the threshold at ±t, where t Ͼ 0 is small. Then each convergent classification k corresponds to a finite or infinite attractor A k R N for the weight dynamics. The attractor A k is a convex set ͑a cone͒ formed by the intersection of two or more hyperplanes. Given an initial weight probability distribution with probability density function p͑x͒, the expected number k of weight changes to converge is given by
where ͑A k , w͒ is essentially proportional to the length of the path from the initial weight vector w to the attractor A k . Similarly, the variance k of the expected number of weight changes is given by
To find ͑A k , x͒, we recall from Eq. ͑2͒ that the average trajectory of the weight vector is determined by the map:
where
and ͗w k ͘ R denotes a range of weight vectors within the region R which produce the same output for y. Thus given that the weight vector's path will be determined by the initial position of the weight vector x = w 0 and the rule k, the form ͑A k , x͒ takes is
where d R is a distance computed from the direction c R of the trajectory in R and the location of the next region, and r R is a rate equal to the number of steps per unit distance traveled by the weight vector. The rate r R can be determined from a and observing which values of j, 1ഛ j ഛ 2 N , produce weight changes in region R, and it measures zigzagging on a finer level than that of the weights as they traverse the different regions. Since some trajectories travel close along the boundaries of the regions, the rate r R was sometimes based on a best estimate of the trajectory at this finest level. In Appendix B we give an example calculation of Eq. ͑20͒ by using Eqs. ͑10͒ and ͑12͒.
In our investigation, N = 2, and we use a uniform probability distribution of initial weight vectors on a square of side length 2l: Table I , corresponding to the attractors of the five learnable classes for the single-layer perceptron. ͑a͒ class I representative ͑0,0,0,0͒, ͑b͒ class II representative ͑0,0,0,1͒, ͑c͒ class III representative ͑0,0,1,0͒, ͑d͒ class IV representative ͑0,0,1,1͒, and ͑e͒ class V representative ͑0,1,1,1͒, Note that these regions coincide exactly with the attractors in weight space shown in Fig. 2 Following the logic of the above calculation, a generalization shows that the mean number of steps to converge for a linearly separable rule k for the general case of an arbitrary number of inputs N is a polynomial in
treating l a as a parameter, where the N + 1 coefficients can in principle be calculated. Thus by using an appropriate form of optimization to calculate the coefficients a j in Eq. ͑26͒, our method can be extended to yield the mean polynomial time convergence expressions for a perceptron with an arbitrary number N of inputs.
Note that the formulas we give here are valid within the range a Ͻ t Ͻ l, which is a reasonable and normal ordering for these parameters. In particular our simulations were performed taking the values a = 0.15, t = 1, and l = 10. If any of these parameters were to approach equality with any of the others, it is not expected that the above formulas would continue to be valid. Thus these results come with the caveat that they should only be used for "typical" ranges of perceptron neural networks. Figure 3 shows the histograms of the number of steps to converge for the five pattern classes, using simulations of 10 000 trials. The corresponding means and variances as calculated from Eqs. ͑16͒-͑25͒ are given in Table II . ͑In the simulation and Table II we give the standard deviation, for its greater qualitative meaningfulness, instead of the variance.͒ We find that the simulation results agree very well with the values given by the calculated expressions for the means and variances. In particular, four of the five means calculated agree within a couple of standard errors of the mean ͑SEM͒ with the simulation results. Only one rule, ͑0, 0, 1, 0͒ deviated significantly between predicted ͑39.33͒ and simulated ͑44.39͒ mean number of steps. This is most likely due to some error in the calculation of the number of steps along boundaries of the regions ͓cf. Fig. 2͔ . Figure 2 shows the paths of the weight vectors for 250 trials. In some of these it is clear that a path has a maximum of three directions, each of which is a straight line ͑though on a finer scale this is a zigzag͒. This is a consequence of the form taken by the piecewise constant vector field c R ͓Eq. ͑13͔͒. Only three of the input weight vectors are nonzero, thus there will be a maximum of three directions. The trajectories are piecewise linear since multiples of the input vectors are always added to the weight vector ͓cf. Eq. ͑12͔͒.
IV. RESULTS

V. DISCUSSION
From our method of calculation, it follows that the smaller the attractor, the slower in general the rate of convergence. This is illustrated by Table I and Fig. 1 . On the other hand, one can interpret our results as showing that some inputs to the network result in "resonance" ͓20,21͔ in the learning rate. In particular the class of functions corresponding to the outputs ͑0,0,1,0͒ and ͑0,1,0,0͒ were found to be resonant under this interpretation, if we disregard the "output always off" rule, ͑0,0,0,0͒. In a previous study, the order of magnitude of convergence rate is given as ͱ P / ⑀ log͑1/⑀͒, where P is the number of patterns and ⑀ is TABLE I. Inequalities corresponding to attractors of Fig. 1 , for the representitives of the five function classes. In Fig. 1 the threshold is set to −t = −1.
Outputs
Attractor inequalities
w 2 ജ t, w 1 ജ t, w 2 ജ −w 1 + t the adaptation ͓19͔. This gives for our values of P and ⑀, the number of learning steps as 21. As shown above, our results are more precise and they distinguish between the different learning rules which the earlier studies do not.
Another improvement of our results over previous studies of perceptron learning performance is our closed form calculation of the variances of the convergence rates. Recent work in the field of computational complexity has shown that hard computational problems may better be tackled by combining several different approaches ͓22͔, thus detailed knowledge of learning performance of each component algorithm is crucial. It is interesting to note in connection with these findings of polynomial ͑in the variable t l ͒ time convergence rates on average the results for P complexity of single-layer perceptrons learning linearly separable rules, and NP-complete complexity of two-layer perceptrons ͓23͔. Indeed, our formulas suggest that the problem of a single-layer perceptron converging has polynomial complexity, by direct computation of such polynomials. ͑Since our expressions give only averages we cannot claim they guarantee polynomial time convergence.͒ This dynamic between the single-layer perceptron polynomial time convergence versus the two-layer perceptron nondeterministic polynomial time convergence evokes a recent result which showed that NP-complete problems exhibit phase boundaries ͓24͔ away from which the problems become easier. Thus ͑considering a quasicontinuous case͒ inputs which transition from the "XOR" rule to the "AND" rule may be seen to undergo an analogous phase transition in difficulty. We therefore suggest that a greater understanding of the relation between P and NP-complete computational complexity classifications might be obtained by generalizing our computational approach for two-layer neural networks, though it is not clear to us at present how to proceed in this undertaking.
By the same reasoning which led to the result that inequalities ͑9͒ give 14 attractors which partition R 2 twice, it follows that a similar ͑though much larger͒ set of inequalities corresponding to the linearly separable Boolean functions of a perceptron with N inputs partitions R N R N . In particular, the perceptron must solve the system: 
where 1 ഛ k ഛ 2 N , −t is the numerical value of the threshold ͑for the higher order rules the threshold will be t͒, and the inequalities were rearranged so that all ജ appear before any ഛ, and a ij ͕0,1͖, 1ഛ i ഛ 2 N , 1ഛ j ഛ N. As with a system of 2 N linear equations in N unknowns, there will either be an infinite number of solutions to this system, or no solution. In this connection there is a useful question to ask: is there a deterministic calculation which can always establish, as a function of k and the coefficients a ij , whether or not the system of inequalities ͑27͒ ͑and thus could the perceptron learn the corresponding rule͒ has a solution? We do not have an answer for this, though we suggest that the answer would be yes. Nevertheless we can see from the above generalization that the set of attractors for the single-layer perceptron with N inputs is isomorphic to R N R N . This leads to the question of how many separate regions into which R N can be divided.
In the general case of a perceptron with N inputs, we have a situation of hyperplanes which partition R N into regions in which the weight dynamics follows straight lines ͓see Eq. ͑12͔͒. If N = 2, then the hyperplanes are lines, and they partition R 2 in the general case into seven regions. For N = 3, the hyperplanes are planes in R 3 , and in this case we found that they divide R 3 into 26 regions, as there were 26 attractors. It is interesting to speculate on how many regions 2 N−1 hyperplanes in R N can divide R N into in the most general case, since this number would give an upper bound on the number of rules which a single-layer perceptron with N inputs could learn. A simple counting argument shows that in R 2 there are again seven such regions. In this connection a result by Polya ͓25͔ gives as 64 the number of regions which seven planes divide R 3 up into in the most general case, which indicates that perceptrons do not partition space in the most general way.
Note that for the general case of R N , our sufficient condition for nonlearnability of a classification can be restated in terms of hyperplanes. In particular, let ͕P 1 , ... , P r ͖ and ͕Q 1 , ... ,Q s ͖ be points in the classes C 0 and C 1 and denote their respective convex hulls by S 0 and S 1 . Then if S 0 പ S 1 , the classification is not learnable.
VI. CONCLUSION
Our main result is the derivation of exact averages and variances of the convergence rates for N = 2 perceptrons, and the general polynomial form Eq. ͑26͒ of the average convergence rates for perceptrons with N input vectors. Possible future work might, beyond extending these results to include multiperceptrons as mentioned above, include algorithms or methods for exact calculations of the coefficients for the polynomials given in Eq. ͑26͒. We suggest that similar mean convergence rate results may also be obtainable by generalizing this approach to other types of neural networks frequently used in practice. That is, one might begin by calculating the mean convergence rate for a smallest possible network of a given type following a method similar to ours used to derive Eqs. ͑16͒-͑25͒, then generalizing to arbitrary N through the use of energy or information optimization to find the unknown coefficients in an expression analogous to Eq. ͑26͒. Such precise specifications for learning performance are essential as hardwire versions of neural networks are implemented in various mission-critical applications. For instance, it has been shown that the perceptron learning rule can be used as a "local learning rule" in Hopfield-like associative memory networks ͓26͔. In addition, bottom-up selfassembly of molecular nanowires ͓27͔ holds promise as technologies for which neural network paradigms could be applied to advantage. Indeed, it has been shown that agglomerations of conducting particles self-assemble, form electrical connections, and exhibit Hebbian learning through the principle of minimum resistance ͓28-30͔. Hence higher precision insights into perceptron learning rates-gained by analyzing the geometric nature of their attractors-may have numerous practical applications.
This statement says that if the initial conditions of the weights for two rules are opposite ͑of opposite sign͒, then the weight trajectories of corresponding opposite rules will be opposite ͑reflected through the origin͒.
