Texture analysis has a wide range of real-world applications. This paper presents a novel technique for texture feature extraction and compares its performance with a number of other existing techniques using a benchmark image database. The proposed feature extraction technique uses 2 D -D R transform and self-organizing map (SOM). A combination of 2D-DFT and SOM with optimal parameter settings produced very promising results. The results from large sets of experiments and detailed analysis are included in this paper.
Introduction
As we are in: an era of graphical information, we encounter millions of digital images through the World Wide Web and digital visual data sources such as digital cameras, scanners and different kinds of sensors [l] . Texture is an important attribute for image analysis, retrieval, computer vision etc. Texture analysis comprises problems like texture classification, texture segmentation, texture synthesis, and shape from texture. The proposed research will focus on: texture classification. This has a large number of applications, ranging from simple contentbased image retrieval, and remote sensing to medical image matching/diagnosis.
Although textured image analysis has been a topic of researcher for the last few decades [2] , due to the complexity and the lack of ability to clearly define the significant features of texture, a number of challenging problems still need to he addressed.
Features that have been used to describe images include simple mean and standard deviation, Gabor transforms, wavelet-based features, and Fourier transform based features [3-51. In this paper, we propose a feature extraction technique, which uses 2D-DFr in its first stage of extraction process. 0-7803-7898-9/03/$17.00 02003 IEEE Even after identifying the significant features that could represend identify a given image or pattern, techniques need to be developed to cluster and classify the images into well defined classes, based on those feature values. This has recently been addressed by researchers using approaches such as artificial neural networks, model and filter based approaches, etc. [6] . The existing algorithms, however, do not produce satisfactory classification rate and/or are computationally expensive.
The use of Kohonen's Self-Organising Map for clustering images based on texture features has not been fully investigated. The work presented here aims to use SOM with optimal settings for clustering images based on texture features. The developed approach is tested on a benchmark database [7] .
The remainder of the paper is broken down into 3 sections. Section 2 describes the proposed research methodology, Section 3 provides experimental results and analysis, and a conclusion is drawn in Section 4.
Proposed Research Methodology
This section describes the proposed technique for feature extraction and classification. The The image database used in this research is the first 96 texture images in the Brodatz Texture Collection. Each of these texture images is a 512 x 512 pixels, 256 gray-scaled image, and is segmented into 16 128 x 128 pixels none-overlapping sub-images. These subimages are transformed using the 2D-Discrete Fourier Transform (2D-DIT) [8] , and the resulting magnitude matrices form the DFT Database. The 2D-DFI itself is considered as a feature extraction technique of these sub-images. But three further feature extraction techniques are performed on these magnitude matrices to extract features from them and to reduce the dimension of the feature vectors. Image Segmentation a n d Normalization
In order to create a number of small images which belong to the same class, each of the 512 x 512 pixels images are divided into 16 non-overlapping 128 x 128 pixels sub-images, thus forming 16 sub-images and creating a database of 1536 texture images. From every image 12 sub images are used for training and 4 sub images are used for testing. as shown in Fie 2.
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Calibrating the Self-organizing Map
After a number of iterations, the SOM is trained, and the reference vectors of the nodes within a certain region in the trained SOM are close to each other [9] . As the SOM is initialized with random reference vectors, it is calibrated to determine regions and to separate them. Fig. 4 shows an example of calibrating the SOM.
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... ... The node with the minimum distance is called the winning node. The 8 closest labeled nodes are not treated equally in the proposed classifier. The closer a labeled node to the responding node, the more "significant" it will be. A "Significant Factor'' (SF) is proposed to indicate how "significant" the labeled node i is to the responding node c.
where dist, is the distance between node i and node C.
Experimental Results
A large number of experiments were carried out to determine the optimal parameters such as significant factor, initial update radius, topology and shape of SOM. The performance of the classifier under different combinations with three feature extraction techniques was examined. Only a sample of results obtained is reuorted here.
Comparison of Three Feature Extraction Techniques
For the following experiments, the SOM is trained with 2000 iterations of the training data. Size of the SOM is 32 x 32, initial learning rate alpha = 0.3, initial radius = 16. "8 Neighbor Sample Points"
classifier is used with the "Significant Factor" S.F.=l/(dist+l). The Table 1 compares the classification rates of the 3 feature extraction techniques. The results show that, for this specific problem, the classification rate is higher with smaller initial update radius.
The Effect Of Iteration On Classification Rate
For the following experiments, the size of the SOM is 25 x 25, alpha=0.3, radius=13. "8 Neighbor Sample
Points" and S.F.=l/(dist+l) are used as the classifier. Fig. 7 shows the results obtained. In this particular experiment, as the number of iterations increase the classification rates also increase.
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Getting The Optimal Parameters For The Classifier
The optimal values for the number of neighbor sample points and the best significant factor are examined. 
