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led us to deﬁne a new functional calculus for an n-tuple of not necessarily commuting
operators, see [F. Colombo, I. Sabadini, D.C. Struppa, A new functional calculus for noncom-
muting operators, J. Funct. Anal. 254 (2008) 2255–2274]. In this paper we prove a Cauchy
formula with slice monogenic kernel for the slice monogenic functions. This new Cauchy
formula is the fundamental tool to prove that our functional calculus apply to a more gen-
eral setting. Moreover, we deduce some fundamental properties of the functional calculus,
for example: some algebraic properties, the Spectral Mapping Theorem and the Spectral
Radius Theorem.
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1. Introduction and preliminary results
The functional calculus for one or several operators is a subject widely studied in the literature and the possible ap-
proaches are various. For the case of a single operator the purpose is to deﬁne a function f (T ) of an operator T using,
for example, functions holomorphic on the spectrum of T . Then one may generalize this result for n-tuples of operators:
pioneering approaches in this setting were made by Anderson [1] and Taylor, see [14,15]. Since then, the literature on the
topic has increased in different directions.
The point of view we adopt makes use of the noncommuting setting of Clifford algebras. One possibility, in this frame-
work, is to base the functional calculus on monogenic functions, see [11] and the references therein. Our approach is
different since it is based on a novel deﬁnition of monogenicity called slice monogenicity, see [6]. The class of slice mono-
genic functions includes power series expansions of a paravector variable, thus it is very different from the class of standard
monogenic functions. Moreover, the two function theories lead to functional calculi based on resolvent operators which co-
incide only in the case of a single operator, i.e. when considering the classical Riesz–Dunford functional calculus. Note that
the slice monogenicity is a variation of the notion of slice regularity for quaternionic valued functions, see [10], which is
useful to develop a functional calculus for a single quaternionic operator (see [3–5]). Using the notion of slice monogenicity,
in [8] we have introduced a functional calculus for an n-tuple of not necessarily commuting operators. It is worth to note
that when n = 1, i.e. in the case of a single operator, the notions of slice monogenic function and of S-spectrum reduce,
respectively, to the one of holomorphic function and the one of Riesz–Dunford spectrum (see [9] and [13]).
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The setting in which we will work is the real Clifford algebra Rn over n imaginary units e1, . . . , en satisfying the relations
eie j + e jei = −2δi j . An element in the Clifford algebra will be denoted by ∑A eAxA where A = i1 . . . ir , i ∈ {1,2, . . . ,n},
i1 < · · · < ir is a multi-index, eA = ei1ei2 . . . eir and e∅ = 1. When n = 1, we have that R1 is the algebra of complex numbers
C (the only case in which the Clifford algebra is commutative), while when n = 2 we obtain the division algebra of real
quaternions H. As it is well known, for n > 2, the Clifford algebras Rn have zero divisors. Their complete classiﬁcation can
be found for example in [12].
Let us now introduce the basic deﬁnitions and notions we will use in the sequel. In the Clifford algebra Rn , we can iden-
tify some speciﬁc elements with the vectors in the Euclidean space Rn: an element (x1, x2, . . . , xn) ∈ Rn can be identiﬁed
with a so called 1-vector in the Clifford algebra through the map (x1, x2, . . . , xn) → x = x1e1 + · · · + xnen .
An element (x0, x1, . . . , xn) ∈ Rn+1 will be identiﬁed with the element
x = x0 + x = x0 +
n∑
j=1
x je j
called, in short, vector. The norm of x ∈ Rn+1 is deﬁned as |x|2 = x20 + x21 +· · ·+ x2n . The real part x0 of x will be also denoted
by Re[x]. A function f : U ⊆ Rn+1 → Rn is seen as a function f (x) of x (and similarly for a function f (x) of x ∈ U ⊂ Rn).
Let us denote by S the sphere of unit 1-vectors in Rn , i.e.
S = {x = e1x1 + · · · + enxn: x21 + · · · + x2n = 1}.
The vector space R + IR passing through 1 and I ∈ S will be denoted by LI , while an element belonging to LI will be
denoted by u + I v , for u, v ∈ R. Observe that LI , for every I ∈ S, is a 2-dimensional real subspace of Rn+1 isomorphic to
the complex plane. The isomorphism turns out to be an algebra isomorphism.
Given an element x= x0 + x ∈ Rn+1 let us set
Ix =
{ x
|x| if x 	= 0,
any element of S otherwise,
so, by deﬁnition we have x ∈ LIx .
Deﬁnition 1.1. Given an element x= x0 + x ∈ Rn+1, we deﬁne
[x] = {y ∈ Rn+1: y = x0 + I|x|, I ∈ S}.
The set [x] is a (n− 1)-dimensional sphere in Rn+1 if x 	= 0 or it reduces to the real point x0 when x = 0.
Remark 1.2. Note that the relation in Rn+1 deﬁned by x ∼ y if and only if Re[y] = Re[x], |y| = |x| is an equivalence relation.
The (n−1)-sphere associated to x ∈ Rn+1 is equivalently described as the equivalence class of x. When x ∈ R, its equivalence
class contains x only. In this case, the (n− 1)-dimensional sphere has radius equal to zero.
Deﬁnition 1.3. Let U ⊆ Rn+1 be an open set and let f : U → Rn be a real differentiable function. Let I ∈ S and let f I be the
restriction of f to the complex plane LI . We say that f is a (left) slice monogenic function, or s-monogenic function, if for
every I ∈ S, we have
1
2
(
∂
∂u
+ I ∂
∂v
)
f I (u + I v) = 0.
We denote by M(U ) the set of s-monogenic functions on U . We say that f is right s-monogenic function if for every I ∈ S,
we have
1
2
(
∂
∂u
f I (u + I v) + ∂
∂v
f I (u + I v)I
)
= 0.
Sometimes, we will write ∂ I f I to denote the left s-monogenicity condition 12 (
∂
∂u + I ∂∂v ) f I and f I∂ I instead of the right
condition 12 (
∂
∂u f I + ∂∂v f I I).
Deﬁnition 1.4. (See [6].) Let U be an open set in Rn+1 and let f : U → Rn be an s-monogenic function. Its s-derivative is
deﬁned by
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{
∂I ( f )(x) if x = u + I v, v 	= 0,
∂u f (u) if x = u ∈ R, (1)
where
∂I := 1
2
(
∂
∂u
− I ∂
∂v
)
.
Remark 1.5. The deﬁnition of s-derivative is well posed because it is applied only to s-monogenic functions. For these
functions, the s-derivative coincides with the partial derivative ∂u .
Remark 1.6. The striking difference between slice regular quaternion valued functions (see [10]) and s-monogenic functions,
is that the ﬁrst ones are deﬁned on open sets U in the quaternionic space H, which can be endowed with a product
that makes it an algebra, while the second ones are deﬁned on open sets in the Euclidean vector space Rn+1. This is
exactly the same difference one ﬁnds when comparing quaternion valued regular functions in the sense of Cauchy–Fueter
and monogenic functions in the sense of [2], i.e. nullsolutions of the Dirac operator. However, a crucial property which
can be guarantee in the algebra H, i.e. invertibility of its nonzero elements, is preserved in Rn+1. Indeed, nonzero vectors
x= x0 + x ∈ Rn+1 are invertible with inverse x−1 = (x0 − x)/|x|2 ∈ Rn+1.
In [6], we have shown how s-monogenic functions can be related to power series and we proved a Cauchy integral
formula as well as some of its consequences. For sake of completeness we recall the Cauchy integral formula proved in [6].
Theorem 1.7. (See [6].) Let B = B(0, R) ⊆ Rn+1 be a ball with center in 0 and radius R > 0 and let f : B → Rn be an s-monogenic
function. If x ∈ B then
f (x) = 1
2π
∫
∂x(0,r)
(ζ − x)−1 dζIx f (ζ )
where ζ ∈ LIx ∩ B, dζIx = −dζ Ix and r > 0 is such that
x(0, r) =
{
u + Ixv
∣∣ u2 + v2  r2}
contains x and is contained in B.
In Section 2, Theorem 1.7 will be generalized to a more general case.
1.2. Preliminary results on noncommuting bounded operators
In this subsection we brieﬂy revise some material from [8] to which we refer the reader for the missing proofs. In the
sequel, we will consider a Banach space V over R (the case of complex Banach spaces can be discussed in a similar fashion)
with norm ‖ · ‖. It is possible to endow V with an operation of multiplication by elements of Rn which gives a two-sided
module over Rn . We recall that a two-sided module V over Rn is called a Banach module over Rn , if there exists a constant
C  1 such that ‖va‖  C‖v‖|a| and ‖av‖  C |a|‖v‖ for all v ∈ V and a ∈ Rn . By Vn we denote the two-sided Banach
module V ⊗ Rn over Rn . An element in Vn is of the type ∑A v A ⊗ eA (where A = i1 . . . ir , i ∈ {1,2, . . . ,n}, i1 < · · · < ir
is a multi-index). The multiplications of an element v ∈ Vn with a scalar a ∈ Rn are deﬁned by va =∑A v A ⊗ (eAa) and
av =∑A v A ⊗ (aeA). For simplicity, we will write ∑A v AeA instead of ∑A v A ⊗ eA . Finally, we deﬁne ‖v‖2Vn =∑A ‖v A‖2V .
We will denote by B(V ) the space of bounded R-homomorphisms of the Banach space V to itself endowed with the
natural norm denoted by ‖ · ‖B(V ) . Given T A ∈ B(V ), we can introduce the operator T =∑A T AeA and its action on v =∑
vBeB ∈ Vn as T (v) =∑A,B T A(vB)eAeB . The operator T is a right-module homomorphism which is a bounded linear map
on Vn . The set of all such bounded operators is denoted by Bn(Vn). We deﬁne ‖T‖Bn(Vn) =
∑
A ‖T A‖B(V ) . Note that, in the
sequel, we will omit the subscript Bn(Vn) in the norm of an operator and note also that ‖T S‖ ‖T‖‖S‖.
In the sequel, we will consider operators of the form T = T0 +∑nj=1 e j T j where Tμ ∈ B(V ) for μ = 0,1, . . . ,n. The
subset of such operators in Bn(Vn) will be denoted by B0,1n (Vn).
Deﬁnition 1.8. Let T ∈ B0,1n (Vn) and s ∈ Rn+1. We deﬁne the S-resolvent operator series as
S−1(s, T ) :=
∑
n0
Tns−1−n (2)
for ‖T‖ < |s|.
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n0
Tns−1−n = −(T 2 − 2T Re[s] + |s|2I)−1(T − sI), (3)
for ‖T‖ < |s|.
Deﬁnition 1.10 (The S-spectrum and the S-resolvent set). Let T ∈ B0,1n (Vn) and s ∈ Rn+1. We deﬁne the S-spectrum σS(T ) of T
as:
σS(T ) =
{
s ∈ Rn+1: T 2 − 2Re[s]T + |s|2I is not invertible}.
The S-resolvent set ρS (T ) is deﬁned by
ρS(T ) = Rn+1 \ σS(T ).
Deﬁnition 1.11 (The S-resolvent operator). Let T ∈ B0,1n (Vn) and s ∈ ρS(T ). We deﬁne the S-resolvent operator as
S−1(s, T ) := −(T 2 − 2Re[s]T + |s|2I)−1(T − sI). (4)
Theorem 1.12. Let T ∈ B0,1n (Vn) and s ∈ ρS(T ). Let S−1(s, T ) be the S-resolvent operator deﬁned in (4). Then S−1(s, T ) satisﬁes the
(S-resolvent) equation
S−1(s, T )s − T S−1(s, T ) = I. (5)
Having in mind Deﬁnition 1.1, we can state the following result:
Theorem 1.13 (Structure of the S-spectrum). Let T ∈ B0,1n (Vn) and suppose that p = Re[p] + p belongs σS (T ) with p 	= 0. Then all
the elements of the (n− 1)-sphere [p] belong to σS(T ).
This result implies that if p ∈ σS(T ) then either p is a real point or the whole (n− 1)-sphere [p] belongs to σS (T ).
Theorem 1.14 (Compactness of S-spectrum). Let T ∈ B0,1n (Vn). Then the S-spectrum σS(T ) is a compact nonempty set. Moreover,
σS(T ) is contained in {s ∈ Rn+1: |s| ‖T‖}.
We can summarize Deﬁnition 3.10 and Remark 3.11 in [8] in the following deﬁnition:
Deﬁnition 1.15. Let T = T0 +∑nj=1 e j T j ∈ B0,1n (Vn). Let U ⊂ Rn+1 be an open set such that
(i) ∂(U ∩ LI ) is union of a ﬁnite number of rectiﬁable Jordan curves for every I ∈ S,
(ii) U contains the S-spectrum σS(T ),
(iii) σS (T ) is contained in a ﬁnite union of open balls Bi ⊂ U with center in real points and of annular domains A j =
{x ∈ Rn+1 | r j < |x− α j | < R j, r j, R j ∈ R+} ⊂ U with center in real points α j whose boundaries do not intersect σS(T ).
A function f is said to be (B, A)-locally s-monogenic on σS(T ) if there exists an open set U ⊂ Rn+1, as above, such that U
is contained in an open set on which f is s-monogenic.
We will denote by MB,AσS (T ) the set of (B, A)-locally s-monogenic functions on σS(T ).
In [8] we proved the following Theorem 1.16 which allows us to deﬁne a functional calculus:
Theorem 1.16. Let T ∈ B0,1n (Vn) and f ∈ MB,AσS (T ) . Let U ⊂ Rn+1 be any open set as in Deﬁnition 1.15 and let dsI = ds/I for I ∈ S.
Then the integral
1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s) (6)
does not depend on the choice of the imaginary unit I ∈ S and on the open set U .
Theorem 1.16 makes the following deﬁnition well posed.
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I ∈ S. We deﬁne
f (T ) = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s). (7)
1.3. Some comments on the novelties of this paper
Let us now make some comments on the results presented in the introduction and let us explain the novelties of this
paper.
In the ﬁrst version of Cauchy formula (see Theorem 1.7) the kernel is the function (ζ − x)−1 which is not an s-monogenic
function of ζ unless x is a real number. Moreover, that Cauchy formula works only for functions s-monogenic on balls and
it depends on the plane LIx to which x belongs.
The integral formula we used in [8] to deﬁne our functional calculus (7) suggests that a more general Cauchy formula
must hold for s-monogenic functions if we use of the kernel
S−1(x, s) = −(x2 − 2xRe[s] + |s|2)−1(x− s) (8)
instead of (ζ − x)−1. In this paper we use the kernel (8), which is an s-monogenic function, to prove a new Cauchy formula
(see Theorem 2.19) which holds for functions deﬁned on more general open sets.
The delicate part of the proof of Theorem 2.19 is stated in Lemma 2.13 which gives an interesting relation between the
values of an s-monogenic function f at a point x of its domain and the values it assumes in two conjugate points of the
(n− 1)-sphere deﬁned by x.
The more general version of the Cauchy formula given in Theorem 2.19 allows us to extend the validity of the functional
calculus, see Theorem 3.4, for functions deﬁned on more general open sets then the ones used for functions in MB,AσS (T ) .
Note that the assumptions on U , for functions in MB,AσS (T ) , are necessary since the proof of Theorem 1.16 is based on the
fact that the function f ∈ MB,AσS (T ) admits power series expansion. Indeed, in the proof of Theorem 1.16, we have shown that
the integral (6) does not depend on the choice of U by the Cauchy theorem applied on the plane LI , I ∈ S. The independence
of the choice of the plane LI , I ∈ S is due to the fact that the power series expansions of s-monogenic functions centered at
a real point have coeﬃcients that do not depend on the imaginary unit I ∈ S.
Moreover using the new formulation of the functional calculus introduced in this paper, we are able to prove: algebraic
properties, the analogue of the Spectral Mapping Theorem and a theorem on the composition of functions (when it exists
and is s-monogenic). We then study the projectors and we show some results for the perturbation of the S-resolvent
operator by a bounded operator. We conclude the paper by generalizing the discussion to the case of unbounded operators.
The plan of the paper is the following:
• Section 2: The Cauchy formula with s-monogenic kernel for general domains.
• Section 3: The functional calculus.
• Section 4: Algebraic rules.
• Section 5: The spectral mapping and the S-spectral radius theorems.
• Section 6: Projectors.
• Section 7: Bounded perturbations of the S-resolvent.
• Section 8: Functional calculus for unbounded operator and algebraic properties.
2. The Cauchy formula with s-monogenic kernel for general domains
This section can be considered the heart of this paper because it contains a Cauchy formula for s-monogenic function
which is more general than the one proved in [6]. It is interesting to note that this new formula, for more general domains,
has been stimulated by the functional calculus.
Let us begin this section by recalling the notion of noncommutative Cauchy kernel series for x, s ∈ Rn+1 and of noncom-
mutative Cauchy kernel.
Deﬁnition 2.1. Let x= Re[x] + x, s = Re[s] + s. We will call noncommutative Cauchy kernel series the following expansion
S−1(s, x) :=
∑
n0
xns−1−n (9)
deﬁned for |x| < |s|.
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n0
xns−1−n = −(x2 − 2xRe[s] + |s|2)−1(x− s)
for |x| < |s|.
Remark 2.3. Observe that x2 − 2xRe[s] + |s|2 	= 0 if and only if x /∈ [s] (where the (n − 1)-dimensional sphere [s] has been
introduced in Deﬁnition 1.1).
Deﬁnition 2.4. We will call the expression
S−1(s, x) = −(x2 − 2xRe[s] + |s|2)−1(x− s), (10)
for x /∈ [s], noncommutative Cauchy kernel.
Remark 2.5. With an abuse of notation, we will denote the noncommutative Cauchy kernel series and the noncommutative
Cauchy kernel with the same symbol S−1(s, x). In fact they coincide where they are both deﬁned by virtue of their mono-
genicity (see Proposition 2.6) and of the Identity Principle, see [6]. Therefore note that the noncommutative Cauchy kernel
is deﬁned on a set which is larger than the set {(x, s) ∈ Rn+1 × Rn+1: |x| < |s|} where the noncommutative Cauchy kernel
series converges.
Proposition 2.6. The function S−1(s, x) is left s-monogenic in the variable x and right s-monogenic in the variable s for x /∈ [s].
Proof. The proof follows by direct computations. Consider any I ∈ S and set x = u + I v . We have:
∂
∂u
S−1(s, x) = ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−2(2u + 2I v − 2Re[s])(u + I v − s)
− ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−1,
∂
∂v
S−1(s, x) = ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−2(2uI − 2v − 2Re[s]I)(u + I v − s)
− ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−1 I,
so we obtain:
∂
∂u
S−1(s, x) + I ∂
∂v
S−1(s, x) = ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−2(2u + 2I v − 2Re[s])(u + I v − s)
− ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−1
+ ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−2(−2u − 2I v + 2Re[s])(u + I v − s)
+ ((u + I v)2 − 2(u + I v)Re[s] + |s|2)−1 = 0.
Let us now set s = u + I v . Observe that S−1(s, x) = −(x2 − 2xu + u2 + v2)−1(x − u + I v), so we can calculate the partial
derivatives as follows:
∂
∂u
S−1(s, x) = (x2 − 2xu + u2 + v2)−2(−2x+ 2u)(x− u + I v) + (x2 − 2xu + u2 + v2)−1,
∂
∂v
S−1(s, x) = (x2 − 2xu + u2 + v2)−22v(x− u + I v) − (x2 − 2xu + u2 + v2)−1 I.
We ﬁnally verify that
∂
∂u
S−1(s, x) + ∂
∂v
S−1(s, x)I = (x2 − 2xu + u2 + v2)−2(−2x+ 2u)(x− u + I v) + (x2 − 2xu + u2 + v2)−1
+ (x2 − 2xu + u2 + v2)−22v(x− u + I v)I + (x2 − 2xu + u2 + v2)−1
= −2(x2 − 2xu + u2 + v2)−2(x2 − 2xu + u2 + v2)+ 2(x2 − 2xu + u2 + v2)−1 = 0,
and this concludes the proof. 
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in [6] shows that the Cauchy kernel series corresponds to a left s-monogenic function in the variable x and to a right
s-monogenic function in s for |x| < |s|.
Proposition 2.8. Let x = Re[x] + x, s = Re[s] + s be such that x 	= s. Then the following identity holds:
(x− s)−1s(x− s) − x = −(s − x)x(s − x)−1 + s, (11)
or, equivalently,
−(x− s)−1(x2 − 2xRe[s] + |s|2)= (s2 − 2Re[x]s + |x|2)(s − x)−1. (12)
Proof. One may prove the identities by direct computations. 
Theorem 2.9. (See Theorem 2.11 in [8].) Let S−1(s, x) be the noncommutative Cauchy kernel with xs 	= sx. Then S−1(s, x) = −(x2 −
2xRe[s] + |s|2)−1(x− s), deﬁned for x /∈ [s], cannot be simpliﬁed and limx→s S−1(s, x) does not exist.
Observe that the paravector s is a root of the polynomial x2 − 2xRe[s] + |s|2. However, S−1(s, x) cannot be simpliﬁed in
fact one cannot ﬁnd a degree one polynomial Q (x) such that x2 − 2xRe[s] + |s|2 = (x − s)Q (x), see [8]. The existence of
Q (x) would allow the simpliﬁcation S−1(s, x) = −Q −1(x)(x− s)−1(x− s) = −Q −1(x).
Proposition 2.10. Let x ∈ Rn+1\R. If I 	= Ix, the function S−1(s, x) = S−1x (s) has the two singularities Re[x] ± I|x| on the plane LI .
On the plane LIx the function S
−1
x (s) = (x − s)−1 has only one singularity at the point x. If x ∈ R, the function S−1x (s) has only one
singularity at the point x.
Proof. Suppose x ∈ Rn+1\R. The singularities of S−1x (s) corresponds to the roots of |s|2 − 2Re[s]x + x2 = 0. This equation
can be written by splitting real and imaginary parts as |s|2 − 2Re[s]Re[x] + Re[x]2 − |x|2 = 0, (Re[s] − Re[x])x = 0. The
assumption implies x 	= 0, so Re[s] = Re[x] and |s| = |x| i.e. the singularities coincide with the (n − 1)-sphere [x]. Consider
now the plane LI . When I 	= Ix it intersect the (n − 1)-sphere [x] in Re[x] ± I|x| while, when I = Ix , x and s commute, so
S−1x (s) = −(x − s)−1(x − s)−1(x − s) = (x − s)−1 and x is the only singularity. When x is real the conclusion follows by the
same commutation argument. 
Remark 2.11. The previous proposition states that S−1Ix (s, x), i.e. the restriction of S
−1(s, x) to the plane LIx , has a removable
singularity at the point s = x. However, equality (12) and the proof of Theorem 2.9 (see [8]) show that the function S−1(s, x)
still has a singularity at the point s = x.
In the sequel we will treat s-monogenic functions deﬁned on domains satisfying suitable topological properties. On such
domains, that we will call axially symmetric s-domains, the theory becomes particularly meaningful.
Deﬁnition 2.12 (s-Domains and axially symmetric s-domains). Let U ⊆ Rn+1 be a domain such that U ∩ LI is a domain for all
I ∈ S and U ∩ R 	= ∅. We will say that U is an s-domain. If an s-domain U contains the (n − 1)-sphere [x] deﬁned by x
whenever x ∈ U , we will say that it is an axially symmetric s-domain.
We now prove a fundamental formula which will be crucial to prove several properties of s-monogenic functions.
Lemma 2.13. Let U ⊆ Rn+1 be an axially symmetric s-domain and let f ∈ M(U ). For any x = x0 + Ix|x| ∈ U the following formula
holds:
f (x) = 1
2
[1− Ix I] f
(
x0 + I|x|
)+ 1
2
[1+ Ix I] f
(
x0 − I|x|
)
, for all I ∈ S.
Proof. Let us consider:
ψ(x0, |x|, I, Ix) := 1
2
[1− Ix I] f
(
x0 + I|x|
)+ 1
2
[1+ Ix I] f
(
x0 − I|x|
)
= 1
2
[
f
(
x0 + I|x|
)+ f (x0 − I|x|)+ Ix I[ f (x0 − I|x|)− f (x0 + I|x|)]].
If x is real the formula is trivially veriﬁed. Suppose now that |x| 	= 0 and observe that the functions f , x0 = Re[x], |x| =
(
∑n
j=1 x2j )
1/2 and Ix = x/|x| are real differentiable functions, so ψ(x0, |x|, I, Ix), by its deﬁnition, is a real differentiable
function.
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expansion, see Proposition 2.15 in [6].
Let us show that ψ satisﬁes the s-monogenicity condition. For simplicity, we will write x as x= u+ I v and we will show
that (
∂
∂u
+ Ix ∂
∂v
)
ψ(u + Ixv) = 0, for all x ∈ U ∩ LI .
Indeed we get(
∂
∂u
+ Ix ∂
∂v
)
ψ(u + Ixv) = 1
2
[1− Ix I] ∂
∂u
f (u + I v) + 1
2
[1+ Ix I] ∂
∂u
f (u − I v)
+ 1
2
Ix[1− Ix I] ∂
∂v
f (u + I v) + 1
2
Ix[1+ Ix I] ∂
∂v
f (u − I v)
and using the fact that f is s-monogenic, we can rewrite the last expression as(
∂
∂u
+ Ix ∂
∂v
)
φ(u + Ixv) = 1
2
[1− Ix I](−I) ∂
∂v
f (u + I v) + 1
2
[1+ Ix I]I ∂
∂v
f (u − I v)
+ 1
2
Ix[1− Ix I] ∂
∂v
f (u + I v) + 1
2
Ix[1+ Ix I] ∂
∂v
f (u − I v) = 0.
We now note that if I = Ix we have
ψ(x0, |x|, Ix, Ix) = f (x).
Since the function ψ is s-monogenic in U and ψ ≡ f on U ∩ LI , then ψ coincides with f on U thanks to the Identity
Principle. 
Remark 2.14. Deﬁne the functions
ηI : U ∩ LI → Rn, ηI (u, v) := 1
2
[
f (u + I v) + f (u − I v)],
and
θI : U ∩ LI → Rn, θI (u, v) := 1
2
I
[
f (u − I v) − f (u + I v)].
We observe that we have the following identity:
f (x) = ηI (u, v) + IxθI (u, v). (13)
In Corollary 3.2 in [7] we have shown that the functions ηI (u, v) and θI (u, v) are independent of I ∈ S.
For our purposes, it is necessary to recall the Splitting Lemma proved in [6]:
Lemma 2.15 (Splitting Lemma). Let U ⊆ Rn+1 be an open set and let f ∈ M(U ). For every choice of I = I1 ∈ S let I2, . . . , In be a
completion to a basis of Rn such that Ii I j + I j I i = −2δi j . Then there exist 2n−1 holomorphic functions F A : U ∩ LI → LI such that for
every z = u + I v
f I (z) =
n−1∑
|A|=0
F A(z)I A, I A = Ii1 . . . Iis ,
where A = i1 . . . is is a multi-index with i ∈ {2, . . . ,n}, with i1 < · · · < is , or, when |A| = 0, I∅ = 1.
An analogous statement holds for right s-monogenic functions on an open set U which can be split as
f I (z) =
n−1∑
|A|=0
I A F A(z), I A = Ii1 . . . Iis ,
where F A : U ∩ LI → LI are holomorphic functions.
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algebra Rn we can always write the restriction f I of f to the complex plane LI as
f I (z) =
n−1∑
|A|=0
F A(z)I A, I A = Ii1 . . . Iis (14)
or
f I (z) =
n−1∑
|A|=0
I A F A(z), I A = Ii1 . . . Iis (15)
where F A : U ∩ LI → Rn , and A = i1 . . . is is a multi-index with i ∈ {2, . . . ,n}, with i1 < · · · < is , or, when |A| = 0, I∅ = 1.
When f is a left (resp. right) s-monogenic function then F A in (14) (resp. (15)) turn out to be holomorphic functions.
We can now state a technical result which will be used to prove the Cauchy formula with s-monogenic kernel.
Lemma 2.17. Let I ∈ S and let U ⊂ Rn+1 be a bounded open set such that the boundary ∂(U ∩ LI ) consists of a ﬁnite number of
continuously differentiable Jordan curves. Let f , g : U → Rn be such that f , g ∈ C1(U ∩ LI ). Then∫
∂(U∩LI )
g(s)dsI f (s) = 2
∫
U∩LI
((
g(s)∂ I
)
f (s) + g(s)(∂ I f (s)))dσ
where s = u + I v is the variable on LI , dsI = −Ids, dσ = du ∧ dv.
Proof. Let us choose n − 1 imaginary units I2, . . . , In such that I = I1, I2, . . . , In is a completion to a basis of Rn such that
Ii I j + I j I i = −2δi j . Then, by Remark 2.16, it is possible to write
f (s) =
n−1∑
|A|=0
F A(s)I A, g(s) =
n−1∑
|A|=0
I AG A(s),
where s ∈ LI , I A = Ii1 . . . Iis , A = i1 . . . is is a multi-index, as usual, and F A(s), GA(s) have values in the complex plane LI .
We have∫
∂(U∩LI )
g(s)dsI f (s) =
∫
∂(U∩LI )
(
n−1∑
|A|=0
I AG A(s)
)
dsI
(
n−1∑
|B|=0
FB(s)I B
)
=
n−1∑
|A|=0,|B|=0
I A
( ∫
∂(U∩LI )
GA(s)dsI F B(s)
)
I B;
we now use the usual Stokes’ theorem in the complex plane LI and we write∫
∂(U∩LI )
g(s)dsI f (s) =
n−1∑
|A|=0,|B|=0
I A
( ∫
U∩LI
∂
∂s
(
GA(s)FB(s)
)
ds ∧ dsI
)
I B
= 2
n−1∑
|A|=0,|B|=0
I A
( ∫
U∩LI
(∂u + I∂v)
(
GA(s)FB(s)
)
dσ
)
I B .
We recall that I commute with F A and GB which have values in LI , and that dσ is real, thus we obtain:∫
∂(U∩LI )
g(s)dsI f (s) = 2
n−1∑
|A|,|B|=0
( ∫
U∩LI
I A
(
∂u(GA) + ∂v(GA)I
)
FB IBdσ +
∫
U∩LI
I AG A(∂u F B + I∂v F B)I B dσ
)
= 2
∫
U∩LI
n−1∑
|A|,|B|=0
I A(GA∂ I )FB IB dσ + 2
∫
U∩LI
n−1∑
|A|,|B|=0
I AG A(∂ I F B)I B dσ
= 2
∫
U∩LI
((
g(s)∂ I
)
f (s) + g(s)(∂ I f (s)))dσ
and we get the statement. 
An immediate consequence is the following:
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bounded axially symmetric s-domain such that U ⊂ W . Assume that the boundary of U ∩ LI consists of a ﬁnite number of continuously
differentiable Jordan curves for any I ∈ S. Then we have:∫
∂(U∩LI )
g(s)dsI f (s) = 0.
Proof. From Lemma 2.13, it follows that an s-monogenic function on an axially symmetric s-domain is inﬁnitely differen-
tiable (see [7]) so, thanks to Lemma 2.17 we get the statement. 
Theorem 2.19 (The Cauchy formula with s-monogenic kernel for general domains). Let W ⊂ Rn+1 be an open set and let f ∈ M(W ).
Let U be a bounded axially symmetric s-domain such that U ⊂ W . Suppose that the boundary of U ∩ LI consists of a ﬁnite number of
continuously differentiable Jordan curves for any I ∈ S. Then, if x ∈ U , we have:
f (x) = 1
2π
∫
∂(U∩LI )
S−1(s, x)dsI f (s) (16)
where S−1(s, x) is deﬁned in (10), dsI = ds/I , and the integral does not depend on U and on the imaginary unit I ∈ S. If f is a right
s-monogenic function on W and U is as above, then we have the following integral formula:
f (x) = 1
2π
∫
∂(U∩LI )
f (s)dsI S˜
−1(s, x) = − 1
2π
∫
∂(U∩LI )
f (s)dsI S
−1(x, s) (17)
where
S˜−1(s, x) := −(x− s)(x2 − 2xRe[s] + |s|2)−1 = −S−1(x, s)
and the integral (17) does not depend on the choice of the imaginary unit I ∈ S and on U .
Proof. First of all, the integral at the right-hand side of (16) does not depend on the open set U as long as x ∈ U : it follows
from the fact that S−1(s, x) is right s-monogenic in s, and from Corollary 2.18.
Let us show that the integral (16) does not depend on the choice of the imaginary unit I ∈ S.
The zeroes of the function x2 − 2s0x + |s|2 = 0 consist either of a real point x or a 2-sphere [x]. On LIx we ﬁnd only
the point x as a singularity and the result follows from the Cauchy formula on the plane LIx . When the singularity is a
real number, the integral reduces again to a Cauchy integral of the complex analysis. If the zero is not real, on any complex
plane LI we ﬁnd the two zeroes s1,2 = x0 ± I|x|. In this case, we calculate the residues about the points s1 and s2 on the
plane LI for I 	= Ix . Let us start with s1 by setting the positions
s = x0 + I|x| + εeIθ , s0 = x0 + ε cos θ, s = x0 − I|x| + εe−Iθ ,
dsI = −
[
ε IeIθ
]
I dθ = εeIθ dθ, |s|2 = x20 + 2x0ε cos θ + ε2 + |x|2 + 2ε sin θ |x|.
We have
2π Iε1 =
2π∫
0
−(−2xε cos θ + 2x0ε cos θ + ε2 + 2ε sin θ |x|)−1(x− [x0 − I|x| + εe−Iθ ])εeIθ dθ f (x0 + I|x| + εeIθ );
for ε → 0 we get
2π I01 =
2π∫
0
(
2x cos θ − 2x0 cos θ − 2 sin θ |x|
)−1(
x+ I|x|)eIθ dθ f (x0 + I|x|)
= 1
2
2π∫
0
(
x cos θ − sin θ |x|)−1(x+ I|x|)eIθ dθ f (x0 + I|x|)
= − 1
2|x|2
2π∫
0
(
x cos θ + sin θ |x|)(x+ I|x|)[cos θ + I sin θ]dθ f (x0 + I|x|)
= − 1
2|x|2
2π∫ [
(x)2 cos θ + sin θ |x|x+ xI|x| cos θ + sin θ |x|2 I][cos θ + I sin θ]dθ f (x0 + I|x|)0
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2π I01 = −
1
2|x|2
2π∫
0
[
(x)2 + xI|x| cos2 θ + sin2 θ |x|xI]dθ f (x0 + I|x|)
= − 1
2|x|2
[
2π(x)2 + πxI|x| + π |x|xI] f (x0 + I|x|)
= π|x|
[|x| − xI] f (x0 + I|x|).
Recalling that x/|x| = Ix we get the ﬁrst residue
I01 =
1
2
[1− Ix I] f
(
x0 + I|x|
)
.
With analogous calculations we prove that the residue about s2 is
I02 =
1
2
[1+ Ix I] f
(
x0 − I|x|
)
.
So by the residues theorem we get:
1
2π
∫
∂(U∩LI )
S−1(s, x)dsI f (s) = I01 + I02.
The statement now follows from Lemma 2.13. The proof of (17) is analogous to the left-monogenic case with obvious
modiﬁcation of the notation. We just point out that from (12) we have
S˜−1(s, x) = −(x− s)(x2 − 2xRe[s] + |s|2)−1 = (s2 − 2sRe[x] + |x|2)−1(s − x) = −S−1(x, s). 
We conclude this section with the formula for the derivatives of an s-monogenic function using the s-monogenic Cauchy
kernel. To this end, we deﬁne a product among s-monogenic polynomials which preserves the s-monogenicity:
Deﬁnition 2.20. Let f (x) =∑ni=0 xiai and g(x) =∑mi=0 xibi . We deﬁne the s-monogenic product of f and g as
f ∗ g(x) :=
n+m∑
j=0
x jc j
with c j =∑i+k= j aibk . We will denote by f ∗n the product f ∗ · · · ∗ f , n-times.
This product is computed by taking the coeﬃcients of the polynomials on the right, like in the case in which the variables
and the coeﬃcients commute. When the coeﬃcients of a polynomial f are real numbers, the s-monogenic product coincides
with the usual product, i.e. f ∗ g = f g .
Theorem 2.21 (Derivatives using the s-monogenic Cauchy kernel). Let W ⊂ Rn+1 be an open set and let f ∈ M(W ). Let U be a
bounded axially symmetric s-domain such that U ⊂ W . Suppose that the boundary of U ∩ LI consists of a ﬁnite number of continuously
differentiable Jordan curves for any I ∈ S. Then, if x ∈ U , we have
∂nx0 f (x) =
n!
2π
∫
∂(U∩LI )
(
x2 − 2s0x+ |s|2
)−(n+1)
(x− s)(n+1)∗ dsI f (s)
= n!
2π
∫
∂(U∩LI )
[
S−1(s, x)(x− s)−1]n+1(x− s)(n+1)∗ dsI f (s) (18)
where, x = x0 + x, s = s0 + s, dsI = ds/I , S−1(s, x) is deﬁned in (10) and
(x− s)n∗ =
n∑
k=0
n!
(n − k)!k! x
n−ksk. (19)
Moreover, the integral does not depend on U and on the imaginary unit I ∈ S.
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tive with respect to the scalar coordinate x0 (see Remark 1.5). To compute ∂nx0 f (x), we can compute the derivative of the
integrand, since f and its derivatives with respect to x0 are continuous functions on ∂(U ∩ LI ). Thus we get
∂nx0 f (x) =
1
2π
∫
∂(U∩LI )
∂nx0
[
S−1(s, x)
]
dsI f (s).
To prove the statement, it is suﬃcient to compute by recurrence ∂nx0 [S−1(s, x)]. Consider the derivative of ∂x0 S−1(s, x):
∂x0 S
−1(s, x) = (x2 − 2s0x+ |s|2)−2(2x− 2s0)(x− s) − (x2 − 2s0x+ |s|2)−1
= (x2 − 2s0x+ |s|2)−2[2x2 − 2xs − 2s0x+ 2s0s − x2 + 2s0x− |s|2]
= (x2 − 2s0x+ |s|2)−2[x2 − 2xs + s2]= (x2 − 2s0x+ |s|2)−2(x− s)2∗.
We now assume
∂nx0 S
−1(s, x) = (−1)n+1n!(x2 − 2s0x+ |s|2)−(n+1)(x− s)(n+1)∗,
and we compute ∂n+1x0 S
−1(s, x). We have:
∂n+1x0 S
−1(s, x) = ∂x0
[
(−1)n+1n!(x2 − 2s0x+ |s|2)−(n+1)(x− s)(n+1)∗]
= (−1)n+2(n+ 1)!(x2 − 2s0x+ |s|2)−(n+2)(2x− 2s0)(x− s)(n+1)∗
+ (−1)n+1(n + 1)!(x2 − 2s0x+ |s|2)−(n+1)(x− s)n∗
= (−1)n+2(n+ 1)!(x2 − 2s0x+ |s|2)−(n+2)[(2x− 2s0)(x− s) − (x2 − 2s0x+ |s|2)] ∗ (x− s)n∗
here we have used the fact that the s-monogenic product coincides with the usual one when the coeﬃcients a real numbers,
so
∂n+1x0 S
−1(s, x) = (−1)n+2(n+ 1)!(x2 − 2s0x+ |s|2)−(n+2)[x2 − 2xs + s2] ∗ (x− s)n∗.
We get the last equality in (18) by recalling that S−1(s, x)(x− s)−1 = (x2 − 2s0x+ |s|2)−1. 
3. The S-functional calculus
The aim of this section is to prove that the functional calculus introduced in [8] for functions belonging to the set
MB,AσS (T ) (see Deﬁnition 1.15) can be extended to functions deﬁned on more general domains thanks to Theorem 2.19.
Deﬁnition 3.1. Let T = T0 +∑nj=1 e j T j ∈ B0,1n (Vn). Let U ⊂ Rn+1 be an axially symmetric s-domain that contains the S-
spectrum σS(T ) of T and such that ∂(U ∩ LI ) is union of a ﬁnite number of rectiﬁable Jordan curves for every I ∈ S.
Suppose that U is contained in a domain of s-monogenicity of a function f . Then such a function f is said to be locally
s-monogenic on σS(T ).
We will denote by MσS (T ) the set of locally s-monogenic functions on σS(T ).
Remark 3.2. Let W be an open set in Rn+1 and let f ∈ M(W ). In the Cauchy formula (16) the open set U ⊂ W need not
to be necessarily connected. Indeed formula (16) obviously holds when U =⋃ri=1 Ui , U i ∩ U j = ∅ for i 	= j, where Ui are
axially symmetric s-domains for all i = 1, . . . , r and the boundaries of Ui ∩ LI consists of a ﬁnite number of continuously
differentiable Jordan curves for I ∈ S for all i = 1, . . . , r. So when we choose f ∈ MσS (T ) the related open set U need not to
be connected.
The following result is an immediate consequence of the Hahn–Banach theorem for Banach modules over Rn (see [2],
§2.10) and it will be used in the proof of the next result.
Corollary 3.3. Let Vn be a right module over Rn and let v ∈ Vn. If 〈φ, v〉 = 0 for every linear and continuous functional φ in V ′n, then
v = 0.
We now come to state and prove a crucial result that will allow us to deﬁne the functional for n-tuples of noncommuting
operators. More precisely, when we replace in the Cauchy formula (16) the variable x by operator T , we have to verify that
the integral remains independent of U and of I ∈ S. The proof follows the same lines of an analogous result related to the
functional calculus for a single quaternionic operator, see [5].
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integral
1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s) (20)
does not depend on the open set U and on the choice of the imaginary unit I ∈ S.
Proof. We ﬁrst observe that the function S−1(s, x) is right s-monogenic in the variable s in its domain of deﬁnition thanks
to Proposition 2.6.
Now observe that we can replace x by an operator T ∈ B0,1n (Vn) in the Cauchy formula (16), thanks to Theorem 1.9. For
every linear and continuous functional φ ∈ V ′n , consider the duality 〈φ, S−1(s, T )v〉, for v ∈ Vn and deﬁne the function
g(s) := 〈φ, S−1(s, T )v〉, for v ∈ Vn, φ ∈ V ′n. (21)
The function g remains right s-monogenic in the variable s on ρS (T ), i.e. the complement of σS(T ), and since g(s) → 0 as
s → ∞ we have that g is s-monogenic also at inﬁnity. We assume that U is as in Deﬁnition 3.1 and that ∂(U ∩ LI ) does not
cross the S-spectrum of T for every I ∈ S. In this case, the independence of the integral (20) from the choice of an open set
U is a consequence of the Hahn–Banach theorem and of the Cauchy formula. Indeed, for any ﬁxed I ∈ S, the integral
1
2π
∫
∂(U∩LI )
g(s)dsI f (s) (22)
does not depend on U by the Cauchy theorem. As a consequence, also the integral (20) does not depend on U by Corol-
lary 3.3. We now prove that the integral (22) does not depend on I ∈ S. Since g is a right s-monogenic function on ρS(T ),
we can consider a domain U ′ in ρS(T ) such that U ′ satisﬁes the hypothesis of Theorem 2.19 and such that ∂U ′ ⊂ U . We
now choose J 	= I , J ∈ S, and we write the function g(s) using the Cauchy integral formula (17):
g(s) = − 1
2π
∫
∂(U ′∩L J )−
g(t)dt J S
−1(s, t) (23)
where the Jordan curve ∂(U ′ ∩ L J )− is oriented clockwise. Observe that the orientation is chosen is order to include the
singular points of S−1(s, t), i.e. [s] ∩ L J ∈ U ∩ L J and to exclude the points belonging to the S-spectrum of T . Taking into
account the orientation of ∂(U ′ ∩ L J )− we can rewrite the integral (23) as
g(s) = 1
2π
∫
∂(U ′∩L J )
g(t)dt J S
−1(s, t). (24)
Let us now substitute the expression of g(s) in (24) into the integral (22) so that we obtain
1
2π
∫
∂(U∩LI )
g(s)dsI f (s) = 1
2π
∫
∂(U∩LI )
[
1
2π
∫
∂(U ′∩L J )
g(t)dt J S
−1(s, t)
]
dsI f (s)
= 1
2π
∫
∂(U ′∩L J )
g(t)dt J
[
1
2π
∫
∂(U∩LI )
S−1(s, t)dsI f (s)
]
= 1
2π
∫
∂(U ′∩L J )
g(t)dt J f (t), (25)
where we have used the Fubini theorem and Theorem 2.19. Observe that ∂(U ′ ∩ L J ) is positively oriented and surrounds the
S-spectrum of T . Thanks to the independence of the integral on the open set U ′ , we can substitute ∂(U ′ ∩ L J ) by ∂(U ∩ L J ),
so we get:
1
2π
∫
∂(U∩LI )
g(s)dsI f (s) = 1
2π
∫
∂(U∩L J )
g(t)dt J f (t). (26)
Since g(t) = 〈φ, S−1(t, T )v〉 and the formula (26) holds for every v ∈ Vn , φ ∈ V ′n , and for I , J ∈ S, by Corollary 3.3 the
integral (20) does not depend on I ∈ S. 
We can now deﬁne our functional calculus that we call S-functional calculus.
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set dsI = ds/I for I ∈ S. We deﬁne
f (T ) = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s). (27)
4. Algebraic rules
We recall that in general it is not true that the product of two s-monogenic functions is still s-monogenic. However this
is true for a subset of s-monogenic functions as we will show in the next proposition.
The following deﬁnition is based on the Splitting Lemma.
Deﬁnition 4.1. Let U be an open set in Rn+1 and let f ∈ M(U ). Choose I = I1 ∈ S and let I2, . . . , In be a completion to a
basis of Rn such that Ii I j + I j I i = −2δi j . Denote by f I the restriction of f to LI . For the Splitting Lemma we have
f I (z) =
n−1∑
|A|=0
F A(z)I A, I A = Ii1 . . . Iis , z = u + I v
where F A : U ∩ LI → LI are holomorphic functions. The multi-index A = i1 . . . is is such that i ∈ {2, . . . ,n}, with i1 < · · · < is ,
or, when |A| = 0, I∅ = 1.
We denote by M˜(U ) the subclass of M(U ) consisting of those functions f such that
f I (z) =
n−1∑
|A|=0, |A|even
F A(z)I A, I A = Ii1 . . . Iis , z = u + I v.
Proposition 4.2. Let U be an open set in Rn+1 . Let f ∈ M˜(U ), g ∈ M(U ), then f g ∈ M(U ).
Proof. Let I ∈ S and set z = u + I v , then we have:(
∂
∂u
+ I ∂
∂v
)
( f g)(z) = ∂ f
∂u
(z)g(z) + f (z) ∂ g
∂u
(z) + I ∂ f
∂v
(z)g(z) + I f (z) ∂ g
∂v
(z).
Since f ∈ M˜(U ), the components F A of f (z) = f I (z) commute with I and with all the I A since |A| is even so f commutes
with I , thus we obtain:(
∂
∂u
+ I ∂
∂v
)
( f g)(z) =
(
∂ f
∂u
(z) + I ∂ f
∂v
(z)
)
g(z) + f (z)
(
∂ g
∂u
(z) + I ∂ g
∂v
(z)
)
= 0. 
Remark 4.3. The condition f ∈ M˜(U ) is not only suﬃcient but also necessary to have that f g ∈ M(U ), with f , g ∈ M(U )
and g nonconstant. Indeed, by the computations above we have(
∂
∂u
+ I ∂
∂v
)
( f g)(z) = f (z) ∂ g
∂u
(z) + I f (z) ∂ g
∂v
(z) = 0.
Since g is s-monogenic we can write:
− f (z)I ∂ g
∂v
(z) + I f (z) ∂ g
∂v
(z) = (− f (z)I + I f (z))∂ g
∂v
(z) = 0.
Since ∂ g
∂v (z) 	= 0 in view of the fact that g is s-monogenic and nonconstant, the last equality implies that f (z)I = I f (z) for
all I ∈ S. Using the Splitting Lemma on each plane LI we obtain that the only possibility is that only the indices such that
|A| is even can appear.
Deﬁnition 4.4. In Deﬁnition 3.1 consider instead of s-monogenic functions, the subset of functions in M˜. This subclass of
MσS (T ) will be denoted by M˜σS (T ) .
Theorem 4.5. Let T ∈ B0,1n (Vn).
(a) Let f and g ∈ MσS (T ) . Then we have
( f + g)(T ) = f (T ) + g(T ), ( f λ)(T ) = f (T )λ, for all λ ∈ Rn.
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(φg)(T ) = φ(T )g(T ).
(c) Let f (s) =∑n0 snpn where pn ∈ Rn be such that f ∈ MσS (T ) . Then we have
f (T ) =
∑
n0
Tnpn.
Proof. (a) is a direct consequence of Deﬁnition 3.5.
(b) Denote by U an open set as in Deﬁnition 3.1 on which g is s-monogenic and φ ∈ M˜(U ). By Proposition 4.2 the
product φg ∈ M(U ). Let G1 and G2 be two open sets as in Deﬁnition 3.1 such that G1 ∪ ∂G1 ⊂ G2 and G2 ∪ ∂G2 ⊂ U . Take
s ∈ ∂G1 and t ∈ ∂G2 and observe that, for I ∈ S, we have
g(s) = 1
2π
∫
∂(G2∩LI )
S−1(t, s)dtI g(t).
By deﬁnition (φg)(T ) is given by
(φg)(T ) = 1
2π
∫
∂(G1∩LI )
S−1(s, T )dsI φ(s)g(s),
but thanks to the Cauchy formula we can also write
(φg)(T ) = 1
2π
∫
∂(G1∩LI )
S−1(s, T )dsI φ(s)
[
1
2π
∫
∂(G2∩LI )
S−1(t, s)dtI g(t)
]
.
We now apply the vectorial version of the Fubini theorem and we get
(φg)(T ) = 1
2π
∫
∂(G2∩LI )
[
1
2π
∫
∂(G1∩LI )
S−1(s, T )dsI φ(s)S−1(t, s)
]
dtI g(t).
Proposition 2.6 implies that S−1(t, s) is left s-monogenic in the variable s ∈ ∂G1 when t ∈ ∂G2. Since φ ∈ M˜σS (T ) by Propo-
sition 4.2 it follows that φ(s)S−1(t, s) is s-monogenic in the variable s. So we obtain
(φg)(T ) = 1
2π
∫
∂(G2∩LI )
φ(T )S−1(t, T )dtI g(t) = φ(T ) 1
2π
∫
∂(G2∩LI )
S−1(t, T )dtI g(t) = φ(T )g(T ).
(c) The series
∑
n0 s
npn converges in a ball B(0, R), for suitable R > 0, that contains σS(T ). So we can choose a ball
Bε := {s: |s| ‖T‖ + ε} for suﬃciently small ε > 0 such that Bε ⊂ B(0, R). Since the series converges uniformly on ∂Bε we
have
f (T ) = 1
2π
∫
∂(Bε∩LI )
S−1(s, T )dsI
∑
n0
snpn = 1
2π
∑
n0
∫
∂(Bε∩LI )
S−1(s, T )dsI snpn
= 1
2π
∑
n0
∫
∂(Bε∩LI )
∑
k0
T ks−1−k dsI sn pn =
∑
n0
Tnpn. 
5. The spectral mapping and the S-spectral radius theorems
As it is well known, the composition of two s-monogenic functions is not, in general, s-monogenic. Here we prove a
suﬃcient condition in order that the composition be s-monogenic.
Deﬁnition 5.1. Let f : U → Rn be an s-monogenic function where U is an open set in Rn+1. We deﬁne
N (U ) = { f ∈ M(U ): f (U ∩ LI ) ⊆ LI , ∀I ∈ S}.
Lemma 5.2. Let U be an open set in Rn+1 . We have N (U ) ⊂ M˜(U ) ⊂ M(U ).
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Let us ﬁrst study the behavior of the product of functions in N (U ).
Lemma 5.3. Let U be an open set in Rn+1 .
(a) Let f and g ∈ N (U ), then f g and g f belong to N (U ).
(b) Let P (x) and Q (x) ∈ N (U ) with Q (x) 	= 0 in U . Then (Q (x))−1P (x) and P (x)(Q (x))−1 belong to N (U ).
Proof. It follows by replacing x = u + I v in the expressions in 1), 2) and observing that the functions we are considering
are holomorphic from LI to LI for every I ∈ S. 
Remark 5.4. Using the same simple proof of Lemma 5.3 we have that if f (x) = ∑n∈Z(x − α)nan , α,an ∈ R, is a series
converging in a suitable set U , then f ∈ N (U ).
Lemma 5.5. Let U , U ′ be two open sets in Rn+1 and let f ∈ N (U ′), g ∈ N (U ) with g(U ) ⊆ U ′ . Then f (g(x)) is s-monogenic for
x ∈ U .
Proof. Set x= u + I v . By hypothesis, g(u + I v) = U(u, v) + IV(u, v), where U ,V are real valued functions and
f
(
g(u + I v))= f (U(u, v) + IV(u, v))⊆ LI .
The function f (g(u + I v)) is holomorphic on each plane LI since it satisﬁes the condition
∂ I f
(
g(u + I v))= 0
for all I ∈ S and so f (g(x)) is a s-monogenic function. 
The following lemma will be used in the sequel.
Lemma 5.6. Let U in an open set in Rn+1 and assume f ∈ N (U ). For ν ∈ Rn+1 deﬁne U [ν] = {x ∈ U : f (x) /∈ [ν]}. Then:
(a) h0(x) = f 2(x) − 2Re[ f (ν)] f (x) + | f (ν)|2 ∈ N (U ),
(b) h(x) = ( f 2(x) − 2Re[ν] f (x) + |ν|2)−1 ∈ N (U [ν]),
(c) h1(x) = ( f (x)2 − 2Re[ν] f (x) + |ν|2)−1( f (x) − ν) ∈ M(U [ν]).
Proof. To prove (a) observe that since f ∈ N (U ), by Lemma 5.3 we have that f 2(x) belongs to N (U ) so also h0(x) belongs
to N (U ). Point (b) follows from part (a) and Lemma 5.3.
Since h0(x) ∈ N (U [ν]) ⊂ M˜(U [ν]) thanks to Lemma 5.2, and f (x) − ν ∈ M(U ), the function h1(x) = h0(x)( f (x) − ν) ∈
M(U [ν]) by Proposition 4.2. 
Deﬁnition 5.7. In Deﬁnition 3.1 consider instead of s-monogenic functions M(U ), the subset of functions in N (U ). This
subclass of MσS (T ) will be denoted by NσS (T ) .
Theorem 5.8 (Spectral Mapping Theorem). Let T ∈ B0,1n (Vn), f ∈ NσS (T ) , and λ ∈ σS(T ). Then
σS
(
f (T )
)= f (σS(T ))= { f (s): s ∈ σS(T )}.
Proof. Since f ∈ NσS (T ) there exists U ⊂ Rn+1 containing σS (T ), satisfying the requirements in Deﬁnition 3.1 and such that
f ∈ N (U ). Let us ﬁx λ ∈ σS(T ). For x /∈ [λ], let us deﬁne the function g˜(x) by
g˜(x) = (x2 − 2Re[λ]x+ |λ|2)−1( f 2(x) − 2Re[ f (λ)] f (x) + ∣∣ f (λ)∣∣2).
Observe that f ∈ N (U ) implies that f 2(x)−2Re[ f (λ)] f (x)+| f (λ)|2 ∈ N (U ) by Lemma 5.6(a). The function (x2 −2Re[λ]x+
|λ|2)−1 ∈ N (U \ {[λ]}), by Lemma 5.3(b), thus g˜(x) ∈ N (U \ {[λ]}) by Lemma 5.3(b).
We can extend g˜(x) to an s-monogenic function whose domain is U . We have to consider two cases. Suppose ﬁrst that
the (n− 1)-sphere [λ] is not reduced to a real point. Then we deﬁne
g(x) =
{
g˜(x) if x /∈ [λ],
∂ f (μ) f (μ)− f (μ) if x = μ = λ0 + Iλ1 ∈ [λ], I ∈ S.∂u μ−μ
F. Colombo, I. Sabadini / J. Math. Anal. Appl. 373 (2011) 655–679 671Given the (n − 1)-sphere [λ], on each plane LI , I ∈ S the function g˜ has the two singularities λ0 ± Iλ1 ∈ [λ]. If we set
z = u + I v , we can compute the limit of g˜ on the plane LI for z → μ = λ0 + Iλ1 and for z → μ = λ0 − Iλ1. The restriction
of f to the plane LI is a holomorphic function from U ∩ LI with values in the complex plane LI , and, by Remark 2.14,
f (λ0 + Iλ1) = ηK (λ0, λ1) + IθK (λ0, λ1). However, ηK , θK : U ∩ LK → LK for all K ∈ S, see Remark 2.14, so ηK = η, θK = θ
are real valued functions depending only on λ0, λ1. We can write f (λ0 + Iλ1) = η(λ0, λ1) + Iθ(λ0, λ1) and we deduce that
Re[ f (λ)] = Re[ f (μ)] and | f (λ)|2 = | f (μ)|2 for any choice of μ and λ on the same 2-sphere. We have:
lim
z→μ gI (z) = limz→μ
(
z2 − 2Re[μ]z + |μ|2)−1( f 2(z) − 2Re[ f (μ)] f (z) + ∣∣ f (μ)∣∣2)
= lim
z→μ
( f (z) − f (μ))( f (z) − f (μ))
(z − μ)(z − μ) = f
′(μ) f (μ) − f (μ)
μ − μ ,
and similarly for the limit when z → μ. Note that the derivative f ′(μ) coincides with ∂
∂u f (μ) since f is s-monogenic. In
the second case, assume that λ ∈ R. We deﬁne
g(x) =
{
g˜(x) if x 	= λ,
( ∂
∂u f (λ))
2 if x = λ ∈ R.
Consider any J ∈ S and the restriction of f to the plane L J . Then f : U ∩ L J → L J is a holomorphic function and f (λ) ∈ R,
indeed f (λ) ∈ L J for all J ∈ S. Let us set z = u + J v . We have:
lim
z→λ g J (z) = limz→λ
(
z2 − 2Re[λ]z + |λ|2)−1( f 2(z) − 2Re[ f (λ)] f (z) + ∣∣ f (λ)∣∣2)= lim
z→λ
( f (z) − f (λ))2
(z − λ)2 = f
′(λ)2,
so the value of the limit is independent of the plane L J . The function gI : U ∩ LI → LI is extended by continuity to U ∩ LI ,
so it is holomorphic on U ∩ LI for all I ∈ S. We conclude that the function g : U → Rn is an s-monogenic function.
Thanks to Theorem 4.5, part (b) we can write(
f 2(T ) − 2Re[ f (λ)] f (T ) + ∣∣ f (λ)∣∣2I)= (T 2 − 2Re[λ]T + |λ|2I)g(T ).
If f 2(T ) − 2Re[ f (λ)] f (T ) + | f (λ)|2I admits a bounded inverse
B := ( f 2(T ) − 2Re[ f (λ)] f (T ) + ∣∣ f (λ)∣∣2I)−1 ∈ Bn(Vn)
then (
T 2 − 2Re[λ]T + |λ|2I)g(T )B = I,
i.e. g(T )B is the inverse of T 2 − 2Re[λ]T + |λ|2I . Thus f (σS (T )) ⊂ σS( f (T )). Now we take ν ∈ σS ( f (T )) such that ν /∈
f (σS (T )). The function
h(x) := ( f 2(x) − 2Re[ν] f (x) + |ν|2)−1
is s-monogenic on σS (T ) by Lemma 5.6(b).
By Theorem 4.5(b) we get
h(T )
(
f 2(T ) − 2Re[ν] f (T ) + |ν|2I)= I
this means that ν /∈ σS( f (T )), but this contradicts the assumption. So ν ∈ f (σS(T )). 
Theorem 5.9. Let T ∈ B0,1n (Vn), f ∈ NσS (T ) , φ ∈ NσS ( f (T )) and let F (s) = φ( f (s)). Then F ∈ MσS (T ) and F (T ) = φ( f (T )).
Proof. The statement F ∈ MσS (T ) follows from Lemma 5.5 and from the Spectral Mapping Theorem. Let U ⊃ σS( f (T )) be
an open bounded set as in Deﬁnition 3.1 whose boundary is denoted by ∂U . Suppose that U ∪ ∂U is contained in the
domain in which φ is s-monogenic. Let W be a neighborhood of σS(T ) as in Deﬁnition 3.1 and let ∂W be its boundary.
Suppose that W ∪ ∂W is contained in the domain where f is s-monogenic and that f (W ∪ ∂W ) ⊆ U . Let I ∈ S and deﬁne
the operator
S−1
(
λ, f (T )
)= 1
2π
∫
∂(W∩LI )
S−1(s, T )dsI S−1
(
λ, f (s)
)
where
S−1
(
λ, f (s)
)= −( f (s)2 − 2Re[λ] f (s) + |λ|2)−1( f (s) − λ).
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monogenic in the variable λ by Proposition 2.6.
In particular, if λ is a real number the function S(λ, f (s)) = ( f (s) − λ)−1( f (s)2 − 2Re[λ] f (s) + |λ|2) is s-monogenic in
the variable s.
Since S−1(λ, f (s))S(λ, f (s)) = S(λ, f (s))S−1(λ, f (s)) is the identity function, by Theorem 4.5(b), the operator
S−1(λ, f (T )) satisﬁes the equation:[(
f (T ) − λI)−1λ( f (T ) − λI)− f (T )]S−1(λ, f (T ))= S−1(λ, f (T ))[( f (T ) − λI)−1λ( f (T ) − λI)− f (T )]= I.
(28)
It is immediate to observe that if λ is not necessarily real, the relation (28) still holds. In fact, replacing the explicit expres-
sions for S−1(λ, f (T )):
S−1
(
λ, f (T )
)= −( f (T )2 − 2Re[λ] f (T ) + |λ|2I)−1( f (T ) − λI)
in (28) we get an identity. As a consequence, we have
φ
(
f (T )
)= 1
2π
∫
∂(W∩LI )
S−1
(
λ, f (T )
)
dλI φ(λ)
= 1
2π
∫
∂(W∩LI )
(
1
2π
∫
∂(U∩LI )
S−1(s, T )dsI S−1
(
λ, f (s)
))
dλI φ(λ)
= 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI
(
1
2π
∫
∂(W∩LI )
S−1
(
λ, f (s)
)
dλI φ(λ)
)
= 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI φ
(
f (s)
)
= 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI F (s) = F (T ). 
Theorem 5.10. Let T ∈ B0,1n (Vn), fm ∈ MσS (T ) , m ∈ N and let W ⊃ σS(T ) be a domain as in Deﬁnition 3.1. Then if fm converges
uniformly to f on W ∩ LI , for some I ∈ S, then fm(T ) converges to f (T ) in Bn(Vn).
Proof. Let U be an axially symmetric s-domain such that U ⊂ W and assume that ∂(U ∩ LI ) consists of a ﬁnite number of
rectiﬁable Jordan arcs. Then fm → f converges uniformly on ∂(U ∩ LI ) and consequently
fm(T ) = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI fm(s)
converges, in the uniform topology of operators, to
f (T ) = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s). 
Deﬁnition 5.11 (The S-spectral radius of T ). Let T ∈ B0,1n (Vn). We call S-spectral radius of T the nonnegative real number
rS(T ) := sup
{|s|: s ∈ σS(T )}.
Theorem 5.12 (The S-spectral radius theorem). Let T ∈ B0,1n (Vn) and let rS(T ) be the S-spectral radius of T . Then
rS(T ) = lim
m→∞
∥∥Tm∥∥1/m.
Proof. For every s ∈ Rn+1 such that |s| > rS(T ) the series ∑m0 Tms−1−m converges in Bn(Vn) to the S-resolvent operator
S−1(s, T ). So the sequence Tms−1−m is bounded in the norm of Bn(Vn) and
limsup
∥∥Tm∥∥1/m  rS(T ). (29)m→∞
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rS(T )
)m = rS(Tm) ∥∥Tm∥∥,
from which we get
rS(T ) lim inf
∥∥Tm∥∥1/m. (30)
From (29), (30) we get
rS(T ) lim inf
m→∞
∥∥Tm∥∥1/m  limsup
m→∞
∥∥Tm∥∥1/m  rS(T ). 
6. Projectors
We begin by proving a technical lemma that generalizes the S-resolvent equation (5).
Lemma 6.1. Let T ∈ B0,1n (Vn). Set
Qm(s, T ) := Is[m−1]+ + T s[m−2]+ + T 2s[m−3]+ + · · · + Tm−1, m 1,
where s[n]+ = sn if n 0, s[n]+ = 0 otherwise, and Q 0(s, T ) := 0. Then
TmS−1(s, T ) = S−1(s, T )sm − Qm(s, T ), for all m = 0,1,2, . . . . (31)
Proof. Formula (31) holds trivially for m = 0 and holds for m = 1 because it follows from the S-resolvent equation (5).
We now suppose that (31) holds for the natural numbers less or equal to m and we show that it holds for m+ 1. By the
induction step, we have TmS−1(s, T ) = S−1(s, T )sm − Qm(s, T ), so we can write:
Tm+1S−1(s, T ) = T S−1(s, T )sm − T Qm(s, T ) = T S−1(s, T )sm −
(
T s[m−1]+ + · · · + Tm)
= T S−1(s, T )sm + Ism − (Ism + T s[m−1]+ + · · · + Tm)
and, using the S-resolvent equation (5), we have
Tm+1S−1(s, T ) = S−1(s, T )sm+1 − Qm+1(s, T ),
which is the formula we had to prove. 
Keeping in mind Remark 3.2, we can now prove the following theorem.
Theorem 6.2. Let T ∈ B0,1n (Vn), f ∈ MσS (T ) and assume that σS(T ) = σ1S (T ) ∪ σ2S(T ) with dist(σ1S (T ),σ2S (T )) > 0. Let U , U1
and U2 be domains as in Deﬁnition 3.1 such that U = U1 ∪ U2 with U1 ∩ U2 = ∅ and such that σ1S(T ) ⊂ U1 and σ2S(T ) ⊂ U2 . For
I ∈ S set dsI = ds/I and deﬁne
P j := 12π
∫
∂(U j∩LI )
S−1(s, T )dsI ,
Tmj :=
1
2π
∫
∂(U j∩LI )
S−1(s, T )dsI sm, m = 1,2,3, . . . , j = 1,2.
Then P j are projectors and
(a) P1 + P2 = I ,
(b) T P j = T j , j = 1,2,
(c) T = T1 + T2 ,
(d) Tm = Tm1 + Tm2 , m 2.
Proof. Observe that P j = T 0j and note that Eq. (31) for m = 0 is trivially T 0j S−1(s, T ) = S−1(s, T )s0 = S−1(s, T ). So we have
P2j = P j
1
2π
∫
∂(U ∩L )
S−1(s, T )dsI = 1
2π
∫
∂(U ∩L )
P j S
−1(s, T )dsI = 1
2π
∫
∂(U ∩L )
S−1(s, T )dsI = P j.
j I j I j I
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1
2π
∫
∂(U1∩LI )
S−1(s, T )dsI + 1
2π
∫
∂(U2∩LI )
S−1(s, T )dsI = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI .
Since
1
2π
∫
∂(U∩LI )
S−1(s, T )dsI = I
this gives P1 + P2 = I .
To prove (b) we recall the resolvent relation, T S−1(s, T ) = S−1(s, T )s − I , so
T P j = 12π
∫
∂(U j∩LI )
T S−1(s, T )dsI = 1
2π
∫
∂(U j∩LI )
[
S−1(s, T )s − I]dsI = 1
2π
∫
∂(U j∩LI )
S−1(s, T )dsI s = T j .
Now adding the relations T j = T P j we get, using (a)
T1 + T2 = T P1 + T P2 = T (P1 + P2) = T ,
which is part (c).
By Lemma 6.1, for m 2 we get
S−1(s, T )sm − TmS−1(s, T ) = Is[m−1]+ + T s[m−2]+ + T 2s[m−3]+ + · · · + Tm−1.
Now, for m 2, consider
TmP j = 12π
∫
∂(U j∩LI )
TmS−1(s, T )dsI
= 1
2π
∫
∂(U j∩LI )
[
S−1(s, T )sm − (Is[m−1]+ + T s[m−2]+ + T 2s[m−3]+ + · · · + Tm−1)]dsI
= 1
2π
∫
∂(U j∩LI )
S−1(s, T )dsI sm = Tmj .
So adding TmP1 = Tm1 and TmP2 = Tm2 and recalling (a) we get (d). 
7. Bounded perturbations of the S-resolvent
Lemma 7.1. The set U(Vn) of elements in Bn(Vn) which have inverse in Bn(Vn) is an open set in the uniform topology of Bn(Vn). If
U(Vn) contains an element A, then it contains the ball
Σ = {B ∈ Bn(Vn): ‖A − B‖ < ∥∥A−1∥∥−1}.
If B ∈ Σ , its inverse is given by the series
B−1 = A−1
∑
n0
[
(A − B)A−1]n. (32)
Furthermore, the map A → A−1 from U(Vn) onto U(Vn) is a homeomorphism in the uniform operator topology.
Proof. Here we follow the proof of Lemma 1, p. 584 in [9]. Let ‖I − B‖ < 1, so the series
Q =
∑
n0
(I − B)n
converges. Since
Q B = BQ = [I − (I − B)]Q =∑(I − B)n −∑(I − B)n = I,
n0 n1
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B ∈ Bn(Vn): ‖I − B‖ < 1
}⊂ U(Vn).
Now let A ∈ U(Vn) and let ‖A − B‖ < ‖A−1‖−1. Then∥∥I − B A−1∥∥= ∥∥(A − B)A−1∥∥< 1
hence B A−1 has inverse in Bn(Vn) given by the series∑
n0
(I − B A−1)n =∑
n0
[
(A − B)A−1]n.
Thus B has inverse in Bn(Vn) given by formula (32):
B−1 = A−1
∑
n0
[
(A − B)A−1]n = A−1 + A−1∑
n1
[
(A − B)A−1]n
so that∥∥B−1 − A−1∥∥∑
n1
∥∥[(A − B)A−1]∥∥n  ‖A − B‖‖A−1‖2
1− ‖A − B‖‖A−1‖
from which it follows that the map B → B−1 from U(Vn) onto U(Vn) is a homeomorphism. 
Deﬁnition 7.2. Let W be a subset of Rn+1. We denote by B(W, ε), for ε > 0, the ε-neighborhood of W deﬁned as
B(W, ε) :=
{
x ∈ Rn+1: inf
s∈W |s − x| < ε
}
.
Let σL(T ) = {s ∈ Rn+1 | sI − T is not invertible} be the left spectrum of T . We will use the notation
σL(T ) =
{
s ∈ Rn+1 ∣∣ s ∈ σL(T )}.
Lemma 7.3. Let T , Z ∈ B0,1n (Vn) and let s /∈ σL(T ) ∪ σL(Z) and consider
S(s, T ) = (T − sI)−1s(T − sI) − T , S(s, Z) = (Z − sI)−1s(Z − sI) − Z .
Then there exists a positive constant K (s) also depending on the operators T and Z such that∥∥S(s, T ) − S(s, Z)∥∥ K (s)‖T − Z‖. (33)
Proof. Consider the chain of equalities
S(s, T ) − S(s, Z) = (T − sI)−1s(T − sI) − T − [(Z − sI)−1s(Z − sI) − Z]
= (T − sI)−1s(T − sI) − (Z − sI)−1s(Z − sI) − (T − Z)
= (T − sI)−1s[(T − sI) − (Z − sI)]+ [(T − sI)−1 − (Z − sI)−1]s(Z − sI) − (T − Z)
= (T − sI)−1s[(T − sI) − (Z − sI)]
+ (T − sI)−1[(Z − sI) − (T − sI)](Z − sI)−1s(Z − sI) − (T − Z)
= (T − sI)−1s[T − Z ] + (T − sI)−1[Z − T ](Z − sI)−1s(Z − sI) − (T − Z).
By taking the norm we have∥∥S(s, T ) − S(s, Z)∥∥ ∥∥(T − sI)−1∥∥|s|‖T − Z‖ + ∥∥(T − sI)−1∥∥‖Z − T‖∥∥(Z − sI)−1∥∥|s|‖Z − sI‖ + ‖T − Z‖

[∥∥(T − sI)−1∥∥|s| + ∥∥(T − sI)−1∥∥∥∥(Z − sI)−1∥∥|s|‖Z − sI‖ + 1]‖T − Z‖

[|s|∥∥(T − sI)−1∥∥(1+ ∥∥(Z − sI)−1∥∥‖Z − sI‖)+ 1]‖T − Z‖.
If we set
K (s) := |s|∥∥(T − sI)−1∥∥(1+ ∥∥(Z − sI)−1∥∥‖Z − sI‖)+ 1 (34)
where K (s) > 0, so we get the statement. 
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‖T − Z‖ < 1
K (s)
∥∥S−1(s, T )∥∥−1,
where K (s) is deﬁned in (34). Then s ∈ ρS (Z) and
S−1(s, Z) − S−1(s, T ) = S−1(s, T )
∑
n1
[(
S(s, T ) − S(s, Z))S−1(s, T )]n. (35)
Proof. Let us consider
S(s, T ) = (T − sI)−1s(T − sI) − T , S(s, Z) = (Z − sI)−1s(Z − sI) − Z
so if we set
A := S(s, T ), B := S(s, Z), A−1 = S−1(s, T ). (36)
By Lemma 7.1, formula (32), setting B−1 = S−1(s, Z), we get
S−1(s, Z) = S−1(s, T )
∑
n0
[(
S(s, T ) − S(s, Z))S−1(s, T )]n (37)
the series converges if and only if∥∥(S(s, T ) − S(s, Z))S−1(s, T )∥∥ K (s)‖T − Z‖∥∥S−1(s, T )∥∥< 1. 
Theorem 7.5. Let T , Z ∈ B0,1n (Vn), s ∈ ρS(T ), s /∈ σL(T ) ∪ σL(Z) and let ε > 0. Then there exists δ > 0, such that for ‖T − Z‖ < δ,
we have
σS(Z) ⊆ B
(
σS(T ) ∪ σL(T ), ε
)
,
and ∥∥S−1(s, Z) − S−1(s, T )∥∥< ε, for s /∈ B(σS(T ) ∪ σL(T ), ε).
Proof. Recall that we have assumed T , Z ∈ BC0,1n (Vn). Let ε > 0. Thanks to Lemma 7.1 there exists an η > 0 such that if
‖T − Z‖ < η
then σL(Z) ⊂ B(σL(T ), ε), where B(σL(T ), ε) is the ε-neighborhood of σL(T ). So we can always choose η such that σL(Z) ⊂
B(σS(T ) ∪ σL(T ), ε). Consider the function K (s) deﬁned in (34) and observe that the constant Kε deﬁned by
Kε = sup
s/∈B(σS (T )∪σL(T ),ε)
K (s) (38)
is ﬁnite since s /∈ B(σS(T ) ∪ σL(T ), ε), the set σL(Z) is contained in B(σS (T ) ∪ σL(T ), ε) and because
lim
s→∞
∥∥(sI − Z)−1∥∥= lim
s→∞
∥∥(sI − T )−1∥∥= 0.
Observe that s ∈ ρS(T ) implies that the map s → ‖S−1(s, T )‖ is continuous and
lim
s→∞
∥∥S−1(s, T )∥∥= lim
s→∞
∥∥(T 2 − 2Re[s]T + |s|2I)−1(T − sI)∥∥= 0,
and so for s in the complement set of B(σS (T ), ε) we have that there exists a positive constant Nε such that∥∥S−1(s, T )∥∥ Nε.
From Lemma 7.4 if δ1 > 0 is such that
‖Z − T‖ < 1
KεNε
:= δ1,
where Kε is deﬁned in (38), then s ∈ ρS(Z) and∥∥S−1(s, Z) − S−1(s, T )∥∥ ‖S−1(s, T )‖2‖S(s, T ) − S(s, Z)‖−1  N2εKε‖Z − T‖ < ε1− ‖S (s, T )‖‖S(s, T ) − S(s, Z)‖ 1− NεKε‖Z − T‖
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‖Z − T‖ < δ2 := ε
Kε(N2ε + εNε)
.
To get the statement it suﬃces to set δ =min{η, δ1, δ2}. 
Theorem 7.6. Let T , Z ∈ B0,1n (Vn), f ∈ MσS (T ) and let ε > 0. Then there exists δ > 0 such that, for ‖Z − T‖ < δ, we have f ∈ MσS (Z)
and ∥∥ f (Z) − f (T )∥∥< ε,
where
f (T ) = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s)
and U ⊂ Rn+1 is a domain as in Deﬁnition 3.1, dsI = ds/I for I ∈ S.
Proof. Suppose that U is an ε-neighborhood of σS(T )∪σL(T ) and it is contained in the domain in which f is s-monogenic.
By Lemma 7.5 there is a δ1 > 0 such that σS(Z) ⊂ U for ‖Z − T‖ < δ1. Consequently f ∈ MσS (Z) for ‖Z − T‖ < δ1. By
Lemma 7.5 S−1(s, T ) is uniformly near to S−1(s, Z) with respect to s ∈ ∂(U ∩ LI ) for I ∈ S if ‖Z − T‖ is small enough, so
for some positive δ  δ1 we get∥∥ f (T ) − f (Z)∥∥= 1
2π
∥∥∥∥ ∫
∂(U∩LI )
[
S−1(s, T ) − S−1(s, Z)]dsI f (s)∥∥∥∥< ε. 
8. Functional calculus for unbounded operator and algebraic properties
Let V be a Banach space and T = T0 +∑mj=1 e j T j where Tμ : D(Tμ) → V are linear operators for μ = 0,1, . . . ,n where
at least one of the T j ’s is an unbounded operator. In this case we have to recall the deﬁnition of the extended S-spectrum:
σ S(T ) := σS(T ) ∪ {∞}.
Let us consider Rn+1 = Rn+1 ∪ {∞} endowed with the natural topology. We now need the following deﬁnitions:
Deﬁnition 8.1. We say that f is an s-monogenic function at ∞ if f (x) is an s-monogenic function in a set D ′(∞, r) = {x ∈
R
n+1: |x| > r}, for some r > 0, and limx→∞ f (x) exists and it is ﬁnite. We deﬁne f (∞) to be the value of this limit.
Remark 8.2. We now that if T is a linear and bounded operator then σS(T ) is a compact nonempty set, but for unbounded
operators, as in the classical case, the S-spectrum can be empty or it can coincide with Rn+1, moreover it can be bounded
or unbounded. In the sequel we will assume that ρS (T ) 	= ∅.
Deﬁnition 8.3. Let V be a Banach space and Vn be the two-sided Banach module over Rn corresponding to V ⊗ Rn . Let
Tμ : D(Tμ) ⊂ V → V be linear closed densely deﬁned operators for μ = 0,1, . . . ,n. Let
D(T ) =
n⋂
μ=0
D(Tμ) (39)
be the domain of the operator
T = T0 +
n∑
j=1
e j T j, T : D(T ) ⊂ Vn → Vn.
Let us assume that
1)
⋂n
μ=0 D(Tμ) is dense in Vn ,
2) T − sI is densely deﬁned in Vn ,
3) D(T 2) ⊂ D(T ) is dense in Vn ,
4) T 2 − 2T Re[s] + |s|2I is one-to-one with range Vn .
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S−1(s, T ) = −(T 2 − 2T Re[s] + |s|2I)−1(T − sI). (40)
Observe that the operator S−1(s, T ) is the restriction to the dense subspace D(T ) of Vn of a bounded linear operator
deﬁned on Vn . This fact follows by the commutation relation (T 2 − 2T Re[s] + |s|2I)−1T v = T (T 2 − 2T Re[s] + |s|2I)−1v
which holds for all v ∈ D(T ) since the polynomial operator T 2 − 2T Re[s] + |s|2I : D(T 2) → V has real coeﬃcients. The
operator T (T 2 − 2T Re[s] + |s|2I)−1 : Vn → D(T ) is continuous for those s ∈ Rn+1 such that (T 2 − 2T Re[s] + |s|2I)−1 ∈
Bn(Vn). We will intend the operator in (40) extended to all Vn as S−1(s, T ) := (T 2 −2T Re[s]+ |s|2I)−1s− T (T 2 −2T Re[s]+
|s|2I)−1.
So the S-resolvent set ρS(T ) of T consists of those s ∈ Rn+1 such that S−1(s, T ) ∈ Bn(Vn) and the S-spectrum σS(T )
of T is deﬁned by σS(T ) = Rn+1 \ ρS (T ).
Deﬁnition 8.4. Let T : D(T ) → Vn be a linear closed operator as in Deﬁnition 8.3. Let U ⊂ Rn+1 be an axially symmetric
s-domain that contains the S-spectrum σS(T ) of T and such that ∂(U ∩ LI ) is union of a ﬁnite number of rectiﬁable Jordan
curves for every I ∈ S. Assume that U and ∞ are contained in an open set in which f is s-monogenic. A function f is said
to be locally s-monogenic on σ S(T ) if there exists an open set U as above such that f is s-monogenic on U and at inﬁnity.
We will denote by Mσ S (T ) the set of locally s-monogenic functions on σ S (T ).
Remark 8.5. As we have pointed out in Remark 3.2, the open set U related to f ∈ Mσ S (T ) need not to be connected.
Moreover, as in the classical functional calculus, U can depend on f and can be unbounded.
Deﬁnition 8.6. Let k ∈ Rn+1 and deﬁne the homeomorphism
Φ : Rn+1 → Rn+1,
p = Φ(s) = (s − k)−1, Φ(∞) = 0, Φ(k) = ∞.
Deﬁnition 8.7. Let T : D(T ) → Vn be a linear closed operator as in Deﬁnition 8.3 with ρS(T ) ∩ R 	= ∅ and suppose that
f ∈ Mσ S (T ) . Let us consider
φ(p) := f (Φ−1(p))
and the operator
A := (T − kI)−1, for some k ∈ ρS(T ) ∩R.
We deﬁne
f (T ) = φ(A). (41)
Remark 8.8. Observe that, if k ∈ R, we have that:
(i) the function φ is s-monogenic because it is the composition of the function f which is s-monogenic and Φ−1(p) =
p−1 + k which is s-monogenic with real coeﬃcients;
(ii) in the case k ∈ ρS(T ) ∩R we have that (T − kI)−1 = −S−1(k, T ).
Theorem 8.9. Let T : D(T ) → Vn be a linear closed operator as in Deﬁnition 8.3 with ρS(T ) ∩R 	= ∅ and suppose that f ∈ Mσ S (T ) .
Then operator f (T ) deﬁned in (41) is independent of k ∈ ρS (T )∩R. Let U be as in Deﬁnition 8.4 and let f be an s-monogenic function
such that its domain of s-monogenicity contains U . Set dsI = ds/I for I ∈ S, then we have
f (T ) = f (∞)I + 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI f (s). (42)
Proof. The proof is analogous to the one of Theorem 4.12 in [8], but thanks to the Cauchy formula with s-monogenic
kernel (2.19) we can replace the functional calculus in Deﬁnition 3.15 in [8] with the one in Deﬁnition 3.5 that holds for
general domains. 
Theorem 8.10. Let f and g ∈ Mσ S (T ) . Then
( f + g)(T ) = f (T ) + g(T ).
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( f g)(T ) = f (T )g(T ).
Proof. Observe that f g ∈ Mσ S (T ) thanks to Proposition 4.2. Let φ(μ) = f (Φ−1(μ)) and ψ(μ) = g(Φ−1(μ)). Thanks to
Proposition 4.2 and Lemma 5.5 the product φψ is s-monogenic. By deﬁnition we have
f (T ) = φ(A), g(T ) = ψ(A).
By Theorem 4.5 we have
(φ + ψ)(A) = φ(A) + ψ(A), (φψ)(A) = φ(A)ψ(A)
so we get the statement. 
Theorem 8.11. Let T ∈ B0,1n (Vn) and let f ∈ Nσ S (T ) . Then
σS
(
f (T )
)= f (σ S(T )).
Proof. Let φ(μ) = f (Φ−1(μ)). For the Spectral Mapping Theorem we have φ(σS (A)) = σS (φ(A)) and for Theorem 4.11 in
[8] we also have Φ(σS (T ) ∪ {∞}) = σS(A). So we obtain
φ
(
Φ
(
σS(T ) ∪ {∞}
))= φ(σS(A))= σS(φ(A))= σS( f (T )).
On the other hand
φ
(
Φ
(
σS(T ) ∪ {∞}
))= f (Φ−1(Φ(σS(T ) ∪ {∞})))= f (σS(T ) ∪ {∞}). 
We conclude the section with an example.
Example 8.12. Let T : D(T ) → Vn be a linear closed operator as in Deﬁnition 8.3 such that T−1 is a bounded operator.
From the deﬁnition of S-resolvent operator we get S−1(0, T ) = −T−1 so 0 also belongs to ρS(T ). Moreover the function
f (x) = x−1 is s-monogenic in neighborhood U (as in Deﬁnition 8.4) of σS(T ) such that 0 /∈ U . Since f (x) = x−1 → 0 as
x→ ∞, for Theorem 8.9, we have
T−1 = 1
2π
∫
∂(U∩LI )
S−1(s, T )dsI s−1
and thanks to Theorem 8.11 we obtain:
σS
(
T−1
)= {λ−1: λ ∈ σ S(T )}.
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