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A CONVERGENT MIXED METHOD FOR THE STOKES
APPROXIMATION OF VISCOUS COMPRESSIBLE FLOW
KENNETH H. KARLSEN AND TRYGVE K. KARPER
Abstract. We propose a mixed finite element method for the motion of a
strongly viscous, ideal, and isentropic gas. At the boundary we impose a
Navier–slip condition such that the velocity equation can be posed in mixed
form with the vorticity as an auxiliary variable. In this formulation we design
a finite element method, where the velocity and vorticity is approximated with
the div- and curl- conforming Ne´de´lec elements, respectively, of the first order
and first kind. The mixed scheme is coupled to a standard piecewise constant
upwind discontinuous Galerkin discretization of the continuity equation. For
the time discretization, implicit Euler time stepping is used. Our main result is
that the numerical solution converges to a weak solution as the discretization
parameters go to zero. The convergence analysis is inspired by the continuous
analysis of Feireisl and Lions for the compressible Navier–Stokes equations.
Tools used in the analysis include an equation for the effective viscous flux
and various renormalizations of the density scheme.
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1. Introduction
Let Ω ⊂ RN , N = 2, 3, be an open, convex, polygonal domain with Lipschitz
boundary ∂Ω and let T > 0 be a final time. We consider the flow of an ideal
isentropic viscous gas governed by the Stokes approximation equations
∂t̺+ divx(̺u) = 0, in (0, T )× Ω, (1.1)
∂tu− µ∆u − λ∇x divx u+∇xp(̺) = 0, in (0, T )× Ω. (1.2)
Here, the unknowns are the density ̺ = ̺(t, x) > 0 and velocity u = u(t, x) ∈ RN .
The operators ∇x and divx are respectively the spatial gradient and divergence
operators, and ∆ = divx∇x is the Laplace operator. The viscosity coefficients µ,
λ are assumed to be constant and to satisfy µ > 0, Nλ+ 2µ ≥ 0.
The pressure is given by Boyle’s law which in the isentropic regime takes the
form p(̺) = a̺γ , where a > 0 is constant. In real applications the value of γ ranges
from a maximum of 53 for monoatomic gases, to values close to one for polyatomic
gases at high temperatures. In this paper, we will for purely technical reasons be
forced to require γ > N2 .
From the point of view of applications, the model (1.1)–(1.2) can be justified
for flows at very low Reynolds numbers so that the effects of convection may be
neglected. It is also on the same form as various shallow water models [11]. From
a mathematical perspective, the system (1.1)–(1.2) is a model problem containing
some, but not all, of the difficulties associated with compressible fluid dynamics.
Mathematical analysis concerning the well-posedness of the system (1.1)–(1.2)
seems to originate with the papers [12, 14] by Kazhikov and collaborators. Several
other contributions on the existence and long term stability exist, also in the context
of similar shallow water models. However, for our purpose here, the most relevant
study is that of Lions [11] in which the global existence of (weak) solutions and
some higher regularity results are established.
In this paper we impose the following boundary conditions:
u · ν = 0, on (0, T )× ∂Ω, (1.3)
curlx u× ν = 0, on (0, T )× ∂Ω, (1.4)
where ν is the unit outward normal on ∂Ω and curlx is the curl operator. Here,
in 2D, curlx denotes the rotation operator taking vectors into scalars. The first
condition is a natural condition of impermeability type on the normal velocity.
The second condition is in the literature commonly referred to as the Navier–slip
condition. While these boundary conditions are not motivated by physics, they
are widely used in numerical methods. In particular, in the context of geophysical
flows they are often preferred over classical Dirichlet conditions since the latter
necessitates expensive calculations of boundary layers. Of more importance to this
paper, the boundary conditions (1.3)– (1.4) allow us to pose the system (1.1)–(1.2)
in mixed form with curlx u as an auxiliary variable. This fact will play a crucial
role in the upcoming analysis.
While many numerical methods appropriate for the Stokes approximation and
Navier–Stokes equations have been proposed, the convergence properties of these
methods are mostly unsettled. In fact, it is not clear whether or not any of these
methods, in more than one dimension, converge to a (weak) solution as discretiza-
tion parameters tend to zero. In one dimension, there are some available results
due to D. Hoff and his collaborators. However, these results apply to an ideal gas
in Lagrangian coordinates and with initial data of bounded variation. In more
than one dimension, there are some recent results for simplified models. In the pa-
pers [6,7], a convergent finite element method for a stationary compressible Stokes
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system is proposed and analyzed. The system considered there are similar to (1.1)–
(1.2) but without temporal dependence. In [9], we established convergence of a
finite element method for a semi–stationary version of (1.1)–(1.2) (∂tu = 0) and
homogenous Dirichlet boundary conditions. This paper can be seen as a continua-
tion of the recent study [8] in which a convergent numerical method for the same
semi–stationary system ((1.1)–(1.2) with ∂tu = 0) with boundary conditions (1.3)–
(1.4) was established. The main novelty of this paper is consequently the addition
of the time derivative term ∂tu in the velocity equation (1.2).
Let us now discuss our choice of numerical method for the Stokes approximation
equations. For the time discretization, we will use implicit time stepping in both
equations. To approximate the continuity equation (1.1) we will use a standard
piecewise constant upwind discontinuous Galerkin method. To approximate the
velocity, we will use a mixed finite element method with the Ne´de´lec’s spaces of the
first order and first kind. The mixed formulation is motivated by introducing the
vorticity w = curlx u as an auxiliary unknown and recasting the velocity equation
(1.2) in the form:
∂tu+ µ curlxw − (λ+ µ)∇x divx u+∇xp(̺) = 0, (1.5)
where the identity−∆ = curlx curlx−∇x divx is used. This leads to a natural mixed
formulation in which the requirement w = curlx u plays the role of a lagrangian
multiplier.
Denote by W div,20 (Ω) the vector fields u on Ω for which divx u ∈ L2 and u ·
ν|∂Ω = 0, and by W curl,20 (Ω) the vector fields w on Ω for which curlxw ∈ L2 and
w× ν|∂Ω = 0. We choose corresponding finite element spaces Vh ⊂W div,20 (Ω) and
Wh ⊂W curl,20 (Ω) based on Ne´de´lec’s elements of the first order and first kind [13].
The mixed finite element methods seeks, for each time step k = 1, . . . ,M , functions
(wkh,u
k
h) ∈Wh × Vh such that∫
Ω
∂ht
(
ukh
)
vh + µ curlxw
k
hvh +
[
(λ+ µ) divx u
k
h − p(̺kh) divx vh
]
dx = 0,∫
Ω
wkhηh − ukh curlx ηh dx = 0,
(1.6)
for all (vh,ηh) ∈ Wh × Vh, where ̺kh is given and ∂ht
(
ukh
)
= (∆t)−1[ukh − uk−1h ]
denotes implicit time stepping. Note that the boundary conditions (1.3)–(1.4) are
mandatory to obtain this formulation.
Our main result is that {(wh,uh, ̺h)}h>0 converges to a weak solution of the
Stokes approximation equations, at least along a subsequence. The major difficulty
is to obtain strong compactness of the density approximation {̺h}h>0 which is
needed in order to pass to the limit in the nonlinear pressure function. Since the
density approximations are only bounded in L∞(0, T ;Lγ(Ω)) this is intricate. At
the heart of the convergence analysis lies the effective viscous flux Peff(̺h,uh) =
p(̺h) − (λ + µ) divx uh. In particular, strong convergence of the density approxi-
mation follows from the property:
lim
h→0
∫ ∫
ψPeff(̺h,uh)̺h dxdt =
∫ ∫
ψPeff(̺,u)̺ dxdt, (1.7)
for all ψ ∈ C∞c (0, T ). It is in the process of obtaining (1.7) that the carefully
selected finite element spaces and mixed form prove useful. Specifically, we obtain
(1.7) by setting vh = Π
V
h∇x∆−1̺h in (1.6), where ΠVh is the canonical interpolation
operator into Vh. This test function satisfies divx vh = ̺h and is almost orthogonal
to curls. The main difficult in obtaining (1.7) is to treat the time derivative term,
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which, with vh as described above, is of the form∫ ∫
∂ht (uh) Π
V
h∇x∆−1[̺h] dxdt =
∫ ∫
∂ht (uh)∇x∆−1[̺h] dxdt +O(h)
=
∫ ∫
∆−1 [divx uh] ∂
h
t (̺h) dxdt+O(h).
Using the continuity scheme, the last term the last term can be shown to converge.
The property (1.7) then follows. Our analysis resembles that of Lions and Feireisl
for the compressible Navier–Stokes equations.
As part of the analysis, we will need that the discrete velocity uh converges
strongly to a function u. This is not immediate since the approximation space
Vh is only divx conforming. To obtain strong convergence, we utilize the discrete
Hodge decomposition Vh = curlxWh+V
0,⊥
h satisfied by the chosen Ne´de´lec spaces.
When writing uh = curlx ζh + zh, it can be seen that ζh does not depend on the
density ̺h and as a consequence converges strongly. The remaining term zh is
then weakly discrete curl free with bounded divergence and an estimate from the
previous paper [8] yields
‖zh(t, x)− zh(t, x − ξ)‖L2(0,T ;L2(Ω)) → 0, as |ξ| → 0, (1.8)
uniformly in h. From the velocity scheme, we deduce a weak time-continuity esti-
mate of the form
∂ht (zh) ∈ L1(0, T ;W−1,1(Ω)), (1.9)
independently of h. The two estimates (1.8) and (1.9) tells us that zh satisfies
the hypotheses of an Aubin–Lions type lemma (see Lemma 2.3 below for details).
Strong convergence of zh follows from this lemma.
The paper is organized as follows: In Section 2, we introduce notation and list
some basic results needed for the later analysis. Moreover, we recall the usual
notion of weak solution and introduce a mixed weak formulation of the velocity
equation. Finally, we introduce the finite element spaces and review some of their
basic properties. In Section 3, we present the numerical method and state our main
convergence result. Section 4 is devoted to deriving basic estimates. In Section 5,
we establish higher integrability of the density. Finally, in Section 6, we prove the
main convergence result stated in Section 3. The proof is divided into several steps
(subsections), including convergence of the continuity scheme, weak continuity of
the discrete viscous flux, strong convergence of the density approximations, and
convergence of the velocity scheme.
2. Preliminary material
We will write Wm,p(Ω) for the Sobolev space of functions with derivatives of
all orders up to m belonging to the space Lp(Ω). To distinguish between scalar
and vector functions, we will write vector functions with a bold face. Similarly, a
functions space written in bold face denotes the vector analog of the corresponding
scalar space.
We make frequent use of the divergence and curl operators and denote these
by divx and curlx, respectively. In the 2D case, we will denote both the rotation
operator taking scalars into vectors and the curl operator taking vectors into scalars
by curlx.
We will make use of the spaces
L20(Ω) =
{
φ ∈ L2(Ω) :
∫
Ω
φ dx = 0
}
,
W div,2(Ω) =
{
v ∈ L2(Ω) : divx v ∈ L2(Ω)
}
,
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W curl,2(Ω) =
{
v ∈ L2(Ω) : curlx v ∈ L2(Ω)
}
,
where ν denotes the outward pointing unit normal vector on ∂Ω. If v ∈W div,2(Ω)
satisfies v · ν|∂Ω = 0, we write v ∈ W div,20 (Ω). Similarly, v ∈ W curl,20 (Ω) means
v ∈ W curl,2(Ω) and v × ν|∂Ω = 0. In two dimensions, w is a scalar function and
the spaceW curl,20 (Ω) is to be understood as W
1,2
0 (Ω). To define weak solutions, we
shall use the space
W(Ω) = {v ∈ L2(Ω) : divx v ∈ L2(Ω), curlx v ∈ L2(Ω),v · ν|∂Ω = 0} ,
which coincides with W div,20 (Ω) ∩W curl,20 (Ω). The space W(Ω) is equipped with
the norm ‖v‖2W = ‖v‖2L2(Ω)+‖divx v‖2L2(Ω)+‖curlx v‖2L2(Ω). It is known that ‖·‖W
is equivalent to theW 1,2 norm on the space
{
v ∈W 1,2(Ω) : v · ν|∂Ω = 0
}
, see, e.g.,
[11].
For the convenience of the reader we list some basic functional analysis results
to be utilized (often without mentioning) in the subsequent arguments (for proofs,
see, e.g., [5]). Throughout the paper we use overbars to denote weak limits.
Lemma 2.1. Let O be a bounded open subset of RM with M ≥ 1. Suppose g : R→
(−∞,∞] is a lower semicontinuous convex function and {vn}n≥1 is a sequence of
functions on O for which vn ⇀ v in L
1(O), g(vn) ∈ L1(O) for each n, g(vn) ⇀
g(v) in L1(O). Then g(v) ≤ g(v) a.e. on O, g(v) ∈ L1(O), and ∫
O
g(v) dy ≤
lim infn→∞
∫
O
g(vn) dy. If, in addition, g is strictly convex on an open interval
(a, b) ⊂ R and g(v) = g(v) a.e. on O, then, passing to a subsequence if necessary,
vn(y)→ v(y) for a.e. y ∈ {y ∈ O | v(y) ∈ (a, b)}.
Let X be a Banach space and denote by X⋆ its dual. The space X⋆ equipped
with the weak-⋆ topology is denoted by X⋆weak, while X equipped with the weak
topology is denoted by Xweak. By the Banach-Alaoglu theorem, a bounded ball in
X⋆ is σ(X⋆, X)-compact. If X separable, then the weak-⋆ topology is metrizable
on bounded sets in X⋆, and thus one can consider the metric space C ([0, T ];X⋆weak)
of functions v : [0, T ]→ X⋆ that are continuous with respect to the weak topology.
We have vn → v in C ([0, T ];X⋆weak) if 〈vn(t), φ〉X⋆,X → 〈v(t), φ〉X⋆ ,X uniformly
with respect to t, for any φ ∈ X . The following lemma is a consequence of the
Arzela`-Ascoli theorem:
Lemma 2.2. Let X be a separable Banach space, and suppose vn : [0, T ] → X⋆,
n = 1, 2, . . . , is a sequence for which ‖vn‖L∞([0,T ];X⋆) ≤ C, for some constant C
independent of n. Suppose the sequence [0, T ] ∋ t 7→ 〈vn(t),Φ〉X⋆,X , n = 1, 2, . . . ,
is equi-continuous for every Φ that belongs to a dense subset of X. Then vn belongs
to C ([0, T ];X⋆weak) for every n, and there exists a function v ∈ C ([0, T ];X⋆weak)
such that along a subsequence as n→∞ there holds vn → v in C ([0, T ];X⋆weak).
In what follows, we will often obtain a priori estimates for a sequence {vn}n≥1
that we write as “vn ∈b X” for some functional space X . What this really means
is that we have a bound on ‖vn‖X that is independent of n.
The following discrete version of a lemma due to Lions [11, Lemma 5.1] will
prove useful in the convergence analysis. A proof of this lemma can be found in [9].
Lemma 2.3. Given T > 0 and a small number h > 0, write (0, T ] = ∪Mk=1(tk−1, tk]
with tk = hk and Mh = T . Let {fh}∞h>0, {gh}∞h>0 be two sequences such that:
(1) the mappings t → gh(t, x) and t → fh(t, x) are constant on each interval
(tk−1, tk], k = 1, . . . ,M .
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(2) {fh}h>0 and {gh}h>0 converge weakly to f and g in Lp1(0, T ;Lq1(Ω)) and
Lp2(0, T ;Lq2(Ω)), respectively, where 1 < p1, q1 <∞ and
1
p1
+
1
p2
=
1
q1
+
1
q2
= 1.
(3) the discrete time derivative satisfies
gh(t, x)− gh(t− h, x)
h
∈b L1(0, T ;W−1,1(Ω))
(4) ‖fh(t, x)− fh(t, x− ξ)‖Lp2(0,T ;Lq2(Ω)) → 0 as |ξ| → 0, uniformly in h.
Then ghfh ⇀ gf in the sense of distributions on (0, T )× Ω.
2.1. Weak and renormalized solutions.
Definition 2.4 (Weak solutions). We say that a pair (̺,u) of functions constitutes
a weak solution of the Stokes approximation equations (1.1)–(1.2) with initial data
(̺0,u0) ∈ Lγ(Ω)×L2(Ω), γ > N
2
,
and Navier-slip type boundary conditions (1.3)–(1.4), provided the following con-
ditions hold:
(1) (̺,u) ∈ L∞(0, T ;Lγ(Ω))× L2(0, T ;W) ∩ L∞(0, T ;L2(Ω));
(2) ̺t + divx(̺u) = 0 in the weak sense, i.e, ∀φ ∈ C∞([0, T )× Ω),∫ T
0
∫
Ω
̺ (φt + u∇xφ) dxdt +
∫
Ω
̺0φ|t=0 dx = 0; (2.1)
(3) ut− µ∆u− λ∇x divx u+∇xp(̺) = 0 weakly, i.e, ∀φ ∈ C∞([0, T )×Ω) for
which φ · ν = 0 on (0, T )× ∂Ω,∫ T
0
∫
Ω
−uφt + µ curlx u curlxφ
+ [(µ+ λ) divx u− p(̺)] divx φ dxdt =
∫
Ω
u0φ|t=0 dx.
(2.2)
For the convergence analysis we shall also need the DiPerna-Lions concept of
renormalized solutions of the continuity equation.
Definition 2.5 (Renormalized solutions). Given u ∈ L2(0, T ;W(Ω)), we say that
̺ ∈ L∞(0, T ;Lγ(Ω)) is a renormalized solution of (1.1) provided
B(̺)t + divx (B(̺)u) + b(̺) divx u = 0 in the weak sense on [0, T )× Ω,
for any B ∈ C[0,∞) ∩ C1(0,∞) with B(0) = 0 and b(̺) := ̺B′(̺)−B(̺).
We shall need the following lemma. A proof can be found in [8].
Lemma 2.6. Suppose (̺,u) is a weak solution according to Definition 2.4. If
̺ ∈ L2((0, T )× Ω)), then ̺ is a renormalized solution according to Definition 2.5.
2.2. A mixed formulation. In view of the Navier–slip boundary condition (1.4)
the velocity equation (1.2) admits the following mixed weak formulation, which we
will use to design a mixed finite element method: Determine functions
(w,u) ∈ L2(0, T ;W curl,20 (Ω)) × L2(0, T ;W div,20 (Ω))
such that∫ T
0
∫
Ω
−uvt + µ curlxwv + [(µ+ λ) divx u− p(̺)] divx v dxdt =
∫
Ω
u0v|t=0 dx,∫ T
0
∫
Ω
wη − curlx ηu dxdt = 0,
(2.3)
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for all (η,v) ∈ L2(0, T ;W curl,20 (Ω))× L2(0, T ;W div,20 (Ω)) ∩W 1,2(0, T ;L2(Ω)).
Note that if (w,u, ̺) is a triple satisfying the mixed formulation (2.3) then the
pair (u, ̺) satisfies the weak formulation (2.4) [8].
2.3. Finite Element spaces and basic results. Throughout this paper, {Eh}h
denotes a shape regular family of tetrahedral meshes of Ω, where h is the maximal
diameter. By shape regular we mean that there exists a constant κ > 0 such that
every E ∈ Eh contains a ball of radius λE ≥ hEκ , where hE is the diameter of E.
For each fixed h > 0, we let Γh denote the set of faces in Eh and Vh the set of
edges. In two dimensions, Γh is the set of edges and Vh the set of vertices. We will
use Pkj (E) to denote the space of vector polynomials on E with l components and
maximal order k.
To approximate the vorticity w, we will use the curl-conforming Ne´de´lec space
of the first order and kind [13]:
Wh(Ω) =
{
w ∈W curl,20 (Ω) : w|E ∈W (E), ∀E ∈ Eh,∫
e
Jw · tKe dS(x) = 0, ∀e ∈ Vh
}
,
(2.4)
where t is the unit tangential along the edge e, J·Ke is the jump over the edge e, and
W (E) =
{
P
1
1(E), N = 2,{
w ∈ P31(E) : ∇xw +∇xwT = 0
}
, N = 3.
In two dimensions, the continuity requirement
∫
e
Jw · tK dS(x) = 0 in (2.4) is to
be understood as continuity at vertices. For the velocity u, we will use the div-
conforming Ne´de´lec space of the first order and kind [13]:
Vh(Ω) =
{
v ∈W div,20 : v|E ∈ V (E), ∀E ∈ Eh,
∫
Γ
Jv · νK dS(x) = 0, ∀Γ ∈ Γh
}
,
where V (E) = PN0 ⊕ P10x, and J·KΓ is the jump over Γ. The density ̺ will be
approximated in the space of piecewise constants on Eh:
Qh(Ω) =
{
q ∈ L2(Ω) : q|E ∈ P10(E), ∀E ∈ Eh
}
.
Next, we introduce the canonical interpolation operators:
ΠSh :W
1,2
0 ∩ W 2,2 → Sh, ΠWh :W curl,20 ∩ W 2,2 →Wh,
ΠVh :W
div,2
0 ∩W 1,2 → Vh, ΠQh : L20 → Qh,
using the available degrees of freedom of the involved spaces. That is, the operators
(in three dimensions) are defined by [2, 13](
ΠShs
)
(xi) = s(xi), ∀xi ∈ Nh;∫
e
(
ΠWh w
)× ν dS(x) = ∫
e
w × ν dS(x), ∀e ∈ Vh;∫
Γ
(
ΠVh v
) · ν dS(x) = ∫
Γ
v · ν dS(x), ∀Γ ∈ Γh;∫
E
ΠQh q dx =
∫
E
q dx, ∀E ∈ Eh,
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where Nh it the set of vertices of Eh. It is well known that the following diagram
commutes ([2, 3]):
W
1,2
0 ∩W
2,2 grad
−−−−−→ W
curl,2
0 ∩ W
2,2 curl
−−−−−→ W
div,p
0 ∩W
1,2 div
−−−−−→ L20
ΠSh
?
?
y Π
W
h
?
?
y Π
V
h
?
?
y Π
Q
h
?
?
y
Sh
grad
−−−−−→ Wh
curl
−−−−−→ Vh
div
−−−−−→ Qh.
Remark 2.7. The interpolation operators ΠSh , Π
W
h , and Π
V
h , are defined on function
spaces with enough regularity to ensure that the corresponding degrees of freedom
are functionals on these spaces. This is reflected in writing W curl,2 ∩W 2,2 instead
of merely W curl,2 and so on.
In view of the above commuting diagram, we can define the spaces orthogonal
to the range of the previous operator, i.e.,
W
0,⊥
h := {wh ∈Wh; curlxwh = 0}⊥ ∩Wh,
V
0,⊥
h := {vh ∈ Vh; divx vh = 0}⊥ ∩ Vh,
to obtain decompositions (cf. [2])
Wh = ∇xSh +W 0,⊥h , (2.5)
Vh = curlxWh + V
0,⊥
h . (2.6)
The following discrete Poincare´ inequalities hold [3]
‖vh‖L2(Ω) ≤ C ‖divx vh‖L2(Ω) , ∀v ∈ V 0,⊥h , (2.7)
‖wh‖L2(Ω) ≤ C ‖curlxwh‖L2(Ω) , ∀w ∈W 0,⊥h , (2.8)
where the constant C is independent of h.
In the subsequent convergence analysis, we make frequent use of the canonical
projection operators. To bound these we shall need the following ([4, 13])
Lemma 2.8. There exists a constant C > 0, depending only on the shape regularity
of Eh and the size of Ω, such that for any 1 ≤ p ≤ ∞,∥∥∥φ−ΠQh φ∥∥∥
Lp(Ω)
≤ Ch ‖∇xφ‖Lp(Ω) ,∥∥v −ΠVh v∥∥Lp(Ω) + h ∥∥divx(v −ΠVh v)∥∥Lp(Ω) ≤ Chs ‖∇sxv‖Lp(Ω) , r = 1, 2,∥∥w −ΠWh w∥∥Lp(Ω) + h ∥∥curlx(w −ΠWh w)∥∥Lp(Ω) ≤ Chs‖∇sxw‖Lp(Ω), s = 1, 2,
for all φ ∈W 1,p(Ω),v ∈W s,p(Ω), and w ∈ W 2,p(Ω).
We will also need the following lemma. It follows from scaling arguments and
the equivalence of finite dimensional norms [4].
Lemma 2.9. There exists a constant C > 0, such that for 1 ≤ q, p ≤ ∞, and
r = 0, 1,
‖φh‖W r,p(E) ≤ Ch−r+
N
p
−N
q ‖φh‖Lq(E) ,
for any E ∈ Eh and all polynomial functions φh ∈ Pk(E), k = 0, 1, .. The constant
C depends only on the shape regularity of Eh and polynomial degree k.
The next result follows from scaling arguments and the trace theorem [1]
Lemma 2.10. Fix any E ∈ Eh and let φ ∈ W 1,2(E) be arbitrary. There exists a
constant C > 0, depending only on the shape regularity of Eh such that,
‖φ‖L2(Γ) ≤ Ch− 12
(‖φ‖L2(E) + h‖∇xφ‖L2(E)) , ∀Γ ∈ Γh ∩ ∂E.
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We now establish a Sobolev embedding estimate for the discrete decompositions
(2.6) and (2.5).
Lemma 2.11. The finite element spaces V 0,⊥h (Ω) and W
0,⊥
h (Ω) satisfies the fol-
lowing embedding results independent of h:
(1) The space V 0,⊥h (Ω) ∩W div,20 (Ω) is embedded in L2
∗
(Ω),
(2) The space W 0,⊥h (Ω) ∩W curl,20 (Ω) is embedded in L2
∗
(Ω),
where 2∗ = 6 if N = 3, and 2∗ is any large finite number if N = 2.
Proof. We first prove (1). By virtue of the decomposition (2.6) we can for any
vh ∈b V 0,⊥h (Ω) ∩W div,20 (Ω) find functions ζh ∈ Wh(Ω) and zh ∈ V 0,⊥h (Ω) such
that
ΠVh
(∇x∆−1 [divx vh]) = curlx ξh + zh.
Using the commutative diagram and the definition of ΠVh
(∇x∆−1 [·]) we easily
verify that
divxΠ
V
h
(∇x∆−1 [divx vh]) = divx vh.
Hence, since (zh− vh) ∈ V 0,⊥h (Ω) we can use the discrete Poincare´ inequality (2.7)
to conclude that
‖vh − zh‖L2(Ω) ≤ C‖ divx(vh − zh)‖L2(Ω) = 0.
Thus, zh = vh a.e in Ω and we easily calculate
‖vh‖L2∗ (Ω) = ‖zh‖L2∗(Ω) ≤ ‖ΠVh
(∇x∆−1 [divx vh]) ‖L2∗(Ω)
≤ C1‖∇x∆−1 [divx vh] ‖L2∗(Ω) ≤ C2‖ divx vh‖L2(Ω),
where the last inequality is the standard Sobolev embedding W 1,2(Ω) ⊂ L2∗(Ω).
In two spatial dimensions, (2) follows directly from the standard Sobolev em-
bedding W 1,2(Ω) ⊂ L2∗(Ω). To prove (2) in three spatial dimensions, fix any
wh ∈b W 0,⊥h (Ω)∩W curl,20 (Ω) and let η ∈W curl,20 (Ω)∩W div,2(Ω) ⊂W 1,2(Ω) solve
(cf. [10])
curlx η = curlxwh, in Ω,
divx η = 0, in Ω,
η × ν = 0, on ∂Ω.
Using the decomposition (2.5) of the spaceWh(Ω), we can find functions sh ∈ Sh(Ω)
and ζh ∈W 0,⊥h (Ω) such that
ΠWh η = ∇xsh + ζh.
Hence, from the commuting diagram property, we deduce
curlx ζh = curlxΠ
W
h η = Π
V
h curlx η = Π
V
h curlxwh = curlxwh.
Thus, since (wh − ζh) ∈ W 0,⊥h (Ω) we can use the Poincare´ inequality (2.8) to
conclude that
‖wh − ζh‖L2(Ω) ≤ C‖ curlx(wh − ζh)‖L2(Ω) = 0,
and hence that wh = ζh. Moreover, we easily calculate
‖wh‖L2∗(Ω) = ‖ζh‖L2∗(Ω) ≤ ‖ΠWh η‖L2∗(Ω) ≤ C1‖η‖L2∗(Ω) ≤ C2‖∇xη‖L2(Ω),
where the last inequality is the standard Sobolev embedding W 1,2(Ω) ⊂ L2(Ω).
This concludes the proof. 
We end this section by recalling a compactness result from [8, Theorem A.1].
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Lemma 2.12. Let {vh}h>0 be a sequence of functions in V 0,⊥h with divx vh ∈b
L2(Ω). For any ξ ∈ RN ,
‖vh(x) − vh(x− ξ)‖L2(Ω) ≤ C(|ξ|
4−N
2 + |ξ|2) 12 ‖ divx vh‖L2(Ω),
where the constant C > 0 is independent of both h and ξ.
3. Numerical method and main result
In this section we define the numerical method for the Stokes approximation
equations and the state the main convergence theorem. The proof of the main
theorem is deferred to subsequent sections.
Given a time step ∆t > 0, we discretize the time interval [0, T ] in terms of the
points tm = m∆t, m = 0, . . . ,M , where we assume that M∆t = T . Regarding the
spatial discretization, we let {Eh}h be a shape regular family of tetrahedral meshes
of Ω, where h is the maximal diameter. It will be a standing assumption that h
and ∆t are related such that ∆t = ch, for some constant c. Furthermore, for each
h, let Γh denote the set of faces in Eh.
For each fixed h > 0, we let Wh(Ω) and Vh(Ω) denote the Ne´de´lec spaces of
the first order and kind on Eh (cf. Section 2.3) and Qh(Ω) the space of piecewise
constants on Eh. To incorporate boundary conditions, we let the degrees of freedom
of Wh(Ω) and Vh(Ω) located at the boundary ∂Ω vanish.
Before defining our numerical scheme, we shall need to introduce some additional
notation related to the discontinuous Galerkin scheme. Concerning the boundary
∂E of an element E, we write f+ for the trace of the function f achieved from within
the element E and f− for the trace of f achieved from outside E. Concerning an
edge Γ that is shared between two elements E− and E+, we will write f+ for the
trace of f achieved from within E+ and f− for the trace of f achieved from within
E−. Here E− and E+ are defined such that ν points from E− to E+, where ν is
fixed (throughout) as one of the two possible normal components on each edge Γ
throughout the discretization. We also write JfKΓ = f+−f− for the jump of f across
the edge Γ, while forward time-differencing of f is denoted by JfmK = fm+1 − fm.
Discrete implicit time discretization of a function f is denoted by the operator
∂ht (f
m) = 1∆t
q
fm−1
y
.
Let us now define our numerical scheme.
Definition 3.1 (Numerical scheme). Let
{
̺0h(x)
}
h>0
be a sequence (of piecewise
constant functions) in Qh(Ω) that satisfies ̺
0
h > 0 for each fixed h > 0 and ̺
0
h → ̺0
a.e. in Ω and in L1(Ω) as h → 0. Let the sequence {u0h}h>0 be such that for each
fixed h > 0, u0h ∈ Vh(Ω) and satisfies∫
Ω
u0hvh dx =
∫
Ω
u0vh dx, ∀vh ∈ Vh(Ω). (3.1)
Now, determine functions
(̺mh ,w
m
h ,u
m
h ) ∈ Qh(Ω)×Wh(Ω)× Vh(Ω), m = 1, . . . ,M,
such that for all φh ∈ Qh(Ω),∫
Ω
∂ht (̺
m
h )φh dx = ∆t
∑
Γ∈ΓI
h
∫
Γ
(
̺m− (u
m
h · ν)+ + ̺m+ (umh · ν)−
) JφhKΓ dS(x), (3.2)
and for all (ηh,vh) ∈Wh(Ω)× Vh(Ω),∫
Ω
∂ht (u
m
h )vh + µ curlxw
m
h vh + [(µ+ λ) divx u
m
h − p(̺mh )] divx vh dx = 0,∫
Ω
wmh ηh − umh curlx ηh dx = 0,
(3.3)
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for m = 1, . . . ,M .
In (3.2), (uh · ν)+ = max{uh · ν, 0} and (uh · ν)+ = min{uh · ν, 0}, so that
uh · ν = (uh · ν)+ + (uh · ν)−, i.e., in the evaluation of ̺(u · ν) at the edge Γ the
trace of ̺ is taken in the upwind direction.
Remark 3.2. Recall that ̺± and (uh · ν)± related to a face Γ has a different mean-
ing than ̺± and (uh · ν)± related to the boundary of an element ∂E. By direct
calculation, one can verify the identity
∆t
∑
E∈Eh
∫
∂E\∂Ω
(
̺m+ (u
m
h · ν)+ + ̺m− (umh · ν)−
)
φh dS(x)
= −∆t
∑
Γ∈ΓI
h
∫
Γ
(
̺m− (u
m
h · ν)+ + ̺m+ (umh · ν)−
)
[φh]Γ dS(x).
Using this identity, we can state (3.2) on the following form:∫
Ω
̺mh φh dx+∆t
∑
E∈Eh
∫
∂E\∂Ω
(
̺m+ (u
m
h · ν)+ + ̺m− (umh · ν)−
)
φh dS(x)
=
∫
Ω
̺m−1h φh dx.
(3.4)
The form (3.4) will be used frequently in the subsequent analysis.
For each fixed h > 0, the numerical solution {(̺mh ,wmh ,umh )}Mm=0 is extended to
the whole of (0, T )× Ω by setting
(̺h,wh,uh)(t) = (̺
m
h ,w
m
h ,u
m
h ), t ∈ (tm−1, tm), m = 1, . . . ,M. (3.5)
In addition, we set ̺h(0) = ̺
0
h and uh(0) = u
0
h.
The continuity scheme (3.2) clearly preserves the total mass. The following
lemma from [8, Lemma 4.1] states that the density is strictly positive whenever the
initial density is strictly positive.
Lemma 3.3. Fix any m = 1, . . . ,M and suppose ̺m−1h ∈ Qh(Ω), umh ∈ Vh(Ω)
are given bounded functions. Then the solution ̺mh ∈ Qh(Ω) of the discontinuous
Galerkin scheme (3.2) satisfies
min
x∈Ω
̺mh ≥ min
x∈Ω
̺m−1h
(
1
1 + ∆t‖ divx umh ‖L∞(Ω)
)
.
Consequently, if ̺m−1h (·) > 0, then ̺mh (·) > 0.
Existence of a solution to the nonlinear–implicit discrete scheme follows from a
topological degree argument. This argument is essentially identical to that of [8,
Lemma 4.2] with a minor modification to accommodate the discrete time derivative
∂ht (uh).
Lemma 3.4. For each fixed h > 0, there exists a solution
(̺mh ,w
m
h ,u
m
h ) ∈ Qh(Ω)×Wh(Ω)× Vh(Ω), ̺mh (·) > 0, m = 1, . . . ,M,
to the nonlinear–implicit discrete problem posed in Definition 3.1.
Our main result is that, passing if necessary to a subsequence, {(̺h,wh,uh)}h>0
converges to a weak solution. More precisely, there holds
Theorem 3.5 (Convergence). Suppose (̺0,u0) ∈ Lγ(Ω) ∩ L2(Ω), γ > N2 . Let{(̺h,wh,uh)}h>0 be a sequence of numerical solutions constructed according to
(3.5) and Definition 3.1. Then, passing if necessary to a subsequence as h → 0,
uh → u, a.e in (0, T )× Ω, ̺huh ⇀ ̺u in the sense of distributions on (0, T )× Ω,
and ̺h → ̺ a.e. in (0, T )× Ω, where the limit triplet (̺,w,u) satisfies the mixed
formulation (2.3), and thus (̺,u) is a weak solution according to Definition 2.4.
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4. Basic estimates
In this section we gather some basic estimates for our numerical method. The
results include stability and weak time-continuity of both the density and velocity.
We however commence by recalling (from [8]) the following renormalized version of
the continuity scheme.
Lemma 4.1 (Renormalized continuity scheme). Fix any m = 1, . . . ,M and let the
pair (̺mh ,u
m
h ) ∈ Qh × Vh satisfy the continuity scheme (3.2). Then (̺mh ,umh ) also
satisfies the renormalized continuity scheme∫
Ω
B(̺mh )φh dx
−∆t
∑
Γ∈ΓI
h
∫
Γ
(
B(̺m− )(u
m
h · ν)+ +B(̺m+ )(umh · ν)−
) JφhKΓ dx
+∆t
∫
Ω
b(̺mh ) divx u
m
h φh dx+
∫
Ω
B′′(ξ(̺mh , ̺
m−1
h ))
q
̺m−1h
y2
φh dx
+∆t
∑
Γ∈ΓI
h
∫
Γ
B′′(ξΓ(̺m+ , ̺
m
− )) J̺mh K2Γ (φh)−(umh · ν)+
−B′′(ξΓ(̺m− , ̺m+ )) J̺mh K2Γ (φh)+(umh · ν)− dS(x)
=
∫
Ω
B(̺m−1h )φh dx, ∀φh ∈ Qh(Ω),
(4.1)
for any B ∈ C[0,∞) ∩ C2(0,∞) with B(0) = 0 and b(̺) := ̺B′(̺) − B(̺). Given
two positive real numbers a1 and a2, we denote by ξ(a1, a2) and ξ
Γ(a1, a2) two
numbers between a1 and a2 (See [8] for a precise definition).
In what follows we will need the following discrete Hodge decomposition.
Lemma 4.2. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. For each fixed h > 0, there exist
unique functions ζmh ∈W 0,⊥h and zmh ∈ V 0,⊥h such that
umh = curlx ζ
m
h + z
m
h , m = 0, . . . ,M. (4.2)
Moreover, if we let ζh(t, x), zh(t, x) denote the functions obtained by extending, as
in (3.5), {ζmh }Mm=1, {zmh }Mm=1 to the whole of (0, T ]× Ω, then
uh(t, ·) = curlx ζh(·, t) + zh(·, t), t ∈ (0, T ).
Finally, let curlx ζ
0 ∈ L2(Ω) and ∇xs0 ∈ L2(Ω) satisfy the standard continuous
Hodge decomposition u0 = curlx ζ
0 +∇xs0. Then,
curlx ζ
0
h → curlx ζ0, z0h → ∇xs0, in L2(Ω),
where ζ0h and z
0
h are given by (4.2).
Proof. The first two statements are consequences of (2.6).
To prove the last statement, fix any φ ∈ C∞c (Ω) and set vh = ΠWh φ in (3.1) to
obtain ∫
Ω
curlx ζ
0
h curlx(Π
W
h φ) dx =
∫
Ω
curlx ζ
0 curlx(Π
W
h φ) dx, (4.3)
where we have used that u0h = curlx ζ
0
h + z
0
h and
∫
Ω z
0
h curlxΠ
W
h φ dx = 0. Now,
since ‖ curlx ζ0h‖L2(Ω) ≤ C‖u0h‖L2(Ω) ≤ C‖u0‖L2(Ω), there exists a function curlx ζ0
such that curlx ζ
0
h ⇀ curlx ζ
0 in L2(Ω). Sending h→ 0 in (4.3) yields∫
Ω
(curlx ζ0 − curlx ζ0) curlx φ dx = 0, ∀φ ∈ C∞c (Ω).
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Hence, curlx ζ0 = curlx ζ
0 a.e in Ω.
Next, let vh = curlx ζh in (3.1) to discover
‖ curlx ζ0h‖2L2(Ω) =
∫
Ω
curlx ζ
0 curlx ζ
0
h dx→ ‖ curlx ζ0‖2L2(Ω),
as h→ 0. Then, curlx ζ0h → curlx ζ0 in L2(Ω).
By setting vh = u
0
h in (3.1) we deduce
‖u0h‖2L2(Ω) =
∫
Ω
u0u0h dx→ ‖u0‖2L2(Ω),
as h→ 0. Hence, u0h → u0 in L2(Ω).
Finally, a direct calculation shows that
0 = lim
h→0
‖u0h − u0‖2L2(Ω) = lim
h→0
[
‖ curlx ζ0h − curlx ζ0‖2L2(Ω) + ‖z0h −∇xs0‖2L2(Ω)
]
− 2 lim
h→0
[∫
Ω
(curlx ζ
0
h − curlx ζ0) (z0h −∇xs0) dx
]
,
where the last term converges to zero since curlx ζ
0
h → curlx ζ0 in L2(Ω). Thus,
z0h → ∇xs0 in L2(Ω) and the proof is complete.

We now derive a basic stability estimate satisfied by the numerical scheme.
Lemma 4.3 (Stability). Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions
constructed according to (3.5) and Definition 3.1. For ̺(·) > 0, let
E(̺,u) = a
γ − 1̺
γ +
1
2
|u|2.
For any m = 1, . . . ,M , there holds∫
Ω
E(̺mh ,umh ) dx+
m∑
k=1
∆t‖ukh‖2W div,2(Ω) +
m∑
k=1
∆t‖wkh‖2W curl,2(Ω) +Nmdiffusion
≤
∫
Ω
E(̺0,u0) dx,
where the numerical diffusion term is given by
Nmdiffusion =
1
2
m∑
k=1
‖ qum−1h
y ‖2L2(Ω) +
m∑
k=1
∫
Ω
P ′′(ξk−
1
2 (̺kh, ̺
k−1
h ))
q
̺k−1h
y2
dx
+
m∑
k=1
∑
Γ∈ΓI
h
∆t
∫
Γ
P ′′(̺k† )
q
̺kh
y2
Γ
∣∣ukh · ν∣∣ dx.
Proof. The proof is almost identical to that of Lemma 5.3 in [8] and follows directly
from standard arguments. We omit the details. 
Since the finite element spaces are not conforming in W 1,2(Ω) it is not clear that
the velocity and vorticity are embedded in L2
∗
(Ω). Knowing this is essential for
the later convergence analysis.
Lemma 4.4. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then
wh ∈b L2(0, T ;L2∗(Ω)), uh ∈b L2(0, T ;L2∗(Ω)),
where 2∗ = 6 if N = 3 and 2∗ is any large finite number if N = 2.
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Proof. The second equation in (3.3) with test function ηh = ∇xsh reads:∫
Ω
wmh ∇xsh dx = 0, ∀sh ∈ Sh(Ω), m = 1, . . . ,M,
where the space Sh(Ω) is defined in Section 2.3. By definition, this means thatw
m
h ∈
W
0,⊥
h (Ω) and hence Lemmma 2.11 is applicable and yields the desired estimate:
wh ∈b L2(0, T ;L2∗(Ω)). (4.4)
Next, we make use of Lemma 4.2 and let {ζh}h>0, {zh}h>0 satisfy
uh(·, t) = curlx ζh(·, t) + zh(·, t),
ζh(·, t) ∈W 0,⊥h (Ω), zh(·, t) ∈ V 0,⊥h (Ω),
for all t ∈ (0, T ).
Another application of Lemma 2.11 yields
zh ∈b L2(0, T ;L2∗(Ω)). (4.5)
Fix η ∈W curlx,(2∗)′0 (Ω) and let ηh ∈W 0,⊥h (Ω) satisfy∫
Ω
curlx ηh curlx φh dxdt =
∫
Ω
curlx η curlx φh dxdt, ∀φh ∈Wh(Ω).
Then, by utilizing the second equation in (3.3) with ηh as test function (the second
equality below), we calculate
M∑
m=1
∆t
∣∣∣∣
∫
Ω
curlx η curlx ζ
m
h dx
∣∣∣∣
2
=
M∑
m=1
∆t
∣∣∣∣
∫
Ω
curlx ηh curlx ζ
m
h dx
∣∣∣∣
2
=
M∑
m=1
∆t
∣∣∣∣
∫
Ω
wmh η
m
h dxdt
∣∣∣∣
2
≤ ‖wh‖2L2(0,T ;L2∗(Ω))‖ηh‖2L(2∗)′ (Ω))
≤ ‖wh‖2L2(0,T ;L2∗(Ω))‖ curlx η‖2L(2∗)′ (Ω),
(4.6)
where the last inequality follows from the discrete Poincare´ inequality (2.8).
Now, for an arbitrary φ ∈ L(2∗)′ let curlx η be given through the Hodge decom-
position φ = curlx η +∇xλ. Then, we can use (4.6) to deduce∫ T
0
(
sup
φ∈L(2∗)′ (Ω)
∣∣∫
Ω φ curlx ζhdx
∣∣
‖φ‖L(2∗)′ (Ω)
)2
dt
=
∫ T
0
(
sup
φ∈L(2∗)′ (Ω)
∣∣∫
Ω curlx η curlx ζhdx
∣∣
‖φ‖L(2∗)′ (Ω)
)2
dt
=
∫ T
0
(
sup
φ∈L(2∗)′ (Ω)
∣∣∫
Ω ηhwhdx
∣∣
‖φ‖L(2∗)′ (Ω)
)2
dt ≤ ‖wh‖2L2(0,T ;L2∗ (Ω)),
where the last term is bounded from (4.4). Hence, curlx ζh ∈b L2(0, T ;L2∗(Ω))
and, keeping in mind (4.5), uh ∈b L2(0, T ;L2∗(Ω)). 
In the upcoming convergence analysis and in order to establish weak time-
continuity of the density we shall need to control the artificial diffusion introduced
by the upwind discretization of the continuity equation. The following lemma pro-
vides the required bound.
Lemma 4.5. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then there exists a constant C > 0
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depending only on the initial energy E(̺0,u0), the shape–regularity of Eh, T , and
|Ω|, such that∑
E∈Eh
∫ T
0
∫
∂E
J̺hK (uh · ν)−(ΠQh φ− φ) dS(x)dt
≤ hθ(γ)C‖∇xφ‖L2(0,T ;L2∗(Ω)), ∀φ ∈ L2(0, T ;W 1,2
∗
(Ω)),
where 2∗ = 6, if N = 3, and 2∗ is a sufficiently large number, if N = 2. Here,
θ(γ) > 0 is given by (4.14) below.
Proof. Let φ ∈ L2(0, T ;W 1,2∗(Ω)) be arbitrary and set
φm =
1
∆t
∫ tm
tm−1
φ(s, x) ds, φmh = Π
Q
h φ
m, m = 1, . . . ,M.
We will need the auxilary function B(z) = zα. where
α =
γ
i+ 1
and i ∈ N is chosen such that γ ∈ (i+ 1, i+ 2].
Using B′′(z) > 0 and the Ho¨lder inequality, we obtain
I2 :=
∣∣∣∣∣
M∑
m=1
∑
E∈Eh
∆t
∫
∂E\∂Ω
J̺mh K∂E (umh · ν)−(φmh − φm)dS(x)
∣∣∣∣∣
2
≤
(
M∑
m=1
∑
E∈Eh
∆t
∫
∂E\∂Ω
B′′(̺m† ) J̺mh K2 |umh · ν|dS(x)
)
×
(
M∑
m=1
∑
E∈Eh
∆t
∫
∂E\∂Ω
(
B′′(̺m† )
)−1 |umh · ν||ΠQh φm − φm|2dS(x)
)
=: I1 × I2.
In the case N2 < γ ≤ 2, α = γ and Lemma 4.3 yields
I1 ≤ C
∫
Ω
B(̺0) dx = C
∫
Ω
(̺0)γ dx.
Conversely, if γ > 2 then 2α ≤ γ and the renormalized scheme (4.1) with φh := 1
yields
I1 ≤ (α− 1)
∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
(̺mh )
α divx u
m
h dx
∣∣∣∣∣ +
∫
Ω
(̺0)αdx
≤ C
(
‖̺h‖αL∞(0,T ;Lγ(Ω))‖ divx uh‖L2(0,T ;L2(Ω)) +
∫
Ω
(̺0)γdx
)
,
which is bounded by Lemma 4.3. Consequently, in both cases, we conclude that
I1 ≤ C. (4.7)
To bound the I2 term, we utilize the Ho¨lder inequality:∫ T
0
∫
Ω
|fgh2| dxdt
≤
∫ T
0
(∫
Ω
|fg| 2
∗
2∗−2 dx
) 2∗−2
2∗
(∫
Ω
|h|2∗ dx
) 2
2∗
dt
≤
∫ T
0
(∫
Ω
|f |m1 dx
) 1
m1 ‖g‖L2∗(Ω)‖h‖2L2∗(Ω) dt
≤ ‖f‖L∞(0,T ;Lm1(Ω))‖g‖L∞(0,T ;L2∗ (Ω))‖h‖2L2(0,T ;L2∗(Ω)),
(4.8)
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where 1 < m1 =
2∗
2∗−3 ≤ 2 and 1m1 + 12∗ + 22∗ = 1.
Now, using (4.8), we deduce
I2 ≤ α(α − 1) max
m=1,...,M
( ∑
E∈Eh
∫
∂E\∂Ω
|umh · ν|2 dS(x)
) 1
2
×
M∑
m=1
∆t
( ∑
E∈Eh
∫
∂E\∂Ω
∣∣∣ΠQh φm − φm∣∣∣2
∗
dS(x)
) 2
2∗
× max
m=1,...,M
( ∑
E∈Eh
∫
∂E\∂Ω
∣∣∣(B′′(̺m† ))−1∣∣∣m1 dS(x)
) 1
m1
.
(4.9)
Next, we apply Lemma 2.10 to deduce
max
m=1,...,M
( ∑
E∈Eh
∫
∂E\∂Ω
|umh · ν|2
∗
dS(x)
) 1
2∗
≤ Ch− 12∗ ‖uh‖L∞(0,T ;L2∗ (Ω)). (4.10)
Similarly, we find that
M∑
m=1
∆t
( ∑
E∈Eh
∫
∂E\∂Ω
∣∣∣ΠQh φm − φm∣∣∣2
∗
dS(x)
) 2
2∗
≤ Ch− 22∗ ‖ΠQh φ− φ‖2L2(0,T ;L2∗(Ω)) ≤ Ch2−
2
2∗ ‖∇xφ‖2L2(0,T ;L2∗(Ω)),
where the last inequality is an application of Lemma 2.8.
To derive a similar bound for the B′′ term in (4.9), we first note that, since ̺mh
is everywhere positive and 2− α < 1,∣∣∣(B′′(̺m† ))−1∣∣∣m1 ≤ ∣∣̺m+ + ̺m− ∣∣(2−α)m1 ≤ C(1 + ∣∣̺m+ ∣∣m1 + ∣∣̺m− ∣∣m1),
on every Γ ∩ ∂E \ ∂Ω. From this, we conclude that∫
∂E
∣∣∣(B′′(̺m† ))−1∣∣∣m1 dS(x) ≤ h−1C
(
|E|+
∫
N (E)∪E
|̺h|m1 dx
)
,
where N (E) denotes the union of the neighboring elements of E. Applying this
together with Lemma 2.10, we obtain
max
m=1,...,M
( ∑
E∈Eh
∫
∂E\∂Ω
∣∣∣(B′′(̺m† ))−1∣∣∣m1 dS(x)
)m1
≤ Ch− 1m1
(
|Ω| 1m1 + ‖̺h‖L∞(0,T ;Lm1(Ω))
)
≤ Ch− 1m1
(
1 + hmin{0,N(
1
m1
− 1
γ
)}‖̺h‖L∞(0,T ;Lγ(Ω))
)
,
(4.11)
where the last inequality is a standard inverse estimate (Lemma 2.9). Setting
(4.10)–(4.11) into (4.9) leads to the bound
I2 ≤ Ch‖uh‖L∞(0,T ;L2∗ (Ω))‖∇xφ‖2L2(0,T ;L2∗ (Ω))
×
(
1 + hmin{0,N(
1
m1
− 1
γ
}‖̺h‖L∞(0,T ;Lγ(Ω))
)
≤ Ch 12 ‖uh‖L2(0,T ;L2∗ (Ω))‖∇xφ‖2L2(0,T ;L2∗ (Ω))
×
(
1 + hmin{0,N(
1
m1
− 1
γ
}‖̺h‖L∞(0,T ;Lγ(Ω))
)
,
(4.12)
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where the last inequality is an application Lemma 2.9 in time (keeping in mind
∆t = κh). We have also used that
h
−( 1
m1
+ 1
2∗
+ 2
2∗
) = h−1.
In 2D, 2∗ is any large finite number. Consequently, we can always make sure
that m1 ≤ γ. Using this, it is straight forward to check that
h
1
2 h
min{0,N( 1
m1
− 1
γ
} = h2θ(γ), (4.13)
where
0 < θ(γ) :=
{
1
4 , N = 2,
1
2 +min{0, 3(12 − 1γ )}, N = 3,
(4.14)
By setting (4.13) into (4.12) and applying Lemma 4.3, we obtain
I2 ≤ h2θ(γ)C‖∇xφ‖2L2(0,T ;L2∗(Ω)).
This and (4.7) gives
I2 = I1 × I2 ≤ C‖∇xφ‖L2(0,T ;L2∗ (Ω))h2θ(γ),
which brings the proof to an end. 
4.1. Weak time-continuity estimates. We end this section by establishing weak
time-continuity of the density and velocity.
Lemma 4.6. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then
∂ht (̺h) ∈b L2(0, T ;W−1,(2
∗)′(Ω)),
where (2∗)′ = 2
∗
2∗−1 and 2
∗ is as in the previous lemma.
Proof. The proof is almost identical to the proof of Lemma 5.6 in [8] and is only
included for the sake of completeness.
Fix φ ∈ L2(0, T ;W 1,2∗(Ω)), and introduce the piecewise constant approximations
φh := Π
Q
h φ, φ
m
h := Π
Q
h φ
m, and φm := 1∆t
∫ tm
tm−1
φ(t, ·) dt.
The continuity scheme (3.2) with φmh as test function reads
∆t
∫
Ω
∂ht (̺
m
h )φ
m dxdt
= ∆t
∑
Γ∈ΓI
h
∫
Γ
(
̺m− (u
m
h · ν)+ + ̺m+ (umh · ν)−
) Jφmh KΓ dS(x). (4.15)
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Since the traces of φm taken from either side of a face are equal, we can write∑
Γ∈ΓI
h
∫
Γ
(
̺m− (u
m
h · ν)+ + ̺m+ (umh · ν)−
) Jφmh KΓ dx
=
∑
Γ∈ΓI
h
∫
Γ
(
̺m+ (u
m
h · ν)− + ̺m− (umh · ν)+
) Jφmh − φmK dS(x),
= −
∑
E∈Eh
∫
∂E\∂Ω
(
̺m+ (u
m
h · ν)+ + ̺m− (umh · ν)−
)
(φmh − φm) dS(x),
=
∑
E∈Eh
∫
E
− divx(̺mh umh (φmh − φm)) dx
+
∑
E∈Eh
∫
∂E\∂Ω
J̺mh K∂E (umh · ν)−(φmh − φm) dS(x)
=
∫
Ω
̺mh u
m
h · ∇xφm dx+
∑
E∈Eh
∫
∂E\∂Ω
J̺mh K∂E (umh · ν)−(φmh − φm) dS(x).
(4.16)
To conclude the last equality, we have used∫
E
̺mh divx u
m
h (φ
m
h − φm) dx = (̺mh divx umh )|E
∫
E
ΠQh φ
m −φm dx = 0, ∀E ∈ Eh,
since both ̺mh and divx u
m
h are piecewise constant.
By summing (4.15) over m, taking absolute values, and using the above identity,
we find∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m dxdt
∣∣∣∣∣
≤
∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
̺mh u
m
h ∇xφm dx
∣∣∣∣∣
+
∣∣∣∣∣
M∑
m=1
∑
E∈Eh
∆t
∫
∂E\∂Ω
J̺mh K∂E (umh · ν)−(φmh − φm) dS(x)
∣∣∣∣∣ .
Using Lemma 4.5, together with an application of Ho¨lder’s inequality, we deduce∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m dx
∣∣∣∣∣
≤
M∑
m=1
∆t‖̺mh ‖Lα(Ω)‖umh ‖L2∗(Ω)‖∇xφm‖L2∗(Ω) + Chθ(γ)‖∇xφ‖L2(0,T ;L2∗ (Ω))
≤ ‖̺h‖L∞(0,T ;Lα(Ω))‖uh‖L∞(0,T ;L2∗(Ω))‖∇xφ‖L2(0,T ;L2∗(Ω))
+ C hθ(γ) ‖∇xφ‖L2(0,T ;L2∗(Ω)) ,
where α = 2
∗(2∗)′
2∗−(2∗)′ < γ since γ >
N
2 and
1
α
+ 12∗ +
1
2∗ = 1. By Lemma 4.3, the
right–hand side is bounded, so we conclude that∣∣∣∣∣
∫ T
∆t
∫
Ω
∂ht (̺h)φ dxdt
∣∣∣∣∣
=
∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m dx
∣∣∣∣∣ ≤ C (1 + hθ(γ)) ‖∇xφ‖L2(0,T ;L2∗ (Ω)) .
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This brings the proof to an end. 
Lemma 4.7. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then
∂ht (uh) ∈b L2(0, T ;W−1,1(Ω)),
Proof. By adding and subtracting, we see that for any φ ∈ L2(0, T ;W 1,∞0 (Ω)),∫ T
0
∫
Ω
∂ht (uh)φ dxdt
=
∫ T
0
∫
Ω
∂ht (uh) Π
V
h φ dxdt +
∫ T
0
∫
Ω
∂ht (uh)
(
φ−ΠVh φ
)
dxdt.
From the first equation of the momentum scheme (3.3) with vh = Π
V
h φ, we have
that∫ T
0
∫
Ω
∂ht (uh)Π
V
h φdxdt = −
∫ T
0
∫
Ω
µ curlxwh
(
ΠVh φ
)
+ (µ+ λ) divx uh divxΠ
V
h φ dxdt
+
∫ T
0
∫
Ω
a̺
γ
h divxΠ
V
h φ dxdt
≤ C (‖ curlxwh‖L2(0,T ;L2(Ω)‖φ‖L2(0,T ;L2(Ω)
+ ‖ divx uh‖L2(0,T ;L2(Ω))‖ divx φ‖L2(0,T ;L2(Ω))
+ ‖̺h‖L∞(0,T ;Lγ(Ω))‖ divxφ‖L1(0,T ;L∞(Ω))
)
≤ C‖φ‖L2(0,T ;W 1,∞(Ω)),
where the last inequality follows from Lemma 4.3.
From Lemma 4.3, we also have the estimate
‖∂ht (uh) ‖L2(0,T ;L2(Ω)) = (∆t)−
1
2
(
M∑
m=1
∫
Ω
q
um−1h
y2
dx
) 1
2
≤ h− 12C. (4.17)
Using (4.17), we estimate∫ T
∆t
∫
Ω
d (ΠLuh)
dt
(
φ−ΠVh φ
)
dxdt ≤ C‖∂ht (uh) ‖L2(0,T ;L2(Ω))‖φ−ΠVh φ‖L2(0,T ;L2(Ω)
≤ C h√
∆t
‖∇xφ‖L2(0,T ;L2(Ω)) ≤ Ch 12 ,
where we in the last inequality have used the relation ∆t = κh. Combining the
previous estimates concludes the proof. 
Recall our notation for the Hodge decomposition of the solution u,
u = curlx ζ +∇xs.
In the next result, we prove that ∂t(curlx ζ) ∈ L2(0, T ;L2(Ω)). To see why such a
bound is reasonable, apply the curlx operator to the velocity equation (1.5)
curlx(curlx ζ)t + µ curlx curlxw = 0.
Multiplying with ζt, integrating by parts in space, and applying Ho¨lder’s inequality,
‖ curlx ζt‖2L2(Ω) ≤ ǫ‖ curlx ζt‖2L2(Ω) +
C
ǫ
‖ curlxw‖2L2(Ω).
Fixing ǫ small, and integrating in time∫ T
0
‖ curlx ζt‖2L2(Ω) dt ≤ C
∫ T
0
‖ curlxw‖2L2(Ω) dt,
20 KENNETH H. KARLSEN AND TRYGVE K. KARPER
where the right-hand side is bounded. Consequently, it is the higher regularity on
w = curlx u that enable us to obtain the bound.
Lemma 4.8. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Let {(ζh, zh)}h>0 be the sequence
given by the decomposition uh(·, t) = curlx ζh(·, t)+zh(·, t) and ζh(·, t) ∈W 0,⊥h (Ω),
zh(·, t) ∈ V 0,⊥h (Ω), for t ∈ (0, T ). Then
∂ht (curlx ζh) ∈b L2(0, T ;L2(Ω)).
Proof. For any m = 1, . . . ,M , let vmh = ∂
h
t (curlx ζ
m
h ) ∈ Vh. Observe that by the
orthogonality of the Hodge decomposition,∫
Ω
∂ht (u
m
h ) ∂
h
t (curlx ζ
m
h ) dx =
∫
Ω
∣∣∂ht (curlx ζmh )∣∣2 dx.
Hence, by setting vmh as test function in the first equation of the momentum scheme
(3.3), multiplying with ∆t, and summing over all m = 1, . . . ,M , we obtain
M∑
m=1
∆t
∫
Ω
∣∣∂ht (curlx ζmh )∣∣2 dxdt
= −
M∑
m=1
∆t
∫
Ω
µ curlxw
m
h ∂
h
t (curlx ζ
m
h ) dxdt
≤ µ
(
M∑
m=1
∆t‖∂ht (curlx ζmh ) ‖2
) 1
2
(
M∑
m=1
∆t‖ curlxwmh ‖2L2(Ω)
) 1
2
.
An application of the Cauchy inequality with ǫ to the above estimate yields
‖∂ht (curlx ζh) ‖L2(0,T ;L2(Ω)) ≤
µ
2
‖ curlxwh‖L2(0,T ;L2(Ω)).
Lemma 4.3 provides a bound on the right–hand side and hence the proof is complete.

5. Higher intergrability on the density
The stability estimate only provides the bound p(̺h) ∈b L∞(0, T ;L1(Ω)). Hence,
it is not clear that p(̺h) converges weakly to an integrable function. Moreover, the
subsequent analysis relies heavily on the pressure having higher integrability. In
this section we establish that the density is in fact bounded in Lγ+1(0, T ;Lγ+1(Ω)),
independently of h. The main technical tool used to achieve this is an equation for
the effective viscous flux:
Peff(̺,u) = p(̺)− (λ+ µ) divx u.
We start by deriving this equation. For this purpose, fix any φ ∈ L2(0, T ;L20(Ω))
and, for each fixed h > 0, let
vh(t, ·) = ΠVh
(∇x∆−1 [φ]) (t, ·), t ∈ (0, T ),
and
vmh =
1
∆t
∫ tm
tm−1
vh(s, ·) ds, m = 1, . . . ,M.
Observe that vh is constructed such that
divx v
m
h =
1
∆t
∫ tm
tm−1
φ dt, m = 1, . . . ,M.
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By inserting vmh as test function in the momentum scheme (3.3), multiplying
with ∆t, and summing over all m = 1, . . . ,M , we are led to the identity
∫ T
0
∫
Ω
Peff(̺h,uh)φ dxdt =
∫ T
0
∫
Ω
(
∂ht (uh) + µ curlxwh
)
ΠVh
(∇x∆−1 [φ]) dxdt.
Since
∫
Ω(curlxw
m
h )∇x∆−1 [φ] dx = 0, for all m = 1, . . . ,M , we can further write
∫ T
0
∫
Ω
Peff(̺h,uh)φ dxdt
=
∫ T
0
∫
Ω
∂ht (uh)∇x∆−1 [φ] dxdt
+
∫ T
0
∫
Ω
(
∂ht (uh) + µ curlxwh
) (
ΠVh
(∇x∆−1 [φ])−∇x∆−1 [φ]) dxdt.
(5.1)
As φ was fixed arbitrary, we can conclude that (5.1) holds for all φ ∈ L2(0, T ;L20(Ω)).
The following lemma ensures that the last term of (5.1) converges to zero.
Lemma 5.1. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then there exists a constant C > 0,
depending only on the initial data and the shape regularity of Eh, such that∣∣∣∣∣
∫ T
0
∫
Ω
(
∂ht (uh) + µ curlxwh
) (
ΠVh
(∇x∆−1 [φ])−∇x∆−1 [φ]) dxdt
∣∣∣∣∣
≤ C(h 12 + h)‖φ‖L2(0,T ;L2(Ω)), ∀φ ∈ L2(0, T ;L20(Ω)).
Proof. By this, the Ho¨lder inequality, and Lemma 2.8, we deduce∣∣∣∣∣
∫ T
0
∫
Ω
(
∂ht (uh) + µ curlxwh
)
(ΠVh
(∇x∆−1 [φ])−∇x∆−1 [φ]) dxdt
∣∣∣∣∣
≤ ch‖∇x∇x∆−1 [φ] ‖L2(0,T ;L2(Ω))
× (‖∂ht (uh) ‖L2(0,T ;L2(Ω)) + ‖ curlxwh‖L2(0,T ;L2(Ω)))
≤ C(h 12 + h)‖φ‖L2(0,T ;L2(Ω)),
where we in the last inequality have used Lemma 4.3 and (4.17). 
We are now in a position to prove higher integrability of the density. To increase
readability of the proof, we introduce the notation
〈φ〉Ω = 1|Ω|
∫
Ω
φ dx,
for the spatial average value of a function.
Lemma 5.2 (Higher integrability on the density). Let {(̺h,wh,uh)}h>0 be a se-
quence of numerical solutions constructed according to (3.5) and Definition 3.1.
Then
̺h ∈b Lγ+1((0, T )× Ω).
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Proof. Setting φ = ̺h − 〈̺0h〉Ω in (5.1) yields the identity
∫ T
0
∫
Ω
p(̺h)̺h dxdt
=
∫ T
0
∫
Ω
p(̺h)〈̺0h〉Ω + (λ+ µ) divx uh̺h + ∂ht (uh)∇x∆−1
[
(̺h − 〈̺0h〉Ω)
]
dxdt
+
∫ T
0
∫
Ω
(
∂ht (uh) + µ curlxwh
)
× (ΠVh (∇x∆−1 [̺h − 〈̺0h〉Ω])−∇x∆−1 [̺h − 〈̺0h〉Ω]) dxdt,
Applying the Ho¨lder inequality and Lemmas 4.3 and 5.1 yields
∣∣∣∣∣
∫ T
0
∫
Ω
p(̺h)̺h dxdt
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ T
0
∫
Ω
∂ht (uh)∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
∣∣∣∣∣
+ C
(
1 + h
1
2 + h
)
‖̺h‖L2(0,T ;L2(Ω)).
(5.2)
To bound the first term on the right–hand side, we first note that
∫ T
0
∫
Ω
∂ht (uh)∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
=
M∑
m=1
∆t
∫
Ω
umh − um−1h
∆t
∇x∆−1
[
̺mh − 〈̺0h〉Ω
]
dx.
(5.3)
Then, we apply summation by parts to (5.3) and make use of the Ho¨lder inequality
to obtain
∣∣∣∣∣
∫ T
0
∫
Ω
∂ht (uh)∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
∣∣∣∣∣
=
∣∣∣∣∣−
M∑
k=1
∆t
∫
Ω
um−1h ∇x∆−1
[
∂ht (̺
m
h )
]
dx
− 1
∆t
∫ ∆t
0
∫
Ω
u0h∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
∣∣∣∣∣
≤
∣∣∣∣∣
M∑
m=1
∆t
∫
Ω
um−1h ∇x∆−1
[
∂ht (̺
m
h )
]
dx
∣∣∣∣∣
+ C‖u0‖L2(Ω)‖̺h − 〈̺0h〉Ω‖L∞(0,T ;Lγ(Ω)),
(5.4)
where we in the last inequality have used elliptic theory (and γ∗ > 2 since γ > N2 )
to conclude that
∥∥∇x∆−1 [̺h − 〈̺0h〉Ω]∥∥L∞(0,T ;L2(Ω)) ≤ C‖̺h − 〈̺0h〉Ω‖L∞(0,T ;Lγ(Ω)).
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Next, using integration by parts,
M∑
m=1
∆t
∫
Ω
um−1h ∇x∆−1
[
∂ht (̺
m
h )
]
dx
=
M∑
m=1
∆t
∫
Ω
∆−1
[
divx u
m−1
h
](̺mh − ̺m−1h
∆t
)
dx
=
M∑
m=1
∆t
∫
Ω
umh ̺
m
h ∇x∆−1
[
divx u
m−1
h
]
dx
+
M∑
m=1
∆t
∑
E∈Eh
∫
∂E
J̺mh K∂E (umh · ν)−(ΠVh − I)∆−1
[
divx u
m−1
h
]
dS(x),
(5.5)
where the last equality is deduced as follows: Set φmh = Π
Q
h∆
−1
[
divx u
m−1
h
]
in the
continuity scheme (3.2) and perform the calculation (4.16).
By setting (5.5) into (5.4), and applying Lemma 4.5, we obtain∣∣∣∣∣
∫ T
0
∫
Ω
∂ht (uh)∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
∣∣∣∣∣
≤ C
(
1 + ‖uh‖
L2(0,T ;L
2γ
γ−1 (Ω))
‖̺h‖L∞(0,T ;Lγ(Ω))
)
+ hθ(γ)C‖∇x∆−1 [divx uh] ‖L2(0,T ;L2∗(Ω)),
(5.6)
where θ(γ) is given by (4.14).
Finally, inserting (5.6) into (5.2) and recalling that 2γ
γ−1 < 2
∗, since γ > N2 , gives∣∣∣∣∣
∫ T
0
∫
Ω
a̺
γ+1
h dxdt
∣∣∣∣∣
≤ C (1 + ‖uh‖L2(0,T ;L2∗ (Ω))‖̺h‖L∞(0,T ;Lγ(Ω)))+ hθ(γ)C‖ divx uh‖L2(0,T ;L2(Ω))
+
(
1 + h
1
2 + h
)
‖̺h‖L2(0,T ;L2(Ω)).
The proof then follows from the Ho¨lder and Cauchy (with epsilon) inequalities. 
6. Convergence
Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions constructed accord-
ing to (3.5) and Definition 3.1. In this section we establish that a subsequence
of {(̺h,wh,uh)}h>0 converges to a weak solution of the semi–stationary Stokes
system, thereby proving Theorem 3.5. The proof is divided into several steps:
(1) Strong convergence of the velocity.
(2) Convergence of the continuity scheme.
(3) Weak sequential continuity of the discrete viscous flux.
(4) Strong convergence of the density.
(5) Convergence of the velocity scheme.
Our starting point is that the results of the previous sections ensure us that the
approximate solutions (wh,uh, ̺h) satisfy the following h–independent bounds:
̺h ∈b L∞(0, T ;Lγ(Ω)) ∩ Lγ+1((0, T )× Ω),
wh ∈b L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W curl,20 (Ω)),
uh ∈b L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W div,20 (Ω)).
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Moreover, in view of Lemma 4.2, there exists sequences {ζh}h>0, {zh}h>0 such that
uh(·, t) = curlx ζh(·, t) + zh(·, t),
ζh(·, t) ∈W 0,⊥h (Ω), zh(·, t) ∈ V 0,⊥h (Ω),
(6.1)
for all t ∈ (0, T ) where
zh ∈b L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W div,20 (Ω)).
curlx ζh ∈b L∞(0, T ;L2(Ω)),
and
∂ht (curlx ζh) ∈b L2(0, T ;L2(Ω)).
Consequently, we may assume that there exist functions ̺,w,u such that
̺h
h→0
⇀ ̺, in L∞(0, T ;Lγ(Ω)) ∩ L2γ((0, T )× Ω),
wh
h→0
⇀ w, in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W curl,20 (Ω)),
uh
h→0
⇀ u, in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W div,20 (Ω)).
(6.2)
Furthermore, using the standard Hodge decomposition u = curlx ζ + ∇xs and
orthogonality,
zh
h→0
⇀ ∇xs, in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;W div,20 (Ω)),
curlx ζh
h→0
⇀ curlx ζ, in C(0, T ;L
2(Ω)) ∩W 1,2(0, T ;L2(Ω)).
(6.3)
In addition,
̺
γ
h
h→0
⇀ ̺γ , ̺
γ+1
h
h→0
⇀ ̺γ+1, ̺h log ̺h
h→0
⇀ ̺ log ̺,
where each
h→0
⇀ signifies weak convergence in a suitable Lp space with p > 1.
Finally, ̺h, ̺h log ̺h converge respectively to ̺, ̺ log ̺ in C([0, T ];L
p
weak(Ω)) for
some 1 < p < γ, cf. Lemma 2.2 and also [5,11]. In particular, ̺, ̺ log ̺, and ̺ log ̺
belong to C([0, T ];Lpweak(Ω)).
6.1. Strong convergence of the velocity.
Lemma 6.1. Let {(̺h,wh,uh)}h>0 be a sequence of numerical solutions con-
structed according to (3.5) and Definition 3.1. Then
uh → u, in L2(0, T ;L2(Ω)).
Proof. By virtue of (6.1) we can consider each component of the decomposition
uh = curlx ζh + zh. In Lemma 6.2 below we prove that
curlx ζh → curlx ζ, in L2(0, T ;L2(Ω)),
and hence it only remains to prove that zh → z in the sense of distributions.
From Lemma 4.7, we have the the weak time-continuity estimate:
∂ht (zh) ∈b L2(0, T ;W−1,1(Ω)).
Lemma 2.12 provides the spatial translation estimate:
‖zh(t, x) − zh(t, x− ξ)‖L2(0,T ;L2(Ω)) ≤ C(|ξ|2 + |ξ|
4−N
2 )
1
2 ‖ divx zh‖L2(0,T ;L2(Ω)),
where the constant C > 0 is independent of h and ξ. Lemma 2.3 can then be
applied (recalling (6.3)) to obtain the desired result;
zh → ∇xs, in L2(0, T ;L2(Ω)).

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Lemma 6.2. Given (6.2) and (6.3),
wh
h→0→ w, curlx ζh h→0→ curlx ζ in L2(0, T ;L2(Ω)).
Proof. Fix any t ∈ (0, T ) and m such that t ∈ (tm−1, tm], where tm = m∆t.
Subtract the first equation of (3.3) with vh = curlx ξ
m
h from µ times the second
equation of (3.3). Multiplying the result with ∆t and summing over all k = 1, . . . ,m
yields
∫ t
0
∫
Ω
µ curlx ηh curlx ζh − µ curlxwh curlx ξh dxdt
=
∫ t
0
∫
Ω
µwhηh + ∂
h
t (curlx ζh) curlx ξh dxdt,
(6.4)
for all ηh, ξh that are piecewise constant in time with values in Wh(Ω). Fixing
η, ξ ∈ C∞c ((0, T )× Ω), we use in (6.4) the test functions
ηh(t, ·) = ηmh (·) :=
1
∆t
∫ tm
tm−1
ΠWh η(·, s) ds, t ∈ (tm−1, tm), m = 1, . . . ,M .
ξh(t, ·) = ξmh (·) :=
1
∆t
∫ tm
tm−1
ΠWh ξ(·, s) ds, t ∈ (tm−1, tm), m = 1, . . . ,M .
Due to Lemma 2.8, curlx ξh → curlx ξ and curlx ηh → curlx η in L2(0, T ;L2(Ω)).
As a consequence, keeping in mind (6.2) and (6.3), we let h→ 0 in (6.4) to obtain
∫ t
0
∫
Ω
µ curlx η curlx ζ − µ curlxw curlx ξ dxdt
=
∫ t
0
∫
Ω
µwη + ∂t(curlx ζ) curlx ξ dxdt, ∀η, ξ ∈ C∞c ((0, T )× Ω).
(6.5)
Since C∞c ((0, T )× Ω) is dense in L2(0, T ;W curlx,20 (Ω)) ([10]), we see that (6.5)
holds for all η, ξ ∈ L2(0, T ;W curlx,20 (Ω)). Hence, taking η = w, ξ = ζ in (6.5),
1
2
∫
Ω
| curlx ζ0|2 dx =
∫ t
0
∫
Ω
µ |w|2 dxdt + 1
2
(∫
Ω
| curlx ζ|2 dx
)
(t), (6.6)
where curlx ζ
0 is given by the Hodge decomposition u0 = curlx ζ
0 +∇xs0.
Next, setting ηh = wh and ξh = ζh in (6.4), we observe that
1
2
∫
Ω
| curlx ζ0h|2 dx =
∫ t
0
∫
Ω
µ |wh|2 dxdt
+
1
2
(∫
Ω
| curlx ζh|2 dx
)
(t) +
1
2
M∑
m=1
∫
Ω
Jcurlx ζmh K2 dx.
(6.7)
Subtracting (6.6) from (6.7)
lim
h→0
[∫ t
0
∫
Ω
µ(|wh|2 − |w|2) dxdt+ 1
2
(∫
Ω
| curlx ζh|2 − | curlx ζ|2 dx
)
(t)
]
≤ lim
h→0
[
1
2
∫
Ω
| curlx ζ0h|2 − | curlx ζ0|2 dx
]
= 0,
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where the last equality is an application of Lemma 4.2. Consequently, for any
t ∈ (0, T ),
lim
h→0
[
µ‖wh −w‖2L2(0,t;L2(Ω)) +
1
2
‖ curlx ζh(t, ·)− curlx ζ(t, ·)‖2L2(Ω)
]
= lim
h→0
[∫ t
0
∫
Ω
µ
(|w|2 −whw) dxdt
]
+ lim
h→0
(∫
Ω
| curlx ζ|2 − (curlx ζh)(curlx ζ) dx
)
(t) = 0,
where the last term converges to zero due to the weak convergences (6.3). 
In the subsequent analysis, we will need the following technical lemma. For
notational convenience, we define the linear time interpolant ΠL:
(ΠLf) (t) = f
m−1 +
t− tm−1
∆t
(fm − fm−1), t ∈ (tm−1, tm). (6.8)
Lemma 6.3. Given (6.2) and (6.3),
∆−1[divx uh]
h→0→ ∆−1[divx u], in L2(0, T ;W 1,2(Ω)),
∆−1[divxΠLuh]
h→0→ ∆−1[divx u], in L2(0, T ;W 1,2(Ω)).
Proof. Recall the continuous Hodge decomposition
u = curlx ζ +∇xs.
As in the proof of Lemma 2.11, we have that zh = Π
V
h
(∇x∆−1 [divx uh]). Hence,
‖ΠVh
(∇x∆−1 [divx uh])−∇x∆−1 [divx u] ‖L2(0,T ;L2(Ω))
= ‖zh −∇xs‖L2(0,T ;L2(Ω)).
From Lemma 6.1, we have that the right-hand side converges to zero. Hence, we
conclude that ΠVh
(∇x∆−1 [divx uh]) → ∇x∆−1 [divx u] in L2(0, T ;L2(Ω)). Next,
we write
‖∇x∆−1 [divx uh]−∇x∆−1 [divx u] ‖L2(0,T ;L2(Ω))
≤ ‖∇x∆−1 [divx uh]−ΠVh
(∇x∆−1 [divx uh]) ‖L2(0,T ;L2(Ω))
+ ‖ΠVh
(∇x∆−1 [divx uh])−∇x∆−1 [divx u] ‖L2(0,T ;L2(Ω))
≤ Ch‖ divx uh‖L2(0,T ;L2(Ω))
+ ‖ΠVh
(∇x∆−1 [divx uh])−∇x∆−1 [divx u] ‖L2(0,T ;L2(Ω)).
By sending h→ 0, we discover
∇x∆−1 [divx uh]→ ∇x∆−1 [divx u] in L2(0, T ;L2(Ω)),
which proves the first part of the lemma.
A direct calculation gives
|ΠLuh(t, ·)− uh(t, ·)|2 ≤
∣∣∣quk−1h (·)y2∣∣∣ , t ∈ (tk−1, tk).
Hence, integrating over (0, T )× Ω yields
‖ΠLuh − uh‖2L2(0,T ;L2(Ω)) ≤ ∆t
M−1∑
k=1
∥∥qukhy∥∥2L2(Ω) ≤ C∆t, (6.9)
where the last inequality follows from Lemma 4.3.
Using elliptic theory and (6.9), we conclude∥∥∆−1 [ΠLuh − uh]∥∥L2(0,T ;W 1,2(Ω)) ≤ C(∆t) 12 .
A CONVERGENT MIXED METHOD FOR THE STOKES APPROXIMATION EQUATIONS 27
Hence, the limits are equal and consequently the second part of the lemma now
follows from the first.

6.2. Density scheme. Having established strong convergence of the velocity we
now prove that the numerical solutions converge to a weak solution of the continuity
equation (1.1).
Lemma 6.4 (Convergence of the continuity approximation). The limit pair (̺,u)
constructed in (6.2) is a weak solution of the continuity equation (1.1) in the sense
of Definition 2.4.
Proof. The proof is essentially identical to the proof of Lemma 6.4 in [8] and is only
included for the sake of completeness.
Fix a test function φ ∈ C∞c ([0, T ) × Ω), and introduce the piecewise constant
approximations φh := Π
Q
h φ, φ
m
h := Π
Q
h φ
m, and φm := 1∆t
∫ tm
tm−1
φ(t, ·) dt.
Let us employ φmh as test function in the continuity scheme (3.2) and sum over
m = 1, . . . ,M . The resulting equation reads
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m
h dxdt
=
∑
Γ∈ΓI
h
M∑
m=1
∆t
∫
Γ
(
̺m− (u
m
h · ν)+ + ̺m+ (umh · ν)−
) Jφmh KΓ dS(x).
As in the proof of Lemma 4.6 we can rewrite this as
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m
h dxdt
=
M∑
m=1
∆t
∫
Ω
̺mh u
m
h ∇xφm dx
+
∑
E∈Eh
M∑
m=1
∆t
∫
∂E\∂Ω
J̺mh K∂E (umh · ν)−(φmh − φm) dS(x)
=
∫ T
0
∫
Ω
̺huh∇xφ dxdt
+
∑
E∈Eh
∫ T
0
∫
∂E\∂Ω
J̺hK∂E (uh · ν)−(φh − φ) dS(x)dt.
(6.10)
Lemma 4.5 tells us that∣∣∣∣∣
∑
E∈Eh
∫ T
0
∫
∂E\∂Ω
J̺hK∂E (uh · ν)−(φh − φ) dS(x)dt
∣∣∣∣∣ ≤ C h 14 ‖∇xφ‖L2(0,T ;L2∗(Ω)) .
In view of Lemma 6.1,
lim
h→0
∫ T
0
∫
Ω
̺huh∇xφ dxdt =
∫ T
0
∫
Ω
̺u∇xφ dxdt.
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Summation by parts gives
M∑
m=1
∆t
∫
Ω
∂ht (̺
m
h )φ
m
h dxdt
= −
∫ T
∆t
∫
Ω
̺h(t−∆t, x) ∂
∂t
(ΠLφh) dxdt −
∫
Ω
̺0hφ
1
h dx
h→0→ −
∫ T
0
∫
Ω
̺φt dxdt −
∫
Ω
̺0φ(0, x) dx.
where (6.2), together with the strong convergence ̺0h
h→0→ ̺0, was used to pass to
the limit. Summarizing, letting h→ 0 in (6.10) delivers the desired result (2.1). 
6.3. Strong convergence of the density approximation. To obtain strong
convergence of the density approximations ̺h, the main ingredient is a weak con-
tinuity property of the quantity Peff(̺h,uh). To derive this property we use (5.1)
and a corresponding equation for the weak limit Peff(̺,u). We start by deriving
the latter.
Let ψ ∈ C∞c (0, T ) be arbitrary, set φ = ψ(̺ − 〈̺0〉Ω) in (5.1), take the limit
h→ 0, and apply Lemmas 5.1 and 5.2 to obtain
lim
h→0
∫ T
0
∫
Ω
Peff(̺h,uh)ψ(̺− 〈̺0〉Ω) dxdt
= lim
h→0
∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt.
(6.11)
Since the operator ∆−1 is self-adjoint, we can integrate by parts to obtain∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt
= −
∫ T
0
∫
Ω
∂ht
(
∆−1[divx uh]
)
ψ(̺− 〈̺0〉Ω) dxdt
= −
∫ T
0
∫
Ω
∂
∂t
(
∆−1[divxΠLuh]
)
ψ(̺− 〈̺0〉Ω) dxdt,
where the last equality follows by definition of ΠL (6.8).
Next, we move ψ inside the time integration and use that 〈̺0〉Ω is independent
of time. This gives∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt
= −
∫ T
0
∫
Ω
∂
∂t
(
ψ∆−1[divxΠLuh]
)
̺ dxdt
+
∫ T
0
∫
Ω
ψ′(t)
(
∆−1[divxΠLuh]
)
(̺− 〈̺0〉Ω) dxdt.
(6.12)
At this point, we recall that (̺,u) is a weak solution to the continuity equation
(Lemma 6.4). Inserting φ = ψ∆−1[divxΠLuh] as test function in the weak form of
continuity equation gives∫ T
0
∫
Ω
∂
∂t
(
ψ∆−1[divxΠLuh]
)
̺ dxdt = −
∫ T
0
∫
Ω
ψ̺u∇x∆−1 [ΠLuh] dxdt
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Setting this into (6.12) gives∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt
=
∫ T
0
∫
Ω
ψ̺u
(∇x∆−1 [divxΠLuh])+ ψ′(t)∆−1[divxΠLuh](̺− 〈̺0〉Ω) dxdt.
Sending h→ 0 and applying Lemma 6.3
lim
h→0
∫ t
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt
=
∫ t
0
∫
Ω
ψ̺u
(∇x∆−1 [divx u])+ ψ′(t)∆−1[divx u](̺− 〈̺0〉Ω) dxdt.
Finally, we insert this expression in (6.11) and obtain∫ t
0
∫
Ω
Peff(̺,u)̺ψ dxdt
=
∫ t
0
∫
Ω
ψ̺u
(∇x∆−1 [divx u])+ ψ′(t)∆−1[divx u](̺− 〈̺0〉Ω) dxdt.
(6.13)
Lemma 6.5 (Effective viscous flux). Given the convergences in (6.2),
lim
h→0
∫ T
0
∫
Ω
ψPeff(̺h,uh)̺h dxdt =
∫ T
0
∫
Ω
ψPeff(̺,u)̺ dxdt,
for all ψ ∈ C1c (0, T ).
Proof. Let ψ ∈ C1c (0, T ) be arbitrary and set φ = ψ(̺h − 〈̺0〉Ω) in (5.1) to obtain
lim
h→0
∫ T
0
∫
Ω
ψPf (̺h,uh)̺h dxdt = lim
h→0
∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺h − 〈̺0〉Ω
]
dxdt,
(6.14)
where we have also used Lemmas 5.2 and 5.1. As in (5.4) and (5.5) we can use
summation by parts and the continuity scheme (3.2) to deduce the following equality
for the the right–hand side:∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
= −
M∑
m=1
∆t
∫
Ω
um−1h ∂
h
t (ψ
m)∇x∆−1
[
̺mh − 〈̺0h〉Ω
]
+ um−1h ψ
m−1∇x∆−1
[
∂ht (̺
m
h )
]
dx
− 1
∆t
∫ ∆t
0
∫
Ω
ψu0h∇x∆−1
[
(̺h − 〈̺0h〉Ω)
]
dxdt
= −
M∑
m=1
∆t
∫
Ω
um−1h ∂
h
t (ψ
m)∇x∆−1
[
̺mh − 〈̺0h〉Ω
]
dx
+
M∑
m=1
∆t
∫
Ω
ψm−1umh ̺
m
h ∇x∆−1
[
divx u
m−1
h
]
dx
+
M∑
m=1
∆t
∑
E∈Eh
∫
∂E
ψm J̺mh K∂E (umh · ν)−(ΠVh − I)∆−1(divx um−1h ) dS(x)
− 1
∆t
∫ ∆t
0
∫
Ω
ψu0h∇x∆−1
[
(̺h − 〈̺0h〉Ω)
]
dxdt.
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Taking the limit h→ 0 and applying Lemma 4.5 gives
lim
h→0
∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
= lim
h→0
M∑
m=1
∆t
∫
Ω
ψm−1umh ̺
m
h ∇x∆−1
[
divx u
m−1
h
]
dx
−
∫ T
0
∫
Ω
uψ′(t)∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt.
(6.15)
We will now pass to the limit in the first term on the right-hand side.
From Lemmas 5.2, 6.1, and 6.3, we have that
̺h ⇀ ̺ in L
∞(0, T ;Lγ(Ω)) ∩ Lγ+1(0, T ;Lγ+1(Ω)),
uh → u in L2(0, T ;L2(Ω)), (6.16)
∇x∆−1 [divx uh]→ ∇x∆−1 [divx u] in L2(0, T ;L2(Ω)). (6.17)
This is insufficient to pass to the limit in the desired term. However, since uh ∈b
L∞(0, T ;L2(Ω)) ∩ L2(0, T ;L2∗(Ω)), we can by similar arguments as in the proof
of Lemma 6.3 deduce that ∇x∆−1 [divx uh] ∈b L∞(0, T ;L2(Ω))∩L2(0, T ;L2∗(Ω)).
Let β be given by
2
β
=
1
2
+
1
2∗
.
Then, β ≥ 2N
N−1 − ǫ, for any ǫ > 0. Since 2 ≤ β, the standard interpolation
inequality can be applied and yields∫ T
0
‖f‖4Lβ(Ω) dt ≤
∫ T
0
‖f‖2L2(Ω)‖f‖2L2∗(Ω) dt
≤ ‖f‖2L∞(0,T ;L2(Ω))‖f‖2L2(0,T ;L2∗(Ω)).
From this inequality, we conclude
∇x∆−1 [divx uh] ,uh ∈b L4(0, T ;Lβ(Ω)), (6.18)
For notational convenience, we introduce the function gh
gh(t, ·) = uh(t, ·) · ∇x∆−1 [divx uh(t−∆t, ·)] .
Note that gh is precisely the scalar product in (6.15). From the Ho¨lder inequality
and (6.18), we have in particular that
gh ∈b L2(0, T ;L2(Ω))
This, together with (6.16) and (6.17), tells us that
gh → g := u∇x∆−1 [divx u] , in Lp(0, T ;Lp(Ω)), for any p < 2, as h→ 0.
Hence, gh̺h ⇀ g̺ in the sense of distributions on (0, T ) × Ω. This is sufficient
to pass to the limit in the first term on the right-hand side of (6.15). By sending
h→ 0 in (6.15), we obtain the identity
lim
h→0
∫ T
0
∫
Ω
∂ht (uh)ψ∇x∆−1
[
̺h − 〈̺0h〉Ω
]
dxdt
=
∫ T
0
∫
Ω
ψ̺u∇x∆−1 [divx u]− uψ′(t)∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt.
(6.19)
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Then, (6.19) in (6.14) yields
lim
h→0
∫ T
0
∫
Ω
Peff(̺h,uh)ψ̺h dxdt
=
∫ T
0
∫
Ω
ψ̺u∇x∆−1 [divx u]− uψ′(t)∇x∆−1
[
̺− 〈̺0〉Ω
]
dxdt
=
∫ T
0
∫
Ω
ψ̺u
(∇x∆−1 [divx u])+ ψ′(t)(̺− 〈̺0〉Ω) (∆−1 divx u) dxdt
=
∫ T
0
∫
Ω
Peff(̺,u)ψ̺ dxdt,
where the last equality is (6.13). This concludes the proof. 
We are now in a position to prove strong convergence of the density approxima-
tions.
Lemma 6.6 (Strong convergence of the density). Suppose that (6.2) holds. Then,
passing to a subsequence if necessary,
̺h → ̺ a.e. in (0, T )× Ω.
Proof. The proof is identical to that of Lemma 6.6 in [8] and is included for the
sake of completeness.
In view of Lemma 6.4, the limit (̺,u) is a weak solution of the continuity equa-
tion and hence, by Lemma 2.6, also a renormalized solution. In particular,
(̺ log ̺)t + divx ((̺ log ̺)u) = ̺ divx u in the weak sense on [0, T )× Ω.
Since t 7→ ̺ log ̺ is continuous with values in some Lebesgue space equipped
with the weak topology, we can use this equation to obtain for any t > 0∫
Ω
(̺ log ̺) (t) dx−
∫
Ω
̺0 log ̺0 dx = −
∫ t
0
∫
Ω
̺ divx u dxds (6.20)
Next, we specify φh ≡ 1 as test function in the renormalized scheme (4.1),
multiply by ∆t, and sum the result over m. Making use of the convexity of z log z,
we infer for any m = 1, . . . ,M∫
Ω
̺mh log ̺
m
h dx−
∫
Ω
̺0h log ̺
0
h dx ≤ −
m∑
k=1
∆t
∫
Ω
̺mh divx u
m
h dxdt. (6.21)
In view of the convergences stated at the beginning of this section and strong
convergence of the initial data, we can send h→ 0 in (6.21) to obtain∫
Ω
(
̺ log ̺
)
(t) dx−
∫
Ω
̺0 log ̺0 dx ≤ −
∫ t
0
∫
Ω
̺ divx u dxds. (6.22)
Subtracting (6.20) from (6.22) gives∫
Ω
(
̺ log ̺− ̺ log ̺
)
(t) dx ≤ −
∫ t
0
∫
Ω
̺ divx u− ̺ divx u dxds,
for any t ∈ (0, T ). Lemma 6.5 tells us that∫ t
0
∫
Ω
̺ divx u− ̺ divx u dxds = a
µ+ λ
∫ t
0
∫
Ω
̺γ+1 − ̺γ̺ dxds ≥ 0,
where the last inequality follows as in [5, 11], so the following relation holds:
̺ log ̺ = ̺ log ̺ a.e. in (0, T )× Ω.
Now an application of Lemma 2.1 brings the proof to an end. 
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6.4. Velocity scheme.
Lemma 6.7 (Convergence of the momentum approximation). The limit triple
(w,u, ̺) constructed in (6.2) is a weak solution of the velocity equation (1.2) in
the sense of (2.3).
Proof. Fix (v,η) ∈ C∞c ((0, T ) × Ω), and introduce the projections vh = ΠVh v,
ηh = Π
W
h η and v
m
h =
1
∆t
∫ tm
tm−1
vh dt, η
m
h =
1
∆t
∫ tm
tm−1
ηh dt.
Utilizing vmh and η
m
h as test functions in the velocity scheme (3.3), multiplying
by ∆t, summing the result over m, and applying summation by parts, we gather
−
∫ T
∆t
∫
Ω
uh(t−∆t, x)∂ht (vh) dxdt
+ µ curlxwhvh + [(µ+ λ) divx uh − p(̺h)] divx vh dxdt =
∫
Ω
u0hv
1
h dx,∫ T
0
∫
Ω
whηh − uh curlx ηh dxdt = 0.
(6.23)
In view of Lemma 2.8, vh → v in L∞(0, T ;W div,p) for any finite p and ηh →
η in L∞(0, T ;W curl,p). Furthermore, by Lemmas 5.2 and 6.6 p(̺h) → p(̺) in
Lα((0, T ) × Ω) for any α < γ + 1. Hence, we can send h → 0 in (6.23) to obtain
that the limit constructed in (6.2) satisfies (2.2) for all test functions (v,η) ∈
C∞c ((0, T ) × Ω). Since C∞c ((0, T ) × Ω) is dense in both L2(0, T ;W curl,20 (Ω)) and
W 1,2(0, T ;L2(Ω)) ∩ L2(0, T ;W div,20 (Ω)) [10] this concludes the proof.

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