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Linear logic is a resource-aware logic that is based on an analysis of the classical proof rules of 
contraction (copying) and weakening (throwing away). In this paper we study the decision problem 
for the multiplicative fragment of linear logic without quantifiers or propositions: the constant-only 
case. We show that this fragment is NP-complete. Earlier work by Kanovich showed that proposi- 
tional multiplicative linear logic is NP-complete. With Natarajan Shankar, the first author de- 
veloped a simplified proof for the propositional case. The structure of this simplified proof is utihzed 
here with a new encoding which uses only constants. The end product is the somewhat surprising 
result that simply evatuating expressions in rrue,,Jb/sr, and, and OY in multiplicative lmear logic 
(1, I, 0, and 78) is NP-complete. By conversativity results not proven here, the NP-hardness of 
larger fragments of linear logic follows. 
1. Introduction 
When Girard introduced linear logic [7], he brought to light the expressive power 
which can be gained by restricting the structural rules of contraction (copying) and 
weakening (throwing away) for propositions. Without contraction or weakening, 
propositions may be thought of as resources, which must be carefully accounted 
for. Since linear logic treats propositions as resources natively, it has been called 
“resource-conscious” [S]. When propositions are treated as resources, as they are in 
linear logic, one is naturally led to consider two different forms of conjunction and 
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disjunction. Girard named the two kinds of connectives “additive” and “multiplica- 
tive”, and focused his attention on the multiplicative fragment by giving proof nets (a 
version of natural deduction tailored for linear logic) for this fragment. Since then 
much of the interest in linear logic has revolved around this fragment and small 
extensions to this fragment. 
In order to explain the proof-theoretic difference between additive and multiplica- 
tive connectives, consider the conjunctive goal C EA and B. In all sequent calculi, 
one must prove AFA and one must also prove r EB, for some A and r in order to 
prove this goal using the and rule. Various sequent calculi place different requirements 
on the relationship between C, A, and r. For example, in classical logic the latter two 
could be required to be subsets of the first (A SC and rs 1). This may be seen as 
implicitly allowing copying of some propositions, (those which appear in all three 
contexts), and throwing away others (those which appear in the conclusion C, 
but not in either hypothesis). The multiplicative conjunction @ of linear logic requires 
that the context C be divided between its hypotheses (the multiset union of A and r is 
C). The additive conjunction &, on the other hand, requires that the context be 
duplicated in both hypotheses (A =T=C). This critical difference is also reflected in 
the two forms of disjunction, which are the DeMorgan duals of the two forms of 
conjunction. 
Girard also added “exponential” unary connectives (! and ?) to linear logic, increas- 
ing the expressive power of the logic greatly. In fact, propositional linear logic with 
exponentials is undecidable [15]. Without exponentials, multiplicative-additive linear 
logic is PSPACE-complete [ 151. 
In this paper we focus on the smaller fragment with only the multiplicative 
connectives and constants, Constant-Only Multiplicative Linear Logic, or COMLL. 
In an earlier paper, the first author showed that the decision problem for Multiplica- 
tive Linear Logic (with propositions) MLL is in NP, by giving (a sketch of) an NP 
algorithm [15]. However, the NP-hardness of this problem was left open. Kanovich 
resolved this question showing that MLL is NP-complete [lo-121. 
An argument for the NP-hardness of this fragment was sketched by Kanovich in 
electronic mail [lo], thus demonstrating that this decision problem is NP-complete. 
The authors along with Natarajan Shankar found a simplification of Kanovich’s 
argument which is presented later in this paper. Kanovich later updated his 
argument to show that the “Horn fragment” of the multiplicatives is also NP- 
complete [ 111. 
Here we show that not only is MLL NP-complete, but COMLL is NP-complete as 
well. Note that this fragment contains no quantifiers or propositions, and thus one 
may view this decision problem as simply evaluating expressions in true,fulse, and, 
and or in multiplicative linear logic (1, I, 0, and 18). In COMLL there are many 
logical values; in fact, if one identifies values by equivalence classes of expressions 
under provable equivalence, then most (in some sense) expressions are distinct logical 
values. We will not, in fact, present an algorithm for evaluating COMLL expressions, 
but will use the fact that the value of any provable COMLL expression must be 1. 
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1.1. Propositionul linear logic 
The formal framework we will work with throughout this paper is a Gentzen-style 
sequent calculus. We discuss three independent logics here: LL (full propositional 
linear logic), MLL (LL restricted to multiplicative connectives and constants), and 
COMLL (the constant-only fragment of MLL). We begin with a definition of LL. 
A linear logic sequent is a E followed by a multiset of linear logic formulas. Note 
that in standard presentations of sequent calculi, sequents are often built from sets of 
formulas, where here we use multisets; this difference is crucial. We assume given a set 
of propositional symbols pi, along with their associated negations, pf. Below we give the 
inference rules for the linear sequent calculus, along with the definition of negation and 
implication. The reader should note that negation is a defined concept, not an operator. 
The folowing notational conventions are followed in this paper: 
Pi: positive propositional symbol 
pf: negative propositional symbol 
A, B, C: arbitrary formulas 
C, r, A: arbitrary multisets of formulas 
Thus the identity rule (I below) is restricted to atomic formulas, although in fact the 
identity rule for arbitrary formulas (I-A, A’) is derivable in this system. For notational 
convenience, it is usually assumed that ---o and @ associate to the right, and 
that @ has higher precedence than 4. The notation ?C is used to denote a multiset of 
formulas which all begin with ?. The names for the rules given below are shown on the 
right. Note that there is no rule for the 0 constant. 
I 
cut 
0 
0 
& 
?W 
?C 
?D 
t-Pi3 Pf 
EC, A k-r, A’ 
t--c, r 
tC,A tB, I- 
EC, (A 0 B), r 
t--c, A, B 
I-C, (A TB) 
t--c, A EC, B 
EC, (A 0 B) t-C, (A 0 B) 
FC,A l--c, B 
l--c, (A&B) 
tC 
t--c, ?A 
I-C, ?A, ?A 
FC, ?A 
IG, A 
FE. ?A 
identity 
cut 
tensor 
MLL 
MLL COMLL 
MLL COMLL 
par 
plus 
MLL COMLL 
with 
weakening 
contraction 
dereliction 
!S 
t?C, A 
k?C, ! A 
tz 
-L 
t.z, _L 
storage 
bottom 
1 
b-1 
one 
T F-c, T top 
MLL COMLL 
MLL COMLL 
Linear negation is defined as follows: 
Linear implication, -I, is defined as follows: 
A-BgA’TB. 
Note that A’ should be thought of as standing for the translation defined above. 
I .2. Multiplicative lineur logic 
The multiplicative fragment of linear logic MLL is defined as follows. The formulas 
of MLL are those of linear logic except that 0, &, !, ?, 0, and T are not allowed. The 
sequent rules for MLL are the same as those for LL except that the rules for the 
additive connectives, additive constants, and exponentials are omitted: 0, &, ?W, ?C, 
?D, !S, and T. This leaves only the rules I, Cut, 0, 78, I, and 1. These rules are 
marked on the right with MLL in the listing of rules above. 
1.3. Constant-onlJ3 tnultiplic’utive linear logic 
In this paper, our focus is on the constant-only multiplicative fragment of linear 
logic COMLL. The formulas of COMLL are built from just 1, I, 0, and 78. The 
sequent rules for COMLL are those of MLL except I. These rules are marked on the 
right with COMLL in the listing of rules above. 
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1.4. Multiplicative linear logic is NP-complete 
In this section we summarize results about the decision problem for propositional 
multiplicative linear logic. An argument for the NP-hardness of this fragment was first 
sketched by Kanovich in electronic mail [lo]. Together with the earlier result [lS] 
that the multiplicatives are in NP, Kanovich’s result showed that this decision 
problem is NP-complete. Kanovich later updated his argument to show that the 
“Horn fragment” of the multiplicatives is also NP-complete [l 1, 121, using a novel 
computational interpretation of this fragment of linear logic. This paper continues this 
trend by providing a proof that evaluating expressions in true,fulse, und, and C)T in 
multiplicative linear logic is NP-complete. That is, even without propositions, multi- 
plicative linear logic is NP-complete. 
MLL and COMLL are in NP. Informally, the argument showing membership in 
NP is simply that every connective in a multiplicative linear logic formula is analyzed 
exactly once in any cut-free proof. Thus an entire proof, if one exists, can be guessed 
and checked in nondeterministic polynomial time. 
Formally, we first state a fundamental theorem originally due to Girard [7], but 
proven in complete detail in [15]. 
Theorem 1.1 (Cut elimination). If a sequent is provable in MLL, then it is provable in 
MLL without using the Cut rule. 
The above references actually prove this theorem for full linear logic, but the result 
for the fragments in question here follows immediately. 
Without cut, multiplicative proofs are quite concise. 
Theorem 1.2 (Small-proofs). Every connective is analyzed exactly once in any cut:free 
MLL or COMLL prooJ 
From Theorem 1.1 and Theorem 1.2, we know that given a MLL or COMLL 
sequent of size n, if there is any proof of this sequent, then there is a proof with exactly 
n total applications of inference rules. Since each application of an inference rule may 
be represented in space linear in n, we may simply guess and check an entire n2 
representation of a proof tree in nondeterministic polynomial time. 
The following is one of a large family of permutabilities of inferences. Propositional 
classical logic allows all possible permutabilities (that is, it never matters which 
formula one chooses to break first in a classical proof), while intuitionistic and linear 
logic exhibit some impermutabilities [ 131. The following permutability of (multiplica- 
tive) disjunction holds in linear logic. 
Lemma 1.3 (Permutability of 7s). Zf there is a proof qf l-r, (A TB), then there is 
u proof qf Fr, A, B. 
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This lemma essentially states that comma is the same as ?B in sequents. 
The corresponding permutability for 0 does not hold, as demonstrated by the 
following example I-( 1 7? l), (I @ I). 
2. COMLL is NP-complete 
Some time ago, Girard [S] developed a necessary condition for the provability of 
COMLL expressions: 
Lemma 2.1 (Girard [S]). Dejine a function M from constant multiplicative linear 
expressions to be integers as follows: 
M(l)= 1 
M(I)=0 
M(A TB)= M(A)+ M(B) 
M(A @ I?) = M(A) + M(B) - 1 
If a formula A is provable in multiplicative linear logic and contains no propositions, then 
M(A)= 1. 
In other words, the number of tensors is one less than the number of ones in any 
provable constant-only MLL (COMLL) formula. Avron (and others) have studied 
generalizations of this “semantic” measure to include propositions (where a proposi- 
tion p is given value 1, and p’ is given value 0) yielding necessary conditions for MLL 
provability [3]. One may go even further, achieving a necessary condition for 
provability in larger fragments of linear logic, using min for & and max for 0, and 
plus and minus infinity for the additive constants. One may also generalize these 
conditions somewhat, replacing all instances of the numeric value 1 with an arbitrary 
constant c, and allowing propositions to have different (although fixed) values, where 
p has value up, and p’ has value c-up [3]. Other related work is given in [19] and [4]. 
BydefiningM(~-A1,A,,...,A,)=C,.i~., M(Ai) the function M can be extended to 
sequents. A sequent will be provable only if its measure is 1. 
Since the above is only a necessary condition, there has been a question as to 
whether some form of simple “truth table” or numerical evaluation function like the 
above could yield a necessary and sufficient condition for provability of COMLL 
expressions. The main result of this paper shows that even this multiplicative constant 
expression evaluation or circuit evaluation problem is NP-complete. 
We will encode an NP-complete problem, 432-Partition, in COMLL, and show 
that our encoding is sound and complete. The main idea is that the small-proof 
property of COMLL allows us to encode “resource distribution” problems naturally. 
Note that our encoding remains sound and complete in larger fragments of linear 
logic that are conservative over COMLL. However, the complexity of most larger 
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fragments of linear logic have already been completely characterized [15]. The 
432-Partition problem is introduced to separate the argument into properties of 
NP-complete problems in general and properties specific to linear logic. 
2.1. 3-Puvtition 
3-Partition is the basis of our proof of the NP-completeness of 432-Partition. 
3-Partition is described in Carey and Johnson [6, Page 2241. 
Instunce: Set A of 3m elements, a bound BEZ+, and a size s(a)~Z+ for each UEA such 
that B/4<s(a)<B/2 and such that CrrtAs(a)=mB. 
Question: Can A be partitioned into m disjoint sets AI, A,, . . . , A,,, such that, for 
1 <i <m, ~ut,~ s(a) = B (note that each Ai must therefore contain exactly 3 elements 
from A)? ’ 
Reference: [Carey and Johnson [6], 19751. 
Comment: NP-complete in the strong sense. 
Note that 3-Partition is NP-complete in the strong sense, which implies that even 
when the input is represented in unary, the problem is NP-hard. This property of 
3-Partition is essential for our application. since we represent the input problem in 
unary by multiplicities of linear formulas. 
2.2. 432-Purtition 
We introduce a new NP-complete problem, a variant of 3-Partition, that we call 
432-Partition: 
Instance: Set A of 3m elements, a bound BEZ+ with B> 8, and a size .s(a)~Z+ for each 
UEA such that B/4<s(a)<B/2 and such that ~c,EAs(a)=mB. 
Question: Can A be partitioned into m disjoint sets Al, AZ,. . , A,,, such that, for 
1 d&m, ~utA,s(u)=B+JA,(-3? 
Comment: NP-complete in the strong sense. 
We will show that solutions of 432-Partition correspond to solutions of 3-Partition 
for the same problem instance when B > 8. The restriction that B > 8 is added merely 
to simplify the statement of certain results. Informally, 432-Partition is in NP since 
one can nondeterministically guess and check a solution in polynomial time. 432- 
Partition is NP-hard since one can polynomially reduce 4-Partition (which is also 
known to be NP-complete in the strong sense [6]) to 3-partition such that the bound 
B is strictly greater than 8, and, for common problem instances, 432-Partition and 
3-Partition are equivalent. In Carey and Johnson [6] the standard transformation 
from 4-Partition to 3-Partition showing 3-Partition is NP-complete results in bound 
B strictly greater than 67. 
In fact, there is a very strong equivalence between these two problems when B > 8: 
the instances are the same, and all common instances are solvable in one case exactly 
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when they are solvable in the other. Furthermore, solutions in one case directly 
correspond to solutions in the other case. For common instances, it is clear that 
solutions to 3-Partition are solutions for the same instance of 432-Partition. 
Suppose we are given a solution to an instance of 432-Partition. First we will show 
that the groups of elements in the partition must have 4, 3, or 2 elements. For an 
arbitrary Ai, let Ai consist of xi, . . . ,x, from A, and let Xl =s(xi), . . . , XIZ=S(X,). 
Clearly we have B/4 <Xi < B/2. 
If II = 0, we have 0 = B - 3, which is false by our assumption that B > 8. If n = 1, we 
have Xl = B-2, but the sizes are bounded above by B/2, and with the assumption 
that B > 8, there is a contradiction. Since B/4 <Xi and 1, GiGn Xi = y1+ B - 3 we have 
n(B/4)<n+B-3.Fromthis,vianB<4B+4n-l2,weget 12-4B<(4-B)n,andthen 
(B-4)n<4B-12. Since 8<B implies that O<(B-4), we have n<(4B-12)/(B-4) 
and hence n < 4 + 4/(B - 4). Given that 8 < B and the right-hand expression is decreas- 
ing as a function of B, we conclude that n < 5. This leaves the n = 2, n = 3, and n = 4 
cases. 
Thus we have a partition each element of which consists of either two, three, or four 
elements. 
We will now describe how to construct a partition that is a solution to the 
3-partition instance from the 432-Partition solution. For any partition group Ai 
consisting of xi, . . , x,, as before, in the case that n = 3, we have 1, G ;< s Xi = B, and 
thus this set identifies a group which directly satisfies the requirement for 3-Partition, 
that is, the sum is equal to B. 
Note that if n = 2, we have by above constraint that X 1 +X2 = B - 1, and if n = 4, 
then Xl +X2+X3+X4=B+ 1. Since CaEA s(a)=mB, and the sums of the m groups 
of the partition must also add up to mB, there are exactly the same number of groups 
with four elements as there are groups with two elements. 
Let C =,fioor(B/4), then 4C < B d 4C + 3. There also exists an 0 <a d 3, such that 
B = 4C + a. Since the size of each element must be > B/4, the smallest element size will 
be C + 1. Since each element size is < B/2, the largest element size is 2C + 1. If there are 
any groups of four, then the problem constraint Xl +X2+X3 +X4= B+ 1 implies, 
using the lower bound on the element size, that 4(C + 1) f B + 1, that is, 4C + 3 <B. 
But this can only be true when B=4C+3. Furthermore, the elements in a group of 
four must all have this minimal size C + 1, otherwise the constraint cannot be satisfied. 
If there are any groups of two, then Xl +X2= B- 1, and there must be a group of 
four, so B=4L+ 3 as above and Xl +X2=4C+2. This forces any group of two to 
consist of elements with the maximal size 2C+ 1. Noting that there are exactly as 
many groups of two as groups of four, we may rearrange the elements of a 
group of four and a group of two into two groups of three by taking two elements 
from the group of four and one element from the group of two to form each group 
of three. Both resulting groups of three have total size 4C+ 3, which happily is 
equal to B. This “reshuffling” will result in a solution to the 3-Partition problem for 
the same problem instance. Therefore 3-Partition and 432-Partition are equivalent 
problems. 
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Note that, by the reduction above, 432-Partition is NP-complete in the strong 
\~‘tlsc. Thus 432-Partition is NP-complete even in unary notation. This is important, 
\incc we utilize a unary representation of instances in our linear logic encoding. 
.?..g. Etroding ivith propositions 
We use the notation, for x proposition and Y number, 
Y copies 
.A 
C 1 
xy=x~.x@‘~~~x@x. 
Given an instance of 3-Partition equipped with a set A = {ur , . .. , Use}, an integer B, 
and a unary function s, presented as a tuple (A, m, B, s), we define the encoding 
function 8 as 
We write Si for s(aJ to improve the readability here and in the following. 
This encoding is based on an encoding developed by the first author and Natarajan 
Shankar. It has been shown that this formula is provable in the multiplicative 
fragment of linear logic if and only if the 3-Partition problem is solvable [16]. 
The encoding using only constants can be generated from this one by replacing all 
occurrences of k and c by 1. 
2.4. Constant-only encoding 
We will now describe how 432-Partition instances (which are at the same time 
3-Partition instances) can be encoded in COMLL. 
We will use the following notation: 
Y copies 
r- 
* 
\ 
xY=x@x@ ... @X@X) 
as before and 
Y copm 
h 
c 7 
xCY)=x px p ..’ px px. 
Note that (x’)’ =(x1)’ ‘) and (x’~))‘=(x’)~. We also take x0= 1 and x(O)= 1. 
Given an instance of 432-Partition equipped with a set A = {aI, . . . , u3,,,), an integer 
B, and a unary function s, presented as a tuple (A, m, B, s), we define the encoding 
function 0 as 
@((A, m, B,s))=[(I- Is’)@ ... o(I--S3”)]~[(13~IB)m]. 
(Recall that Si abbreviates s(Ui).) 
Using the contrapositive (A --3 B-B’ -A’), we can develop a “1 only” encoding. 
[(1’S’)- l)@(l’s% l)@ 1.. @(l(S3JW), I)]-[(l’s)- 1(3))rn]. 
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Eliminating the linear implication in favour of w these formulas both become: 
O((A,m,B,s))=(l(S’)OI)79(1(s2)O1)~...~(1(S3m)O1)78[(I~781(3))m]. 
We will use the last form of this formula, since it contains no implicit negations 
(linear implication). One may see that this formula satisfies Girard’s measure ondition, 
Lemma 2.1, if there are 3m elements, and the sum of the sizes equals mB, side 
conditions on the statement of 432-Partition (and 3-Partition). Here are some useful 
basic results for Girard’s measure function: A4(l_‘) = - Y + 1 when 1~ Y, M( l(‘)) = Y, 
M(xY)= YM(x)- Y+ 1, and M(xcY))= YM(x). 
The claim is that (any one of) the above encoding 
multiplicative fragment of linear logic if and only if 
solvable. 
2.5. Soundness 
formulas are provable in the 
the 432-Partition problem is 
Lemma 2.2 (Soundness). Zfa 3-1‘ : rtltion problem (A, m, B, S) is solvable, then we are 
able to jnd a proof of the COMLL formula @((A, m, B, s)). 
Proof. The proof is straightforward. For each group of 4, 
assumed solution to the 432-Partition problem, one forms 
assuming that two of the elements of the group are numbered 
element which will be discussed below. 
3, or 2 elements in the 
the following subproof, 
x and y. r is a schematic 
t1@x), l(SY), r, 1, IB El, I1 tl’ 
k(l(SX) @ I), l(SY), r, 1, 1, Is @ vll 
k-( l(SX) 0 I), (1 (Q) @ I), 1-, 1, 1, 1, IB 
8 
t(l(sx> 0 I),(l@JQ@ I), 1-, 1C2), 1, IS 
79 
k(lQX) @ I), (1 (sy) 0 I), r, ic3), LB% 
I+@) 0 I), (I 0 I), r, ic3) 23 LB 
78 
Depending on whether the group has 4, 3, or 2 elements r is, respectively, 
$&(l(sz) @ I), (l(SW) @ I)“, “1 +) @ I”, or empty, where z and w are also numbers of 
elements of the group. The elided proof of k 1 csx), 1 (‘Y), r, 1, Is is guaranteed to exist 
by the conditions on the solution to 432-Partition, as we can see by considering the 
different cases. 
As demonstrated in the above proof schemata, since k-1, I is provable, a require- 
ment to prove k(A @ I_), 1, C can be directly reduced to the requirement to prove 
FA, C by a use of the @I rule. By induction we get that kl(N), IN, and in this the 
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occurrences of 1 may be arbitrarily grouped by using the 79 rule. (This means that 
Girard’s condition, Lemma 2.1, is necessary and sufficient for sequents of this very 
simple form.) 
In the case that the group has just 2 elements, it is necessary to prove k 1 (s.Y), I(“‘), 
1, I’, but this is easy since conditions on the instance require that Sx + Sy = B- 1 and 
so Sx+Sy+ 1 =B. 
In the case that the group has 3 elements, it is necessary to prove El(‘.‘), I(‘?‘), 
(l(s=) @ I) 1 IS , which reduces by a use of the @ rule to k 1 (so>, l<sY>, l(s->, LB, This 
last is easily seen to be provable since the conditions on the instance require that 
Sx+Sy+Sz=B. 
In the case that the group has 4 elements, it is necessary to prove t-l(SY), l(‘J’), 
(l(“) @ I), (l@“) @ I), 1, IB. First apply the @ rule once to (l(‘“) @ I) and the 
1 that is available. Then apply the 7%’ rule once to remove a 1 from lx”), which is valid 
since 0 < Sx, and apply the @ rule once more on (1 csZ) @ I). The resulting open proof 
goa1 is l<(S’pll>, l(S1’>, lCsz), l(sbv>, LB 3 which is easily seen to be provable, since the 
conditions on the instance require that Sx +Sy+Sz+Sw = B+ 1, and so 
(Sx- l)+Sy+Sz+Sw=B. 
Given the m proofs constructed as above from each of the m groups of elements, one 
combines them with @ into a proof of 
E(l(S’)@ J-), . ..) (l(S’M)@ I), (13?3lB)“. 
The proof can then be completed with 3m applications of the V rule. q 
2.4. Completeness 
Lemma 2.3 (Completeness). For A, m, B, and s satisjying the constraints of‘ 432- 
Partition, ij there is a proof’ of the COMLL f ormula @((A, m, B, s)), then the 
432-Partition problem (A, m, B, s> is s&able. 
Proof. The following makes heavy use of Lemma 2.1. 
Assuming we have a proof of 
k(l(S’)@ l_)78(1 CS2) @ 1)7a ... T(l <sjm) @ 1) ‘8(1B 7$7 10))” 
we show that the corresponding 432-Partition problem is solvable. 
If there is a proof of this sequent, then there is a cut-free proof, by the cut 
elimination theorem (Theorem 1.1). By repeated applications of Lemma 1.3, if there is 
a proof of this sequent, then there is a proof of E(l(“) @ I), (l(‘*) @ I), . . . , 
(1 (S3m) @ I), (-LB 78 l(3))? 
We then perform complete induction over a generalization of m. Consider, in 
general, sequents of the form l-( l(“) @ I), ( lcx2) @ i), . . . , ( lcXn) @ I), (_LB 78 l(3))k, 
where k d m, and the Xj are a subset of the Si and so satisfy B/4 < Xj < B/2. If k > 1, the 
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proof of this sequent must end in a use of the @ rule, since all formulas have main 
connective 0. We next show that the principal formula of that rule application must 
be (LB ‘79 1(3))k. 
First, we note that each formula (1 (‘j) @ I) has measure Xj- 1. Since B > 8, the 
condition, Xj > B/4, ensures that for allj, Xj > 2, and therefore Xj - 1 > 1. There is only 
one formula, (LB 7%’ 1(3))k, with negative measure. 
If we assume that one of the (1 Vi) @ I) formulas is principal in an application 
of 0, by Lemma 2.1, each hypothesis sequent must have measure one. In this case we 
have the following supposed proof for some C and d with the multiset union 
Cudu(1 (“) @ I) being eq ual to the conclusion: 
I-c, I tA, lcx’) 
0 
t(l(x’)OI),(l(X2)O~),...,(l(X’1)OI),(1~781(3))k 
But l(“) which occurs in one hypothesis of the rule has measure > 2. Therefore, the 
formula with negative measure, (LB T l(3))k, must occur in A. Now consider the other 
hypothesis, which must contain I, and other formulas C from the conclusion sequent. 
If any formulas of the form (1 (‘j) 0 I) are included in C, the measure of that 
hypothesis is greater than 1. If no such formulas are included, then the sequent has 
measure 0. In either case, by Lemma 2.1, that sequent is not provable. Thus the 
assumption that one of the (1 cxi) @ I) formulas is principal must be in error, and 
(is;18 1(3))k must be principal. 
Thus if k> 1, the only possible next proof step is 0, with principal formula 
(IB v 1(3))k. Any such application of the @ rule partitions the elements of the sequent 
into two groups and splits (LB 78 1(3))k into two fragments of the same form. Using this 
result, we see that the proof under consideration must repeatedly refine a partition of 
the elements (l(a) @ I) by splitting a group into two smaller pieces under control of 
an element of the form (1’ i%’ l(3))k, where initially k = m. It is easy to see that these 
controlling elements limit the splitting process so that at most m groups can be 
created. If all groups with k> 1 have ben eliminated, then there will be exactly 
m groups in the partition. 
We may then focus on the case when k= 1 which will correspond to a small leaf 
branch of the proof tree. We claim that each such branch in the proof corresponds to 
one partition in the solution of the original 432-Partition problem. That is, we claim 
that when k= 1, we must be left with a sequent of the form: 
k-(1@‘)@ I),(l(X2)@ I) ),..) (I@“)@ I), (1B’91(3)) 
where the Xj are a subset of the Si, and no Xj appears in more than one such sequent. 
There are exactly B + y1- 1 occurrences of @ in this sequent, and 1, s iGn Xi + 3 ones 
in this sequent. By Lemma 2.1, (CIGiGn Xi+3)-(B+n-l)=l, or equivalently 
2, GiGnXi= B+n-3. This gives rise to the conditions for one group of a partition 
Constant-only multiplicatioe linear logic is NP-complete 167 
that is a solution of the 432-Partition problem instance. (The conditions on the sizes Si 
are sufficient to ensure that 2 <n<4 as in Section 2.2.) 
Thus, given any proof of @((A, m, B, s)), we first see that one may identify 
m branches, each of which is of the form E(l(X’) @ I), (l(“) @ I), . . . , (l(*“) @ I), 
(LB V lc3)). From these m branches, we may identify m groups of 4, 3, or 2 elements of 
the associated 432-Partition problem. In other words, from any proof of the given 
sequent, one may construct a solution to the 432-Partition problem. 0 
2.7. Main result 
From the preceding, soundness and completeness, we immediately achieve our 
stated result. 
Theorem 2.4 (COMLL NP-complete). The decision problem for constant-only multi- 
plicative linear logic is NP-complete. 
Also, with an easy conservatity result, we find that this NP-hardness proof suffices 
for multiplicative linear logic as well. 
Theorem 2.5 (Conservativity). Multiplicative linear logic is conservative over constant- 
only multiplicative linear logic. 
Proof. By induction on cut-free MLL proofs. 0 
3. Alternate encodings 
Consider the earlier encodings of 3-Partition in full multiplicative linear logic: 
[(k i) (.s(al) ) @ . . . @ (k 4 c”(“s*)) @ (cB- j)“‘] 4 (k3 -~j)“‘. 
Con;stant-only encodings can be generated by replacing c by bottom, and k by I(‘) for 
some integer C. A value of C that is particularly interesting is C = CaEA s(a). Although 
they are still polynomial, such encodings tend to be larger than the one advocated 
above, and result in somewhat less complicated proofs of soundness. The case of C = 1 
is an incorrect encoding, and one may consider the “bottom only” encoding proved 
sound and complete above to be generated from the case C=O. 
4. Conclusion 
We have demonstrated that simply evaluating expressions in true, false, and, and or 
in multiplicative linear logic (1, I, 0, and V) is NP-complete. By conservativity 
results, the NP-hardness of larger fragments of linear logic follow, although some of 
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these results were known previously. These results constitute further dramatic evid- 
ence of the extreme expressive power of linear logic. Other results along these lines 
have previously shown that full propositional linear logic is undecidable, and that 
there are natural fragments which are PSPACE-complete, EXPTIME-complete, and 
NP-complete. 
Complexity results for fragments of linear logic indicate the difficulty of construct- 
ing efficient decision procedures for large fragments of linear logic. It may have been 
hoped previously that some “semantic” measure condition could be used to immedi- 
ately decide constant-only expressions in linear logic. When constructing theorem 
provers for linear logic, one must consider carefully the sources of exponential blowup 
identified by these suites of results (in this case, the splitting of contexts in applications 
of the 0 rule). In constructing such theorem provers, conditions such as Lemma 2.1 
may be useful in pruning proof search trees. 
However, it is still essentially unknown how to harness the evident power of 
linear logic for useful purposes. Several interesting attempts have been made, includ- 
ing using linear logic as the basis for a logic programming language [9,2, 17, 181, and 
as the basis for a functional programming language [l, 143. The results given here 
have more direct impact on the logic programming approach, which is still in its 
infancy. 
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