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Rationalizing the Activity of an “Artificial Diels-Alderase”: Es-
tablishing Efficient and Accurate Protocols for Calculating 
Supramolecular Catalysis 
Tom A. Young,† Vicente Martí-Centelles,‡ Jianzhu Wang,‡ Paul J. Lusby,‡* and Fernanda Duarte	†* 
†Chemistry Research Laboratory, University of Oxford, Mansfield Road, Oxford, OX1 3TA, U.K 
‡EaStCHEM School of Chemistry, University of Edinburgh, Joseph Black Building, David Brewster Road, Edinburgh, Scot-
land, EH9 3FJ, U.K 
ABSTRACT: Self-assembled cages have emerged as novel platforms to explore bio-inspired catalysis. While many different size 
and shape supramolecular structures are now readily accessible, only a few are known to accelerate chemical reactions under sub-
stoichiometric conditions. These limited examples point to a poor understanding of cage catalysis in general, limiting the ability to 
design new systems. Here we show that a simple and efficient density functional theory-based methodology, informed by explicitly 
solvated molecular dynamics and coupled cluster calculations is sufficient to accurately reproduce experimental guest binding affin-
ities (MAD = 1.9 kcal mol-1) and identify the catalytic Diels-Alder proficiencies (>80 % accuracy) of two homologous Pd2L4 metal-
locages with a variety of substrates. This analysis reveals how subtle structural differences in the cage framework affect binding and 
catalysis. These effects manifest in a smaller distortion and more favorable interaction energy for the catalytic cage compared to the 
inactive structure. This study gives a detailed insight that would otherwise be difficult to obtain from experiments, providing new 
opportunities in the design catalytically active supramolecular cages.
INTRODUCTION 
Self-assembly of molecular building blocks is ubiquitous in na-
ture. Examples of this appear in protein cages,1,2 enzyme com-
plexes,3 and bacterial nanocompartments.4 The remarkable 
properties of these structures have inspired the design of biomi-
metic systems that exhibit similar properties at a minimalistic 
scale. In this context, a large variety of self-assembled cages 
constructed from simple building blocks via metal–ligand inter-
actions,5,6 hydrogen bonds,7-9 and other non-covalent interac-
tions10 have been reported in recent decades.  
While many cages have been used successfully for recognition 
and sensing, far fewer have mimicked the catalytic proficiency 
and selectivity observed in enzymes. More than twenty years 
have passed since Sanders raised the question regarding the 
scarcity of effective supramolecular catalysts.11 Still, his words 
remain a timely reminder of both the challenges and opportuni-
ties within this field. To date, only a handful of self-assembled 
catalytic metallocages exist,12 most notably the [Ga4L6]12− tetra-
hedron originally developed by Raymond.13 Through a fruitful 
collaboration with Bergman and recently Toste, this water-sol-
uble anionic assembly has been shown to catalyze a number of 
transformations, including aza-Cope14,15 and Prins rearrange-
ments,16,17 the Nazarov cyclisation,18 and hydrolysis of acid-la-
bile compounds under basic conditions,19 among others.12 The 
prototypical self-assembled metallocages developed in Makoto 
Fujita’s group have also been shown to catalyze Diels-Alder 
and Knoevenagel reactions,20,21 while other water soluble sys-
tems can promote different hydrolysis reactions.22-24 Several 
trends have emerged from these investigations. First, substrate 
encapsulation occurs due to the hydrophobic effect. Second, 
many of the reactions produce water soluble products to avoid 
inhibition. Thirdly, acceleration is commonly a consequence of 
high effective concentration of substrates or functional groups, 
either through co-encapsulation, ion-pairing or constrictive 
binding, and/or coulombic interactions between the charged 
host and electrostatically matched intermediates.25,26 These ap-
proaches while effective in providing acceleration, in many 
cases suffer from product inhibition (turnover) or are specific to 
water-soluble cages.  
Despite notable examples of cage-catalysis, there has been a 
distinct lack of complementary computational investigation, 
probably due to their large size and the presence of multiple 
metal centers. Indeed, only recently, the catalytic activity of the 
[Ga4L6]12– cage has been explored computationally by Head-
Gordon and Ujaque, respectively.27,28 Other catalytic activity 
studies have almost exclusively focused on organic sys-
tems.7,25,26,29,30 In this work, we focus on the [Pd2L4]4+ architec-
ture, which occupies a prominent place in supramolecular 
chemistry.31-35 Originally reported by Steel and co-workers,36 
the [Pd2L4]4+ topology is one of the simplest and most versatile 
architectures.32,34 To date, several homo- and heteroleptic vari-
ants (consisting of one or different types of ligand, respectively) 
have been reported by Hooley,37 Shionoya,38 Clever,39-42 Crow-
ley,43,44 and others,45-47 with applications in molecular recogni-
tion,47 drug delivery,31 stabilization of reactive species,48 and re-
cently catalysis.49 Despite their promising applications and 
scope for redesign, no computational investigation has been 
carried out to explore their catalytic power. The few prior com-
putational studies on this system have only focused on struc-
tural33 and spectroscopic analysis.50  
In 2018, Lusby and co-workers evaluated the ability of simple 
[Pd2L4]4+ capsules C-1 ([Pd2LCH4]4+) and C-2 (Pd2LN4]4+) to cat-
alyze Diels-Alder (DA) reactions, using quinone substrates as 
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dienophiles in dichloromethane (DCM) solvent at room temper-
ature (Figure 1).49 Unlike most other capsule-catalyzed reac-
tion, this method principally exploits enthalpic activation, 
where C–H hydrogen bond interactions were postulated to acti-
vate the dienophile. It was observed that while C-2 was catalytic 
(rate accelerations (kcat/kuncat) of up to 103), the homologous C-1 
cage was inactive, despite C-1 binding quinones in the same 
mode. The contrasting catalytic ability was postulated to arise 
as a result of two factors: weakened substrate binding in C-2 
due to a repulsive interaction in the ground-state between the 
nitrogen lone pair (n) and the π-bond of the guest, and stabili-
zation of the TS through the formation of favorable N···HC hy-
drogen bonds. The latter was inferred from the stronger binding 
of a TS mimic (the DA adduct of benzoquinone and cyclopen-
tadiene) in C-2 compared to C-1.49 However, the difference in 
catalysis has been purely rationalized on the basis of thermody-
namic parameters, such that the precise origin of acceleration, 
and by extension lack of activity for C-1, are still poorly under-
stood. This substantially limits our ability to design supramo-
lecular catalysts for new chemical reactions.  
 
Figure 1. (a) Diels-Alder reaction studied by Lusby and co-work-
ers employing the [Pd2L4]2+ capsules, C-1 and C-2. (b) Schematic 
representation of our computational approach.  
Computational studies that could quantitatively rationalize such 
observations are highly desirable to optimize and design of 
novel catalytic cages. However, the ability to routinely study 
and predict binding and catalysis in solution remains an open 
challenge. This is particularly true for the latter, where both 
thermodynamic and kinetic aspects must be considered. In this 
context, this work aims to rationalize the observed differences 
in binding and catalysis between metallocages C-1 and C-2, 
paving the way to an efficient computational protocol to under-
stand related systems. To achieve these goals, we employ ex-
plicitly solvated molecular dynamics (MD) and density func-
tional theory (DFT) methods, which are validated against ex-
periments and coupled cluster [CCSD(T)] calculations. Using 
this protocol, we elucidate the effect of intermolecular interac-
tions, solvent and structural flexibility on the guest binding, and 
provide molecular-level insight into the catalytic properties of 
these systems. Our approach provides an affordable route to ex-
plore novel metallocage designs as non-covalent catalysts for 
applications in synthetic methodology. 
RESULTS AND DISCUSSION 
Dynamic Properties. The self-assembled structures of C-1 and 
C-2 have been assumed to be highly rigid, even though they 
contain several potential rotatable σ-bonds (sixteen C-C bonds 
at either side of the acetylene group and eight Pd-pyridine co-
ordination interactions).51 To examine the flexibility of these 
systems, we performed explicitly solvated (DCM) molecular 
dynamics (MD) simulations in the presence and absence of a 
quinone guest. A modified version of the Pd2+ dummy-model – 
where the square planar geometry is obtained by adding four 
dummy atoms each with +0.5 e charge around the Pd center –
was used (Table S1).52 This model provided Pd–N distances in 
the cages C-1 (avg. = 1.95 Å) and C-2 (avg. = 1.95 Å) similar 
to those found for Pd–pyridyl containing cages in the Cam-
bridge Structural Database (2.02±0.01 Å)31,53 and also those ob-
tained from DFT calculations (2.02 Å, Table S2). However, 
this model was found to substantially underestimate the Pd–O 
distances in aqua-complexes (avg. 1.85 Å cf. expt.54 2.01 Å), a 
measurement that is usually used to parameterize metal com-
plexes and for which extensive amount of experimental data is 
available (Figure S1).55 This demonstrates the challenges of di-
rectly transferring these parameters between different solvent 
environments. It is also important to note that while standard 
soft-sphere models (with no dummy atoms) have been used to 
model aqua-complexes, it was found that they failed to maintain 
stable metallocage assemblies in DCM beyond the picosecond 
time-scale.  
With suitable force field parameters to describe the metal and 
organic building blocks, we then assessed the flexibility of the 
two cages by monitoring several geometric parameters (Fig-
ures 2 and S2-S6). They include the Pd-Pd and Pd–N(pyr) dis-
tance, twist angle (θ) and a ‘squareness’ (∆l) estimate (see 
SI §1.2). Despite the subtle difference between ligands LCH and 
LN, slightly different Pd–Pd distances are observed, which vary 
between 11.3 – 12.9 Å for C-1 and 10.9 –12.5 Å for C-2 (avg. 
12.11 and 11.74 Å respectively). The slightly shorter Pd-Pd dis-
tance of C-2 has also been observed in several crystal structures. 
We hypothesize this difference arises from a subtle variation in 
ligand geometries, with LN having a more concave angle than 
LCH (Figure S7). This also manifests in contrasting helical flex-
ibility, as defined by the twist angle, wherein θ ~ 0° corresponds 
to the highest symmetry conformation and non-zero values are 
twisted structures. MD simulations show that this twisting can 
be as high ±60° for both cages. However, the distribution of 
twisted states is different. For the vacant cages, C-1 is biased 
towards the symmetric structure (θ ~ 0°, Figure 2a) while C-2 
shows a spread of states (±30°, Figure 2b) with similar energy. 
DFT geometry optimization of representative conformations for 
C-1 found during MD simulation, confirm several local minima 
that could be thermally accessible at room temperature. They 
include structures with almost perfect D4h symmetry 
(Erel(i) = 0.0 kcal mol–1), a slight distortion (Erel(ii) = 0.7 kcal 
mol–1) and a pronounced helical twist (Erel(iii) = 2.6 kcal mol–1, 
Figure 2). Overall, this analysis shows that correlated motion 
of several partially rotatable bonds gives rise to an overall mac-
romolecular flexibility. The accessibility of helical geometries 
also provides potential new opportunities in enantioselective 
catalysis, which have recently started to be explored in alternate 
metallocage (M4L6) assemblies.56 
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Figure 2. (a) Twist angle (θ) frequency for C-1 and C-2 calculated in explicit DCM solvent, over 30 ns of cumulative MD simulations and 
(b) local minima for C-1 (i-iii) calculated at the PBE0-D3BJ/def2-SVP level of theory. Relative energies (Erel) in kcal mol–1. 
Efficient Protocol for Binding Affinity Calculations. To 
quantitatively rationalize catalysis and binding for C-1 and C-2, 
each with ~150-200 atoms, a computationally efficient protocol 
is required. Here, we targeted a total time less than the corre-
sponding experiments would take (~1 day). We selected the 
M06-2X/def2-TZVP (M2) level of theory, which has been 
shown to provide accurate association energies for large supra-
molecular systems.57 Furthermore, to compare the binding af-
finity across a range of quinone/Pd2L4 cages, and considering 
the challenges associated with entropy calculations,58-60 we an-
alyzed relative potential energy differences (∆∆Ebind) rather 
than Gibbs free energy differences (∆∆Gbind), i.e without con-
sidering entropic or zero-point-energy corrections, which can-
cel when comparing both cages (see detailed discussion in SI 
§3.3).61 
The binding energy of a general quinone (qn) is defined as 
∆Ebind(qn⊂C-X) = E(qn⊂C-X) – E(qn) – E(C-X), with nega-
tive values suggesting favorable binding; the relative binding 
affinity between the two cages is then defined as ∆∆Ebind(qn) = 
∆Ebind(qn⊂C-2) – ∆Ebind(qn⊂C-1), where positive values indi-
cate a preference of the guest to bind within C-1 over C-2. From 
Figure 3a and Table S3, it can be observed that for benzoqui-
none (bq), in the gas phase, binding is preferred in C-2 over 
C-1 (∆∆Ebind = –4.5 kcal mol–1), in contrast to the solution-
phase experimental observation. The gas-phase C-2 preference 
arises from the H-bond interactions between the nitrogen lone 
pairs (n) and the antibonding σ*(C–H) orbitals in bq, which are 
stronger than the interaction between the C-H group of the 
meta-substituted benzene and the π bond in bq (vide infra). 
However, when implicit DCM solvent is introduced, these in-
teractions are almost entirely masked, leading to a preference 
for C-1 over C-2, in agreement to experimental results (calcd. 
∆∆Ebind = +1.9 kcal mol–1 cf. expt.49 ∆∆Gbind = +1.2 kcal mol-1). 
For the larger guest anthraquinone (aq), for which the n 
→σ*(C–H) interactions are not possible, binding in C-1 is fa-
vored in both gas and solvent phase, in good agreement with 
experiment (calcd. ∆∆Ebind = +3.7 kcal mol-1 cf. expt. ∆∆Gbind = 
+5.1 kcal mol–1). Pleasingly, the absolute binding affinity of bq 
was also predicted to within chemical accuracy (Figure 3), 
which suggest that entropic corrections to the free energy of 
binding are negligible for this system i.e. calcd. ∆Ebind ≈ expt. 
∆Gbind. (see detailed discussion in SI §3.3).61 
  
Figure 3. Calculated and experimental absolute and relative bind-
ing affinities for (a) bq⊂C-1 and bq⊂C-2. Experimental values 
were obtained in dichloromethane (DCM) solvent at room temper-
ature Gas phase and solution phase calculations performed at the 
M06-2X/def2-TZVP and SMD(DCM)-M06-2X/def2-TZVP level 
of theory, respectively. Values reported in Table S3.  
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The absolute binding affinities of aq are overestimated (∆Ebind 
= –16.8 (–13.1) vs ∆Gbind = –10.5 (–5.4) kcal mol–1 for 
C-1(C-2), Table S3), potentially arising from the significant 
loss in rotational entropy of aq compared to bq upon binding, 
in which case ∆S is no longer negligible. Nevertheless, the rel-
ative binding energies for both cages compare well to experi-
ment. These results demonstrate that the predicted relative bind-
ing affinities for bq and aq between C-1 and C-2 are accurate 
to within ~2 kcal mol–1. To probe whether this result was gen-
eral for this class of system, we considered 14 experimental 
binding affinities (guest molecules shown in SI §4) for C-1 and 
C-2, including a new data point corresponding to pentacenedi-
one (q4) bound to C-2 (SI §10). Bearing in mind the computa-
tional expense of performing geometry optimizations for this 
set at the SMD(DCM)-M2 level of theory (five days on a CPU 
with 8 cores), calculations were performed at the more efficient 
M1 level, followed by single point energy evaluations at 
SMD(DCM)-M2. We refer to this approach as SMD(DCM)-
M2//M1 (Table S8).  
 
Figure 4. Correlation plots of (a) ∆∆Ebind = ∆Ebind(qn⊂C-X) – 
∆Ebind(bq⊂C-1). and (b) ∆Ebind calculated at the SMD(DCM)-
M06-2X/def2-TZVP//PBE0-D3BJ/def2-SVP level of theory to ex-
perimental free energies. Orange and blue markers correspond to 
C-1 and C-2 cages, respectively. The different diagonals bracket 
the ±1 kcal mol–1 area of accuracy. The dash line represents the line 
of best fit 
In these systems, both relative (∆∆Ebind) and absolute binding 
energies (∆Ebind) were calculated (Figure 4). Once again, not 
only are the relative binding affinities obtained to within a rea-
sonable mean absolute deviation (MAD = 2.2 kcal mol–1), the 
absolute binding affinities are close to chemically accuracy 
(MAD = 1.7 kcal mol–1, Figure 4, Table S8), with calculations 
taking less than a day on a CPU with 8 cores. Compared to pre-
dictions in organic host-guest complexes, e.g. via the Statistical 
Assessment of the Modeling of Proteins and Ligands (SAMPL) 
challenge, where errors of at least 1–4 kcal mol−1 and correla-
tions (r2) below 0.5 have been reported, our correlation to ex-
perimental binding affinities (r2 = 0.759) can be considered very 
good. 57,62,63  
The binding affinity outlier is tert-butyl benzoquinone (top right 
in Figure 4a), for which we find binding within the cavity to be 
unfavorable. Experimentally, this quinone has been hypothe-
sized to bind to the outer ‘pocket’ of the cage, i.e. expt. ∆Gbind 
of encapsulation may, in fact, be positive. We also hoped to fur-
ther accelerate the methodology by obtaining structures at a 
semi-empirical (PM764) or tight-binding DFT (GFN-xTB65) 
level of theory. Unfortunately, these methods lead to relatively 
poor correlation (r2(SMD(DCM)-M2//PM7) = 0.309, 
r2(SMD(DCM)-M2//GFN-xTB) = 0.173, Figures S9-S11). 
Note the latter is in spite of the relatively small root mean 
squared deviation (RMSD) to M1 geometries (0.3 ± 0.2 Å).  
Rationalizing Differences in Binding Affinities. To elucidate 
the nature of the non-covalent interactions driving quinone 
binding, and the differences between C-1 and C-2, we con-
structed two reduced models. The first uses [Pd(pyridine)4]2+ as 
a model of the “top” and “bottom” of the cage (model 1, Figure 
5a), while the second describes the interaction between the qui-
none guest with the central meta-substituted benzene or 2,6-
pyridyl groups in C-1 and C-2, respectively (model 2, Figure 
5b).  
Using model 1 we analyze the effect of the metal and the +2 
charge it introduces Figure 5a, by comparing the canonical 
complex ([Pd(pyridine)4]2+, ⏹ light blue) to a complex without 
metal and an overall +2 charge ([(pyridine)4]2+, ×, cyan), and 
without metal and an overall zero charge ([(pyridine)4]0, ◆ 
green). This model demonstrates that the metal influences bind-
ing by mainly introducing a positive charge that polarizes the 
adjacent o-pyridine (C)H donor groups (Figure 5a and S16). 
The second model, model 2, describes the interaction between 
the quinone guest with the “equatorial” meta-substituted phenyl 
or pyridyl moieties. In this system, rotation of bq around the z-
axis (defined by the angle χ, Figure 5b-c) shows a minimum at 
χ = 0º for the bq⊂[(pyridine)4] system (blue line), while for the 
bq⊂[(benzene)4] system (orange line), minima are found at 
χ ± 45 º. In the former, electron donation from the nitrogen lone 
pair (n) to the antibonding σ*(C–H) orbital leads to the for-
mation of weak hydrogen bonds at χ = 0 º (Figure S17-S18).43 
In contrast, for the bq⊂[(benzene)4] system, repulsion between 
CH groups produces a maximum at the same position (Figure 
5b). This explains why in C-1, bq sits out of the plane of op-
posing ligands in (χ ≈ 45 º), while in C-2, bq lies in the plane (χ 
≈ 0 º, Figure 5c). The n →σ*(C–H) interactions are strong in 
the gas phase; however, due to their electrostatic nature, they 
are lost once implicit solvent is included. In contrast, while the 
π → σ*(C–H) interactions are relatively weak, they are less de-
pendent on the solvent and contribute to the binding of the guest 
within C-1 (Figure S19). These results explain the observed 
preference for binding qn within C-1 over C-2, which origi-
nates from differences in solvation energy, with C-2 being the 
intrinsically stronger binder.  
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Figure 5. (a) Comparative PES for bq with Pd2+ (grey), the canonical complex ([Pd(pyridine)4]2+, light blue) complex without metal and an 
overall +2 charge ([(pyridine)4]2+, cyan), and complex without metal and an overall zero charge ([(pyridine)4]0, green). The sum of atomic 
partial charges on the (C)H atoms, using the Hirshfeld scheme, is shown in each case (b) Non-covalent interaction in model 2, including 
benzenes/pyridines and bq. (c) Global minima of bq⊂C-1 and bq⊂C-2. All calculated at the M06-2X/def2-TZVP level of theory. 
Rationalizing the Differences in Catalytic Activity. To assess 
the influence of the cages on DA reactivity, the activation ener-
gies for a set of 10 uncatalyzed reactions (Figure S20) were 
calculated using a highly accurate quantum chemical method. 
Pleasingly, the error to experiments49 was within ±1 kcal mol–1 
(MAD = 0.9 kcal mol–1). Among the different DFT functionals 
tested, the M2 method was found to have the lowest error rela-
tive to the ab initio results (MAD 1.2 kcal mol–1 for reaction 
barriers and 1.7 kcal mol–1 for reaction energies, Figure S21-
S22). In all cases, a highly synchronous transition state (TS) 
was observed, with the endo cycloadduct being preferred (Fig-
ure S23, Table S13-S15). These results are in agreement with 
previous computational studies on the uncatalyzed reaction of 
para-quinone imine derivatives using the M06-2X functional in 
vacuum.66 
With a chemically accurate computational methodology in 
hand, the reaction barriers for the DA reaction between bq and 
isoprene (d1) in the presence of C-1 or C-2 were calculated. 
Formation of an association complex between d1 and bq⊂C-
1/C-2 is unfavorable. For example, with C-2 it leads to a com-
plex 8.8 kcal mol–1 higher in free energy than bq⊂C-2 and iso-
prene separately (Table S16). This result is in line with 1H 
NMR data of the catalytic process, which shows that neither the 
cage nor the quinone signals shift upon addition of diene to the 
reaction,49 and contrast with most supramolecular host-guest 
complexes exhibiting DA catalytic activity, where a so-called 
“ternary Michaelis complex” is observed.29 As suggested exper-
imentally, our calculations confirm that the complex bq⊂C-2 is 
first formed and then reacts intermolecularly with an incoming 
isoprene molecule.  
Defining the catalytic activity as ∆∆ECA = ∆E⧧uncat - ∆E⧧cat, such 
that positive values correspond to effective catalysis we calcu-
late ∆∆ECA(d1+bq⊂C-2) = +5.4 kcal mol–1 (expt. 
∆∆GCA = +3.6 kcal mol–1) while ∆∆ECA(d1+bq⊂C-1) = –0.3 
kcal mol–1 (expt. catalytically inactive, Table 1). As shown in 
Figure 6a, while C-1 binds the substrate more strongly in the 
reactant state, C-2 provides a better stabilization at the TS and 
slightly better stabilization of the product state (Figure S25). 
Analysis of the encapsulated TS geometries indicate that, for 
asymmetric dienes, the cage increases the asymmetric nature of 
the TSs compared to the uncatalyzed analogues, making it less 
pericyclic and more stepwise (Figure 6b). The active C-2 cage 
affords a slightly more asynchronous reaction (∆d = 0.28/-0.17, 
0.36/-0.23 Å for TS[d1+bq⊂C-1] and TS[d1+bq⊂C-2], re-
spectively).  
To rationalize these differences, we explored the electronic and 
steric contributions to the reaction energy in each system. In 
both cases, and as previously seen for Lewis acid-catalyzed 
[4+2] cycloadditions,67-69 the cages enhance the electrophilic 
character of the dienophile bound in the cavity. Polarization of 
the dienophile within the cage leads to a net charge of +0.25 and 
+0.16 in bq for C-1 and C-2, respectively,70 leading to a lower-
ing the LUMO energy by 1.5 and 1.6 eV in C-1 and C-2, re-
spectively (Table S19). These results, demonstrate that both 
C-1/C-2 can activate the dienophile by reducing its LUMO en-
ergy. However, as discussed below, other interactions in C-1 
offset this activating effect. To analyse this contrasting behav-
iour between C-1 and C-2, we performed an energy decompo-
sition analysis using the distortion/interaction framework.71 
Within this framework, the activation energy of a reaction (ΔE⧧) 
is partitioned into the energy required to distort the reactants 
from their ground-state to their transition state geometry 
(ΔE⧧dist) and the energy of interaction between these fragments 
(ΔE⧧int). For the reaction under study, the optimal interaction 
between the activated dienophile and the incoming diene takes 
place within one of the cage portals (Figure 6b); this requires 
the ligand to distort significantly, thus suggesting that distortion 
of the cage and the substrate is required to reach the TS in the 
cage-catalyzed process. 
b.
χ = 7.3
N
CH
H-bonds
n→σ*
CH→π bq⊂C-2bq⊂C-1
D = dummy atom
NCHCH
N
χ = 0
Pd2+
r
O
O
2+
H
N
N
N
N
Pd
r
O
O
H H
2+
H
N
N
N
N
D
r
O
O
H H
×
H
N
N
N
N
D
r
O
O
H H
0+
bq•Pd2+
a.
c.
X X
X
XO
O
H
H
H
H
 χ / deg (°)
χ = 44.1
bq⊂[(pyridine)4]
ΣqH = 0.209 ΣqH = 0.115ΣqH =0.153
bq⊂[(benzene)4]
 model1
 model2
no metal – charge 0no metal – charge +2Pd metal – charge +2
 6 
Table 1. Distortion/Interaction Analysis for the [4+2] cyclisation of isoprene with benzoquinone calculated at the SMD(DCM)-M2 level of 
theory. Shown here are the distortion energies of the cage (ΔE⧧d[cage]), substrate (ΔE⧧d[diene]), dienophile (ΔE⧧d[bq]), and bq⊂C-X complex 
(ΔE⧧d[bq⊂C-X]). The interaction energy is defined as ΔE⧧int = ΔE⧧–∆E⧧d, where ΔE‡ is the activation energies and total ∆E⧧d = ΔE⧧d[bq⊂C-X] + 
ΔE⧧d[diene]. All energies are given in kcal mol–1. *sum of diene and quinone distortion.  
 Distortion Energy components  
Total Distortion 
Energy  
Interaction Energy  
(Activation – Distortion) 
Activation 
Energy 
 ΔE⧧d [C-X] ΔE⧧d [diene] ΔE⧧d [bq] ΔE⧧d [bq⊂C-X] ΔE⧧d[bq⊂C-X +diene] ΔE⧧int ∆E⧧ 
Uncat. -- 15.8 7.1 -- 22.9* -13.0 9.9 
C-1 5.2 16.2 8.8 13.2 29.4 -19.2 10.2 
C-2 5.1 14.9 9.3 10.0 24.9 -20.4 4.5 
ΔΔEC2-C1 -0.1 -1.3 0.5 -3.2 -4.5 -1.2 -5.7 
 
Figure 6. (a) Catalytic cycle for the reaction between benzoqui-
none and isoprene (∆∆E = ∆E(C-2) – ∆E(C-1) in kcal mol–1 at 
SMD(DCM)-M06-2X/def2-TZVP//PBE0-D3BJ/def2-SVP, nega-
tive(positive) values in blue(orange) refer to favorable stabilization 
for C-2 (C-1)). (b) Optimized TS geometries; Distances (Å) of the 
forming bonds at the TS for the uncatalyzed (grey) and encapsu-
lated (black) reaction.  
The energetic cost of distorting each component of the reaction 
is shown in Table 1. Here, we separated each TS structure into 
three fragments (ΔE⧧d[C-X], ΔE⧧d[diene], and ΔE⧧d[bq],) and also 
evaluated the bq⊂C-X complex as a single fragment 
(ΔE⧧d[bq⊂C-X]). In C-2 a smaller distortion compared to C-1 is 
obtained for both the diene (1.3 kcal mol-1) and the cage-dieno-
phile complex (4.5 kcal mol–1). For C-1, the cost of aligning the 
dienophile bq with the cage portal is found to be twice the cost 
seen in C-2 (Figure S29). This can be associated to steric 
clashes arising between the central moiety of LCH and the dieno-
phile. This effect can be visually understood through the use of 
non-covalent interaction (NCI) plots, which in C-1 shows steric 
clashes between the dienophile and the cage, while in C-2 these 
regions are smaller and compensated by a favourable N···HC 
hydrogen interaction between the diene and the cage. The latter 
may also lead to the slightly more positive interaction term for 
this cage (Figure S29). For both cages, the interaction energy 
(ΔE⧧int) is more favorable compared to the uncatalyzed reaction, 
which is in line with lowering of dienophile LUMO energy. 
However, distortion effects render C-1 uncatalytic. These re-
sults demonstrate that small differences in cage sterics and flex-
ibility play an important role in determining the potential cata-
lytic activity of very similar metallocages towards a given reac-
tion. Such energetic costs will vary depending on the activation 
mode required and the nature of the substrates involved but can 
be easily quantified.  
Finally, while our analysis in Table 1 included only potential 
energies, Gibbs free energies can be obtained by adding thermal 
and entropic contributions (Table S20). By doing so, we obtain 
ΔG⧧uncat = 23.5 kcal mol–1 and ΔG⧧cat (C-1/C-2) = 23.6/18.8 kcal 
mol–1, which are in good agreement with experimental results 
and confirm that catalysis in C-2 is enthalpic in origin. 
Efficient Protocol for Calculating Catalytic Activity. Having 
rationalized the catalytic properties of the two cages for a single 
cycloaddition reaction, we sought to validate our methods with 
a wider range of substrates. Although fully optimized TSs for 
the DA reactions outlined in Figure 7 can be located within 
these cages, the computational demand is significant, even us-
ing a low level of theory (>3 days on a CPU with 8 cores). With 
the aim to decrease this time, we proposed to evaluate catalyti-
cally promising cages considering the following approxima-
tions: (1) To rely on potential energy rather than free energies 
differences, and (2) to calculate the activation energy of ‘TS an-
alogues’ rather than the true transition state. We use the term 
‘TS analogues’ to indicate that the bonds being formed and bro-
ken are constrained to the distance values found in the uncata-
lyzed TS.  
The catalytic activity (∆∆E’CA) is then found by performing a 
constrained minimization and comparing to the uncatalyzed 
variant (Figure 7). This computationally inexpensive approach 
can achieve 80% accuracy in predicting the catalytic profi-
ciency towards the DA reactions tested (Figure 7), while 
providing a ten-fold reduction in computational time.  
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Figure 7. Calculated analogue activation energy (∆∆E’CA, dark color) and experimentally observed catalytic efficiency (∆∆GCA, light blue, 
only available for C-2). For C-1, the experimentally untested quinone-diene reactions are shown in bold. Two false positive for C-1 are 
indicated with an asterisk *. Values tabulated in Table S20. 
Using this computationally inexpensive approach cage C-1 was 
found to be non-catalytic for seven out of ten reactions tested, 
while q1-d1 and q1-d3 combinations were within computa-
tional error. However, the substrate combination q5-d4 is 
clearly predicted to lead to catalysis. As this cage-substrate 
combination was not reported in our original work,49 we have 
now monitored this reaction and found no obvious acceleration 
compared to the cage-free control experiment (SI §10). This 
suggests that there are other subtleties involved in promoting 
catalysis, which will need to be explored in further studies.  
We have compared these results to those obtained using full op-
timization (Figure S30). Selecting the set of substrates with the 
largest discrepancy to experiments (q1+d1 q5+d4) and q7+d2 
within C-1 and C-2, we observed that the full transition states 
provided almost identical results to those obtained using TS an-
alogues (r2 =0.94, MAD = 0.6 kcal mol-1, Figure S30). Moreo-
ver, the number of CPU-hours (CPUh) required to calculate a 
single ∆∆E value using TS analogues (~100 CPUh, up to 12 
hours on 8CPUs) is at least an order of magnitude lower than 
when using fully optimised TS (~1000 CPUh, 5 days on 8 CPUs 
using the TS analogues as starting point), thus demonstrating 
the substantial computational cost saved by our approach with-
out compromising accuracy.  
CONCLUSION 
Supramolecular metallocages have emerged as promising bio-
mimetic catalysts. However, a theoretical understanding of the 
structural and electronic factor that determine efficient binding 
and catalysis has been lacking. Here, we have rationalized the 
binding and significantly different Diels-Alder catalytic activity 
for two highly-homologous metallocages (C-1 and C-2) 
through complementary classical simulations and quantum cal-
culations. This is the first computational study that simultane-
ously explores binding and catalysis with multiple cage and 
substrate combinations. For the DA reactions studied here, we 
find that electronic activation of dienophile is observed for both 
cages. However, in the case of inactive C-1, this is offset by 
significant distortion energy which inhibits the interaction with 
the incoming diene. In contrast, catalytically active C-2 is much	
more able to accommodate distortion approaching the transition 
state. This suggests that, in addition to the catalytic machinery 
required to activate the substrates undergoing chemical reac-
tions, novel metallocages designs should consider the plasticity 
of the building blocks and the cage as a whole. While these fea-
tures are now understood in enzyme catalysis, they have been 
much less studied in biomimetic catalyst design. 
In addition to rationalizing the catalytic activity, this work in-
troduces an efficient computational protocol to model metallo-
supramolecular catalysts in solution. Further work is underway 
to automate this process within an open-source Python module 
(cgbind, https://github.com/duartegroup/cgbind). We expect 
this to motivate a closer interaction between experimentalists 
and computational chemists in the quest towards the discovery 
of novel catalysts.  
COMPUTATIONAL METHODS 
MD Simulations. Configurational sampling of the cage struc-
tures in dichloromethane (DCM) was performed using classical 
MD simulations. For ligands and substrates, OPLS-AA-
compatible force-field parameters were generated using the 
Macromodel ffld14 version (Schrödinger LCC).72 Restrained 
electrostatic potential (RESP) charges were derived by fitting 
partial charges to HF/6-31G(d) electrostatic potentials calcu-
lated using Gaussian 09 (version D.01).73 Geometries for these 
calculations were obtained from optimizations at the TPSS-
D3BJ/def2TZVP/fit level of theory. The topology for DCM was 
taken from the GROMACS Molecule & Liquid Database. 74,75 
All simulations were performed using the GROMACS package 
(version 2019.1)76,77 using three-dimensional periodic boundary 
conditions. Long-range electrostatic interactions were treated 
using the particle mesh Ewald (PME) approach78 with a cut-off 
length of 1.0 nm. A dispersion correction was applied to energy 
and pressure terms to account for truncation of van der Waals 
terms. 
The systems were immersed in a box of solvent with a distance 
from the border of at least 15 Å. Following steepest descent 
minimization, the systems were equilibrated in two steps; the 
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first phase involved simulating for 100 ps under a constant vol-
ume (NVT) ensemble with position restraints applied to heavy 
atoms. The temperature was maintained at 298 K using the V-
Rescale method. This was followed by 100 ps of constant-pres-
sure (NPT) equilibration using the Parrinello–Rahman pressure 
coupling algorithm with the compressibility set to 4.5 × 10–5 
bar–1and the time constant set to 5 ps. A 1 fs time step was used 
during these stages to allow potential inhomogeneities to self-
adjust. Each system was then equilibrated initially for 10 ns 
with a 1 fs time step at constant pressure. Three different runs, 
differing in the initial random seed were run per system. The 
first 1 ns was removed from the analysis. 
Electronic Structure Calculations. All density functional the-
ory (DFT) calculations were performed in the ORCA v. 4.1 
software79 package. Initial geometry optimizations for cages 
(C-1, C-2) and cage–substrate complexes (bq⊂C-1, bq⊂C-2) 
were performed with the M06-2X functional80, the Ahlrichs 
def2-TZVP81, 82 basis set which includes the ECP28MWB81 on 
Pd. Solvent effects were accounted for with the SMD83 solvent 
model with parameters appropriate for DCM. Subsequent opti-
mizations were performed with the PBE084 functional with the 
Becke-Johnson damped D3 dispersion correction (D3BJ)85 in 
combination with a def2-SVP basis set. Where stated vibra-
tional frequencies were computed at the optimization level of 
theory to confirm whether the structures correspond to minima 
or a transition states and to evaluate the zero-point vibrational 
energy (ZPVE) and thermal corrections at 298 K. Gibbs free 
energies in which a change of molecularity occurs include a 1 
atm to 1 M standard state correction.  
Single-point energies were obtained at the M06-2X/def2-TZVP 
level of theory in DCM solvent using the SMD solvent model. 
Single point energies for non-catalyzed DA reactions have also 
been carried out using PBE0,84 TPSS,86 PW6B95,87 wB97X-
D388 and M06-2X80 functionals to analyze the influence of the 
functional and dispersion upon optimized structures and stabil-
ities when compared to the DLPNO-CCSD(T)89 linear-scaling 
coupled cluster implementation, which was used in combina-
tion with the minimally augmented doubly polarized ma-def2-
TZVPP basis set. The chain of spheres resolution of identity 
(RIJCOSX in ORCA) approximation was used for the Hartree-
Fock exchange component of hybrid functionals, with the de-
fault fitting bases. NBO charge and second order perturbation 
analyses were carried out in NBO90 v. 6.0. Multiwfn v. 3.691 has 
been used for electron density analysis. Unless specified other-
wise, all energy differences are calculated at SMD(DCM)-M06-
2X/def2-TZVP//PBE0-D3BJ/def2-SVP level of DFT theory. 
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