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ON CHARACTER VARIETIES WITH NON-CONNECTED STRUCTURE GROUPS
CHENG SHU
Abstract. We define character varieties with non-connected structure groups of the funda-
mental groups of complex manifolds. We show how these character varieties are identified
with the moduli spaces of Galois invariant flat G-connections on a Galois covering of the base
complex manifolds, where G is a connected complex reductive group. Stability condition of
these flat connections are defined. Wewill always denote by Γ the correspondingGalois group
and the non-connected structure groupwill be G⋊Γ. We also define generic conjugacy classes
of monodromy as a sufficient condition of stability. Finally, we study the relation with Γ-fixed
points in the usual G-character varieties.
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Introduction
Given a connected complex linear algebraic group G and a topological manifold X, one
defines the associated representation variety as the affine variety
Hom(π1(X),G)
consisting of the G-representations of π1(X). Then G acts on it by conjugation on the target.
The corresponding GIT quotient is called the character variety. It is a topological invariant
of X. We will call G the structure group of the character variety. Assume that X is further
a smooth complex algebraic variety. By Riemann-Hilbert correspondance, the character
variety is complex analytically isomorphic to themoduli space of flat connections of principal
G-bundles on X. And is further diffeomorphic to the moduli space of semi-stable Higgs G-
bundles on X, via the non abelian Hodge correspondance. These objects are associated with
the constant group scheme G × X.
One can equally consider torsors under a non constant group scheme on X, possibly
equipped with flat connections or Higgs fields. Indeed, this is what has been considered in
[LN], where torsors under unitary group schemes with Higgs fields are considered, but on a
1
ON CHARACTER VARIETIES WITH NON-CONNECTED STRUCTURE GROUPS 2
curve defined over a finite field. In [BS], the group scheme is generically constant, interesting
phenomenon appears only at the ramified points. Whenwework in the complex setting, the
corresponding character varieties should have a structure group of the form G ⋊ Γ, where Γ
is the Galois group of a finite Galois covering of X such that the non constant group scheme
lifts to a constant one.
Boalch and Yamakawa [BY] have considered the moduli space of twisted Stockes repre-
sentations. When the Stokes data are trivial, we are left with torsors under a non-constant
local system of groups on X. Such local systems of groups are parametrised by a group
homomorphism ψ0 : π1(X) → AutG, with torsors parametrised by the group cohomology
H1(π1(X),G). If we further assume that ψ0 factors through a finite quotient, denoted by
ψ : Γ→ AutG, then the torsors can be identified with homomorphisms π1(X)→ G⋊ Γ, with
the semi-direct product defined by ψ.
The finite group Γ topologically determines a finite Galois covering X˜ → X, and for each
such covering X˜/X we can define a G ⋊ Γ-character variety. The representation variety that
we will be interested in is exactly the space of those homomorphisms π1(X) → G ⋊ Γ that
make (the right hand side of) the diagram below commute, and its elements are called G⋊Γ-
representations. The conjugation of G on G ⋊ Γ induces an action on this variety and the
corresponding GIT quotient is called the G ⋊ Γ-character variety.
1 π1(X˜) π1(X) Γ 1
1 G G ⋊ Γ Γ 1
ρ˜ ρ =
.
Such a homomorphisms ρ : π1(X)→ G ⋊ Γ can be restricted to ρ˜ : π1(X˜)→ G. We will call ρ˜
the underlying G-representation of ρ.
In fact, in the above diagram, the usual representation ρ˜ is Galois invariant. This is best
understood in terms of flat connections. Let (E,∇) be a principal G-bundle on X˜ equipped
with a flat connection and fix a homomorphism ψ : Γ → AutG. Each element of σ ∈ Γ
defines a twist of (E,∇), denoted by (σ∗Eσ,∇σ), where the underlying bundle is obtained by
first pulling back E by σ and then twisting the fibres by ψ(σ), i.e. the right action of G on the
fibres is twisted by this group automorphism. We say that (E,∇) is Γ-invariant if for each
σ ∈ Γ, there is an isomorphism
(1) Φσ : (E,∇)→ (σ∗Eσ,∇σ).
These isomorphisms must satisfy some certain cocycle conditions and we denote by Φ∗ this
family of isomorphisms. Our first result basically is
Theorem 1. There is a one to one correspondence
{Γ-invariant flat connections on X˜} ←→ {G ⋊ Γ-representations of π1(X)}
((E,∇),Φ∗)←→ ρ
And the underlying G-representation of ρ corresponds to (E,∇).
The proof is divided into Theorem 2.7, Lemma 4.1 and Proposition 4.3.
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Since our character varieties are defined as the GIT quotient of some affine varieties, the
closed orbits and stable orbits are of particular importance. As in the case of usual character
varieties, they consist exactly of semi-simple representations and irreducible representations.
The semi-simple and irreducible G ⋊ Γ-representations are defined in terms of completely
reducible and irreducible subgroups of non-connected algebraic groups. We recall the
relevant notions in §1. The irreducibility of G ⋊ Γ-representations is then translated into
the stability condition for Γ-invariant flat connections on X˜. We thus morally recover the
stability condition of Γ-bundles as defined by Seshadri [Ses] (where ψ only induces inner
automorphisms of G) and the stability condition of anti-invariant bundles as defined by
Zelaci [Ze] (where only the case of double coverings and G = GLn(C) is considered). With
our stability condition, we will show
Proposition 2. (See Proposition 4.6) Under the correspondence in Theorem 1, a G⋊Γ-representation
is irreducible if and only if the corresponding Γ-invariant connection is stable.
Our most important examples of such character varieties are the GLn(C) ⋊<σ>-character
varieties associated to an unramified double covering X˜ → X of Riemann surfaces, where
σ is the transpose-inverse automorphism of GLn(C). We expect that they correspond to the
moduli spaces of torsors of unitary group scheme equippedwith Higgs fields. Suppose that
X˜ → X is exactly the unramified part of a ramified double covering X˜′ → X′. If we restrict
the monodromy around the punctures (removed ramification points) to some G-conjugacy
classes in G.σ, or equivalently σ-conjugacy classes of G, denoted by (C j) j, then the character
variety can be written as
(2) {(Ai,Bi)i × (X j) j ∈ G2g ×
∏
j
C j|
h∏
i=1
(Ai,Bi)
∏
j
X j = 1},
where g is the genus of X. We are primarily interested in unramified coverings, but let us
remark that
If all of the conjugacy classes C j are the conjugacy class of σ (in which case C j is
isomorphic to the symmetric space), this variety can be regarded as theGLn(C)⋊<σ>-
character variety associated to the ramified covering X˜′/X′, i.e. it parametrises Galois
invariant flat connections on X˜′.
Still in the setting of double covering, by studying the centralisers of irreducible subgroups
of GLn(C)⋊<σ>, we find a similar result of [Ze, §4.1] and [Ra, Proposition 4.5], which asserts
Proposition 3. If (E,∇),Φ∗) is a stable Γ-invariant flat connection on X˜, then its underlying flat
connection (E,∇) is semi-simple with pairwise non-isomorphic factors. The isomorphisms Φ∗ respect
the decomposition into simple factors and make each simple factor a Γ-invariant flat connection.
For the proof, see Proposition 1.20, Proposition 3.7, Remark 3.8 and Remark 4.2.
In theparticular case ofGLn(C)⋊<σ>-character varieties, we cangive an explicit description
of generic tuple of conjugacy classes that we will define in the general setting (Definition 5.6).
The general definition will be a natural generalisation of the tame case of [B, Corollary
9.7, Corollary 9.8]. Let us for the moment restrict ourselves to two semi-simple classes
(C1,C2). According to the parametrisation of semi-simple conjugacy classes in the connected
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component GLn(C).σ, they have representatives of the form
diag(a1, . . . , aN, a−1N , . . . , a
−1
1 )σ, diag(b1, . . . , bN, b
−1
N , . . . , b
−1
1 )σ,
for some ai, bi ∈ C∗, 1 ≤ i ≤ N. (So we have assumed that n = 2N.) Then the generic
condition says the following. For any integer 1 ≤ k ≤ N, any two subsets A, B ⊂ {1, 2, . . . ,N}
of cardinality k, and any two k-tuple of signs (ei)i∈A, (e′i )i∈B, with ei, e
′
i
∈ {±1}, we have
∏
i∈A
a2ei
i
∏
i∈B
b
2e′
i
i
, 1.
If the tuple of conjugacy classes (C j) in (2) is the generic pair (C1,C2) thus defined, then all
G ⋊ Γ-representations in that character variety is irreducible. Assuming generic conjugacy
classes, the E-polynomial of the variety (2) can be calculated following the method in [HLR],
which involves point-counting over finite fields. This will be studied elsewhere.
Denote by Ch(X˜,G) the usual G-character variety. The last section discusses the relation
between G ⋊ Γ-character varieties associated to X˜/X and the Γ-fixed points in Ch(X˜,G).
For simplicity, we assume G = GLn(C) and denote by Ch◦(X˜,G) the open subvariety of
irreducible representations. With a fixed ψ : Γ → AutG, we have a Γ-action on Ch(X˜,G).
Denote by Ω(ψ) the composition of ψ and the natural homomorphism AutG → OutG. We
say that two such homomorphisms ψ and ψ′ are inner forms of each other if Ω(ψ) = Ω(ψ′),
and we call a homomorphism Γ → OutG an inner class. The fixed points locus Ch(X˜,G)Γ
only depends on Ω(ψ). Fix an inner class Ψ : Γ → OutG and some ψ such that Ω(ψ) = Ψ.
The homomorphisms ψ′ such thatΩ(ψ′) = Ψ are parametrised by the pointed-setH1(Γ,Gad)
with base point ψ, where Gad = G/ZG and ZG is the centre of G
Theorem 4. For any homomorphism ρ˜ : π1(X˜)→ G, denote by [ρ˜] its G-orbit, i.e. the corresponding
element of Ch(X˜,G). We have:
(i) For each [ρ˜] ∈ Ch◦(X˜,G)Γ, there is a well-defined element c([ρ˜]) ∈ H2(Γ,ZG). This defines a
partition of Ch◦(X˜,G)Γ;
(ii) ρ˜ is the underlying G-representation of some G ⋊ Γ-representation of π1(X) if and only if
c([ρ˜]) = δ(ψ′)−1, where δ : H1(Γ,Gad) → H2(Γ,ZG) is the canonical map, for some ψ′ such
that Ω(ψ′) = Ψ. In this case, the semi-direct product G ⋊ Γ is defined by ψ′.
For the proof, see Proposition 6.5 and Proposition 6.7. The first part of the theorem has
already been obtained by Schaffhauser in [Sch]. We have however made no attempt to
determine whether the stratum in Ch◦(X˜,G)Γ corresponding to a given element ofH2(Γ,ZG)
is non-empty. As an example, we consider the case of double covering andG = GL2n(C). Fix
an inner class Ψ such that the non trivial element of Γ  Z/2Z acts as x 7→ x−1 on ZG = C∗.
Then H2(Γ,ZG)  Z/2Z. If we require the trivial cohomology class in H2 to be the image
under δ of the homomorphism ψ : Z/2Z → AutG that sends 1 to the transpose-inverse
automorphism, then the other cohomology class corresponds to some ψ that sends 1 to an
exterior involution which has Sp2n(C) as its centraliser.
Acknowledgement. I thank Florent Schaffhauser for many helpful discussions and for sug-
gesting to me the commutative diagram in the introduction, which is the starting point of
this work. I thank François Digne for reading an earlier version of the article and pointing
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out a mistake. I would like to thank Philip Boalch and JeanMichel for some discussions, and
my thesis advisor Emmanuel Letellier for reading the first two sections and pointing out a
mistake.
1. Non-Connected AlgebraicGroups
In this section, we work over an algebraically closed field k of arbitrary characteristic. The
positive characteristic version of these results is essential to the problem of counting points
of character varieties over finite fields. Whenever we work with some reductive group G,
we will assume
Assumption. char k ∤ |G/G◦|.
This implies that all unipotent elements of G are contained in G◦. In the following, we
introduce the notations, terminology and some basic results that will be used later.
1.1. Let G be an arbitrary linear algebraic group, which is not necessarily connected. A
closed subgroup H of G is a Levi factor of G if G is the semi-direct product of H and Ru(G).
For any linear algebraic group in characteristic 0, Levi factor exists, and any two Levi factors
are conjugate under Ru(G). See [Ri88] 1.2.4.
A closed subgroup P ⊂ G is parabolic if G/P is complete. By [Spr] Lemma 6.2.4, P is
parabolic in G if and only if P◦ is parabolic in G◦. A closed subgroup of G is called a Levi
subgroup if it is a Levi factor of some parabolic subgroup.
An algebraic groupG is reductive ifG◦ is reductive. Levi factors are necessarily reductive.
We denote by X•(G) the set of cocharacters of G and by X•(G) the set of characters of G.
Note that X•(G) = X•(G◦).
1.2. Let G be a reductive group acting on an algebraic variety X. Let λ ∈ X•(G◦) and let x
be a closed point of X. The G-action induces an action of Gm via λ. Denote by λx : Gm → X,
t 7→ λ(t).x the orbit morphism. We say the limit limt→0 λ(t).x exists, if the morphism λx
extends to Ga → X, and the limit is defined as the image of 0 ∈ Ga, denoted by λ(0).x.
Since G is reductive, there is a unique closed orbit contained in the closure of each orbit.
We assume from now on that G is reductive.
Theorem 1.1 (Hilbert-Mumford Theorem). Let x ∈ X be a closed point and let O be the unique
closed orbit in G.x, Then there exist λ ∈ X•(G) and a closed point y ∈ O such that limt→0 .x = y.
1.3. Let λ be a cocharacter of G◦. For the G◦-conjugation action on G, we put
Pλ = {g ∈ G | lim
t→0
λ(t).g exists}
Lλ = {g ∈ G | lim
t→0
λ(t).g = g}
Uλ = {g ∈ G | lim
t→0
λ(t).g = 1}
(1.3.1)
Then Pλ is a parabolic subgroup of G, Lλ is a Levi factor of Pλ andUλ is the unipotent radical
of Pλ. Beware that for non-connected G, not all parabolic subgroups are of the form Pλ.
The identity componentP◦
λ
can also be defined as the unique closed subgroup ofG◦whose
Lie algebra is generated by weight subspaces in g := Lie(G) with non negative weights with
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respect to the adjoint action of Gm on g. Thus Uλ = U◦λ is associated to those subspaces with
positive weights and L◦
λ
= CG◦(Imλ).
We see that Pλ ⊂ NG(P◦λ) and Lλ ⊂ NG(L◦λ,P◦λ) := NG(L◦λ) ∩NG(P◦λ).
Proposition 1.2. ([DM94, Proposition 1.5]) Let P◦ ⊂ G◦ be a parabolic subgroup, L◦ a Levi factor
of P◦ and U the unipotent radical of P◦. Then we have the Levi decomposition
NG(P◦) = U ⋊NG(L◦,P◦).
Note that all Levi factors of NG(P◦) are necessarily of the form NG(L◦,P◦) for some Levi
factor L◦ of P◦.
Proposition 1.3 ([Ri88] Proposition 2.4). Let P◦ ⊂ G◦ be a parabolic subgroup and let L be a Levi
factor of P := NG(P◦). Then there exists λ ∈ X•(G◦) such that P = Pλ, L = Lλ, and Ru(P) = Uλ.
Given a parabolic subgroup P◦ ⊂ G◦, NG(P◦) is the largest parabolic subgroup of G that
has P◦ as its identity component and if P◦ = P◦
λ
for some cocharacter λ, then Pλ is the union of
a subset of connected components ofNG(P◦). Note that P◦ itself is also a parabolic subgroup
of G.
1.4. For any parabolic subgroup of the form Pλ, there is a homomorphism of algebraic
groups Pλ → Lλ, p 7→ λ(0).p, which is none other than the projection with respect to the Levi
decomposition Pλ = Uλ ⋊ Lλ.
1.5. In general, for an arbitrary parabolic subgroup P◦ of G◦, P := NG(P◦) does not neces-
sarily meet all connected components of G. Let us determine the connected components of
G that meet P.
Let G1 be a connected component of G and denote by P the G◦-conjugacy class of P◦.
Observe that the conjugation of G1 on G◦ induces a well-defined bijection from the set of
G◦-conjugacy classes of parabolic subgroups of G◦ into itself. Then P meets G1 if and only
if some element of G1 normalises P◦, if and only if G1 leaves P stable. The set of conjugacy
classes of parabolic subgroups of G◦ are in bijection with the set of subsets of vertices of the
Dynkin diagram ofG◦. Therefore, PmeetsG1 if and only if the subset of the Dynkin diagram
corresponding to P is stable under the induced action by G1.
1.6. Quasi-Semi-Simple Elements. An element g ∈ G is quasi-semi-simple if it normalises
a pair (T,B) consisting of a maximal torus and a Borel subgroup of G◦ containing it. In
other words, g is contained in some group of the form NG(T,B). Note that the identity
component of NG(T,B) is T. In each connected component of G, quasi-semi-simple element
exists, because all Borel subgroups and all maximal torus of G◦ are conjugate under G◦. For
a given pair (T,B), the group NG(T,B) meets all connected components of G.
Proposition 1.4 ([Spa] II 1.15). An element g ∈ G is quasi-semi-simple if and only if the G◦-
conjugacy class of g is closed in G.
NowassumeG/G◦ is a cyclic groupand denotebyG1 the connected component generating
the components group. Let σ ∈ G1 be a quasi-semi-simple element, and letT ⊂ B be a σ-stable
maximal torus contained in a σ-stable Borel subgroup ofG◦. Denote by [T, σ] the commutator
and by Tσ the centraliser CT(σ).
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Proposition 1.5. ([DM15, Proposition 7.1]) Quasi-semi-simple classes of G1 have representatives
in (Tσ)◦.σ. Two elements tσ, t′σ ∈ (Tσ)◦.σ represent the same G◦-conjugacy class if and only if t and
t′, when passing to the quotient T/[T, σ], belong to the same Wσ-orbit in T/[T, σ], where Wσ is the
subgroup of WG◦(T◦) consisting of the elements fixed by σ.
Note that T/[T, σ]  (Tσ)◦/[T, σ] ∩ (Tσ)◦.
Lemma 1.6. ([DM18, Lemma 1.2 (iii)]) With T and σ as above, we have,
(i) T = [T, σ] · (Tσ)◦;
(ii) [T, σ] ∩ (Tσ)◦ is finite.
In particular, dimT = dim(Tσ)◦ + dim[T, σ].
Wewill need the following result.
Proposition 1.7 ([DM94] Proposition 1.6). Let σ be a quasi-semi-simple element of G. Let P ⊂ G
be a parabolic subgroup and L a Levi factor of P. Then if the G◦-conjugacy class of (L ⊂ P) is σ-stable,
it contains some G◦-conjugate that is σ-stable.
1.7. Quasi-Central Elements. A quasi-semi-simple element s ∈ G is called quasi-central if
there is no g ∈ G◦ such that dimCG(gs) > dimCG(s).
Proposition 1.8. Let s ∈ G be a quasi-semi-simple element normalising a maximal torus T and a
Borel subgroup of G◦ containing it. Then there exists t ∈ T such that ts is quasi-central.
Proposition 1.9. ([DM94, Proposition 1.23]) If σ ∈ G is quasi-central, and L ⊂ G◦ is a σ-stable
Levi factor of a σ-stable parabolic subgroup of G◦, then L = CG◦(Z◦L′), where L
′ = CL(σ)◦. In
particular, for any such L, Z◦
L′ = CZ◦L(σ)
◦.
Proposition 1.10. ([DM94, Corollaire 1.25]) Let σ ∈ G be a quasi-central element. Then
(i) The map P 7→ CP(σ)◦ defines a bijection between the σ-stable parabolic subgroups of G◦ and
the parabolic subgroups of CG(σ)◦.
(ii) The map L 7→ CL(σ)◦ defines a bijection between the σ-stable Levi factors of σ-stable parabolic
subgroups of G◦ and the Levi subgroups of CG(σ)◦.
1.8. Let us recall the notions of complete reducibility and irreducibility of algebraic sub-
groups. For the moment, G can be any reductive algebraic group.
Definition 1.11. A closed subgroup H of G is G-completely reducible if for any parabolic
subgroup P ⊂ G containing H, there is a Levi factor of P containing H. A closed subgroupH
ofG isG-irreducible if it is not contained in any subgroup of of the formNG(P◦) with P◦ ⊂ G◦
being a proper parabolic subgroup.
In particular, an irreducible subgroup is completely reducible. Clearly, if G = G◦, then the
above definition coincides with the definitions for connected reductive groups.
Lemma 1.12. We have
(i) A closed subgroup of G◦ is irreducible in G◦ if and only if it is irreducible in G;
(ii) A closed subgroup of G◦ is completely reducible in G◦ if and only if it is completely reducible
in G;
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(ii) If H is a completely reducible subgroup of G, then H∩G◦ is a completely reducible subgroup
of G◦.
Proof. The first assertion is obvious. The rest is [BMR, Lemma 6.12]. 
1.9. The following result is well-known.
Theorem 1.13. In characteristic 0, a closed subgroup of G is reductive if and only if it is G-completely
reducible.
This follows from the following results. See [Ri88] 1.2.4(c) and [Ri88] Proposition 2.6.
Proposition 1.14 (Mostow). Let H be a reductive subgroup of G over a field of characteristic 0.
Then H is contained in a Levi factor of some parabolic subgroup of G.
Proposition 1.15. Let H be a closed subgroup of G and let M be a Levi factor of it. Then there exists
λ ∈ X•(G◦) such that H ⊂ Pλ, M ⊂ Lλ and Ru(H) ⊂ Uλ.
1.10. Given an n-tuple of elements ofG, say x, denote byH(x) the closed algebraic subgroup
of G such that H(x)(k) is the Zariski closure of the abstract group generated by x. We will
write StabG◦(x) instead of CG◦(x). Obviously StabG◦(x) = StabG◦(H(x)).
Theorem 1.16. Let G be a reductive group and let x = (x1, . . . , xn) ∈ Gn, the direct product of n
copies of G. Then the orbit G◦.x is closed if and only if H(x) is completely reducible.
Proof. Note that the orbit G.x is closed if and only if G◦.x is closed. In characteristic 0,
by Theorem 1.13, we can apply [Ri88] Theorem 3.6, and in positive characteristic, this a
combination of [BMR, §6.3] and [Ma, Proposition 8.3]. 
Wewill need the following.
Proposition 1.17 ([Ri77] Theorem A). Let X be an affine algebraic variety with a G-action. If the
G-orbit of x ∈ X is closed, then StabG(x) is a reductive group.
Recall that for an G-action on an algebraic variety X, an orbit G.x, x ∈ X, is called stable, if
it is closed and StabG(x)/ZX is finite, where ZX := ∩x∈X StabG(x) is the kernel of the action.
Theorem 1.18. The G◦-orbit of x ∈ Gn is stable if and only if H(x) is an irreducible subgroup of G
and StabZG◦ (x)
◦ = Z◦
G
.
For G = G◦, this is [Ri88, Theorem 4.1, Proposition 16.7]. If G , G◦, then the same method
as in the connected case shows that the G-orbit of x ∈ Gn is stable if and only if H(x) is an
irreducible subgroup of G. The supplementary condition in the statement of the theorem is
needed simply because we consider G◦-orbit. As an example of Z◦
G
, Z◦
G◦ , if G
◦ = GLn(k)
and a connected component of G acts on ZG◦ = k∗ by x 7→ x−1 so that ZG = {±1}, then the
irreducibility of the subgroup H(x) of Gwith x ⊂ G◦ does not imply that G◦.x ⊂ Gn is stable.
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1.11. Automorphisms of GLn(k). Let us denote GLn(k) by G. Put (J0)i j = δi,n+1− j, and if n is
even, put t = diag(1, . . . , 1,−1, . . . ,−1) with equal number of 1 and −1. Put J = tJ0. We define
an automorphism of G, denoted by τ, as sending g to tg−1, define σo as the automorphism
g 7→ J0tg−1 J−10 . If n is even, we also consider the automorphisme σs which sends g to Jtg−1J−1.
There exist a unique conjugacy(under G) class of exterior automorphisms of order 2 of G if
n is odd, and there are two such conjugacy classes if n is even. These two conjugacy classes
have σo and σs as representatives respectively. We say that σo is of orthogonal type as its
connected centraliser is an orthogonal group, and say that σs is of symplectic type as its
connected centraliser is a symplectic group.
1.12. Isomorphism Classes ofG⋊Z/2Z. A choice of an involution in AutG defines a semi-
direct product G ⋊ Z/2Z. Suppose that σ is such an involution, we will write G ⋊<σ> =
G ⋊ Z/2Z to specify the action of 1 ∈ Z/2Z on G.
Proposition 1.19. For G = GLn(k), there are three isomorphic classes of the semi-direct product
G⋊Z/2Zwhenn is even, corresponding to the inner involutions, the symplectic type outer involutions
and the orthogonal type outer involutions. When n is odd, there is one isomorphic class corresponding
to inner automorphisms, and only one isomorphic class corresponding to outer automorphisms.
Proof. Let us first consider when the semi-direct products defined by two involutions σ1 and
σ2 are isomorphic. Suppose there is an isomorphism
(1.12.1) ψ : G ⋊<σ1>−→ G ⋊<σ2>.
Let xσ2 be the image of σ1. It is necessary that (xσ2)2 = 1 and for all g ∈ G,
(1.12.2) ψ(σ1(g)) = ψ(σ1gσ−11 ) = xσ2(ψ(g))x
−1.
Comparing the two ends of this equation,we see that σ1 and σ2must lie in the same connected
component of AutG.
If they are both inner automorphisms, then they must define isomorphic semi-direct
product. In fact, the resulting semi-direct product is the direct product. To see this, let
σ2 be the trivial automorphism. We can always compose ψ with an automorphism of G
(extending to G ×<σ2>) such that ψ|G = Id, then the above equation reads σ1(g) = xgx−1
for some x satisfying x2 = 1. That is, σ1 = ad x for x2 = 1, but these are exactly the inner
involutions.
If σ1 and σ2 are both outer automorphisms, then we need some explicit information about
the groupG. But let us first note that if σ1 and σ2 areG-conjugate, then theydefine isomorphic
semi-direct product. Suppose σ1 = σ and σ2 = yσy−1 for some outer involution σ and y ∈ G.
Then we put x = σ(y)y−1. Again, assume ψ|G = Id, and so (xσ2)2 = 1 and σ1(g) = xσ2(g)x−1
for all g ∈ G, as required.
Wenow restrict ourselves toG = GLn(k). We have already said that GLn(k) has twodistinct
conjugacy classes of outer involutions when n is even. Suppose σ1 is of symplectic type and
σ2 is of orthogonal type and that there is an isomorphism ψ between the two semi-direct
products. Then in the group G ⋊<σ2>, σ22 = 1 by definition, and (xσ2)
2 = 1 as the image of
σ21. But xσ2 is of symplectic type as its action on G is the same as σ1, assuming ψ|G = Id. We
ON CHARACTER VARIETIES WITH NON-CONNECTED STRUCTURE GROUPS 10
deduce that, modulo k∗, xσ2 is conjugate to tσ2, where t is as in §1.11. Since (tσ2)2 = −1, and
for any z ∈ k∗ (ztσ2)2 = (tσ2)2, we have (xσ2)2 = −1, which is a contradiction. 
For G = GLn(k) and n even, we will write G¯s = G.<σs> and G¯o = G.<σo> to specify the
action of 1 ∈ Z/2Z. We write G¯ = G¯s or G¯o when there is no need to distinguish them.
When n is odd, wewill simply write G¯ = G.<σo>. Note however, that the above classification
also works for SLn(k). But since in PGLn(k), there is no difference between 1 and −1, the two
isomorphism classes degenerate, and they are actually isomorphic toAut(G). If no confusion
arises, we can also denote by G¯ the direct product G ×Z/2Z.
1.13. Maximal Parabolic Subgroups ofG⋊Z/2Z. We are only interested in those parabolic
subgroups that meet both connected components of G¯ = G⋊Z/2Z. IfG⋊Z/2Z  G×Z/2Z,
then a maximal parabolic subgroup is just the union of two copies of a maximal parabolic
subgroup of G, one copy in each connected component.
Now let G ⋊ Z/2Z be defined by some graph automorphism σ. For G = GLn(k), there
will be no difference between G¯s and G¯o for the present problem, so we will not specify the
conjugacy class of σ. By §1.5, a parabolic subgroup P ⊂ G¯ of the form NG¯(P◦) meets the
connected componentG.σ if and only if theG-conjugacy class of P◦ corresponds to a σ-stable
subset of the vertices of the Dynkin diagram of G◦. Therefore for G = GLn(k) if we take
for T and B the diagonal matrices and upper triangular matrices, a standard parabolic P◦
containing B such that NG¯(P
◦) meets G.σ is necessarily of the form

A ∗ ∗
0 ∗
0
∗
0 0 0 B

,
where A and B are square matrices of the same size. Normalisers of such P◦’s (= P◦ ∪ P◦σ)
are the representatives of theG◦-conjugacy classes of maximal parabolic subgroups of G¯ that
meet G.σ.
1.14. Irreducible Subgroups of GLn ⋊<σ>. Let H0 ⊂ GLn be a topologically finitely gen-
erated closed subgroup. i.e. H0 = H(x) for some finite tuple x of closed points of GLn
and let H ⊂ GLn ⋊<σ>be a closed subgroup generated by H0 and an semi-simple element
x0σ ∈ GLn .σ satisfying
- x0σ ∈ NGLn .σ(H0);
- (x0σ)2 ∈ H0.
In particular, H0 = H ∩GLn.
Proposition 1.20. If H is irreducible, then the natural representation kn of GLn is a direct sum of
pairwise non isomorphic irreducible H0-representations, say
⊕
jV j, and the centraliser CGLn(H) is
isomorphic to
∏
j µ2, where for each j, the elements of µ2 = {± Id} are regarded as scalar endomor-
phisms of V j.
Proof. The second statement follows from the proof of the first.
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Let us first note that the centre of GLn ⋊<σ> is {± Id}, so irreducibility is equivalent to
having finite centraliser in GLn by Theorem 1.18. (The group H is topologically generated
by finitely many, say m, elements. Then consider the conjugation action of G◦ on Gm,
G = GLn ⋊<σ>.) Since H is irreducible, H0 is completely reducible in GLn by Lemma 1.12,
and so kn can be written as a direct sum of irreducible H0-representations, say
(1.14.1) kn 
⊕
j
V
⊕r j
j
,
where V j is not isomorphic to V j′ whenever j , j′. We see that
(1.14.2) CGLn(H0) 
∏
j
GLr j ,
where each entry of GLr j(k) is identified with a scalar endomorphism of V j.
Let us now prove that r j = 1 for all j. In order for an element of CGLn(H0) to centralise
H, it suffices for it to commute with x0σ. Since x0σ normalises H0, it normalises CGLn(H0).
Also, (x0σ)2 ∈ H0, so x0σ defines an order 2 automorphism of CGLn(H0) as an algebraic group.
Choose a x0σ-stable maximal torus of CGLn(H0) and consider its root system with respect
to this maximal torus. If its action permutes two root subgroups of CGLn(H0), say Uα and
Uβ, α , β. Then CGLn(H) would have positive dimension, which is a contradiction. So x0σ
fixes all roots of CGLn(H0). But then it would be an inner semi-simple automorphism of the
derived subgroup of CGLn(H0), thus fix a maximal torus of it. We deduce that the derived
subgroup of CGLn(H0) must have rank 0, i.e. CGLn(H0) is a torus. This means that r j = 1 for
all j.
The semi-simplicity of x0σ is only needed in the following arguments. Now denote by
S the torus CGLn(H0). Let M = CGLn(S). It is a x0σ-stable Levi subgroup. (In fact this Levi
subgroup corresponds to the above decomposition of kn into irreducible representations.)
So M contains a x0σ-stable maximal torus T, which necessarily contains its centre S. Since
the action of x0σ on T  (Gm)n is a combination of inversing and permuting factors, so is its
action on S. The only possibility for x0σ to have finite centraliser in S is that all factors of S
are inversed while the permutation is trivial. Hence CGLn(H) 
∏
j µ2. 
1.15. Semisimple Conjugacy Classes ofGLn(k)⋊Z/2Z. Since we assume char k , 2, quasi-
semi-simple elements are semi-simple.
At the level of the parametrisation of semi-simple G-conjugacy classes contained in G.σ,
there will be no difference between G¯s and G¯o, so we write G¯ = G ∪ G.σ and σ can be either
σo or σs in this part. Let T be the diagonal matrices(a σ-stable maximal torus) of G and let
W be the Weyl group defined by T, which admits an action of σ induced from G. Denote by
Wσ the subgroup of σ-fixed points. The Borel subgroup of upper triangular matrices is also
stable under σ.
Denote by (Tσ)◦ the connected centraliser of σ in T. It consists of matrices of the form
(1.15.1) diag(a1, . . . , am, a−1m , . . . , a
−1
1 ), ai ∈ k∗
if n = 2m, and with an extra 1 in the middle if n is odd.
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Denote by [T, σ] the commutator. It consists of
(1.15.2) diag(b1, . . . , bm, bm, . . . , b1), bi ∈ k∗,
if n = 2m, and with an extra 1 in the middle if n is odd.
So S := (Tσ)◦ ∩ (T, σ) consists of
(1.15.3) diag(e1, . . . , em, em, . . . , e1), ei ∈ {±1}.
and modified accordingly for n odd.
By Proposition 1.5, the semisimple conjugacy classes in G.σ are parametrised by the Wσ-
orbits on the quotient (Tσ)◦/S. The two automorphisms σs and σo have the same action
on T and on W, so we see that there is indeed no difference between them. Note that Wσ
is isomorphic to (Z/2Z)m ⋊ Gm so that in some basis {ǫ1, . . . , ǫm, ǫ−m, . . . , ǫ−1} diagonalising
T, Wσ acts by interchanging ǫi and ǫ−i(the Z/2Z factors) and symmetrically permuting the
vectors ǫ1, . . . , ǫm and ǫ−m, . . . , ǫ−1(the symmetric group).
In other words, the semisimple classes have representatives
(1.15.4) diag(a1, . . . , am, a−1m , . . . , a
−1
1 )σ,
and the following operations will leave it in the same conjugacy class:
- Interchanging ai and a−1i ;
- Changing any pair (ai, a−1i ) to (−ai,−a−1i );
- Symmetrically permuting the ai’s and a−1i ’s.
For any z ∈ k∗, denote by z¯ the set {z,−z, z−1,−z−1}, or rather, the orbit in k∗ under the action
ofZ/2Z×Z/2Z, with two generators of the group sending z to−z and z−1 respectively. Then
the set {a¯1, . . . , a¯m} is considered as the set of eigenvalues of the above semi-simple element.
If C is any semisimple conjugacy class contained in G.σ. Then C˜ = {(xσ)2 |xσ ∈ C} is a
σ-stable conjugacy class in G. However, not all σ-stable semi-simple conjugacy classes of G
are of this form.
2. G ⋊ Γ-Character Varieties
Let k be an algebraically closedfield. We startwithΓ-invariantG-representationsof finitely
generated discrete groups.
2.1. Let Π be a finitely generated discrete group and let p : Π˜ → Π be a finitely generated
normal subgroup with finite index, i.e. we have the short exact sequence
1 −→ Π˜ p−→ Π −→ Γ −→ 1.
We choose once and for all a section γ∗ : Γ→ Π. Write γσ = γ∗(σ) for σ ∈ Γ. In general, it can
only be a map of sets, but we can always require that γ1 = 1.
Let G be a connected reductive group over k. Denote by ZG the centre of G and denote
by Gad = G/ZG the corresponding group of adjoint type. Denote by AutG the group of
automorphisms of G, its identity component being Gad. Denote by Out(G) the component
group (AutG)/Gad. When the centre of G has dimension ≤ 1, it is a finite group.
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Denote by Rep(Π˜,G) := Hom(Π˜,G) the space of G-representations of Π˜. The conjugation
by G on the target induces an action on Rep(Π˜,G). Denote by Ch(Π˜,G) the resulting GIT
quotient, called the G-character variety of Π˜. Let ψ : Γ→ AutG be a group homomorphism.
Definition 2.1. For any ρ˜ ∈ Rep(Π˜,G), we say ρ˜ is (Γ, ψ)-invariant if there exists some cochain
h∗ = (hσ)σ∈Γ ∈ C1(Γ,G) such that for any σ ∈ Γ,
(2.1.1) hσρ˜h−1σ =
σρ˜ := ψ(σ) ◦ ρ˜ ◦ Cσ,
where Cσ is the isomorphism
Π˜ −→ Π˜
α 7−→ γ−1σ αγσ,
(2.1.2)
and hσ conjugates on the target of ρ˜. In this case, we say that (ρ˜, h∗) is a (Γ, ψ)-invariant pair.
If no confusion arises, we simply say Γ-invariant instead of (Γ, ψ)-invariant.
Wewill simplify the notations in what follows bywritingψ(σ) asψσ and bywriting hσρ˜h−1σ
as hσρ˜. However, when we evaluate the representation at a particular element, say α, we
will use the usual notation hσρ˜(α)h−1σ .
Remark 2.2. Note that ρ˜ 7→ σρ˜ does not define a group action of Γ on Rep(Π˜,G) because γτγσ
is not necessarily equal to γτσ, for any σ, τ ∈ Γ. But since ρ˜(γτγσγ−1τσ ) ∈ G, we do have an
action of Γ on Ch(Π˜,G).
2.2. We list below some basic properties.
(i) If (ρ˜, h∗) is a (Γ, ψ)-invariant pair, then (xρ˜, (ψσ(x)hσx−1)) is also a (Γ, ψ)-invariant pair.
(ii) If (ρ˜, h∗) is a (Γ, ψ)-invariant pair, then (ρ˜, h∗z) is also (Γ, ψ)-invariant for any z ∈
StabG(ρ˜), where h∗z is multiplication componentwise.
(iii) Let (ρ˜, h∗) be a (Γ, ψ)-invariant pair. Let ψ′ : Γ → AutG be another homomorphism.
Suppose for all σ ∈ Γ, ψ′σψ−1σ = ad xσ, for some xσ ∈ G. Then ρ˜ can be completed into
a (Γ, ψ′)-invariant pair (ρ˜, h′∗) by defining h′σ = xσhσ.
(iv) If (ρ˜, h∗) is a (Γ, ψ)-invariant pair for a choice of γ∗, then for another γ′∗, the pair
(ρ˜, (ψσ(ρ˜(δ−1σ ))hσ)σ) is (Γ, ψ)-invariant, with δσ = γ−1σ γ′σ.
For any homomorphismψ : Γ→ AutG, denote byΩ(ψ) its composition with the quotient
map AutG→ OutG.
Definition 2.3. Two homomorphisms ψ, ψ′ : Γ→ AutG are called inner forms of each other
ifΩ(ψ) = Ω(ψ′). This is an equivalence relation. An equivalence class is called an inner class.
This is the case of (iii), so if ψ and ψ′ are inner forms of each other, then ρ˜ is (Γ, ψ)-
invariant if and only if it is (Γ, ψ′)-invariant. Inner classes are parametrised by the set of
homomorphisms of discrete groups
Hom(Γ,OutG).
Each such homomorphism can be lifted to a homomorphism to AutG, since the latter is the
semi-direct product of OutG and the inner automorphisms. We will often work within a
fixed inner class.
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2.3. Let G ⋊ Γ be the semi-direct product defined by a given ψ. There is a natural section
s : Γ→ G ⋊ Γ, which is a group homomorphism, satisfying
ψσ(g) = sσgs−1σ , for any g ∈ G and σ ∈ Γ,
where we write sσ = s(σ) for any σ ∈ Γ.
Definition 2.4. We say a homomorphism of groups Π → G ⋊ Γ is a G ⋊ Γ-representation of
Π if the right square of the following diagram commutes
1 Π˜ Π Γ 1
1 G G ⋊ Γ Γ 1
ρ˜ ρ Id
p
where ρ˜ is just the restriction of ρ. We say that ρ˜ is the underlying G-representation of ρ.
Lemma 2.5. If ρ˜ is the underlying G-representation of some G⋊Γ-representation ρ, then there exists
some cochain h∗ such that (ρ˜, h∗) is (Γ, ψ)-invariant.
Proof. We calculate, for any α ∈ Π˜,
σρ˜(α) = ψσ ◦ ρ ◦ p ◦ Cσ(α)
= ψσ ◦ ρ(γ−1σ αγσ)
= (ψσρ(γ−1σ )) · ρ˜(α)
(2.3.1)
By the definition of G ⋊ Γ and the commutativity of the diagram, the conjugation action of
ρ(γσ) on G differs from ψσ by an inner automorphism, so we can define hσ ∈ G to be any
element that induces this automorphism. 
2.4. We want to extend a (Γ, ψ)-invariant ρ˜ to a G ⋊ Γ-representation ρ. Suppose σρ˜ = hσρ˜
for some cochain h∗, then the calculation in the above lemma suggests defining
(2.4.1) ρ(γσ) := h−1σ sσ,
since the conjugation by sσ is just ψσ. Any element of Π can be uniquely written as ηγσ for
some σ ∈ Γ and η ∈ Π˜. We then define
(2.4.2) ρ(ηγσ) := ρ˜(η)ρ(γσ).
In particular, ρ|Π˜ = ρ˜.
Lemma 2.6. Let (ρ˜, h∗) be a (Γ, ψ)-invariant pair and put gσ1σ2 := ρ˜(γσ1γσ2γ
−1
σ1σ2
). Then,
(i) The equality
gσ1σ2 = h
−1
σ1
ψσ1(h
−1
σ2 )hσ1σ2
holds up to multiplication by StabG(ρ˜) on the left;
(ii) The formulae (2.4.1) and (2.4.2) define a homomorphism of groups Π→ G ⋊ Γ if and only if
for any σ1, σ2 ∈ Γ, the equality
(2.4.3) gσ1σ2 = h
−1
σ1
ψσ1(h
−1
σ2
)hσ1σ2
holds and h1 = 1.
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Proof. (i). Put σ = σ1σ2. Let us compute ∗ := σ1(σ2(ψ−1σ ◦ ρ˜ ◦ C−1σ )). Note that the equality
ψσ ◦ ρ˜ ◦ Cσ = hσρ˜ implies ψ−1σ ◦ ρ˜ ◦ C−1σ = ψ−1σ (h−1σ )ρ˜.
On the one hand, using the equality τρ˜ = ψτ ◦ ρ˜ ◦Cτ for τ equal to σ1, σ2 ∈ Γ, and σ = σ1σ2,
we have,
(2.4.4) ∗ = ρ˜ ◦ C−1σ ◦ Cσ2 ◦ Cσ1 .
Since gσ1σ2 = ρ˜(γσ1γσ2γ
−1
σ ), the above equation gives ∗ = g−1σ1σ2 ρ˜.
On the other hand, using the equality τρ˜ = hτρ˜ for τ equal to σ1, σ2 ∈ Γ and the equality at
the beginning of the proof, we have,
(2.4.5) ∗ = h−1σ ψσ1(hσ2)hσ1 ρ˜.
whence the first part.
(ii). Since γ1 = 1 and s1 = 1, the equality (2.4.1) implies that h1 must be 1. The claimed
condition is equivalent to
(2.4.6) ρ(γσ1γσ2γ
−1
σ ) = ρ(γσ1)ρ(γσ2)ρ(γσ)
−1.
Note that γσ1γσ2γ
−1
σ ∈ Π˜. Therefore it is a necessary condition. Conversely, one checks by
direct computation that this equality implies ρ(η1γσ1η2γσ2) = ρ(η1γσ1)ρ(η2γσ2), for any σ1,
σ2 ∈ Γ, and any η1, η2 ∈ Π˜. 
2.5. Remarks on Fundamental Groups. Let p : X˜ → X be an unbranched covering of
topologicalmanifoldswithGalois groupΓ (the groupof covering transformationsAut(X˜/X)).
Choose base points x˜ ∈ X˜ and x = p(x˜). Our convention is that by a juxtaposition βα of paths
we mean the path starting from α and ending along β, so that we have the short exact
sequence
(2.5.1) 1 −→ π1(X˜, x˜) −→ π1(X, x) −→ Γop −→ 1.
We may omit the base point in the notation of π1 if no confusion arises. Then the general
arguments for discrete groups apply to Π˜ = π1(X˜) and Π = π1(X). We choose once and for
all a section (a map of sets) γ∗ = (γσ)σ∈Γ of the natural map π1(X) → Γop as in the general
setting.
Let λσ be the unique lift of γσ starting from x˜. For any σ ∈ Γ, let σ also denote the
isomorphism π1(X˜, x˜)→ π1(X˜, σ(x˜)) and denote by Cλσ the isomorphism
π1(X˜, σ(x˜)) −→ π1(X˜, x˜)
α 7−→ λ−1σ αλσ,
(2.5.2)
For any α ∈ π1(X˜, x˜), Cλσ ◦ σ(α) = λ−1σ ασλσ is the unique lift of γ−1σ αγσ ∈ π1(X) in π1(X˜),
therefore Cλσ ◦ σ can be identified with the conjugation by γ−1σ . Now (Γ, ψ)-invariant G-
representation should be defined by
(2.5.3) hσρ˜h−1σ =
σρ˜ := ψ−1σ ◦ ρ˜ ◦ Cλσ ◦ σ,
This reason why we have ψ(σ)−1 instead of ψ(σ) is as follows.
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Let ψop : Γop → AutG be the composition of ψ and Γop → Γ, x 7→ x−1. It defines a
semi-direct product as in the short exact sequence
(2.5.4) 1 −→ G −→ G ⋊ψop Γop −→ Γop −→ 1
which comes with a homomorphism s : Γop → G⋊ψop Γop being a section of the quotient map,
satisfying
(2.5.5) ψσ−1(g) = ψ
op
σ (g) = sσgs
−1
σ ,
where we write s(σ) as sσ.
2.6. We define
(2.6.1) Rep
Γ
(Π˜,G) := {(ρ˜, (hσ)) ∈ Rep(Π˜,G) ×
∏
σ∈Γ
G | σρ˜ = hσρ˜, for all σ ∈ Γ}.
Note that if (ρ˜, (hσ)) ∈ RepΓ(Π˜,G), then every element of (ρ˜, (hσ. StabG(ρ˜))) lies in Rep
Γ
(Π˜,G).
The cochain (hσ)σ∈Γ will be written as h∗.
Consider the morphism
Rep
Γ
(Π˜,G) −→
∏
σ,τ∈Γ
G
(ρ˜, (hσ)) 7−→ kστ = h−1στψσ(hτ)hσgστ.
(2.6.2)
Note that with γ∗ fixed, gστ only depends on ρ˜. Denote by RepΓ(Π˜,G) the inverse image
of (1)σ,τ. The equality of Lemma 2.6 (ii) implies that, for (ρ˜, (hσ)) ∈ RepΓ(Π˜,G), (hσ)σ∈Γ is
determined by those hσ’s associated with the generators of Γ.
2.7. Denote by RepΓ(Π,G) the variety of G ⋊ Γ-representations of Π. Recall that these are
the homomorphisms ρmaking the right square of the following diagram commute
1 Π˜ Π Γ 1
1 G G ⋊ Γ Γ 1
ρ˜ ρ Id
p
Such a homomorphism is denoted by ρ : Π
Γ→ G ⋊ Γ. As in the case of classical character
varieties, this variety can be described in terms of the images of the generators (and relations)
of Πwith the additional constraint on the connected components they belong to.
2.8. The variety RepΓ(Π˜,G) of (Γ, ψ)-invariant pairs admits an action of G:
x : (ρ˜, h∗) 7→ (xρ˜, (ψσ(x)hσx−1)), for any x ∈ G.
Denote by ChΓ(Π˜,G) the GIT quotient RepΓ(Π˜,G)//G.
The variety RepΓ(Π,G) admits the conjugation action of G. Denote by ChΓ(Π,G) =
RepΓ(Π,G)//G the GIT quotient. This is the character variety with structure group G ⋊ Γ.
Theorem 2.7. There is an isomorphism of algebraic varieties
(2.8.1) ChΓ(Π˜,G)  ChΓ(Π,G)
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Proof. By Lemma Lemma 2.6, the map sending ρ to (ρ˜, h∗) with ρ˜ := ρ ◦ p and hσ := sσρ(γσ)−1
defines a morphism RepΓ(Π,G)→ RepΓ(Π˜,G). Again by Lemma 2.6, there is a well-defined
morphism RepΓ(Π˜,G) → RepΓ(Π,G). The two morphisms are obviously inverse to each
other thus give an isomorphism. It can easily be checked that this isomorphism is G-
equivariant, so we have an isomorphism between the quotients. 
Remark 2.8. In case Π˜ = π1(X˜) and Π = π1(X) are fundamental groups of some topological
spaces, we may write Rep(X˜,G), RepΓ(X˜,G), RepΓ(X,G). etc.
3. Irreducibility and Semi-Simplicity
Wewill follow the notations in §1. Write G¯ = G ⋊ Γ.
3.1. For any homomorphism ρ : Π
Γ→ G¯, let x be a tuple of elements of G¯which are images
of a finite set of generators ofΠ. We put H(ρ) := H(x), where H(x) is as defined in §1.10.
Definition 3.1. We say that ρ is semi-simple ifH(ρ) is a completely reducible subgroup of G¯.
We say that ρ is irreducible if H(ρ) is an irreducible subgroup of G¯.
In particular, an irreducible G¯-representation is semi-simple. We have the following basic
property.
Proposition 3.2. If ρ is a semi-simple G¯-representation of Π, then its underlying G-representation
ρ˜ is semi-simple.
In particular, the underlying G-representation of an irreducible G¯-representation is semi-
simple. However, ρ˜ is not necessarily irreducible in general.
Proof. This follows from Lemma 1.12. 
3.2. We will need the following notions later.
Definition 3.3. Let ρ˜ be a G-representation of Π˜. We say that ρ˜ is strongly irreducible if
ρ˜ is irreducible and StabG(ρ˜) = ZG. We say that a (Γ, ψ)-invariant pair (ρ˜, h∗) is strongly
irreducible if ρ˜ is strongly irreducible.
Definition 3.4. Let ρ be a G¯-representation of Π. We say that ρ is strongly irreducible if ρ is
irreducible and StabG(ρ) = ZG¯.
Irreducible GLn(k)-representations are strongly irreducible.
3.3. We are now ready to state the results on the orbits of semi-simple and irreducible
G¯-representations.
Theorem 3.5. The G-orbit of ρ ∈ RepΓ(Π,G) is closed if and only if ρ is a semi-simple G¯-
representation of Π.
Proof. By Theorem 1.16, the assertion holds whenever Π is a free group with n generators.
Since our representation variety can be realised as a closed (See Proposition 1.4) G-invariant
subvariety of G¯n for some n, we are done. 
Therefore, ChΓ(Π,G) is the moduli space of semi-simple G¯-representations.
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Theorem 3.6. The G-orbit of ρ ∈ RepΓ(Π,G) is stable if and only if ρ is an irreducible G¯-
representation of Π.
Proof. As in the proof of the previous theorem, we are reduced to the case where RepΓ(Π,G)
is replaced by a direct product of finitely many G¯. Note that the technical assumption in
Theorem 1.18 is always satisfied for the images of ρ as Imρmeets all components of G. 
3.4. ForΠ/Π˜  Z/2Z, we translate Proposition 1.20 into the following.
Proposition 3.7. If ρ : Π → GLn(k) ⋊<σ> is an irreducible GLn(k) ⋊<σ>-representation, then its
underlying GLn(k)-representation ρ˜ is a direct sum of pairwise non isomorphic irreducible represen-
tations.
With the assumptions in the proposition, we have the following remark.
Remark 3.8. Ifγ ∈ Π\Π˜ and hσ := ρ(γ) is semi-simple, then it satisfies the assumptions on x0σ
in Proposition 1.20. According to the proof of that proposition, if Im ρ˜ is decomposed into a
direct sum of (pairwise non isomorphic)irreducible representationsVi, then the conjugation
by hσ leaves each factor stable. Considering hσ as an automorphism of the group
∏
iGL(Vi),
we may say that ρ is a direct sum of pairwise non isomorphic GL(Vi)⋊<hσ>-representations.
3.5. Openness.
Proposition 3.9. The set of irreducible representations in RepΓ(Π,G) or ChΓ(Π,G) is Zariski open.
Proof. This is a direct consequence of Theorem3.6, since the locus of stable points is open. 
Lemma 3.10. Let ρ be a G¯-representation with underlying G-representation ρ˜. If ρ˜ is strongly
irreducible, then ρ is strongly irreducible.
Proof. Since the image of ρ meets all connected components of G¯, if StabG(ρ˜) = ZG, then
StabG(ρ) = ZG¯. 
Wewill assume that the set {ρ | ρ˜ is strongly irreducible} is non-empty.
Remark 3.11. By Proposition 1.20, if a GLn ⋊<σ>-representation is strongly irreducible, then
the underlying GLn-representation is necessarily (strongly) irreducible.
Proposition 3.12. The set of irreducible G¯-representations in RepΓ(Π,G) or G-orbits in ChΓ(Π,G)
with strongly irreducible underlying G-representations is Zariski open.
Proof. Theorem 2.7 gives an isomorphism RepΓ(Π,G)  Rep
Γ(Π˜,G), which can be projected
to Rep(Π˜,G). Then the subset in question is just the inverse image of the subset of strongly
irreducibles in Rep(Π˜,G), which is open. 
4. Flat Connections
In this section we work over C. We fix a Galois covering of complex manifolds X˜ → X
and apply the previous results to Π˜ = π1(X˜) and Π = π1(X), but with Γop  Π˜/Π as in §2.5.
Fix a homomorphism ψ : Γ → AutG. Then the semi-direct product G ⋊ψop Γop is equipped
with a section s : Γop → G ⋊ψop Γop satisfying (2.5.5).
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4.1. Twisted Principal G-Bundles. Given a principal G-bundles E with a flat connection ∇
on X˜, for any σ ∈ Γ, we can define another principal bundle by
(4.1.1) Eσ := E ×G F,
where F := G.s−1σ is the connected component of G ⋊ Γop corresponding to σ−1. It is a left and
right G-space with the multiplication actions. The quotient E ×G F is defined by the relation
(pg, x) ∼ (p, gx),
for any p ∈ E, x ∈ F and g ∈ G. The flat connection ∇σ is defined accordingly. We have,
Eστ  (Eσ)τ.
We say that a flat connection (E,∇) is (Γ, ψ)-invariant if for each σ ∈ Γ, there is an isomor-
phism of flat connections
(4.1.2) Φσ : (E,∇) ∼−→ (σ∗Eσ, σ∗∇σ).
If ρ˜ : π1(X˜) → G corresponds to (E,∇) under the Riemann-Hilbert correspondence, then
(E,∇) is (Γ, ψ)-invariant if and only if ρ˜ is (Γ, ψ)-invariant.
4.2. As before, let x˜ denote the base point of the complex manifold X˜. We choose a base
point e of the homogeneous space Ex˜. It determines a base point es−1σ ∈ Eσx˜ . If f : Ex˜ → Ex˜ is
a morphism of homogeneous spaces that sends e to eg, g ∈ G, then the induced morphism
f σ : Eσx˜ → Eσx˜ sends es−1σ to egs−1σ .
Lemma 4.1. Suppose that (E,∇) corresponds to ρ˜, both being (Γ, ψ)-invariant. There is a natural
bijection between the set of families of isomorphisms (Φσ)σ∈Γ such that ((E,∇),Φ∗) is a (Γ, ψ)-invariant
pair and the set of cochains (hσ)σ∈Γ such that (ρ˜, h∗) is a (Γ, ψ)-invariant pair. The bijection is given
as follows.
With the chosen base points in the fibres Ex˜ and Eσx˜, for each σ ∈ Γ, the morphism of homogeneous
G-spaces Ex˜ → Eσx˜ , e 7→ es−1σ hσ corresponds to the following morphism
(4.2.1) Ex˜ Φσ,x˜−→ Eσσ(x˜)
(Eσ
λσ
)−1
−→ Eσx˜,
where Φσ,x˜ is the restriction of Φσ on the fibres, and Eσλσ is the isomorphism associated to the path λσ
(§2.5).
Proof. For any η ∈ π1(X˜, x˜), we have a commutative diagram
(4.2.2)
Ex˜ Φσ,x˜−−−−→ Eσσ(x˜)
(Eσ
λσ
)−1
−−−−−→ Eσx˜
ρ˜(η)
y
yEσσ(η)
yes−1σ 7→e(ρ˜◦Cλσ◦σ(η))s−1σ
Ex˜ −−−−→
Φσ,x˜
Eσ
σ(x˜) −−−−−→(Eσ
λσ
)−1
Eσx˜ .
Indeed,with the choice of a base point inEx˜, the isomorphismEη induced along η is identified
with ρ˜(η); the left square commutes because Φσ is an isomorphism of flat connections and
(σ∗Eσ)η = Eσσ(η); conjugationbyEσλσ gives the isomorphismEσCλσ◦σ(η), which is the isomorphism
of homogeneous spaces induced from ECλσ◦σ(η).
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Since (Eσ
λσ
)−1 ◦ Φσ,x˜ is a morphism of homogeneous space, it is uniquely determined by
(Eσ
λσ
)−1 ◦ Φσ,x˜(e), which can be written as es−1σ hσ for a unique hσ ∈ G. Then
((Eσλσ)−1 ◦ Φσ,x˜)−1(es−1σ ) = eh−1σ ,
which is sent to eρ˜(η)h−1σ by Eη. Further,
(Eσλσ)
−1 ◦ Φσ,x˜(eρ˜(η)h−1σ ) = es−1σ hσρ˜(η)h−1σ .
Compared with Eσ
Cλσ◦σ(η), we have
(4.2.3) e(ρ˜ ◦ Cλσ ◦ σ(η))s−1σ = es−1σ ρ˜σ(η) = es−1σ hσρ˜(η)h−1σ .
We see that such (hσ)σ∈Γ define a (Γ, ψ)-invariant pair (ρ˜, h∗).
Reversing the arguments, the hσ’s give a family of isomorphisms Φσ,x˜ that are compatible
with the isomorphisms Eη and (σ∗Eσ)η, therefore define the desired isomorphisms of flat
principle G-bundles. 
Remark 4.2. By Lemma 4.1, we can identify ρ˜ with (E,∇) and identify (hσsσ)−1 with an
isomorphism Φ : E → σ∗Eσ. Therefore in the setting of Remark 3.8, the flat connection
(E,∇) can be decomposed into a direct sum of pairwise non isomorphic irreducibles, and Φ
induces an isomorphism on each such factor. This should be compared with [Ze, §4.1] and
[Ra, Proposition 4.5].
4.3. For any σ, τ ∈ Γ, the isomorphismΦσ : E → σ∗Eσ induces an isomorphism τ∗Φσ : τ∗E →
τ∗σ∗Eσ, and thus an isomorphism (τ∗Φσ)τ : τ∗Eτ → (στ)∗Eστ. Combined with Φτ : E → τ∗Φτ,
this gives an isomorphism E → (στ)∗Eστ.
Proposition 4.3. Let (ρ˜, h∗) be the Γ-invariant pair corresponding to ((E,∇),Φ∗). Then for any σ,
τ ∈ Γ,
(4.3.1) (τ∗Φσ)τ ◦ Φτ = Φστ
if and only if kστ := h−1στψ−1τ (hσ)hτgστ = 1.
Proof. We first note that there is a commutative diagram for any σ, τ:
(4.3.2)
Ex˜ Φσ,x˜−−−−→ (σ∗Eσ)x˜
Eλτ
y
y(σ∗Eσ)λτ
Eτ(x˜) −−−−→
Φσ,τ(x˜)
(σ∗Eσ)τ(x˜),
so Φσ,τ(x˜) = Eσσλτ ◦Φσ,x˜ ◦ Eλ−1τ , which gives
(4.3.3) (τ∗Φσ)τx˜ = Eστσλτ ◦ (Φσ,x˜)τ ◦ Eτλ−1τ .
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Using Lemma 4.1, we calculate
(Φστ)−1x˜ ◦ (τ∗Φσ)τx˜ ◦ Φτ,x˜
=(Φστ)−1x˜ ◦ Eστσλτ ◦ (Φσ,x˜)
τ ◦ Eτ
λ−1τ
◦Φτ,x˜
=(Φστ)−1x˜ ◦ Eστσλτ ◦ (Φσ,x˜)τ ◦ s−1τ hτ
=(Φστ)−1x˜ ◦ Eστσλτ ◦ E
στ
λσ
◦ Eστ
λ−1σ
◦ (Φσ,x˜)τ ◦ s−1τ hτ
=(Φστ)−1x˜ ◦ Eστσλτ ◦ Eστλσ ◦ s−1σ s−1τ ψ−1τ (hσ)hτ
=(Φστ)−1x˜ ◦ Eστλστ ◦ E
στ
λ−1στ
◦ Eστσλτ ◦ E
στ
λσ
◦ s−1σ s−1τ ψ−1τ (hσ)hτ
=h−1στsστ ◦ Eστλ−1στ ◦ E
στ
σλτ
◦ Eστλσ ◦ s
−1
σ s
−1
τ ψ
−1
τ (hσ)hτ
=h−1στ ◦ ψ−1στ (ρ˜(γ−1στγτγσ)) ◦ ψ−1τ (hσ) ◦ hτ
=h−1στ ◦ hστρ˜(γτγσγ−1στ )h−1στ ◦ ψ−1τ (hσ) ◦ hτ
=gστ ◦ h−1στ ◦ ψ−1τ (hσ) ◦ hτ,
(4.3.4)
whence the proposition. 
Remark 4.4. We will always assume Φ1 = Id in accordance with the assumption h1 = 1, so
that the proposition gives an alternative condition for a (Γ, ψ)-invariant pair to descend toX.
With this proposition, we can say the G¯-representation ρ corresponding to the pair
((E,∇),Φ∗) with Φ∗ satisfying the cocycle conditions. In the following, we define the sta-
bility condition for ((E,∇),Φ∗).
4.4. Let P be a proper parabolic subgroup of G and let E be a principal G-bundle. Recall
that a reduction of E to P is a principal P-bundle P and an isomorphism E  P ×P G, where
P acts on G by left multiplication.
For σ ∈ Γ, the G-conjugacy class of P is σ-stable if ψσ(P) is G-conjugate to P. If the G-
conjugacy class of P is σ-stable for all σ ∈ Γ, then we say that it is Γ-stable. The G-conjugacy
class of P is σ-stable if and only ifNG¯(P) meetsG.s
−1
σ . In this case, denote by Pσ the connected
component ofNG¯(P) contained inG.s
−1
σ . IfP is a principal P-bundle for some σ-stable P, then
we can define Pσ as P ×P Pσ.
Definition 4.5. A (Γ, ψ)-invariant pair ((E,∇),Φ∗) is unstable if there is
- a proper parabolic subgroupP ⊂ GwhoseG-conjugacy class is Γ-stable (for the action
ψ : Γ→ AutG) and
- a reduction of E to P, specified by an isomorphism E  P ×P G,
such that for all σ ∈ Γ, Φσ has a reduction to P, i.e. such that Φσ is induced from some
isomorphism P → σ∗Pσ.
Recall that if γ∗ : Γ → π1(X) is the fixed section and ρ is a G¯-representation, then ρ(γσ) =
h−1σ sσ.
Proposition 4.6. Let ρ be the G¯-representation corresponding to ((E,∇),Φ∗). Then ρ is irreducible
if and only if ((E,∇),Φ∗) is stable.
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Proof. A G¯-representation ρ is irreducible if and only if Im ρ˜ is not contained in any proper
parabolic subgroupP ⊂ G such that h−1σ sσ normalise P for all σ ∈ Γ, if and only if (E,∇) admits
no reduction to proper parabolic P such that all h−1σ sσ normalise P, if and only if (E,∇) admits
no P-reduction (P,∇) such that all Φσ restricts to P → σ∗Pσ. (For any σ, s−1σ hσ normalise P
if and only if e 7→ es−1σ hσ defines a morphism of homogeneous spaces Px˜ → Pσx˜ , which by
the arguments in the proof of Lemma 4.1 is equivalent to having a morphism of principal
P-bundles P → σ∗Pσ. Then this morphism induces Φσ.) 
4.5. Example. Let ψ : Γ→ AutG be the trivial homomorphism and let G = GLn(C). In this
case, any parabolic subgroup P ⊂ G¯ is just ∪σ∈ΓP◦.sσ since any sσ normalise P◦. The image of
ρ is generated by ρ(π1(X˜)) and ρ(γσ) = h−1σ sσ, for all σ ∈ Γ. Therefore Imρ ⊂ P if and only if
ρ(π1(X˜)) ⊂ P◦ and h−1σ ∈ P◦ for any σ ∈ Γ. We see that Imρ is not contained in any P if and
only if Im ρ˜ is not contained in any P◦ such that hσ ∈ P◦ for any σ ∈ Γ.
Now let L be the local system on X˜ corresponding to ρ˜, equipped with isomorphisms
Φσ : L → σ∗L for all σ ∈ Γ. Let E be a local subsystem of L and let P be the maximal
parabolic subgroup defined as the stabiliser of Ex˜ in GL(Lx˜)  GLn(C). By Lemma 4.1,
hσ ∈ P if and only if Φσ maps Ex˜ to (σ∗E)x˜ which is equivalent to that Φσ maps E to σ∗E. The
irreducibility of ρ is translated into the condition that there is no local subsystem E that is
invariant under Φσ for all σ ∈ Γ.
This morally recovers the stability of Γ-bundles defined by Seshadri: A Γ-vector bundle
V on X˜ is Γ-stable if its underlying vector bundle is semi-stable and for every proper Γ-
subbundleW of V, we have
(4.5.1) µ(W) < µ(V).
See [Ses] Chapter II, §1.
4.6. Example. Let G = GLn(C) and G¯ = G ⋊<σ>be defined by the transpose inverse σ. That
is, Γ = Z/2Z and ψmaps 1 to σ.
Zelaci’s work on vector bundles suggests the following definition of stable (Γ, ψ)-invariant
local system. (See [Ze] Definition 4.1, where the author considers anti-invariant local system.)
LetL be a (Γ, ψ)-invariant local systemon X˜. Given the defining isomorphismΦ : L → σ∗L∨,
and a local subsystem E ֒→ L, we put E⊥ to be the kernel of the surjection
(4.6.1) L Φ−→ σ∗L∨ ։ σ∗E∨.
We say that E is isotropic if E ⊂ E⊥. Note that this definition depends on Φ. In this case, we
say that
(4.6.2) 0 ⊂ E ⊂ E⊥ ⊂ L
is an isotropic flag. Obviously, giving such a flag is equivalent to giving an isotropic local
subsystem. We then define that L is stable if it admits no isotropic flag. One can check that
if (L,Φ) corresponds to ρ, then this is equivalent to that ρ is irreducible.
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5. Monodromy on Riemann Surfaces
Now we specialise to the case where the complex manifolds are Riemann surfaces. We
introduce punctures on the Riemann surfaces and study the local monodromy in twisted
conjugacy classes. In particular, we will define generic conjugacy classes.
5.1. Notations. Let p′ : X˜′ → X′ be a possibly ramified Galois covering of compact Riemann
surfaces with Aut(X˜′/X′)  Γ. Denote by h the genus of X′ and g the genus of X˜′. LetR ⊂ X′
be a finite set of points such that p′ is unramified over X := X′ \ R. Let I be the index set
of the elements of R so that each point of R is written as x j, j ∈ I. Denote by R˜ ⊂ X˜′ the
inverse image of R and write X˜ := X˜′ \ R˜. Denote by p the restriction of p′ to X˜. We fixe the
base points x˜ ∈ X˜ and x = p(x˜) ∈ X as before. For each x j ∈ R and some x˜ j ∈ p′−1(x j), put
n j = | StabΓ(x˜ j)| with StabΓ(x˜ j) =<σ j>, so σ j ∈ Γ is of order n j. It only depends on x j. Thus p′
is unramified over those x j with n j = 1.
For each j ∈ I, there is a small neighbourhood V j homeomorphic to C of x j such that each
point in p
′−1(x j) has a small neighbourhood homeomorphic to C on which the restriction of
p′ is z 7→ zn j . For each j, choose a point y j ∈ V j and a loop l j around x j based at y j, all with
the same orientation. We can choose paths λ j lying in X from x to y j such that γ j := λ−1j l jλ j,
together with the generators αi, βi, 1 ≤ i ≤ h, associated to the genus, generate π1(X) and
satisfy the relation
(5.1.1)
h∏
i=1
(αi, βi)
∏
j∈I
γ j = 1.
The choice of the path λ j determines a point y˜ j over y j and thus the connected component
of p
′−1(V j) containing y˜ j. Let us denote this connected component by U j and denote by x˜ j
the point in U j over x j. All other connected components of p
′−1(V j) are of the form τ(U j)
for some τ ∈ Γ. For each such component, we fix a τ as just mentioned and thus a point
τ(y˜ j) in it. The objects associated to the components will be indicated by a subscript ( j, τ),
for example U j,τ = τ(U j), y˜ j,τ = τ(y˜ j), and in particular, U j,1 = U j. If r j is the lift of l j starting
from y˜ j, then
(5.1.2) l˜ j := (
σ
nj−1
j r j) · · · (σ jr j)r j
is a loop in U j based at y˜ j, where σ jr j is the image of r j under σ j. Let l˜ j,τ = τ(l˜ j). Again, we
can choose paths λ˜ j,τ for x˜ to y˜ j,τ lying in X˜ such that γ˜ j,τ := λ˜−1j,τ l˜ j,τλ˜ j,τ together with α˜i, β˜i,
1 ≤ i ≤ g, associated to the genus of X˜, generate π1(X˜) and satisfy a similar relation as for
γ j’s. Note that the λ˜ j,1’s are not necessarily the lifts of the λ j’s.
5.2. Monodromy of ρ : π1(X) → G ⋊ Γop. Let ρ be as in 2.7. Fix ψ : Γ → AutG and write
G¯ = G ⋊ψop Γ
op and denote by ρ˜ the underlying G-representation. Since the end point of
the lift of γ j is σ j(x˜), γ j belongs to the π1(X˜)-coset in π1(X) corresponding to σ j. With the
specific choices of the γ j’s as above, we say that the monodromy of a G¯-representation ρ
at the puncture x j is the element ρ(γ j), which lies in the connected component G.sσ j . In
the G¯-character variety, its G-conjugacy class is well-defined, say C j. A different choice of
λ j results in a conjugation of γ j in π1(X), whence a conjugation by G¯ of ρ(γ j), whence a
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conjugation of C j by the group of connected components Γop. However, as we can see below,
even if we fix a particular λ j, we still need to consider the G¯-conjugates of C j when we go up
to X˜. So it is natural to consider the G¯-conjugacy class of ρ(γ j).
Now we consider what happens on X˜. The lift of γ
n j
j
is conjugate to γ˜ j,1, therefore ρ˜(γ˜ j,1)
must lie in the G-conjugacy class C˜ j := C
n j
j
:= {gn | g ∈ C j} ⊂ G. Now we take τ to be the
element that takes U j to some U j,τ that does not meet U j. The lift of γ−1τ γ
n j
j
γτ (γτ is given by
the fixed section Γ→ π1(X)) is conjugate to λ˜−1j,τ l˜ j,τλ˜ j,τ = γ˜ j,τ in π1(X˜), therefore
(5.2.1) ρ˜(γ˜ j,τ) is conjugate to ρ(γτ)−1ρ(γ j)n jρ(γτ) by Im ρ˜
which is in the conjugacy class ρ(γ j)−1C˜ jρ(γ j) = s−1τ hτC˜ jh−1τ sτ = ψτ(C˜ j) =: C˜ j,τ. Similarly,
ρ(γ−1τ γ jγτ) ∈ s−1τ (C j)sτ =: C j,τ which belongs to the connected component G.sτσ jτ−1 . We have
C
n j
j,τ
= C˜ j,τ. Note that γ−1τ γ jγτ is in the coset corresponding to τσ jτ−1.
5.3. Let us summarize the above discussions as follows.
Definition 5.1. With a loop l j based at y j in a small neighbourhood of the puncture x j, the
local monodromy class of a G¯-representation ρ at x j is the G¯-conjugacy class C¯ j of ρ(λ−1j l jλ j)
for some path λ j from x to y j. It does not depend on the choice of λ j. A particular choice of
λ j singles out a G-conjugacy class C j contained in C¯ j, also called the local monodromy class
of ρ at x j.
We also have,
Lemma 5.2. Suppose that we are given a particular path λ j as in the above definition so that
ρ(λ−1
j
l jλ j) ∈ C j, and x˜ j is the point over x j which has a small neighbourhood containing the end point
of the lift of λ j. Then the local monodromy class of ρ˜ at x˜ j is C
n j
j
. Moreover, for any other point τ(x˜ j)
over x j, τ ∈ Γ, the local monodromy class of ρ˜ at τ(x˜ j) is ψτ(Cn jj ).
Remark 5.3. Fixing the monodromy classes C˜ j,τ on X˜ does not uniquely determine the
monodromy classes C j, since in general there can be many conjugacy classes C′j such that
(C′
j
)n j = C˜ j,1.
Remark 5.4. Suppose that ψ is the trivial homomorphism. A G¯-conjugacy class in G¯ is
just a union of copies of a particular G-conjugacy class in G¯, say C j, with one copy in each
connected component corresponding to the elements of some conjugacy class of Γ. On the
other hand, at all points lying over x j, the monodromy classes of ρ˜ are the same, and only
depend on x j, say C˜ j. If C˜ j = {1}, then C j is morally the local type of a Γ-invariant vector
bundle over x j as defined by Balaji and Seshadri. See [BS, Definition 2.2.6].
In what follows. we assume that the image of
Ω(ψ) : Γ
ψ→ AutG→ OutG
is contained in a cyclic subgroup. If G is GLn or almost-simple with root system not of type
D4, then this is always satisfied.
ON CHARACTER VARIETIES WITH NON-CONNECTED STRUCTURE GROUPS 25
5.4. Fix a maximal torus T contained in a Borel subgroup B of G. In each connected
component G.sσ, σ ∈ Γ, we choose a quasi-central element sσ ∈ NG¯(T,B), so that NG¯(T,B) =
∪σ∈ΓT.sσ. The semi-simple G-conjugacy classes in G.sσ are parametrised by theWsσ -orbits in
T˜σ := T/[T, sσ]  (Tsσ)◦/(Tsσ )◦ ∩ [T, sσ].
with t ∈ (Tsσ)◦ representing the class of tsσ. Denote by Tσ the quotient T˜σ/Wsσ . When σ = σ j
for some j ∈ I, we will write s j, T˜ j and T j instead of sσ j , T˜σ j and Tσ j .
LetC = (C j) j∈I be a tuple ofG-conjugacy classes of G¯, withC j contained inG.sσ j . Denote by
RepΓ,C(X,G) ⊂ RepΓ(X,G) the locally closed subvariety consisting of ρ satisfying ρ(γ j) ∈ C j,
for all j ∈ I. If C are semi-simple classes, RepΓ,C(X,G) is closed in RepΓ(X,G) and these
tuples are parametrised by
∏
j T j. We will define a non-empty subset T◦ ⊂
∏
j T j so that
ρ ∈ RepΓ(X,G) is irreducible wheneverρ ∈ RepΓ,C(X,G), for some tupleCwhose semi-simple
parts correspond to a point of T◦.
5.5. Let P be a parabolic subgroup containing B and let L be the unique Levi factor of
P containing T. In this case we will simply say that (L,P) contains (T,B). There are only
finitely many such pairs (L,P). Suppose that NG¯(L,P) meets all connected components of
G¯. This implies that for any σ ∈ Γ, the G-conjugacy class of (L ⊂ P) is stable under sσ. But
(sσ(L), sσ(P)) also contains (T,B), so it is necessary that (sσ(L), sσ(P)) = (L,P) for any σ ∈ Γ.
Therefore NG¯(L,P) = ∪σ∈ΓL.sσ.
Write L¯ = NG¯(L,P).
Lemma 5.5. Let L and P be as above. If L , G, then dimZL¯ > dimZG¯.
Proof. For any σ ∈ Γ, the action of sσ on T are determined by the connected component of
AutG that the automorphism ad sσ belongs to. By the assumption at the beginning of this
section, there is some σ0 ∈ Γ such that ad sσ0 generates the image of
Γ
ψ→ AutG→ OutG.
Therefore ZL¯ = CZL(sσ0 ) and ZG¯ = CZG(sσ0), since ZL and ZG are contained in T.
Now L′ := CL(sσ0)◦ is a Levi subgroup of G′ := CG(sσ0 )◦. By Proposition 1.10, if L , G, then
L′ , G′. By Proposition 1.9, Z◦
L′ = CZ◦L(sσ0)
◦ and Z◦
G′ = CZ◦G(sσ0 )
◦. Then the lemma follows
from the result for usual Levi subgroups. 
5.6. For any connected reductive algebraic group H, denote by
DH : H −→ Z◦H/(Z◦H ∩ [H,H])
the projection, identifyingH/[H,H]  Z◦
H
/(Z◦
H
∩[H,H]). ForH = GLn, this is the determinant.
Each element tσ ∈ Tσ is an Wsσ-orbit. Each element tσ ∈ tσ is a coset in (Tsσ)◦. We fix a
representative in (Tsσ )◦ of each such tσ, also denoted by tσ. The choice of such representative
will not matter. If σ = σ j for some j ∈ I, then we write t j and t j instead of tσ j and tσ j .
Definition 5.6. A tuple of semi-simple conjugacy classes parametrised ty (t j) j∈I is generic if
the following condition is satisfied. For
- any(L,P) containing (T,B) with P , G such that NG¯(L,P) meets all connected compo-
nents of G¯, and
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- any tuple (t j) j∈I with t j ∈ t j,
the element
(5.6.1)
∏
j∈I
∏
τ∈Γ/<σ j>
DL(sτ(t
n j
j
s
n j
j
)) ∈ Z◦L/(Z◦L ∩ [L, L])
is not equal to the identity, where sτ acts on T by conjugation. A tuple of conjugacy classes
C is generic if the tuple of the conjugacy classes of the semi-simple parts of C is generic.
One can verify that DL(sτ(tn js
n j
j
)) has constant value for t ∈ [T, s j] so it only depends on
the coset t j.
Remark 5.7. If we denote by DL¯ the homomorphism L¯→ L¯/[L, L], then∏
τ∈Γ/<σ j>
DL(sτ(t
n j
j
s
n j
j
)) =
∏
τ∈Γ
DL¯(sτ(t js j)),
where sτ acts on NG¯(T,B) by conjugation.
Remark 5.8. The morphism of varieties (Ts j )◦s j → T, ts j → (ts j)n j surjects onto a connected
component of Ts j . Indeed,
(ts j)n j = ts j(t) · · · sn j−1j (t)s
n j
j
∈ T
and is obviously fixed by s j.
Put
(Z◦L)
Γ = {z ∈ Z◦L | sτ(z) = z, for all τ ∈ Γ}.
We have (Z◦
L
)Γ = ZL¯ ∩ Z◦L. It has the same dimension as ZL¯.
Lemma 5.9. For any j ∈ I,
∏
τ∈Γ/<σ j>
DL ◦ sτ : Ts j −→ (Z◦L)Γ/((Z◦L)Γ ∩ [L, L])
is a surjective group homomorphism.
Proof. Let t ∈ Ts j and σ ∈ Γ. We have
sσ
( ∏
τ∈Γ/<σ j>
DL(sτ(t))
)
=
∏
τ∈Γ/<σ j>
DL(sσsτ(t)).
Note that sσsτ differs from sστ by an element of T, and therefore they have the same action
on T. Also, all elements in a coset τ<σ j>have the same action on Ts j . The right hand side of
the equality is thus equal to
∏
τ∈Γ/<σ j>DL(sτ(t)). So the image is Γ-invariant.
Let z ∈ (Z◦
L
)Γ. Then ∏
τ∈Γ/<σ j>
DL(sτ(z)) = z|Γ|/n j .
Since char k ∤ |Γ|, this surjects onto (Z◦
L
)Γ. 
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5.7. Denote by T˜ ⊂∏ j T˜ j the closed subvariety defined by
(5.7.1)
∏
j∈I
∏
τ∈Γ/<σ j>
DG(sτ(t
n j
j
s
n j
j
)) = 1,
with ti ∈ T˜ j. One can also define T ⊂
∏
j T j by the same equation while choosing for each
orbit t j an element t j in it. This is well-defined.
Proposition 5.10. The subset of generic semi-simple conjugacy classes T◦ ⊂ T is Zariski open and
non-empty.
Thus we can regard T◦ as an open subvariety.
Proof. LetZ ⊂∏ j T˜ j be the closed subset defined by: (t j) belongs toZ if for some (L,P) ⊃ (T,B)
with P , G,
(5.7.2)
∏
j∈I
∏
τ∈Γ/<σ j>
DL(sτ(t
n j
j
s
n j
j
)) = 1.
By Lemme 5.5, Remark 5.8 and Lemma 5.9, we have dimZ < dim T˜.
The finite group W :=
∏
jW
s j acts on
∏
j T˜ j and preserves the closed subsets T˜ and
∪w∈Ww.Z. Define
T˜◦ = T˜ \
⋃
w∈W
w.Z.
It is a W-invariant open subset of T˜, and is non-empty for dimension reason. Then by
definition (t j) ∈ T◦ if and only if all of its fibres are contained in T˜◦ and so T◦ = T˜◦/W is
open. 
5.8. Generic conjugacy classes of GLn(k) ⋊<σ>. By Hurwitz formula, there can only be
an even number of ramification points in a double covering of Riemann surfaces. Let
the punctures be exactly the ramification points. In this case I = {1, . . . , 2k} and let C =
{C1, . . . ,C2k} be a 2k-tuple of semi-simple σ-conjugacy classes. That is, G-conjugacy classes
contained in G.σ. We write n = 2m or n = 2m + 1 according to the parity. In either case, C j is
determined by an m-tuple of eigenvalues A j = {a¯ j,1, . . . , a¯ j,m}. (See §1.15) Put Λ = {1, . . . ,m}.
We write A˜ j = {a¯2j,1, . . . , a¯2j,m}, where for any orbit z¯, z¯2 := {x2|x ∈ z¯}. We have 1¯2 = {1}, i¯2 = {−1}
(i =
√
−1), and for any other orbit z¯2 = {z2, z−2}. For any j and any subset J j ⊂ Λ, denote by
A˜J j ⊂ A˜ j a tuple of the form (zk)k∈J j , zk ∈ a¯2j,k.
We write
(5.8.1) [A˜Ji ] =
∏
k∈J j
zk.
We see that C is generic if and only if for any 1 ≤ l ≤ m, any J j, j ∈ I, such that |J j| = l, and
any A˜J j , the following relation is not satisfied,
(5.8.2) [A˜J1] · · · [A˜J2k] = 1.
5.9. We conclude this section by the following proposition.
Proposition 5.11. Suppose C is a tuple of generic conjugacy classes. Then every element of
RepΓ,C(X,G) is an irreducible G¯-representation.
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Proof. Fix T ⊂ B and sσ as in §5.4. Suppose ρ ∈ RepΓ,C(X,G) is not irreducible. Then
there exists some proper parabolic subgroup P ⊂ G such that NG¯(P) meets all connected
components of G¯ and Imρ ⊂ NG¯(P). Up to a G-conjugation we can assume that P contains
B. Let L be the unique Levi factor of P containing T.
Put c j := ρ(γ j) ∈ P.s j, then cn jj ∈ P. Let c˜ j = ρ˜(γ˜ j), then it is P-conjugate to c
n j
j
. For τ
representing a coset in Γ/<σ j>, c˜ j,τ := ρ˜(γ˜ j,τ) is P-conjugate to sτ(c
n j
j
) by (5.2.1). LetπL : P→ L
be the natural projection. Using a presentation of π1(X˜) by the γ˜ j,τ’s, we find
(5.9.1)
∏
j∈I
∏
τ∈Γ/<σ j>
DL ◦ πL(sτ(cn jj )) = 1.
Note that the value of DL only depends on the semi-simple parts. The semi-simple part
c j,s of c j is contained inG.s j because we have assumed char k ∤ |Γ| and all unipotents elements
are thus contained in G. In particular, c j,s ∈ P.s j. It is therefore P-conjugate to an element
of NG¯(T,B) and is further L-conjugate to an element of (T
s j)◦s j by Proposition 1.5. Now, the
above relation contradicts the definition of generic conjugacy classes. 
6. Relation with Γ-Fixed Points
In this section, we come back to the general setting of finitely generated discrete groups.
Our reference for group cohomology is [Ser, Chapitre I, §5]. If we were to work in the setting
of §2.5, we could equivalently work with the right action of Γ on ZG with σ ∈ Γ acting by
ψσ−1 , but the differential map on cochains should be changed accordingly.
6.1. Let ψ : Γ→ AutG be a homomorphism. Any other ψ′ that is an inner form of ψ can be
written as ψ′σ = xσψσ, for some xσ ∈ Gad and each σ ∈ Γ. We say that ψ and ψ′ are equivalent
if there exists g ∈ Gad such that ψ′σ = gψσg−1 for each σ ∈ Γ.
Lemma6.1. Fix someψ as above. Then the equivalence classes of the inner forms ofψ are parametrised
by the pointed set H1(Γ,Gad) with ψ being the base point.
Proof. Since bothψ andψ′ are grouphomomorphisms,wededuce that xσψσ(xτ) = xστ. There-
fore (xσ) defines a cocycle. It is easy to check that the equivalence relation of homomorphisms
translates into the equivalence relation of cocycles. 
In what follows we fix an inner classΨ : Γ→ OutG and a homomorphism ψ : Γ→ AutG
such that Ω(ψ) = Ψ. As always, we choose a section γ∗ : Γ→ Π with γ1 = 1.
6.2. According to Remark 2.2, there is a Γ-action on Ch(Π˜,G). Denote by Ch(Π˜,G)Γ the
subvariety of Γ-fixed points.
Lemma 6.2. Let ρ˜ be a G-representation of Π˜ and denote by [ρ˜] its G-orbit. Then there exists some
cochain h∗ such that (ρ˜, h∗) is a Γ-invariant pair if and only if [ρ˜] lies in Ch(Π˜,G)Γ.
Proof. Obvious. 
Remark 6.3. The action of Γ depends onψ and the fixed points locus Ch(Π˜,G)Γ only depends
onΨ.
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6.3. Denote by Ch◦(Π˜,G) ⊂ Ch(Π˜,G) the open subvariety of strongly irreducible represen-
tations. Let ρ˜ : Π˜ → G be such that [ρ˜] ∈ Ch◦(Π˜,G)Γ and choose some cochain h∗ such that
(ρ˜, h∗) is a (Γ, ψ)-invariant pair. For such a pair, we define a cochain (kστ)σ,τ∈Γ ∈ C2(Γ,ZG) by
(6.3.1) kστ := h−1στψσ(hτ)hσgστ.
This is well-defined by Lemma 2.6 (i).
Remark 6.4. Working with Γop, we should define kστ = h−1στψ−1τ (hσ)hτgστ instead.
Proposition 6.5. Let (kστ) be the cochain associated to a given ρ˜ defined as above. Then,
(i) The cochain (kστ) is a cocycle;
(ii) The cohomology class of (kστ) does not depend on h∗;
(iii) The cohomology class of (kστ) does not depend on the choice of γ∗;
(iv) The cochain h∗ can be modified (by ZG componentwise) to satisfy the equality in Lemma 2.6
(ii) if and only if (kστ) is a coboundary.
We will denote by cψ(ρ˜) := [kστ] the cohomology class of (kστ), which only depends on ψ
and ρ˜. The cohomology group H2(Γ,ZG) only depends onΨ.
Proof. Let us show that (kστ) is a cocycle. The differential d : C2(Γ,A) → C3(Γ,A) for the left
action of Γ on some abelian group A, written additively, is
dϕ(x, y, z) = x · ϕ(y, z) − ϕ(xy, z) + ϕ(x, yz) − ϕ(x, y),
for any ϕ ∈ C2(Γ,A), and any x, y, z ∈ Γ.
Since kστ is central, its factors can be permuted in a order-preserving way, i.e.
(6.3.2) h−1στψσ(hτ)hσgστ = ψσ(hτ)hσgστh
−1
στ = hσgστh
−1
στψσ(hτ) = gστh
−1
στψσ(hτ)hσ,
In the following calculation we will put a bracket on each central element.
(dk)στµ =[ψσ(kτµ)][k−1στ,µ][kσ,τµ][k
−1
στ ]
=[ψσ(h−1τµψτ(hµ)hτgτµ)]
[g−1στ,µh
−1
στψστ(h
−1
µ )hστµ]
[h−1στµψσ(hτµ)hσgσ,τµ]
[g−1στh
−1
σ ψσ(h
−1
τ )hστ]
=[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[g−1στ,µh
−1
στψστ(h
−1
µ )ψσ(hτµ)hσgσ,τµ]
[g−1στh
−1
σ ψσ(h
−1
τ )hστ]
=[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[gσ,τµg−1στ,µh
−1
στψστ(h
−1
µ )ψσ(hτµ)hσ]
[h−1σ ψσ(h
−1
τ )hστg
−1
στ ]
=[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[gσ,τµg−1στ,µh
−1
στψστ(h
−1
µ )ψσ(hτµ)ψσ(h
−1
τ )hστg
−1
στ ]
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=[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[hστg−1στ gσ,τµg
−1
στ,µh
−1
στψστ(h
−1
µ )ψσ(hτµ)ψσ(h
−1
τ )].
We calculate
hστg
−1
στ gσ,τµg
−1
στ,µh
−1
στ
=hστρ˜((γστγ−1τ γ
−1
σ )(γσγτµγ
−1
στµ)(γστµγ
−1
µ γ
−1
στ ))h
−1
στ
=hστρ˜(γστγ−1τ γτµγ
−1
µ γ
−1
στ )h
−1
στ
=ψστ ◦ ρ˜(γ−1τ γτµγ−1µ )
=ψσ(hτρ˜(γτµγ−1µ γ
−1
τ )h
−1
τ )
=ψσ(hτgτµh−1τ ).
(6.3.3)
We then continue to calculate
(dk)στµ =[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[ψσ(hτgτµh−1τ )ψστ(h
−1
µ )ψσ(hτµ)ψσ(h
−1
τ )]
=[ψσ(h−1τµ)ψστ(hµ)ψσ(hτ)ψσ(gτµ)]
[ψσ(gτµ)ψσ(h−1τ )ψστ(h
−1
µ )ψσ(hτµ)]
=1.
(6.3.4)
We have shown that (kστ) is a cocycle.
Now if (hσ) is replaced by (hσxσ)σ∈Γ for a family xσ ∈ ZG, then kστ is multiplied by
x−1στψσ(xτ)xσ which is exactly (dx∗)στ where the differential written additively is
(6.3.5) dϕ(x, y) = x · ϕ(y) − ϕ(xy) + ϕ(x),
for any ϕ ∈ C1(Γ,ZG) and any x, y ∈ Γ. Therefore [kστ] does not depend on h∗. We also
deduce from this that (hσ) can be modified to satisfy the desired equality if and only if (kστ)
is a coboundary.
Finally, let us show that [kστ] is independent of the choice of γ∗. Let γ′∗ be another section.
If (ρ˜, h∗) is (Γ, ψ)-invariant for γ∗, then (ρ˜, (ψσ(ρ˜(δ−1σ ))hσ)σ) is (Γ, ψ)-invariant for γ′∗, where
δσ = γ
−1
σ γ
′
σ ∈ Π˜. Put h′σ = ψσ(ρ˜(δ−1σ ))hσ, for any σ ∈ Γ, and put h′∗ = (h′σ)σ∈Γ. We will
calculate (k′στ) with h′∗ thus defined. By the argument above, any other h′′∗ such that (ρ˜, h′′∗ ) is
(Γ, ψ)-invariant will give the same cohomology class. Put g′στ := ρ˜(γ′τγ′σγ
′−1
στ ).
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We calculate
k′στ =h
′−1
στ ψσ(h
′
τ)h
′
σg
′
στ
=h−1στψστ(ρ˜(δστ))ψσ(ψτ(ρ˜(δ
−1
τ )))ψσ(hτ)ψσ(ρ˜(δ
−1
σ ))hσg
′
στ
=h−1στhστρ˜(γ
′
στγ
−1
στ )h
−1
στψσ(ψτ(ρ˜(δ
−1
τ )))ψσ(hτ)ψσ(ρ˜(δ
−1
σ ))hσg
′
στ
=ρ˜(γ′στγ
−1
στ )h
−1
στhστρ˜(γστγ
′−1
τ γτγ
−1
στ )h
−1
στψσ(hτ)ψσ(ρ˜(δ
−1
σ ))hσg
′
στ
=ρ˜(γ′στγ
′−1
τ γτγ
−1
στ )h
−1
στψσ(hτ)ψσ(ρ˜(δ
−1
σ ))hσg
′
στ
=ρ˜(γ′στγ
′−1
τ γτγ
−1
στ )h
−1
στψσ(hτ)hσρ˜(γσγ
′−1
σ )g
′
στ
=ρ˜(γ′στγ
′−1
τ γτγ
−1
στ )kστg
−1
στ ρ˜(γσγ
′−1
σ )g
′
στ
=kστρ˜((γ′στγ
′−1
τ γτγ
−1
στ )(γστγ
−1
τ γ
−1
σ )(γσγ
′−1
σ )(γ
′
σγ
′
τγ
′−1
στ ))
=kστ
(6.3.6)
whence the proposition. 
Remark 6.6. Since k′στ = kστ, (ρ˜, h∗) defines an extension ρ if and only if (ρ˜, h′∗) defines an
extension ρ′. In fact, we have ρ = ρ′. This can be seen from the following. On the one hand,
ρ(γσ) = h−1σ sσ. On the other hand,
ρ′(γ′σ) =h
′−1
σ sσ
=h−1σ ψσ(ρ˜(δσ))sσ
=h−1σ sσρ˜(δσ)
=ρ(γσ)ρ˜(γ−1σ γ
′
σ)
=ρ(γ′σ),
(6.3.7)
So the correspondence between (ρ˜, h∗) and ρ is independent of the choice of γ∗.
6.4. We have defined a partition of Ch◦(Π˜,G)Γ byH2(Γ,ZG), and the stratum corresponding
to the trivial cohomology class consists of the underlying G-representations of some G ⋊ψ Γ-
representations. In general, ρ˜ gives rise to some non trivial cohomology class cψ(ρ˜) ∈
H2(Γ,ZG). The following proposition shows that more strata are obtained as restrictions of
G ⋊ Γ-representations.
Proposition 6.7. There exists some ψ′ with Ω(ψ′) = Ψ such that cψ′(ρ˜) = 1 if and only if
cψ(ρ˜)−1 = δ(ψ′) for some ψ′ under the natural map δ : H1(Γ,Gad)→ H2(Γ,ZG).
Proof. Given ψ′ : Γ → AutG, such that ψ′σ = ad xσ ◦ ψσ with xσ ∈ G, we put h′σ = xσhσ and
define a cocycle with respect to ψ′ by
(6.4.1) k′στ := h
′−1
στ ψ
′
σ(h
′
τ)h
′
σgστ.
Since both ψ′ and ψ are group homomorphisms, there exists some (dστ) ∈ C2(Γ,ZG) such that
dστ = x
−1
στxσψσ(xτ).
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Nowwe compute
k′στ = h
′−1
στ ψ
′
σ(h
′
τ)h
′
σgστ
= h−1στx
−1
στxσψσ(xτhτ)x
−1
σ xσhσgστ
= dστkστ.
(6.4.2)
We see that k′στ is a coboundary if and only if the cohomology class of (kστ) and that of (d−1στ )
are equal. If we denote by (x¯σ) the image of (xσ) in C1(Γ,Gad) under the natural map induced
by G→ Gad, then its cohomology class corresponds exactly to the equivalence class of ψ′ by
Lemma 6.1. By the definition of δ, δ(ψ′) is the cohomology class of (dστ). 
Remark 6.8. We do not knowwhether the stratum corresponding to an arbitrary element of
H2(Γ,ZG) is non-empty.
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