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REPRESENTATIONS OF GLN OVER FINITE LOCAL PRINCIPAL
IDEAL RINGS - AN OVERVIEW
ALEXANDER STASINSKI
Abstract. We give a survey of the representation theory of GLN over finite
local principal ideal rings via Clifford theory, with an emphasis on the con-
struction of regular representations. We review results of Shintani and Hill,
and the generalisation of Takase. We then summarise the main features, with
some details but without proofs, of the recent constructions of regular repre-
sentations due to Krakovski–Onn–Singla and Stasinski–Stevens, respectively.
1. Introduction
This paper is a survey of the (complex) representation theory of the group
GLN (o), where o is a compact discrete valuation ring, or equivalently, the ring of
integers in a non-Archimedean local field with finite residue field Fq of characteristic
p. Since GLN (o) is a profinite group, we consider its continuous representations,
and a representation is continuous if and only if it is smooth if and only if it factors
through a finite quotient GLN (or), where or := o/p
r, p is the maximal ideal in o,
and r ≥ 1. We therefore focus on the representations of the finite groups GLN (or).
The representation theory of GLN (or) has a relatively long history (see the his-
torical notes in Section 2), and has very recently seen intensified activity from
several directions. We will focus mostly on the recent developments regarding
so-called regular representations, studied via Clifford theory. Regular representa-
tions roughly correspond to regular conjugacy classes of matrices in the Lie algebra
gr = MN (or), that is, matrices whose centralisers mod p have dimension N . The
first construction of this kind goes back to Shintani [28], who constructed all the
regular representations when r is even. This was followed by work of Hill [12], who
rediscovered Shintani’s construction and also provided a partial construction of so-
called split regular representations for r odd. As we will see in subsequent sections,
the representation theory of GLN (or) is much harder when r is odd compared to
when r is even. Very recently it was realised by Takase [33] that Hill’s construc-
tion does not actually produce all the split regular representations. Furthermore,
Takase gave a construction of all regular representations which correspond to conju-
gacy classes with separable characteristic polynomial mod p, assuming the residue
characteristic p of o is not 2. At the same time, and independently, two general
constructions of regular representations have been found. One is by Krakovski,
Onn and Singla [18], which works whenever p is not 2, and the other is by Stasinski
and Stevens [32]. The latter works for any o, and we therefore now have a com-
plete construction of all the regular representations of GLN (or). This is currently
the most general uniform construction of irreducible representations of GLN(or)
available.
1
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In Section 3 we give an introduction to the Clifford theory approach to the
representations of GLN (or). In Section 4 we define regular representations and
give the construction when r is even. In Sections 5-7 we then focus on the various
constructions of regular representations for r odd. Section 5 contains a summary of
Hill’s and Takase’s constructions of regular semisimple representations. In Section 6
we give an outline of the construction of Krakovski, Onn and Singla. Finally, in
Section 7 we elaborate on the main steps in the construction of Stasinski and
Stevens. In the final Section 8 we mention some open problems.
Throughout the paper we have omitted most proofs, apart from the proofs of
some occasional lemmas. On the other hand, we have tried to provide detailed
explanations of many of the arguments.
Acknowledgement. I wish to thank the organisers of the conference “Around Lang-
lands correspondences”, at the Université Paris-Sud in June 2015 for the opportu-
nity to talk about the work [32]. I am grateful to Shaun Stevens for many helpful
conversations, and to Uri Onn for explaining some details of [18].
2. Historical overview
The characters of GLN (o1) = GLN (Fq) were determined in a classical paper of
Green [9] and the representations can be constructed via Deligne-Lusztig theory.
The representations of the finite groups GL2(or), for all r ≥ 1, have in one form or
another been known to some mathematicians since the late 70s. There have been
at least two different approaches to this problem. On the one hand, there is the
Weil representation approach of Nobs and Wolfart (applied to the case o = Zp in
[23]). On the other hand, there is the approach via orbits and Clifford theory due
to Kutzko (unpublished), and independently to Nagornyj [20]; see also [30].
The related case of SL2(Zp), p 6= 2, was studied by Kloosterman [16, 17], Tanaka
[34, 35], Kutzko (thesis; unpublished), and Shalika (for general o and p 6= 2) [27].
The Clifford theoretic approach of Kutzko and Shalika was rediscovered by Jaikin-
Zapirain in [15, Section 7]. Another description of the representations of SL2(Zp)
(including the much more difficult case p = 2) was obtained by Nobs and Wolfart
[22, 24] using Weil representations. The case PGL2(o), again with p 6= 2, was
treated by Silberger [29].
The representations of GL3(o) were studied by Nagornyj in [21], but the con-
struction of representations was left incomplete. However, it was shown in [21] that
the classification of representations of GLN (o) is a so-called wild problem, and in
general one can therefore not expect an explicit and surveyable parametrisation of
all the representations.
Recently, thorough and in-depth work on the representations of GL3(o) and
SL3(o) (and related groups) has appeared in a series of papers by Avni, Klop-
sch, Onn and Voll; see, for example, [1, 2]. The results in [1] are based, among
other things, on the Kirillov orbit method, which works for principal congruence
subgroups of SL3(o) of index large enough compared to p, and only when o has
characteristic 0. In [2] the authors employ Clifford theoretic methods to count the
representations of GL3(or) and SL3(or) (when char o = 0 or char o = p and p is
large enough relative to r) and of SL3(o) (when char o = 0 and p is large enough
relative to the absolute ramification index of o). Analogous results are obtained for
unitary groups corresponding to an unramified extension of o.
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For the groups GLN (or) with N ≥ 2, r ≥ 2, the first general results seem to be
due to Shintani in 1968 [28], who constructed the so-called regular representations
when r is even. This construction was rediscovered in independent work of Hill
around 1995 [12]. The series of papers by Hill [10, 11, 12, 13] use the method of
orbits and Clifford theory to study and construct some of the representations of
GLN (or). In particular, in addition to Shintani’s construction of regular represen-
tations for r even, Hill went on to construct certain regular representations when
r is odd. Over twenty years after Hill’s work, it was realised by Takase [33] that
Hill’s construction of split regular representations is not exhaustive when the orbit
is not semisimple. As mentioned in the introduction, recent constructions of regular
representations have led to successively more general results, so that we now have
a complete construction of all the regular representations of GLN (or). We will give
a more detailed description of this work in subsequent sections.
Another approach to the representation theory of GLN (or) is based on viewing
this group as the automorphism group of a rank N o-module. This was initiated by
Onn [25], who defined a new type of induction functor, called infinitesimal induc-
tion, for general automorphism groups of o-modules of residual rank N . Infinitesi-
mal induction complements the classical induction from parabolic subgroups, which
in [25] is referred to as geometric induction. Decomposing these induced represen-
tations and using the known construction of (strongly) cuspidal representations for
GL2(o), leads to another classification of the representations of this group.
Finally, we mention a different approach to the representations of GLN (or), or
more generally, for reductive groups over or. This approach is a cohomological
construction of certain irreducible representations attached to characters of finite
maximal tori. It was given by Lusztig in [19] in the case where o has positive
characteristic, and for arbitrary o in [31]. This is a higher level generalisation of the
classical construction of Deligne and Lusztig [6], which corresponds to the case r =
1. Another, “purely algebraic” (non-cohomological) construction of representations
of certain split reductive groups, also attached to characters of finite maximal tori,
was given by Gérardin [8]. In [19, Section 1] Lusztig suggested the problem of
whether these representations are in fact the same as those given by the higher
Deligne-Lusztig construction. This was recently answered in the affirmative for r
even by Chen and Stasinski [5].
3. Clifford theory for GLN (or)
If G is a finite group, we will write Irr(G) for the set of isomorphism classes
of complex irreducible representations of G. For convenience, we will always con-
sider an element ρ ∈ Irr(G) as a representation, rather than an equivalence class
of representations, that is, we identify ρ ∈ Irr(G) with any representative of the
isomorphism class ρ. One can view Irr(G) as the set of irreducible characters of G,
but we prefer to work with representations when possible. If G is abelian, we will
often refer to a one-dimensional representation of G as a character. If H ⊆ G is a
subgroup and ρ is any representation of G we write ρ|H for the restriction of ρ to
H .
Let o be a compact discrete valuation ring, that is, the ring of integers in a non-
Archimedean local field with finite residue field, say Fq, of characteristic p. Denote
by p the maximal ideal of o, and by ̟ a fixed generator of p. For any integer
r ≥ 1 we write or for the finite ring o/p
r. We will also use p and ̟ to denote the
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corresponding images of p and ̟ in or. Fix an integer N ≥ 2 and, for any r ≥ 1,
put
Gr = GLN (or),
gr = MN (or),
where, for a commutative ring R, we use MN (R) to denote the algebra of N × N
matrices over R. From now on, we consider a fixed r ≥ 2. For any integer i such
that r ≥ i ≥ 1, let ρi = ρr,i : Gr → Gi be the surjective homomorphism induced
by the canonical map or → oi, and write K
i = Kir = Kerρi. We also write ρi for
the corresponding homomorphism gr → gi. We thus have a descending chain of
subgroups
Gr ⊃ K
1 ⊃ · · · ⊃ Kr = {1},
where
Ki = 1 + pigr.
With this description of the kernels, it is easy to show the commutator relation
[Ki,Kj] ⊆ Kmin(i+j,r), for r ≥ i, j ≥ 1. In particular, if i ≥ r/2, then Ki is
abelian, and if we let l = ⌈ r2⌉, then K
l is the maximal abelian group among the
kernels Ki. From now on, let i ≥ r/2, that is, i ≥ l. Then the map x 7→ 1 +̟ix
induces an isomorphism
(3.1) gr−i −˜→ K
i.
The group Gr acts on gr−i by conjugation, via its quotient Gr−i. This action is
transformed by the above isomorphism into the action of Gr on its normal subgroup
Ki. Let F be the fraction field of o. Fix an additive character ψ : F → C× which is
trivial on o but not on p−1. For each r ≥ 1 we can view ψ as a character of the group
F/pr whose kernel contains or. We will use ψ and the trace form (x, y) 7→ tr(xy)
on gr to set up a duality between the groups Irr(K
i) and gr−i. For β ∈ MN (or),
define a homomorphism ψβ : K
i → C× by
(3.2) ψβ(1 + x) = ψ(̟
−r tr(βx)),
for x ∈ pigr. Note that ̟
−r tr(βx) is a well defined element of F/pr. Since ψ
is trivial on or, ψβ only depends on x mod p
r−i (as it must in order to be well
defined). Moreover, the map β 7→ ψβ is a homomorphism whose kernel is p
r−igr,
thanks to the non-degeneracy of the trace form. Hence it induces an isomorphism
gr/p
r−igr −˜→ Irr(K
i),
where we will usually identify gr/p
r−igr with gr−i. For g ∈ Gr we have
ψgβg−1(x) = ψ(̟
i−r tr(gβg−1x)) = ψ(̟i−r tr(βg−1xg)) = ψβ(g
−1xg).
Thus the isomorphism (3.1) transforms the action of Gr on gr into (the inverse)
conjugation of characters.
Remark 3.1. In the above we have used adjoint orbits (i.e., conjugacy classes) in
gr/p
r−igr to parametrise orbits of characters of K
i. From some points of view it is
more natural to use co-adjoint orbits in the dual
g∗r := Homor (gr, or).
Indeed the pairing 〈 · , · 〉 : g∗r × gr → or given by 〈f, β〉 = f(β) is non-degenerate
and one can define
ψf (1 + x) = ψ(̟
−r〈f, x〉),
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where f ∈ g∗r . This induces an isomorphism g
∗
r/p
r−ig∗r
∼= g∗r−i →˜ Irr(K
i), and
has the advantage of generalising to Chevalley groups other than GLN (where the
trace form may be degenerate); see [8]. However, for GLN we prefer to work with
elements in gr rather than elements in its dual, and we can translate between the
two by means of the Gr-equivariant bijection induced by the trace form.
If G is a finite group, H ⊆ G is a subgroup and ρ ∈ Irr(H), we will write
Irr(G | ρ) for the set of π ∈ Irr(G) such that π contains ρ on restriction to H , that
is,
Irr(G | ρ) = {π ∈ Irr(G) | 〈π|H , ρ〉 6= 0}.
Moreover, if N is a normal subgroup of G, then G acts on Irr(N) by ρ 7→ gρ, where
gρ(n) := ρ(gng−1), for g ∈ G, n ∈ N . In this case, we define the stabiliser of
ρ ∈ Irr(N) to be G(ρ) = {g ∈ G | gρ ∼= ρ}. We will subsequently make use of the
following well known results from Clifford theory of finite groups:
Theorem 3.2. Let G be a finite group, and N a normal subgroup. Then the
following hold:
(i) (Clifford’s theorem) If π ∈ Irr(G), then π|N = e
⊕
ρ∈Ω ρ, where Ω ⊆ Irr(N)
is an orbit under the action of G on Irr(N) by conjugation, and e is a
positive integer.
(ii) Suppose that ρ ∈ Irr(N). Then θ 7→ IndGG(ρ) θ is a bijection from Irr(G(ρ) |
ρ) to Irr(G | ρ).
(iii) Let H be a subgroup of G containing N , and suppose that ρ ∈ Irr(N) has
an extension ρ˜ to H (i.e., ρ˜|N = ρ). Then
IndHN ρ =
⊕
χ∈Irr(H/N)
ρ˜χ,
where each ρ˜χ is irreducible, and where we have identified Irr(H/N) with
{χ ∈ Irr(H) | χ(N) = 1}.
For proofs of the above, see for example [14], 6.2, 6.11 and 6.17, respectively.
The above results (i) and (ii) show that in order to obtain a classification of the
representations of Gr, it is enough to classify the orbits of characters ψβ of a
normal subgroup Ki, and to construct all the elements in Irr(Gr(ψβ) | ψβ), that is,
to decompose Ind
Gr(ψβ)
Ki ψβ into irreducible representations. This is what we shall
do in the following, taking Ki = K l.
Remark 3.3. By an (algebraic) construction of some irreducible representations (or
characters) of Gr via Clifford theory, we will always mean a general (i.e., valid for
all Gr) finite sequence of extensions and inductions of characters, starting from
the one-dimensional characters of K l. Note that the existence of an extension of a
representations is allowed to be a non-constructive fact.
In order to have a complete understanding of representations constructed via
Clifford theory, it is necessary to have an understanding of the Gr conjugacy classes
(or orbits) in gr, because Irr(Gr(ψβ) | ψβ) = Irr(Gr(ψβ′) | ψβ′) if β and β
′ are
conjugate. One cannot expect to have an explicit understanding of all the orbits,
but we do have an explicit normal form for regular orbits, as we will see next.
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4. Regular representations, r even
An irreducible representation π of Gr is called regular if π|Kl contains ψβ with
β ∈ gr regular. By a result of Hill [12, Theorem 3.6] β ∈ gr is regular if and only
if its image β¯ ∈ g1 = MN (Fq) is regular, that is, if dimCg1(β¯) = N . There are
several equivalent characterisations of regular elements in g1; in particular, β¯ ∈ g1 is
regular iff Cg1(β¯) is abelian iff the characteristic polynomial of β¯ equals the minimal
polynomial iff β¯ is conjugate to a companion matrix. Note that β depends on the
choice of ψ, but for any other choice ψ′ we have ψβ = ψ
′
aβ , for some a ∈ o
×
r , and
since β is regular if and only if aβ is regular, regularity is an intrinsic property of
a representation π ∈ Irr(Gr).
There are three special properties of regular elements which will allow us to
construct and completely classify all the regular representations:
(i) We can tell explicitly when two regular elements are Gr-conjugate, namely,
if and only if their companion matrices coincide.
(ii) The centraliser CGr(β) of a regular element β ∈ gr is abelian.
(iii) For any 1 ≤ s ≤ r, the map ρs : CGr (β) → CGs(βs) is surjective, where βs
is the image of β under ρs : g→ gs.
We will illustrate this in the construction of all regular representations of Gr when
r is even, given below.
Remark 4.1. If π ∈ Irr(Gr | ψβ), then (3.2) implies that π has K
r−1 in its kernel
if and only if β¯ = 0. Thus π factors through Gr−1 if and only if β¯ = 0. If this
is the case, π is called imprimitive. If π does not factor through Gr−1 it is called
primitive. Note that a regular representation is necessarily primitive. On the other
hand, there exist irreducible representations of Gr which are not regular, because
they factor through Gr−1, but are regular when viewed as characters of Gr−1. For
example, take the representations of GL2(o4) with β = ( 0 pi0 0 ).
From now on, let ψβ ∈ Irr(K
l) with β ∈ gr regular. Let l
′ = r − l, so that l = l′
when r is even and l′ = l−1 when r is odd. As indicated in the previous section, the
stabiliser Gr(ψβ) plays an important role in the construction of representations of
Gr. The formula ψβ(g
−1xg) = ψgβg−1(x), together with the fact that ψβ = ψβ′ ⇔
β ≡ β′ mod pl
′
, implies that
(4.1) Gr(ψβ) = CGr(β + p
l′gr).
An important corollary of [12, Theorem 3.6] is that for regular β, and any s such
that r ≥ s ≥ 1, the natural reduction map
CGr(β) −→ CGs(βs)
is surjective. Another corollary of [12, Theorem 3.6] is that for regular β we have
CGr(β) = or[β]
×, so that in particular, the centraliser is abelian. Together with
(4.1) these two results imply that
(4.2) Gr(ψβ) = CGr (β)K
l′ = or[β]
×K l
′
.
We now give the construction of regular representations of Gr in the case when
r is even. Suppose that r is even, so that l = l′. Let θ ∈ Irr(CGr (β)) be any
irreducible component of Ind
CGr (β)
CGr (β)∩K
l(ψβ |CGr (β)∩Kl). Since CGr (β) is abelian θ is
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one-dimensional, and hence it agrees with ψβ on CGr (β) ∩K
l. It is then easy to
check that
ψ˜β(ck) := θ(c)ψβ(k)
is a well defined one-dimensional representation of Gr(ψβ), and by construction it
is an extension of ψβ . By Theorem 3.2 (iii) we obtain
Irr(Gr(ψβ) | ψβ) = {ψ˜βχ | χ ∈ Irr(CGl(βl))},
where βl ∈ gl is the image of β. Hence Theorem 3.2 (ii) implies that there is a
bijection
Irr(CGl(βl)) −→ Irr(Gr | ψβ)
χ 7−→ IndGrGr(ψβ) ψ˜βχ.
Note that this is not canonical, but depends on the choice of ψ˜β . We have thus
constructed the irreducible representations of Gr containing ψβ, in terms of the
irreducible representations of the abelian group CGl(βl) (which we consider known;
cf. Remark 3.3). Note that if we start with another element in the conjugacy class
of β, we obtain the same set of irreducible representations of Gr. Thus, when r is
even, running through a set of representatives for the regular conjugacy classes in
gl, yields all the regular representations of Gr exactly once.
As far as the author is aware, the above construction is due to Shintani [28, §2,
Theorem 2], although Shintani does not prove that every regular element in gl is
regular mod p. The construction was rediscovered by Hill [12, Theorem 4.1].
It remains to construct the regular representations of Gr when r is odd. This
requires additional methods, due to the fact that Gr(ψβ) = CGr (β)K
l′ , and it is
not possible to extend ψβ from K
l to Gr(ψβ). Instead, one has to take several
intermediate steps consisting of extensions and inductions. In the following we
will give an exposition of the currently known constructions (sometimes partial) of
regular representations of Gr, for r odd.
5. The constructions of Hill and Takase
From now on and until the end of Section 7 we will assume that r is odd, so that
l′ := r − l = l− 1. In this case, Hill [12] claimed to give a construction of so-called
split regular representations, that is, those for which the characteristic polynomial
of β¯ ∈ g1 splits into linear factors over Fq. Takase [33] recently pointed out a
gap in the proof of Hill’s result [12, Theorem 4.6] and proved that the construction
exhausts at most the split regular semisimple representations, but does not exhaust
all split regular representations. We give a summary of Hill’s construction following
[12], point out two problems in the proof, and state the correction/generalisation
due to Takase.
We have an isomorphism K l
′
/K l ∼= g1, and we can identify any subgroup of K
l′
which contains K l with a sub-vectorspace of g1. Define the alternating bilinear
form
Bβ : K
l′/K l ×K l
′
/K l −→ Fq
Bβ((1 + π
l′x)K l, (1 + πl
′
y)K l) = tr(β¯(x¯y¯ − y¯x¯)),
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where the bars denote reductions mod p. The following is [12, Lemma 4.5], rewritten
in our notation.
Lemma 5.1. Suppose that β ∈ gr is split regular. Then there exists a subgroup
Hβ of K
l′ such that Hβ contains K
l and such that Hβ/K
l is a maximal isotropic
subspace of K l
′
/K l with respect to the form Bβ. Moreover, Hβ is a normal subgroup
of Gr(ψβ).
We recall that a subspace U of a vector space V with a bilinear form B( · , · ) is
called isotropic (or sometimes totally isotropic) if U ⊆ U⊥, that is, if B(U,U) = 0.
Furthermore, U is called maximal isotropic (or sometimes Lagrangian) if it is not
properly contained in any isotropic subspace, or equivalently, if U = U⊥.
The proof of the above lemma consists of takingHβ = (B∩K
l′ )K l, whereB is the
upper-triangular subgroup of Gr, and showing that it has the required properties,
using the assumption that β¯ is upper-triangular. Thus in Hill’s construction, Hβ is
in fact independent of β.
Hill’s main theorem [12, Theorem 4.6] regarding the construction of split regular
representations for r odd claims that if β ∈ gr is split regular, then for every
π ∈ Irr(Gr | ψβ), there exists a subgroup Hβ as in Lemma 5.1 and an extension ψ˜β
of ψβ to CGr (β)Hβ such that
π = IndGrCGr (β)Hβ
ψ˜β .
Unfortunately, Hill’s proof of [12, Theorem 4.6] suffers from two problems. One
is that a certain counting argument only goes through when β¯ is assumed to be
semisimple (see [33, Proposition 2.1.1]), so that Hill’s construction does not exhaust
the split regular representations. The other problem is that, in the second para-
graph of the proof, it is asserted that a result of Brauer implies that the number of
CGr(β)Hβ/N -stable characters of Hβ/N is equal to the number of CGr(β)Hβ/N -
stable conjugacy classes of Hβ/N , where N = Kerψβ . However, the quoted result
of Brauer holds only for characters/conjugacy classes fixed by a single element in
a group, and does not necessarily apply to the whole group CGr (β)Hβ/N . We
remark that by results of Glauberman and Isaacs (see [14, (13.24)] the appropri-
ate generalisation of Brauer’s result holds for coprime group actions, but may fail
otherwise. Since p divides the orders of both CGr (β)Hβ/N and Hβ/N , the crucial
step in Hill’s proof which asserts the existence of an extension of ψβ to CGr (β)Hβ
remains unclear.
In addition to the split regular representations, there are many regular repre-
sentations which are not split, in particular the cuspidal representations, that is,
those where β¯ has irreducible characteristic polynomial. In [13] Hill gave a con-
struction of so-called strongly semisimple representations, that is, those for which
β¯ is semisimple and βl′ ∈ gl′ has additive Jordan decomposition βl′ = s+ n, with
n in the centre of the algebra Cgl′ (s).
Example 5.2. Consider the function ι : Fq → or, which is the multiplicative
section extended by setting ι(0) = 0. This induces an injective function g1 →gr.
An element in gr is called semisimple if it is the image of a semisimple element in g1
under the map g1 →gr. Then any β ∈ gr has a unique Jordan decomposition β =
s+n, where s is semisimple, n is nilpotent and sn = ns (see [13, Proposition 2.3]). If
n = 0, then β is strongly semisimple, so in particular, there are strongly semisimple
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representations which are not regular. The strongly semisimple representations
include the cuspidal ones (see [13, Proposition 4.4]).
Hill’s construction of strongly semisimple representations for r odd is summarised
in the following (cf. [13, Proposition 3.6]) result:
Theorem 5.3. Let π ∈ Irr(Gr | ψβ) be strongly semisimple. Then there exists a
ρ ∈ Irr(K l
′
| ψβ) and an extension ρ˜ of ρ to Gr(ψβ) such that
π = IndGrGr(ψβ) ρ˜.
Note that the only non-trivial part of this theorem is that ρ has an extension.
In fact, it follows from the proof in [13] that every ρ ∈ Irr(K l
′
| ψβ) extends to
Gr(ψβ). Moreover, by Theorem 3.2 (ii), distinct extensions of ρ give rise to distinct
representations π.
The elements of Irr(K l
′
| ψβ) are constructed in [12, Proposition 4.2 (3)], so that
together with the above theorem, this gives a complete construction of strongly
semisimple representations, up to a knowledge of the elements in Irr(Gr(ψβ)/K
l′) ∼=
Irr(CGl′ (βl′)). A version of Theorem 5.3 holds also when r is even; see [13, Propo-
sition 3.3].
We see that out of the regular representations, Hill’s constructions cover at most
those which are semisimple (i.e., where β¯ is semisimple). The next step was taken
recently by Takase, who proved the following (see [33, Theorem 3.2.2, 5.2.1 and
5.3.1]):
Theorem 5.4. Let π ∈ Irr(Gr | ψβ) be a regular character and suppose that β¯
satisfies at least one of the following properties:
(i) β¯ has separable characteristic polynomial and p > 2,
(ii) β¯ has Jordan blocks of size at most 4 and p > 7.
Then there exists a ρ ∈ Irr(K l
′
| ψβ) and an extension ρ˜ of ρ to Gr(ψβ) such that
π = IndGrGr(ψβ) ρ˜.
Just as for Hill’s theorem on strongly semisimple representations above, the
difficulty in Takase’s proof lies in showing that every ρ ∈ Irr(K l
′
| ψβ) extends to
Gr(ψβ). The existence of an extension follows from the vanishing of the cohomology
group H2(Fq[β¯]
×,C×), the so-called Schur multiplier. When β¯ has irreducible
characteristic polynomial, Fq[β¯] is a finite field, so Fq[β¯]
× is cyclic. In this case
it is well known that H2(Fq[β¯]
×,C×) is trivial. For p > 2 Takase reduces the
separable case to the irreducible, and thus proves Theorem 5.4 when β¯ satisfies
the first condition; cf. [33, Theorem 4.3.2]. The existence of an extension when
β¯ satisfies the second condition is proved in [33] by explicit computation of the
relevant cocycles.
These results led Takase to conjecture that a certain element in the Schur mul-
tiplier is always trivial for p large enough; see [33, Conjecture 4.6.5].
6. The construction of Krakovski, Onn and Singla
We will now describe the construction of regular representations of Gr, r odd,
due to Krakovski, Onn and Singla [18]. This gives a construction of all the regular
representations, provided the residue characteristic p of o is odd. Furthermore,
[18] also contains constructions and enumeration of all the regular representations
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of SLN (or) when p > N , and of the unitary groups SUN (or) and GUN (or) with
respect to a quadratic unramified extension of o (with some restrictions on p). The
construction in [18] was inspired by a construction of Jaikin-Zapirain for SL2(or),
p > 2; see [15, Section 7]. We continue to assume that r = l + l′ is odd. The
following result is [18, Theorem 3.1], which is a more detailed statement of [18,
Theorem A]. We state this only for GLN , in a form slightly adapted to our present
notation.
Theorem 6.1. Assume that o has residue characteristic p > 2. Let σ ∈ Irr(K l
′
|
ψβ) with β regular. Then σ has an extension σ˜ to Gr(ψβ), and thus any π ∈
Irr(Gr | ψβ) is of the form π = Ind
Gr
Gr(ψβ)
σ˜, for some extension σ˜.
In particular, this proves a strengthened form of Takase’s conjecture mentioned
above, namely for all p > 2 (another proof of this, for all p, follows from the
construction of Stasinski and Stevens). We elaborate on the proof of [18, Theo-
rem 3.1] in order to provide some of the details of the construction. As we have
already remarked in previous sections, the main difficulty is to show that every
σ ∈ Irr(K l
′
| ψβ) extends to Gr(ψβ). We will mainly formulate things in our
present notation, but use the notation of [18] where possible.
6.1. Characters. Assume that p > 2. For i such that r/2 ≤ i < r, the exponential
map exp : x 7→ 1 + x gives an isomorphism pigr → K
i (we already saw this in
Section 3, and it works for any p). Moreover, when p > 2 and r/3 ≤ i < r/2,
the exponential map exp : x 7→ 1 + x + 12x
2 gives a bijection pigr → K
i, which is
however not an isomorphism in general. As usual, the inverse of this exponential
map is given by the logarithm log : 1 + x 7→ x − 12x
2. Every β ∈ gr defines a
character
ϕβ : gr −→ C
×, where ϕβ(x) = ψ(̟
−r tr(βx)).
The corresponding map β 7→ ϕβ is an isomorphism. Any θ ∈ Irr(p
lgr) can be pre-
composed with the logarithm map log : K l → plgr, 1 + x 7→ x, to give a character
log∗ θ := θ ◦ log ∈ Irr(K l), such that, for 1 + x ∈ K l,
(log∗ θ)(1 + x) = ϕβ(x),
where β is determined by θ. Note that log∗ θ = ψβ , where ψβ is as in (3.2). In
particular, ϕβ restricts to θ on p
lgr, but for a given θ, there is more than one β
such that ϕβ restricts to θ, since the restriction only depends on β mod p
l.
A crucial step in [18] (due to Jaikin-Zapirain for SL2), is to extend the above
definition of log∗ θ, in order to give a useful description of certain characters on
any subgroup K l ⊆ Jβ ⊆ K
l′ such that Jβ/K
l is a maximal isotropic subspace for
the form Bβ defined in Section 5. This is the motivation behind [18, Lemma 3.2],
and the essential reason for the assumption p > 2. The following result gives a
summary of the key facts involved (see [18, Lemma 3.2 and Section 3.2]).
Lemma 6.2. Let Jβ be such that Jβ/K
l is a maximal isotropic subspace. Let θ′′
be the restriction of a character ϕβ ∈ Irr(gr) to p
l′gr. Then the function log
∗ θ′′ :
K l
′
→ C× defines a multiplicative character when restricted to Jβ.
Proof. Let 1+̟l
′
x and 1+̟l
′
y be elements in Jβ . Direct computation yields the
commutator
g := [(1 +̟l
′
x), (1 +̟l
′
y)] = 1 +̟2l
′
(xy − yx).
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Since we are assuming that p > 2, we have a unique square root g1/2 = 1 +
1
2̟
2l′(xy − yx). In particular, since 2l′ = r − 1, g1/2 is in the centre of K l
′
. Thus,
log((1 +̟l
′
x)(1 +̟l
′
y)) = log((1 +̟l
′
x)(1 +̟l
′
y)g−1/2g1/2)
= log((1 +̟l
′
x)(1 +̟l
′
y)g−1/2) + log(g1/2)
= log(1 +̟l
′
(x+ y) +
1
2
̟2l
′
(xy + yx)) + log(g1/2)
= log(1 +̟l
′
x) + log(1 +̟l
′
y) + log(g1/2),
where the second equality follows from the fact that g1/2 is central. Applying θ′′,
we get
θ′′(log((1 +̟l
′
x)(1 +̟l
′
y))) = θ′′(log(1 +̟l
′
x)) + θ′′(log(1 +̟l
′
y))
+ θ′′(log(g1/2))
= θ′′(log(1 +̟l
′
x)) + θ′′(log(1 +̟l
′
y))
+ ψ(
1
2
̟−1 tr(β(xy − yx)))
= θ′′(log(1 +̟l
′
x)) + θ′′(log(1 +̟l
′
y)),
where the last equality follows from the fact that tr(β¯(x¯y¯− y¯x¯)) = Bβ(1+̟
l′x, 1+
̟l
′
y) = 0, since Jβ/K
l is isotropic. 
The crucial corollary of this lemma is that any log∗ θ ∈ Irr(K l) extends to Jβ by
the same formula, that is, log∗ θ′′ = log∗ ϕβ . We emphasise that the key is not just
that log∗ θ has an extension to Jβ (this is true for any p, by [12, Proposition 4.2]),
but that there is an extension given by an explicit formula which makes it evident
that the extension is stabilised by any g ∈ CGr(β) which normalises Jβ . As we will
explain below, the p-Sylow subgroup Pβ of CG(β) normalises Jβ , so the extension
log∗ θ′′ of log∗ θ to Jβ is stabilised by Pβ . Note that it is not known whether all of
CG(β) normalises Jβ , in general.
We now describe the representations of the non-abelian group K l
′
, following
Hill [12, Proposition 4.2]. It is easy to check that the radical of the bilinear form
Bβ introduced in Section (5), is (CGr (β) ∩K
l′)K l/K l. There is then a subgroup
K l ⊆ Jβ ⊆ K
l′ such that Jβ/K
l is a maximal isotropic subspace. The radical and
maximal isotropic subspace correspond to two subspaces ofMN (Fq) ∼= K
l′/K l, and
we let
rβ and jβ
denote the inverse images in pl
′
gr of these two subspaces, respectively, under the
map pl
′
gr → MN (Fq), ̟
l′x 7→ x¯. Clearly rβ and jβ only depend on β¯ ∈ gr. Let
θ ∈ Irr(plgr), and let θ
′ be an extension of θ to rβ (here we are just talking about
characters of abelian groups). Then θ′ determines a unique irreducible representa-
tion of K l
′
, which arises as follows. Let θ′′ be an extension of θ′ to jβ . Then log
∗ θ′′
is a character of the group Jβ thanks to Lemma 6.2, and
IndK
l′
Jβ (log
∗ θ′′)
can be shown to be irreducible. In fact, it is the unique element in Irr(K l
′
| log∗ θ′).
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6.2. Construction of representations. From now on, let θ ∈ Irr(plgr) be a
character that corresponds to a regular element, that is log∗ θ = ψβ , where β ∈ gr
is regular (recall that ψβ only depends on the coset β + p
l′gr).
Lemma 6.3. Let σ ∈ Irr(K l
′
| log∗ θ). Then Gr(σ) = Gr(ψβ).
Proof. Let θ′ ∈ Irr(rβ) be the unique extension of θ that corresponds to σ. Choose
β′ ∈ gr such that ϕβ′ ∈ Irr(gr) is an extension of θ
′. Then ϕβ′ is also an extension
of θ, so β′ ≡ β mod pl
′
gr, and by (4.2) we have
Gr(σ) ⊆ Gr(log
∗ θ) = CGr (β)K
l′ = CGr (β
′)K l
′
,
where the first inclusion follows from the fact that log∗ θ is the unique irreducible
character of K l contained in σ (the orbit of the restriction of σ to K l consists of
copies of ψβ since K
l′ stabilises ψβ).
For the reverse inclusion, note that CGr(β
′) stabilises ϕβ′ , hence its restriction
θ′, and hence the character log∗ θ′. Since σ is the unique representation in Irr(K l
′
|
log∗ θ′), σ is stabilised by CGr (β
′), and so CGr (β
′)K l
′
⊆ Gr(σ). 
We now explain how to show that σ extends to the stabiliser Gr(ψβ). For this, it
will be enough (by Lemma 6.3 and [14, Corollary 11.31]) to show that σ extends to
the p-Sylow subgroup of Gr(ψβ) (which is unique since Gr(ψβ) is abelian modulo
the p-group K l
′
). Let Pβ denote the p-Sylow subgroup of CGr (β). The following
crucial lemma, see [18, Lemma 3.4], goes back to Howe:
Lemma 6.4. Let V be a finite dimensional Fp-vector space and α an antisymmetric
bilinear form on V . Suppose that P is a p-group which acts on V and preserves α.
Then there exists a maximal isotropic subspace U of V which is P -invariant.
The group Pβ acts on K
l′ and K l by conjugation, and hence induces an action
on the vector space K l
′
/K l. By the above lemma, there exists a maximal isotropic
subspace of K l
′
/K l which is stable under this action of Pβ , that is, there is a
subgroupK l ⊆ Jβ ⊆ K
l′ , such that the image of Jβ inK
l′/K l is a maximal isotropic
subspace and such that Jβ is normalised by Pβ . As in the proof of Lemma 6.3, let
θ′ ∈ Irr(rβ) be the unique extension of θ that corresponds to σ and ϕβ ∈ Irr(gr)
an extension of θ′. Then the restriction ϕβ |jβ is stabilised by Pβ (because it is
stabilised by all of CGr (β)), and thus
log∗(ϕβ |jβ )
is a character of Jβ (by Lemma 6.2), which is stabilised by Pβ . Here we again
see the crucial role played by Lemma 6.2 as well as the order in which choices are
made: For any σ ∈ Irr(K l
′
| ψβ), there is a unique θ
′ ∈ Irr(rβ), and this extends to
a θ′′ ∈ Irr(jβ) such that log
∗ θ′′ ∈ Irr(Jβ) is stabilised by CGr(β).
Since log∗(ϕβ |jβ ) is one-dimensional and Pβ is abelian, this character extends to
a character ω ∈ Irr(PβJβ). The induced representation
σ′ := Ind
PβK
l′
PβJβ
ω
has dimension
[PβK
l′ : PβJβ ] =
|Pβ | · |K
l′ |/|Pβ ∩K
l′ |
|Pβ | · |Jβ |/|Pβ ∩ Jβ |
=
|Pβ ∩ Jβ |
|Pβ ∩K l
′ |
[K l
′
: Jβ ].
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Since Jβ contains the group (CGr (β) ∩K
l′)K l (since every maximal isotropic sub-
space contains the radical of the form), we have Pβ ∩ Jβ ⊇ Pβ ∩K
l′ . The reverse
inclusion is trivial, so we have dimσ′ = [K l
′
: Jβ ] = dimσ. Since σ
′ must contain
σ on restriction to K l
′
(because σ′ contains log∗ θ′), σ′ must be an extension of σ
(so in particular, σ′ must be irreducible). Thus σ extends to the p-Sylow in Gr(ψβ)
and hence to all of Gr(ψβ), by the above remarks. This concludes the proof of
Theorem 6.1.
7. The construction of Stasinski and Stevens
In this section we summarise forthcoming work of Stasinski and Stevens [32]
which gives a construction of all the regular representations of Gr = GLN (or),
without any restriction on the residue characteristic. As in the previous two sec-
tions, we assume that r = l + l′ is odd.
One of the key distinguishing features of the present approach is the systematic
use of the subgroup structure of Gr provided by lattice chains. In particular, for a
given regular orbit, two specific associated parahoric subgroups and their filtrations
will play a crucial role. The construction is somewhat analogous to the construction
of supercuspidal representations of Bushnell and Kutzko [4], but with the difference
that for us everything takes place inside Gr and all relevant centralisers are abelian
(because we consider only regular representations).
7.1. Subgroup structure. Let A ⊆ gr = MN(or) be a parahoric subalgebra,
that is, the preimage under the reduction mod p map of a parabolic subalgebra of
g1 = MN (Fq). Let P denote the preimage of the corresponding nilpotent radical
of the parabolic subalgebra. A parabolic subalgebra of g1 is the stabiliser of a flag,
and as such is G1-conjugate to a block upper triangular subalgebra of g1. The
nilpotent radical of a parabolic subalgebra in block form is the subalgebra obtained
by replacing each diagonal block by a 0-block of the same size. Define the following
subgroups of Gr:
U = U0 = A×, Um = 1 +Pm, for m ≥ 1.
Let e = e(A) be the length of the flag in g1 defining A. Then it can be shown that
(7.1) pA = Ap = Pe
and one can think of e as a ramification index. We have a filtration
U ⊃ U1 ⊃ · · · ⊃ Uer−1 ⊃ Uer = {1},
where the inclusions can be shown to be strict. It is also convenient to define
U i = {1} for all i > er. Since P is a (two-sided) ideal in A, each group U i is
normal in U . Moreover, we have the commutator relation
[U i, U j ] ⊆ U i+j .
Thus in particular, the group U i is abelian whenever i ≥ er/2.
From now on, let β ∈ gr be a regular element and write β¯ for its image in g1.
We will associate a certain parahoric subalgebra to β (or rather, to the orbit of β¯),
which will be denoted by Am. Let
h∏
i=1
fi(x)
mi ∈ Fq[x]
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be the characteristic polynomial of β¯, where the fi(x) are distinct and irreducible
of degree di, for i = 1, . . . , h. This determines a partition of n:
λ = (dm11 , . . . , d
mh
h ) = (d1, d1, . . . , d1︸ ︷︷ ︸
m1 times
, . . . , dh, dh, . . . , dh︸ ︷︷ ︸
mh times
).
We define Am ⊆ gr to be the preimage of the standard parabolic subalgebra of g1
corresponding to λ (i.e., the block upper-triangular subalgebra whose block sizes
are given by λ, in the order given above). Moreover, we let AM = gr = MN(or)
be the full matrix algebra. Let Pm and PM be the corresponding ideals in Am and
AM, respectively. For ∗ ∈ {m,M} we have the corresponding groups
U∗ = U
0
∗ = A
×
∗ , U
i
∗ = 1 +P
i
∗, for i ≥ 1,
and the filtration
U∗ ⊃ U
1
∗ ⊃ · · · ⊃ U
e∗r
∗ = {1},
where e∗ = e(A∗). Note that U
i
M = K
i. and eM = 1. The label m here stands for
“minimal”, while M stands for “maximal”. From the definitions, we have
Um/U
1
m
∼=
h∏
i=1
GLdi(Fq))
mi ,
UM/U
1
M
∼= GLN (Fq).
Note that if β¯ has irreducible characteristic polynomial, then Am = gr, and U
i
m =
Ki are the normal subgroups defined earlier.
By definition, we have AM ⊇ Am, and therefore Pm ⊇ PM. The relations
AM ⊇ Am ⊇ Pm ⊇ PM imply that for every i ≥ 1, P
i
M is a two-sided ideal in Am,
so Um normalises U
i
M. For ∗ ∈ {m,M}, we can therefore define the following groups
C = CGr(β),
J∗ = (C ∩ U∗)U
e∗l
′
∗ ,
J1∗ = (C ∩ U
1
∗ )U
e∗l
′
∗ ,
H1∗ = (C ∩ U
1
∗ )U
e∗l
′+1
∗ .
Recall that since β is regular, C is abelian. Since [U1∗ , U
e∗l
′
∗ ] ⊆ U
e∗l
′+1
∗ and A
×
∗
normalises Ue∗l
′
∗ , the group J∗ normalises both J
1
∗ and H
1
∗ . Moreover, we define
the group
Jm,M = (C ∩ U
1
m)K
l′ .
We have the following diagram of subgroups, where the vertical and slanted lines
denote inclusions (we have only indicated the inclusions which are relevant to us
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and repeat the definitions of the groups, for the reader’s convenience).
CK l
′
Jm,M
J1m J
1
M
H1m
H1M
K l
Jm,M = (C ∩ U
1
m)K
l′ ,
J1m = (C ∩ U
1
m)U
eml
′
m ,
H1m = (C ∩ U
1
m)U
eml
′+1
m ,
J1M = (C ∩K
1)K l
′
,
H1M = (C ∩K
1)K l.
We explain the non-trivial inclusions in the above diagram. Since Pm ⊇ PM, we
have U1m ⊇ K
1 and
Ueml
′+1
m = 1 + p
l′Pm ⊇ 1 + p
l′PM = K
l;
thus H1m ⊇ H
1
M. Moreover,
Ueml
′
m = 1 + p
l′Am ⊆ 1 + p
l′AM = K
l′ ,
so Jm,M contains both J
1
m and J
1
M as subgroups. We remark that J
1
M is normal in
CK l
′
since C normalises both K1 and K l
′
, and [K l
′
,K1] ⊆ K l ⊆ K l
′
.
The following lemma will be used in Step ?? of the construction we will outline
below, and is the main reason why we work with the algebra Am and its associated
subgroups.
Lemma 7.1. There exists a Gr-conjugate of β such that the group Jm,M is a normal
p-Sylow subgroup of CK l
′
.
We sketch the proof of this lemma. We first show that Jm,M is normal in JM.
Since C∩A×M normalises Jm,M (C being abelian), it is enough to observe that U
eMl
′
M
normalises Jm,M (in any finite group G with a normal subgroup N and a subgroup
H , the group HN is normalised by N ; here G would be UM). Write βm for the
image of β in Um/U
1
m. Then, up to conjugating β, we have
βm = β1 ⊕ · · · ⊕ β1︸ ︷︷ ︸
m1 times
⊕ · · · ⊕ βh ⊕ · · · ⊕ βh︸ ︷︷ ︸
mh times
,
where βi ∈ Mdi(Fq), and di and mi are as in the partition λ above. With βm of the
above form, one can show that β being regular implies that C ⊆ Um, so we have
an isomorphism
CK l
′
/Jm,M ∼=
C
(C ∩ U1m)(C ∩K
l′)
=
C ∩ Um
(C ∩ U1m)
.
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Then the isomorphism Um/U
1
m
∼=
∏h
i=1GLdi(Fq)
mi induces an isomorphism
C ∩ Um
C ∩ U1m
∼=
h∏
i=1
CGLdi (Fq)(βi)
mi .
Each βi has irreducible characteristic polynomial over Fq, so Fq[βi]/Fq is an ex-
tension of degree di. Since CGLdi (Fq)(βi) = Fq[βi]
×, we conclude that p does not
divide the order of CGLdi (Fq)(βi). Therefore, p does not divide the order of
C
C∩U1
m
,
so Jm,M is a p-Sylow subgroup of CK
l′ (in fact the unique p-Sylow subgroup, since
it is normal).
7.2. Characters. Let ψ : F → C× be as in Section 3. Let A,P, and Um,m ≥ 0
be the objects associated to an arbitrary flag of length e, as in Section 7.1. Let n
and m be two integers such that e(r − 1) + 1 ≥ n > m ≥ n/2 > 0. Then Um/Un
is abelian, and we have an isomorphism
Pm/Pn −˜→ Um/Un, x+Pn 7−→ (1 + x)Un.
Each a ∈ gr defines a character gr → C
× via x 7→ ψ(tr(ax)), and this defines an
isomorphism gr → Irr(gr). For any subgroup S of gr, define
S⊥ = {x ∈ gr | ψ(tr(xS)) = 1}.
Using the isomorphism gr → Irr(gr), we can identify S
⊥ with the group of charac-
ters of gr which are trivial on S.
For any β ∈ Pe(r−1)+1−n define a character ψβ : U
m → C× by
ψβ(1 + x) = ψ(̟
−r tr(βx)).
Lemma 7.2. Let e(r − 1) + 1 ≥ n > m ≥ n/2 > 0. Then
(i) For any integer i such that 0 ≤ i ≤ e(r − 1) + 1, we have
(Pi)⊥ = Pe(r−1)+1−i.
(ii) The map β 7→ ψβ induces an isomorphism
Pe(r−1)+1−n/Pe(r−1)+1−m −˜→ Irr(Um/Un).
We omit the proof of this lemma, and only remark that the first part essentially
follows from the observation that j = e(r − 1) + 1 is the smallest integer such that
Pj is strictly block-upper triangular mod pr. Indeed, Pe(r−1)+1 = pr−1P, and P
is strictly block-upper mod p. This implies that P⊥ = Pe(r−1)+1, and the general
case follows similarly.
As a special case of the above, suppose that e = 1, so that A = gr and U
m =
Km = 1 + pmgr. For any r = n > m ≥ r/2 and β ∈ gr, we have a character
ψβ : K
m → C× defined as above, and the isomorphism of Lemma 7.2 (ii) becomes
gr/p
r−mgr −˜→ Irr(K
m),
which agrees with the considerations in Section 3.
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7.3. Construction of representations. For our fixed arbitrary regular element
β ∈ gr, we start with the character ψβ of K
l, and construct all the irreducible
representations of CK l which contain ψβ . Theorem 3.2 (ii) then yields all the
irreducible representations of Gr with β in their orbits. The construction consists
of a number of steps. For each step we indicate some of the details involved.
Some of the steps can be carried out for the groups arising from the algebras
Am and AM simultaneously. For this purpose, we will let A denote either Am or
AM, and let P be the radical in A, with “ramification index” e. The associated
subgroups will be denoted by U i, H1, J1.
Step 1: Show that ψβ has an extension θM to H
1
M. Show that θM has an extension
θm to H
1
m.
By Lemma 7.2 (ii), if we take
m = el′ + 1, n = 2m− 1 = e(r − 1) + 1,
then β, or rather the coset β +Pel
′
, defines a character on Um, trivial on Un by
the same formula as the one defining ψβ . Since P
el′ = pl
′
A, we have a map
A/Pel
′
−→ gr/p
l′gr,
which sends the coset β + Pel
′
to β + pl
′
gr. Thus the different choices of lift of
the latter coset give the different choices of extension of ψβ to U
el′+1. Our element
β ∈ A therefore gives rise to an extension (which we still denote by ψβ) of ψβ to
Uel
′+1, defined by
ψβ(1 + x) = ψ(̟
−r tr(βx)), for x ∈ Pel
′+1.
We now show the existence of the extensions θM and θm. If c ∈ C ∩ U
1 and
x ∈ Pel
′+1, then
[c, 1 + x] ∈ c(1 + x)c−1(1− x+Pe(r−1)+2)
= 1 + cxc−1 − x+Pe(r−1)+2.
By Lemma 7.2 (i), since β ∈ A, we have
(7.2) Ue(r−1)+1 ⊆ Kerψβ ,
so
ψβ([c, 1 + x]) = ψ(̟
−r tr(β(cxc−1 − x))) = ψ(̟−r tr(cβxc−1 − βx)) = 1,
where we have used that c commutes with β.
Thus C ∩ U1 stabilises the character ψβ on U
el′+1, and since C ∩ U1 is abelian,
this implies that ψβ extends to H
1 = (C ∩ U1)Uel
′+1. We fix an extension θM to
H1M and an extension of θM to H
1
m, denoted θm.
Step 2: For ∗ ∈ {m,M}, construct the irreducible representations η∗ of J
1
∗ con-
taining θ∗. In particular, show that there exists a unique representation ηM of J
1
M
containing θM.
As in the previous step, we will treat both cases simultaneously, denoting either
θm or θM by θ. We outline the ingredients needed for this. First note that θ is
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stabilised by J1: Indeed, it is enough to show that Uel
′
stabilises θ. For x ∈ Pel
′
,
c ∈ (C ∩ U1) and y ∈ Pel
′+1, we have
[1 + x, c(1 + y)] ∈ (1 + x)c(1 + y)(1− x+ x2 +Pe(r−1)+1)(1 − y +Pe(r−1)+1)c−1
⊆ (c+ xc− cx+ cy)(1 − y)c−1 +Pe(r−1)+1
⊆ 1 + x− cxc−1 +Pe(r−1)+1.
Hence, since ψβ is trivial on U
e(r−1)+1 (see (7.2)) and c commutes with β, we have
θ([1 + x, c(1 + y)]) = ψβ([1 + x, c(1 + y)]) = ψ(̟
−r tr(cβxc−1 − βx)) = 1.
Next, we have
J1/H1 ∼=
Uel
′
(C ∩ Uel′)Uel′+1
,
and Uel
′
/Uel
′+1 is isomorphic to a subgroup of g1 = MN (Fq). Thus J
1/H1 is a quo-
tient of an elementary abelian p-group and has the structure of a finite dimensional
Fq-vector space. Define the alternating bilinear form
hβ : J
1/H1 × J1/H1 −→ C×, hβ(xH
1, yH1) = θ([x, y]) = ψβ([x, y]).
Note that [J1, J1] ⊆ Uel
′+1, so we have θ([x, y]) = ψβ([x, y]).
Let Rβ be the radical of the form hβ , and letW β be a maximal isotropic subspace
(if we need to specify which parabolic subalgebra A∗ we are working with, we will
write Rβ,∗ and W β,∗, for ∗ ∈ {m,M}). Let Rβ and Wβ denote the preimages of Rβ
and W β under the map J
1 → J1/H1, respectively. For our purposes, we need to
determine the order of the groupWβ and this can be done by determining the order
of Rβ, or equivalently, the dimension of Rβ (as a vector space over Fq). Consider
the map
ρ : Uel
′
−→ Uel
′
/Uel
′+1 −˜→ A/P,
where the isomorphism is given by (1 + ̟l
′
x)Uel
′+1 7→ x + P. Let β¯ denote the
image of β in A/P under this map. One can then show that
Rβ = (C ∩ U
1) · ρ−1(CA/P(β¯)).
A general result then says that there exists an extension θ′ of θ to Rβ , and, for
each such extension θ′, a unique η ∈ Irr(J1 | θ′). Indeed, one shows that there
exists an extension θ′′ of θ′ to Wβ , that η := Ind
J1
Wβ θ
′′ is irreducible and that η is
independent of the choice of extension θ′′ to Wβ (cf. Section 6.1). In particular, it
turns out that Rβ,M ⊆ H
1
M, so there is no choice for θ
′ in this case, and hence there
exists a unique ηM ∈ Irr(J
1
M | θM).
Step 3: Show that there exists an extension ηˆM of ηM to JM.
This step can be seen as the reason for involving the “auxiliary” path through
H1m and J
1
m. In the previous step, we constructed an irreducible representation
ηm of J
1
m containing θm. We now need to determine the dimension of the induced
representation
η := Ind
Jm,M
J1
m
ηm.
The order of Rβ,m, can be used to calculate the dimension of ηm, indeed dim ηm =
[J1m : Rβ,m]
1/2, so
dim η = [J1m : Rβ,m]
1/2[Jm,M : J
1
m].
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Comparing this with the dimension of ηM, which is [J
1
M : H
1
M]
1/2 = qN(N−1)/2,
it turns out that dim ηM = dim η. Then, since the restricted representation η|J1
M
contains θM on further restriction to H
1
M, and ηM is the unique representation of J
1
M
with this property, it follows that η contains ηM on restriction to J
1
M. The equality
of the dimensions then forces η|J1
M
= ηM (and in particular, η is irreducible).
Furthermore, one can show that all of CK l
′
stabilises the character θM. Since
Jm,M is a p-Sylow subgroup in CK
l′ by Lemma 7.1 and ηM extends to Jm,M, it
then follows from [14, Corollary 11.31] and a theorem of Gallagher [7, Theorem 6]
that ηM has an extension ηˆM to CK
l′ (the same extension result was used in the
end of Section 6 for the extension from Jβ to CGr).
Note that ηm is not the only representation containing θm, and therefore η is not
unique. This does not matter for us, since we are only interested in proving that
ηM has an extension, so we only need one representation η.
We also remark that even though both η and ηˆM are extensions of ηM, we do
not know (and do not need to know) whether ηˆM is an extension of η.
Step 4: The final step in the construction is to note that every irreducible repre-
sentation of CK l
′
which contains ψβ is of the form ηˆM for some choice of extension
θM of ψβ and some choice of extension ηˆM of ηM, and that distinct choices of θM, as
well as distinct choices of extensions ηˆM of ηM, give rise to distinct representations
of CK l
′
.
By a standard result in Clifford theory (Lemma 3.2) we have a one to one corre-
spondence between Irr(CK l
′
| ψβ) and Irr(Gr | ψβ) given by induction. Thus, we
have constructed all the irreducible representations of Gr with β in their orbits.
Schematically, the construction is illustrated by the following diagrams (dotted
lines are extensions, dashed are Heisenberg lifts, and solid one between ηm and η is
an induction):
CK l
′
Jm,M
J1m J
1
M
H1m
H1M
K l
ηˆM
η
ηm ηM
θm
θM
ψβ
∃!
8. Open problems
We close with a non-exhaustive list of open problems in the representation theory
of Gr = GLN (or). Several other problems are suggested in [2, Section 1.6].
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8.1. Beyond GLN . It is natural to ask whether it is possible to construct regular
representations of reductive groups over or other than GLN . As we have already
mentioned, [18] constructs regular representations for SLN (or), p ∤ N , as well as
for unitary groups. These cases are relatively close to GLN , but one may expect
that it is possible to construct the regular representations of G(or) whenever G
is a sufficiently nice reductive group scheme over o, for example when the derived
group of G is simply connected and p is a very good prime. The first step is to show
that under some hypotheses on G, any β ∈ Lie(G)(or) such that β¯ ∈ Lie(G)(Fq) is
regular, will have abelian centraliser in G(or) and the surjective mapping property
of centralisers under reduction maps.
8.2. Beyond regular representations. Hill’s construction of strongly semisim-
ple representations (see Section5) shows that Clifford theoretic methods can be
used to construct some non-regular representations of GLN (or), up to knowledge
of all the irreducible representations of GLN ′(or′) for N
′ < N , r′ < r. Is there a
uniform construction which includes the regular representations and the strongly
semisimple representations (and perhaps others)?
8.3. Relation with supercuspidal types. Henniart [3] and Paskunas [26] have
shown that every supercuspidal representation of GLN (F ) has a unique type on
GLN (o). It would be interesting to identify the regular representations which are
supercuspidal types and determine what they map to under the inertial Langlands
correspondence.
8.4. Onn’s conjectures. For each integer n ≥ 1, let
rn = rn(Gr) = #{π ∈ Irr(Gr) | dim π = n}.
The experience with the known cases of GL2(or) [30, 25], GL3(or) [2] and the regu-
lar representations of GLN(or), suggests that rn, as a function of or, is rather well
behaved. More precisely, in all known cases, it is a polynomial over Q in the size q of
the residue field, independent of the compact DVR o, as long as the residue field is
Fq. Moreover, the dimensions of the known representations of GLN (or) are given by
polynomials in q, and one may ask whether this is true in general. In [25] Onn made
the following conjectures, which we paraphrase slightly and state only for GLN (or):
Conjecture (Onn).
(i) Suppose o and o′ are two compact DVRs with maximal ideals p and p′,
respectively, such that |o/p| = |o′/p′|. Then there is an isomorphism of
group algebras
C[GLN (or)] ∼= C[GLN (o
′
r)].
(ii) For any n ≥ 1 there exists a polynomial pn(x) ∈ Q[x] such that for any
compact DVR o we have
rn(GLN (or)) = pn(q),
where q = |o/p|.
(iii) There exist finitely many polynomials d1(x), . . . , dh(x) ∈ Z[x] with deg di ≤(
N
2
)
r, such that for any compact DVR o we have
{dimπ | π ∈ Irr(GLN (or)), π primitive} = {d1(q), . . . , dh(q)},
where q = |o/p|.
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Note that part (ii) of this conjecture implies part (i).
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