Abstract Events have gained increasing interest in the area of multimedia in recent years. There have been many approaches published and research conducted on how to extract events from multimedia, represent it using appropriate models, and how to use events in end user applications. In this paper, we conduct an extensive analysis of existing event models along commonly identified aspects of events. In addition, we analyze how the different aspects of events relate to each other and how they can be applied together. Subsequently, we look into different approaches for how to index multimedia data. Finally, we elaborate on how to link the multimedia data with events in order to provide the basis for future event-based multimedia applications.
types of media (images, videos, text, etc.) using different modalities and was created by different devices under different conditions and with radically different usage in mind. What is common though for all these media items is that they all have captured and convey information about a real-life event. Efficiently and effectively understanding these underlying, heterogeneous real-life events from the multimedia content and using them in order to better organize, share, retrieve and consume the content in any possible way, represents a significant challenge in today's connected world.
Events have been investigated since a long time in traditional sciences such as philosophy [13] and linguistics [25, 37] . Since some years, events have also drawn significant attention in computer science research. In summary, events can be characterized by six different aspects [86, 87] : time, space, participation, relations between events (in terms of mereology, causality, and correlation), documentation, and interpretation. In the subsequent section, we introduce these six aspects of events and analyze to which extent the existing event models support them. One can easily deduce from this analysis that human experience can only be fully captured and represented when capturing all these aspects satisfactorily. Thus, we argue in Section 3 for a high connectedness of the event aspects and provide a systematic analysis of the possible combinations of these aspects. We discuss existing approaches for indexing multimedia data in Section 4. Since the event-related information that can be reliably extracted from the multimedia content typically comprises somewhat lower-level concepts or activities (e.g. elementary human actions), we discuss the state of the art and challenges in the detection of events from multimedia content and their mapping to the different event aspects in Section 5, before we conclude the paper.
Analysis of existing event models
Events have various aspects [86] . Until today, the most comprehensive list of event aspects can be found in the event model E [38, 86, 87] , the Event-Model-F [67, 68] that is based on E, and the journalism interrogatives of the Eventory system [84] . The different aspects of events are illustrated in Fig. 1 . We describe the six aspects of events starting with the participation aspect, whichEvent-Model-F [65] , which is an extension and formalization of the event model E. An overview of the analysis results and comparison to the six event aspects is depicted in Fig. 2 .
Result of our analysis of the existing event-based systems and event models is that almost all of them provide support for the participation of objects in events and modeling the space aspect and time aspect. Many of the existing models for events also provide support for the documentation aspect. Only the Event Calculus and CAP do not provide support for modeling participants in events. Due to the domain considered, the CAP naturally does not support for capturing the participants of the events it describes, i. e., messages about upcoming hazardous events. For those future events, the participants are yet unknown. LODE does allow for modeling time and space by an absolute reference, but a relational reference is not possible. CAP allows for providing absolute information about space, but relative relations in space can only be provided by a textual description of the location. Only the Event Calculus does not provide for the spatial aspect. The SEM supports absolute spatial information using the WGS84 1 vocabulary. Many of the considered models, however, are limited with respect to their support for representing relations between events such as hierarchical relations (mereology), causal relations, and correlation relations. Still, only a few models provide support for representing different points of view to the same events, namely providing different interpretations of events. Regarding mereological event relations, many event models allow for modeling simple, hierarchical part-of relationships based on decomposing the time period covered by the composite event. For example, the Event Ontology provides the sub_event property, SEM supports simple compositions along the time dimension through the sem:hasSubEvent relation and using the OWL Time ontology 2 for modeling time intervals, and the Eventory system has an informal notion of mereological relations between events. Again, LODE does not provide support for any relations between events including simple hierarchical subevents. Hierarchical part-whole relationships are supported in CIDOC CRM [73] . However, no further axiomatizations are provided for refining the mereological relationship by different criteria such as temporal and spatial constraints. CASE E allows for modeling temporal relations between events based on the Allen's time calculus [1] as well as sub-event relationships along the temporal dimension. Gkalelis et al. support mereology by defining sub-events along the temporal dimension. Whether sub-events along other dimensions like space are also supported is not explicitly specified. E* provides for elaborate features regarding expressing spatial relationships between events. SsVM allows for describing complex mereological relationships and the situation-awareness model of SAWA supports spatio-temporal composition [8] like the Event-Model-F does.
Modeling support for causal relationships is mostly limited, if it can be found in the existing event models at all. Examples of models that support causal relations are CIDOC CRM, SsVM, E, and E*. However, it is limited to modeling cause-effect relationships along simple properties like factor and product in the Event Ontology and the "resulted in" property in CIDOC CRM. Thus, the causal relationships cannot be further annotated with, e. g., a justification for that relationship as is the case for the Event-Model-F. Only the event calculus, situation calculus, and EventModel-F provide well formed, i. e., formally defined support for causal relationships between events [44] . Support for representing correlation relations between events can only be found with a specific extension of the event calculus [14] and the Event-Model-F. Also, only very few event models allow for providing different interpretations of the same event. Inspired by the event model E, the Event-Model-F provides support for the event interpretation aspect implemented in the form of so-called ontology design patterns [27] . NMEE also has the idea of different viewpoints to the same event. However, it is limited because the definition of what is a viewpoint is underspecified. NMEE can just represent how many viewpoints an event has. Regarding interpretation of events, Gkalelis et al. use the properties isInstantiatedBy and hasInstantiationTime. The different interpretations of events are linked using a sameAs relation like in the Web Ontology Language (OWL), 3 which mixes up the different points of views. Thus, it is not possible to distinguish different interpretations from the same agent or person in different contextual situations. Finally, EventsML-G2 provides relationships between events that are unique among the considered models such as broader and narrower like in the Simple Knowledge Organization System (SKOS) 4 and sameAs relations between events.
Combining the aspects of events
We have discussed six aspects of events in Section 2, namely participation of objects in events, mereologic event relationships (event compositions), causal event relationships, correlative event relationships, documentation of events, and interpretation of events. Unlike other surveys on events [5, 32, 40, 89] , we here investigate the combinability of the different aspects of events, i. e., we describe which aspects of events can be combined and how they can be combined. The matrix depicted in Fig. 3 gives an overview of the different possible combinations of the event aspects. The x-and y-axis show the different aspects along the order they have been introduced. A tick means that the patterns are combinable. A tilde indicates that the two patterns can be combined under some certain condition. Finally, a cross stands for noncombineable patterns.
In the following, we discuss the possible combinations of the event aspects along the matrix depicted in Fig. 3 . We start with the first row and go through the columns from left to right. We only need to consider the combinations of the diagonal and above the diagonal, as it makes in principle no difference if we first consider the participation aspect of a specific event and then the mereologic aspect or vice versa.
The participation aspect expresses which objects participate in an event such as persons and non-living things, where the event happened, and when it happened. It can be considered from different point of views on the same event. This means that the participation aspect can be interpreted differently, depending on one's source of information. In an event of a bar fight, one witness might say that Jim, Bob, and Tom were involved, whereas someone else is saying that Bob and John were fighting. The mereologic aspect decomposes an event into a composite event and multiple component events [62] . Both the composite event as well as the component events might be individually described using the participation aspect. For example, a composite event of a soccer game might be decomposed into two component events of the first and second half. Players that have participated in the first half and second half are then described along the participation aspect. Two events with some participants involved can be part of a causal relationship and thus be either a cause event or effect event [37, 45] . For example, in the event of a heavy storm the participant is the amount of rain that falls. This event is the cause for the dam to burst, which has as participants the objects located around the dam when the burst happened. In a different scenario, a patient is undergoing a medical examination. Here, several correlate events can be identified such as measuring a high blood pressure, finding out about an increasing irritation of the skin, and the patient complaining of some pain. Each of these events happen at the same time. Thus, they are correlate events. However, there is no causal relationship between them; they are all effects of some other (yet unknown) causal event. The patient might have eaten something wrong, has too much stress, or something else. Each of the correlating events can have further information regarding the participation aspect.
In the event of observing a high blood pressure, the participating objects might be the specific medicine the patient has to take. Regarding the increasing skin irritation, the participating objects considered are the certain kind of bacteria involved. The persons involved in the dam burst are represented using the participation aspect. The event can be documented by attaching some assets to the event, e.g., some photos taken during the burst. Finally, there might be different interpretations of the same event involving one or multiple other aspects like the participation aspect or the causal aspect. For example, in the event of the bar fight above there might be Jim saying that Bob started and Tom participated. Whereas Tom is saying that Jim has started and Bob has not participated. At the second row of combining the aspects of events in Fig. 3 , we look at the combined application of the mereologic aspect to an event. The mereologic aspect can describe an event either on the same level or hierarchically. Describing the mereologic event relationships on the same level means that there are different compositions of the same composite event, e. g., under different interpretations as described above. Providing an event hierarchy means that an event plays the role of a component event while others play the role of composite events. For example, the event of a soccer game can be divided into the first half and second half. The first half can then be divided again into several sub-events such as the foul that led to a red card and so on. Composite events and the component events can be in some causal relationships. For example, the composite event of an important soccer game during the FIFA World Cup is the cause event for the effect events of the streets being empty in the two participating countries and people watching television. The component event of a foul in the soccer game is the cause for the component event of a red card in the game. Thus, the red card is an effect event of the cause event of a foul. In the case of a patient suffering from some disease, different correlate events are observed like measuring higher blood pressure, observing the increasing skin irritation over time, and the patient complaining about some pain. These correlate events can also be understood as some composite events that happen during the event of the patient examination. A single correlation event can also be in a mereologic event relationship. For example, the increase of the patient's skin irritation is observed through several measurements (events where the medical doctor has looked at the skin irritation) that have been conducted over a period of time. Composite events and component events can be documented like any other events with artifacts. For example, the composite events in the soccer game and the patient examination for the increasing skin irritation can be documented using some photographs. In addition, composite events and component events can be interpreted differently. For example, the composite event of the soccer game above might be interpreted differently by the two media coverages in the participating countries. This applies in particular with respect to the component events of the foul and red card.
There can be chains of causal relations. For example, in the soccer game the foul leads to the red card which might further lead to a quarrel among the players and coaches of the two teams. Correlate events are defined as events that are effects of some common causal relationship, although this cause is (initially) unknown [67] . If this causal relationship is discovered, e.g., the reason why the patient is suffering from the blood pressure, skin irritation, and pain, it can be explicitly modeled as cause-effect-relationship. However, when the common cause of the correlate events is not known such a cause-effect-relationship cannot be established (see Section 2). Cause events and effect events can be documented as usual using some artifacts. For example, the cause event of the foul as well the effect event of the red card is documented by the photographers and journalists attending the game. Cause events and effect events can also be interpreted differently. For example, to explain the effect event of the dam burst different theories of the involved objects and mereologic relationships to other events might exist.
As said, correlate events are defined as events that are effects of some common cause [72] . However, there is no causal relationship among the different correlate events. As such, it does not make sense to provide multiple correlation relationships between the same set of events. Correlate events can be documented using some assets. For example, the examination of the patient's skin irritation can be documented using some photographs (see above). There can be different interpretations of correlate events like the skin irritations of the patient. These different interpretations are, e. g., bacteria, chemical reactions, etc. happening in the skin of the patient. An event that is documented can be interpreted in different ways. For example, different images of the same event can be taken and used for arguing that the event is about different things. Finally, there can be several interpretations of the same event with the same information about the participation aspect and other aspects. For example, in the case of a power outage during the event of a flooding, different emergency control officers might have different interpretations about what has caused the event of the power outage.
Approaches for indexing multimedia data
The primary application of event modeling and event-based processing, in relation to multimedia, is the event-based organization, indexing and retrieval of the content [28] . In order to map events detected and extracted from multimedia data to the event aspects implemented by the event models discussed above, we give in this section a short overview of the different broad categories of multimedia indexing methods, metadata standards and models.
Content-independent vs. content-based multimedia indexing
One broad categorization of multimedia indexing approaches can be made on whether they rely on pre-existing content metadata alone, or also use the content itself (e.g., the image, video, audio content) as a source of indexing information. In the former case, we refer to content-independent indexing. Under this category of approaches, administrative metadata such as those provided by the Exchangeable Image File Format (EXIF) standard [77] , constitute the simplest way to index the content. These are designed to hold content-independent information usually supplied by the creator of the multimedia data, such as when and how an image was created, digital camera specifications, and other technical information such as location and lighting conditions [78] . Although useful, it is evident that administrative metadata by themselves can offer only limited search and retrieval capabilities and can hardly reveal the event-content associations, as they ignore the actual multimedia content and the perceptual and conceptual information therein.
Categories of content-based multimedia indexing approaches
A piece of multimedia content may consist of multiple sources of information, such as text, images, audio, video. Moreover, access to it at different granularity levels may be required, e.g., to search or retrieve the entire video or just a specific video shot or scene. In such cases, the content-independent schemes discussed in the previous paragraph are inadequate as they treat each piece of multimedia data as a whole, ignoring its content and structure. To address these issues, a large number of contentbased indexing techniques have been proposed.
-Indexing using perceptual information: A large fraction of content-based indexing approaches use media segmentation algorithms together with objective measurements at the perceptual level, i.e., derive features by processing the lowlevel visual or audio information within each content segment. These features are then used for indexing the data [16] , e.g., MPEG-7 color and texture features [47] , local neighborhood features expressed with the use of the scale-invariant feature transform (SIFT) [46] or similar local descriptors, e.g., speeded-up robust features (SURF) [9] , color-variants of SIFT [81]), mel-frequency cepstral coefficients (MFCC) for audio, and others. Such approaches, although they are a necessary part of any multimedia indexing scheme, when used in isolation present several limitations. The most important is that they fail to capture the conceptual and contextual information conveyed by the multimedia content. -Concept-based indexing: Many works have appeared on combining the aforementioned low-level features with machine learning algorithms in order to achieve the association of content with semantic concepts such as "person", "outdoors", etc., or different actions [53, 61] . The content segments can then be retrieved with the use of the detected concepts [17, 75] . These methods represent a significant improvement over the methods of the previous category. However, they still do not fully capture the meaning that the content has to a human observer, who typically "sees" in it more than just a few depicted objects or elementary actions. For this to happen, the automatically detected concepts need to be seen in combination and be used for deriving higher-level interpretations of the content. -Semantics-based indexing: A large number of multimedia indexing techniques based on technologies related to the vision of the Semantic Web [70] have recently emerged in various application domains [10, 12, 21, 54 ] to support the higher-level interpretation of the content. These include attempts to develop an MPEG-7 multimedia ontology using RDF or OWL. However, in these attempts there is an one to one translation of MPEG-7 types to RDF/OWL concepts and properties. Thus, MPEG-7 related problems may arise such as the lack of syntactic and semantic interoperability between multimedia applications using these models [3, 57, 80] . In [12] , the content of a video is first described using MPEG-7 and then a domain level ontology in OWL is used to annotate the content segments. However, domain ontologies developed in this work lack formal semantics. To fill this gap, the core ontology for multimedia (COMM) [3] builds upon the descriptive ontology for linguistic and cognitive engineering (DOLCE) [26] and is a manual mapping of the MPEG-7 features to an ontology. DOLCE is a foundational ontology, providing a domain independent vocabulary that explicitly includes formal definitions of foundational concepts like objects, events, and others. In addition, DOLCE's descriptions and situations (DnS) ontology design pattern offers formal representation of context. This allows COMM to, e.g., conduct different simultaneous descriptions (viewpoints) of the same multimedia content segments. COMM suffers from some redundancies and inherent limitations. For example, it provides three ontology design patterns to conduct annotations [64, 69] . In addition, annotations of technical details like resolutions of the images could not be directly attached to the image data itself but rather to an abstraction of the data, called the information object [64, 66] . These limitations have been removed by the Multimedia Metadata Ontology (M3O) [64] . It abstracts from the features of today's metadata formats and metadata standards and provides a generic modeling framework for integrating existing metadata models such EXIF and MPEG-7 [66] . Annotations using the COMM or M3O are not centered around events, in contrast to the fact that human memory organizes experiences in events. However, the M3O can be used in combination with event models like the Event-Model-F [68] . Here, the M3O serves as implementation of the event documentation aspect.
Addressing the above drawbacks requires the development of multimedia indexing methods that are explicitly designed to organize multimedia data in terms of events. These indexing methods have to take into account the different event aspects that can be captured and represented by the event models, and further link them to the actual multimedia content. Performing this linking in an automated way forms the basis of event-based multimedia indexing approaches, as discussed in the following section.
Linking multimedia data to event model aspects
Following the modelling of events, an important and difficult problem is how to automatically (or semi-automatically) link the different multimedia content such as images, videos, audio, text files with the different aspects of event representation. Whilst this is a rather wide area, some hints and references that can serve as a starting point for further study are given here. The short review below focuses on the most recent techniques for event detection in audio-visual content items (i.e., video that may include audio). This choice is based on the fact that such items convey a high amount of information (typically higher that still images or audio alone) and are far more challenging that text in their automatic analysis, for the purpose of detecting events.
During the past few years significant research has been devoted to the detection and recognition of events in broad domains (e.g. the detection of LSCOM 5 or TRECVID events in large and rather unconstrained video collections). In [88] , a Bag-of-Words (BoW) algorithm is combined with a multilevel sub-clip pyramid method to represent a video clip in the temporal domain; the Earth Mover's Distance (EMD) is then applied for recognizing LSCOM events in the TRECVID 2005 dataset. In [83] , motion relativity and visual relatedness are exploited, and relative motion histograms of BoWs are computed to represent video clips. Then, similarly to [88] , the EMD and Support Vector Machines (SVMs) are used for recognizing video events. In [7] , knowledge embedded into ontologies and concept detectors based on SVMs are employed. In [39] , three types of features, namely, spatiotemporal interest points, SIFT features, and a bag of MFCC audio words, are used to train SVM-based classifiers for recognizing the three events of the TRECVID 2010 Multimedia Event Detection Task (TRECVID MED 2010). For the same events, in [34] a wide range of static and dynamic features are extracted such as 13 different visual descriptors on eight granularities, histograms of gradients and flow, MFCC audio features, and others. These features are then used for training 272 SVM-based semantic detectors. Thus, they represent videos with model vector sequences. Subsequently, hierarchical HMMs are applied for event recognition. In [29] , the temporal evolution of specific visual concept patterns is examined. A model vector-based approach is adopted again, where visual concept detectors are used for automatically describing a video sequence in a concept space. The study in [52] reveals that the semantic model vector representation outperforms other low-level visual descriptors for video event detection, and is complementary to other such descriptors. In later editions of the TRECVID MED task (2011 and 2012 [60] ), most approaches adopted a model vector representation; they usually combined this with a multitude of other features, coming either from the visual modality (e.g. low-level features) or also from non-speech audio, analysis of speech recognition transcripts, and optical character recognition that was applied on the video frames (see, for instance, [11, 20] ). Typically, considering multiple features resulted in higher performance, at the expense of similarly higher computational cost and system complexity.
In all the above and similar model vector approaches, the use of concept detectors trained on pre-existing datasets (e.g., MediaMill [76] , TRECVID Semantic Indexing (SIN) Task [74] ) for forming the model vectors significantly reduces the required training time, since no additional time is introduced for training event and/or concept detectors specifically for the dataset of interest. At the same time, the model vector approach allows for a more natural linking of media items and events, using concepts (i.e., natural objects, elementary actions, etc.) as an intermediate link. In this way, it facilitates some form of event recounting, i.e., the process of understanding why a video segment was identified as depicting a specific event. In [29] , the link between concepts and events is implemented with the use of a novel discriminant analysis technique, the Mixture Subclass Discriminant Analysis (MSDA) [30] . MSDA (or further extensions of it, as in [31] ) is invoked for identifying the semantic concepts that best describe each event, thus defining a discriminant concept subspace. In the latter, the nearest neighbor classifier (NN) along with the median Hausdorff distance are used for recognizing the events. This approach was also evaluated in the TRECVID MED 2010 task. Further to this, after the detection of an event, one can follow the inverse path in order to find out with the help of MSDA which concepts contributed the most to this detection, similarly to [55] .
The detection of video events in more constrained application domains such as surveillance or sport has also received significant attention. In [4] , a method for capturing surveillance events such as humans standing, objects being abandoned, or humans shouting is presented. This method exploits visual and audio information and is used as part of a complete event-based multi-camera surveillance system. In [79] , a method for detecting and classifying sports events (e.g. goal, foul) is proposed, and is applied to soccer and basketball video. This method combines logical rule-based models and statistical information coming from annotated data sets for detecting the sport events. In [6] , visual clustering and ontology-based reasoning are used for sport event detection, focusing on soccer video. In [61] , the detection of events or, more generally, the detection of human actions and other semantic classes of interest in sports and news video is addressed. To this end, a new representation of the motion information contained in the video is combined with well-studied classification techniques like Hidden Markov Models.
Conclusions
In this paper, we have conducted a detailed analysis on an extensive set of existing event-based systems and event models with respect to the different aspects of events. Subsequently, we have looked into how these aspects of events relate to each other and how they can be applied together. Then, based on the fact that it is multimedia data that typically documents an event, we looked into different approaches for indexing multimedia and linking it with the event information. This forms the basis for future event-based multimedia applications.
In our analysis, we have concentrated on the central aspects of events, namely time, space, participation, relations between events (in terms of mereology, causality, and correlation), documentation, and interpretation. A discussion of additional characteristics such as if the model is formally defined, if uncertainty information can be added to events, and if media assets documenting an event can be decomposed into parts can be found for some of the event models in a work by Gkalelis et al. [28] . Further detailed surveys on event detection and recognition in video, covering topics such as visual feature extraction, event classification, and ontologies for knowledge representation and reasoning can be found in [5, 32, 40, 89] .
