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Abstract. A methodology was developed to predict pressure and temperature regimes achieved during detonation of
RDX/TNT compositions with inert granular inclusions. The predicted pressures and temperatures are used as inputs for
thermochemical simulations to design detonation synthesis experiments that utilize shock-induced chemical reactions to
produce ceramic nanomaterials. This study computationally assessed the effects of inert spherical sand inclusions and
porosity produced by inert additives on the sensitivity of the explosive composition during the shock-to-detonation
transition using a limited scope approach through Lee-Tarver ignition and growth modeling. On the continuum scale, the
effects of inert additives on pressure generation behind the detonation wave and within the reaction zone were
parameterized through numerical modeling using Jones-Wilkins-Lee equations of state coupled with programmed burn and
ignition and growth burn models. The developed model predicted convergent shock loading within the sand inclusions
producing localized pressures as great as 135 GPa with associated superheating to temperatures greater than 5000 Kelvin.
These results imply that phase formation in an inert inclusion will depend on the location of the material relative to the
point of shock convergence where pressures and temperatures can far exceed the Chapman-Jouguet values for the explosive
matrix used in the tests.

INTRODUCTION
Detonation synthesis is a process by which materials are produced or undergo marked chemical changes resulting
from physical interactions with an energetic material undergoing a detonation event [1-3]. These processes depend on
the extreme temperatures and pressures produced from the explosive detonation. The most notable material produced
by detonation synthesis is detonation nanodiamond (DND) [3]. One production method for DND occurs in explosives
such as Cyclotol, a mixture of cyclotrimethylene-trinitramine (RDX) and trinitrotoluene (TNT), which produces
excess carbon as a detonation product. Under the elevated temperatures and pressures of detonation, the excess carbon
crystallizes and equilibrates into the diamond structure, which is retained as a meta-stable phase when quenched to
ambient conditions [3]. The mechanisms by which DNDs precipitate from a detonation is a source of great debate in
the carbon chemistry and shock physics communities, particularly the timescales over which the formation of
condensed carbon phases occur, and the locus of the carbon condensate on its phase diagram during detonation [3-5].
A second process used to produce DNDs involves detonating an energetic material loaded with a diamond precursor
such as graphitic carbon and using the shock induced by the explosive detonation to cause a phase change in the loaded
material [3, 6, 7]. The former process produces agglomerated diamond particles with a size of ~5 nm while the latter
method of shock loading graphite produces fragmented diamondoid structures with sizes greater than 20 nm as well
as graphitic and amorphous carbon [3, 6]. The structural differences between diamonds produced through each of
these processes are well-documented and attributed to the differences in the pressures and temperatures under which
the carbon structures are produced [3, 6, 7].
The carbon precipitated from an explosive detonation provides the opportunity for experimental studies that
involve synthesis of nanoscale ceramic materials by adding appropriate precursors to the explosives [8]. Like the case
of explosively shock loading graphite to form diamond, these studies involve incorporating and shock loading the
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ceramic precursor materials using a detonating explosive matrix to induce chemical reactions. Prediction of phase
production in detonation shock induced synthesis experiments is a multifaceted problem requiring information about
the explosive and the precursors. First, knowledge of the detonation parameters for the explosive is required.
Fortunately, detonation parameters for most common explosive compositions undergoing idealized steady state
detonation are well documented [9, 10]. Next, knowledge of how the shock from the detonation wave interacts with
the non-explosive additives is required. Shock transmission is estimated from an ideal detonation using one
dimensional calculations based on the shock Hugoniots of the explosive and the material into which the shock wave
is transmitted [10]. In cases such as a when a detonation wave overtakes a non-explosive inclusion, shock is imposed
within the inclusion from multiple directions rendering one-dimensional analysis ineffective. Finally, pressure
reflection occurs at the interface between the inclusion and the surrounding explosive, augmenting the propagation of
the detonation wave, potentially extinguishing the reaction if excessive pressure results from the reflection [11]. These
situations require more computationally intensive multidimensional approaches to estimate the state properties in the
detonating explosive and the shock loaded non-explosive inclusions, and are what this manuscript begins to elucidate.
The research presented in this manuscript uses numerical modeling to simulate the physical effects of detonation
on non-explosive additives to probe the mechanisms by which explosively-driven shock-induced chemical reactions
or phase changes occur. An example of such an experiment is incorporating chemically inert silica sand into an
explosive matrix and shock loading through detonation. Such a process could produce stishovite, a high-pressure hightemperature polymorph of silica shown to form in shock loading conditions both computationally and experimentally
[12, 13]. The goal of the present correspondence is to promote the use of hydrodynamic numerical modeling as a
predictive tool for phases produced in detonation synthesis experiments. The ultimate goal of this broader project is
to develop a robust methodology to predict the material produced from detonations based on conditions estimated
from numerical modeling. This validated methodology can be used to expand and improve selection of both the
explosive and non-explosive materials used to produce new materials through detonation synthesis.

METHODOLOGY
Reactive flow simulations were conducted in a 2D axisymmetric coordinate system. In these simulations, a 2.54
cm diameter by 7.62 cm long cylinder of Composition B with a 60:40 mass ratio mixture of RDX to TNT was modeled
using the Jones-Wilkins-Lee (JWL) Equation of State (EOS) (Equation 1) [9].
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Where PAB is the pressure of the detonation products in a reacted JWL model, or shock pressure when used as the
unreacted EOS in an Ignition and Growth model., V is the volume, and A and B are dimensionless experimental
constants, R1 and R2 are experimental constants with units of pressure, and ω is the Gruneisen parameter [14].
At the center of the cylinder, a 1.27 cm diameter sphere of inert sand was modeled using a linear hardening
extension of the Drucker-Prager compaction model [15]. Reactive flow was modeled using both programmed burn
and ignition and growth models. For the programmed burn model, the output of JWL was used with a detonation
velocity of 7980 m/s [9]. For the ignition and growth model, the Lee-Tarver model was used whereby the reaction rate
was considered as pressure and hot spot surface area dependent [16, 14]. The Lee-Tarver model used two JWL
equations of state to model the detonation, one for the unreacted explosive and one for the reaction products. The
EOSs were fitted to the documented shock Hugoniot data for the unreacted and reacted explosives [16, 14]. Reaction
rate was determined by the three step Tarver initiation model (Equation 2) where each term of the equation represents
the chemical energy released during ignition, reaction, and completion, respectively [14].
𝛿𝐹
𝛿𝑡

= 𝐼 ∗ (1 − 𝐹)𝑏 ∗ (𝜇 − 𝑎) 𝑥 + 𝐺1 ∗ (1 − 𝐹)𝑐 ∗ 𝐹 𝑑 ∗ 𝑃𝑦 + 𝐺2 ∗ (1 − 𝐹)𝑒 ∗ 𝐹𝑔 ∗ 𝑃 𝑧

(2)

Where F is the fraction of chemical energy released, μ represents compression expressed as ρ / (ρ 0 -1) with ρ and
ρ0 being the current and ambient densities, P is pressure in the explosive, I, b, a and x are ignition related constants,
G1, c, d, and y are growth related constants, and G2, e, g, and z are completion related constants [14].
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Model parameters for these simulations were based on previously published experimental data [9, 17]. An attempt
was made to match reaction parameters between the programmed burn model and the ignition and growth model;
however, the ignition and growth model exhibited significantly higher peak detonation pressures due to the inclusion
of kinetic reaction boundaries in the growth model compared to steady state Chapman-Jouguet (C-J) conditions for
velocity and pressure used in the programmed burn model [9, 14]. A complete table of properties used for Composition
B and sand in the simulations are shown in Tables I and II.
TABLE I. JWL Equation of State and Ignition and Growth Model Parameters used in Simulation for Composition B [9, 17]

Unreacted JWL
Parameters

Product JWL
Parameters

A = 778.1 Mbar

A = 5.2423 Mbar

B = -0.05031 Mbar

B = 0.07678 Mbar

R1 = 11.3

R1 = 4.2

R2 = 1.13
ω = 0.8938

R2 = 1.1
ω = 0.34

Ignition and Growth Parameters

Programmed Burn Reference
Parameters

I = 44 μs-1 a = 0.01
x = 4.0
b = 0.222
FigMax = 0.002
FG1Max = 1.0
FG2Min=1.0
G1 = 414
c = 0.222
d = 0.667
y = 2.0
G2 = 0
e=0
g=0
z=0
(completion term not used)

ρ = 1.717 g/cm3
DCJ = 7.98 km/sec
PCJ = 0.295 Mbar

The Drucker Prager model for sand was developed to model shock propagation through granular sand material
[15]. The compaction model is determined by calculating the shock pressure as a function of densification and bulk
sound speed. Densification resulting from pressure was determined by consolidation testing, and sound speed was
calculated as a function of longitudinal and shear wave velocities measured from tri-axial cell tests at varying density.
With density and shock pressure tabulated in the material model from experimental data, the remaining EOS
parameters were derived from the conservation laws. The reference density used for solid crystalline sand in the model
was 2.641 grams/cm3 for α-quartz. Sand was modeled with an initial in-situ bulk density of 1.62 grams/cm3.
Compaction was modeled from a best fit 5th order polynomial up to this reference density. Beyond the reference
density the model assumed a linear relationship between density of the sand and the shock pressure using shock
Hugoniot data for Westerly Granite where ρ0=2.627 g/cm3, P0 = 0, and ρ1=3.353 g/cm3, P1 = 19.394 GPa. State 10
has density slightly above the reference density for the sand at 6.5 kilobar, 2.7613 g/cm3 as this point represents the
intersection of the experimentally determined compaction polynomial with the shock Hugoniot data for Granite used
to model the fully compacted sand. Similarly, the speed of sound does not change in the model beyond the reference
density of 2.641 g/cm3 as sound speed is determined from the granite shock Hugoniot data beyond the reference
theoretical maximum density for the compaction model.
TABLE II. Granular Extended Drucker Prager Compaction Equation of State Model for Sand [15]

Compaction
Density (g/cm3)
State
1
1.6740
2
1.7395
3
1.8738
4
1.9970
5
2.1438
6
2.2500
7
2.3800
8
2.4850
9
2.5850
10
2.6713
Reference density = 2.641 g/cm3

Pressure (MBar)
0
4.577E-05
1.498E-04
2.915E-04
5.918E-04
9.810E-04
1.794E-03
2.894E-03
4.502E-03
6.507E-03

Sound speed
Density (g/cm3)
1.6740
1.7456
2.0863
2.1468
2.3000
2.5720
2.5980
2.6350
2.6410
2.8000

Sound speed
(cm/μs)
0.0265
0.0852
0.1722
0.1876
0.2265
0.2956
0.3112
0.4600
0.4634
0.4634

All detonation simulations were plane initiated from one end, and allowed to run until the reaction had propagated
completely through the explosive charge, which required approximately 12 μs. A programmed burn Composition B

070026-3

booster pellet was used to initiate reaction in the simulation using the Lee-Tarver ignition and growth pressure
dependent reaction model. For each simulation, gauge points were placed every 1 mm along the cylindrical axis of
the charges to measure shock pressures observed before, inside, and after the inert inclusion region.

RESULTS
Peak pressures observed along the cylindrical axis from the simulations are plotted in Fig. 1. While steady state
peak pressures in the ignition and growth model of 38 GPa were higher than those observed in the programmed burn
model of around 23 GPa, the shock propagation phenomena inside the inert inclusion converged between the models.
Traces indicated pressure drop at the leading edge of the inclusion and spike at convergence point near trailing edge
relative to shock passage. A few key frames from the simulation setup and run are shown in Fig. 2. Visually, the
models showed pressure and shock velocity reduction at the inclusions leading edge (Fig 2c) with shock convergence
causing elevated pressure at the inclusions trailing edge (Fig 2d).

FIGURE 1. Pressure as a function of distance along cylindrical axis from gauges placed every 1 mm along charge length.

(a)

(b)

(c)

(d)

FIGURE 2. Selected frames from setup (a) and running (b-d) of the 2D axisymmetric Lee-Tarver model of a Composition B
cylinder with spherical sand inclusion.

Both simulations showed that when the reaction wave impacted the sand inclusion, shock velocity decreased from
steady state detonation velocity around 8 mm/μs to 5 mm/μs, lowering peak shock pressures from steady state
detonation pressure by as much as 25%. As the detonation wave overtook the sand, a converging shock was formed
inside the inclusion. Once this shock wave converged to a point, an isolated area of extremely high pressure beyond
100 GPa was formed. Internal kinetic energy at this convergence point was 30% higher than the Von Neumann spike
state in the steady state detonating explosive, indicating that the temperature within this material was likely to be
elevated beyond C-J conditions as well. These macro scale results showed similarities with work done in meso-scale
modeling and measurement of hotspot formation and pore collapse where a shock wave passing voids less than 1 μm
in diameter caused shock focusing and isolated heating within the void resulting in ignition that propagates chemical
decomposition into detonation [18].
A conical depression with elevated pressures was observed as the reaction wave passed the inclusion in each
simulation. The pressure rise caused by this depression tapered asymptotically over a distance between 15-20 mm
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back to the steady state detonation pressures of the explosive in both 2D simulations. Theoretically, the isolated high
pressure region will either cause the shock and reaction front to accelerate until it catches up to the steady state wave,
or the heightened pressure will desensitize the explosive until pressure drops back below its overdriven state [10]. The
return to steady state predicted by the pressure dependent Ignition and Growth model is likely the most realistic.

CONCLUSION
The numerical simulations completed in this study show that the detonation of an explosive with a macro scale
non-reactive granular inclusion produced a converging shock wave within the inclusion that formed an isolated region
where pressures and, presumably, temperatures were elevated to as much as five times the values observed in steady
state detonation conditions. The implications of these results are that using only C-J detonation parameters to estimate
P-T conditions within nonexplosive materials loaded into an explosive matrix are not accurate because of shock
convergence and interference within the non-explosive additives. Further, the results showed that the P-T conditions
within the inert region varied depending on the location of the measurement relative to the point of shock convergence.
This could account for the experimental observation that different phases form when explosives are loaded with nonexplosive additives, such as the formation of diamond, graphite, and amorphous carbon when detonating graphiteloaded explosive charges [6]. Further development and validation testing of this model will guide researchers to better
predict phase formation efforts in detonation synthesis experimental research.

FUTURE WORK
The ultimate goal of this work is to use the predictive model presented in this manuscript to estimate phase
production from detonation of explosive charges loaded with inert inclusions. To accomplish this on a global scale for
all detonation synthesis experiments, the model must include temperature estimates within the inert inclusions, which
requires knowledge of chemistry occurring between the inclusion and the explosive reaction products. Future work
on the numerical model will couple thermochemical modeling of the detonation reaction to the hydrodynamic model
and will improve the usability of the model by yielding quantitative information regarding the temperatures observed
in the reaction zone as well as in the non-explosive inclusion. The final intent of this model is to expand it to simulate
the effects of a uniform distribution of non-explosive inclusions within the explosive matrix. This extension will
enable prediction of the effects of the distribution on the propagation of the detonation wave similar to work performed
by White et al. on an aluminized TNT matrix [11].
Future experimental work involves testing the model by shock loading of quartz sands as shown in the model
described in this manuscript. A computational study by Luo et al. indicates that crystalline silica liquifies and
subsequently forms amorphous silica due to superheating to temperatures exceeding 5000 K when shock loaded to
pressures beyond 110 GPa followed by release along isentropic cooling paths [12]. Theoretically, the pressure induced
into the inclusion can be evaluated by studying silica phase formation in post detonation soot analysis. While Luo et
al. mentions that along cooling paths some silica may revert to its lesser forms depending on chemical kinetics, post
detonation residue analysis should reveal the predominance of amorphous silica glass, if the shock convergence
predicted in this model is accurate, compared to more abundant lower pressure crystalline silica phases if the shock
convergence does not occur [12].
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