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Introduction
Much of the work on propensity-score analysis has focused on cases where the treatment is binary. Matching estimators for causal effects of a binary treatment based on propensity scores have also been implemented in Stata (e.g., Becker and Ichino [2002] and Leuven and Sianesi [2003] ).
In many observational studies, the treatment may not be binary or even categorical. In such a case, one may be interested in estimating the dose-response function where the treatment might take on a continuum of values. For example, in economics, an important quantity of interest is the effect of aid to firms (e.g., Bia and Mattei [2007] ). In socioeconomic studies, one may be interested in the effect of the amount of a lottery prize on subsequent labor earnings (e.g., Hirano and Imbens [2004] ). Hirano and Imbens (2004) developed an extension to the propensity-score method in a setting with a continuous treatment. Following Rosenbaum and Rubin (1983) and most of the literature on propensity-score analysis, they make an unconfoundedness assumption, which allows them to remove all biases in comparisons by treatment status by adjusting for differences in a set of covariates. Then they define a generalization of the propensity score for the binary case-henceforth labeled generalized propensity score (GPS)-which has many of the attractive properties of the binary-treatment propensity score.
In this article, we briefly review the method developed by Hirano and Imbens (2004) , and we provide a set of Stata programs that estimate the GPS, assess the adequacy of the underlying assumptions on the distribution of the treatment variable, test whether the estimated GPS satisfies the balancing property, and estimate the dose-response function. Following Hirano and Imbens (2004) , our Stata programs address the problem of estimation and inference by using parametric models.
We illustrate these programs with a dataset collected from Imbens, Rubin, and Sacerdote (2001) . The population consists of individuals who won the Megabucks lottery in Massachusetts in the mid-1980s. We apply our programs to estimate the average potential post-winning labor earnings for each level of the lottery prize (the dose-response function). Although the assignment of the prize is obviously random, substantial item and unit nonresponse led to a selected sample where the amount of the prize is no longer independent of background characteristics. In using these programs, remember that they only allow you to reduce, not to eliminate, the bias generated by unobservable confounding factors. As in the binary-treatment case, the extent to which this bias is reduced depends crucially on the richness and quality of the control variables, on which the GPS is computed.
The propensity score with continuous treatments
Suppose we have a random sample of size N from a large population. For each unit i in the sample, we observe a p × 1 vector of pretreatment covariates, X i ; the treatment received, T i ; and the value of the outcome variable associated with this treatment, Y i . Using the Rubin causal model (Holland 1986 ) as a framework for causal inference, we define a set of potential outcomes, {Y i (t)} t∈T , i = 1, . . . , N, where T is a continuous set of potential treatment values, and Y i (t) is a random variable that maps a particular potential treatment, t, to a potential outcome. Hirano and Imbens (2004) refer to {Y i (t)} t∈T as the unit-level dose-response function. We are interested in the average dose-response function, μ(t) = E{Y i (t)}. Following Hirano and Imbens (2004) , we assume that {Y i (t)} t∈T , T i , and X i , i = 1, . . . , N, are defined on a common probability space; that T i is continuously distributed with respect to the Lebesgue measure on T ; and that Y i = Y i (T i ) is a well-defined random variable. To simplify the notation, we will drop the i subscript in the sequel.
The propensity function is defined by Hirano and Imbens (2004) as the conditional density of the actual treatment given the observed covariates.
Definition 2.1 (GPS) Let r(t, x) be the conditional density of the treatment given the covariates:
Then the GPS is R = r(T, X).
Estimating the GPS and the dose-response function
The GPS has a balancing property similar to that of the standard propensity score; that is, within strata with the same value of r (t, x) , the probability that T = t does not depend on the value of X:
where I(·) is the indicator function. Hirano and Imbens (2004) show that, in combination with a suitable unconfoundedness assumption, this balancing property implies that assignment to treatment is unconfounded, given the GPS.
Theorem 2.1 (Weak unconfoundedness given the GPS) Suppose that assignment to the treatment is weakly unconfounded, given pretreatment variables X:
Using this theorem, Hirano and Imbens (2004) show that the GPS can be used to eliminate any biases associated with differences in the covariates.
Theorem 2.2 (Bias removal with GPS)
Suppose that assignment to the treatment is weakly unconfounded, given pretreatment variables X. Then
Estimation and inference
The implementation of the GPS method consists of three steps. In the first step, we estimate the score r (t, x) . In the second step, we estimate the conditional expectation of the outcome as a function of two scalar variables, the treatment level T and the GPS R:
In the third step, we estimate the dose-response function, μ(t) = E [β{t, r(t, X) }], t ∈ T , by averaging the estimated conditional expectation, β{t, r(t, X)}, over the GPS at each level of the treatment we are interested in.
Modeling the conditional distribution of the treatment given the covariates
The first step is to estimate the conditional distribution of the treatment given the covariates. We assume that the treatment (or its transformation) has a normal distribution conditional on the covariates:
where g(T i ) is a suitable transformation of the treatment variable [g(·) may be the identity function], and h(γ, X i ) is a function of covariates with linear and higher-order terms, which depends on a vector of parameters, γ. The choice of the higher-order terms to include is only determined by the need to obtain an estimate of the GPS that satisfies the balancing property.
The program gpscore.ado estimates the GPS and tests the balancing property according to the following algorithm:
1. Estimate the parameters γ and σ 2 of the conditional distribution of the treatment given the covariates (1) by maximum likelihood. 2. Assess the validity of the assumed normal distribution model by one of the following user-specified goodness-of-fit tests: the Kolmogorov-Smirnov, the ShapiroFrancia, the Shapiro-Wilk, or the Stata skewness and kurtosis test for normality.
a. If the normal distribution model is statistically disapproved, inform the user that the assumption of normality is not satisfied. The user is invited to use a different transformation of the treatment variable g(T i ).
3. Estimate the GPS as
where γ and σ 2 are the estimated parameters in step 1.
4. Test the balancing property and inform the user whether and to what extent the balancing property is supported by the data. Following Hirano and Imbens (2004) , the program gpscore.ado tests for balancing of covariates according to the following scheme:
a. Divide the set of potential treatment values, T , into K intervals according to a user-specified rule, which should be defined on the basis of the sample distribution of the treatment variable. Let
. . , K, compute the GPS at a user-specified representative point (e.g., the mean, the median, or another percentile) of the treatment variable, which we denote by
. . , m, calculate the mean difference of each covariate between units that belong to the treatment interval, G k , {i : T i ∈ G k }, and units that are in the same GPS interval, {i :
e. Combine the m differences in means, calculated in step d, by using a weighted average, with weights given by the number of observations in each
Specifically, the following weighted average is calculated for each of the p covariates X l , l = 1, . . . , p:
is the number of observations in the B
The test statistics we use to evaluate the balancing property are functions of this weighted average. 
Estimating the conditional expectation of the outcome given the treatment and GPS
In the second stage, we model the conditional expectation of the outcome, Y i , given T i and R i , as a flexible function of its two arguments. We use polynomial approximations of order not higher than three. Specifically, the most complex model we consider is
We assume that the main effects of T i and R i cannot be removed so that we have 18 possible submodels. The program doseresponse model.ado defines all these models and estimates each of them by using the estimated GPS, R i . When fitting the selected model, the program takes into account the nature of the outcome variable-which may be binary, categorical (nominal or ordinal), or continuous-by choosing the appropriate link function.
As Hirano and Imbens (2004) emphasize, there is no direct meaning to the estimated coefficients in the selected model, except that testing whether all coefficients involving the GPS are equal to zero can be interpreted as a test of whether the covariates introduce any bias.
Estimating the dose-response function
The last step consists of averaging the estimated regression function over the score function evaluated at the desired level of the treatment. Specifically, in order to obtain an estimate of the entire dose-response function, we estimate the average potential outcome for each level of the treatment we are interested in as
where α is the vector of the estimated parameters in the second stage.
The program doseresponse.ado estimates the dose-response function according to the following algorithm:
1. Estimate the GPS, verify the normal model used for the GPS, and test the balancing property calling the routine gpscore.ado.
2. Estimate the conditional expectation of the outcome, given the treatment and the GPS, by calling the routine doseresponse model.ado.
3. Estimate the average potential outcome for each level of the treatment the user is interested in.
4. Estimate standard errors of the dose-response function via bootstrapping. 2. Hirano and Imbens (2004) state that asymptotic standard errors of the estimated dose-response function could be calculated by using expansions based on the estimating equations; these should take into account the estimation of the GPS as well as the α parameters. For practical reasons, our program uses bootstrap methods to obtain standard errors and confidence intervals of the dose-response function that take into account estimation of the GPS and the α parameters.
Some remarks on step 4 of the algorithm can be useful. When bootstrapped standard errors are requested, by activating the appropriate option (see sections 4 and 5), the bootstrap encompasses both the estimation of the GPS based on the specification given by the user and the estimation of the α parameters. Reestimating the GPS and the α parameters at each replication of the bootstrap procedure allows us to account for the uncertainty associated with the estimation of the GPS and the α parameters.
Typically, users would first identify a transformation of the treatment variable and a specification of the function h in (1), satisfying the normality assumption and the balancing property, respectively (by using, for instance, the routine gpscore.ado), and then provide exactly this transformation and this specification in the input to the program doseresponse.ado. In the gpscore and doseresponse commands, the argument varlist represents the list of control variables, which are used to estimate the GPS. In the doseresponse model command, the variable list consists of only two variables: the treatment variable (treat var) and the GPS (GPS var).
Options
We describe only the options for the doseresponse command, because they include all the options for the gpscore command and the doseresponse model command. Therefore, all the options described in sections 5.1 and 5.2 apply to doseresponse, and we specify, if applicable, whether the option also applies to gpscore or doseresponse model.
Required
outcome(varname) (doseresponse model) specifies that varname is the outcome variable.
t(varname) (gpscore) specifies that varname is the treatment variable.
gpscore(newvar) (gpscore) specifies the variable name for the estimated GPS.
predict(newvar) (gpscore) creates a new variable to hold the fitted values of the treatment variable.
sigma(newvar) (gpscore) creates a new variable to hold the maximum likelihood estimate of the conditional standard error of the treatment given the covariates.
cutpoints(varname) (gpscore) divides the set of potential treatment values, T , into intervals according to the sample distribution of the treatment variable, cutting at varname quantiles.
index(string) (gpscore) specifies the representative point of the treatment variable at which the GPS has to be evaluated within each treatment interval. string identifies either the mean (string = mean) or a percentile (string = p1, . . . , p100) of the treatment.
nq gps(#) (gpscore) specifies that the values of the GPS evaluated at the representative point index(string) of each treatment interval have to be divided into # (# ∈ {1, . . . , 100}) intervals, defined by the quantiles of the GPS evaluated at the representative point index(string).
dose response(newvarlist) specifies the variable name(s) for the estimated dose-response function(s).
(Continued on next page) flag(#) (gpscore) specifies that gpscore estimates the GPS without performing either a goodness-of-fit test for normality or a balancing test. The default # is 1, meaning that both the normal distribution model and the balancing property are tested; the default level is recommended. We introduced this option for practical reasons. Recall that doseresponse estimates the standard errors of the dose-response function by using bootstrap methods. In each bootstrap iteration, we want to reestimate the GPS without testing either the normality assumption or the balancing property.
cmd(regression cmd) (doseresponse model) defines the regression command to be used for estimating the conditional expectation of the outcome given the treatment and the GPS. The default for the outcome variable is cmd(logit) when there are two distinct values, cmd(mlogit) when there are 3-5 values, and cmd(regress) otherwise. The supported regression commands are logit, probit, mlogit, mprobit, ologit, oprobit, and regress.
reg type t(type) (doseresponse model) defines the maximum power of the treatment variable in the polynomial function used to approximate the predictor for the conditional expectation of the outcome given the treatment and the GPS. The default type is linear, meaning that the predictor, ψ (T, R; α) , is a linear function of the treatment. Alternatively, type can be quadratic or cubic.
reg type gps(type) (doseresponse model) defines the maximum power of the estimated GPS in the polynomial function used to approximate the predictor for the conditional expectation of the outcome given the treatment and the GPS. The default type is linear, meaning that the predictor, ψ (T, R; α) , is a linear function of the estimated GPS. Alternatively, type can be quadratic or cubic.
interaction(#) (doseresponse model) specifies whether the model for the conditional expectation of the outcome given the treatment and the GPS has the interaction between treatment and GPS. The default # is 1, meaning that the interaction is included.
tpoints(vector) specifies that doseresponse estimates the average potential outcome for each level of the treatment in vector. By default, doseresponse creates a vector with the ith element equal to the ith observed treatment value. This option cannot be used with the npoints(#) option (see below).
npoints(#) specifies that doseresponse estimates the average potential outcome for each level of the treatment belonging to a set of evenly spaced values, t 0 , t 1 , . . . , t # , that cover the range of the observed treatment. This option cannot be used with the tpoints(vector) option (see above).
delta(#) specifies that doseresponse also estimates the treatment-effect function considering a #-treatment gap, which is defined as μ(t + #) − μ(t). The default # is 0, meaning that doseresponse estimates only the dose-response function, μ(t).
filename(filename) specifies that the treatment levels specified through the tpoints(vector) option or the npoints(#) option, the estimated dose-response function, and, eventually, the estimated treatment-effect function, along with their standard errors (if calculated), be stored to a new file called filename.
bootstrap(string) specifies the use of bootstrap methods to derive standard errors and confidence intervals. By default, doseresponse does not apply bootstrap techniques. In such a case, no standard error is calculated. To activate this option, string should be set to yes.
boot reps(#) specifies the number of bootstrap replications to be performed. The default is boot reps(50). This option produces an effect only if the bootstrap() option is set to yes.
analysis(string) specifies that doseresponse plots the estimated dose-response function(s) and, eventually, the estimated treatment-effect function(s), along with the corresponding confidence intervals if they are calculated with bootstrapping. By default, doseresponse plots only the estimated dose-response and treatment function(s). In order to plot confidence intervals, string has to be set to yes. If the user types analysis(no), no plot is shown.
analysis level(#) sets the confidence level of the confidence intervals. The default is analysis level(0.95).
graph(filename) stores the plots of the estimated dose-response function and the estimated treatment effects to a new file called filename. When the outcome variable is categorical, doseresponse creates a new file for each category i of the outcome variable and names it filename i.
detail (gpscore) displays more detailed output. Specifically, this option specifies that gpscore shows the results of the goodness-of-fit test for normality, some summary statistics of the distribution of the GPS evaluated at the representative point of each treatment interval, and the results of the balancing test within each treatment interval. When this option is specified for doseresponse, the results of the regression of the outcome on the treatment and the GPS are also shown.
Example: The Imbens-Rubin-Sacerdote lottery sample
We use data from the survey of Massachusetts lottery winners; the data are described in detail in Imbens, Rubin, and Sacerdote (2001) . We are interested in estimating the effect of the prize amount on subsequent labor earnings (from U.S. Social Security records). Although the lottery prize is obviously randomly assigned, substantial unit and item nonresponse led to a selected sample, where the amount of the prize is potentially correlated with background characteristics and potential outcomes. To remove such biases, we make the weak unconfoundedness assumption specifying that, conditional on the covariates, the lottery prize is independent of the potential outcomes.
4
The sample we use in this analysis is the "winners" sample of 237 individuals who won a major prize in the lottery. The outcome of interest is year6 (earnings six years after winning the lottery), and the treatment is prize, the prize amount. Control variables are age, gender, years of high school, years of college, winning year, number of tickets bought, work status after winning, and earnings s years before winning the lottery (with s = 1, 2, . . . , 6).
We tried to replicate the results produced by Hirano and Imbens (2004) but have not been able to numerically replicate all their estimates because of restrictions of our programs. Specifically, our programs do not allow us to consider a function of the treatment variable or a function of the GPS in the estimation of the conditional expectation of the outcome, given the treatment and the GPS. However, we get qualitatively similar results.
Output from gpscore
We first choose the quantiles of the treatment variable to divide the sample into groups. Following Hirano and Imbens (2004) , we divide the range of prizes into three treatment intervals, , , and (80-485]. Then we run gpscore using the specification applied by Hirano and Imbens (2004) . The output looks like the following:
. use lotterydataset.dta . gpscore agew male ownhs owncoll tixbot workthen yearw yearm1 yearm2 yearm3 > yearm4 yearm5 yearm6, t(prize) gpscore(pscore) predict(hat_treat) sigma(sd) > cutpoints(cut) index(p50) nq_gps (5) 
t_transf(ln) detail
Generalized Propensity Score ****************************************************** Algorithm to estimate the generalized propensity score ****************************************************** Estimation of the propensity score The log transformation of the treatment variable prize is used .510499 ******************************************** End of the algorithm to estimate the gpscore ******************************************** ****************************************************************************** The set of the potential treatment values is divided into 3 intervals The values of the gpscore evaluated at the representative point of each treatment interval are divided into 5 intervals ****************************************************************************** *********************************************************** Summary statistics of the distribution of the GPS evaluated at the representative point of each treatment interval ********************************************************** ****************************************************************************** Test that the conditional mean of the pre-treatment variables given the generalized propensity score is not different between units who belong to a particular treatment interval and units who belong to all other treatment intervals ****************************************************************************** This output is the most detailed we can have because we specified the detail option. When this option is not specified, some information is omitted from the output. Specifically, the results of the goodness-of-fit test for normality, the summary statistics of the distribution of the GPS evaluated at the representative point of each treatment interval, and the results of the balancing test within each treatment interval are not shown. In such a case, the program provides only short sentences informing the user whether the normal distribution model and the balancing property are statistically satisfied.
Output from doseresponse
Before running doseresponse, we have to decide about the treatment levels, which estimate the average potential outcome. Following Hirano and Imbens (2004) , we focus on the values 10, 20, . . . , 100, which we store to a 10-dimensional vector named tp (see below). The output from running doseresponse is as follows:
. use lotterydataset.dta, clear . qui generate cut = 23 if prize<=23
. qui replace cut = 80 if prize>23 & prize<=80 . qui replace cut = 485 if prize>80 . matrix define tp = (10\20\30\40\50\60\70\80\90\100)
. doseresponse agew ownhs male tixbot owncoll workthen yearw yearm1 yearm2 > yearm3 yearm4 yearm5 yearm6, outcome(year6) t(prize) gpscore(pscore) > predict(hat_treat) sigma(sd) cutpoints(cut) index(p50) nq_gps(5) > t_transf(ln) dose_response(dose_response) tpoints(tp) delta(1) > reg_type_t(quadratic) reg_type_gps(quadratic) interaction(1) bootstrap(yes) > boot_reps(100) filename("output") analysis(yes) graph("graph_output") detail ******************************************** ESTIMATE OF THE GENERALIZED PROPENSITY SCORE ******************************************** (output omitted ) The estimated coefficients of the regression of the outcome, earnings six years after winning the lottery, the prize, and the score are shown because we have required a detailed output. Otherwise, doseresponse provides only a graphic output, such as that shown in figure 1. Figure 1 shows both the estimated dose-response function and the estimated treatment-effect function, which can be interpreted as a derivate, because we have specified a treatment gap equal to 1 (delta(1)). Only information concerning the GPS estimation is provided when detail is not specified and the analysis() option is set to no. 
