PRELIMINARIES
Let E be a Banach space. Consider the following differential inclusion (DI):
Denote by Sol(F, ~0) the solution set of (l), w h ere F is the right-hand side, while ~0 is the initial condition.
When the right-hand side is clear, we will write Sol(zc).
Given a closed set K c E, we are looking for initial conditions ~0 E K such that 3 x(.) E Sol(rcc) such that z(t) E K, V t E [0, co). The set of all such initial conditions will be called viability kernel of (1) and will be denoted by ViabF(K), when the right-hand side F is clear we will simply write Viab(K).
It is easy to see that if 20 E Viab(K), then the solution z(.) c K belongs in fact to Viab(K).
When K is a closed set, we have that Viab(K) is also closed.
Further, we will need the following assumptions.
ASSUMPTION
Al.
The multimap F from E into E admits convex compact values and is USC with a linear growth. In the paper, we present some results of the existence of viable kernels for differential inclusions in Banach spaces. Compared with the according results in finite-dimensional spaces, ours use weaker conditions.
We introduce the following subsets of the boundary 6'K of K:
Let z(.) be a trajectory (solution) of (l), i.e., z(.) E Sol(.) (we will denote in such a way the solution set, when the initial condition ~0 is not given). Denote by
On the boundary of K, we will consider
Obviously, K, c K,. The following theorem stated in [2] is valid also in our case. 
THE RESULTS
In this section, we present the result in the paper. (1) If F(x) n (DK(X) Uz\K,(z)) = 8, then z E K,.
(2) If F(x) n DK(z) = 0 or if F(x) n TK, = 0, then z $ KS.
Here DK(X) = {v E E : 3a: > 0 z + t(w + CYB) c K, Vt E (0, cy)} (B is the closed unit ball in E). DK(z) is said to be Dubovitski-Milutin tangent cone and DK(z) = E\Tm(x).
The following theorem is Theorem 3.1 of [lo] presented, however, here under much weaker conditions. THEOREM 2. Let F : E H E satisfy Al and A4 and let K be a closed nonempty set. If x0 E v, then th ere exists a solution ZE(.) E Sol(~) with x(t) E K, Vt 10 and z(t) E aViab(K) for every t E [0, t'] (t' = mintz(t) E dK). Moreover, 'v'x(.) with x(t) E K, Vt satisfies this condition.
PROOF. Suppose the contrary. Let x(.) b e a solution, satisfying z(t) E K and z(T) E int Viab(K) for some T > 0 and x([O,T]) c int KnintViab(K).
From Theorem 2 of [ll], we know that 3 1 > 0 such that t'yo E K,Zly(.) E Sol(y0) such that y( ], we know that the solution set of
is dense with respect to C(I, E) topology on every compact interval [0, T] in the solution set of
(3) Obviously, we can choose a solution z(.) of (2) with z(T) E intK such that dist(z(T), Viab&K)) < c/2. Let 6 be its projection on Viab&K).
Afterwards, we will take a solution y(s) of (3) on [T,2T] with y(T) = 6. and ~(27') E intK. C onsequently, there exists a solution yl(.) of (3) such that [y(t) -yl(t)l 5 s/2, b ecause the ROSL constant is not positive. Due to Theorem 1 of [9], there exists a, solution XI(.) of (2) ( ex ension of x(.)) with 1x1(t) -yl(t)j < .5/4. Hence, t dist(zl(t),Viab(K,G)) < 3&/4. One can continue by induction to obtain a solution z(.) of (2) defined on [0, oo).
We will prove (2) in the same way. Now we will follow the proof of Theorem 4.1 of [3]. First, we will prove that the viability kernel Viab-e(K) # 8. Indeed, let z(.) be a solution of (2), when G is replaced by -G defined on [O,T] which go out of K for t > 2'. Therefore, it implies that, denoting 7 = T -t one will have that there exists y(s) such that y(0) = z(T) and G(T) E G(~(T)) remaining in K on [0, T]-contradiction. Since every solution of (2) is also a solution of (3), one can show that the viability kernel Viab-e(K) Consequently, m deformates Z onto Z n S-contradiction.
Consider that the case Z n S is not a retract of Z and assume that problem (1) does not have a solution. Let r be the retraction of S on Z n S. Define r(H(., 1)) : Z --+ Z n S; we obtain that Z n S is a retract of Z. 
