This paper establishes a precise high-dimensional asymptotic theory for Boosting on separable data, taking statistical and computational perspectives. We consider the setting where the number of features (weak learners) p scales with the sample size n, in an over-parametrized regime. On the statistical front, we provide an exact analysis of the generalization error of Boosting, when the algorithm interpolates the training data and maximizes an empirical L 1 margin. The angle between the Boosting solution and the ground truth is characterized explicitly. On the computational front, we provide a sharp analysis of the stopping time when Boosting approximately maximizes the empirical L 1 margin. Furthermore we discover that, the larger the margin, the smaller the proportion of active features (with zero initialization). At the heart of our theory lies a detailed study of the maximum L 1 margin, using tools from convex geometry. The maximum L 1 margin can be precisely described by a new system of non-linear equations, which we study using a novel uniform deviation argument. Preliminary numerical results are presented to demonstrate the accuracy of our theory.
Introduction
In classification tasks, modern machine learning models are complex enough to provide solutions that achieve zero training error, even for random labels. Prominent examples include AdaBoost/boosting, multi-layer neural networks, and kernel machines. However, among the many solutions with exactly zero training error, not all present good generalization properties. Empirically, it is commonly observed that practical optimization algorithms -even running on sufficiently over-parametrized models -usually favor certain "minimal" ways of "interpolating" the training data, which is conjectured to amount to good generalization. Different optimization algorithms favor distinct notions of "minimalism". In this paper, we investigate one particular notion of L 1 "minimalism" in the classification setting, induced by the celebrated AdaBoost/Boosting algorithm, and provide a precise statistical and computational study in the over-parametrized regime when the data is separable.
Boosting and connections to max-L 1 -margin. Boosting Schapire, 1995, 1996) , motivated from online learning, is arguably one of the most powerful machine learning tools. (Rosset et al., 2004; Zhang and Yu, 2005) established that for separable data, Boosting Algorithms with infinitesimal stepsize converge to the min-L 1 -norm direction, when left to run until convergence. To be precise, imagine that we have n i.i.d. observations {x i , y i } n i=1 where y i ∈ {±1} denotes the labels and x i ∈ R p forms the vector of features. Ifθ t,η boost denotes the iterates from a Boosting Algorithm with stepsize η at time t, (Rosset et al., 2004; Zhang and Yu, 2005) establish that lim η→0 lim t→∞θ t,η boost / θ t,η boost 1 =θ n, 1 , (1.1)
whereθ n, 1 denotes the following min-L 1 -norm interpolated classifier θ n, 1 = min θ θ 1 , s.t. y i x i θ ≥ 1.
(1.2) Assumption 2. Define ρ(n) ∈ R andw(n) ∈ R p(n) such that ρ(n) := θ (n) Λ(n)θ (n) 1/2 andw i (n) := √ p λ i (n)θ ,n e i,n ρ(n) , (2.1)
where e i,n denotes the canonical vector in R n with 1 in the i-th entry and 0 elsewhere. Assume that the empirical distribution of {(λ i (n),w i (n))} p(n) i=1 converges to a probability distribution µ on R >0 × R, in the Wasserstein-2 distance, that is,
2)
which equivalently means weak convergence and convergence of the second moments (see for instance, Villani, 2008) ). In particular, this implies that w 2 µ(dλ, dw) = 1 and that ρ(n) → ρ, and we further assume that 0 < ρ < ∞.
Assumption 3. Finally, assume that w(n) ∞ ≤ C , and w(n) 1 /p > C (2.3)
for all n and p, for some constants C , C > 0.
In the sequel, we will suppress the dependence on n for simplicity of the exposition.
A useful function. We next introduce the following function F κ : R × R ≥0 → R ≥0 defined for any κ ≥ 0,
.
(2.4)
We will shortly see that the threshold for separability of the data can be explicitly described in terms of (2.4). Thus, F κ (·, ·) can be viewed as a generalization of the phase transition boundary for the MLE derived in (Candès and Sur, 2018) , for the special case of the logistic link.
A non-linear system of equations. The asymptotic theory of the max-L 1 -margin crucially depends on the behavior of a new non-linear system of equations.
Definition 1. For any ψ > 0, define the following system in variables (c 1 , c 2 , s) ∈ R 3 ,
Here, the expectation is over (Λ, W , G) ∼ µ ⊗ N (0, 1) =: Q with µ defined as in (2.2), and the prox s (·) function is given by
the proximal mapping operator of the L 1 norm (Parikh and Boyd, 2014) .
Note that Λ denotes both the random variable in (2.5) and the covariance matrix in Assumption 1. Such overload of notation will prove useful in the technical derivations.
We emphasize that the equation system (2.5) differs significantly from that considered in the case of the L 2 geometry Shcherbina and Tirozzi, 2003; Gardner, 1988) . Analogous systems arise in the study of high-dimensional statistical models in the proportional regime (1.5); here, the most relevant ones are the analysis of the MLE (Sur and Candès, 2019) and convex regularized estimators (Salehi et al., 2019) for logistic regression.
Uniqueness. It is insightful to understand when this system (2.5) admits a unique solutionobserve that this is governed by the over-parametrization ratio ψ and the distribution Q. To make it precise, introduce the constants
(2.7)
In a similar spirit as in , define the functions ψ + (κ) :
where ψ (0) is given by ψ (0) = min c∈R F 2 0 (c, 1).
Proposition 2.1. For any ψ > ψ ↓ (κ), under Assumptions 1-3, the system of equations (2.5) admits a unique solution
where c 1 (ψ, κ), c 2 (ψ, κ), s(ψ, κ) forms the unique solution to (2.5).
Proposition 2.2. Under the assumptions of Proposition 2.1, the function (ψ, κ) → T (ψ, κ) is continuous in the domain {(ψ, κ) : ψ > ψ ↓ (κ)} and strictly increasing with respect to κ, and strictly decreasing with respect to ψ.
Separability. (Montanari et al., 2019, Theorem 1) established that the data is linearly separable when the limiting ratio ψ > ψ (0). We restrict ourselves to this separable regime.
Boosting algorithm. For convenience of the readers, we describe here the general Boosting Algorithms we work with in the rest of the exposition. We begin by briefing the steps involved in AdaBoost Schapire, 1996, 1995) . Suppose that each weak learner outputs a binary decision X ij = x i [j] ∈ {−1, +1} and y i ∈ {−1, +1}. AdaBoost consider the following updates:
• Initialize: η 0 = 1/n · 1 n ∈ ∆ n , θ 0 = 0. Here, ∆ n refers to the standard probability simplex given by
• At time t ≥ 0:
• Terminate after T steps, and output the vector θ T .
The Boosting Algorithm for continuous X ij = x i [j] ∈ R can be readily derived by modifying the above. To be specific, update the feature vector and the learning rate as follows v t+1 := arg max v∈{e j } j∈ [p] |η t Ze j |, α t := η t Zv t+1 , (2.12)
where Z = y • X ∈ R n×p .
Main Results
Our results may be broadly arranged along two veins: understanding the behavior of the max-L 1margin, and that of Boosting Algorithms.
Asymptotics for Max-L 1 -margin. Recall the definition of the max-L 1 -margin from (1.3). For any ψ > ψ (0), define the constant
Theorem 3.1. Suppose Assumptions 1-3 hold and that ψ > ψ (0). Then the max-L 1 -margin converges almost surely to κ (ψ, µ), when appropriately rescaled by √ p, that is,
Informally, the max-L 1 -margin is of the order 1/ √ p, and Theorem 3.1 pins down the exact asymptotic value. Such a precise characterization directly yields insights into both statistical and computational properties of Boosting Algorithms in high dimensions, as we shall see shortly.
Although Theorem 3.1 provides a sharp description of the max-L 1 -margin asymptotics, it is of natural interest to understand how the associated min-L 1 -interpolated classifier (1.2) performs in terms of generalization. To this end, given a pair (ψ, µ) such that ψ > ψ ↓ (κ (ψ, µ)), define
where c i := c i (ψ, κ (ψ, µ)), i = 1, 2, forms the unique solution to (2.5), κ (·, ·) is given by (3.1) and (Y , Z 1 , Z 2 ) follows the joint distribution specified in (2.4). In view of the connection between Boosting Algorithms and the min-L 1 -norm interpolated solution on separable data, Theorem 3.2 provides an exact quantification of the generalization behavior of Boosting Algorithm solutions with appropriately chosen learning rates. This result complements the classical empirical margin upper bounds on the generalization error (Koltchinskii and Panchenko, 2002) . In addition, towards establishing these results, one can also show that the angle between the interpolated solutionθ n, 1 and the target θ converges to arccos(c 1 / (c i ) 2 + (c 2 ) 2 ).
Boosting in high dimensions. Consider the Boosting Algorithm described in Section 2, Eqn. 2.12. We have the following characterization.
Theorem 3.3. Consider the separable case with a positive margin κ (ψ, µ) > 0. Under the assumptions of Theorem 3.1, with a suitably chosen learning rate (specified in Cor. 4.1), the sequence of iterates {θ t } t≥1 obtained from the Boosting Algorithm obeys the following property: for any 0 < < 1, when the number of iterations t satisfies
5)
the solutionθ t / θ t 1 forms an (1 − )-approximation to the Min-L 1 -Interpolated Classifier a.s.,
For separable data that has a large and comparable number of samples and features, Theorem 3.3 directly informs a stopping rule for Boosting Algorithms so as to ensure (approximately) the generalization error given by (3.4). In addition, for any numerical accuracy , the stopping time T (p) has a sharp asymptotic characterization (even in terms of constants).
Proportion of Activated Features for AdaBoost. AdaBoost/Boosting chooses features (weak learners) adaptively. To better understand the classifiers produced by such algorithms, we study the proportion of features that are activated when the training error vanishes.
Theorem 3.4. Let S 0 (p) denote the number of features selected the first time t when the Boosting Algorithm achieves zero training error (with an initialization ofθ 0 = 0), in the sense that,
Under the assumptions of Theorem 3.3, S 0 (p), scaled appropriately, is asymptotically bounded by lim sup
In other words, the larger the margin κ (ψ, µ), the sparser the solution (with zero training error), with at most a 12 κ 2 (ψ,µ) ∧ 1 proportion of active features in the limit.
Numeric Validation of Theory. We proceed to test the validity of our theory on simulated datasets. Consider a grid of values for the over-parametrization ratio ψ ∈ Ψ . Here the covariance Λ(n) = I (identity matrix), ρ = 1 and y i 's are generated from the logistic model. For each ψ ∈ Ψ , we generate multiple samples of size n = 400, and approximate the max-L 1 -margin by (a) the solution to the corresponding linear program (LP); the blue points in Figure 1 (a) depict these values when scaled by √ p, and, (b) the asymptotic value predicted by the analytic formula (3.2); the red points in Figure 1 (a) represent these values. Calculating our theoretical predictions involves solving (2.5), for which we approximate integrals via Monte-Carlo sums (5000 samples). Figure 1(b) compares the corresponding out-of-sample prediction error: the blue points show the generalization error P x,y y · x θ n < 0 , whenθ n is calculated from the LP, whereas the red points depict the asymptotic value Err (ψ, µ) predicted by our theory. Observe that in both cases, the points align remarkably well, particularly above a threshold for ψ, when the data is separable. Now, note that if κ n, 2 denotes the usual L 2 margin, it is easy to see that
The curious reader may wonder whether the L 1 -margin, when appropriately scaled, differs significantly from the L 2 -margin investigated in . To study this, we consider the same setting as in Fig. 1 , case of β = 1), and plot the max-L 1 -margin limit given by (3.2). Evidently, the range for the 1 -margin is roughly twice the size of that for the 2 case , suggesting that these behave differently, even after appropriate scaling. 
Main Derivations
The proofs of Theorems 3.1 and 3.2 rely on the Convex Gaussian Min-Max Theorem (CGMT) (Thrampoulidis et al., 2015 (Thrampoulidis et al., , 2014 , a refinement of Gordon's classical Gaussian comparison inequality (Gordon, 1988) . Our analysis builds heavily upon the seminal work of that characterized the max-L 2 -margin using CGMT-based techniques. However, this approach cannot be adapted directly to the L 1 case, and requires establishing a novel and possibly stronger form of uniform deviation result (detailed in Step 3 below), which might be of standalone interest.
Here, we provide a sketch of the main proof ideas, highlighting along the way the differences and subtleties between the L 1 and L 2 formulations.
Proofs of Theorems 3.1 and 3.2
Step 1:
It is not hard to see that
Thus, to study the rescaled max-L 1 -margin, it suffices to examine the value of ξ (n,p) ψ,κ . Recall the diagonal covariance Λ and define z i := Λ −1/2 x i ∀i ∈ [n]. Since ρ p = Λ 1/2 θ ,
Hence, we can express y X as
where z ∈ R n and Z ∈ R n×p has independent standard Gaussian entries. Eqn. (4.1) then reduces to
This step follows from (Montanari et al., 2019, Section 4 .3), with a √ p-rescaled L 1 ball constraint.
In our setting, the rescaling is necessary so as to ensure a well-defined limit for the max-L 1 -margin.
Step 2: reduction to Gordon's problem. Due to the min-max form of (4.4), one can use Gordon's Gaussian comparison inequality (Thrampoulidis et al., 2015 (Thrampoulidis et al., , 2014 Gordon, 1988) to further simplify the problem. To this end, introduce the following "de-coupled" optimization problem
where z,z ∈ R n and g ∈ R p are independent isotropic Gaussian vectors. By CGMT (Thrampoulidis et al., 2015, Theorem 3) (see Theorem A.1 in the Appendix), we have
Marginalizing over y and z, this suggests that it suffices to study (4.5).
Step 3: large n, p limit, new uniform deviation result. Recall the function F κ (·, ·) from (2.4), and define the empirical version
whereÊ n (f (Y , Z 1 , Z 2 )) means that Y , Z 1 , Z 2 ∈ R n with entries (Y i , Z 1,i , Z 2,i ) arising from the joint distribution specified in (2.4), whereasÊ n denotes the expectation with respect to the empirical
. Then with λ = diag(Λ) denoting the vectorized Λ, we can expresŝ ξ (n,p) ψ,κ (z,z, g) as the positive part of the followinĝ
We seek to study (4.9) in the large sample and feature limits n, p → ∞ with p/n → ψ. On taking limits naively, one can reach the following infinite-dimensional convex problem,
(4.10)
Here, the optimization variable is the set of function {h :
Proposition A.1 rigorously proves that the empirical optimization problemξ
( 4.11) We provide an outline of the proof below, deferring the details to Section A.2.
Our technical innovation lies in the development of (4.11), which requires establishing a uniform deviation bound over an unbounded region. To describe further, observe thatξ (n,p) ψ,κ (λ, w, g) involveŝ F κ evaluated at the points c 1 = w, Λ 1/2 θ and c 2 = Π w ⊥ (Λ 1/2 θ) 2 . It is clear that both under the L 2 -constraint θ 2 ≤ 1 (the setting of ) and the L 1 -constraint θ 1 ≤ √ p (our setting), |c 1 | ≤ M for all p(n), n and some constant M > 0; for the L 1 case, this follows by noting that
by Assumption 3. Turning to the second variable, we see that under our L 1 -constraint, c 2 may potentially grow as √ p whereas it remains bounded when the L 2 -norm of θ is bounded. Naturally, the unbounded region for c 2 creates significant additional challenges in establishing (4.11).
To address this issue, we proceed as follows: (a) In our first and key step, we discover a crucial self-normalizing property of the partial derivatives ∂ iF (κ), using which we establish that the empirical partial derivatives converge uniformly to the corresponding derivatives ∂ i F(κ), i = 1, 2, over an unbounded region for c 2 (see Lemma A.2). (a) We then establish that the "empirical fixed point (fp) equations" obtained by analyzing the KKT conditions for (4.9) 1 converge uniformly (over an unbounded region for c 2 ), to the corresponding "fp equations obtained from the KKT conditions for (4.10)". 2 The convergence here is in the sense of (A.12). The analysis uses the key Lemma A.2. See Step 4 for description of these KKT equations. (c) Leveraging (b), we show that any solution (ĉ 1 ,ĉ 2 ,ŝ) of the empirical fp equations converges to the unique solution (c 1 , c 2 , s ) of the fp equations from (4.10). See Appendix A.3 for uniqueness of the solution. (d) Now, (4.9) can be expressed as functions ofŝ andF κ , ∂ iFκ , i = 1, 2, evaluated at (ĉ 1 ,ĉ 2 ), and similarly, for (4.10) with s and F κ , ∂ i F κ , i = 1, 2 evaluated at (c 1 , c 2 ). Given (c), we have proved that (ĉ 1 ,ĉ 2 ,ŝ) will be bounded for sufficiently large n, and therefore, uniform deviation bounds for |F κ − F κ | can also be established.
A critical consequence of our uniform deviation results is this: any optimizer of (4.9) possesses finite L 2 -norm. Then, an adaptation of , Section E) proves Theorem 3.2.
Step 4: Fixed point equations and final step. By standard analysis arguments (see Appendix A.3), the KKT conditions for the optimization problem (4.10) can be expressed as
(4.12)
From properties of the proximal mapping operator, the KKT conditions suggest that the solution must satisfy (see Appendix A.3 for uniqueness of solution)
(4.13)
Plugging this in the three equations displayed in (4.12), leads to the "fp equations . . . for (4.10)", referred to in Step 3, which is the exact same as the equation system (2.5), thus explaining the origin of the system. A similar analysis for (4.9) leads to the "empirical fp equations" referred to in Step 3 (see (A.11) for the specific form).
Finally, Corollary A.1 shows thatξ (∞,∞) ψ,κ (Λ, W , G) = T (ψ, κ); together with (4.2) and (4.11), this completes the proof.
4.2 Proofs of Theorems 3.3 and 3.4 (Zhang and Yu, 2005 ) employs a re-scaling technique to establish that Boosting with infinitesimal stepsize agrees with the min-L 1 -norm direction asymptotically. Since we care about the actual number of iterations in the Boosting algorithm (which translates to the number of selected features), here we provide a simple analysis of Boosting as a special instance of Mirror Descent, in conjunction with the re-scaling technique (Zhang and Yu, 2005) and the shrinkage technique (Telgarsky, 2013). Our analysis provides a sharp upper bound on the number of iterations of the algorithm, and is similar in spirit to (Collins et al., 2002) , but with different executions. the Boosting Algorithm iterates θ T will satisfy i∈[n] 1 x i θ T ≤0 ≤ . 
To obtain Theorems 3.3 and 3.4, we choose M(δ) = (3 + δ) log(np) for arbitrarily small δ > 0. Now, the entries X ij are uniformly bounded above by M asymptotically almost surely, since P(sup i∈[n],j∈ [p] |X ij | ≤ M(δ)) np exp(−M 2 /2) = n −1−δ and n n −1−δ < ∞. Plugging in = 0.99 in Proposition 4.1, with the aforementioned M, establishes the almost sure result in Theorem 3.4. The constant 12 can be justified since lim δ→0 2M 2 (δ)/ log n = 12.
A Technical Lemmas

A.1 The Convex Gaussian Min-Max Theorem
For the convenience of the readers, we state Gordon's comparison inequality (Gordon, 1988) below (Thrampoulidis et al., 2015, Theorem 4) . We state the form mentioned in (Montanari et al., 2019, Theorem 2) .
Theorem A.1. Let C 1 ⊂ R n , C 2 ⊂ R p be two compact sets and let R : C 1 × C 2 → R be a continuous function. Let X = (X i,j ) ∈ R n×p , g ∼ N (0, I n ) and h ∼ N (0, I p ) be independent vectors and matrices with standard Gaussian entries. Define
2. Suppose C 1 and C 2 are both convex, and R is convex concave in (w 1 , w 2 ). Then, for all t ∈ R,
A.2 Probability Results
Let g ∈ R n be such that g i i.i.d.
∼ N (0, 1). Recall the definitions of λ j , w j from Assumption 1 and (4.3) respectively, and denote the empirical distribution of {(λ j , √ pw j , g j )} n i=1 by Q p , that is,
Simultaneously, let Q ∞ = Q from Definition 1, that is, Q ∞ = µ ⊗ N (0, 1). Define the functions
where F κ (·, ·) is given by (2.4). Then from Proposition 2.1, we immediately obtain the following.
Lemma A.1. Given any (ψ, κ) such that ψ > ψ ↓ (κ), denote (c 1 , c 2 , s ) ∈ R × R >0 × R >0 to be the unique solution to the system (2.5). If a triplet (c 1 , c 2 , s) ∈ R × R >0 × R >0 satisfies for every > 0, there exists δ( ) > 0 small enough such that
then, (c 1 , c 2 , s) must be -close to (c 1 , c 2 ), c 3 ), that is,
We next turn to define different empirical versions of (A.2), which will be used later. To this end, recall that (4.8)F
We are now in position to establish (4.11). Recall the finite n, p optimization problem (A.8) and the corresponding infinite-dimensional optimization problem given bỹ Large n, p limit) . Under the assumptions of Theorem 3.1, almost surely,
and similarly C ↑ , C ↓ by replacingF κ by F κ . By the contraction property of the proximal operator,
As in Lemma A.2, divide the range of c 2 into the regions (0, M] and (M, ∞) respectively. For c 2 ∈ (0, M], multiply both the denominator and nominator by c 2 2 to obtain
where L 1/2 is a uniform upper bound on Λ 1/2 G L 2 (Q p ) , Λ 1/2 W L 2 (Q p ) for all p. By Lemma A.2, we know that w.p. at least 1 − n −2 for all |c
and the upper bound is uniform for all p.
For the second region, c 2 ∈ (M, ∞), we use the following technique as in Lemma A.2
By Lemma A.2, we know that w.p. at least 1 − n −2 , uniformly for the region |c 1 | ≤ M, c 2 > M, s > 0,
since c 1 c −1 2 is bounded by 1. Putting things together, we have established that w.p. at least 1 − 2n −2 , sup |c 1 |≤M,c 2 >0,s>0
We proceed to bound the second term in (A.13)
=⇒ Q ∞ , for any function g that grows at most quadratically, (Ambrosio and Gigli, 2013, Proposition 2.4 
We now verify that f 1 satisfies the quadratic growth condition
Further, for all |c 1 | ≤ M, 0 ≤ c 2 ≤ M, s ≥ 0, uniformly for Λ, W , G
Again we divide the range of c 2 into two parts, (0, M] and (M, ∞). For the first part, uniformly over
For the second part, uniformly over (c 1 ,
In either case, one can show that w.p. at least 1 − n −2 , sup |c 1 |≤M,c 2 >0,s>0
For the term, The third claim in (A.12). The proof of the following uniform convergence for the term involving V 3 follows the exact same steps as for V 1 and, is therefore, omitted. We next establish that for any solutionĉ 1 ,ĉ 2 ,ŝ that solves the empirical fixed point equation, This follows by standard arguments on combining (A.12) and Lemma A.1. We remark that this convergence result implies the following: any optimizerθ of the finite n, p optimization problemξ (n,p) ψ,κ (λ, w, g) must satisfy the necessary condition θ 2 Λ 1/2θ 2 2 = w, Λ 1/2θ 2 + Π w ⊥θ 2 2 =ĉ 2 1 +ĉ 2 2 ≤ 2(c 1 ) 2 + 2(c 2 ) 2 < 4R 2 (A.47) for some absolute constant R > 0, for sufficiently large n and p. Given Eqn. A.46, one can verify by the KKT condition that the optimal value of finite n, p optimization problemξ (n,p) ψ,κ (λ, w, g) can be expressed in the form
whereĉ 1 ,ĉ 2 ,ŝ are solutions to the empirical fixed point equations V (n,p) i (ĉ 1 ,ĉ 2 ,ŝ) = 0, i = 1, 2, 3 (that may not be unique for fixed n, p). Now recall that we have proved for sufficiently large n, p,ĉ 1 ,ĉ 2 lie in a neighborhood of fixed radius R (does not grow with n, p) around c 1 , c 2 , say denoted by B(c 1 , R) , B(c 2 , R). It is easy to show thatF κ satisfies the uniform convergence bound 
Recall from Corollary A.1 that the RHS equalsξ (∞,∞) ψ,κ (Λ, W , G). Therefore, we have shown that the LHS limit exists and is unique. Therefore Lemma A.2 (Self-normalization and uniform deviation). For i = 1, 2, we have w.p. at least 1 − n −2 ,
as long as c 1 , c 2 are in the region with F κ (c 1 , c 2 ) 0 (this can be proved since min |c 1 |≤M,c 2 >0 F κ (c 1 , c 2 ) > 0).
Proof. The proof uses a key self-normalization property of the partial derivatives of F κ , that ensure good concentration behavior even when c 2 is large. Note that
where σ (t) = max(t, 0) satisfy the positive homogeneity σ (|c|t) = |c|σ (t). We prove the claim by dividing c 2 into two regions, (0, M] and (M, ∞).
In the first region, where (c 1 , c 2 ) ∈ [−M, M] × (0, M], it is easy to verify that R 1 (c 1 , c 2 ) :
are all sub-exponential random variables with at most a constant sub-exponential parameter. Then a simple -covering on the bounded region [−M, M] × (0, M] gives us that with probability at least 1 − n −2 ,
Recall that E[R 0 (c 1 , c 2 )] = F κ (c 1 , c 2 ) 0. Then for n large enough, the claim follows since
For the second region (unbounded), where (c 1 , c 2 ) ∈ [−M, M] × (M, ∞), we use the following selfnormalization property of ∂ iFκ (c 1 , c 2 )
Now the regions for the parameers of interest are bounded since 
A.3 Uniqueness Results
We next present the proofs of Propositions 2.1 and 2.2.
Proof of Proposition 2.1. To analyze the equation system (2.5), we will, in fact, begin by examining the objective function in (A.9) as a function of h, that is, define
, and consider the optimization problem
By arguments similar to that in (Montanari et al., 2019, Section B.3 .1), one can show that the function h → R ψ,κ,Q ∞ is strictly convex and, the minimum of the optimization problem (A.60) is achieved at a unique function h ∈ L 2 (Q ∞ ). Then the unique minimizer is determined by the KKT conditions, which in this case can be expressed as
Above, Z is given by 
From the properties of the proximal mapping operator, the above implies that the unique solution h obeys
Plugging this in the system
yields the fixed point equations (2.5). Since the solution h is unique, the values c 1 := Λ 1/2 h , W L 2 (Q ∞ ) , c 2 := Π W ⊥ (Λ 1/2 h ) L 2 (Q ∞ ) and the value s satisfying (A.62) are also unique and, furthermore, c 2 and s are strictly positive.
Proof of Proposition 2.2. The proof follows from to (Montanari et al., 2019, Section B.5 ) and, is therefore, omitted.
We obtain a key representation forξ (∞,∞) ψ,κ (Λ, W , G) as a byproduct of the above. On taking inner products with Λ 1/2 h on both sides of the first equation in (A.62) leads to the following.
Corollary A.1. Under the assumptions of Proposition 2.1, the minimum value of the optimization problem (A.60) is given byξ (∞,∞) ψ,κ (Λ, W , G) = ψ −1/2 [F κ (c 1 , c 2 ) − c 1 ∂ 1 F κ (c 1 , c 2 ) − c 2 ∂ 2 F κ (c 1 , c 2 )] − s, where (c 1 , c 2 , s) ∈ R × R >0 × R >0 forms the unique solution to (2.5). Hence, the above equals T (ψ, κ) defined in (2.11).
A.4 Optimization Results
Proof of Proposition 4.1. We prove the convergence of Boosting Algorithm as a special case of Mirror Descent. In fact, we will prove the result for two scenarios: (1) AdaBoost, with X ij ∈ {±1}, (2) Boosting Algorithm in Eqn. 2.12, with |X ij | ≤ M and a shrinkage on the learning rate. For x ∈ R n , define the entropy
(A.65)
The Fenchel conjugate of R, denoted by R , reads,
It is clear that R is 1-strongly convex w.r.t. the L 1 norm, and that R is 1-strongly smooth w.r.t. the L ∞ norm. First, let us recall the dual formulation of L 1 margin Therefore, for any η ∈ ∆ n , κ n, 1 ≤ Z η ∞ . It is easy to verify that the (1) AdaBoost algorithm defined above is equivalent to the following Mirror Descent.
• L 1 margin: γ t := max j∈ [p] |η t Ze j | = Z η t ∞ ≥ κ n, 1 .
• Learning Rate α t = 1 2 log which implies that min i∈ [n] y i x i θ T θ T 1 > κ. Therefore for any < 1, plug in κ = κ n, 1 · (1 − ) T = log(1.01ne) · 2M 2 κ −2 n, 1 2 (A.86) we must have that min i∈ [n] y i x i θ T θ T 1 > κ n, 1 · (1 − ). (A.87)
For completeness, we show that the min-L 1 -norm interpolation, is equivalent to the max-L 1 -margin solution. We use this fact several places in the main text. Proof. Suppose that θ solves II, then take θ = θ /II satisfy θ = 1, then I ≥ 1/II .
Suppose that I is the optimal solution for I, then there exist a θ, θ ≤ 1 such that y i x i (θ/I ) ≥ 1, then II ≤ θ/I 1 ≤ 1/I .
