Recent research on multisensory perception suggests a number of general principles for crossmodal integration and that the standard model in the field -feedforward convergence of information -must be modified to include a role for feedback projections from multimodal to unimodal brain areas.
In this dispatch, we shall provide examples of these recent developments, first considering cases where two or more modalities can provide information about the same property of the external world, which we term 'convergent' crossmodal integration.
Convergent information from multiple modalities
Particular events in the outside world often stimulate several of our senses simultaneously, as when we both hear and see someone speaking. Some of the most famous cases of crossmodal integration concern this particular example. For example, in the McGurk effect [13] , seen lip-movements can alter which phoneme is heard for a particular sound [6] ; while in the ventriloquism effect, they can alter the apparent location of speech sounds [4] .
Such crossmodal effects on stimulus localisation or identification are not restricted to speech. Ventriloquistlike effects on auditory localization can arise whenever a transient visual event, such as a meaningless flash, is synchronized with a hard-to-localize sound, such as a meaningless tone [14, 15] . Moreover, ventriloquism may also arise between tactile and visual stimuli [16] . Equally, McGurk-like effects can arise for non-speech stimuli, as when both hearing and seeing musical instruments [17] , and for other pairs of modalities also. For instance, perturbing the sounds made as hands are rubbed together can affect the perception of skin texture [18] , while changing the color of drinks or food can alter perception of their flavour [19] . The variety of such examples suggests that crossmodal integration may be the rule rather than the exception in real-world perception.
In the above 'convergent' cases, two or more modalities provide concurrent information about the same external property; for example, a spoken phoneme or stimulus location, even skin dryness or food quality. It seems entirely adaptive that the multiple sources of information -that is, different modalities -should be combined to yield the best estimate of the external property in such cases. From this perspective, it may become less surprising that vision can strongly influence auditory localization, as in the ventriloquist effect, given that vision is spatially more acute and so will usually provide helpful information regarding sound-source location.
Massaro [6] has for many years advocated a 'fuzzy logic' model of perception, encompassing many different cases of crossmodal integration within the same general framework of optimally efficient information combination. One modality can be weighted more heavily than another in this combination, to the extent that it produces a greater reduction in uncertainty (as when visual localisation is less variable than auditory localisation). Vision does not always dominate; for instance, audition can dominate vision for temporal properties, because of its higher temporal acuity, as when auditory flutter drives the perception of visual flicker [20, 21] . Fuzzy logic provides one influential version of a more general idea: that crossmodal integration must be produced by convergence of separate information sources, with suitable weighting of each as they are combined ( Figure 1a ).
Simple heuristics for integration
In the above examples, different modalities can provide convergent information about the same external event or property. Clearly the nervous system has to discriminate such cases from those where stimulation in the different modalities is entirely unrelated. Several simple heuristics have been suggested for this, to date all depending on spatio-temporal correlations. Thus, stimuli in different modalities occurring at the same (or similar) time and/or place will tend to be treated as referring to the same external event. Temporal correlations dominate some crossmodal effects, spatial correlations dominate others [21, 22] .
In a series of pioneering studies, Stein and colleagues [3] uncovered spatio-temporal heuristics for integration, at both the behavioural and neural level. Recording from single-cells, they and others found multimodal neurons in the superior colliculus that show interactions between stimulation in two or more modalities. The receptive fields of such neurons typically fall in approximate spatial register across the different modalities that drive them. Moreover, responses to multimodal stimulation from the same location, at roughly the same time, can be facilitated in an over-additive (or 'multiplicative') fashion, as compared with responses to weak stimulation in either modality alone.
Concurrent stimulation at different locations in multiple modalities can lead to suppressive interactions (again of a non-linear kind) as compared with the unimodal baselines.
Although some of these non-linearities could reflect floor or ceiling effects in neural responding [23] , they might also serve as a cellular instantiation of the multiplicative crossmodal combinations envisaged by Massaro [6] . Similar principles have now been observed in cortical multimodal neurons [24] . Stein and colleagues [3] report that an animal's overt orienting behaviour can follow the same heuristics, while we [5] have reported related findings for covert spatial attention in humans.
In a recent Current Biology article, Calvert et al. [7] sought to extend such principles of integration in two ways; first, by arguing that similarly non-additive crossmodal interactions can arise in the human cortex; and second, by claiming that this arises for crossmodal influences on stimulus identification, just as for stimulus localization. In their functional magnetic resonance imaging (fMRI) study, participants were presented with speech sounds, visual lipmovements, or congruent versus incongruent combinations of the two. Relative to the sum of the two unimodal baseline activations, a region in the left superior temporal sulcus showed over-additive response enhancement during congruent bimodal stimulation, and apparently sub-additive 'suppression' for incongruent bimodal stimulation.
These findings were considered analogous to the nonlinear spatial interactions observed by Stein and colleagues. Note, however, that the observed 'suppression' was not strictly equivalent to that found by Stein for spatial incongruence, as activity never fell below the baseline of stimulation in a single modality alone. As with any single experiment, one can quibble with the interpretation of these fMRI results; for example, is the activated area really the site of the effective crossmodal integration, or instead some 'downstream' area responding to the quality of the final speech percept?. Nevertheless, the study is noteworthy for seeking to generalise simple principles of crossmodal integration, and for testing these with fMRI. Indeed, functional imaging seems a particularly suitable method for addressing crossmodal issues. Much of the groundwork of characterising sensory responses to individual modalities has already been done, and one can now exploit this to test for commonalities versus differences across modalities in terms of the activated brain areas [11, 12] .
Orthogonal crossmodal influences on 'unimodal' perception
In the above examples, different modalities provide convergent evidence about some particular external property. It seems only natural that these sources of evidence should therefore be combined, and perhaps equally natural to model this in terms of feedforward convergence. But in other crossmodal interactions, judgements for one modality are influenced by a second modality, even when the latter modality can provide no information about the judged property itself (and so is truly 'orthogonal' to this property).
A recent example comes from Vroomen and de Gelder [9] . They presented participants with a rapid sequence of visual displays. A series of tones was also presented from a fixed location, one concurrently with each visual display ( Figure 2 ). The task was to detect and then localise a diamond-shape that could appear among the visual stream. One of the sounds in the task-irrelevant auditory sequence could be unique, for example, a high tone amongst low tones. Subjectively, the visual display that coincided temporally with the unique sound appeared to segregate from the other visual displays. Objectively, the visual target was better detected and localised if it coincided with the unique sound, even when the latter was entirely non-predictive and could provide no information about the shape of any visual event (thus producing an 'orthogonal' crossmodal effect in our terms).
There are now several further examples of crossmodal effects that are 'orthogonal' in this sense. For instance, one of us [8] showed that ventriloquism elicited by visual lip-movements could lead to an objective improvement in the identification of spoken words during selective listening, even though the varied location of the lip-movements could provide no further information about word identity. Such 'orthogonal' crossmodal effects may require some further explanation beyond the now conventional idea of feed-forward convergence of information from different sources (as in Figure 1a ).
One possible account for the situation studied by Vroomen and de Gelder [9] is as follows. Visual events might become grouped with concurrent auditory events by temporal contiguity, achievable within a standard convergent feedforward architecture. 'Popout' of the unique sound among its auditory stream could then lead to accompanying popout of the concurrent visual display from its visual stream. Crucially, this must cascade to affect processing of visual properties, such as shape, that bear no relation whatsoever to the auditory stream itself. Such cascading from one property to another is reminiscent of findings on 'object-based' attention in unimodal visual studies. One way to achieve this in crossmodal situations would rely on feedback from a level where multimodal convergence arises (Figure 1b) , to affect 'earlier' levels of unimodal (visual) processing.
Feedback from multimodal to 'unimodal' brain areas
Recent work provides some preliminary evidence for this idea that levels of processing where multimodal convergence arises can feedback to influence levels traditionally considered 'unimodal'. One example comes from the literature on crossmodal spatial attention. Several studies have shown that a spatially nonpredictive tactile cue can lead to enhanced judgments for visual targets presented near to that tactile cue, relative to those presented elsewhere, even for visual properties that are entirely Dispatch R733
Figure 2
Schematic illustration of a representative sequence of events in the experiments of Vroomen and De Gelder [9] . A rapid series of visual events is presented, each visual event concurrent with an auditory event (illustrated here with the 'musical' notation). The task was to detect (and report the location of) a diamond-shaped visual target (present in frame 4 of the illustration). This was performed better when the visual target coincided with a unique sound in the auditory stream. orthogonal to the nature of the tactile cue [5, 25] . The conventional account of such crossmodal links in spatial attention would invoke purely feedforward convergent pathways (Figure 1a ), but a recent fMRI study by Macaluso et al. [10] shows that a spatially congruent tactile cue can enhance neural responses to a visual target within 'unimodal' visual cortex in the lingual gyrus (Figure 3 ; see also [25] for analogous evidence from an event-related potential (ERP) study).
In a related, albeit non-spatial, vein, Calvert et al. [26] reported that visual lip movements can activate primary auditory cortex (see also [37] ), again suggesting a feedback influence from multimodal levels of representation. Finally, Giard and Peronnet [28] report ERP evidence that tones synchronized with a visual stimulus, as in the study by Vroomen and De Gelder [9] , may influence early visual responses.
Thus, brain areas traditionally considered as 'unimodal', may only be so in terms of their afferent projections. Back projections from multimodal convergence areas could result in responses to the primary modality in 'unimodal' brain areas being modulated by stimulation in a second modality, as shown by Macaluso et al. [10] . This may relate to one of the most fascinating aspects of crossmodal interactions, namely that subjective experience within one modality can be dramatically affected by stimulation within another. The finding that lip-movements can affect identification of a spoken word [13] may be less remarkable, given that the lips add information, than the fact that the same speech actually sounds different when different lip movements are seen. This subjective fact may relate to the presence of feedback pathways from convergence zones [6, 10] . Such feedback could produce a multimodally determined percept which nevertheless has the unimodal qualia associated with the activation of brain areas receiving afferent input from only one primary modality.
Coda
In this brief article, we have been able to consider only a few of the current issues in research on crossmodal integration, leaving other important issues -such as development, plasticity and the effects of brain damageentirely untouched [23, 29, 30] . We hope we have said enough to illustrate that significant progress is being made in the field. Moreover, recent methodological breakthroughs, such as the development of event-related fMRI, offer much for the future in this field.
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Figure 3
Illustrative results from the fMRI study of Macaluso et al. [10] . The left lingual gyrus (activation shown in red) is traditionally considered a unimodal region of retinotopic visual cortex. Unsurprisingly, it responded more strongly to a contralateral (right) visual stimulus than to an equivalent stimulus in the ipsilateral (left) visual field (see leftmost two bars in histogram). The novel crossmodal observation was that the visual response to a light in the right visual field was enhanced by concurrent touch at the same right location (rightmost bar), even though the lingual gyrus did not respond to touch per se (see second bar from right). 
