ABSTRACT. By utilizing an irreducible inclusion of type III q 2 factors coming from a free-product type action of the quantum group SU q (2), we show that the free group factor L(F ∞ ) possesses irreducible subfactors of arbitrary index > 4. Combined with earlier results of Radulescu, this shows that L(F ∞ ) has irreducible subfactors with any index value in {4 cos 2 (π/n) : n ≥ 3} ∪ [4, +∞).
INTRODUCTION.
Let M be a type II 1 factor, and let N ⊂ M be a finite index subfactor. Recall that N ⊂ M is called irreducible, if the relative commutant N ′ ∩ M is trivial. In his fundamental paper [8] In the same paper, Jones showed that for any factor M, the index of a subfactor cannot be arbitrary; in fact, C(M) ⊂ I(M) ⊂ I = {4 cos 2 (π/n) : n ≥ 3} ∪ [4, +∞] . Moreover, he produced subfactors of the hyperfinite II 1 factor R of arbitrary allowable index, thus showing that I(R) = I. However, the subfactors of R with index > 4 that he constructed are not irreducible; to this day, it is still not known whether the equality C(R) = I holds; in other words, whether every index value can be realized by an irreducible subfactor of the hyperfinite factor. The one general positive result is due to by Popa [12] (see also [14] and [13] ), stating that given a number λ ∈ I, there is a (non-hyperfinite) II 1 factor M, for which λ ∈ C(M).
Thanks to the theory of free probability, pioneered by Voiculescu in the early 80s (see e.g. [25] ), there has been much progress at understanding free group factors L(F n ) (Voiculescu's introduction to [25] states that these are the "best" of the "bad" non-hyperfinite factors). Following this philosophy, Radulescu undertook a study of subfactors of free group factors. Using a particular version of Popa's construction [16] and by employing free probability and random matrix techniques, he managed to show that for an interpolated free group factor L(F t ), C(L(F t )) ∩ [0, 4] = I(L(F t )) ∩ [0, 4] = I ∩ [0, 4]. Coupled with his earlier result [15] on the fundamental group of L(F ∞ ) this gave that L(F ∞ ) has (possibly non-irreducible) subfactors of all indices, i.e., I(L(F ∞ )) = I. However, this still left the question about whether subfactors of L(F ∞ ) of index > 4 can be chosen to be irreducible.
The main theorem of this paper is
Theorem. For each λ > 4, there exists an irreducible subfactor of L(F ∞ ) of index λ.
Combined with earlier results of F. Radulescu, this gives:
In fact, more is true: given an allowable index value λ ∈ I, there exists an irreducible subfactor
We would like to point out that it is still not known whether every Popa's λ-lattice [13] (i.e., an abstract system of higher relative commutant of a subfactor) can be realized by a subfactor of some fixed universal II 1 factor M. The factor M = L(F ∞ ) seems to be a likely candidate, although we don't know how to prove it; note, however, that Radulescu gave an affirmative answer to this question in the case that the λ-lattice is finite-depth. Also, by the results of this paper, all examples of irreducible subfactors whose λ-lattices come from the representation theory of SU q (2) (see [2] , [30] , [27] ) can be realized as
We don't know whether our result holds for L(F n ), n < ∞. The strategy to find irreducible subfactors of L(F ∞ ) with index λ > 4 comes from the work of the second-named author [24] on quantum SU q (2) actions on free products of von Neumann algebras, and analysis of resulting Wassermann-type inclusions of type III factors. As was pointed out in [24, Question 2] , to prove the main theorem of the present paper, it is sufficient to identify a certain crossed product of a certain von Neumann algebra by SU q (2), which we do in Section 2 by identifying this algebra as a free Araki-Woods factor [18] . For the convenience of the reader, we summarize the main necessary facts from [24] in Section 3.
It can be shown ([20] ) that Φ(M, η) depends only on M and (η ij ).
Let K η ⊂ K be the R-linear subspace of the Hilbert M-bimodule K, given as the norm closure of the set of vectors
(in the GNS representation associated to φ).
In the particular case that M = C, the matrix η ij (1) defines a scalar-valued inner product on K, and K η ⊂ K ends up a particular real subspace. In this case, under the assumption that the state E M = E C is faithful, Φ(M, η) is nothing other than the free Araki-Woods factor Γ(K η ⊂ K) ′′ in the notation of Remark 2.6 of [18] (see also [20, Example 3.5]).
A very particular example of such a matrix µ is
in this case Φ(C, µ λ ) is type III λ and is the unique free Araki-Woods factor T λ of this type. 
Proof. By equation (2.1),
where K and K η are as described above. Let e ij , 0 ≤ i, j < ∞ be a family of matrix units generating B(H); thus e ij e j ′ i ′ = δ jj ′ e ii ′ , e * ij = e ji . Consider the algebra P = e 00 Ne 00 .
It is clear that
; thus it is sufficient to prove that P is isomorphic to Φ(C, µ) for some µ. Note that P is generated by the family
Consider the linear space
as a subspace of the complex linear space
it follows that
Since for any ζ, ζ ′ ∈ V , e 00 ζe 00 = ζ and e 00 ζ ′ e 00 = ζ ′ , we get that ζ, ζ ′ B(H) = e 00 ζe 00 , e 00 ζ ′ e 00 = e 00 ζ, ζ ′ e 00 ∈ e 00 C.
It follows that the restriction of the inner product on K to V is scalar-valued; we denote the restriction by ·, · V . Hence we get an inclusion of a real Hilbert space into a complex Hilbert space
In particular, for any ζ, ζ
Denote by θ the state P ∋ m → e 00 E B(H) (m)e 00 . Since E B(H) is faithful by assumption, and P (e 00 me 00 ) = E B(H) (e 00 me 00 ), we get that θ is a faithful state. Furthermore,
if r = 0; note that this, together with the relations (2.2) determines θ on P .
Choose now a basis ζ i for V R as a real Hilbert space, and let
Then Φ(C, µ) is generated in the GNS representation associated to E C by l i + l * i , subject to the relations
Comparing these with (2.2) and (2.3), and using the fact that θ is faithful, we obtain that the map
, which conjugates θ and ψ = E C . It also follows that E C is faithful.
We can now deduce the main technical result needed for further computations; for convenience, we write L(F 1 ) = L(Z).
Theorem 2.2. Let H be a separable Hilbert space (finite or infinite-dimensional). Let B ⊂ B(H)
be a von Neumann subalgebra, and assume that E : B(H) → B is a normal faithful conditional expectation. For n = 1, 2, . . . or +∞, consider the reduced amalgamated free product
Then N is stably isomorphic to a free Araki-Woods factor Γ(H R , U t )
′′ .
In particular, if N is type III λ , 0 < λ < 1, then N is isomorphic to the unique type III λ free Araki-Woods factor T λ .
Moreover, by [20, Example 3.
Applying Theorem 2.1, we get that
for some µ. By our identifications above, E B(H) is the canonical conditional expectation from N onto B(H) and is therefore faithful.
′′ for some real Hilbert space H R and one-parameter group U t (in fact, H R is the real subspace V R constructed in the proof of Theorem 2.1).
If N is type III λ , 0 < λ < 1, it follows from the uniqueness of the type III λ free Araki-Woods factor T λ [18] that N ∼ = T λ .
The following theorem can be deduced from the results of Radulescu [17] and Dykema [6] , as was done in [18] . We have since found a somewhat shorter argument, which we give below: 
Proof. Clearly, only the statement about the centralizer needs to be proved, since the core is isomorphic to the centralizer, tensor B(H), as soon as the centralizer is a factor (see [4] ). Also, we can restrict ourselves to dealing with a particular choice of the state φ, satisfying the hypothesis of this theorem; indeed, by [4] , all centralizers of such states are stably isomorphic. Since by Radulescu's results [15] , the fundamental group of
Recall [18] that T λ can be described as the free product
where θ is a normal faithful state on B(H) given by
where
Consider now the completely-positive map η given by η(T ) = θ(T ), and consider
Note that B(H) is generated, as a von Neumann algebra, by a partial isometry v, so that v * v = 1 and vv * = diag(0, 1, 1, . . . ). Hence T λ is generated by L + L * and v. The modular group of φ λ acts by fixing L + L * and sending v to λ it v. The centralizer of the free product state is then isomorphic to the von Neumann algebra generated by all elements of the form
as well as the projections
Denote by Ψ the faithful normal conditional expectation
It follows that any m ∈ T λ can be written as the sum (convergent in
λ . It follows that the centralizer is linearly spanned by words of the form
where X = L + L * . Using the notation
we get that the centralizer is generated by
Note that for all diagonal elements
with the convention that v −1 = v * . By [22] and [20, Example 2.6], L k are free with amalgamation over D.
, for some nonzero constants C k , we get by [19, Theorem 2.3] that L k is * -free from D, and
by the results of Ken Dykema [5] .
is a factor and L k are ω-creation operators over M, where
The main goal of this section is to analyze inclusions of type III factors coming from a minimal free product type action of SU q (2) on a von Neumann algebra.
Let (A, δ) be the Hopf-von Neumann algebra of Woronowicz's quantum group SU q (2) [29], [28] , and denote by h the canonical Haar state on A. Let V be the multiplicative unitary, i.e., the unitary on
and let W be the fundamental unitary, i.e., unitary on
is the canonical injection associated with the Haar state h. The dual Hopfvon Neumann algebraÂ is the von Neumann algebra acting on L 2 (A) generated by elements of the form:
Let m be an integer or +∞ and set
and let Γ : M → M ⊗ A be the free product of the trivial action of SU q (2) on L(F m ), and the left regular representation action δ of SU q (2) on A [24, §3].
Recall that the crossed-product M ⋊ Γ SU q (2) is the von Neumann subalgebra of M ⊗ B(L 2 (A)) generated by Γ(M) and C1 ⊗Â.
For each irreducible finite-dimensional unitary representation π : V π → V π ⊗ A of SU q (2), consider the Wassermann-type inclusion [26] of von Neumann algebras
It turns out that the negative (normalized) q-trace τ Proof. The fact that N is type III q 2 was proved in [24] ; this fact also follows from the explicit description of N given in the appendix. For the convenience of the reader we give an expanded proof of the isomorphism N ∼ = M (see [24, Remark 10] ). Let n be the dimension of V π as a vector space. Choose a standard orthonormal system of vectors ξ i , 1 ≤ i ≤ n for the space V π so that the (co)representation π is given by
Then v * i v j = δ ij and v i v * i = 1. Moreover, since S i ∈ M Γ are fixed by Γ, we get (since Γ is an action and Γ| A = δ)
It follows that the isomorphism H ∋ v i → ξ i ∈ V π is equivariant with respect to the restriction of Γ to H and the (co)representation π on V . It follows that the isomorphism 
, and where Σ is the flip map (see [3, Remark 20 ] for a simple proof, which also works in the W * -algebraic setting without any change. For the reader's convenience, we should mention that the definition of "λ(ω)" in that paper involves a typographical error.) Since (M, Γ) contains (A, δ), we see that
(see [23, Lemma 4.2] ) so that the crossed-product M ⋊ Γ SU q (2) and the fixed-point algebra M Γ are isomorphic to each other, both being of type III.
We would like to point out that the n-th step M n in the basic construction associated to N ⊂ M is rather easy to describe:
andπ is the canonical dual of π. The conditional expectation E n : M n → M n−1 is given by
This allows one to compute the λ-lattice of higher relative commutants of N ⊂ M (and thus of N ⊂M) in terms of the representation theory of SU q (2). In particular, one can show that if π is taken to be the fundamental representation, then the principal graph ofN ⊂M is A ∞ , and the index is (q + q −1 ) 2 . For 0 < λ < 1, let T λ denote the (unique) free Araki-Woods factor of type III λ (see [18] and Section 2).
Proposition 3.2. The factor ((L(F
∞ ), τ ) * (A, h))⋊ Γ SU q (2) is isomorphic to the free Araki-Woods factor T q 2 . Hence M ∼ = N ∼ = T q 2 .
Proof. It is known that the fundamental unitary W lies in
, and hence the mapping Φ :
). Moreover, the crossed product structure and the Haar state h on A give rise to a normal faithful conditional expectation
given by
We claim that
This isomorphism is obtained by extending the map A) ), E). Since Φ(â) = 1 ⊗â,â ∈Â and (h ⊗ Id) • Φ = E, Φ extends to the desired isomorphism (a freeness condition needs to be checked, see [24, Proposition 1] and [25] .) (If instead of a quantum group action, we would have an action of an ordinary group G, the isomorphism above would be the content of the general identity
where E G is the canonical L(G)-valued conditional expectation on S ⋊ α G associated to the state ψ : S → C.) Applying Theorem 2.2, and noting that M ⋊ Γ SU q (2) is type III q 2 (Theorem 3.1 (f) and (a)), we find that
is isomorphic to the unique III q 2 free Araki-Woods factor T q 2 .
Remark 3.3. Since the free Araki-Woods factor T q 2 is prime (i.e., cannot be written as a tensor product of two diffuse von Neumann algebras, see [21] ), it follows that the inclusion N ⊂ M cannot be decomposed as a tensor product of a type II inclusion with a fixed type III factor, although the λ-lattices of the type III and type II inclusions coincide. (This remark can be also obtained from the results of Ge [7] ).
Lemma 3.4. With the assumptions of Theorem 3.1 (d),M andN are both isomorphic to L(F ∞ ).
Proof. SinceN = N φ is a factor (Theorem 3.1 (d)) and
For a general finite dimensional representation π the factor map structure associated with the type III inclusion M ⊇ N (see [9] ) can be described as follows. Decompose
into multiples of irreducible spin ℓ representations π ℓ (see [10] ) with ℓ i = ℓ j (i = j). Set X := {1, 2, . . . , k}×[0, − log q 2 ) and F t (j, s) := (j, s+t), and let (X M , F M t ) and (X N , F N t ) be the flows of weights associated with M and N, respectively, which are both identified with ([0, − log q 2 ), translation by t). Let us define two factor maps
These π M , π N describe the factor map structure. As a consequence, we get: This means that our method of constructing irreducible type II 1 subfactors can be applied to the special standard λ-lattices arising from representations of the quantum group SU q (2) (see [2] ).
We are now ready to prove our main result:
Proof. The case λ ∈ I ∩ [0, 4] was obtained by Radulescu in [16] . Let λ > 4, and choose q so that λ = (q + q −1 ) 2 . Let π be the fundamental representation of SU q (2). By Theorem 3.1 (e) and Lemma 3.4, for each 0 < q < 1, we obtain an irreducible inclusion of type II 1 factors
Remark 3.7. In the same way, we see that any irreducible representation π of SU q (2) gives rise to
APPENDIX.
We give here a concrete system of generators for the von Neumann algebra M Γ appearing in the proof of the main theorem. This gives also a concrete example illustrating the proof of Theorem 2.1 works.
Let H be a Hilbert space, given as a direct sum
with H k and K k finite-dimensional or infinite-dimensional. LetÂ be the subalgebra of B(H) given by
For each k, let θ k be a normal faithful state on B(K k ) given by
is a normal faithful conditional expectation from B(H) ontoÂ.
, and generating the Toeplitz extension T of the Cuntz algebra. Let ψ be the canonical vacuum state on T (see [25] ). Consider the tensor product conditional expectation (see Figure 3. 
1). Then for all
Hence by [19, Theorem 2.3], {L p : p = 1, 2, . . . } are * -free with respect to ψ ⊗ E : P → B(H) from B(H) with amalgamation overÂ. Moreover, since L * p aL q = δ pq a for all a ∈Â, we get that
[20, Examples 3.2 and 3.3(b)]). We conclude that M = W * (B(H), L p + L * p ) ∼ = (L(F ∞ ) ⊗Â, τ ⊗ id) * Â (B(H), E). Now, fix a minimal projection p ∈ B(H 1 ) ⊗ e 11 (1) . Then the compression pMp is generated as a von Neumann algebra by the entries of {L p + L * p : p ≥ 1} viewed as matrices. These entries have the form λ i (k)l k ij (p) + λ j (k)(l k ji (p)) * , k = 1, 2, . . ., 1 ≤ i ≤ j ≤ d(k), p ≥ 1. The algebra generated by such elements is isomorphic to a free Araki-Woods factor (see [18, Section 5] ); the classifying Sd invariant for this type of factors is the multiplicative subgroup of R generated by the ratios λ i (k)/λ j (k), k = 1, 2, . . ., 1 ≤ i, j ≤ d(k).
We now turn to the particular case ofÂ arising from a quantum group action, where one can describe the inclusion B(L 2 (A)) ⊇Â and the conditional expectation E explicitly. We omit the details of the computation, but give only the consequence for the reader's convenience.
Let w (ℓ) ij , i, j ∈ I ℓ = {−ℓ, ℓ + 1, . . . , ℓ}, be the matrix elements of the spin ℓ (∈ (1/2)N 0 ) representation as given in [10] . The Peter-Weyl type theorem says that the set forms a complete system of matrix units ofÂ, and the conditional expectation E is computed as follows:
E e (i 1 ,j 1 ,ℓ 1 )(i 2 ,j 2 ,ℓ 2 ) = δ (i 1 ,ℓ 1 )(i 2 ,ℓ 2 ) 1 1 + q 2 + · · · + (q 2 ) 2ℓ 1 q
In other words, in the notation of the first part of the appendix, we have dim H ℓ = dim K ℓ = d(ℓ) = 2ℓ + 1, and the eigenvalues of θ ℓ are given by λ i (ℓ) = 1 1 + q 2 + · · · + (q 2 ) 2ℓ q 2(ℓ−i) .
Since the Sd invariant of the associated type III factor is the multiplicative subgroup of positive reals generated by the ratios λ i (ℓ)/λ j (ℓ), we see that in this case Sd = q 2Z , i.e., the factor has type III q 2 .
