We present a study of complex discrete vector Sturm-Liouville problems, where coefficients of the difference equation are complex numbers and the strongly coupled boundary conditions are nonselfadjoint. Moreover, eigenstructure, orthogonality, and eigenfunctions expansion are studied. Finally, an example is given.
Introduction and motivation
Consider the parabolic coupled partial differential system with coupled boundary value conditions u t (x,t) − Au xx (x,t) = 0, 0 < x < 1, t > 0, ( where I is the identity matrix in C m×m . Boundary and initial conditions (1.2)-(1.4) take the form
(1.10)
Once we discretized problem (1.1)-(1.4), we seek solutions of the boundary problem (1.7)-(1.9) of the form (separation of variables) Let ρ be a real number and note that (1.12) is equivalent to
U(k, j) = G( j)H(k), G( j) ∈ C m×m , H(k)
∈
rAG( j) H(k + 1) + H(k − 1) + G( j)H(k) − 2rAG( j)H(k) + ρAG( j)H(k) − ρAG( j)H(k)
(1.14)
Note that (1.14) is satisfied if sequences {G( j)}, {H(k)} satisfy
The solution of (1.15) is given by
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Now, we deal with boundary conditions (1.8)-(1.9). Using (1.11), we can transform them into
By the Cayley-Hamilton theorem [7, page 206] , if q is the degree of the minimal polynomial of A ∈ C m×m , then for j ≥ q, the powers (I + ρA) j = G( j) can be expressed in terms of matrices I,A,...,A q−1 . So, the solutions of (1.16) and
are solutions of (1.16) and (1.18). Note that (1.16) can be rewritten into
and (1.21), jointly with (1.19)-(1.20) is a strongly coupled discrete vector Sturm-Liouville problem, where ρ/r plays the role of an eigenvalue. In the last few years nonselfadjoint discrete Sturm-Liouville problems of the form (1.19)-(1.21) appeared in several situations when one using a discrete separation of variables method for constructing numerical solutions of strongly coupled mixed partial differential systems, as we could see in the above reasoning, and developments for other partial differential systems can be found in [3, 5, 6, 8] . In such papers, some eigenvalues and eigenfunctions are obtained using certain underlying scalar discrete Sturm-Liouville problem and assuming the existence of real eigenvalues for certain matrix related to the matrix coefficients arising in the boundary conditions. However, no information is given about other eigenvalues and eigenfunctions, and unnecessary hypotheses seem to be assumed due to the lack of an appropriate discrete vector Sturm-Liouville theory adapted to problems with nonselfadjoint boundary conditions. Discrete scalar Sturm-Liouville problems are well studied [1] . The theory for the vector case is not so well developed, although for the selfadjoint case results are known in the literature, see [2, 4, 9] , and recently, nonselfadjoint problem of type (1.16) with real coefficients and q = 1 in boundary conditions (1.19)-(1.20) has been studied in [10] . This paper is devoted to the study of the eigenstructure, orthogonality, and eigenfunction expansions of the strongly coupled discrete vector Sturm-Liouville problem
where the unknown
, and L s2 , s = 1,..., q, are matrices in C m×m , not necessarily symmetric, α and γ = 0 are complex numbers, and λ is a complex parameter.
Nonselfadjoint discrete vector Sturm-Liouville problems
The paper is organized as follows. Section 2 deals with the existence and construction of the eigenpairs of problem (1.22)-(1.24). In Section 3, an inner product is introduced, which permits to construct an orthogonal basis in the eigenfunctions space and to obtain finite Fourier series expansions in terms of eigenfunctions. Section 4 includes a detailed example.
Throughout this paper, if V ⊂ C m , we denote by LIN(V ) the linear hull of V .
Eigenstructure
We begin this section by recalling some definitions and introducing some convenient notation. 
Definition 2.2. Given a sequence
(2.1)
The associated algebraic characteristic equation of (1.22) is
The discriminant of (2.3) is 4) and the solutions of (2.3) are
We analyze the eigenstructure of problem (1.22)-(1.24) according to ∆.
2.1. ∆ = 0. In this case, from (2.5),
is a double root, and from (2.4), we have that (α + λ) 2 − 4γ = 0, and consequently the eigenvalues are and the double root z is
So, the solutions take the form
where Q = (Q 1 ,Q 2 ) T is an arbitrary complex vector of size 2m × m, that can be determined because the solutions 10) or equivalently 
is an eigenpair of Sturm-Liouville problem (1.22 
)-(1.24).
20 Nonselfadjoint discrete vector Sturm-Liouville problems 
and the solutions, in this case, take the form 
or equivalently
Taking into account that z 1 and z 2 are functions of λ (see (2.16)), if we define the block matrix 
Remark 2.5. Let λ
It is possible that the type double eigenvalue λ obtained from its corresponding double root z could satisfy (2.22), and therefore, one may suppose that λ could have associated eigenfunctions different (linearly independent) from those provided by Theorem 2.3. But this fact is not true. If λ satisfies (2.22), then z 1 = z 2 = z (see (2.16)), and the two block columns of M S (λ) are identical. So, if
we obtain that
Consequently, (Q 1 ,0),(Q 2 ,0) ∈ Ker(M D (z)) and the eigenfunctions obtained from expression (2.17) are 
(2.28)
22 Nonselfadjoint discrete vector Sturm-Liouville problems Theorem 2.6 suggests the introduction of the following concept.
Definition 2.7. With the notation of Theorem 2.6, the possible eigenpairs described in (2.27) will be called type simple eigenpairs. The set of all eigenfunctions corresponding to the type simple eigenpairs will be denoted by B S and the eigenvalues by elements of σ S .
Summarizing, all the conclusions of this section are contained in the following result. Remark 2.9. In practice, it is more usual to work with real coefficients. This fact leads to the following result. Consider Sturm-Liouville problem (
.., q, and let
be an eigenpair of (1.
are eigenpairs of (1.22)-(1.24).
Orthogonality and eigenfunction expansions
Consider the notation of Section 2 and denote by SL the vector space of the solutions of Sturm-Liouville problem (1.22)-(1.24) that by Theorem 2.8 is the set of all linear combinations of eigenfunctions of B. The aim of this section is to obtain an explicit representation of a given function { f (k)} N k=0 in SL in terms of eigenfunctions of B. This task implies solving a linear system. But having some orthogonal structure in B, we would determine the coefficients of the linear expansion as Fourier coefficients, which are much more interesting from a computational point of view. A possible orthogonal structure of SL is available using Gram-Schmidt orthogonalization method to the set of eigenfunctions B given in Theorem 2.8, endowing to B of an inner product structure, which recover the properties of scalar discrete Sturm-Liouville problems, see [1, pages 664-666] .
Consider the usual inner product in C m , that is, ·, · : C m × C m −→ C such that u,v = u T v for all u,v ∈ C m and we define an inner product in SL as follows: 
As we indicated before, using the inner product (3.1), we can orthogonalize the eigenfunctions of B by means of the Gram-Schmidt orthogonalization method. So, we can state, without proof, the vector analogue of the Fourier series expansion in terms of an orthogonal basis of SL, see [1, page 675] .
Corollary 3.2. Let T = {τ 1 ,...,τ n } be an orthogonal basis of SL with respect to the inner product (3.1) . Let 
Example
We consider the parabolic coupled partial differential system (1.1)-(1.4), where
For N = 5 and taking into account that the degree of minimal polynomial of A is q = 2, the discretization and separation of variables method of Section 1 lead to the discrete Sturm-Liouville problem For type simple eigenfunctions, we first compute the blockmatrix M S (λ), and following Theorem 2.6 the complex values such that Ker(M S (λ)) = {0}, except ±2
