A comparative study is performed of two heterodyne systems of photon detectors expressed in terms of a signal annihilation operator and an image band creation operator, called Shapiro-Wagner and Caves' frame, respectively. This approach is based on the introduction of a convenient operatorψ which allows a unified formulation of both cases. For the Shapiro-Wagner scheme, where [ψ,ψ † ] = 0, quantum phase and amplitude are exactly defined in the context of relative number state (RNS) representation, while a procedure is devised to handle suitably and in a consistent way Caves' framework, characterized by [ψ,ψ † ] = 0, within the approximate simultaneous measurements of noncommuting variables. In such a case RNS phase and amplitude make sense only approximately.
Introduction
The problem of defining appropriately the phase of an electromagnetic field at the quantum level has a long story, which was first addressed by Dirac in 1927 [2] .
In this work we do not touch this historical excursus, although it should be keenly interesting for different reasons, but we limit ourselves to outline the main aspects on the topic exhaustively handled in the basic reviews of Carruthers-Nieto in 1968 [3] and Lynch in 1995 [4] .
A consistent progress versus a better statement of the phase problem is constituted by the relative number state (RNS) representation devised by Ban [6] some years ago. The RNS phase operator formulation is strictly connected with the Liouville space formulation and to thermofield dynamics (see [6] and references therein). This formulation is particularly useful for studying the number-phase quantization in the Josephson junctions with ultrasmall capacitance. For the investigation of this type of quantization in the mesoscopic Josephson junctions the RNS representation reveals adequately profitable [6] . For completeness, we shall briefly summarize the principal steps of the Ban procedure. Pertinent papers are also [8] and [9] . Consider a system composed of two independent and distinguishable subsystems A and B. Then, let H = H A ⊗ H B be the extended Hilbert space andâ,b the annihilation operators involved in the Shapiro-Wagner (SW) operator [14] Y SW =â +b † .
(1)
The subsystems A and B can be described by the complete orthogonal discrete bases of Fock states |m > A ⊗|n > B , m, n = 0, 1, ..., or alternatively by the RN S basis generated by the states [8] |n, m >>= Θ(n)|m + n > A |m > B +Θ(−n − 1)|m > A |m − n > B , (2) where −∞ < n < ∞, m ≥ 0, the function Θ(n) is given by Θ(n) = 1 for n ≥ 0 and Θ(n) = 0 for n < 0.
The states (2) correspond to the product of Fock states defined on the Hilbert subspaces H A and H B on the ground of the condition |n − m, min(m, n) >>= |m > A |n > B .
(
Moreover, the number-difference operatorN =â †â −b †b acting on the RN S |n, m >> providesN |n, m >>= n|n, m >> .
It can be shown that (see [6] , [8] , [9] ) the basis of the RN S's is complete and orthonormal. As a consequence, an unitary phase operatorD ≡D RN S exists on the Hilbert space H = H A ⊗ H B in such a way that
obeying the relationDD † =D †D =1 (6) and the commutation rule [D,N ] =D.
Ban [6] points out that the property of the operatorN allows to define the operatorD. This is due to the fact that the spectrum ofN is unbounded. Thus, the introduction of the RN S representation makes it possible to define the oper-atorD, which plays the role of a phase operator as it is clarified in [6] . According to Ban [9] , two ways can be adopted to define quantum mechanical phase operators. One is based on the polar decomposition of the annihilation operator of a photon (ideal phase), and the other on the use of phase-measurement processes (feasible phase). The relationship between the ideal and feasible phases is discussed in [9] and [8] . As it is noticed by Ban [9] , the RN S representation fits fairly with the (feasible) phase concept of Shapiro-Wagner [14] . Hradil [8] has shown that the SW feasible phase is well described by a unitary phase operator (the SW phase operator)D
D SW andN satisfy the same commutation relation as forD ≡D RSN (see [8] ). The RN S phase operatorD ≡D RN S is related to the SW phase operator [8] byD
whereÛ is a nonunitary operator given bŷ
withÛÛ † =1 andÛ †Û =1.
Here |n, [µ] >> is the relative-number state, [µ] is the integer part of µ, and |n, µ > is the Lindblad-Nagel state [12] which is an element of the continuous basis for irreducible unitary representation of the su(1, 1) Lie algebra. In the SW approach to the phase and squared-amplitude measurements, the squared-amplitude and phase information obtained from heterodyne detection are expressed by
where in (1)â ≡â S is identified by an annihilation operator of a photon signal mode andb † ≡â † I by a creation operator of an image mode (see the schematic description of Fig. 1 of the heterodyne apparatus employed by Shapiro-Wagner [14] ). For the discussion of many conceptual and technical aspects, such as for example the statistics of V andΦ, and the role of uncertainties in optical heterodyne detection, we remind the reader to consult the original SW article [14] . Anyway, we remark that in the SW strategy, what is essential is the commutation rule
as one can promptly establish starting from (1). However, a quite different physical context can be accomplished in the case in which the heterodyne detector is not of the SW type, but rather a power-detector corresponding to a measurement operator taking the form (Caves' operator)
(â ≡â S ,b † ≡â † I ), which does not commute with its adjointŶ † C . In other words, in the case of Shapiro-Wagner, phase and squared-amplitude can be simultaneously measured (see (13) ), while for
simultaneous amplitude and phase measurements are not possible. The configurations characterized by (14) with property (15) have been investigated by Caves [10] (see also [11] ) and the inherent mechanism is called heterodyne with square-law detector (see [14] and references therein). In formula (14) , ν IF is named intermediate frequency and ν 0 is an optical frequency. The terminology used in some description of heterodyne detectors can be found, for instance, in [18] .
This paper has essentially a speculative character, as we shall illustrate below, addressed to getting a theoretical insight into two fundamental heterodyne frames of photon detectors with different characteristics. Precisely, the apparatus analyzed by Shapiro-Wagner [14] and that relative to Caves' scheme [10] . These devices realize two opposite physical situations, which are handled here by resorting to a compact and unifying approach outlined in Section 3. There two operators,ψ(t) andψ † (t) (see (37) and (38)), have been introduced depending on a linear combination of an annihilation signal field operatorâ(t) and an image band mode creation operatorb † , via two arbitrary constant real parameters A and B. The realization of quantum measurements (of phase and squared-amplitude) pertinent to the SW frame is based on the operator
On the contrary, the theory of Caves' situation corresponds to the operator
The symbols a andb † are defined in Section 3 and stand for rotation-valued operator representations ofâ andb † ]. The comparative study of Shapiro-Wagner and Caves' frameworks constitutes the main purpose of this paper.
The foremost results achieved in our approach are: i) a quantum extension is proposed of a phase concept following the track previously developed in [1] for a generalized classical oscillator (see Section 2). This phase turns out to be self-adjoint and is particularly suitable in the context of SW heterodyne framework. Within the same context, a squared-amplitude can be defined in terms of quadrature components (see (152) and Section 7) .An interesting property of quadrature operatorsŷ 1 ,ŷ 2 is given by (154), (155), whereŷ 1 ,ŷ 2 are expressed viaĉ osθ,ŝ inθ, and the generator of the parabolic SU(1,1) subgroup.
ii) Taking account of the content of Section 2, in Section 3 a unified formulation is set up of the Shapiro-Wagner and Caves' frames by means of the introduction of the operatorψ (see (48)) which reproduces the operatorŶ SW orŶ C accordingly to the choice A = B or A = B.
iii) An algebraic study of the Shapiro-Wagner and Caves' schemes, performed in Section 4, shed a further light on the significant distinction between the two cases.The SW heterodyne is characterized by a symmetry expressed by a noncompact subgroup of SU (1, 1) of the parabolic type [12] , while Caves' frame is characterized by a symmetry structure represented by a Lie algebra constituted by a subalgebra of su(1, 1) type and by an Abelian maximal ideal.
iv) An interpretation of Caves' heterodyning is described in Section 8. Keeping in mind the RN S representation fairly working out in the Shapiro-Wagner case (Sections 5,6 and 7), we define an operatorD C ≡Ŝ depending on the parameter µ = B
A which constitutes an extension to "noncommutative" Caves' frame of the operatorR used in the "commutative" RNS theory of the Shapiro-Wagner heterodyning. Although our generalized formulae are given by exact expressions, they depend on the real parameter µ covering for µ = 1 the corresponding formulae of the SW frame.
Therefore, the generalized formulae involvingŜ found in Section 8 lend themselves to be elaborated approximately in the construction of an (approximate) RN S theory of quantum measurements of noncommuting variables (see [23] , [24] and references therein).
Quantum extension of the classical amplitude and phase concepts
In [1] , we have seen that the complex function
α, β, A, B being real numbers, is important in getting the amplitude and the phase of a classical generalized oscillator, i.e. when the "mass" and "frequency" may depend on time. Below we shall report a concise summary of the theory developed in [1] . In (16) y 1 (t) and y 2 (t) denote two independent solutions of the equationÿ
where Ω(t) is a given function of time. Then, the function σ = (Ay 2 1 + By 2 2 + 2Cy 1 y 2 ) 
satisfies the ordinary nonlinear differential equation (known as the Ermakov-Milne-Pinney (EMP) equation) (see [20] , [21] , [22] , [19] ).
with A, B, C arbitrary constants such that
where W 0 =y 1ẏ2 −ẏ 1 y 2 =const is the Wronskian. The time behavior of the phase θ cl turns out to be expressed by
where
On the other hand, the amplitude associated with θ cl (t) is given by σ cl (t) ≡ σ(t) = |ψ(t)|, in the sense that
(δ = const).
A simple check shows that, in the case of conventional oscillator (Ω ≡ ω 0 = const), we obtainḞ = 1 σ 2 = ω 0 , θ cl (t) = ω 0 (t − t 0 ), as one expects. What can we do about a possible quantum extension of this procedure? In the following, we shall try to consider a simple canonical quantization of the abovementioned method limiting ourselves to the case of the conventional harmonic oscillator. To this aim, we shall take into account the settling exploited, on one side, by Shapiro-Wagner [14] and, on another side, by Caves [10] in handling the quantum limits on simultaneous phase and squared-amplitude measurements established in optical heterodyne detection. In our frame both the scheme used by Shapiro-Wagner and by Caves can be dealt with in a compact and efficacious way, making deeply manifest the unifying potentiality of the method applied.
Really, the physical situation inherent to the SW frame is quite different from that relative to Caves' heterodyning, because in the first case the crucial operator realizing the apparatus isψ
In contrast, in the second case, the operator realizing Caves' heterodyning is described byψ
An (ideal or feasible) exact quantum phase can be built up for the SW frame only. However, for Caves' situation, in this work a formal approach is outlined (see Section 8) addressed to extend the RNS theory by means of the generalization of the operatorR whereψ C ,ψ † C do not commute. Anyway, in Caves' framework phase and squared-amplitude cannot be defined in an exac manner. Thus, an approximate procedure turns out to be in order. An undeniable advantage of our formalism is represented by the existence of exact formulae which are very indicated to be appropriately approximated (see Section 8) .
At this point the mechanism and the concepts of the generalized quantum measurements reveal to be necessary tools to go on. This program can be pursued accordingly to the theory of generalized quantum measurements and approximate simultaneous measurements of noncommuting observables expounded in [23] and [24] and others (see references therein). Quantization extension of the method adopted in [1] to define the phase operator corresponding to the classical functions θ cl and F (t) (see (21) and (22)) can be carefully performed. To be specific, what we think that it should be important in our formal interpretation of heterodyning is the operator structure of the quantum version of (classical) formula (16) , where to the independent functions y 1 (t) and y 2 (t), it should correspond two independent operatorsâ(t) andb † (t), which should be interpreted as annihilation and creation operators of the signal and image fields, respectively. Another important aspect of our approach is the definition of an operatorF (t) in such a way that it leads to an exact phase operator, in the SW case, corresponding to θ cl , which is self adjoint, and such that a consistent Ban relative state phase representation be reliable.
In order to define appropriately an exact quantum phase and a squaredamplitude at least in the case of Shapiro-Wagner detector, and to set up an approximate theory of Caves' heterodyning on the basis of generalized quantum measurements framework, we believe that the quantization procedure could put aside the quantization of all the classical properties pertinent to the Ermakov-Milne-Pinney (EMP) equation. In fact, while at the classical level one can define phase and amplitude of the field under consideration, following the properties of the EMP equation, at the quantum level we have two different physical situations. In other words, in the SW case it is possible to define both a self-adjoint phase operator and an amplitude operator (152), which could be interpreted as the quantized phase and amplitude of the field in the RNS representation. Vice versa, in Caves' frame, the phase operator cannot be exactly defined . Furthermore, the quantity which in the SW case is interpreted as an amplitude, is not well-defined in Caves' situation, since [ψ C ,ψ † C ] = 0. Then, it turns out to be difficult to apply a correspondence principle which connects any classical quantity to a quantum operator.
To accomplish the preceding requirements, let us introduce the boson operatorsâ
so that (as it is customary)
and
where γ = |γ|e iδ0 is a complex number. The operatorsâ(t) andb(t) would be interpreted as annihilation operators of a single-mode radiation field (signal) and of an image field, respectively. To state a meaningful correspondence between the classical expression (16) and a related operator coming from quantizing the field ψ(t), we take the expectation values ofâ(t),b † (t) on coherent states, so that
We get also
The mean values ofâ andb † reproduce essentially the (classical) independent solutions y 1 (t) and y 2 (t). At the quantum level,â andb † turn out to be independent (i,e, the signal and image fields) assuming that the total density operator ρ factorizes, namely
Within the Shapiro-Wagner phase heterodyne detection, the operator (1) is involved, whose properties are discussed in [14] (see also [8] and [9] ). The feasible phase in the framework of heterodyne detection was proposed by Shapiro-Wagner [14] . In this case, the measured quantity is considered a phase of the operator (1). [â,â † : annihilation and creation operators of a signal mode;b, b † : annihilation and creation operators of an image band mode]. Hradil showed that the feasible phase is described by a unitary phase operator (the SW phase operator) defined by (8) [8] . It should be noted that the SW phase operator is defined on the full Hilbert space
where H S , H I are the Hilbert spaces for the signal and image modes. To be precise, the short-hand notation (1) is used by expressing that the heterodyne device described in SW realizes the quantum measurement
on the joint state space (34), where1 I and1 S denote the identity operators on the spaces H I and H S . The SW operator (35) and its adjointŶ † SW commute. Furthermore,D SW obeys the commutation relation
(N is the number-difference between the signal and local oscillator modes, i.e.N =â †â -b †b ).
A unified formulation of Shapiro-Wagner and
Caves frames: the operatorsψ andψ †
The quantum extension of the scalar field (16) and its complex coniugate leads to the operatorsψ
where we have carried out the change β → β +π in order to obtain a quantity as soon as possible of the formâ +b † .
The operator (37) and (38) satisfy the commutation relation
from which two possible situations arise:
for A = B, and II)
for A = B. Equations (40) and (41) correspond to two distinct heterodyne devices. The first relies on the use of a photon detector in the heterodyne apparatus employed by Shapiro-Wagner, and the second refers to the behaviour of Caves' heterodyning square-law (power-detector). A more detailed treatment of cases I ) and II ) will be shown in the following. To this purpose let us put
whereâ j (j = 1, 2),b j (j = 1, 2), are self-adjoint, butâ,b are not self-adjoint operators. Now we build up the combinationŝ
We easily haveŷ
whereŷ 1 ,ŷ 2 are self-adjoint operators, andã j (j = 1, 2),b j (j = 1, 2) are defined as the components of the rotation-valued operators
(β stands forβ = π + β).
Thus, the operatorsψ,ψ † take the more concise formŝ
whereã
The requirement [ã,ã † ] = [b,b † ] =1, [ã,b]=[ã † ,b † ] = 0, implies the commutation rule (39).
We point out that the Shapiro-Wagner frame is covered by (48) for A = B, so that in this caseψ can be identified by the operatorŶ SW =ã S +ã † I in the rotation-valued operator representation, and the quadrature components ofψ, y 1 andŷ 2 , commute.
On the other hand, for A = B, by choosing
(see [14] , [10] , [11] ) and inserting (51) into (48), we find an expression for thê ψ-operator for Caves' configuration in the rotation-valued representation, i.e.
In this case the quadrature operatorsŷ 1 ,ŷ 2 given by (44),(45) do not commute, but provide just the formula
forseen in the case studied by Caves.
Algebraic characterization of Shapiro-Wagner and Caves frameworks
In the SW case, a simple Lie algebraic characterization of the heterodyne detection can be performed. To this aim we remind that the algebra of the noncompact group SU (1, 1) is defined by
is the Casimir invariant. Sometimes one could use the ladder operators
satisfying the relations
Lindblad and Nagel [12] have shown that SU (1, 1) has three classes of conjugate one-parameter subgroups. The elliptic subgroups are compact, the hyperbolic and parabolic subgroups are noncompact. For example, the parabolic class is represented by the following specimen:
The matrix n(ζ) is generated by
holds.
A realization of the algebra (54) is given by
We have
In other words, when [ψ,ψ † ] = 0 (A ≡ B) the operator 1 2ψ †ψ realizes the parabolic SU (1, 1) subgroup. The Casimir invariant ca be easily evaluated. We obtain
It is convenient to introduce the operators
[so that
Taking account of the commutation relations
we arrive at the algebra described by the commutation relations
The algebra (74)-(79) refers to the Caves microwave heterodyning with square-law detectors. The algebra constituted by (74)-(76) is of the su(1, 1) type realized by
while the Abelian commutation rules (77)-(79) define the maximal ideal (or the centre) of the algebra of elements (80)-(83). In Caves' configuration, the expressions forψψ † andψ †ψ read
If A = B the Shapiro-Wagner scheme
arises.
(References: [5] , [6] , [7] ).
The relative number state representation of the phase operator: the feasible Shapiro-Wagner and RNS phase operators
An appropriate definition of a phase quantum mechanical operator presents notable difficulties [see, for instance, the review by Carruthers-Nieto and Lynch for the description of the main aspects of this long story [3] , [4] ], A remarkable wayout to a more consistent definition of a phase operator and its eigenstates is obtained by the socalled relative number state (RNS) representation, proposed by Ban ( [6] , [7] . [5] ). In our approach, the operator (48) (and its adjointψ † ), in the case in which A = B, can be identified by the Shapiro-Wagner complex amplitude (in the rotation-valued operator representation) (and its adjoint) whose phase is referred as the feasible phase within the framework of heterodyne detection proposed in [14] . As we have recalled previously, two ways can be settled up to define quantum mechanical phase operators. One is based on the polar decomposition of the annihilation operator of a photon (ideal phase), and the other on the use of phase-measurement processes (feasible phase).[See, for example, [9] and references therein]. In our formalism, we can writeψ
whereã,ã † are annihilation and creation operators of a signal mode, and b,b † are those of an image band mode (in the rotation-valued representation defined by (50) and (46),(47)).
The feasible phase introduced by Shapiro-Wagner (SW phase operator) is given in our approach by the unitary operator
which is defined on the extended Hilbert space H = H A ⊗ H B , where H A is the Hilbert space of the signal photon (ã,ã † ) and H B is the Hilbert space of the mode described by (b,b † ) (see [9] ).
Since in the SW scheme [ψ,ψ † ] = 0, Eq. (89) provides
The unitary operatorR obeys the commutation rule
Relation (91) can be proved by resorting to the properties [13] [a, f (a, a † )] = ∂f ∂a † ,
[a † , f (a, a † )] = − ∂f ∂a .
(93)
In fact, applying (92) and (93) we deduce
[ã, (ã +b † )
Taking account of (94)-(98), the commutation rule (91) is readily determined.
Evaluation of the commutator [θ,N ]
We have seen that, at the classical level, the function
furnishes the (classical) phase
The quantum extension of this procedure yields
whereF (t 0 ) is an arbitrary constant operator. Assuming the SW scheme ([ψ,ψ † ] = 0 (A = B)), Eq. (101) can be written aŝ
in the rotation-valued operator representation (ã,b), (ã † ,b † ). Up to a constant operatorF (t 0 ), we obtain
Sinceθ † =θ, the operator (104) is self-adjoint. Now it is instructive to calculate the commutator [θ,N ]. To this aim, some preliminary statements are in order. We notice that from (90)
which entails
We haveR
whereθ =θ † .
It is a simple matter to check thatRR † =R †R =1, i.e.R is unitary. Sinceθ is self-adjoint, it is possible to define the operatorŝ
The following properties
hold.
Below we shall prove the commutation relation
By using the relations (92), (93) [13] we obtain
Then
Inserting (128)-(131) into the equation
we find
7 Quadrature components ofψ in the Shapiro-Wagner scheme
Let us define the self-adjoint operators (which can be interpreted as the quadrature components ofψ = √ A(ã +b † ) in the SW heterodyne detector):
We haveŷ
with
(self-adjoint operators).
Further elaborations
Previously we have seen that (in the SW scheme)
so thatĉ
we find ã +b † =ψ
so that the quadrature operatorsŷ 1 ,ŷ 2 in the SW case can be represented byŷ
Hence,ŷ
whereΛ can be regarded as the SW amplitude operator. 
(see (87)) we get the representation
of the quadrature operatorsŷ 1 ,ŷ 2 for the SW heterodyne detection. Equations (150), (151) yield (152), in which the sum of squared-quadrature operators can be interpreted as quantities proportional to the parabolic SU (1, 1) subgroup generator.
Interpretation of Caves' heterodyne detection
To deal with the theory of amplitude and phase detection, it is convenient to introduce the operatorsD
andD †
whereT
The definition (156) is a consequence of the fact that nowT andẐ do not commute:
The operators (158) are linked toψ C and (ψ C ) † in the sense that
To study the operatorsŜ,Ŝ † in relation to a possible unitarity property, let us build up the productsŜŜ † andŜ †Ŝ . After some manipulations, we find
The ingredients used to derive (164) and (165) are the commutation rules (160) and
where the propertyT † =Ẑ has been considered. We observe thatŜŜ † =Ŝ †Ŝ =1 (for k = 0). Thus, in Caves' scheme the operator (156) can not be exactly unitary. However,Ŝ can be considered "unitary" in an approximate sense (k ∼ 0). This is meaningful by a physical point of view. In fact, for example, under the hypothesis ν IF << ν 0 (invoked in [14] also), we have (see (51))
at the first order in νIF ν0 . So the methodological prescription to treat Caves' configuration heterodyning is that outlined by Yuen [23] and [24] of generalized quantum measurements of noncommuting variables (see the references quoted in [23] and [24] as well). An important feature of the operators (164) and (165) is that these cover the Shapiro-Wagner and Caves' scheme. To dwell upon this problem, the operators (156) and (157) should play a fundamental role in a relative number state representation (RNS) theory of quantum phase. Of course, according to [23] generalized quantum measurements could be involved. These should be formally realizable as approximate simultaneous measurements of noncommuting observables.
Relative number state representation approach of Caves' heterodyning
In analogy with the RNS representation theory of phase operator of the Shapiro-Wagner type based on the operatorR studied in Sections 5 and 7, here we would explore a possible RNS approach of Caves' scheme on the ground of the operatorŝ S andŜ † defined by (156) and (157). To this aim, for a better understanding of the main differences between the "commutative" and the "noncommutative" frameworks of detections, it is convenient to expressŜ andŜ † in terms of the operatorsψ C and (ψ C ) † (see (161) and (162)). It resultsŜ
as one can see from (156) and (157) by virtue of (161) and (162). By exploiting the commutation relation (163), we can write
which can be employed to derive the notable formulaê 
In the noncommutative (Caves) heterodyning, let us introduce the operators
which possess the properties
for A ≡ B (SW detection), and
for A = B (Caves' detection).
The commutator [Ŝ,N]
A remarkable commutation rule can be found for "noncommutative" framework extending in the RNS context the property [R,N ] =R valid for the "commutative" case (see (91)). The generalized relation can be determined by a direct application of formulae (92) and (93) [13] . This reads
For µ = 1, Equation (180) reproduces just the RNS representation [R,N ] = R which holds for the SW framework.
A comment is in order. Our generalization of the operatorR, leads to an expression forŜ which is not unitary. In fact, it depends on the real parameter µ, and becomes exactly unitary only when µ = 1. In this limit,Ŝ ≡R. Therefore, our extension is consistent with the Shapiro-Wagner theory. We notice that even if our extended formulae involvingŜ are provided by exact relationships, they are especially indicated to build up an approximate RNS theory of quantum measurements of noncommuting observables ( [23] , [24] ). This problem, in Caves' context, could give rise to a challenging possible next application.
Concluding remarks
The main results achieved in this paper are widely summarized and discussed in the Introduction. Therefore, we conclude with a few comments pertinent to some aspects relative to the phase problem. Since 1927 up to now, several proposals and methods on both quantum phase and amplitude have been put forward. Of course, it is difficult to make a satisfactory account of contributions even if these should be restricted to a more updated situation. Among many contributions which should be worth mentioning, we limit ourselves to quote a sample of them directly connected with the concepts considered in this paper: [16] , [15] and [17] . Kastrup [16] settles a theoretical background yielding a group procedure of quantizing moduli and phases of complex numbers. In [15] a fully consistent realization of the quantum operators corresponding to the canonically conjugate and number variables is carried out. This approach is based on the use of the noncompact Lie algebra su(1, 1). Precisely, as a mathematical tool Rasetti exploits the κ = 1 2 positive discrete series of the irreducible unitary representation of su(1, 1) and the double covering group SO † (1, 2) . The contributions of Kastrup and Rasetti represent interesting attempts to clarify some important aspects of the quantum phase problem.
On the other hand, in [17] a systematic reconsideration of the phase problem based on phase observables as shift-covariant positive-operator-valued measures is performed. This article deserves to be consulted since it yields a coherent unification of several conceptually different approaches to the quantum phase problem.
The results of the present paper, whose spirit is essentially speculative, offer some starting points of physical applications: one of them concerns a possible detailed investigation on the strategy outlined in Section 8 applied to the approximate quantum measurements of generalized observables in Caves' framework. This program should be pursued in the near future.
