Abstract. The continuation method is a popular heuristic in computer vision for nonconvex optimization. The idea is to start from a simplified problem and gradually deform it to the actual task while tracking the solution. It was first used in computer vision under the name of graduated nonconvexity. Since then, it has been utilized explicitly or implicitly in various applications. In fact, state-of-the-art optical flow and shape estimation rely on a form of continuation. Despite its empirical success, there is little theoretical understanding of this method. This work provides some novel insights into this technique. Specifically, there are many ways to choose the initial problem and many ways to progressively deform it to the original task. However, here we show that when this process is constructed by Gaussian smoothing, it is optimal in a specific sense. In fact, we prove that Gaussian smoothing emerges from the best affine approximation to Vese's nonlinear PDE. The latter PDE evolves any function to its convex envelope, hence providing the optimal convexification.
Introduction
Minimization of nonconvex energy functions arises frequently in computer vision. Examples include image segmentation [49] , image alignment [67] , image completion [46] , dictionary learning [44] , part-based models [25] , and optical flow [62] . Unfortunately, a severe limitation of nonconvex problems is that finding their global minimum is generally intractable.
Some possible options for handling nonconvex tasks include 1 local optimization methods (e.g. gradient descent), convex surrogates, and the continuation method. Each of these ideas has its own merit and is preferred in certain settings. For example, local methods are useful when most local minima produce reasonably good solutions; otherwise the algorithm may get stuck in poor local minima. Convex surrogates are helpful when the nonconvexity of the task is mild, so that little structure is lost by the convex approximation. For example, it has been observed that for face recognition problem, the nonconvex sparsity encouraging 0 norm can be replaced by the convex 1 and yet produce impressive result [69] . Recently [23] proposed an a surrogate construction with bounded discrepancy between the solution of the convexified and original task.
The third idea is to utilize the continuation method. It solves a sequence of subproblems, starting from a convex (hence easy) task and progressively changing it to the actual problem while tracing the solution. Such complexity progression is in contrast to convex surrogates that produce a one-shot relaxation. Here, the solution of each subproblem guides solving the next one. This approach is often useful when the nonconvexity of the problem is so severe that convex surrogates cannot provide any meaningful approximation.
In this paper, we focus on optimization by the continuation method. The idea has been known to the computer vision community for at least three decades. This dates back to the works of Terzopoulos [63] , Blake and Zisserman [6] , and Yuille [72, 73, 74, 75, 76] . Since then, this technique has been used with growing interest to solve some difficult optimization problems. In particular, it is a key component in several state-of-the-art solutions for computer vision and machine learning problems as we discuss in Section 2.
Despite its long history and empirical success, there is little understanding about the fundamental aspects of this method. For example, it is known that the continuation method cannot always find the global minimizer of all nonconvex tasks. In fact, the quality of the solution attained by this approach heavily depends on the choice of the subproblems. However, there are endless choices for the initial convex problem, and endless ways to progressively change it to the original nonconvex task. Obviously, some of these choices should work better than the others. However, to date, there is no known principle for preferring one construction versus another.
For example, a possible way to construct the subproblem sequence is by Gaussian smoothing [50, 47] . The idea is to convolve the original nonconvex function with an isotropic Gaussian kernel at various bandwidth values. This generates a sequence of functions varying from a highly smoothed (large bandwidth) to the actual nonconvex function (zero bandwidth). In fact, it can be proved that under certain conditions, enough smoothing can lead to a convex function [43] . The convexity implies that finding the minimizer of the smoothed function is easy. This minimizer is used to initialize the next subproblem, with slightly smaller bandwidth. The process repeats until reaching the last subproblem, which is the actual task. Since this type of progression goes from lowfrequency toward fully detailed, it is also called coarse-to-fine optimization.
In this paper, we provide original insights into the choice of subproblems for the continuation method. Specifically, we prove that constructing the subproblems by Gaussian smoothing of the nonconvex function is optimal in a specific sense. Recall that the continuation method starts from an already convex objective and progressively maps it to the actual nonconvex function. Among infinite choices for the initial convex task, the convex envelope of the nonconvex problem is (in many senses) the best choice. Unfortunately, the convex envelope of an arbitrary function
