Abstract--The basic characteristic of the techniques generally known as meshless methods is the attempt to reduce or even to eliminate the need for a discretization (at least, not in the way normally associated with traditional finite element techniques) in the context of numerical solutions for boundary and/or initial value problems.
INTRODUCTION
In recent years, there has been a marked interest in the so-called meshless methods. The possibility of obtaining approximate solutions to various problems of mechanics (of engineering, in general) without the need for a mesh is quite appealing, in particular due to the reduction in time consumption and the time taken in preparing the data or analysing the results.
Several authors, since the early work of Lucy [1] on smoothed particle hydrodynamics, have carried out studies on the subject. A brief review of the various proposals that have been made may include the works of Liszka [2] on generalized finite differences, that of Nayroles et al. [3] on the diffuse element method, Belytschko and coauthors on the element-free Galerkin method [4] , Duarte and Oden [5] on the h-p clouds method, Babugka and Melenk [6] on the partition of unity method, Liu and coauthors on the reproducing kernel method [7] and that of De and Bathe [8] on the finite-spheres method. Other approaches include the works of Mukhetjee and Mukherjee [9] on the boundary node method and that of Atluri and Zhu [10] on local forms of boundary integral equations and the meshless local Petrov-Galerkin method.
Another approach to meshless methods (and the one used in this work) derives from the early work of Hardy [11] on the use of RBFs for interpolation problems. This kind of function was later applied to the solution of systems of partial differential equations. Basically, two approaches were developed: the nonsymmetrical approach (see the pioneering work of Kansa [12, 13] in fluid dynamics) and the symmetrical approach (presented by Fasshauer [14] ).
Studies on the convergence and the error bounds of RBF collocation approaches have been presented by Franke and Schaback [15] and by Cheng et al. [16] . In this later work an exponential error estimate for the multiquadric and for the exponential radial basis function is numerically established.
In this work, applications of the two RBF collocation approaches mentioned above are made to a range of structural analysis problems.
In the following sections, a brief description of radial basis functions and the collocation approaches used to solve the PDEs is made. Then, various structural analysis problems are formulated in the context of the collocation approaches and tested to show the versatility and applicability of the techniques. The convergence rates for different collocation approaches, for several types of global RBFs, for various distributions of centers and/or collocation points are measured.
RADIAL BASIS FUNCTIONS
Radial basis functions (RBFs) are all those functions that exhibit radial symmetry, that is, may be seen to depend only (apart from some known parameters) on the distance r -Hx-xjll between the center of the function, xi, and a generic point x. These functions may be generically represented in the form ~b(r).
For such a general definition it is not surprising that there exist infinite radial basis functions. These functions may be called globally supported or compactly supported depending on their supports, that is, whether they are defined on the whole domain or only on part of it.
Amongst the globally supported RBFs, the following types are probably the most used ones:
Multiquadric (MQ)
Reciprocal multiquadric (RMQ)
Gaussian (G)
Thin-plate splines (TPS) The cj and ~j parameters in the expressions above are parameters that control the shape of the radial basis functions. They are sometimes called "local dilation parameter", "local shape parameter", or, simply, "shape parameter". Compactly supported RBES are, for example:
• Wu [17] and Wendland [18] , (1 -r)~p(r) where p(r) is a polynomial and (1 -r)~_ is 0 for r greater than the support; • Buhmann [19] , 1/3 + r 2 -(4/3)r a + 2r 2 lnr. 
j=l where f(xi) is known for a series of points xi. By using the same reasoning it is possible to extend the interpolation problem to that of finding the approximate solution of partial differential equations. This is made by applying the corresponding differential operators to the radial basis functions and then to use collocation at an appropriate set of boundary and domain points.
Collocation may be of two types: nonsymmetrical or Kansa collocation and symmetrical or Hermite-like collocation. Details of both techniques may be found in [12] and [20] , respectively, for the nonsymmetrieal and the symmetrical collocation.
In short, the nonsymmetrical collocation is the application of the domain and boundary differential operators LI and LB, respectively, to a set of N -M domain collocation points and M boundary collocation points.
From this, a system of linear equations of the following type may be obtained:
k=l N nBuj~(x~) :
k=N-M-}-I
where the c~k unknowns are determined from the satisfaction of the domain and boundary constraints at the collocation points. The basic characteristic of the Hermite approach is the sequential application of the differential operators to each pair of collocation point-RBF center which gives rise to a symmetrical equation system wherever the positions of the collocation points and those of the RBFs coincide. This approach may be described as follows:
k=l
k=N--M+I
where LI and LB are, respectively, the domain and boundary differential operators, x is a generic point, and Ck represents the center of the k TM radial basis function. The ak unknowns are obtained from the satisfaction of the domain and boundary constraints for the boundary collocation points. In this expression the following definitions are used:
• L~g(llx-ell) is the function of e, when L is applied on g(llx-sll) as a function of x and then evaluated at x = xj;
• L~g(llx -ell) is the function of x, when L is applied on g(llx -<l) as a function of E and then evaluated at ¢ = ck.
Both techniques require the appropriate evaluation of the differential operators LI and LB. At this stage, the Hermite approach is much more demanding than that of Kansa due to the dual application of the operators. All the required terms were computed beforehand (by using the symbolic possibilities of the MATHEMATICA software [21] ) and then stored and encoded in the program developed. In practice, this extra step can be performed in a systematic way and the implementation is straightforward. In this work the programming environment MATLAB [22] is used.
The numerical solutions obtained with the techniques described in this section possess properties that should be pointed out. As the PDEs will be formulated in terms of generalized displacements, the compatibility in the domain is locally imposed. In locations not coinciding with the collocation points these solutions do not satisfy the governing equations, and thus, they are not equilibrated (neither in domain nor on the boundary), they are not compatible on the boundary, and they do not obey the constitutive relation.
The inability of global radial basis functions (such as the ones used in this work) to exactly reproduce polynomials may be seen (by readers more familiar with other numerical techniques) to be a drawback of the RBF approximations. In structural analysis problems this would mean that constant stress/strain states could not be exactly modelled and thus the patch test would fail. The truth is that RBF approximations may always be complemented by polynomial (or, in fact, any type of function, even singular ones, see [23] ) terms and, in this way, pass the patch test. For nonsingular problems Power and Barraco [24] refer that there are no major improvements in the quality of the results when polynomials are added.
The main advantage of the RBFs is their infinite continuity, which provides a innately ability to generate very smooth solutions. Notice that in the finite-element method only C o continuity is trivial to achieve.
STRUCTURAL ANALYSIS PROBLEMS
In the literature there are (as far as the authors know) only a few other references of structural analysis problems solved with global expansions in terms of radial basis functions. In this respect the work of Ferreira et al. [25] on shear deformable composite beams and plates and Zhang et aI. [26] on plane elasticity may be recommended.
To emphasize the versatility and applicability of the approaches described a set of structural problems are now analysed. The range of applications studied is relatively broad and includes:
• one-dimensional linear problems: beam on an elastic foundation (static, linear stability, and free vibration analysis); • one-dimensional nonlinear problem: damage analysis of a concrete beam; • two-dimensional linear problem: static analysis of plate on elastic foundation.
These applications (together with application to two-dimensional problems, namely plate bending and plane states, that may be found in references [27] and [28] ), summarize the authors' experience in this field. A simplified version of tile cases shown here (without the convergence analysis) were presented at a conference [29] and at a nonindexed (national) journal [30] . By collecting in this manner various structural applications (and emphasizing the convergence analysis) the authors expect to contribute to the use of radial basis functions for solving structural problems (and other types of boundary value problems).
Linear Problem:
Beam on an Elastic Foundation
Consider a simply supported beam on an elastic foundation with homogeneous boundary conditions. Depending on the phenomenon to be studied, the governing equation on the domain will be different. In this work the linear static analysis, the linear stability problem, and the free vibration case will be addressed. A general framework for the strong forms of the problems above may be described by
and the boundary conditions
Here, k~ is the modulus of the foundation, p is the load per unit distance, EI is the bending 
Formulation and analysis
This problem may be formulated in the following way: find the transversal displacement field w(x), for [0 < x < L], such that governing equation (6) and the boundary conditions (7) 02w (x,t) hold. A quasi static problem is assumed, and thus the inertia term m T is removed. Also,
the axial end loads are assumed to be zero, so tile term ~
The exact solution for the displacement is given by Het~nyi [31] w
The product /3L is used to classify the span of the beams as short 03L < zr/4), medium (1r/4 </3L < ~r), or long (/~L > zr).
The following relative error norms were used to measure the quality of the numerical solution: 
Uexac t n t-U exact if-U exact) dfZ
The integrals in the denominators, which involve only exact quantities, were evaluated symbolically while the integrations of the numerators were done using a background cell structure. Each cell is located between two consecutive nodes. For the integration of each cell a Gauss quadrature rule with five sample points was used. This rule ensures an excellent accuracy of the integrations. This beam was analysed with the Kansa approach (i.e., using equations (3)) and with the Hermite approach (i.e., using equations (5)). A comparison of both approximations is then presented. The relative performance of the MQ, RMQ, and G RBFs is assessed.
Kansa approximation
The overall performance of RBFs is highly dependent on two main values: the local shape parameter e and the spacing between RBF centers, h (or the inverse of the number of RBF centers). Thus, a study on the sensitivity of the solution to these two parameters will be presented. In general, all numerical methods require convergence studies to ensure the reliability of the procedure. RBF is by no means an exception. Due to the lack of theoretical results this convergence study will be done numerically.
The first study concerns the evaluation of the optimal value for the parameter c for the different RBFs.
The relative stiffness parameter is set to ,~ --5. A discretization with a total of i0 collocation points is used. Equation (6) is imposed at all points and the two equations (7) are imposed at both ends leading to 14 equations. The approximation discretization requires 14 points so that a square system of linear equations is attained.
As the geometry, boundary conditions, and load (in the case being analysed) are symmetric, the solution vector, i.e., the weights of the approximation, also exhibits this property.
The results are displayed in Figure 1 for the MQ, RMQ, and G RBFs, where the relative error norms (in logarithmic scale) are plotted against c. In this case it can be seen that the optimal values of the c parameter are approximately 1.55 or 1.70 (depending on the error norm), 1.80 or 1.90, and 1.90 or 1.95, respectively. Notice that these are optimal values only for the above discretization, but, in general, not for other discretizations. The optimal value for the local shape parameter is approximately the same for the three error norms used and is different for different RBF types. Now we turn our attention to the convergence of the results with the number of collocation points, for a given c parameter.
The results obtained are displayed in Figure 2 . The rates of convergence for each of the curves are also presented. The results corresponding to further refined solutions do not show a clear improvement in the solution due to numerical ill conditioning. However, notice that the most refined solution obtained is already an excellent one.
The rates of convergence obtained are remarkable. In fact, these results confirm that multiquadrics may provide an exponential rate of convergence [16] .
It is interesting to notice that the rates of convergence values are all very similar and this is in contrast to what usually happens in methods that rely on weak forms, e.g., the finite-element method. The reason may be, again, linked to the infinite smoothness of the RBFs.
Hermite approximation
We repeat the previous studies, now with the Hermite approach. In all the tests carried out with this approach in this work, the locations of the RBFs centers coincide with those of the collocation points. Consequently, a symmetrical system always arises. The application of this technique to the domain equilibrium equation, for example, results in
LIfLI~¢(IIx j skl])= (EI~4 x +kw) (EI~-Q~ e +kw)¢(llxo-ekl]).
Here d 4
LS = ES~-s~ 4 + k~ (9)
is the domain differential operator. For the MQ RBF, this operator is explicitly given by 
L]f LI~(Hx j -EkH
The first task concerns the evaluation of the optimal value for the c parameter for each of the The same distribution of RBFs centers previously used (10 uniformly spaced points) is used for a beam with/3 = 5. The RBFs centers are chosen to be the same as the collocation points and, consequently, the resulting system of equations is symmetric. The solution vector for the weights of the approximation will, also, exhibit this property.
The results obtained are displayed in Figure 3 . In this case, it can be concluded that the optimal values of the c parameter are approximately 1.70, 1.90, and 1.95, respectively. Notice that these optimal values belong to a somewhat narrower band than that obtained with Kansa's approach, but do not differ by much.
The convergence of the results with the number of points, for a given c parameter, is shown in Figure 4 .
To compare the effect (on the solution) of a varying relative stiffness parameter/3, the displace- 
Comparison between Kansa and Hermite
In Table 1 the rates of convergence obtained in Figures 2 and 4 are now compared. This table suggests that the rates of convergence of the two approaches are very similar. In terms of the relative performance of the three types of RBFs analysed, for the local shape parameters used, the G type is clearly the best. Multiquadrics (MQ) seem to perform better than its reciprocal (RMQ). Also, from Figures 2 and 4 it is possible to conclude that, for this problem, with the Hermite approach it is possible to take the refinement process farther away than with Kansa's approach. Comparing Figures 1 and 3 it is possible to notice that in the Hermite approach the curves of the variation of the c parameter are much smoother. Also, contrary to what happened with Kansa's approach, the optimal values of the c parameter are equal for all three error norms.
Elastic instability loads

Description of the problem and analysis
Consider now the structure subjected solely to axial compressive end loads, P. This problem may be represented by equation (6) , where the inertia term is removed, and by the boundary conditions (7) . The load p is assumed to be zero.
As the results do not seem to depend, significantly (judging from the previous section), on the type of RBF, this problem will be analysed only with multiquadrics.
The relative error (in percentage), of the critical load is defined as /(IDRBF pExact'~ 2 C = ~-cr ---cr / -100.
V Kansa's approximation
By using Kansa's approximation in the strong form of problems (6) and (7) the following eigenvalue problem arises: .,;~.' Functional C(¢), at a boundary point j, takes the form
By making the determinant of the first term of the first member in (10) equal to 0, i.e., by solving the linear eigenvalue problem, the instability loads may be obtained.
The instability mode i associated with the critical load P~r may be obtained by directly replacing its corresponding value in (10) . As usual, an extra (arbitrary) condition has to be added in order to set the amplitude of the mode.
The first five critical loads where found for several discretizations and k~ = 0. The results were obtained for c = 1 and are displayed in Figure 6 . The rate of convergence of e for each critical load is enclosed between parentheses.
In Figure 7 the first four instability modes, obtained with ten collocation points, are represented.
The performance of Kansa's approach in the determination of the lowest critical load will be studied now for increasing values of the foundation modulus. A 15 points discretization is assmned. The results are displayed in Table 2 . Here n is the number of waves of the deformed shape of the fundamental instability mode. The exact solution was presented by Het~nyi [31, equation (126) , p. 145].
Hermite approximation
The Hermite variant, given by equations (Sa) and (5b), is now used. If the resulting terms of the equations are split according to the dependency on P, an unusual quadratic eigenvalue problem in P arises [{ Ate)} + P { U(¢) } + p2 {C(¢) }] ~ = 0.
These three functionals A(¢), B(¢), and C(¢) express the nondependent, the linearly, and the quadratically dependent terms. Functional A(¢) now represents the terms due to the application (in sequence) of the differential d4 E I dd@~ operators related to EI~z~4 + k,, (or + k~), as well as with the boundary conditions. P~d-~ ~ ) and boundary conditions. Functional C(¢) is due to the remaining terms, P~-g¢~ (or de By making the determinant of the first term of the first member in (11) equal to 0, i.e., by solving the quadratic eigenvalue problem, the instability loads may be obtained. In fact, this problem is quite different from the linear eigenvalue problem obtained with Kansa's approach. Here, the function whose roots are the critical loads has always the same sign, which means that the roots are always local extremum points. Sometimes, for the higher critical loads, it is not possible to identify a real root. In this case, the real part of the complex root gives the critical load approximation.
The instability mode i associated with the critical load Pc'r, may be obtained by directly replacing its value in (10) and, again, impose an extra arbitrary condition.
The first five critical loads where found for several discretizations. The results were obtained for c = 1 and are displayed in Figure 8 .
The previous test of the determination of the lowest critical load for increasing values of the foundation modulus was also conducted here and the results appear in Table 2 . 
Comparison between Kansa and Hermite approaches
From Figures 6 and 8 it can be concluded that, for this kind of problem, the convergence rates of the two approaches are very similar, the best rates being obtained with the Hermite approach. Also the convergence curves are smoother. It is interesting to notice that, contrary to methods based on weak forms (where the convergence rates of the solution clearly degrades for higher critical loads), all (computed) critical loads exhibit similar convergence.
From the results presented in Table 2 it can be concluded that very accurate values of the critical load are found with both approaches. Nevertheless, the Hermite approach performed systematically better than Kansa's approach for all v/k~,L4/EI ratios. Also it was possible to determine a higher number of loads.
Notice that for higher values of the foundation modulus, the number of waves n associated with the fundamental mode also increases, thus demanding a better approximation.
Free vibration analysis Formulation and analysis
Consider now the free vibration analysis of the model problem. The governing equation is again given by (6) where the axial end loads P and the lateral load p vanish.
Using separation of variables it is trivial to show [32] that the natural frequencies and the vibration modes of the structure can be obtained from the solution of
04(~(X) b4(~(x) = O, (12) 0x 4 where
Here w is a natural frequency of the system and a and b are constants. In this analysis only the MQ RBF will be used.
Kansa and Hermite approaches
The application of the RBFs to this problem follows essentially the same procedures employed in the stability analysis, although the interior operator is different. Consequently, the definitions of the functionals in the eigenvalues problems for both Kansa and Hermite approaches are different.
The results obtained for the two first natural frequencies are summarized in Table 3 . The exact solution is taken from [32] . Table 3 . Results obtained for the two first natural frequencies, Wl and w2 for increasing values of k,,. A 20 points discretization is used with MQ RBF and c = 0.5. 
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Comparison between Kansa and Hermite approaches
From Table 3 , it can be concluded that, in general, all results are very accurate. The maximum relative error is 0.0142% and the minimum error is 4.019.10-s%. The Hermite approach performs slightly better than Kansa's method. The accuracy varies with the foundation modulus, k~. In this case, better results were obtained for higher values of the foundation parameter. There are no major changes in the accuracy of the two frequencies.
Nonlinear Problem
Damage analysis of a reinforced concrete beam
The formulation of the concrete beam problem is more complex than that for the homogeneous beams analysed previously.
Basically, what is now needed is to set up all the relationships at two different levels: at the cross-sectional level (that is, the deformation at each fiber of the cross section must be controlled to see whether nonlinearities have occurred or not) and at the beam level (much in the same way as for the linear homogeneous beams anMysed earlier).
The first task is then to define strains, stresses, and the damage (nonlinear constitutive relationship) model.
Using the Bernoulli hypothesis, the longitudinal strain at a given cross section is given by = ~+ zx, where X and [ are, respectively, the curvature and the longitudinal strain of the fibers over the origin of the z-axis. Assuming a constant distortion, ~, over the entire cross section, the following may be written: 
where ft is the cross-sectional area of the beam and
The constitutive relationship follows the model presented by Mazars [33] . In this model the local damage is characterized by the scalar variable 0 < D < 1. For the uniaxial case it takes the form
where the damage variable, D, is a linear function of the basic variables, DT and Dc, through the coefficients, o~ T and ac, D(6) : O~TDT -[-c~cDc. (18) Assuming that the fibers are subjected to an uniaxial state of stress at all points, (~T = 1 and (~c = 0 for pure tension and (~T = 0 and ~c --1 for pure compression. The basle damage variables are given by
where AT, BT, Ac, and Bc are material dependent parameters, g is the equivalent strain and £d0
is the maximum elastic strain. The equivalent strain is given by e, if e > 0, 
For the reinforcement steel bars, a linear elastic relation is assumed,
O" s ~ ES[ S .
(25)
The constitutive relationship takes the form
where with E(e) . / (1 -D(e))Eo, if mat = concrete,
Replacing (26) in definition (15) and taking into account both materials, concrete and steel, it is possible to write
where b and h are, respectively, the cross section's width and height, n is the number of reinforcement steel bars, f~si is the cross-sectional area of the ith steel bar, and zi is the coordinate of the center of the i th steel bar. For the sake of simplicity, only rectangular cross sections are being considered (the generalisation for other cross sections is straightforward). Using definition (13) , it is possible to rewrite (28) 
When the shear deformation is neglected, the third equation in (28) is no longer valid. In this case, the shear stress resultant, V, may be recovered only from equilibrium conditions. When an incremental analysis is to be implemented, it is necessary to write the constitutive relationship in the following form: (32) Finally, from (28) obtained:
and (13) 
i=1 0 0 0 and this completes the relationships at the cross-sectional level.
At the beam level all that remains to do is the definition of equilibrium, compatibility, and the constitutive relationship.
The equilibrium equations in the domain, in terms of the generalised stresses (or stress resultants), may be written as
where
where p~, p~, and m are, respectively, the axial and transversal loads and the bending moment per unit length of the beam.
The static boundary conditions may be stated as follows:
where matrix N collects the components of the unit outward normal vector and t~ represents the applied forces, with N= 0 nx.
The relationship between the generalized strains, e, associated with the generalized stresses, s, and the generalized displacements, 6, associated with the loads, f, is obtained from the conjugated relation of (36) e = D*6, in (V), 
where 6~ represents the prescribed displacements. The constitutive relationship may be written in the stiffness or the flexibility forms, (29) or (43) 
GoA
The whole problem is now defined and the governing system may be set up. Neglecting the effect of shear deformation of the section, ~ = 0, the compatibility equations (40) take the form
Substituting this result in the elasticity relations (29) and assuming nonvarying stiffness along the beam axis, the following definitions for the axial force and bending moment are obtained:
where k (<j) is the (i, j) element of the section stiffness matrix given by (29) . Substituting these results in the equilibrium equations yields for the shear force
and the two governing equations in the domain
A numerical solution to the problem (defined by equations (49) and the proper boundary conditions) may be found, as stated before, by the use of nonsymmetric collocation. In this ease, the variables are approximated as follows:
where xi represents the coordinates of the RBF points, and Na~ and N& are the number of RBF used to approximate each component of the displacement field. In order to rewrite the problem in the form presented earlier, the domain and boundary differential operators take the following definitions, respectively:
In a similar way, the vector of the unknowns and the right-hand side vector are
and
FI t = {pl pt }, FB t = {Sx 5~
for domain and the boundary, respectively.
The following system of equations may then be assembled:
.N V 2flr} (54)
As = 7 (55)
which, in this case, has to be solved incrementally, thus
where Asec is the system matrix evaluated using the section stiffness matrix given by (29) , which is equal to the first term of the kr ..... ~te given by (34) .
The incremental-iterative nonlinear algorithm used here is the following. i. FOR all collocation points: compute the deformations e and the stiffness matrix of the section given by (29) . ii. Compute the system matrix; iii. Solve the resulting system of equations (55); iv. Update the solution,(~ = O~ + /kc~; v. Compute the updated residual vector, ~; The model is now applied to the analysis of a reinforced concrete simply supported beam as represented in Figure 9 .
The concrete parameters for the Mazars damage model (which were found experimentally [34] ) are the following: AT = 0,995, BT = 8000, Ac = 0,85, Bc = 1050, ed0 = 0,00007, E0 = 29200 -106 Pa, and u = 0, 2. The stress-strain curve associated with these parameters is plotted in Figure 10a . The corresponding damage-strain curve is indicated in Figure 10b . For the steel reinforcement, the following data is assumed: elasticity modulus Es = 196000 • 106 Pa, tensile steel area A~t = 3 x 7r x 0.012/4m 2 with 0.02 m concrete cover, compressive steel area Asc = 2 x 7c x 0.0052/4m 2 with 0.015m concrete cover.
In the analysis carried out with the RBF implementation, and to ensure a correct modelling of the point load, the domain was divided into two subregions, with the interface at the cross section where the load is applied. In this example, a total of 44 unknowns (corresponding to the use of eight radial basis for each component of the displacement field in each of the two regions) was considered. To integrate the constitutive relationship (29) , ten Gauss-Lobatto points were used. The load increment was equal to 2.25 kN.
The load-displacement diagram is plotted in Figure 11 . In this diagram, the evolution of the load is plotted against the value of the transversal displacement measured at the end of the beam, x = 1,2m. In the same figure, the results obtained with an hp-cloud implementation [35, 36] are also presented. It is possible to verify that all these numerical results are quite similar and are quite close to the experimental measurements described in [34] .
Two-Dimensional Linear Example
Formulation and analysis Bending of thin plates on elastic foundation subjected to static loads will now be addressed.
The domain governing equation is
DV4w q-kww = p, (57) 02 02 where D = Et3/12 (1 -v 2) is the bending stiffness of the plate, V 4 = V2(V 2) and V 2 = ~-r~ +b-~-z.
Again, a simply supported condition is considered. Thus, the boundary conditions can be expressed as a function of the displacement field, by
where a is the angle of the exterior normal with the x-axis. The data used is: E -1.0kN/m 2, a = 1, b = a, t = a/10, v = 0.3, k~ = 1.0kN/m a, m0 -2, no = m0, and p = 1.0 kN/m 2.
The domain and boundary operators can easily be identified from (57) and (58). This technique was previously used by Leit£o [27] and is presently extended for plates on elastic foundation.
Consider a plate on elastic foundation subjected the load p(x, y) = po sin(m0vrx/a) sin(noTry/b). 
The error was measured by the relative energy norm, rx,
Here, D is the matrix that expresses the constitutive relation between the generalized stresses (moments) and the generalized strains (curvatures). Again, a background cell structure was used to perform the integration of the error norm. It was concluded that a mesh of 5 x 5 cells with 3 x 3 Gauss-Legendre sample points was enough to find highly accurate values.
Hermite approximation
It is not an easy task to construct a library of the necessary functions to build up the system matrix and to find the solution (and all its derivatives up to third order)• This library was set up, once again, by using the symbolic capabilities of the Mathematica software [21] .
The first test here presented concerns the sensitivity of the method to increasingly random distribution of collocation points. Let h be the spacing between the points in the regular mesh.
A a A n A ~ A a a n A n n A m 7 = 0 (regular). Then, for each spacing, four distributions of interior points (the boundary distribution was kept regular for the sake of simplicity) with increasing degrees of randomness, 3', were tested. At each point, and for each coordinate, the random distance "/ha was added to the initial regular set up, where c~ is a random number between -1 and 1. The influence of 7 is shown in Figure 12 for a 15 x 15 mesh. The results obtained are plotted in Figure 13 for c = 1.0 and the MQ RBF. The rates of convergence are indicated, in the figure, between parentheses. It seems that the convergence rates are ahnost insensitive to varying distances between RBF centers (it even seems that some degree of randomness leads to better results as long as care is taken in preventing any two points to get too close to each other). This is an interesting and somewhat unexpected result that, again, may be linked to the very good continuity and smoothness properties of RBFs. Further studies on the subject are required to clarify what is really going on in terms of convergence.
Next, the performance of each particular RBF is considered on regular distributions of points. For each nodal arrangement, identified by the distance between nodes, h, the optimal value for the local shape parameter, c, was found. The results are shown in Table 4 .
These results are also shown in Figure 14 , where the rate of convergence for each RBF is enclosed between parentheses. The results in Table 4 are not entirely clear in the link between the optimal value of c and the h spacing. It seems that, for the MQ, as the refinement proceeds (with decreasing spacing) the optimal c parameter also decreases so that the ratio h/c is kept approximately constant.
Once again, the Gaussian RBF seems to perform better than the RMQ and MQ.
CONCLUSIONS
The main purpose of this work was that of contributing for the increase in the number and type of applications of the meshless techniques based on the use of collocation-based approaches with radial basis functions as presented here.
One of the main advantages of collocation-based RBF techniques is the ease of use and the ease of implementation. The versatility and applicability of the approaches are shown with applications to a range of structural analysis problems, namely, beams on an elastic foundation (static, linear stability, and free vibration analysis), damage analysis of a concrete beam, and thin plate on elastic foundation. Especially interesting was the application of Hermite's approach to linear stability and free vibration analysis, which leads to an unusual quadratic eigenvalue problem.
A systematic comparison between the results of the Kansa and Hermite approaches revealed that very similar results are obtained, although Hermite's seems to perform slightly better for the types of problems studied. The variation of the error with the local shape parameter c is also smoother with the Hermite approach when compared to Kansa's.
Only global RBFs are studied: multiquadrics, reciprocal multiquadrics, and Gaussian. For the Gaussian type it was possible to attain convergence rates of, approximately, 11, both for beams and plates.
It was shown that the solution does not degrade when irregular distributions of points are used. In fact, for the plate problem tested, the rates of convergence seem to increase for increasing irregularity of the points distributions (the system's conditioning is somehow improved).
Overall results show that collocation-based radial basis functions may compare very favourably with other numerical techniques for the structural analysis problems here documented. In fact, e×tremely high rates of convergence, much higher than those of traditional numerical techniques, were obtained.
Further work on the subject is needed in order to assess, on one hand, the potential of the techniques (for as many structural problems as possible) and, on the other hand, to continue developing the necessary mathematical proofs of convergence, existence, and completeness of the RBF-based PDE approximations.
