Abstract. We provide new non-trivial quantitative information on the behavior of Poincaré recurrence. In particular we establish the almost everywhere coincidence of the recurrence rate and of the pointwise dimension for a large class of repellers, including repellers without finite Markov partitions.
Introduction
It is well known that the classical Poincaré recurrence theorem only gives information of qualitative nature. On the other hand it is clearly a matter of intrinsic difficulty and not of lack interest that little is know concerning the quantitative nature of recurrence. This paper contributes to the solution of this problem and has two main objectives:
1. we want to provide new non-trivial quantitative information on the behavior of recurrence, establishing the almost everywhere coincidence of recurrence rate and of pointwise dimension for a large class of repellers, possibly without finite Markov partitions; 2. we want to show that for hyperbolic sets the recurrence rate possesses a product structure, which closely imitates the product structure provided by the families of local stable and unstable manifolds, and the almost product structure of hyperbolic measures (see below for definitions and for a detailed description).
Instead of formulating general statements at this point, we choose to illustrate our results with particular cases. We now consider another example. log inf{n ∈ N : |T n x − x| < r} − log r = 1 (2) for Lebesgue-almost every x ∈ (0, 1).
Writing each number x ∈ (0, 1) as a continued fraction The study of the quantitative behavior of recurrence started with the work of Ornstein and Weiss [7] , closely followed by the work of Boshernitzan [3] . In [7] the authors establish an identity similar to those in Theorems 1 and 2 (see (1) and (2)) in the case of symbolic dynamics, and thus for the corresponding symbolic metric (see also Remark 2 in Section 3.2 below). On the other hand, the paper [3] is closer in spirit to the present paper, in the sense that Boshernitzan also considered arbitrary metric spaces. More precisely, he established a general inequality between quantities related to those in the right and left-hand sides of the identities in (1) and (2) (although the result in [3] is formulated differently it is shown in [2] how it can be rephrased in this manner). We showed in [2] that this inequality is strict in general, and provided a sharper inequality which becomes an identity for large classes of maps. In particular, for sufficiently regular hyperbolic diffeomorphisms we established an identity which is a version of the one obtained by Ornstein and Weiss in [7] in the special case of symbolic dynamics. The present paper is a further contribution to the study of the quantitative behavior of recurrence.
We now consider a C 1+α diffeomorphism f with a compact locally maximal hyperbolic set Λ. We want to show that the return time possesses a certain local product structure. More precisely, we shall show that the return time of the orbit of a point x ∈ Λ under f to the ball B(x, r) is approximately the product of the return times to the r-neighborhoods of the stable and unstable manifolds of x. This includes:
1. the separate study of the return times in the stable and unstable directions; 2. the study of the relation between these numbers and the return time to a small neighborhood of a given point. The first point can be addressed in the following manner. The diffeomorphism f can be modeled by two repellers for certain "stable" and "unstable" maps (this is made precise in Section 4), respectively in the stable and unstable directions. For these repellers one can establish appropriate versions of the results in Theorems 1 and 2.
In order to formulate these results, we consider the lower and upper stable recurrence rates R s (x) and R s (x), and the lower and upper unstable recurrence rates R u (x) and R u (x) of a point x (see (16) and (17) in Section 3 for the definition). Given a probability measure µ on Λ, we also consider the families of conditional measures µ s x and µ u x associated respectively to the partitions ξ s and ξ u into local stable and unstable manifolds constructed by Ledrappier and Young in [6] (see Section 3 for details). We can now formulate a rigorous statement (see also Theorem 9 below). Theorem 3. For a topologically mixing C 1+α diffeomorphism on a compact locally maximal hyperbolic set Λ, and an equilibrium measure µ of a Hölder continuous function, we have
and
for µ-almost every x ∈ Λ.
The limits in the right-hand side of the identities in (3) and (4) have been shown to exist by Ledrappier and Young in [6] . We emphasize that the identities in Theorem 3 relate quantities of very different nature. While the numbers R s (x) and R u (x) are essentially quantities of geometric nature and are independent of the measure µ, the limits in (3) and (4) are essentially of measure-theoretical nature.
It follows from work of Barreira, Pesin and Schmeling [1] on the product structure of hyperbolic measures that
for µ-almost every x ∈ Λ. Furthermore, it follows from work of Barreira and Saussol [2] that
for µ-almost every x ∈ Λ. Combining Theorem 3 with the identities in (5) and (6) we obtain the remarkable identity
for µ-almost every x ∈ Λ. This identity implies that the return time to a ball is approximately equal to the product of the return times into the stable and the unstable balls of the same size. The precise formulation is given in Section 3 (see Theorem 7 below). The structure of the paper is as follows. In Section 2 we study the recurrence rate for repellers. In particular we consider a class of repellers without finite Markov partitions (as in Theorem 2 above). In Section 3 we study the product structure of Poincaré recurrence on locally maximal hyperbolic sets of C 1+α diffeomorphisms. The approach to this problem is effected through a careful study of certain induced maps on the stable and unstable directions provided by the families of invariant manifolds; see Section 4. These induced maps are special cases of the repellers considered in Section 2, and thus the results in Sections 2 and 3 are strongly related. The proofs of the results in Sections 1-3 are collected in Section 5.
In Appendix A we establish results of independent interest, and which are crucial to the proofs. In particular we show that the µ-measure of the ε-neighborhood of the boundary ∂R of a Markov partition R (for repellers or locally maximal hyperbolic sets, and arbitrary Gibbs measures) is at most polynomial in ε, i.e. there exist constants c > 0 and ν > 0 such that if ε > 0 then
below answers this question in the affirmative. Ya. Pesin and J. Schmeling mentioned to us that each of them can also establish the inequality in (7).
2. Recurrence rate for repellers 2.1. Repellers of smooth maps. Let T : M → M be a C 1 map of a smooth Riemannian manifold. Consider a compact f -invariant set X ⊂ M . We say that T is expanding on X, and that X is a repeller of T if there exist constants c > 0 and β > 1 such that d x T n u ≥ cβ n u for all x ∈ X, u ∈ T x M , and n ∈ N.
We define the return time of a point x ∈ M into the open ball B(x, r) by
The lower and upper recurrence rates of x are defined by
Given a probability measure µ on X, the lower and upper pointwise dimensions of µ at a point x ∈ X are defined by
The following statement relates the recurrence rates with the pointwise dimensions.
Theorem 4. Let X be a repeller of a topologically mixing C 1+α expanding map, and µ an equilibrium measure of a Hölder continuous function. Then
for µ-almost every x ∈ X.
In [9] , Schmeling and Troubetzkoy proved that if µ is a probability measure invariant under a C 1+α expanding map on X,
We remark that Theorem 4 relates quantities of very different nature. In particular, the numbers R(x) and R(x) do not depend on the measure, while the numbers d µ (x) and d µ (x) do not depend on the map.
Generalized repellers.
In this section we present a large class of generalized repellers for which one can establish a version of Theorem 4.
Let g : W → W be a Borel-measurable transformation on the metric space W , and µ a g-invariant probability measure on W . Recall that the entropy of a finite or countable partition Z of W by measurable sets is given by
For each n ∈ N we define the new partition Z n = n−1 k=0 g −k Z. Given x ∈ W and n ∈ N we denote by Z n (x) ∈ Z n the unique (mod 0) element of Z n which contains the point x.
Theorem 5. Let g be a Borel-measurable transformation of a set W ⊂ R d for some d ∈ N, µ an ergodic g-invariant non-atomic probability measure on W , and Z a finite or countable partition of W by measurable sets with H µ (Z) < ∞. Assume that:
1. there exists κ > 1 such that if n, m ∈ N and x ∈ W , then
2. there exists λ > 0 such that for each sufficiently large n ∈ N we have
3. for µ-almost every x ∈ X there exists γ > 0 such that B(x, e −γn ) ⊂ Z n (x) for all sufficiently large n.
Then for µ-almost every x ∈ W , we have
The hypotheses 2 and 3 in the theorem concern respectively the size and "inner size" of the elements of the partitions Z n . The exponential behavior justifies the expression "generalized repeller" when referring to the set W in Theorem 5. On the other hand hypothesis 1 is a one-sided Gibbs-type inequality for the measure µ with respect to the partition Z. It is related to the occurrence of bounded distortion for the map g. By the Whitney embedding theorem one can also apply Theorem 5 when W is a subset of a smooth manifold.
Dynamical systems satisfying the hypotheses of Theorem 5 include:
1. repellers of C 1+α expanding maps together with equilibrium measures of Hölder continuous functions (see Section 2.1 and the proof of Theorem 4); 2. the Gauss map endowed with its unique absolutely continuous invariant probability measure µ given by
(see the proof of Theorem 2); 3. induced maps in the stable and unstable directions for locally maximal hyperbolic sets of C 1+α diffeomorphisms together with equilibrium measures of Hölder continuous functions (see Section 4 and the proof of Theorem 10).
In particular, Theorems 2, 4, and 10 provide applications of Theorem 5 to three different situations. One can also apply Theorem 5 to several transformations obtained from the induction of non-uniformly expanding maps, such as the Pommeau-Manneville map.
2.3. Dimension of measures. In this section we relate the previous results with the dimension of measures invariant under the dynamical system. We briefly recall the notion of Hausdorff dimension. Let X be a separable metric space. Given a subset Z ⊂ X and a real number α ≥ 0, we define the α-dimensional Hausdorff measure of Z by
where the infimum is taken over all finite or countable covers U of Z by sets of diameter at most δ. The Hausdorff dimension of Z is defined by
We also define the lower and upper box dimensions of Z by
where N (Z, r) denotes the smallest number of balls of diameter r needed to cover Z. It is easy to verify that
The Hausdorff dimension of a probability measure µ on X is given by
while the lower and upper box dimensions of µ are defined by
One can easily verify that
Under the assumptions of Theorem 4, the measure µ is ergodic and thus (since the quantities in (9) are T -invariant µ-almost everywhere) there exists a constant r µ such that
for µ-almost every x ∈ X. The following statement is now an immediate consequence of a criterion of Young in [10] .
Proposition 6. If X is a repeller of a topologically mixing C 1+α expanding map, and µ is an equilibrium measure of a Hölder continuous function, then
Other quantities of dimensional nature which also coincide with r µ are described in [1] .
Recall that a differentiable map T is said to be conformal on X if d x T is a multiple of an isometry for every x ∈ X. For example, this happens whenever X is an interval or T is a holomorphic map. For conformal expanding maps, we have
for µ-almost every x ∈ X, where h µ (T ) the µ-entropy of T and χ(x) is the Lyapunov exponent at x. By Birkhoff's ergodic theorem, we have
for µ-almost every x ∈ X, and thus (for conformal maps) we obtain
3. Product structure of return times 3.1. Product structure. Let f be a topologically mixing C 1+α diffeomorphism on a smooth Riemannian manifold M , and Λ ⊂ M a compact locally maximal hyperbolic set for f . To each point x ∈ Λ one can associate its stable and unstable (global) manifolds defined by
where d denotes the Riemannian distance on M . We also denote by d s and d u the distances induced by d respectively on the manifolds W s (x) and W u (x). Given ε > 0, let W s ε (x) and W u ε (x) be respectively the connected components of W s (x) ∩ B(x, ε) and W u (x) ∩ B(x, ε) containing x. There exists ε > 0 (which does not depend on x ∈ Λ) such that W s ε (x) and W u ε (x) are embedded manifolds, each dividing B(x, ε) into two connected components. We call W s ε (x) and W u ε (x) respectively the local stable and unstable manifolds of x ∈ Λ (of size ε).
Furthermore, there exists δ = δ(ε) > 0 such that for any x, y ∈ Λ with
is a (local) Hölder homeomorphism. For each ρ ≤ δ we define the stable and unstable return times (see Figure 1 ) of x ∈ Λ into the ball of radius r respectively by
We note that the stable return time for f is equal to the unstable return time for f −1 . Set
We define the lower and upper stable recurrence rates of the point x ∈ Λ by
and the lower and upper unstable recurrence rates of the point x ∈ Λ by Figure 1 . Definition of the unstable return time; the grey zone is the set of points whose
Since the functions ρ → τ s r (x, ρ) and ρ → τ u r (x, ρ) are non-decreasing, the limits in (16) and (17) are well-defined. One can easily show that the functions R s , R s , R u , and
we shall denote the common value by R s (x), and whenever
we shall denote the common value by R u (x). When Λ is a compact locally maximal hyperbolic set for a topologically mixing C 1+α diffeomorphism, and µ is an equilibrium measure of a Hölder continuous function, we can show (see Theorem 9 below) that for µ-almost every x ∈ Λ each of the numbers in (14) and (15) are independent of ρ for all sufficiently small ρ.
We also consider the return time of the point x ∈ Λ into the open ball B(x, r) given by
and define its lower and upper recurrence rates R(x) and R(x) as in (8) . One can easily show that the functions R and R are f -invariant on Λ. Whenever R(x) = R(x) we shall denote the common value by R(x). We now state the main result of this section.
Theorem 7. Let Λ be a compact locally maximal hyperbolic set of a topologically mixing C 1+α diffeomorphism, and µ an equilibrium measure of a Hölder continuous function. For µ-almost every x ∈ Λ the following properties hold:
1. the recurrence rate is equal to the sum of the stable and unstable recurrence rates, i.e.
2. there exists ρ(x) > 0 such that for each ρ < ρ(x) and each ε > 0 there exists r(x, ρ, ε) > 0 such that if r < r(x, ρ, ε) then
Theorem 7 reveals a local product structure for return times and a local product structure for recurrence rates. Theorem 7 is an application of Theorem 9 below and of work of Barreira and Saussol in [2] .
The following is an application of Theorem 7.
Theorem 8. For a topologically mixing volume-preserving C 1+α Anosov diffeomorphism on a compact d-dimensional manifold M , and for Lebesguealmost every x ∈ M there exists ρ(x) > 0 such that for each ρ < ρ(x) and each ε > 0 there exists r(x, ρ, ε) > 0 such that if r < r(x, ρ, ε) then
Furthermore, under the hypotheses of Theorem 8, we have
for Lebesgue-almost every x ∈ M , where d s and d u denote respectively the dimensions of the stable and unstable manifolds. In particular, Theorem 8 readily applies to hyperbolic toral automorphisms.
3.2.
Stable and unstable recurrence rates. Let now µ be a Borel probability measure invariant under a C 1+α diffeomorphism on the manifold M . In [6] , Ledrappier and Young constructed two measurable partitions ξ s and ξ u of M such that for µ-almost every x ∈ M :
. We denote by µ s x and µ u x the conditional measures associated respectively to the partitions ξ s and ξ u . Recall that any measurable partition ξ of M has associated a family of conditional measures: for µ-almost every x ∈ M there exists a probability measure µ x defined on the unique (mod 0) element ξ(x) of ξ containing x. The conditional measures are characterized completely by the following property: if B ξ is the σ-subalgebra of the Borel σ-algebra generated by unions of elements of ξ then for each Borel set A ⊂ M , the function x → µ s x (A ∩ ξ(x)) is B ξ -measurable and
We represent by B s (x, r) ⊂ W s ε (x) and B u (x, r) ⊂ W u ε (x) the open balls centered at x with radius r with respect to the distances d s and d u . It follows from work of Ledrappier and Young in [6] that if µ is an ergodic f -invariant probability measure supported on a locally maximal hyperbolic set Λ of a C 1+α diffeomorphism, then there exist constants d s µ and d u µ such that
for µ-almost every x ∈ Λ. The following statement relates these quantities with the stable and unstable recurrence rates.
Theorem 9. Let Λ be a compact locally maximal hyperbolic set of a topologically mixing C 1+α diffeomorphism, and µ an equilibrium measure of a Hölder continuous function. For µ-almost every x ∈ Λ there exists ρ(x) > 0 such that if ρ < ρ(x) then
Theorem 7 above provides a non-trivial application of Theorem 9.
Remark 1. Theorem 7 is a counterpart for Poincaré recurrence of work by Barreira, Pesin, and Schmeling in [1] for pointwise dimension. Both works establish a local product structure, although for quite different quantities. Theorem 9 is a counterpart for Poincaré recurrence of work by Ledrappier and Young in [6] for the pointwise dimension.
Remark 2. The previous results should be compared with work of Ornstein and Weiss for the entropy. They showed in [7] that if σ + : Σ + → Σ + is a one-sided subshift and µ + is a σ + -invariant ergodic probability measure on Σ + , then
for µ + -almost every (i 1 i 2 · · · ) ∈ Σ + . They also showed in [7] that if σ : Σ → Σ is a two-sided subshift and µ is a σ-invariant ergodic probability measure on Σ, then
Given a two-sided shift σ : Σ → Σ it has naturally associated two onesided shifts σ + : Σ + → Σ + and σ − : Σ − → Σ − (respectively related with the future and with the past). Furthermore, any σ-invariant measure on Σ induces a σ + -invariant measure µ + on Σ + and a σ − -invariant measure µ − on Σ − , such that
It follows from (18) and (19) that for µ-almost every ω ∈ Σ, given ε > 0 if k ∈ N is sufficiently large then
Theorems 7 and 9 can be considered versions of these statements in the case of dimension. Figure 2 . Construction of the induced map f z,u on W u ε (z) ∩ R * .
Induced dynamics
In order to help establishing Theorem 9 (to be proven in Section 5.1 below), we shall show here that one can relate the unstable recurrence rate to the return rate of a certain "unstable map" which satisfies the hypotheses of Theorem 5. This "unstable map" is induced by the dynamics on the unstable direction of each element of a fixed Markov partition. A similar study can be effected for the stable recurrence rate. This allows one to see Theorem 9 as a further non-trivial application of Theorem 5.
Let f and Λ be as in Section 3.1. Let now R = {R 1 , . . . , R } be a Markov partition of the compact locally maximal hyperbolic set Λ. We recall that R satisfies the following properties (with the interior computed with respect to the induced topology on Λ):
For each R ∈ R, we denote by R * the set of points in R which return infinitely many times to R. By the Poincaré recurrence theorem we have µ(R * ) = µ(R). For each x ∈ R * we set
We define the induced map (or first return map) f R : R * → R * on R * by
Given z ∈ int R we define the unstable map f z,u on W u R * (z) Figure 2 ) by
We denote by τ u r (x, R) the return time into the ball B u (x, r) with respect to the map f z,u , i.e.
and define the corresponding lower and upper recurrence rates by
log τ u r (x, R) − log r and R u (x, R) = lim r→0 log τ u r (x, R) − log r .
Let also d u µ be as in Section 3.2. The following theorem relates the recurrence rate of the unstable map to the unstable dimension of the measure µ, and is crucial to the proof of Theorem 9.
Theorem 10. Let Λ be a compact locally maximal hyperbolic set of a topologically mixing C 1+α diffeomorphism, and µ an equilibrium measure of a Hölder continuous function. Given a Markov partition R of Λ, and R ∈ R, for µ-almost every z ∈ R and µ u z -almost every x ∈ W u R (z) we have
Define inductively the return times of the f -orbit of x to the set R by T 0 R (x) = 0 and T
for each n ∈ N. For each p ∈ N we define a new partition of Λ by
(24) For each n ∈ N we consider the new partition Z n def = n−1 k=0 f z,u −k Z. It follows immediately from the construction that T R (y) = T R (x) whenever y ∈ Z(x). Therefore, for each n ∈ N we also have T n R (y) = T n R (x) whenever y ∈ Z n (x). The following lemma provides crucial information about the geometric structure of the unstable map. Lemma 1. The following properties hold:
1. Z is a countable Markov partition of W u R * (z), with respect to the map f z,u : W u R * (z) → W u R * (z), such that f z,u | Z is onto for each Z ∈ Z; 2. there exists λ > 0 such that for each sufficiently large n ∈ N we have
3. there exist θ > 0 and α ∈ (0, 1] such that if n ∈ N, Z ∈ Z n , and x, y ∈ Z then
Proof of Lemma 1. The first statement follows easily from the definitions. For the second statement observe first that each element Z of Z n is contained in some element of the partition R T n R (x) where x ∈ Z n . Choose λ > 0 such that
for all sufficiently close x and y on the same unstable manifold. Since T n R ≥ n we obtain sup
whenever Z ∈ Z n and x ∈ Z, for all sufficiently large n. It follows immediately from the construction that f z,u | Z is onto for each Z ∈ Z. We now establish the third statement in the lemma. The Markov property of the partition R implies (through the first inclusion in (20)) that
Choose κ > 0 such that e κ is a Lipschitz constant for f . Let Z ∈ Z n and x, y ∈ Z. Since T n R (x) = T n R (y) we obtain 
Taking θ = κα + log c we obtain the third statement. This completes the proof of the lemma.
Notice that the second property in Lemma 1 corresponds to hypothesis 2 in Theorem 5.
For each n ∈ N we define still a new partition R n = n p=0 f p R. The partition R ∞ = lim n→∞ R n = {W u R (z) : z ∈ R ∈ R} is composed of local unstable manifolds, and gives rise to a family of conditional measures µ u z for µ-almost every z ∈ Λ. The measure µ u z has the explicit representation
for µ-almost every z ∈ Λ and every measurable set A ⊂ M . Each measure µ u z can be seen as a measure on W u R (z) = R ∞ (z). However, this measure may not be invariant under the unstable map f z,u on W u R * (z). We shall construct another measure m u z equivalent to µ z,u which is f z,uinvariant.
Given a set A ⊂ W u R (z) we write
We define a new measure m u z on W u R (z) by
for each measurable set A ⊂ W u R (z). Since µ(∂R) = 0 for any equilibrium measure µ (see Appendix A), the new measure m u z is a well-defined probability measure on W u R (z) such that m u z (∂Z) = 0 for µ-almost every z ∈ Λ. Here the boundary ∂Z is computed with respect to the induced topology on W u R (z). Lemma 2. There exists a constant Γ > 0 such that for µ-almost every z ∈ R the following properties hold:
1. m u z is an ergodic f z,u -invariant measure on W u R (z); 2. the measures m u z and µ u z are equivalent, and
the invariance of m u z follows immediately from the f R -invariance of the measure µ| R . The ergodicity of m u z follows from the ergodicity of µ| R . We now establish the second property. Since the Markov partition is a generating partition, it is enough to verify the equivalence of measures on cylinders, i.e. on elements of the partitions R m ∨ R n for each n and m. Observe that for each x ∈ W u R (z) we have R p (x) = R p (z) for any p ∈ N. Let m and n be positive integers, and consider the cylinder Z = R m (x) ∩ R n (x). By the Gibbs property of µ there exists a constant a > 0 (independent of m, n, and x) such that
Dividing by µ(R m (x)) and letting m → ∞, it follows from (26) that
for every n ∈ N. Since [Z, R] = R n (x), it follows from (27) that m u z (Z) = µ(R n (x))/µ(R), and hence
Setting Γ = aµ(R) −1 we obtain the desired statement.
We now establish hypothesis 3 in Theorem 5.
Lemma 3. For µ-almost every z ∈ Λ and m u z -almost every x ∈ W u R (z) there exists γ > 0 such that if n ∈ N is sufficiently large then
Proof of Lemma 3. Set µ R = µ| R /µ(R). By Kac's lemma the induced dynamical system (f R , µ R ) is ergodic and
Observe that
for each n ∈ N and x ∈ R. By Birkhoff's ergodic theorem we obtain
and thus (see (26))
for µ-almost every z ∈ Λ. By Lemma 2 we conclude that
for µ-almost every z. Hence, for m u z -almost every x ∈ W u R (z) there exists δ x > 1/µ(R) such that T n R (x) < δ x n for all n ∈ N. Furthermore δ x can be chosen in such a way that x → δ x is measurable.
Let ε > 0, δ > 0, and
for any n ∈ N (since T R (f z,u n−1 x) ≤ T n R (x) < δ x n < δn), where Z(x) denotes the element of Z containing x. Furthermore, by the construction of Z in (24) we have
We now want to show that the orbit of a typical point in Y 0 stays far away from ∂Z. Using the Markov property of the partition R, we conclude that
for any integer m ∈ N. The Hölder regularity of the product structure implies that there exists α > 0 such that
Let
and define
Using (31) we get
and by the f z,u -invariance of m u z we obtain
By (27), (32), and Proposition 16 in Appendix A, there exist constants c > 0 and ν > 0 such that
for every n ∈ N. This implies that m∈N m u z (B m ) < ∞. By the BorelCantelli lemma, for m u z -almost every x ∈ Y 0 we have that x ∈ B m for all sufficiently large m, that is,
for all sufficiently large m. Consequently, for some β > β 0 there exists a set
for all m ∈ N and each x ∈ Y (recall that the boundary ∂Z has zero measure; see Appendix A). Fix γ > (β + θδ)/α, with θ as in Lemma 1. Let x ∈ Y , n ≥ 2, and y ∈ B(x, e −γn ). It is easy to verify that
for every k ≤ n. By (33) and (34) with m = 1 and k = 0, we have
Thus y ∈ Z(x). By Lemma 1 we obtain
using (34) with k = 1. By (33) with m = 2 we have
and hence f z,u y ∈ Z(f z,u x). Thus y ∈ Z 2 (x). Again by Lemma 1 we obtain
using (34) with k = 2. We can repeat successively the above argument to conclude that for every m ≤ n we have
and hence f z,u m−1 x ∈ Z(f z,u m−1 x). Thus y ∈ Z m (x). This shows that (28) holds for any x ∈ Y and n ≥ 2. Since m u z (Y ) > 1 − 2ε, the arbitrariness of ε > 0 implies the desired statement. 
It follows from Kac's lemma (see (29)) that H m u for every x ∈ W u R (z). Combining (35), (38), and (37) we conclude that
for µ-almost every z ∈ R and µ u z -almost every x ∈ W u R (z). This completes the proof of the theorem.
Theorem 10 is a version of Theorem 4 for the induced dynamics on each rectangle of the Markov partition. With slight changes one can also establish a version of Theorem 10 for a certain "stable map" (which coincides with the unstable map with respect to f −1 ).
Proofs of the results in Sections 1-3

Proofs of the results in Section 3.
Proof of Theorem 9. We shall use the successive return times of the f -orbit of x to the set R defined by T 0 R (x) = 0 and by (23) for each n ∈ N. Let R be a Markov partition for (Λ, f ). Given R ∈ R and x ∈ R we consider the integer τ u r (x, R) defined by (22). It follows readily from (25) that τ
with f R as in (21). Therefore
Furthermore, since µ is ergodic it follows from Kac's Lemma (see (29)) and (30) that
for µ-almost every x ∈ Λ, where R(x) denotes the element of R containing the point x. Therefore
for µ-almost every x ∈ Λ. Fix ρ > 0 and consider now two Markov partitions R + and R − for (Λ, f ). We assume that R − has diameter at most ρ (it is well known that there exist Markov partitions of arbitrarily small diameter), and define
where R − (x) and R + (x) denote respectively the elements of R − and R + containing x. Since Λ is an invariant set, the orbit of every point x ∈ Λ is fully contained in Λ, and thus (even though the set B(x, ρ)∩Λ in (41) cannot in general be replaced by B(x, ρ)) one can use (41) and (39) to obtain
for µ-almost every x ∈ Λ ρ (R + ). It follows from (40) that
for µ-almost every x ∈ Λ ρ (R + ). By Theorem 10 we have
for µ-almost every x ∈ Λ. We conclude from (42) and (43) that
for µ-almost every x ∈ Λ ρ (R + ) and all sufficiently small ρ > 0. Since ∂R + has zero measure (see Appendix A), the set ρ>0 Λ ρ (R + ) has full µ-measure, and hence the identities in (44) hold for µ-almost every x ∈ Λ and all sufficiently small ρ > 0 (possibly depending on x).
One can obtain a version of Theorem 10 for the stable direction (by replacing f by f −1 , and the index u by s everywhere). Using similar arguments to those above, this can be used to show that
for µ-almost every x ∈ Λ and all sufficiently small ρ > 0 (possibly depending on x) . It follows from (44) and (45) that the limits in (16) and (17) are not necessary provided that ρ is taken sufficiently small. Therefore, we have
for µ-almost every x ∈ Λ and all sufficiently small ρ > 0 (possibly depending on x). This completes the proof of the theorem.
Proof of Theorem 7. It was established by Barreira, Pesin, and Schmeling
for µ-almost every x ∈ Λ. In [2] , Barreira and Saussol showed that
for µ-almost every x ∈ Λ. This implies that R(x) is well-defined for µ-almost every x ∈ Λ. Finally, it follows from Theorem 9 that
for µ-almost every x ∈ Λ. This establishes the first statement in the theorem. The second statement is an immediate consequence of the first one.
5.2.
Proofs of the results in Section 2. Let T be a Borel-measurable transformation on the metric space X, and µ a T -invariant probability measure on X. The return time of the point y ∈ B(x, r) into B(x, r) is defined by
For each x ∈ X and each r, ε > 0, we consider the set
We say that the measure µ has long return time (with respect to T ) if
for µ-almost every x ∈ X and every sufficiently small ε > 0. The class of measures with long return time includes for example equilibrium measures supported on locally maximal hyperbolic sets (see [2] for a detailed discussion and for other examples of measures with long return time). We have the following criterion.
Proposition 11 ([2]
). Let T be a Borel-measurable transformation on a set X ⊂ R d for some d ∈ N, and µ a T -invariant probability measure on X. If µ has long return time, and d µ (x) > 0 for µ-almost every x ∈ X, then the identities in (12) hold for µ-almost every x ∈ X.
We say that a measure µ is weakly diametrically regular on a set Z ⊂ X if there is a constant η > 1 such that for µ-almost every x ∈ Z and every ε > 0, there exists δ > 0 such that if r < δ then
One can easily verify that if µ is a weakly diametrically regular measure on a set Z, then for every fixed constant η > 1, there exists δ = δ(x, ε, η) > 0 for µ-almost every x ∈ Z and every ε > 0, such that (47) holds for every r < δ. The following is a criterion for weak diametric regularity.
Proposition 12 ([2]
). Let µ be a probability measure on a measurable set
Then µ is weakly diametrically regular on Z.
We define the return time of a set A into itself by
Saussol, Troubetzkoy, and Vaienti show in [8] that the return time of an element of the partition Z n = n−1 k=0 T −k Z into itself is "typically large", in the following sense.
Proposition 13 ( [8] ). Let T : W → W be a measurable transformation preserving an ergodic probability measure µ. If Z is a finite or countable measurable partition with entropy h µ (T, Z) > 0 then
We shall use these statements in the proof of Theorem 5.
Proof of Theorem 5. We first show that the entropy h µ (g) is finite and nonzero. Set σ n = sup{µ(Z) : Z ∈ Z n }. It follows from (11) and the nonatomicity of the measure µ that σ n → 0 as n → ∞. Otherwise there would exist x ∈ W and ε > 0 such that µ(Z n (x)) → ε as n → ∞. But using (11) we have n∈N Z n (x) = {x} and thus µ({x}) = ε > 0, which contradicts the non-atomicity of the measure µ. In particular, there exists p ∈ N such that σ p < 1/κ. Using (10) we find that
for every x ∈ W and every n ∈ N. The Shannon-McMillan-Breiman theorem implies that
Furthermore, it follows from (11) that Z is a generating partition and hence
Our assumptions insure that for µ-almost every point x ∈ W there exists γ > 0 such that
for all sufficiently large n. The Shannon-McMillan-Breiman theorem implies that
Since h µ (g, Z) > 0 we can apply Proposition 13. By hypothesis 3 in the theorem we conclude that for µ-almost every x ∈ W there exists γ > 0 such that
The first identity follows easily from the fact that given r > 0 there exists n = n(r) ∈ N such that e −γ(n+1) < r ≤ e −γn and thus
It follows from (48) that
whenever k is a positive integer such that k < − 1 2γ log r and r is sufficiently small.
Set B k = y∈B(x,r) Z k (y) and write B k as a disjoint union
The inequality (10) implies that
By hypothesis 2 we have B k ⊂ B(x, r + e −λk ) for all sufficiently small r > 0, and hence µ(B(x, r) ∩ g −k B(x, r)) µ(B(x, r)) ≤ κµ(B(x, r + e −λk )). 
for all sufficiently small r > 0. Since d µ (x) > 0 for µ-almost every x ∈ W , this readily implies that lim r→0 log µ(A ε (x, r)) log µ(B(x, r))
for µ-almost every x ∈ W , and thus the measure µ has long return time.
The desired statement follows now immediately from Proposition 11.
Proof of Theorem 4. Let Z be a (finite) Markov partition of X (with respect to the map T ). Clearly H µ (Z) < ∞. We want to verify the remaining hypotheses in Theorem 5. Under the assumptions in the theorem, each equilibrium measure of a Hölder continuous function possesses the Gibbs property, and thus there exists a constant κ > 0 such that
for every n, m ∈ N and x ∈ X. In particular hypothesis 1 in Theorem 5 holds with
Since T is expanding the diameter of Z n converges exponentially fast to zero, and hypothesis 2 holds. Hypothesis 3 follows from Proposition 16 in Appendix A and the discussion thereafter. The desired result follows now immediately from Theorem 5. Proof of Theorem 2. We want to apply Theorem 5. Consider the T -invariant ergodic probability measure µ defined in (13). Let Z be the partition into intervals I n = (
n ) for each n ∈ N. One can easily verify that H µ (Z) < ∞ and that sup Z∈Zn diam Z tends exponentially fast to zero as n → ∞.
It is well known that there exists ∆ > 0 such that
for every x ∈ (0, 1), n ∈ N, and y ∈ Z n (x). Furthermore, we have T n Z n (x) = (0, 1) for each x ∈ (0, 1) and each n ∈ N. Using this information it is straightforward to show that there exists a constant Γ > 0 such that
for every x ∈ (0, 1) and n ∈ N. This guarantees that the inequality (10) holds with κ = Γ 3 . It remains to verify hypothesis 3 in Theorem 5. Using the invariance of µ we obtain
By the Borel-Cantelli lemma we conclude that for µ-almost every x ∈ (0, 1) we have d(T n x, ∂T n Z n (x)) ≥ e −n for all sufficiently large n ∈ N. Therefore for µ-almost every x ∈ (0, 1) we have
for all sufficiently large n ∈ N. By Birkhoff's ergodic theorem we have
for µ-almost every x ∈ (0, 1). Choose γ > 1 + λ. By (50) we obtain B(x, e −γn ) ⊂ Z n (x) for µ-almost every x ∈ (0, 1) and all sufficiently large n ∈ N. We have thus verified all the hypothesis in Theorem 5.
Since the measure µ is equivalent to Lebesgue, we have d µ (x) = d µ (x) = 1 for every x ∈ (0, 1). The desired result follows now immediately from Theorem 5.
Proof of Theorem 3. The desired statement is contained in Theorem 9.
Appendix A. Neighborhood of Markov partitions
In this appendix we study the boundaries of Markov partitions for hyperbolic sets. Let R be such a partition. It is well known that ∂R has zero measure with respect to any equilibrium measure. This is a simple consequence of the fact that ∂R is a closed nowhere dense set.
On the other hand, in Section 5 above we require an estimate on the measure of the ε-neighborhood of ∂R (see the proofs of Theorem 10 and Lemma 3). More precisely, in Section 4 we started with a hyperbolic set and constructed with an induction procedure a system having countably many components. It is essential for us to estimate the measure of the neighborhoods of the singularities, which in fact is related to the measure of the boundary of the original Markov partition for the hyperbolic set.
While such an estimate may be easier to obtain when each element of R has a piecewise smooth boundary (such as in the case of hyperbolic toral automorphisms of the 2-torus), it is well known that Markov partitions may have a very complicated boundary. In particular, it was first discovered by Bowen in [4] that ∂R need not be piecewise smooth (Bowen considered hyperbolic toral automorphisms of the 3-torus).
Nevertheless, we are able to prove below that the measure of the ε-neighborhood of the boundary of a Markov partition (for repellers or locally maximal hyperbolic sets, and arbitrary Gibbs measures) is at most polynomial in ε. We also consider expansive homeomorphisms with the specification property. The proofs rely entirely on the thermodynamic formalism.
Let f : X → X be a homeomorphism of the compact metric space (X, d). For each n ∈ N we define a new distance d n on X by
We denote by B n (x, δ) the ball centered at x of radius δ with respect to the distance d n . Given a function ϕ : X → R and n ∈ N we define the new function
Let V (X) be the family of continuous functions with bounded variation, i.e. the continuous functions ϕ : X → R such that there exist ε > 0 and δ > 0 such that for each n ∈ N we have
When f is an expansive homeomorphism with the specification property, each function ϕ ∈ V (X) has a unique equilibrium measure that we shall denote by µ ϕ . We denote by η(f ) the supremum of the expansivity constants for f . We shall denote the topological pressure of a function ϕ with respect to the dynamical system f |X by P X (ϕ). Since we only need to consider compact f -invariant sets we shall use Ruelle's classical definition.
Theorem 14. Let f : X → X be an expansive homeomorphism with the specification property of the compact metric space X. For each η < 8η(f ), each ϕ ∈ V (X), and each compact f -invariant set K ⊂ X with K = X there exist c > 0 and ν > 0 such that if n ∈ N then
Proof. We first show that P K (ϕ) < P X (ϕ). Since K is a compact f -invariant set, f | K is expansive, and ϕ| K ∈ V (K), there exists an equilibrium measure µ K of the function ϕ| K with respect to the dynamical system f | K . Clearly supp µ K ⊂ K. By the specification property, we have supp µ ϕ = X, and hence µ K = µ ϕ . By the uniqueness of the equilibrium measure µ ϕ we obtain
Let E n ⊂ K be any set such that
Set K n = {x ∈ X : d n (x, K) < η}. It is clear that
It is well known (see for example [5, Lemma 20.3.4] ) that µ(B n (y, 2η)) ≤ ζ exp[−nP X (ϕ) + ϕ n (y)]
for some constant ζ > 0 independent of n ∈ N and y ∈ X, and thus µ(K n ) ≤ y∈En µ(B n (y, 2η)) ≤ ζ y∈En e −nP X (ϕ)+ϕn(y) .
Since f | K is expansive we have
En y∈En e ϕn(y) ,
where the infimum is taken over all sets E n for which (52) holds. Therefore lim n→∞ 1 n log µ(K n ) ≤ P K (ϕ) − P X (ϕ) < 0.
This completes the proof of the theorem.
It follows from the proof of the theorem that it is possible to take any constant ν > 0 in (51) such that ν < P X (ϕ) − P K (ϕ).
Let Λ be a hyperbolic set of a diffeomorphism f , and consider a Markov partition R = {R 1 , . . . , R p } of Λ. The boundary of R is the union of the stable boundary
and the unstable boundary
Moreover, f (∂ s R) ⊂ ∂ s R and f −1 (∂ u R) ⊂ ∂ u R.
The sets ∂ s R, ∂ u R, and ∂R = ∂ s R ∪ ∂ u R are nowhere dense, and hence they have zero measure with respect to any ergodic invariant measure with full support. The following statement shows that the ε-neighborhood of ∂R is at most polynomial in ε.
Theorem 15. Let Λ be a compact locally maximal hyperbolic set of a topologically mixing C 1+α diffeomorphism f , and µ an equilibrium measure of a Hölder continuous function. For any Markov partition R of Λ there exist constants c > 0 and ν > 0 such that if ε > 0 then µ({x ∈ Λ : d(x, ∂R) < ε}) ≤ cε ν .
Proof. Observe that
for every x, y ∈ Λ. Since ϕ is Hölder continuous, we have ϕ ∈ V (X). For any compact set K ⊂ Λ such that f (K) ⊂ K = Λ, it follows from Theorem 14 and (54) that there exist constants c = c(f, K) > 0 and ν = ν(f, K) > 0 such that µ({x ∈ Λ : d(x, K) < ε}) ≤ c(f, K)ε ν(f,K) .
Using (55) with K = ∂ s R we obtain µ({x ∈ Λ : d(x, ∂ s R) < ε}) ≤ c(f, ∂ s R)ε ν(f,∂ s R) .
Similarly, using (55) with K = ∂ u R with respect to f −1 (note that equilibrium measures of a function ϕ with respect to f and to f −1 coincide) we obtain µ({x ∈ Λ : d(x, ∂ u R) < ε}) ≤ c(f
Furthermore, we have {x ∈ Λ : d(x, ∂R) < ε} ⊂ {x ∈ Λ : d(x, ∂ s R) < ε} ∪ {x ∈ Λ : d(x, ∂ u R) < ε}.
The desired statement follows immediately from this inclusion.
Set L = max{ d x f : x ∈ Λ}. It follows from the proof of Theorem 15 that it is possible to take any constant ν > 0 in (53) such that ν < P Λ (ϕ) − P I(∂R) (ϕ) log L
for some potential ϕ of µ, where
is the invariant hull of ∂R. When µ is the measure of maximal entropy one can set ϕ = 0, and thus the inequality in (56) becomes
Since ∂R is not an invariant set, the entropy h(f |∂R) must be computed using Pesin's definition of topological entropy as a Carathéodory dimension characteristic. Since ∂R is nowhere dense it always avoids some cylinder, and thus h(f |∂R) < h(f |Λ).
We now consider the neighborhood of the iterated Markov partition R n = Proof. Since L is a Lipschitz constant for f , if d(x, ∂R n ) < 1/σ n then d(f k x, ∂R) < L k /σ n for some k < n. By Theorem 15 we conclude that
This completes the proof.
With a little more care we could have shown (and this is optimal) that if λ denotes the largest Lyapunov exponent (with respect to the measure µ), then σ can be taken arbitrarily close to e λ .
With straightforward modifications one can also establish the statements in Theorem 15 and Proposition 16 (as well as those described below) in the case of repellers.
A direct application of Proposition 16 gives
and the Borel-Cantelli lemma shows that for µ-almost every x ∈ Λ, we have B(x, σ −n ) ∩ Λ ⊂ R n (x) for all sufficiently large n ∈ N. Here R n (x) is the element of R n containing x. This shows that hypothesis 3 in Theorem 5 is always satisfied when Z = R is a Markov partition of a hyperbolic set. 
