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Abstract
Extracting the rules of real-world biological multi-agent behaviors is a current
challenge in various scientific and engineering fields. Biological agents generally
have limited observation and mechanical constraints; however, most of the conven-
tional data-driven models ignore such assumptions, resulting in lack of biological
plausibility and model interpretability for behavioral analyses in biological and
cognitive science. Here we propose sequential generative models with partial
observation and mechanical constraints, which can visualize whose information
the agents utilize and can generate biologically plausible actions. We formulate
this as a decentralized multi-agent imitation learning problem, leveraging binary
partial observation models with a Gumbel-Softmax reparameterization and policy
models based on hierarchical variational recurrent neural networks with physical
and biomechanical constraints. We investigate the empirical performances using
real-world multi-person motion datasets from basketball and soccer games.
1 Introduction
Extracting the rules of biological multi-agent behaviors in complex real world environments from
data is a fundamental problem in a variety of scientific and engineering fields. For example, animals,
vehicles, pedestrians, and athletes observe other’s states and execute their own actions with the
body constraints in complex situations. In these processes, they observe other’s movements and
make decisions, e.g., based on their experiences and knowledge, under spatiotemporal constraints.
Pioneering works proposed various ways of rule-based modeling such as in human pedestrians
[25] and animal groups [13] using hand-crafted functions (sometimes called social forces). Recent
advances in machine learning have enabled data-driven modeling of such behaviors (see Section 4).
These problems are formulated as imitation learning, generative adversarial learning, or (simply)
sequential learning, often leveraging (deep) sequential generative models.
However, most of these works employ the following three concepts to improve prediction performance:
i) they can fully utilize environmental information or that based on pre-determined rules (e.g., [13]);
ii) they can optimize communication based on the centralized control; and iii) they ignore the
mechanical constraints of the agent’s body, resulting in biologically unrealistic behaviors. Although
such ideas improve the predictability, interpretable modeling based on biological plausibility [12]
is also important for scientific understanding, which is the motivation of this paper. Biological
organisms in a real-world generally have limited communication and observation (i.e., they should
be considered as partially observable decentralized systems for analyzing their observations). The
body constraints such as inertia during motion planning can be described by the principles of robotics
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and computational neuroscience [15, 53] (see Section 2.4), to generate smooth biological motions.
Therefore, modeling of the agent’s observation and of biologically plausible motions would contribute
to the understanding of biological multi-agent behaviors in complex real-world environments, which
is one of the challenges in biological and cognitive science.
In this paper, we propose sequential generative models with partial observation and mechanical
constraints, which can visualize whose information the agents utilize and can generate biologically
plausible behaviors. We formulate this as a decentralized multi-agent imitation learning problem,
leveraging partial observation models with a Gumbel-Softmax reparameterization (Sections 2.2 and
3.2) and hierarchical policy models based on deep sequential generative models with stochastic latent
variables and mechanical constraints (Sections 2.3, 2.4, and 3.3). A team sport is an example that
can be addressed with the above approach. Players observe others’ states [18, 21], while actively
and/or passively ignoring less informative agents [20] regardless of the distance, and execute complex
actions. We investigate the empirical performance by using real-world ballgame datasets.
In summary, our main contributions are as follows: (1) we propose sequential generative models
with interpretable partial observation and mechanical constraints, contributing to the analysis of
real-world multi-agent behaviors; (2) as a decentralized multi-agent imitation learning problem, our
hierarchical policy models leverage binary partial observation and mechanical constraints, which
can be compatible with many existing deep generative models; (3) our approach is validated by
visualizing, evaluating, and counterfactually manipulating partial observation and predicted plausible
behaviors using real-world basketball and soccer datasets. In the remainder of this paper, we describe
the background of our problem and our method in Sections 2 and Section 3, overview related works
in Section 4, present experimental results in Section 5, and conclude this paper in Section 6.
2 Background
We formulate our problem as a decentralized multi-agent imitation learning problem in partially
observable Markov decision process (POMDP) for analyzing their observations, with the assumption
that biological multi-agents may behave as decentralized agents in the short-term (e.g., several
seconds). Our model includes observation and policy models based on the learning of partial
observation and nonlinear dynamics with mechanical constraints, respectively. Here, we introduce
imitation learning for decentralized multi-agent in POMDP, observation models with attention
mechanism, sequential generative models for the policy modeling, and biomechanical constraints.
2.1 Imitation learning for decentralized multi-agent systems in POMDP
Here we consider a multi-agent problem that can be formulated as decentralized POMDP [33, 6, 44].
It is basically defined as a tuple (K,S,A, T , R,O,Z, γ), where K is the fixed number of agents;
S is the set of states s; A = [A1, ..., AK ] represents the set of joint action ~a and Ak is the set
of local action ak that agent k can take; the transition model T (s′|s,~a) : S × A × S → [0, 1];
R = [R1, ..., RK ] : S × A→ RK is the joint reward function; O = [O1, ..., OK ] is the set of joint
observation ~o controlled by the observation function Z : S×A→ O; γ ∈ [0, 1] is the discount factor.
In on-policy reinforcement learning, the agent learns a policy pik : Ok×A→ [0, 1] that can maximize
E[Gi] where Gi =
∑T
t=1 γ
tRtk is the discount return and T is the time horizon. In a decentralized
multi-agent system in complex real-world environments such as team sports, transition model and
reward function are generally difficult to design explicitly. Instead, since we can sometimes utilize
the demonstrations of expert behaviors, we can formulate our problem as imitation learning.
The goal in imitation learning is to learn a policy pi that imitates an expert policy piE given demonstra-
tions from that expert [50, 48]. In multi-agent imitation learning, we have K agents to achieve a com-
mon goal. Based on the notation of [48], in the case of a fully centralized multi-agent policy for clarity,
let ~pi(~o) := ~a denote the joint policy that maps the joint observation ~o = [o1, . . . , oK ] into K actions
~a = [a1, . . . , aK ]. Training data D consists of multiple demonstrations of K agents. The decentral-
ized setting decomposes the joint policy ~pi = [pi1, . . . , piK ] intoK policies, sometimes tailored to each
specific agent index or role. The loss function is then: Limitation =
∑K
k=1 Esk∼dpik [`(pik(ok))] ,
where dpik denotes the distribution of states experienced by joint policy pik (again, ok is determined
by sk and ak) and ` is the imitation loss defined over the demonstrations. This formulation assumes
assignment of appropriate roles for each agent (for details, see Appendix A).
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2.2 Partial observation models using Gumbel-Softmax reparameterization
A naive approach for neural network-based partial observation is to employ soft and hard atten-
tion mechanisms. Attention is widely used in applications including natural language processing
[2], computer vision [54], and multi-agent reinforcement learning (MARL) in virtual environ-
ments [44, 31, 28]. Soft attention calculates an importance distribution of elements (e.g., agents):
wk = exp(pk)/
∑K
i=1 exp(pi), where pk is a scalar variable for an agent k. Soft attention is fully
differentiable and thus can be trained with back-propagation. However, it usually assigns non-zero
probabilities to unrelated elements, i.e., it cannot directly reduce the number of agents.
Hard attention focuses solely on an important element but is basically non-differentiable due to the
selection based on sampling. Among differentiable models with discrete variables, an approach
employing Gumbel-Softmax reparameterization [30, 43] can be effectively implemented via a contin-
uous relaxation of a discrete categorical distribution. In summary, given K-categorical distribution
parameters p, a differentiable K-dimensional one-hot encoding sample G from the Gumbel-Softmax
distribution can be computed as: G(logp)k = exp((logpk + )/τ)/
∑K
i=0 exp((logpi + )/τ), where
 are i.i.d. samples from a Gumbel(0, 1) distribution, i.e.,  = −log(−log(u)), u ∼ U [0, 1]. U is
a uniform distribution and τ is the softmax temperature parameter. However, the resulting one-hot
vector [G(logp)1, . . . , G(logp)K ] is insufficient to represent the observation of more than one agent.
2.3 Sequential generative model
Agent trajectories or actions in real-world environments have been recently modeled as sequential
generative models (for details, see Section 4). In this subsection, we consider single agent modeling
for simplicity. Let a≤T = {a1, . . . , aT } denote a sequence of actions of length T . The goal of
sequential generative modeling is to learn the distribution over sequential dataD consisting of multiple
demonstrations. We assume that all sequences have the same length T , but in general, this does not
need to be the case. A common approach is to factorize the joint distribution and then maximize the
log-likelihood θ∗ = arg maxθ
∑
a≤T∈D log pθ(a≤T ) = arg maxθ
∑
a≤T∈D
∑T
t=1 log pθ(at|a<t),
where θ denotes the model’s learnable parameters, such as recurrent neural networks (RNNs).
However, RNNs with simple output distributions often struggle to capture highly variable and
structured sequential data (e.g., multimodal behaviors) [59]. Recent work in sequential generative
models addressed this issue by injecting stochastic latent variables into the model and optimizing
using amortized variational inference to learn the latent variables [11, 17, 22] (see Section 4). Among
these methods, a variational RNN (VRNN) [11] has been widely used in base models for multi-agent
trajectories [56, 59]. Note that our VRNN-based approach is also compatible with other sequential
generative models. A VRNN is essentially a variational autoencoder (VAE) conditioned on the hidden
state of an RNN and is trained by maximizing the (sequential) evidence lower-bound (ELBO):
Eqφ(z≤T |a≤T )
[
T∑
t=1
log pθ(at | z≤t, a<t)−DKL
(
qφ(zt | a≤t, z<t)||pθ(zt | a<t, z<t)
)]
, (1)
where z is a stochastic latent variable. The first term is the reconstruction term and pθ(at | z≤t, a<t) is
generative model. The second term is the Kullback-Leibler (KL) divergence between the approximate
posterior or inference model qφ(zt | a≤t, z<t) and the prior pθ(zt | a<t, z<t). Eq. (1) can be
interpreted as the ELBO of VAE summed over each timestep t. For further details, see Appendix B.
2.4 Biomechanical constraints
In robotics and computational neuroscience, the path planning in smooth and flexible biological
motions is a classical problem [15, 53]. Most research has focused on individual multi-joint motions.
However, in our multi-agent cases, datasets often include only a mass-point for each agent. Thus, we
can utilize the principles of biological mass-point motions such as end-point effectors. A minimum-
jerk principle [15] is a simple and well-known principle for biological motor planning of voluntary
motion in an end-point effector. It minimizes the motor cost: C = (1/2)
∫ T
0
||(d3x/dt3)||22dt, where
x is multi-dimensional position vector and ‖ · ‖2 is the Euclidean norm. We propose a simply
applicable biomechanical constraint for learning a sequential model inspired by this principle.
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Figure 1: Diagram of our model. For clarity, we omitted the time index t. The agent k perceives the
state st−1 and outputs the action at,k. The detailed configuration is described in the main text.
3 Proposed Method
In this section, we propose sequential generative models for policy models with partial observation
and mechanical constraints (Figure 1), which can visualize whose information the agents utilize and
can generate plausible behaviors. We leverage binary partial observation models and a hierarchical
VRNN with mechanical constraints. We first overview our model, then propose a binary partial
observation model and policy models with mechanical constraints, and describe the learning method.
3.1 Overview
As an imitation learning problem for decentralized multi-agent systems in POMDP, we aim to learn a
policy ~pi = [pi1, . . . , piK ] that imitates an expert policy ~piE = [piE1 , . . . , piEK ] given the expert action
sequences of K agents: a≤T = {a≤T,1, . . . , a≤T,K} under biologically realistic constraints. As
shown in Figure 1, the agent perceives the state st−1 and performs path planning for the action at,k.
In this paper, since we consider the decentralized model, we train independent models for each agent.
Our model consists of a partial observation, local policy, macro-goal, and mechanical constraints.
We first propose a binary vector bt,k of the partial observation model defined in Section 3.2. The
model also utilizes macro-goals [59] for long-term prediction modified for our decentralized and
partially-observable problem (see Appendix C). Note that organism behaviors are generally generated
by path planning including cognitive and motor factors of which rules are partially unknown [19].
For example, some cognitive factors (often higher-level factors such as tactics) remain unknown. We
therefore adopt a nonlinear transition model (see Section 4) for the local policy pik, specifically based
on a VRNN [11], which can generate a trajectory with multiple variations [59, 56, 51]. As previously
emphasized, our approach is also applicable to other sequential generative models.
In the previous works (e.g., [59, 56]), the action generated by pik is usually the agent’s position. How-
ever, these papers reported difficulty in learning velocity and acceleration (e.g., change in direction of
motion), which are critical to our problem. We aim to obtain policy models to generate biologically
plausible actions in terms of position, velocity, and acceleration. Our solution incorporates mechani-
cal constraints into the policy learning. We describe the details for the policy model, macro-goal, and
mechanical constraints in Section 3.3.
3.2 Binary partial observation model
To model partial observation in a multi-agent setting, we propose a binary partial observation model
using Gumbel-Softmax reparameterization. As shown in Figure 1, the model is trained to map input
state vector st = [st,1, . . . , st,K ] ∈ Rds×K to a latent binary vector bt,k of an agent k at each time t,
where ds is the dimension of the state for each agent. We consider a partially observable environment,
where each agent k receives a binary vector bt,k := [etk,1, e
t
k,2, . . . , e
t
k,K ] ∈ {0, 1}K . That is, bt,k
consists of an arbitrary number of zeros and ones. In this paper, bt,k for an agent k is designed to
represent the importance of all agents, used as the observation coefficients described below.
To obtain the binarized differentiable vector bt,k, we linearly project a state vector st,k into embedded
matrices ft,k ∈ RK×de and dual-channels f ′t,k ∈ RK×2 , where de is the embedding dimension. The
former embedding can transform the state into a distributed representation, which can be directly
weighted by bt,k as described below (note that e.g., Cartesian coordinates cannot be directly weighted
in principle). The latter dual-channel projection inspired by [40] allows each dimension in f ′t,k
(and finally in bt,k) to represent multiple agents’ importance (not limited to the one-hot approach in
Section 2.2). We perform a categorical reparameterization trick with Gumbel-Softmax [30] on the
second dimension of the dual-channel f ′t,k (rather than on the first dimension as used in the attention
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mechanisms in 2.2). Since the two channels are linked together by Gumbel-Softmax, it is sufficient
to simply pick one of them. That is, etk,i = [Gumbel–Softmax([f
′
t,k]i)]1, where [·]i denotes [·]’s i-th
element. This method is differentiable and allows direct back-propagation in our framework.
We then compute the observation vector ot,k as the input to the subsequent policy learning. We
concatenate the element-wise product of binary vector bt,k (observation coefficients) and the em-
bedded matrices ft,k for all agents: ot,k = [etk,1[ft,k]1, . . . , e
t
k,K [ft,k]K ] ∈ RdeK . This allows us to
eliminate the information from unrelated agents, and to focus on only the important agents.
3.3 Hierarchical VRNN with macro-goals and mechanical constraints
Hierarchical VRNN with macro-goals. First, we perform VRNN modeling with conditional context
information including the observation and macro-goals, as illustrated in Figure 2. To model an agent’s
macroscopic intent during path planning, we employ weak labels for macro-goals used in [59].
Figure 2: Graphical illus-
tration of our model.
This method is currently one of the best methods for long-term prediction
because it utilizes the future positional information trained by weak labels
(for details, see Appendix C). Here we use a macro goal as a part of the
planner and modify it in a decentralized and partially observable setting (see
Appendix C). We use the partial observation ot−1,k and independently learn
the decentralized macro-goal g′t,k (not shared between agents). Overall, our
VRNN-based model becomes:
pθk(at,k|o<t,k) = N (at,k|µt,kdec, (σt,kdec)2) (2)
where [µt,kdec, σ
t,k
dec] = ϕ
k
dec(ot−1,k, zt,k, ht−1,k, g
′
t,k), ϕ
k
dec is the Gaussian
VRNN decoder , zkt is the VRNN latent variable, and ht,k is the hidden
state of an RNN. To sample macro-goals, we train another RNN-model
in a similar manner to that in [59]: p(g′t,k|g′<t,k) = N (g′t,k|µt,kg′ , (σt,kg′ )2),
where [µt,kg′ , σ
t,k
g′ ] = ϕg′k(hg,t−1,k, ot−1,k), ϕg′k is the Gaussian macro-goal
decoder, and hg,t−1,k summarizes the history of macro-goals.
Mechanical constraints. Next, we model mechanical constraints for training of the policy model.
We propose two types of mechanical constraints: a biomechanical constraint for the smooth path
planning as mentioned above and physical constraints in multiple dimensions (i.e., position, velocity,
and acceleration). We aim to obtain policy models to generate biologically plausible actions in terms
of the above dimensions. The detailed objective function is described in Section 3.4.
For the biomechanical constraint, we consider a minimum-jerk principle [15] as mentioned in Section
2.4. However, this principle assumes that we know the start and end times of the movement. Then,
we consider the penalty for minimum change in acceleration, only considering the current and next
acceleration, in an analogous way of the minimum torque change principle in multi-joint motion [53].
That is, we propose the penalty which minimizes the difference between the predicted acceleration
aˆacc,t and the true acceleration aacc,t+1 in the next step. For example, a negative log-likelihood
(NLL) − log pθ(aacc,t+1 | z≤t, o<t, g′<t) or a Euclidean norm ‖aacc,t+1 − aˆacc,t‖22 can be used.
Secondly, we propose physical constraints between multiple dimensions to consistently learn the
relationship. Obviously, the model can effectively learn the output dimension (e.g., position) but not
the others (e.g., velocity). By contrast, learning multiple dimensions results in physically-unrealistic
and inconsistent predictions between the dimensions. We then propose two physical penalties for
the predicted and eliminated output dimensions. For clarity, the following example uses velocity.
For the predicted dimension, we propose a penalty between the directly and indirectly predicted
velocity denoted by aˆvel,t and a˜vel,t = (aˆpos,t − aˆpos,t−1)/∆t, respectively, where the aˆpos,t is
directly predicted position and ∆t is a sampling interval. For example, a KL divergence between
the two distributions (below) or the Euclidean norm can be proposed. It can be also computed for
acceleration, but not for position in principle. For the eliminated dimension, we propose a penalty
between the indirect prediction a˜m,t and true am,t, where m = {pos, vel, acc}, e.g., a NLL between
the distribution of a˜m,t and am,t (below) or the Euclidean norm.
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3.4 Learning
The objective function becomes a sequential ELBO of the hierarchical VRNN and the penalties of
the mechanical constraints. The ELBO for agent k is: Lvrnn = Eqφ(z≤T |o≤t,g′≤t)
∑T
t=1[log pθ(at |
z≤t, o<t, g′≤t) − DKL(qφ(zt | o≤t, z<t, g′≤t)||pθ(zt | o<t, z<t, g′≤t))]. For brevity, the symbol of
the agent k is now shown here. The penalties for mechanical constraints Lbody are:
T∑
t=2
[
DKL(pθ(aˆm′,t | z≤t, o<t, g′≤t)||pθ(a˜m′,t | z≤t, o<t, g′≤t))− log pθ(aacc,t+1 | z≤t, o<t, g′≤t)
]
,
(3)
where m′ = {vel, acc} indicates velocity and acceleration as action outputs, depending on experi-
mental conditions. The first term is the penalty for consistently learning the relationship between
the directly and indirectly estimated dimensions. If we eliminate some dimensions (e.g., position),
we can add NLLs as the penalty between the distribution of the indirect prediction and ground truth:
− log pθ(am,t | z≤t, o<t, g′<t). The second term is the biomechanical smoothing penalty, which
minimizes the difference between the distribution of the directly or indirectly predicted (aˆacc,t or
a˜acc,t) and the observed acceleration aacc,t+1 in the next step. We jointly maximize Lvrnn + λLbody
with respect to all of model parameters (for the specific regularization parameter λ, see Appendix D).
4 Related Work
Deep generative models for sequential data. There has been recently increasing interest in deep
generative models for sequential data, because of the flexibility of deep learning and (often proba-
bilistic) generative models. In particular, many researchers intensively developed the methods for the
physical systems with governing equations, such as in a bouncing ball and a pendulum. These works
modeled latent linear state space dynamics (e.g., [34, 16]) or ordinary differential equations (e.g.,
[9, 57]) mainly without RNNs. Meanwhile, in biological systems with partially unknown governing
equations (e.g., external forces and/or non-trivial interactions), RNN-based models are still in use
(see below). Among the RNN-based generative models [11, 17, 22], we incorporate a VRNN [11]
with a stochastic latent state into the observation model and prior knowledge about mechanics.
Biological multi-agent trajectory prediction. In existing researches in various biological multi-
agent trajectories, pedestrian prediction problems including rule-based models (e.g., [25]) have been
widely investigated for a long time. Recent works using RNN-based models (e.g., [1, 24]) effectively
aggregated information across multiple persons using specialized pooling modules, but most of which
predicted trajectories in a centralized manner. Vehicle trajectory prediction has been intensively
researched, often using deep generative models based on RNNs [4, 47, 52], whereas little research
has focused on animals [14, 32]. For sports multi-agent trajectory prediction such as basketball and
soccer, most methods have leveraged RNNs [60, 38, 42, 37, 29] including VRNNs [59, 56], although
some have utilized generative adversarial networks [8, 27] without RNNs. Most of these works
assumed full observation to achieve long-term prediction (e.g., [59, 56]), except for an image-based
work on partial observation [51]. In contrast, we aim to model decentralized biological multi-agent
systems and visualize their partial observations for behavioral analyses in real-world agents.
Observation in multi-agent systems. In pure rule-based models, researchers investigating animals
and vehicles conventionally proposed pre-defined observation rules based on specific distances and
visual angles (e.g., [13]), the specific number of the nearest agents (e.g., [3]), or other environments
(e.g., [58]). However, it is difficult to define interactions between agents using pre-defined rules
in general large-scale multi-agent systems. Thus, methods for learning interaction between agents
have been proposed, particularly for MARL in virtual environments [44, 31, 28, 41]. In real-world
multi-agent systems, a few applications in vehicles [39] and physical and biological systems [23, 51]
existed. However, binary observation in a decentralized setting has not previously been considered.
5 Experiments
We quantitatively compared our models to various baselines using basketball and soccer game
datasets. The former dataset includes observation of smaller players and more frequent fine-grained
acceleration due to the smaller playing area than the latter. We mainly visualize the results of
the basketball dataset, but quantitatively validated our methods using both datasets to demonstrate
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versatility. In the experiments, we focused on learning team defense policies such as [38] because
defensive players can be regarded as decentralized agents for short-term periods (several seconds).
We provided the states of the offense players and the ball as hierarchical inputs to our models, and
updated the states using methods of [38]. Modeling the ball and offense was left for future work.
5.1 Common setups
Baselines. We compared our approach with four baselines: (1) Velocity, (2) RNN-gauss, (3) VRNN,
and (4) VRNN-macro. First, as a sanity check, we used velocity extrapolation as a simple baseline,
i.e., each of the agent’s predictions was linearly extrapolated from its previously observed velocity.
The second baseline is an RNN implemented using a gated recurrent unit (GRU) [10] and a decoder
with Gaussian distribution for prediction [5]. The third baseline is a VRNN [11] as our base-model.
The last is VRNN with macro-goals as weak supervision [59], which is a state-of-the-art method in
ballgame trajectory prediction (but implemented here as a decentralized version for fair comparison).
Our models. We validated our approach with three variants: (1) VRNN-Mech, (2) VRNN-Bi, and (3)
VRNN-macro-Bi-Mech. First, we evaluated the effectiveness of our mechanical constraints (denoted
by Mech). Since our proposed binary partial observation model (denoted by Bi) does not necessarily
improve the prediction performance, we evaluated the prediction performance of VRNN-Bi and
VRNN-macro-Bi-Mech as a validation.
Training. We trained all the models using the Adam optimizer [35] with default parameters using
teacher forcing [55]. To prevent over-fitting, dropout and batch normalization layers were used
(dropout rate was set to 0.5), and we selected the model with the best performace on the validation
set. To obtain a long-term prediction for validation and test, we evaluated 60 timesteps after an initial
burn-in period of 20 timesteps with ground-truth states (with data sampled at 10 Hz for both datasets).
The duration of the prediction was similar to that of the previous works [59, 56]. We selected xy
position, velocity, and acceleration as the input states (i.e., ds = 6). The reason and the analysis of
various inputs and outputs are described in Appendix F. For other training details, see Appendix D.
Prediction metrics. Due to the difficulty in evaluating a generative model with a single criterion [56],
we evaluated several different metrics in terms of prediction error and distribution to demonstrate
the effectiveness of our approach on the test set. For prediction error, we used the two basic metrics:
the mean and best L2-error between prediction and ground truth. Due to the multimodal nature
of the system, we randomly sampled N = 10 trajectories for each test case. More precisely, we
compute the L2-error between ground truth and the n’th generated sample aˆn,m using: L
n,m
2 =
(1/(T ·K))∑Tt=1∑Kk=1 ‖aˆnm,t,k − am,t,k‖2. We then reported the average and best result from the
samples N , as is standard practice (e.g., [49, 7]). Note that although we used the ELBO for training,
the tighter bounds do not necessarily lead to better performance [46]. To examine the plausibility of
acceleration and its temporal change, we compared boxplots (distributions) of their L2 norms [56].
5.2 Basketball data
We used the basketball dataset from the NBA 2015-2016 season (https://www.stats.com/
data-science/), which contains tracking trajectories for professional basketball players and the
ball. The data was pre-processed such that the offense team always moved towards the left-side of the
court. We chose 100 games so that the amount of data was similar to the subsequent soccer dataset.
In total the dataset contained 19968 training, 2235 validation, and 2608 test sequences.
Prediction performance. Table 1 (left) shows prediction performances. We confirmed the
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Figure 3: Acceleration and its temporal change for
basketball (top) and soccer (bottom) datasets.
effectiveness of our proposed mechanical con-
straints (VRNN-Mech). Our binary observa-
tion models (VRNN-Bi, VRNN-macro-Bi-Mech)
show similar prediction performances to the base-
line models (VRNN,VRNN-macro) regardless of
the partial observation. Figure 3 (top) shows
the distributions of acceleration and its temporal
change. Our VRNN-macro-Bi-Mech (red) was
closer to the true distribution (blue) than conven-
tional methods (VRNN-macro: green and VRNN:
orange). Figure 4D shows acceleration exam-
ples for defender #1. Our model (red) generated
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smoother accelerations than VRNN-macro (green). The detailed analyses, discussion about VRNN-
macro, and the overall mean L2 prediction errors are described in Appendices E, C, and G, respec-
tively.
Basketball data Soccer data
position velocity acceleration position velocity acceleration
Velocity 1.41 ± 0.34 1.08 ± 0.21 10.90 ± 2.09 4.83 ± 1.27 2.72 ± 0.46 27.22 ± 4.56
RNN-Gauss 1.31 ± 0.32 1.05 ± 0.13 1.88 ± 0.30 2.97 ± 0.89 1.65 ± 0.23 2.22 ± 0.33
VRNN 0.71 ± 0.17 0.68 ± 0.10 1.43 ± 0.20 1.23 ± 0.35 1.06 ± 0.21 1.57 ± 0.26
VRNN-macro 0.71 ± 0.17 0.68 ± 0.10 1.43 ± 0.20 1.37 ± 0.40 1.11 ± 0.21 1.57 ± 0.24
VRNN-Mech 0.69 ± 0.17 0.68 ± 0.10 1.37 ± 0.20 1.22 ± 0.34 1.05 ± 0.20 1.59 ± 0.26
VRNN-Bi 0.72 ± 0.19 0.66 ± 0.10 1.36 ± 0.19 1.20 ± 0.37 1.02 ± 0.20 1.50 ± 0.24
VRNN-macro-Bi-Mech 0.73 ± 0.18 0.68 ± 0.10 1.34 ± 0.19 1.31 ± 0.42 1.06 ± 0.21 1.47 ± 0.23
Table 1: Best L2 prediction errors for the basketball and soccer datasets. Units in positions are meters.
Evaluation of observation model. We visually and quantitatively evaluated our VRNN-macro-
Bi-Mech. The averaged observation coefficient (i.e., binary vector bt,k) was 4.42 ± 0.31 for each
defender (maximum: 11). Figure 4E (at the moment with larger marks in Figure 4B) shows that the
defenders observed both near players and far players (the sequences for bt,k are shown in Appendix
H). Quantitatively, we compared the two distances between the subject player and the furthest player
observed in our and rule-based models. The latter considered the same-order nearest player as the
number of players observed in our model, which is a compatible and famous pre-determined rule [3].
The mean distance from the farthest player in our model was larger than that of the same-order nearest
player (7.56± 1.30 and 3.39± 0.81 [m]), indicating that our model reflected far agent information.
For example, defender #1 (arrow) in Figures 4A and B adopted the balanced position between the
attacker #1 and others to help teammates near the ball (black). Finally, our model can create a
counterfactual example when bt,k is artificially set to a one-hot vector at each moment (only the
player highest in bt,k) in Figures 4C and F. For exmaple, like sports beginners, defender #1 went to
the nearest attacker #1 (ignored the ball). Our model can analyze such behaviors in real-world agents.
Figure 4: Example results using our method. (A) Ground truth, (B) a normal and (C) a counterfactual prediction
are shown. Colored triangles, gray circles, the black circle are defenders, attackers, and the ball. (D) defender
#1’s acceleration (x, y), and five defenders bt,k in (E) a normal and (F) a counterfactual prediction are shown.
5.3 Soccer data
To demonstrate the generality of our approach, we also used a soccer dataset [38, 56], containing
trajectories of soccer players and the ball from 45 professional soccer league games. We randomly
split the dataset into 21504 training, 2165 validation, and 2452 test sequences. We did not model
the goalkeepers since they tend to move very little. Table 1 (right) indicate the similar tendencies
of prediction performance to that of the basketball dataset. We confirmed the effectiveness of our
mechanical constraints and similar prediction performance of our binary observation models to the
baselines. The distributions in Figure 3 (bottom) were similar to the ground truth in all methods. For
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VRNN-macro-Bi-Mech, the averaged bt,k was 8.04± 1.54 for each defender (maximum: 23). The
model reflected far agent information (the mean distance in our model: 26.59± 5.44 and that in the
same-order nearest player: 18.09± 6.52 [m]). An illustrative example is shown in Appendix I.
6 Conclusions
We proposed sequential generative models for policy models with partial observation and mechanical
constraints. We visualized partial observation and predicted biologically plausible actions using real-
world basketball and soccer datasets. One possible future research direction is to incorporate other
physiological constraints into the models such as visuomotor delays and body loads, which could
contribute to the understanding of the biological multi-agent behaviors in complex environments.
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A Role assignment problem
In most real-world data, training (i.e., demonstration) and test data include sequences from different
types of agents (e.g., teams and games). Learning policies based on player’s positions or roles, instead
of the identity, seems to be more natural and data-efficient in general. Among several approaches
[38, 56], for the behavioral modeling in POMDP, we separate the problem into role assignment
problem and policy learning based on [38].
The unstructured set of demonstrations is denoted by u = {u1, . . . , uK}, where uk = {ut,k}Tt=1 is
the sequence of actions by agent k at time t. Let c = {ct}Tt=1 be the context associated with each
demonstration sequence (e.g., an opponent team and ball). In a role assignment problem, the indexing
mechanism is formulate as an assignment function A which maps the unstructured set c and some
probabilistic structured model q to an indexed set of states s rearranged from u, i.e.,
A : {u1, .., uK , c} × q 7→ [s1, .., sK , c] ,
where the set {s1, .., sK} ≡ {u1, .., uK}. We consider q as a latent variable model that infers the
role assignments for each set of demonstrations. The role assignment with a latent structured model
addresses two main issues: (1) unsupervised learning a probabilistic role assignment model q; and (2)
the indexing with q so that unstructured sequences can be mapped to structured sequences.
First, in the unsupervised learning of the stochastic role assignment model, we use a Gaussian
Hidden Markov Model (Gaussian HMM) according to [38]. The Gaussian HMM inputs state feature
vector defined by all agents’ information and learns transition probabilities and Gaussian mixture
distributions as output probabilities of hidden states.
Second, for indexing based on q to map u to s, we solve a well-known linear assignment problem
[45]. Concretely, the distance between the mixed Gaussian distribution obtained above and the state
feature vector is computed for each time and each player. The linear assignment problem is then
solved using the distance as a cost function (i.e., roles are assigned in order of players whose distance
is closer to each Gaussian distribution).
B Variational recurrent neural networks
In this section, we briefly overview recurrent neural networks (RNNs), variational autoencoders
(VAEs), and variational RNNs (VRNNs).
From the perspective of probabilistic generative model, a RNN models the conditional probabilities
with a hidden state ht that summarizes the past history in the first t− 1 timesteps:
pθ(at|a<t) = ϕ(ht−1), ht = f(at, ht−1), (4)
where ϕmaps the hidden state to a probability distribution over states and f is a deterministic function
such as LSTMs [26] or GRUs [10]. RNNs with simple output distributions often struggle to capture
highly variable and structured sequential data. Recent work in sequential generative models addresses
this issue by injecting stochastic latent variables into the model and using amortized variational
inference to infer latent variables from data. VRNNs [11] is one of the methods using this idea and
combining RNNs and VAEs.
VAE [36] is a generative model for non-sequential data that injects latent variables z into the joint
distribution pθ(a, z) and introduces an inference network parametrized by φ to approximate the
posterior qφ(z | a). The learning objective is to maximize the evidence lower-bound (ELBO) of the
log-likelihood with respect to the model parameters θ and φ:
Eqφ(z|a) [log pθ(a|z)]−DKL(qφ(z | a)||pθ(z)) (5)
The first term is known as the reconstruction term and can be approximated with Monte Carlo
sampling. The second term is the Kullback-Leibler divergence between the approximate posterior
and the prior, and can be evaluated analytically if both distributions are Gaussian with diagonal
covariance. The inference model qφ(z | a), generative model pθ(a | z), and prior pθ(z) are often
implemented with neural networks.
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VRNNs combine VAEs and RNNs by conditioning the VAE on a hidden state ht:
pθ(zt|a<t, z<t) = ϕprior(ht−1) (prior) (6)
qφ(zt|a≤t, z<t) = ϕenc(at, ht−1) (inference) (7)
pθ(at|z≤t, a<t) = ϕdec(zt, ht−1) (generation) (8)
ht = f(at, zt, ht−1). (recurrence) (9)
VRNNs are also trained by maximizing the ELBO, which can be interpreted as the sum of VAE
ELBOs over each timestep of the sequence:
Eqφ(z≤T |a≤T )
[
T∑
t=1
log pθ(at | z≤T , a<t)−DKL
(
qφ(zt | a≤T , z<t)||pθ(zt | a<t, z<t)
)]
(10)
Note that the prior distribution of latent variable zt depends on the history of states and latent variables
(Eq. (6)).
C Decentralized and partially observed macro-goals
Our model utilizes macro-goal [59] for the long-term prediction by modifying to our decentralized
and partially-observable setting. In this section, we briefly overview the original macro-goal and
describe our modification to the decentralized and partially-observable setting. We also discuss the
related results of our experiments.
Figure C.1: A macro-
goal (boxes) for a
player.
As an illustrative example, Figure C.1 shows macro-goals for a basketball
defender as specific areas on the court (boxes). After reaching the macro-
goal in the center, the blue player moves towards the next macro-goal
in the top-middle. The macro-goals provide a compact summary of the
players’ sequences over a long time to encode long-term intent.
Shared macro-goals [59]. The original macro-goal or macro-intent [60,
59], obtained via some labeling functions, is defined as low-dimensional
and spatiotemporal representations of the data for the learning of multi-
agent long-term coordination such as basketball (Figure C.1). The original
macro-goal assumes that: i) provide a tractable way to capture coordination
between agents; ii) encode long-term goals of agents and enable long-term
planning at a higher-level timescale; and iii) compactly represent some low-
dimensional structure in an exponentially large multi-agent state space.
Specifically, the modeling assumptions for the original macro-goals are: 1) agent states st in a
time period [t1, t2] are conditioned on some shared macro-goal gt; 2) the start and end times [t1, t2]
of episodes can vary between sequences; 3) macro-goals change slowly over time relative to the
agent states: dgt/dt 1; and 4) due to their reduced dimensionality, (near-) arbitrary dependencies
between macro-goals (e.g., coordination) can be modeled by a neural network approach.
Among various labeling approaches (see [59]) for the macro-goal, programmatic weak supervision is
a method requiring low labor cost, effectively learning the underlying structure of large unlabeled
datasets, and allowing users to incorporate domain knowledge into the model. For example, the
labeling function to obtain macro-goals for basketball sequences computes the regions on the court in
which players remain stationary; this integrates the idea that players aim to set up specific formations
on the court.
Specifically, the previous work labeled the macro-goal independently among agents, and learning the
shared macro-goal model via supervised learning by maximizing the log-likelihood of macro-goal
labels obtained programmatically. The model finally returns the one-hot encoding of the box that
contains the position information.
Specific setup in our experiments. Our decentralized and partially observed macro-goals i) use
partial observation ot−1,k to obtain the macro-goal model and ii) independently learn the decentralized
macro-goal g′t,k (not shared between agents).
Among several labeling functions, we adopted the stationary labeling function computing the macro-
goal based on stationary positions because it reflects the important information about the structure of
the data and the better performance was confirmed [59].
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For basketball data, according to the previous work [59], we define the macro-goal by segmenting the
left half-court into a 10× 9 grid of 5× 5 feet boxes (Figure C.1). For soccer data, we segmented the
all-court into a 34× 22 grid of approximately 3× 3 m boxes.
Related discussion in our experiments. We confirmed the decentralized and partially observed
macro-goals did not improve the prediction performances. There would be mainly two reasons.
One is obviously the decentralized (i.e., not shared) setting, but it is a necessary assumption for our
modeling. Second would be the improvement of the VRNN baseline by adding dropout and batch
normalization layers to avoid overfitting (note that all models added them for fair comparisons).
Specifically in the soccer experiment, the resolution of the grid might be larger than that of prediction
(but the smaller grid might be difficult to learning the macro-goal).
D Training details
In this section, we describe a specific objective function in our experiments, and other training details.
For other implementation details such as pre-processing including role assignment in Appendix A,
see the available code at https://github.com/PO-MC-model-NeurIPS2020/PO-MC-model.
D.1 Specific objective function in our experiments.
We designed the objective function basically based on that described in Section 3.4, but we specially
weighted each term of the objective function. Note that, in our experiments, we selected velocity and
acceleration as the output actions (see in Appendix F). In this case, the penalty for the predicted and
eliminated dimension can be computed only for acceleration and only for position, respectively. That
is, the weighted penalties of mechanical constraints are:
Lw-body =Eθ
T∑
t=2
[
λaccDKL(pθ(aˆacc,t | z≤t, o<t, g′≤t)||pθ(âacc,t | z≤t, o<t, g′≤t))
− λpos log pθ(apos,t | z≤t, o<t, g′<t)− λjrk log pθ(aacc,t+1 | z≤t, o<t, g′<t)
]
, (11)
where λacc, λpos, λjrk are regularization parameters. As shown in Appendix E, the first and second
terms improved the prediction performance of velocity and position, respectively (the third term
basically contributed to smoothing in acceleration shown in Figure 4D). Results also show that the
learning of acceleration was relatively difficult due to the above imbalance between the dimensions.
We then added the reconstruction term Lacc in Lvrnn only for acceleration. In summary, the specific
objective function in our experiments was Lvrnn + Lw-body + λrecLacc. We set λacc = 0.1, λpos =
0.01, λjrk = 0.1, λrec = 0.2 in the basketball experiment and λacc = 0.01, λpos = 0.001, λjrk =
0.01, λrec = 0.02 in the soccer experiment, because the soccer dataset was more difficult to be
predicted than the basketball (i.e., the reconstruction was prioritized).
D.2 Other training details.
We trained all the models using the Adam optimizer [35] with default parameters using teacher
forcing [55]. To prevent over-fitting, dropout and batch normalization layers were used (dropout rate
was set to 0.5), and we selected the model with the best performace on the validation set. We set the
embedding dimension to de = 32 for each agent (and the ball). The embedding layer, and macro-goal
decoder ϕg′k , prior ϕ
k
prior, encoder ϕ
k
enc, and decoder ϕ
k
dec in VRNN were implemented by a 2-layer
neural network with a hidden layer of size 64. We modeled each latent variable z as a multivariate
Gaussian with diagonal covariance of dimension 64. All GRUs were implemented by a 2-layer neural
network with a hidden layer of size 100. Other implementations were based on [59]. We selected
xy position, velocity, and acceleration as the input states (i.e., ds = 6). The reason and the analysis
of various input states and output actions are described in Appendix F. For the temperature τ in a
Gumbel-softmax distribution, we set it to 1 in both experiments.
VRNN decoder ϕkdec were implemented by a 2-layer neural network returning a multivariate Gaussian
with diagonal covariance. The original VRNN [11] has no constraint in the learning of the variance. It
may cause that the NLL log pθ(at | z≤t) tends toward infinity when the variance approaches to zero.
Most of cases including our experiments did not happen such problems (in such difficult case, setting
the decoder variance as a global hyperparameter will be practically effective). In our model, the KL
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divergence in the first term of Eq.(3) includes −2 log(σˆt,kdec), where σˆt,kdec is the directly estimated
variances, and the term may prevent the variance from approaching to zero.
E Analysis of mechanical constraints
In this section, we verified various mechanical constraints in our model. The detailed objective
function was described in Appendix D. For clarity, we evaluated the prediction performance of
VRNN using the basketball data among various options: (1) VRNN, (2) VRNN-Cpos, (3) VRNN-
Cpos,acc, (4) VRNN-Cpos,acc,jrk, and (5) VRNN-Cpos,acc,jrk-Lacc (VRNN-Mech in the main text).
The second, third, and fourth options added the penalty of the second, first, third terms in Eq.(11),
respectively. The fifth option added the acceleration reconstruction term Lacc.
Table E.5 indicates the results of our analysis. The second terms in Eq.(11) improved the prediction
performance of velocity (the third term basically contributed to smoothing in acceleration shown
in Figure 4D). Results also show that the learning of acceleration was relatively difficult due to
the above imbalance between the dimensions. We thus added the reconstruction term Lacc. Our
VRNN-Cpos,acc,jrk-Lacc (VRNN-Mech in the main text) shows better prediction performance in all
dimensions.
Average L2 Best L2
position velocity acceleration position velocity acceleration
VRNN 0.90 ± 0.18 0.73 ± 0.10 1.52 ± 0.20 0.71 ± 0.17 0.68 ± 0.10 1.43 ± 0.20
VRNN-Cpos 0.90 ± 0.18 0.74 ± 0.10 1.49 ± 0.20 0.72 ± 0.17 0.69 ± 0.10 1.40 ± 0.20
VRNN-Cpos,acc 0.88 ± 0.18 0.71 ± 0.10 1.54 ± 0.21 0.70 ± 0.17 0.66 ± 0.10 1.45 ± 0.21
VRNN-Cpos,acc,jrk 0.89 ± 0.18 0.71 ± 0.10 1.54 ± 0.21 0.71 ± 0.17 0.66 ± 0.10 1.45 ± 0.21
VRNN-Cpos,acc,jrk-Lacc 0.87 ± 0.18 0.72 ± 0.10 1.46 ± 0.21 0.69 ± 0.17 0.68 ± 0.10 1.37 ± 0.20
Table E.5: Average and best L2 prediction errors for various constraints using the basketball dataset.
F Analysis of input state and output action dimensions
In this section, we verified various options to select input state and output action dimensions among
position, velocity, and acceleration. The action in the previous works (e.g., [59, 56]) is usually the
agent’s position, but these papers reported the difficulty in learning velocity and acceleration (e.g.,
change in direction of movement), which is critical in our problem. We aim to obtain policy models
to generate biologically realistic actions in terms of position, velocity, and acceleration.
For simplicity, we evaluated the prediction performance of VRNN using the basketball data among
various options: (1) VRNN-pos, (2) VRNN-vel, (3) VRNN-acc, (4) VRNN-pos-vel-acc, and (5)
VRNN-vel-acc (in the main text). The first one uses only positional information as the input and
output as the baseline used in most of the previous papers (e.g., [59, 56]). The second one uses
position and velocity as the input and only velocity as the output to compare with VRNN-pos and our
main VRNN-vel-acc. The remaining uses full information (position, velocity, and acceleration) as the
input. The third and fourth use only acceleration and the full information as the output, respectively,
to compare with our main VRNN-vel-acc. The last uses velocity and acceleration as output. The
second, third, and the last compute the future positions using current position and velocity (the third
similarly computes velocity).
Table F.5 indicates the results of the analysis. The model effectively learned the dimension of the
output (e.g., position in VRNN-pos) but the indirect learning of the differential value (e.g., velocity)
was difficult. In contrast, for the indirect learning of the integral value, the learning of position using
velocity was effective, but that of velocity using acceleration was difficult. This may be caused by the
data property having noisy accelerations. The learning of all dimensions (VRNN-pos-vel-acc) did
not show better performance in all dimensions. VRNN-vel-acc shows better prediction performance
in all dimensions. Therefore, we chose VRNN-vel-acc as our base-model.
G Average prediction error
Overall, average L2 prediction errors in Table G.5 indicate similar tendencies the best L2 prediction
errors in Table 1.
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Average L2 Best L2
position velocity acceleration position velocity acceleration
VRNN-pos 1.60 ± 0.33 16.01 ± 3.26 160.12 ± 32.59 1.50 ± 0.31 15.05 ± 3.10 150.46 ± 31.01
VRNN-vel 0.75 ± 0.17 0.58 ± 0.09 5.76 ± 0.88 0.63 ± 0.16 0.54 ± 0.09 5.40 ± 0.85
VRNN-acc 1.61 ± 0.34 0.80 ± 0.13 1.21 ± 0.17 1.23 ± 0.31 0.68 ± 0.12 1.13 ± 0.17
VRNN-pos-vel-acc 0.90 ± 0.18 0.73 ± 0.10 1.52 ± 0.20 0.71 ± 0.17 0.68 ± 0.10 1.43 ± 0.20
VRNN-vel-acc (main) 1.08± 0.23 0.75± 0.11 1.32± 0.19 0.85± 0.21 0.70± 0.11 1.23± 0.19
Table F.5: Average and best L2 prediction errors for various inputs and outputs using the basketball dataset.
Basketball data Soccer data
position velocity acceleration position velocity acceleration
Velocity 1.41 ± 0.34 1.08 ± 0.21 10.90 ± 2.09 4.83 ± 1.27 2.72 ± 0.46 27.22 ± 4.56
RNN-Gauss 1.57 ± 0.34 1.12 ± 0.14 1.95 ± 0.31 3.19 ± 0.90 1.71 ± 0.23 2.28 ± 0.34
VRNN 0.90 ± 0.18 0.73 ± 0.10 1.52 ± 0.20 1.46 ± 0.39 1.11 ± 0.21 1.63 ± 0.27
VRNN-macro 0.90 ± 0.18 0.73 ± 0.10 1.53 ± 0.21 1.63 ± 0.44 1.17 ± 0.21 1.63 ± 0.25
VRNN-Mech 0.87 ± 0.18 0.72 ± 0.10 1.46 ± 0.21 1.44 ± 0.38 1.10 ± 0.21 1.65 ± 0.27
VRNN-Bi 0.90 ± 0.20 0.71 ± 0.11 1.44 ± 0.19 1.41 ± 0.41 1.07 ± 0.20 1.55 ± 0.24
VRNN-macro-Bi-Mech 0.93 ± 0.20 0.73 ± 0.11 1.42 ± 0.19 1.55 ± 0.46 1.11 ± 0.22 1.53 ± 0.24
Table G.5: Average L2 prediction errors for basketball and soccer datasets.
H Example sequences of the observation coefficients
We show example sequences of the observation coefficients in Figures H.4 A and B, which correspond
to defender #1’s observation coefficients in Figures 4B and C (a normal and counterfactual prediction
with one-hot observation using the basketball dataset), respectively. We confirmed the observation
coefficients in the ball and the nearest attacker #1 were higher than other players in Figures H.4A and
B.
Figure H.4: Example sequences of the observation coefficients for the defender #1 in (B) a normal and (C)
a counterfactual prediction are shown. These correspond to Figures 4B and C (a normal and counterfactual
prediction with one-hot observation using the basketball dataset), respectively.
I An illustrative example using the soccer dataset
We obtained an example of VRNN-macro-Bi-Mech using the soccer dataset in Figure I.4. Unlike
the basketball example in Figure 4, the ground truth, a normal and a counterfactual prediction in
Figures I.4 A, B, and C were similar, possibly because the soccer pitch (105 × 68 m) was larger
than the basketball half court (14× 15 m). For the observation model, the results in a normal and
a counterfactual prediction in Figures I.4 D and E indicate that the defender #1 observed specific
players such as the attacker #3 and the ball.
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Figure I.4: Example results using our method. (A) Ground truth, (B) a normal and (C) a counterfactual
prediction are shown. Colored triangles, gray circles, the black circle are defenders, attackers, and the ball.
Defender #1’s observations in (D) a normal and (E) a counterfactual prediction are shown.
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