identifying which translation engine has been used in a given translation task. In machine translation, given an input text in a known language, the goal is to generate the text with the same meaning in a different language. For ages, this task was performed by professional human translators, who spent countless hours learning their jobs, and typically, perfecting translation only between a handful of languages. Recently, machine generated translation has been widely adopted due to the many advancements in the field of machine learning and natural language processing. This trend is driven by the popularity of many translation engines such as Google Translate, Bing Translator, FreeTranslation.com, and many more. Even some social networking services such as Facebook and Twitter provide machine translation for users viewing posts in their preferred languages.
For long text corpuses machine translation tends to underperform. However, for short text, most machine translation algorithms perform almost to an accuracy similar to that of human expert [1] . In criminal investigations, it may be important to identify which translation agent or algorithm has been used in producing a given translation. The identification could be very challenging to do manually; thus, there is a need to develop an automated way to identify the agent behind a given translation.
In recent literature, some researchers have presented a few solutions to this problem. Most previous work seems to follow a common paradigm: a feature extraction step followed by a classification step. This common classification architecture has proven to work effectively for the problem at hand. However, the reported per-formance has been measured on small and relatively easy datasets. Moreover, the evaluation was done a decade ago and since then, translation agents have significantly improved, making their identification more challenging.
In this thesis, we deal with those shortcomings by proposing a new classification pipeline for authorship analysis of translation algorithms. Specifically, we
propose new features and show their effectiveness, and also show that our proposed method performs well on new and challenging datasets. The rest of this thesis is structured as follows. In section 2, we discuss related work and section 3 presents our proposed method. The implementation details and results are presented in section 4
and section 5 concludes this thesis.
CHAPTER 2 LITERATURE REVIEW
This chapter will cover background for authorship analysis, translator analysis and classification algorithms that will be used in our experiments. Authorship analysis is covered first since translator analysis is a subset of authorship analysis.
Authorship Analysis
The recent massive increase of available electronic texts allows various kinds of electrical texts to be analyzed, e.g., books, email messages, online forum messages, blogs, source code, etc.. In many cases, the main focus of these studies is to identify the true author of a give text among a set of possible authors [2] .
Authorship attribution studies have seen significant progress as a result of advancements in machine learning and natural language processing. Previous studies widely adopted the machine learning models such as Naive Bayes, Support Vector Machine (SVM), and k-nearest neighbors. [2] [3] [4] . As inputs to machine learning algorithms, a wide variety of features extracted from texts have been proposed for different styles of texts. However, the most popular way of extracting features from a text is bag-of-words (BOW) approach. BOW approach simply views a document as a bag full of words by ignoring its structures such as its paragraphs, sentence order, or word order. It counts the occurrence of each word and provides the frequencies of words in a text as an input features to machine learning algorithms. BOW approach can utilize not only words but any tokens such as Part-of-Speech (POS) tags, characters, etc. as long as it can count the frequencies. BOW can handle anything countable as tokens, but a specific token type is generally selected to extract both lexical and syntactical information or either of them from texts. Lexical features employ the vocabulary used in texts, while syntactic features extract syntax information.
Lexical text analysis treats each word as a token and establishes frequency counts for all words via an efficient algorithm [3] . That is, word level BOW and character-level BOW approaches further decompose a word into a sequence of characters and count the frequency of occurrence of individual characters. In BOW approaches, moreover, counting a series of tokens as a single token is widely adopted and called n-grams. Word n-grams can capture phrases and character n-grams can capture sub-words or morphemes. A word n-gram can be also viewed as a capture of partial syntactic information since a series of words contains word orders.
In other ways, topic model approaches, tokens, mainly words, are represented by a mixture of topic distributions [5] . Likewise, word embedding approaches map a token to a fixed-length vector of real numbers [6, 7] . Those two approaches represent words as fixed-size vectors and provide dense inputs comparing to the features that contain lots of zero values in BOW. Mapping to dense vector also helps to handle large vocabulary that contains a large number of rare words, which could be a problem in BOW approaches.
A use of lexical features with BOW is a simple and efficient approach but ignores word-order information and discards many informative syntactic features. The underlying idea of using syntactic features is that authors have specific syntactic patterns that they tend to follow regardless of whether they do so consciously or unconsciously. For example, a novel writer is likely to use more vocabulary-rich and longer sentences than a child would. A simple use of syntactic features is to use Part-of-Speech (POS) tags estimated by a POS tagger with BOW, instead of using words or characters as tokens directly [8, 9] . POS taggers assign a tag of syntactic markers to each token, e.g., words, based on the given contextual information around the token. Since POS tagger estimate tags to words with high accuracy [2] and constructing syntax trees for each sentence in texts are expensive operations. Moreover, grammatical errors need to be handled precisely and this could be a problem for our translation data. Our data is generated by translation algorithms not by a human and have more errors. Instead, we will use a common approach, n-grams of POS tags, to extract syntactic information and to represent it as features [10] . Syntactic features improve the classification results especially when the length of the given text is short. A large number of short texts make word BOW features sparse and reduce performance of the classification algorithms. However, the use of syntactic markers produces considerably smaller vocabulary size compared to that of lexical features, and improves short-text classification. [2, 4] . Lexical feature extract information about vocabulary such as word n-grams, and character n-grams.
Syntactic information is mainly about word order and specific syntactic rules. Ngrams capture partial word orders and functional words and punctuation as well as syntactic information. Semantic features extracts meaning of sentences, or texts. A check of synonyms is one of the easiest ways to handle semantics. In many cases, meaning is represented by some special forms such as Frame semantics [11] . Finally, other information can be used as a feature as long as we can extract it such as text length. 
Classification algorithms
This section reviews classification algorithms for text classification. Though many of classification algorithms have been applied on text classification, we discuss 2 algorithms that we apply to our datasets: Naive Bayes and Random forest. Although SVM is selected for classification algorithm in previous studies [5, 14] , we omit it for our experiments due to its computational expensiveness.
Naive Bayes
Naive Bayes is a supervised-learning classification algorithm based on Bayes theorem and the assumption: all features are independent. The probability of a class variable y ∈ Y given a document d ∈ D is computed as
Since Naive Bayes receives a document d as a set of features: x i to x n , it will be P (y|x 1 , . . . , x n ) = P (y)P (x 1 , . . . , x n |y) P (x 1 , . . . , x n ) .
(2.2) By independence assumption of features, all x i are independent to each other. The equation is equivalent to
Since P (x 1 , ...x n ) is constant and can be omitted, the above equation is proportional to
For classification, the predicted classŷ for a given document d is determined by probabilities of P (y|d). Therefore,ŷ is determined bŷ
P (x i |y).
(2.5) P (y) and P (x i |y) are estimated by Maximum A Posteriori (MAP) estimation. Assuming each document is generated by independent trials drawn from a multinomial distribution of words, P (x i |y) and P (y) are estimated based on empirical counts of them in given data. P (y) is estimated by the proportion of given training documents that belong to class y and P (x|y) is approximated as
.
(2.6) 
Random Forest and Decision Tree
A random forest is an ensemble classifier based on the combination of different decision trees. Therefore, we will cover decision tree first and random forest later.
Decision tree
A decision tree is a tree which has two types of nodes; decision nodes and leaf nodes. A decision node specifies a rule to split a given data from its parent into two groups, which are passed to dependent child nodes. A leaf node indicates a class.
During inference, new samples are classified by iteratively applying decision rules.
In learning phase, a decision tree is constructed by partitioning the training data recursively in order to make the resulting subsets as pure as possible. Each partitioning rule will be a decision node in a tree. Each node chooses the best attribute and threshold to partition the data at the current node according to the attributes of the data given to the node. The best attribute and threshold is selected based on the function which minimize the impurity after the partitioning, or maximize the purity.
Although there are several function that measures impurity such as Gini index [17, p. 134], the most popular function used for decision tree learning is information gain, which is used in C4. 5 [18] . Information gain is calculated by using the following entropy function [15, pp. 100-109] .
where P (c j ) is the probability of class c j in data set D, which is the number of examples of class c j in D divided by the total number of examples in D. In the entropy computation, 0 × log 0 is defined as 0. In order to detect the attribute which can reduce the impurity most if it is used to partition D, every attribute is evaluated.
By Letting the number of possible values of the attribute A i be v and using A i to
The entropy after the partition is
Here we assume all A i is binary value for simplicity, then the information gain of attribute A i is computed by
Algorithm 2.1 finds the best attribute for partitioning to given data by checking impurity scores of all possible splits. When the given attributes are continuous features, we need to find the threshold for partition in addition to finding the best attribute.
The threshold can be determined by sorting values of an attribute and checking all possible thresholds. Algorithm 2.2 constructs a decision tree by finding best partitions with Best-Split in Algorithm 2.1. It calls itself recursively until it reaches a leaf node, which only has samples of a class. In many case, a decision tree is pruned by setting maximum depth, minimal number of samples in a node, or more.
Random Forest
A random forest classifier is constructed with multiple decision trees and estimates by combining the estimations of the trees. A tree in random forests is built
Inputs: D: Training data, A: a set of attributes.
Output: A best : the best attribute to split on 
EXPERIMENTAL DESIGN
This section will present our approach to translator recognition, data collection, and experimental details.
Text feature extractions
Though three of the previous studies presented highly accurate results, their translated texts are long and there is a space to investigate shorter translations. Moreover, their sophisticated approach could be too complicated and a simpler approach could produce similar results. Therefore, we initially selected word or POS n-grams as features to extract lexical and syntactic features. Word frequency approach is one of the most simple but popular features in text classification tasks. Prior to making n-grams, all words are stemmed and POS tags are extracted by The Natural Language Toolkit (NLTK) [19] , which uses 41 POS tags as in Table 3 .1. Even though NLTK tags words with 41 different tags, the main 7 categories are: nouns, adjectives, adverbs, interrogative words, functional words, and symbols. By adding extra information such as use of singular and plural form, the number of tags expands to 41. After making n-grams, both word and POS n-grams are weighted by term frequency-inverse document frequency (Tf-Idf.) The words that appears in too many or too few documents are removed and the ratios are determined by validation sets.
Tf-Idf weighting to term t in document d is given by
where N denotes the total number of texts in a collection, T f t,d denotes frequency of term t in document d, and df t denotes the number of documents that contain term t (document frequency). Our initial experiments with word or POS n-gram indicated that unigram of word and bigram of POS tags are useful. Hence, the combination of word and POS features could produce better results, utilizing both lexical and syntactic information. Simple concatenation of word and POS n-gram Tf-Idf values did not improve results. In our experiments, the sequences made by arranging words and POS tags alternately produced better result. We simply refer to it as word + POS feature from now on. a set of n th word and n th POS, or a set of n th POS and n + 1 th word. A set of nth POS and n + 1 th word can be a new feature that contains lexical and syntax information, specifying the POS tag appearing before the certain word. Trigrams are also produced from two kinds of sets: a set of n th word, n th POS and n + 1 th word, or nth POS, n + 1 th word and n + 1 th POS. They can be considered as the more specified n-grams of word and POS: POS specified word n-grams and word specified POS n-grams, containing both lexical and syntactical information. N-gram Tokens Unigram (word), (P OS) Bigram (word n , P OS n ), (P OS n , word n+1 ) Trigram (word n , P OS n , word n+1 ), (P OS n , word n+1 , P OS n+1 )
Dataset creation
There is no publicly available dataset for translator analysis, and therefore we start with creating datasets for our experiments. The original texts of our dataset are the novels that were written in Japanese and collected from the websites called Aozora Bunko 1 . 127 novels of 5 authors are collected and translated into English using 4 online machine translation services, Google Translate 2 , Bing Translate 3 , FreeTranslation.com 4 , and Systranet 5 . These four engines were used to translate each of these Japanese novels respectively. The total of 508 translated texts were used as textual data. Table 3 In the afternoon. The wind does you stopped temporary breath.
Since original Japanese texts are novels and greatly vary in their text lengths and writing styles, all of texts are grouped by translator and split into sentences, and normalized so that each sample has the same number of sentences. Though the precise word count per document minimizes the variance coming from the difference of text lengths [20] , splitting documents by sentences is more natural and similar to actual usages. The number of sentences per document in a dataset is set to 150, 30, 20, 10, 5, 3, and 1. We refer to them as dataset plus document size, for example dataset 150. These datasets are considered as different datasets and used for comparing the effect of document size on classification accuracy since the length of text greatly affect classification accuracy [20, 21] . Sentences that still contain Japanese characters are removed to avoid situations where the untranslated Japanese characters are good features and classification results immensely depend on them. Table 3 .5
shows the statistics of each dataset: number of samples by translator and mean and standard deviation of number of words and that of characters in a dataset. Samples size for translators vary because of the removals of sentences that contain Japanese characters and different styles of translation, e.g. one-to-one or one-to-many sentence correspondence between Japanese and English. 
Experimental settings
Our experiments are done by changing the following settings in order to see the effects of document size, feature representations, classification algorithms, n-gram range, and stop word removal. All other parameters are explained in next section.
• Dataset: Dataset 150, 30, 20, 10, 5, 3, or 1.
• Features: word, POS, or word + POS.
• Classifiers: Random Forest or Naive Bayes.
• N-gram range: n-gram range is set between 1 through 3. We will check each n-gram itself and combinations of different n-grams.
• Stop words: either removing stop words or not.
Software implementation detail
We use scikit-learn as the main platform for our experiments and NLTK for word tokenization and POS tagging. 64% of a dataset is for training, 16% is for validation, 20% is for testing. All the tokens that appear in more than 97% of documents or less than 2 times are removed before calculating Tf-Idf scores of each token except for the classifications of dataset 150 with Naive Bayes. In these classifications, the tokens appear in more than 50% of documents or less than 10 times are removed instead. Multinomial Naive Bayes and Random Forest are selected as classifiers for the experiments due to training speed and classification accuracies. We determined the parameters of the classifiers by using validation sets and the same parameters are used for all experiments for consistency. Random Forests classifiers operate 300 decision trees pruned to maximal depth 90.
CHAPTER 4 EXPERIMENTAL RESULTS
In this chapter, we will discuss the experimental results and analysis. Each result reported have been averaged over 3 experimental runs.. We summarize the results with respect to features and dataset in Figure 4 
Results of Classifications

Error Analysis
Next, we examine mis-classification errors. 
Decision nodes of trees
Finally, we will check the decision rules generated by decision trees. 
Comparison
In this section, we will compare the classification results among the translation set features from Aylin and Rachel [14] , and topic model features from Suresh et al. [5] .
Random Forest and Naive Bayes are used for the classifications with all 3 feature sets.
The number of topics are set to 10, 15, 20, or 25, and topics are extracted by using LDA as mentioned in [5] . The results are the average of 4 results with different number of topics from 10 to 25 by 5 because there is no significant difference among the classifications with different topic sizes. Our feature is a collection of unigram, bigram, and trigrams of word + POS features based on its classification accuracy. Our experiments shows that the combination of unigrams, bigrams, and trigrams of extracted feature represented by word + POS produced the best results among the settings we have tested, by combining lexical and syntactic information. Our proposed method works as good as the ones previous studies proposed for long texts and even more it outperformed them in short text classification.
POTENTIAL FUTURE WORK
Our experimental results show that combining lexical and syntactic information improves classification results. Considering that, a potential future approach could be applying the classification models taking a sequence of lexical markers as an input and predicts with the marker order information, such as recurrent neural networks (RNNs).
We also could extend our experiments to other language pair translations.
The sources of our dataset are novels written in Japanese and the documents in a dataset are normalized in terms of sentence lengths. To aim for the more realistic experimental scenario, the source should be obtained in the target domain such as the sources for translator detection of spam message should be spam messages.
