Abstract
Introduction
The monitoring of data streams requires a new class of data management systems [2] that has a far different scope than conventional active databases or reactive programs that monitor and react to external events in a control loop. For example, suppose the images of a monitor camera in a hazardous environment are sent back every 5 minutes for processing, and the difference between two consecutive images reveals that a dangerous event has happened within the time between the two images. In such a scenario, we do not know for certain when exactly occurs; so if we are to tag the occurrence of with a timestamp, the timestamp should have as its domain a time interval and not a time point. Yet the provision of precise timing information of events is often crucial for supporting a unified view of the monitored environment. In this paper, we address the problem of performing query processing of the timing relationship between events whose occurrence time can be determined accurate to at most within an interval.
The following example illustrates an anomaly that arises when events are correlated by using as input the time points This research is partially supported by ONR grant N00014-03- 1-0705. at which the events are detected from processing the data streams. This mode of query processing is said to be by detection semantics. If the exact times of occurrence of the events are known and are used as input, then we say that the mode of query processing is by occurrence semantics. Unqualified use of the detection semantics can easily yield a wrong answer where occurrence semantics is intended. It has been shown that probabilistic data models can be effectively adopted for dealing with time-varying data attributes [3, 4] . However, these models do not address the issue of the temporal uncertainty in the occurrence times of the data update events themselves. There are two key factors that need to be considered regarding temporal monitoring over event streams. First, time is monotonically increasing along the data stream. Second, the correlation of the temporal relationship among event occurrences often needs to be performed in real time because the result of the correlation calculation may determine whether certain
Example 1 Consider a continuous query

Figure 1. Event occurrences and detections
timing constraint violation/satisfaction has occurred, which may in turn decide whether data attributes and occurrence times further down the data stream are valid or not. We shall show that the calculation of timing correlation can be cast into the problem of performing a join operation that creates an output stream, where each output tuple must satisfy the probability that the events in the join specification occur together within a specified time interval. We refer to this class of band joins over streams with temporal uncertainty as PTJoin (Probabilistic Timing Join). PTJoin can be made efficient by exploiting the key factors of monotonicity and instantaneity as mentioned above. The above example specifies a join calculation that is predicated on temporal proximity. A confidence threshold is embedded in a join condition to denote the uncertainty of the temporal correlation. We note that the special case of a uniform distribution over the interval (named interval timing join) has been studied in [7] . In this paper, we incorporate the uncertainty in event timing by using a histogram timestamp model. A timestamp is created by partitioning a time interval into a finite number of subintervals and specifying the probability that the event (instance) occurs during each subinterval, such that the probability of the event occurring in is 1.0. With this model, we shall show how to systematically partition a temporally ordered event stream upon the arrival of a event, by computing the minimum/maximum satisfaction times of a timing constraint so that we can optimize PTJoin the calculation with the necessary "probing range".
The contributions of this paper are as follows. First, we generalize the temporal monitoring problem under event timing uncertainty by allowing arbitrary probability distributions of event occurrence times to be specified by histogram timestamps (Section 2). Second, using the histogram timestamp model, we describe a partitioning scheme which can be used for efficiently checking a timing constraint against event streams. Based on the partitioning scheme, we develop a PTJoin operator that can handle event timing uncertainty in processing the band join over event streams. More specifically, we show how to tightly delimit the probing range and efficiently invalidate events in event streams (Section 3).
Probabilistic Event Timing Data
In this section, we present our histogram timestamp model and a method for evaluating a probabilistic temporal relationship.
First, we introduce some notations and functions in our histogram timestamp model. We use the symbol to denote a time interval where and are time points such that . We assume that the domain of time points is the set of non-negative real numbers. The following auxiliary functions are defined for time intervals: , , , iff , and for a real number .
Definition 1 A histogram timestamp of an event is antuple, where is called the th bucket consisting of the time interval and the probability that the event occurs during . A histogram timestamp has the following properties:
, , , the occurrence time is uniformly distributed over each . Formally, the probability density function (pdf) is described by if .
Similar to those defined for intervals, the following auxiliary functions are defined: = the number of buckets, , , , = for a real number . Unless stated otherwise, given an event stream consisting of events , we denote the occurrence time of an event by and the random variable (r.v) on by 1 . The time interval and the probability of the th bucket in are denoted by and respectively, and thus we may write for . The following example illustrates how we can capture the histogram timestamp of an event by using the template histogram that models the detection latency of the event. For clarity, we shall use the symbol to denote a template histogram that represents a pdf when the the associated event is not named. Without loss of generality, we assume that for all template histograms . 1 If there is no ambiguity, we drop the letter for an event name in the subscript of symbols and , e.g., for an event , we may use and instead of and .
Figure 2. An event stream with histogram timestamps
Example In general, we shall assume that the histogram distributions associated with different event occurrences are independent of one another as in [5] .
Definition 2 Given two histogram timestamps
and , is defined as the probability:
where and .
Even though Equation 1 is conceptually simple, it is nontrivial to compute in practice because both and are piecewise functions that depend on the buckets of and . For computational purposes, we shall use the following alternative equation that makes use of joint probabilities: (2) 2 Note that a bucket may be written in a triple without the inner brackets enclosing its time interval. Given a time interval of , let = be the list of time intervals of that overlap with . As part of the task of computing , the probability from each pair of and needs to be determined by the formulae in Lemma 1. As explained in the proof, the formulae are obtained by the process that divides an interval into subintervals and distributes the probability to the subintervals. The idea of histogram adjustment is to perform a union on all time points and to distribute the probabilities to new time intervals accordingly so that the histograms share the identical time interval set while each histogram maintains its original probability density. The join condition of PTJoin above is specified by two parameters, the time window and the confidence threshold . In general, we shall denote such a join condition by jc:
; an event in a stream and an event in a stream qualify jc iff holds. A straightforward method to perform PTJoin is as follows. Upon a new event arrival in a stream (or ), first retrieve all events in a stream (or ) and then keep evaluating the join condition with each of the possible event pairs. The evaluation of the join condition may require performing the task of histogram adjustment to check the temporal relationship between two events. Three problems arise with this approach. First, how can we tightly delimit the set of event pairs being probed upon an event arrival? Second, how can we efficiently evaluate the join condition for an event pair? Third, how can we effectively manage stream buffers? Based on the nested loop join model for sliding time windows [6] , we investigate the stream partitioning technique that tightly identifies the probing range for an arriving event by parameterizing the uncertain temporal properties of streams and keeping events in the temporal order. It is possible to keep such a temporal order in a stream without incurring significant overheads owing to the fact that events normally arrive in ascending order of their occurrence times [9] . The partitioning allows us to prune unnecessary join tests and furthermore derive the tightest sliding time window over a stream, rendering the events outside the sliding time window obsolete.
Obviously, if network delays and the degree of timing uncertainty in streams cannot be bounded, it is impossible to determine the probing range for an arriving event to within a finite interval. Henceforth, we consider only streams where the temporal uncertainty of all the events can be parameterized (bounded). We shall introduce several parameters for capturing the temporal uncertainty of the events in a stream and call them stream parameter; a stream parameter denotes some quantitative property that applies everywhere in a stream. 
Definition 6 The stream parameter denotes the maximum transmission latency in a stream to the stream processor, i.e., for any event in , the datum must arrive at the stream processor by time .
Definition 7 Given a timing constraint c: where are time terms corresponding to occurrence times of events and is a delay or deadline constant, we define a probabilistic timing constraint (PTC) as
c where is the confidence threshold. The term c is known as the satisfaction probability of c [8] .
In the following, we restrict our discussion to the cases where (1) the stream parameters in Definition 4-6 are known a priori as part of system specification, say, via sensor calibrations and (2) the time window size in PTJoin queries is relatively large such that holds. In particular, with such values, the evaluation of the join condition jc in PTJoin transforms to that of its associated PTC: or for a pair of events and .
Lemma 2 Consider a join condition jc:
, Evaluating an event pair for PTJoin requires checking the PTC imposed on the event pair by the join condition. Notice that we can check a PTC such as by computing where . For convenience, we shall assume the availability of max-time sorted streams, for which stream buffers are set up to contain events in ascending order of their maximum possible occurrence times, that is, for an event .
Here, we describe the partitioning technique to be applied to max-time sorted streams and for performing PTJoin with the join condition jc:
. Upon arrival of event in the stream , we partition the stream into Satisfaction range (SR) which contains all events in for which SR satisfies jc with , Violation range (VR) which contains all events in for which VR violates jc with , Probing range (PR) which contains all events in for which PR may or may not satisfy jc with . With these partitions, we can limit probing events in to only those in PR. Regardless of the value of , we can have the partitions constructed by two PRs:
Therefore, only events in such that will be checked with . Not surprisingly,
SR
is surrounded by two PRs, and VR is necessarily confined by the ranges that are neither PRs nor SR. Given a specific , we can find the tightest PRs for an event that triggers the probing over a stream of its join partners. Lemma 3 will show that the satisfaction probability of a timing constraint monotonically decreases (or increases) as one histogram timestamp in the timing constraint slides forward (or backward) in time while the other histogram timestamp in the timing constraint is fixed in time. Motivated by this observation, we construct a partitioning method based on the satisfaction time (in Definition 8 below) of template histogram pairs. Notice that such a satisfaction time for a specific threshold, i.e., and , can be pre-computed for a set of template histograms at query installation time, and thus evaluating the join condition for an event pair in PRs can be done in constant time. Given a set of template histograms, we can determine PRs tightly by the following theorem. A stream buffer can be implemented as a circular buffer such that front and rear pointers are maintained to locate the valid sliding time window over a max-time sorted stream. A stream buffer grows as a new event is placed at the rear position, but it shrinks as obsolete events are removed by advancing the front pointer. Based on Theorem 4, the sliding time window over a stream for PTJoin can be tightly constructed whenever a newly arrived event is processed and inserted into the stream buffer by setting the front pointer to just after the latest obsolete event. Notice that the time offset to the latest obsolete events is a constant that can be calculated at query installation time by comparing the satisfaction time of all template histogram pairs. It should be noted that the stream parameter for denoting the maximum possible network delays, i.e., is needed to ensure that the invalidated events cannot be joined even if some event triggering the join operation may arrive late within the parameter value.
Conclusion
In this paper, we have addressed the issue of processing timing joins over temporally uncertain event streams where the exact time of event detection may be known only probabilistically. This paper generalizes all previous work in that our probabilistic model allows arbitrary histograms to be used for quantifying the uncertainty in event timing. For this model, we develop a partitioning scheme for checking the satisfaction of a timing constraint by exploiting the probabilistic properties and the temporal ordering of event arrivals in a data stream. By using this partitioning scheme, we showed how to implement a timing join operator efficiently.
