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We investigate numerically the dynamics of traveling clusters in systems of phase oscillators, some
of which possess positive couplings and others negative couplings. The phase distribution, speed
of traveling, and average separation between clusters as well as order parameters for positive and
negative oscillators are computed, as the ratio of the two coupling constants and/or the fraction of
positive oscillators are varied. The traveling speed depending on these parameters is obtained and
observed to fit well with the numerical data of the systems. With the help of this, we describe the
conditions for the traveling state to appear in the systems with or without periodic driving.
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I. INTRODUCTION
The Kuramoto model provides a convenient starting
point for studying collective synchronization in phase
oscillators [1, 2]. After earlier studies, there have ap-
peared many extensions and variations of the Kuramoto
model [3]. Some of them introduce repulsive or negative
couplings to all [4] or fractions of oscillators [5–7].
When there are repulsive as well as attractive couplings
between oscillators and each oscillator is identified to be
either repulsive or attractive, there may appear two trav-
eling clusters separated by a phase difference less than pi
radian [5]. This state arises in the system with weak dis-
order, when the magnitude of the repulsive or negative
coupling is smaller than that of the positive coupling and
the numbers of the two type of oscillators are not too dif-
ferent. However, no further work has been reported on
the dynamics of the traveling state.
This work considers the same oscillator system with
positive and negative couplings, as considered in Ref. [5]
and investigates emergence of the traveling state. In par-
ticular, we obtain the traveling speed of clusters depend-
ing on relevant parameters of the system, which allows
to describe the conditions for the emergence of the trav-
elings state.
This paper consists of four sections: In Sec. II, the
oscillator model and its dynamics are described. Sec-
tion III presents numerical results together with the
phenomenological interpretation of traveling and non-
traveling states. Finally, a brief summary is given in Sec.
IV.
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II. MODEL AND NUMERICAL CALCULATION
We consider a system of N oscillators, the ith of which
has intrinsic frequency ωi. It is described by its phase
and coupled globally to other oscillators. The dynamics
of such a coupled oscillator system is governed by the set
of Langevin equations of motion for the phase φi of the
ith oscillator (i = 1, ..., N):
φ˙i = ωi − Ki
N
N∑
j=1
sin(φi − φj) + Ii(t), (1)
where the intrinsic frequencies are assumed to be sym-
metrically distributed according the Lorentzian distribu-
tion g(ω) = (γω/pi)(ω
2 + γ2ω)
−1. The second term on the
right-hand side represents sinusoidal interactions with
other oscillators, where the coupling constant Ki takes
a positive or negative value depending on whether or not
the oscillator i follows the mean field [∆ in Eq. (3) be-
low]. Specifically, the coupling is taken from the distri-
bution Γ(K) = pδ(K−K+) + (1 − p)δ(K−K−), where
K± is the positive/negative coupling constant (K+ > 0
and K− < 0) and p is the fraction of oscillators having
the positive coupling constant. The last term describes
the periodic driving.
In order to measure the synchronization of the system,
we introduce the complex order parameter:
Ψ ≡ 1
N
N∑
j=1
eiφj = ∆eiθ, (2)
which characterizes synchronization of the oscillators,
with the magnitude ∆ and the average phase θ. The
order parameter defined in Eq. (2) allows us to reduce
Eq. (1) to a single decoupled equation:
φ˙i = ωi −Ki∆ sin(φi − θ) + Ii(t). (3)
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2To investigate the behavior of the system governed by
Eq. (3), we resort mainly to numerical methods. Using
the second-order Runge-Kutta-Helfand-Greenside algo-
rithm, we integrate Eq. (3) with the time step ∆t = 0.01
for the system size N = 2000. Initially (t = 0), φi’s are
randomly distributed between 0 and 2pi for all i. We fix
the period of driving, if present, to be τ = 5.12 and the
positive coupling constant, K+ = 1.
After the initial transient behavior, the system reaches
its stationarity, and we obtain the time series of the
order parameter information on the time evolution of
the phase distribution. In order to understand the
clustering behavior, we define the order parameter of
positive/negative oscillators Ψ± = ∆±eiθ± similarly to
Eq. (2). These parameters as well as the phase split δ,
which stands for the angular distance between the two
phases θ+ and θ− for positive and negative oscillators,
respectively (δ ≡ |θ+ − θ−|), are also calculated in each
run.
The average values of these as well as the traveling
speed w are obtained as follows: At each time, we cal-
culate these parameters and the average value of phase
velocities wi = φ˙i over oscillators. Then we get the time
average over 10 periods of driving and take the absolute
value to obtain the traveling speed. When there is no
driving, the order parameters ∆’s do not vary much in
time, and we sometimes take the values after the time
evolution. Finally, we take the averages over 30 initial
configurations to obtain the (average) speed w.
We also examine populations in given regions of the
phase space. Specifically, we divide one cycle of the phase
angle into 72 different ranges, the kth of which is defined
by the phase interval (kpi/36−pi/72, kpi/36+pi/72] (mod-
ulo 2pi), and obtain the number nk of oscillators belong-
ing to the kth range (k = 0, ..., 71).
III. RESULTS AND DISCUSSION
When the coupling constant of one oscillator becomes
negative in an ordered system of positive oscillators, it
should be repelled by other oscillators. After the initial
transient, the phase split δ will become pi radian. When
clusters of positive and negative oscillators according to
the delta distribution are introduced in the phase space
and if |K−| is less than K+, the phase split δ usually de-
creases at first, increases subsequently, and so on, finally
reaching a quasi-stationary state in which it fluctuates
around a constant value. Especially, whenever |K−| is
larger than K+, the phase gap δ rapidly increases to pi;
this is called the pi-state in Ref. [5]. To explain how this
behavior depends on the parameters of the system re-
quires understanding the dynamics of clusters before the
quasi-stationary state is formed.
Figure 1(a) and (b) displays the phase split δ between
the average phases θ± of positive/negative oscillator and
the average values of the traveling speed w as well as
the order parameters ∆± and ∆ of positive/negative os-
FIG. 1: (color online) (a) Phase split δ and (b) average trav-
eling speed w, order parameters ∆+, ∆−, and ∆ versus the
fraction of positive oscillators p in a system of N = 2000 os-
cillators with K− = −0.1 and γω = 0.01. Error bars represent
standard deviations and lines are merely guides to the eye.
cillators and of the whole system, respectively, versus
the fraction p of positive oscillators in the system of
N = 2000 oscillators with K− = −0.1 and γω = 0.01.
As p is increased, the order parameter ∆+ grows rapidly
to values close to unity (∆+ ≈ 1) while ∆− grows slowly.
Meanwhile, the phase split decreases at first, to display
rather a wide valley, and then rises rapidly. Here it is of
interest to note that the order parameter of positive os-
cillators increases rapidly as p is increased from a small
value in the presence of a majority of opposite oscilla-
tors; this is possible because the coupling ratio |K−|/K+
is very small. Note also that the overall order parame-
ter exhibits a slight decrease around p ≈ 0.9, which is
caused by the rapid increase in the phase split. As the
two clusters are separated rapidly, the order parameter
should decrease and this effect is dominant in the narrow
region around p ≈ 0.9. For still larger values of p, the
increasing effect of positive oscillators becomes dominant
and ∆ increases again.
The traveling speed begins to increase from zero, to-
gether with the first rise of ∆+ and the rapid decrease
of δ. It keeps growing until the sudden decay with the
rapid increase of the phase split. Note that ∆+ increases
rapidly with p in this region. Similar behaviors of w are
observed in systems with larger values of |K−|, as shown
in Fig. 2, although the rise/decay starts at larger/smaller
values of p. Here only the data on the traveling speed are
presented; other quantities behave similarly to the corre-
sponding data in Fig. 1.
Such behaviors can be explained as follows: Suppose
that there areNp∆+ positive oscillators having the phase
θ+ and N(1−p)∆− negative oscillators with the phase θ−
3FIG. 2: (color online) Average traveling speed w versus the
fraction p of positive oscillators in a system of N = 2000
oscillators with γω = 0.01 and K− = −0.3,−0.5 and −0.7
as shown in the legend. Lines are plots of Eq. (4) whereas
symbols plot the data points obtained numerically. Excellent
agreement is observed.
and assume that the remaining oscillators are desynchro-
nized and have no net effect on w. With this assumption,
it is straightforward to derive, from Eq. (1),
w = ∆+∆−(|K−|+K+)p(1− p) sin δ, (4)
which gives a good description of the data on the trav-
eling speed. For example, the lines in Fig. 2, plotting
Eq. (4), describe excellently the data points represented
by symbols. Unless distributions of the two clusters are
very broad or the order parameters ∆+ and ∆− are very
small, Eq. (4) yields good fitting with data points. This
equation manifests that the initial increase of w is due to
the increase of ∆− as well as to the decrease of δ. The
final decrease is attributed to the rapid increase of the
phase split to pi.
Equation (4) indicates that the traveling speeds w±
of positive and negative oscillators can be written in the
form:
w+ = ∆+∆−K+(1− p) sin δ
w− = ∆+∆−|K−|p sin δ. (5)
It should be pointed out that in the near-stationary state,
the traveling speed of positive oscillators, when clustered,
is almost the same as the phase speed θ˙+ of the average
phase of positive oscillators while that of negative oscil-
lators is smaller than θ˙−. The reason why the traveling
speed of a negative cluster can be lower than its phase
speed θ˙− may be understood as follows: Negative oscilla-
tors repel each other in a cluster and the negative cluster,
if left alone, becomes unstable. Due to this unstableness
and attraction of positive oscillators, some negative os-
cillators tend to move away from the peak of the cluster
toward the positive cluster. This will make the traveling
speed less than the phase speed of the negative cluster.
FIG. 3: (color online) Average traveling speed w, phase split
δ, order parameters ∆+, ∆−, and ∆ versus the magnitude of
the negative coupling constant |K−| in a system of N = 2000
oscillators with p = 0.5 and γω = 0.01. Error bars represent
standard deviations and lines are merely guides to the eye.
Now, using Eqs. (4) and (5), we can probe how the
pi-state forms from the two clusters of the delta distri-
bution, namely, positive oscillators at one given phase
and negative oscillators at another given phase. If these
clusters are separated initially by a phase difference less
than pi, the negative cluster will run away from the posi-
tive one, with the latter following the former. When the
phase speed of negative oscillators is larger than that of
positive ones, the phase split increases to pi radian. Then
all traveling speeds vanish together and a non-traveling
stationary state is formed.
The traveling state can be understood in a similar man-
ner, again in consideration of the two clusters of the delta
distribution. When the traveling speed of the positive
cluster is sufficiently larger than that of the negative clus-
ter, the phase split may never reach pi radian and will
arrive in a quasi-stationary state where the phase speeds
of the two clusters are almost the same (and larger than
the traveling speed of negative oscillators.) Here the pos-
itive cluster appears to chase the negative one, making
it move faster than its traveling speed, which has been
confirmed (data not shown). However, as stated before,
the actual transient behaviors may be quite complicated,
sometimes exhibiting oscillations of the phase split.
With this in mind, one can interpret the obtained data
further. When |K−|p is larger than K+(1 − p), there
may not arise the traveling state since θ˙− is larger than
θ˙+. This condition is consistent with the condition for
the pi-state given by Eq. (15) in Ref. [5], and explains
qualitatively the upper limits of the traveling state in
Fig. 2, which decline with |K−| increasing.
We now examine the dependence upon the strength of
negative coupling |K−|. We thus consider a system with
p set to be 0.5, and compute the same (ensemble) average
quantities as in Fig. 1. The obtained data versus |K−|
4FIG. 4: (color online) Average traveling speed w versus the
magnitude of the negative coupling constant |K−| in a system
of N = 2000 oscillators with γω = 0.01 and p = 0.3, 0.5,
and 0.7, as shown in the legend. Lines are plots of Eq. (4)
whereas symbols plot the data points obtained numerically.
Again excellent agreement is observed.
are presented in Fig. 3. When the numbers of negative
and positive oscillators are nearly equal, the phase split
increases with |K−| as expected. Here again, w increases
at first, and then decreases. As for the initial increase,
effects of increasing ∆− dominate although increasing δ
plays a role against this. The subsequent decrease is
accompanied by both the decrease in order parameters
and the increase in δ toward pi; this can be understood
with the help of Eq. (4). At smaller or larger values of
p, the transition to a non-traveling state takes place at
smaller values of |K−|, as shown in Fig. 4, where Eq. (4)
is plotted by lines. When p = 0.3, the number of positive
oscillators is far smaller than that of negative oscillators.
As the negative coupling increases above a threshold, the
order parameter ∆+ decreases rapidly, which causes the
traveling state to be less probable. At the larger value of
p = 0.7, the value of (1−p)K+ is small and the traveling
speed w− becomes larger than w+ at smaller values of
|K−|.
Obviously, the most important condition for the trav-
eling state is that two clusters should be formed and the
phase split of clusters should be less than pi radian. Fig-
ure 5 presents the three-dimensional plot of the phase
split δ on the plane (p, |K−|) for a system of N = 2000
oscillators with γω = 0.01 in the absence of driving. If
the dispersion in natural frequencies is raised, the domain
of the traveling state shrinks. Similarly, strong noise, if
present, will make the clusters broadened or disappear,
inhibiting the traveling state from forming.
Another condition for the traveling state to emerge
is simply the condition necessary for the phase split to
be less than pi. For systems without driving, the mag-
nitude of negative coupling must be smaller than K+
for traveling state to be formed. However, this condi-
tion for the relative strength of two coupling constants
is not an absolute one. To show this, we consider a sys-
FIG. 5: Plot of the phase split δ on the plane (p, |K−|) for a
system of N = 2000 oscillators with γω = 0.01.
FIG. 6: (color online) Time evolution of the magnitude ∆
and phase θ/pi (modulo 2) of the order parameter for a sys-
tem of N = 2000 oscillators with p = 0.6, K− = −2.0 and
γω = 0.01. The system is driven by the periodic three-fold
symmetry breaking field Ii(t) = h0 sin(3φi) cos(2pit/τ) with
h0 = 5 and τ = 5.12. Also plotted is the cosine function of
the driving.
tem driven by a periodic three-fold symmetry breaking
field: Ii(t) = h0 sin(3φi) cos(2pit/τ) with τ = 5.12. We
choose the absolute value of K− (= 2) to be larger than
K+ (= 1), for which the traveling state cannot emerge in
the absence of driving. Figure 6 shows how the magni-
tude ∆ and phase θ/pi (modulo 2) of the order parameter
evolve in time t for a system of N = 2000 oscillators with
p = 0.6, γω = 0.01, and h0 = 5. When the driving ampli-
tude h0 is sufficiently large, two clusters form, separated
by 2pi/3 radian. See Fig. 7, which shows the number nk of
oscillators belonging to range k at nine successive times.
The lowermost curve exhibits the number at the earliest
time t; the uppermost one at the time after one period
of driving from t. As manifested in Figs. 6 and 7, there
emerges traveling and after three periods of driving, the
5FIG. 7: (color online) Number nk of oscillators belonging
to range k at nine successive times as shown in the legend.
Data have been obtained from the same system as in Fig. 6.
Here, an oscillator is considered to be in range k if its phase
φ satisfies kpi/36−pi/72 < φ ≤ kpi/36+pi/72 (modulo 2pi).
The lowermost curve describes nk versus k at the earliest
time t while the uppermost one at the time after one period
of driving from t. For clarity, the curves have been shifted
upward by 100 successively.
phase of the system increases by 2pi.
IV. SUMMARY
We have studied, by means of numerical calculations,
an oscillator system with positive and negative couplings,
and investigated emergence of the traveling state. In par-
ticular, we have obtained traveling speeds of clusters de-
pending on relevant parameters of the system, in terms
of which the condition for the emergence of the traveling
state has been expressed: If the traveling speed of a neg-
ative cluster is sufficiently smaller than that of a positive
cluster, the phase split of two clusters may never reach
pi radian and the positive cluster permanently chases the
negative one, resulting in the traveling state.
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