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Abstract
With growing cost of electricity, the power management of server clusters has become an important prob-
lem. However, most previous researchers only address the challenge in homogeneous environments. Con-
sidering the increasing popularity of heterogeneous systems, this paper proposes an efficient algorithm for
power management of heterogeneous soft real-time clusters. It is built on simple but effective mathematical
models. When deployed to a new platform, the software incurs low configuration cost because no extensive
performance measurements and profiling are required. To strive for efficiency, a threshold-based approach is
adopted. In this paper, we systematically study this approach and its design decisions.
1 Introduction
Clusters of commodity-class PCs are widely used. When designing such a system, traditionally researchers
have focused on maximizing performance. Recently, with a better understanding of the overall cost of comput-
ing [1], researchers have started to pay more attention to optimizing performance per unit of cost. According
to [1], the total cost of ownership (TCO) includes the cost of cluster hardware, software, operations and power.
As a result of recent advances in chip manufacturing technology, the performance per hardware dollar keeps
going up. However, the performance per watt has remained roughly flat over time. If this trend continues, the
power-related costs will soon exceed the hardware cost and become a significant fraction of the total cost of
ownership.
To reduce power and hence improve the performance per watt, cluster power management mechanisms [6,
12, 14, 17, 23, 26] have been proposed. Most of them, however, are only applicable to homogenous systems.
It remains a difficult problem to manage power for heterogeneous clusters. Two new challenges have to be
addressed. First, according to load and server characteristics, a power management mechanism must decide
not only how many but also which cluster servers should be turned on; second, unlike a homogenous cluster,
where it is optimal to evenly distribute load among active servers, identifying the optimal load distribution for
a heterogeneous cluster is a non-trivial task.
A few researchers [12, 17] have investigated mechanisms to address the aforementioned challenges. How-
ever, their mechanisms require either an extensive performance measurement (“at most few hours for each ma-
chine” [17]) or a time-consuming optimization procedure [12]. These high customization costs are prohibitive,
especially if these procedures need to be executed repetitively. Composed of a large number of machines, a
cluster is very dynamic, where servers can fail, be removed from or added to it frequently. To achieve high
availability in such an environment, a mechanism that is easy to be modified upon changes is essential. This
paper proposes an efficient algorithm for power management (PM) of heterogeneous soft real-time clusters.
We make two contributions. First, the algorithm is based on simple but effective mathematical models, which
reduces customization costs of PM components to new platforms. Second, the developed online mechanisms
are threshold-based. According to an offline analysis, thresholds are generated that divide the workload into
several ranges. For each range, the power management decisions are made offline. Dynamically, the PM
component just measures and predicts the cluster workload, decides its range, and follows the corresponding
decisions. In this paper, we systematically investigate this low-cost efficient power management approach.
Simulation results show that our algorithm incurs low overhead and leads to optimal power consumption.
The remainder of this paper is organized as follows. The related work is illustrated in Section 2. Sections 3
and 4 respectively present the models and state the problem. We discuss the algorithms in Section 5 and
evaluate their performance in Section 6. Section 7 concludes the paper.
2 Related Work
Power management of server clusters [2, 6, 15, 16, 23, 26] has become an important problem. The authors
of [5, 3] were the first to point out that cluster-based servers could benefit significantly from dynamic voltage
scaling (DVS). Besides server DVS, dynamic resource provisioning (server power on/off) mechanisms were
investigated in [9, 14] to conserve power in clusters.
The aforementioned research has all focused on homogeneous systems. However, clusters are almost invari-
ably heterogeneous in term of their performance, capacity and power consumption [12]. Survey [4] discusses
the recent work on power management for server systems. It lists power management of heterogeneous clus-
ters as one of the major challenges.
Heath et. al. [12] considered proper cluster configuration and request distribution to optimize power and
throughput in heterogeneous server clusters. Their mechanism takes characteristics of different nodes and
request types into account. However, this approach depends on a time-consuming optimization procedure.
Besides, it is not designed for real-time clusters.
Some researchers [17, 23, 25] have investigated the power management problem for heterogeneous real-
time systems. Among them, the most closely related work is by Rusu et. al. [17], where they investigated
energy efficient real-time heterogeneous clusters. Like Heath et. al. [12], the authors of that paper [17] note
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that in heterogeneous clusters it may not be optimal in terms of power consumption to turn on just the smallest
number of machines to satisfy the current load. They assume that servers in a heterogeneous cluster can
be easily ordered with respect to their power efficiencies and thus servers are powered on/off following the
power efficiency order to optimize power and provide real-time guarantees. However, our work shows that
the proper order for switching on/off servers is not always obvious. In this paper, therefore, we systematically
study different server ordering schemes (see Section 5.2 for details).
The approach by Rusu et. al. [17] also requires an extensive performance measurement, which needs to be
carried out upon new installations, cluster upgrades or changes. Extensive performance measurements [17]
and long optimization procedures [12] lead to high customization costs. To avoid these prohibitive costs,
we propose in this paper a simple power management algorithm for heterogeneous soft real-time clusters.
The algorithm is based on mathematical models that require minimum performance profiling. Instead of
solving the optimization problem for every possible load, our algorithm derives thresholds, divides load into
several ranges and determines the best cluster configuration formula for each workload range, leading to a
time-efficient optimization procedure. Furthermore, our algorithm incurs low overhead and achieves optimal
power consumption. We have published our preliminary work in a conference paper [21]. This journal
paper significantly extends that work [21] — we tailor our power management algorithm and make it also
applicable to clusters, where servers have significant switch on/off overheads and their CPUs only support
discrete frequencies.
3 Models
In this section we present our models and state assumptions related to these models.
3.1 System Model
A cluster consists of a front-end server, connected to N back-end servers. We assume a typical cluster en-
vironment in which the front-end server does not participate in the request processing. The main role of the
front-end server is to accept requests and distribute them to back-end servers. In addition, we deploy the
power-management mechanism on the front-end server to enforce a server power on/off policy. Figure 1
shows a web server cluster example that fits our system model.
In a heterogeneous cluster, different back-end servers could have different computational capacities and
power efficiencies. In the following, we describe their models. We assume processors on the back-end servers
support dynamic voltage scaling and their operating frequencies could be continuously adjusted in the range
(0, fi max]. If a processor only supports discrete frequencies, we follow an approach similar to that proposed
in [20] to approximate the desired continuous frequency setting by switching between two adjacent supported
discrete frequency values. The capacity model relates the CPU operating frequency to the server’s throughput
and the power model describes the relation between the CPU frequency and the power consumption. While
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our approach could be generalized to different capacity and power models, in this paper we assume and use
the following specific models to illustrate our method.
3.2 Capacity Model
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Figure 1. System Model
We assume that the cluster provides CPU-bounded
services. This is normal for most web servers because
much of the data are already in memory [5, 17, 24].
Therefore, to measure the capacity of a back-end
server its CPU throughput is used as the metric, which
is assumed to be proportional to the CPU operating
frequency. That is, the ith server’s throughput, de-
noted as µi, is expressed as µi = αifi, where αi is the
CPU performance coefficient. Different servers may
have different values for αi. With the same CPU fre-
quency setting, the higher the αi the more powerful
the server is.
3.3 Power Model
The power consumption Pi of a server consists of a constant part and a variable part. Similar to previous
work [9, 6, 13], we approximate Pi by the following function:
Pi = xi(ci + βif
p
i ) (1)
where xi =1/0 denotes the server’s on/off state. When a server is off, it consumes no power; when it is on,
it consumes ci + βif pi amount of power. In this model, ci denotes the constant power consumption of the
server. It is assumed to include the base power consumption of the CPU and the power consumption of all
other components. In addition, the CPU also consumes a power βif pi that is varied with the CPU operating
frequency fi. In the remaining of this paper, we use p = 3 to illustrate our approach.
Hence, in the cluster the power consumption of all back-end servers can be expressed as follows:
J =
N∑
i=1
xi[ci + βif
3
i ] (2)
Here, for the purpose of differentiation, J is used to denote the cluster’s power consumption while P denotes
a server’s power consumption.
Following the aforementioned models, each server is specified with four parameters: fi max, αi, ci, and βi.
To obtain these parameters, only a little performance profiling is required.
4
4 Power Management Problem
Given a cluster of N heterogeneous back-end servers, each specified with parameters fi max, αi, ci, and βi, the
objective is to minimize the power consumed by the cluster while satisfying the following QoS requirement:
Ri ≈ Rˆ, where Ri stands for the average response time of requests processed by the ith back-end server and
Rˆ stands for the desired response time. The average response time Ri is determined by the back-end server’s
capacity and workload. We use µi = αifi to denote the server’s capacity and λi, the server’s average request
rate, to represent the workload. Thus, Ri is a function of these two parameters, i.e., Ri = g(µi, λi). To enforce
Ri ≈ Rˆ, we must control µi = αifi and λi properly. As a result, the power management problem is formed
as follows:
minimize
J =
N∑
i=1
xi[ci + βif
3
i ] (3)
subject to: 

∑N
i=1 xiλi = λcluster
xi(1− xi) = 0, i = 1, 2, · · · , N
g(αifi, λi) ≈ Rˆ, i = 1, 2, · · · , N
(4)
where λcluster is the current average request rate of the cluster. We assume the cluster is not overloaded, that
is, the average response time requirement ∀i, g(αifi, λi) ≈ Rˆ is feasible for the cluster with a λcluster request
rate.1 The first optimization constraint guarantees that each request is processed by an active back-end server
while the second constraint says a server is either in an on or an off state.
For the power management, the front-end component decides the server’s on/off state (xi) and the workload
distribution among the active servers (λi). On the back-end, an approach that combines feedback control
with queuing theoretic prediction, similar to that proposed in [18], is adopted to decide the CPU frequency
setting to ensure the response time requirement. Accordingly, each active server adjusts its CPU operating
frequency fi in the range (0, fi max]. In the case where CPU frequency can only be set to some discrete values,
to approximate the desired continuous frequency setting, we switch the CPU frequency at appropriate time
moments to two adjacent supported discrete values.
According to the M/M/1 queuing model, function Ri = g(µi, λi) is approximated as follows:
Ri =
1
µi − λi
=
1
αifi − λi
(5)
To guarantee Ri ≈ Rˆ, we approximate the proper fi to be:
fi =
λi
αi
+
1
αiRˆ
(6)
1An admission control mechanism could be applied to enforce this constraint.
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when 0 < λi ≤ αifi max − 1Rˆ . This approximation, however, may introduce modeling inaccuracy. To over-
come this inaccuracy, we combine feedback control with queuing-theoretic prediction for the dynamic voltage
scaling (DVS). Nevertheless, in Section 6.5, experimental data shows that the queuing model estimate (Equa-
tion (6)) is very close to the real fi setting of the combined approach. This close approximation justifies the
adoption of the queuing estimated fi in the problem formulation. The power management problem becomes:
minimize
J =
N∑
i=1
xi[ci + βi × (
λi
αi
+
1
αiRˆ
)3] (7)
subject to:


∑N
i=1 xiλi = λcluster
xi(1− xi) = 0, i = 1, 2, ..., N
0 ≤ λi ≤ αifi max −
1
Rˆ
, i = 1, 2, ..., N
(8)
As shown above, the optimal solution is determined by two variables: individual server’s on/off state xi and
workload distribution λi. To achieve the optimal power consumption and to guarantee the average response
time, the key therefore lies in the front-end, i.e., the power on/off and workload distribution strategies. We
present these strategies in the next section.
5 Algorithms
When we design the power management strategies, one major focus is on their efficiencies. For a given
workload λcluster, the front-end power management needs to decide 1) how many and which back-end servers
should be turned on and 2) how much workload should be distributed to each server. Since λcluster changes
from time to time, these decisions have to be reevaluated and modified regularly. Thus, the decision process
has to be very efficient.
The mechanism we propose is built on a sophisticated but low-cost offline analysis. It provides an efficient
threshold-based online strategy. Assuming λˆcluster is the maximum workload that can be handled by the
cluster without violating the average response time requirement. The offline analysis generates thresholds
Λ1,Λ2, · · · ,ΛN and divides (0, λˆcluster] into ranges (0,Λ1], (Λ1,Λ2], · · · , (Λk,Λk+1], · · · , (ΛN−1,ΛN ] (where
ΛN = λˆcluster). For each range, the power on/off and workload distribution decisions are made offline.
Dynamically the system just measures and predicts the workload λcluster, decides the range λcluster falls into,
and follows the corresponding power management decisions. Next, we present the details of our algorithm.
5.1 Optimization Heuristic Framework
In Section 4, the power management is formed as an optimization problem (Equations (7) and (8)). Instead
of solving it for all possible workload λcluster in the range (0, λˆcluster], we propose a heuristic to simplify the
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problem. It is constructed with the following framework:
• The heuristic first orders the heterogeneous back-end servers. It gives a sequence, called ordered server
list, for activating machines. To shut down machines, the reverse order is followed.
• Second, the optimal thresholds Λk, k ∈ {1, 2, 3, · · ·N} for turning on and off servers are identified: if
λcluster is in the range (Λk−1,Λk], it is optimal to turn on the first k servers of the ordered server list.
This also means if λcluster changes between adjacent ranges, such as from (Λk−1,Λk] to (Λk,Λk+1], the
heuristic requires on/off state change for just one machine. Considering the high overhead of turning
on/off servers (e.g., tens of seconds), this approach is superior in that it minimizes the server on/off state
changes.
• Third, the optimal workload distribution problem is solved forN scenarios where λcluster ∈ (Λk−1,Λk], k =
1, 2, · · · , N . When λcluster ∈ (Λk−1,Λk], it is optimal to turn on the first k servers of the ordered server
list, i.e., xi = 1, i = 1, 2, · · ·k and xi = 0, i = k + 1, k + 2, · · · , N . With values of xi fixed, the
optimization problem (Equations (7) and (8)) becomes:
minimize
Jk =
k∑
i=1
[ci + βi × (
λi
αi
+
1
αiRˆ
)3] (9)
subject to:


∑k
i=1 λi = λcluster
0 ≤ λi ≤ αifi max −
1
Rˆ
, i = 1, 2, ..., k
(10)
The analysis is simplified to solving the above optimization problem for k = 1, 2, · · · , N .
Time complexity Analysis. If we consider solving the optimization problem (Equations (9) and (10)) as the
basic operation, the time complexity of the proposed heuristic is Θ(N), while the time complexity to obtain
the optimal power management solution (i.e., solving Equations (7) and (8) by an exhaustive search of all
possible server on/off scenarios) for every integer point in the range (0, λˆcluster] is Θ(⌈λˆcluster⌉2N).
In the next three subsections, we discuss the decisions on ordered server list, server activation thresholds
and workload distribution respectively. For each decision, several strategies are investigated.
5.2 Ordered Server List
Our algorithm follows a specific order to turn on and off machines. To optimize the power consumption, this
order must be based on the server’s power efficiency, which is defined as the amount of power consumed per
unit of workload (i.e., Pi(λ)
λ
). Servers with better power efficiencies are listed first.
According to the power model and the dynamic voltage scaling mechanism adopted by back-end servers
(Sections 3 & 4), the power consumption Pi(λ) of a server includes a constant part ci and a variable part
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βi × (
λ
αi
+ 1
αiRˆ
)3 (see Equation (7)). Given any two servers i and j, if ci ≤ cj and βiα3i ≤
βj
α3j
, server i has a
better power efficiency than server j. However, if ci < cj and βiα3i >
βj
α3j
, the power efficiency order of the two
is not fixed. When the server workload λ is small, Pi(λ) is less than Pj(λ) and server i has a better power
efficiency; while as λ increases, Pi(λ) gets larger than Pj(λ) and server j’s power efficiency becomes better.
In the proposed method, to trade for online algorithm’s efficiency and minimum server on/off operations, the
ordered server list is determined offline and is not subject to dynamic changes. Therefore, even if the servers’
power efficiency order is not fixed, their activation order is nevertheless determined statically. Next we present
our method and list several alternatives for generating the activation order.
• Typical Power based policy (TP). We assume the typical workload for a server is λ′i. In our heuristic,
servers are ordered by their power consumption efficiency under the typical workload, i.e., Pi(λ
′
i)
λ′i
. A
server with smaller Pi(λ
′
i)
λ′i
, i.e., smaller
ci+βi×(
λ′i
αi
+ 1
αiRˆ
)3
λ′i
, is listed earlier in the ordered server list. A
power management mechanism usually turns on a server when needed or when it leads to a reduced
power consumption (see Section 5.3). As a result, an active server usually works under a high workload.
Thus we choose a workload that requires 80% capacity of a server as its typical workload λ′i. This way
the ordered server list is created by comparing Pi(λ
′
i)
λ′i
and is solely based on the server’s static parameters
αi, ci, and βi.
• Activate All policy (AA). This activation policy always turns on all back-end servers. Therefore in this
case the power on/off mechanism is not needed. Neither is the ordered server list.
• RANdom policy (RAN). This policy generates a random ordered server list for server activation.
• Static Power based policy (SP). This policy orders machines by their static power consumption. A
server with a smaller static power consumption ci is listed earlier in the ordered server list.
• Pseudo Dynamic Power based policy (PDP). This policy orders machines by the dynamic power con-
sumption parameter βi. A server with a smaller βi is listed earlier in the ordered server list. According
to the definition of power efficiency Pi(λi)
λi
, its dynamic part is
βi
α3
i
×(λi+
1
Rˆ
)3
λi
. As we can see, the dynamic
power efficiency is not solely determined by βi. This policy is therefore called pseudo dynamic power
based policy.
5.3 Server Activation Thresholds
In the previous section we introduced the ordered server list that specifies which servers to choose when we
need to turn on or off machines. This section presents our threshold-based strategy to decide the optimal
number of active servers.
The goal is two-fold. First, an adequate number of servers should be turned on to guarantee the response
time requirement. Second, the number of active servers should be optimal with respect to the consumed power.
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To meet the response time requirement, the number of active servers should increase monotonically with
the workload λcluster. The heavier the workload, the greater the number of active servers required. It suggests
that we turn on more servers only when the current capacity becomes inadequate to process the workload. Ac-
cordingly N capacity thresholds Λc1,Λc2, · · · ,ΛcN are developed and each Λck corresponds to the maximum
workload that can be processed by the first k servers. According to Equation (5), when a server is operating at
its maximum frequency fi max, it can process at most λi max amount of workload and meet the response time
requirement:
λi max = αifi max −
1
Rˆ
(11)
Thus, we have:
Λck =
k∑
i=1
λi max =
k∑
i=1
αifi max −
k
Rˆ
(12)
When the current workload exceeds this threshold Λck, at least k + 1 servers of the ordered server list have to
be activated.
However, the above thresholds may not be optimal with respect to the power consumption. The power
consumed by a server is composed of two parts: the static part ci and the dynamic part βif 3i . When adding
an active server, the cluster’s static power consumption increases but its dynamic power consumption may
actually decrease. The reason is that with more active servers to share the workload, the workload distributed
to each server decreases; consequently, the CPU operating frequency fi required for each server may get
smaller, which could lead to a reduced dynamic power consumption of the cluster.
To derive the optimal-power threshold, scenarios when activating k + 1 servers is better than activating k
servers are identified. In such scenarios, k servers are adequate to handle the workload. But if we activate k+1
servers, the system consumes less power. We assume that the optimal power consumption using the first k
servers to handle λcluster workload, where λcluster ∈ (0,Λck], is Jˆk(λcluster) (see Section 5.4 for Jˆk(λcluster)’s
derivation). It is a monotonically increasing function of λcluster. We analyze the following equation:
Jˆk(λcluster) = Jˆk+1(λcluster) (13)
According to characteristics of functions Jˆk(λcluster) and Jˆk+1(λcluster) (see Section 5.4), there is at most one
solution for Equation (13). If such a solution λ′cluster is found, then activating k + 1 servers is more power
efficient than activating k servers when λcluster > λ′cluster. Here is a sketch of the proof: 1) Jˆk(λcluster) is less
than Jˆk+1(λcluster) for small λcluster; 2) functions Jˆk(λcluster) and Jˆk+1(λcluster) increase monotonically with
λcluster; and 3) if and only if λcluster = λ′cluster activating k or k + 1 servers consumes the same amount of
power. Therefore, once λcluster exceeds λ′cluster, Jˆk+1(λcluster) becomes less than Jˆk(λcluster), i.e., it becomes
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more power efficient to activate k + 1 servers.
Therefore, if there is a solution λ′cluster ∈ (0,Λck] for Equation (13), we find the optimal-power threshold
Λpk = λ
′
cluster where activating k + 1 servers is more power efficient than activating k servers when λcluster
exceeds this threshold; otherwise, we assignΛpk = −1. After analyzing Equation (13) for k = 1, 2, · · · , N−1,
we obtain another series of thresholds: optimal-power thresholds Λp1,Λp2, ...,Λp(N−1).
By combining capacity and optimal-power thresholds, we get the server activation thresholds Λk, k =
1, 2, · · · , N :
Λk =
{
Λck for Λpk = −1 or k = N
Λpk for Λpk 6= −1
We use the symbol CP to denote the above Capacity-Power-based strategy. For comparison, a baseline
CApacity-only strategy, denoted as CA, is also investigated, for which Λk = Λck. In the Activate All policy
(AA), no server activation thresholds are needed.
5.4 Workload Distribution
Last two sections solved the problem of deciding how many and which back-end servers should be activated
for a given workload. This section proposes a strategy to optimally distribute the workload among active
servers.
According to Section 5.1, if the first k servers of the ordered server list are activated, the optimization
problem becomes:
minimize
Jk =
k∑
i=1
[ci + βi × (
λi
αi
+
1
αiRˆ
)3] (14)
subject to: 

∑k
i=1 λi = λcluster
0 ≤ λi ≤ αifi max −
1
Rˆ
, i = 1, 2, ..., k
(15)
The analysis is to find optimal solutions for all Jk, k = 1, 2, · · · , N .
To solve the optimization for Jk, we first assume that all k back-end servers are running below their max-
imum capacities, i.e, 0 ≤ λi < αifi max − 1Rˆ , i = 1, 2, ..., k. Since the second constraint of the problem is
satisfied, the optimization becomes:
minimize
Jk =
k∑
i=1
[ci + βi × (
λi
αi
+
1
αiRˆ
)3] (16)
subject to:
k∑
i=1
λi = λcluster (17)
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According to Lagrange’s Theorem [8], the first-order necessary condition for Jk’s optimal solution is:
∃δ, Jk(λi, δ) =
k∑
i=1
[ci + βi × (
λi
αi
+ 1
αiRˆ
)3]
+δ(
k∑
i=1
λi − λcluster)
(18)
and its first-order derivatives satisfy


∂Jk(λi,δ)
∂λi
= 0, i = 1, ...k
∂Jk(λi,δ)
∂δ
= 0
(19)
Solving the above condition, we obtain the optimal workload distribution λi, i = 1, ..., k as:
λi =
αi(λcluster +
k
Rˆ
)
k∑
j=1
αj
√
αj
βj
√
αi
βi
−
1
Rˆ
(20)
The corresponding power consumption is:
Jˆk =
k∑
i=1
ci +
(λcluster +
k
Rˆ
)3
(
k∑
j=1
αj
√
αj
βj
)2
(21)
The above solution is optimal when all k back-end servers are running below their maximum capacities. That
is, when λi (Equation (20)) satisfies the constraint that 0 ≤ λi < αifi max− 1Rˆ , i = 1, 2, ..., k. Thus, the above
condition holds true only for light cluster workloads. As λcluster increases, servers start to be saturated one
after another. That is, a server’s shared workload λi reaches its maximum level αifi max − 1Rˆ where we have:
λi =
αi(λcluster +
k
Rˆ
)
k∑
j=1
αj
√
αj
βj
√
αi
βi
−
1
Rˆ
= αifi max −
1
Rˆ
(22)
Solving Equation (22) for system workload λcluster, we get:
λcluster = fi max
√
βi
αi
k∑
j=1
αj
√
αj
βj
−
k
Rˆ
(23)
This result seems to indicate that among the k active servers, the one with a smaller value of fi max
√
βi
αi
reaches its full capacity earlier as λcluster increases. We therefore order the k servers by their fi max
√
βi
αi
values and generate the saturated order list. When a server gets saturated, its shared workload should not be
increased any more. Otherwise its response time Ri will violate the requirement. As a result, after the first
server’s saturation, i.e., the saturation of the first server on the saturated order list, we have the server’s shared
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workload as λ1 = α1f1 max − 1Rˆ and the system workload as:
λcluster = f1 max
√
β1
α1
k∑
j=1
αj
√
αj
βj
−
k
Rˆ
(24)
The workload distribution problem becomes:
minimize
Jk =
k∑
i=2
[ci + βi × (
λi
αi
+
1
αiRˆ
)3]
+ (c1 + β1f
3
1 max) (25)
subject to:
k∑
i=2
λi = λcluster − (α1f1 max −
1
Rˆ
) (26)
Here, servers are indexed following their saturated order list. Similar to Equations (16) and (17), we solve the
above problem by applying Larange’s Theorem and get the following optimal solution for λi, i = 2, 3, · · · , k:
λi =
αi(λcluster − α1f1 max +
k
Rˆ
)
k∑
j=2
αj
√
αj
βj
√
αi
βi
−
1
Rˆ
(27)
The corresponding power consumption is:
Jˆk =
k∑
i=1
ci +
(λcluster − α1f1 max +
k
Rˆ
)3
(
k∑
j=2
αj
√
αj
βj
)2
+ β1f
3
1 max (28)
Again, we let λi (Equation (27)) be equal to the maximum workload αifi max − 1Rˆ and solve for λcluster. We
get:
λcluster = fi max
√
βi
αi
k∑
j=2
αj
√
αj
βj
+ α1f1 max −
k
Rˆ
(29)
This result verifies our hypothesis that servers saturate following the saturated order list — the smaller the
value of fi max
√
βi
αi
, the earlier the server is saturated. The system workload that starts to saturate the first two
servers is:
λcluster = f2 max
√
β2
α2
k∑
j=2
αj
√
αj
βj
+ α1f1 max −
k
Rˆ
(30)
We define λmk as:
λmk = fm max
√
βm
αm
k∑
j=2
αj
√
αj
βj
+
m−1∑
i=1
αifi max −
k
Rˆ
(31)
In general, when λcluster ∈ [λmk , λm+1k ), m of the k active servers are saturated. That is, λi = αifi max− 1Rˆ , i =
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1, 2, · · · , m. The optimization problem becomes:
minimize
Jk =
k∑
i=m+1
[ci + βi × (
1
αiRˆ
+
λi
αi
)3]
+
m∑
i=1
(ci + βif
3
i max) (32)
subject to:
k∑
i=m+1
λi = λcluster −
m∑
j=1
(αjfj max −
1
Rˆ
) (33)
and the optimal solution is :
λi =
αi(λcluster −
m∑
j=1
αjfj max +
k
Rˆ
)
k∑
j=m+1
αj
√
αj
βj
√
αi
βi
−
1
Rˆ
for i = m+ 1, m+ 2, · · · , k (34)
Jˆk =
k∑
i=1
ci +
(λcluster −
m∑
j=1
αjfj max +
k
Rˆ
)3
(
k∑
j=m+1
αj
√
αj
βj
)2
+
m∑
i=1
βif
3
i max (35)
The above solution shows how to optimally distribute workload among active servers when they are in
steady on states. However, since it takes some time (e.g., tens of seconds) to switch on a server and start
software processes on it, there is a short server switch-on transient stage. During this transient interval, the
to-be-active server cannot process any request yet, thus instead, the workload is distributed to active servers in
proportion to their processing capacities. This temporary workload distribution method balances the load and
avoids overloading the most power-efficient server during the transient stage. Once the transition is complete
and the server is active and ready to process requests, the algorithm again begins to optimally distribute
workload based on the aforementioned optimal solution.
Baseline Algorithms. We denote our algorithm proposed above as OP , the OPtimal workload distribution.
For comparison, the following three baseline algorithms are investigated:
• RANdom (uniform) workload distribution (RAN). In this strategy, every incoming request is distributed
13
to a randomly picked active server.
• CApacity based workload distribution (CA). This strategy distributes the workload among active servers
in proportion to their processing capacities, i.e. αifi max.
• One-by-One Saturation policy (OOS). This policy distributes requests following a default order. For
each incoming request, we pick the first active server that is not saturated to process it.
5.5 Algorithm Nomenclature
The previous three subsections have respectively presented different strategies for deriving the ordered server
list, server activation thresholds and workload distribution. By following the proposed framework (Sec-
tion 5.1), we could generate many different algorithms by combining different strategies for the three mod-
ules, for instance, TP-CP-OP, AA-AA-CA and SP-CA-CA. The nomenclature of the algorithms includes three
parts corresponding to the three design decisions. The first part denotes the adopted strategy for deciding the
ordered server list: TP, AA, RAN, SP or PDP. The second part represents the choice for deriving server activa-
tion thresholds: CP, CA or AA. In the third portion of the name, OP, RAN, CA or OOS denotes the workload
distribution strategy. However, not all combinations are feasible. For instance, CP can only be combined with
OP and AA is combined with AA.
6 Performance Evaluation
In the previous section, we proposed various threshold-based strategies for the power management of hetero-
geneous soft real-time clusters. In this section, we experimentally compare their performance relative to each
other, to an existing approach [17], and to the optimal solution.
A discrete simulator has been developed to simulate a range of heterogeneous clusters that are compliant
to models presented in Section 3. The server on/off switch overheads are also simulated. There are two types
of switch overheads: time overhead and power overhead. It takes some time, assumed to be 10 seconds, to
turn on/off a server, during which interval no service can be provided by the server. To simulate the power
overhead, we assume in the switch on/off interval, a server Si consumes power at the maximum level, i.e.,
Pi = ci + βif
3
i max.
Cluster Configuration. The following clusters are simulated:
• Cluster1. First, we simulate a small cluster that consists of 4 back-end servers. They are all single
processor machines: server 1 has an AMD Athlon 64 3000+ 1.8GHz CPU; server 2 has an AMD
Athlon 64 X2 4800+ 2.4GHz CPU; server 3 has an Intel Pentium 4 630 3.0GHz CPU and server 4 has
an Intel Pentium D 950 3.4GHz CPU. To derive server parameters, experimental data from [17, 7, 10]
are referred. Table 1 lists the estimated parameters. In addition, we assume that the processors only
support discrete frequencies, i.e., a processor’s frequency can only be set to one of ten discrete levels in
the range [fi min, fi max], where fi min = 25%fi max.
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Server fi max ci βi αi
1 1.8 44 2.915 495.00
2 2.4 53 4.485 548.75
3 3.0 70 2.370 287.00
4 3.4 68 3.206 309.12
Table 1. Parameters of a 4-Server Cluster
• Cluster2. Second, we simulate a large cluster that has 128 back-end servers of 8 different types.
Workload Generation. A request is specified by a tuple (Ai, Ei), where Ai is its arrival time and Ei is its
execution time on a default server when it is operating at its maximum frequency.
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(b) Workload2
Figure 2. Average Request Rate
• To generate requests for Workload1, we assume that the inter-arrival time follows a series of exponen-
tial distributions with a time-varied mean of 1
λcluster(t)
. As shown in Figure 2a, we simulate a workload
λcluster(t) that gradually increases from requiring 20% to 90% of the cluster capacity. Request execution
time Ei is assumed to follow a gamma distribution with a specified mean of 1µ′
1
, where µ′1 = 891 req/sec
is the default server’s maximum processing rate of this workload. The request execution time varies on
different servers and is assumed to be reciprocally proportional to a server’s capacity. Assuming small
requests, their desired average response time Rˆ is set at 1 second.
• Workload2 is generated according to empirical distributions based on a server log file [19]. From the
log file, we extract request arrival time and requested file size information. The log file records all
requests that arrived in a day. To expedite the simulation, we replay these requests faster than real-time,
i.e., we have proportionally reduced request interarrival times. The average request execution time is
assumed to be 1
µ′
2
, where µ′2 = 541 req/sec is the default server’s maximum processing rate of this
workload. In addition, we assume request execution time Ei grows linearly with requested file size.
To simulate same application accesses, we choose requests with modest execution time variances, i.e.,
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those 77.3% requests recorded in the log file whose execution times fall in the range [0.1
µ′
2
,
10
µ′
2
]. Figure 2b
shows the generated request rate λcluster(t).
By offline analysis of cluster server parameters, a threshold-based algorithm derives the ordered server list,
server activation thresholds and workload distribution formulas. Once these three modules are deployed on
the head node, the cluster is able to handle different levels of workload. Each simulation lasts 3000 seconds and
periodically, i.e., every 30 seconds, the system measures the current workload and predicts the average request
rate λcluster(t) for the next period. We adopt a method proposed in [11] for the workload prediction. Based
on the range the predicted λcluster(t) falls into, the corresponding power management decisions on server
on/off (xi) and workload distribution (λi) are followed. According to λi, the back-end server DVS mechanism
decides the server’s frequency setting fi. Since a CPU only supports discrete frequencies, we approximate
the desired continuous frequency fi by switching the CPU frequency between two adjacent discrete values,
e.g., to approximate 2.65GHz frequency, during the 30-second sampling period, the CPU frequency is first set
at 2.4GHz for 11.25 seconds and then at 2.8GHz for 18.75 seconds. To evaluate algorithm performance, we
measure two metrics: average response time and power consumption. Curves are used to show the average
response time, while for clarity, we use bar figures to illustrate the power consumption.
The first group of simulations (Sections 6.1, 6.2 and 6.3) simulate Cluster1 with the synthetic Workload1.
We evaluate the effects of major design choices and the corresponding algorithms in Sections 6.1 and 6.2.
Section 6.3 compares threshold-based algorithms with an existing approach [17] and with the optimal solution.
In Sections 6.4 and 6.5, we simulate Cluster1 with the empirical Workload2 and experimentally evaluate the
feedback control mechanism’s impact on the back-end server DVS. Section 6.6 reports the simulation results
on Cluster2.
6.1 Effects of Ordered Server List
We first evaluate an algorithm’s performance with respect to different policies in deciding the ordered server
list. Our heuristic: Typical Power based policy (TP) and baseline strategies: Activate All policy (AA), Static
Power based policy (SP) and Pseudo Dynamic Power based policy (PDP) are compared. We evaluate the
following algorithms: TP-CA-CA, AA-AA-CA, SP-CA-CA and PDP-CA-CA. Except for AA-AA-CA, which
activates all servers, the other algorithms only differ in the ordered server list but have the same capacity based
(CA) strategies for deciding server activation thresholds and workload distribution. Figures 3 and 4 show the
simulation results.
Since algorithms adopt capacity based (CA) strategies for deciding server activation thresholds and work-
load distribution, we can see from Figure 3 they all achieve the response time goal and keep the average
response time around 1 second. One interesting observation is that the Activate All policy (AA) does not
decrease the response time. The reason is on a back-end server, the local DVS mechanism always sets the
16
CPU frequency at the minimum levels that satisfy the time requirement. Therefore, as long as the desired
frequency levels are equal or above the CPU’s minimum frequency fi min, even though AA policy turns on
all back-end servers, it does not lead to reduced response times. The simulation results also demonstrate that
our approach in approximating a continuous frequency by switching CPU between its two adjacent supported
discrete frequencies works as expected.
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Figure 3. Effects of Ordered Server List: Time
In Figure 4, we use a table to list the aver-
age power consumption achieved by different
algorithms over the 100 sampling periods and
bars to show the sampled power consumptions
in different sampling periods as cluster work-
load changes. Algorithm TP-CA-CA, built on
our Typical Power based policy (TP), always
consumes the least power. It performs espe-
cially well at a low/medium cluster request
rate when a good power management mech-
anism is needed the most. As workload in-
creases, all back-end servers have to be acti-
vated and the algorithms begin to have similar
performance. From this experiment, we demonstrate that the server activation order has a big impact on the
power efficiency. When adopting a bad order, such as that by the Pseudo Dynamic Power based policy (PDP),
a high level of power is consumed. Occasionally, i.e., when λcluster(t) = 2457 or 2747 req/sec, the Pseudo
Dynamic Power based policy (PDP-CA-CA) performs even worse than the Activate All policy (AA-AA-CA).
It shows that under such scenarios activating more servers consumes less power.
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Figure 4. Effects of Ordered Server List: Power
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6.2 Effects of Activation Thresholds and Workload Distribution
In this subsection, to evaluate polices that decide server activation thresholds and workload distribution we
simulate the following algorithms: RAN-CP-OP that is based on our heuristic and RAN-CA-OOS, RAN-CA-
CA and RAN-CA-RAN baseline algorithms. For RAN-CP-OP, the last two modules are combined together
since optimal-power thresholds depend on the optimal workload distribution. Therefore we evaluate the two
polices together. For these algorithms, a common RANdomly generated ordered server list is used.
Figures 5 and 6 show the simulation results. From Figure 5, we can see that algorithm RAN-CA-RAN
fails to provide response time guarantee: in multiple sampling periods, the average response time significantly
exceeds the 1 second target. The reason is for a heterogeneous cluster, this RANdom (uniform) workload dis-
tribution does not prevent a server from being overloaded. Even though the CApacity-based server activation
policy has ensured that the cluster capacity is adequate to handle the workload, the bad workload distribution
still causes the QoS violation. Since all other algorithms consider a server’s capacity for workload distribution,
they meet the time requirement.
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Figure 5. Effects of Activation Thresholds and Workload
Distribution: Time
Figure 6 illustrates the power consump-
tion results. Under all scenarios, the algo-
rithm based on our heuristic, RAN-CP-OP, al-
ways consumes the least power. In addition,
unlike other three algorithms, RAN-CP-OP’s
power consumption increases monotonically
and smoothly with the workload. The main
reasons behind these results are as follows.
More Servers but Less Power. As discussed
in Section 5.3, more servers do not always
consume more power. Our Capacity-Power-
based strategy (CP) takes this factor into ac-
count. For example, when λcluster(t) = 929
req/sec, the baseline CApacity-only based algorithms activate one server and when λcluster(t) = 2747 req/sec,
they activate three servers. In contrast, our algorithm RAN-CP-OP turns on two and four servers respec-
tively under these two scenarios. It leads to much less power consumptions. When λcluster(t) increases to
2800 req/sec, RAN-CA-CA algorithm turns on the forth server. The result is that, with four servers its power
consumption for a heavier workload (say 3029 req/sec) is less than that of three servers for a lighter work-
load (say 2747 req/sec). Optimal Workload Distribution. Our heuristic forms and solves the workload
distribution as an optimization problem. The simulation results demonstrate that the resultant distribution is
indeed optimal. In Figure 6, When λcluster(t) is greater than 2800 req/sec, four algorithms all activate the
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same number of servers. But our algorithm RAN-CP-OP still consumes the least power due to its optimal
distribution of the workload. Unlike RAN-CP-OP, algorithm RAN-CA-OOS experiences a sudden change of
the consumed power whenever a new server is activated. For this One-by-One Saturation strategy (OOS) on
workload distribution, after adding an active server, its static power consumption increases but its dynamic
power consumption does not decrease because it does not reduce the workload distributed to the other servers.
Thus, their dynamic power consumptions do not decrease. As we observe, this strategy leads to the highest
power consumptions.
Alg AvgPower (Watt)
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Figure 6. Effects of Activation Thresholds and Workload Distribution: Power
6.3 Evaluation of Integrated Algorithms
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Figure 7. Integrated Algorithms: Time
This subsection evaluates the following inte-
grated algorithms: our heuristic TP-CP-OP
and baseline algorithms: AA-AA-CA and SP-
CA-CA. When choosing baseline algorithms
for comparison, we exclude the “deficient”
algorithms, i.e., those based on PDP server
activation strategy, RAN or OOS workload
distribution policies. In addition, we com-
pare these threshold-based algorithms with the
optimal power management solution: OPT-
SOLN. To obtain the optimal solution, we
solve the power management problem, i.e.,
Equations (7) and (8), for all integer points
λcluster in the range (0, λˆcluster]. The optimal server on/off (xi) and workload distribution (λi) is recorded
for every possible λcluster. Dynamically, based on the predicted λcluster(t), the corresponding optimal config-
uration is followed. We also implement an existing algorithm proposed by Rusu et. al. [17]. For that algorithm,
since the authors simply assume servers can be easily ordered with respect to their power efficiencies, they
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only provide a very short discussion on the server activation order. Therefore, to compare that algorithm with
our TP-CP-OP algorithm, we focus on the other two algorithmic decisions on: server activation thresholds
and workload distribution, while adopting the same TP ordered server list for both algorithms. We denote that
algorithm as EE-RT-HSC, which is the acronym of the paper’s title [17].
Alg AvgPower (Watt)
TP-CP-OP 249
AA-AA-CA 319
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Figure 8. Integrated Algorithms: Power
Figures 7 and 8 respectively show the average response time and the power consumption. As expected,
our algorithm TP-CP-OP performs better or as good as baseline algorithms under all scenarios. On average,
TP-CP-OP consumes 28.1% and 8% less power than AA-AA-CA and SP-CA-CA respectively. Surprisingly,
compared to the results of OPT-SOLN, our heuristic TP-CP-OP leads to an average of 2% less power con-
sumption. For the simulated workload, OPT-SOLN algorithm switches on/off back-end servers for a total of
11 times, while our algorithm TP-CP-OP only turns on 3 additional servers at their individual appropriate mo-
ments following the ordered server list. During some sampling periods, OPT-SOLN algorithm may cause two
server on/off switches, for instance, turning off a low-capacity server while turning on a high-capacity server
at the same sampling period. In Figure 8 we observe when λcluster(t) = 2457 req/sec, OPT-SOLN algorithm
leads to a quite high power consumption, which is caused by two server switches in that sampling period.
Following the threshold-based approach, our algorithm minimizes the server on/off overhead, resulting in a
smaller power consumption. In comparison with EE-RT-HSC algorithm, on average, our TP-CP-OP algorithm
consumes 3.2% less power. By analyzing the experimental data, we notice that these two algorithms switch
on/off back-end servers for the same number times. However, two methods adopted by EE-RT-HSC lower
the algorithm’s power efficiency. First, to avoid overloading the cluster, the algorithm activates new servers in
advance based on the possible maximum load increase during a monitoring period (which is set at 5 seconds).
This strategy leads to servers being turned on too early, resulting in more power consumptions. Second, in
order to void frequent server switches, EE-RT-HSC algorithm adds several transition states so that servers are
not turned on/off immediately to improve power efficiency. This method, however, does not necessarily save
power and in many cases, on the contrary, it leads to more power consumptions.
When implementing EE-RT-HSC, we notice that it is difficult to apply the algorithm to save power for web
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clusters that have fluctuating workloads. Web traffic is known to be self-similar [22] and thus has significant
variability over a wide range of time scales. This huge variance makes it hard for the algorithm to estimate the
possible maximum load increase per monitoring period. For instance, if we apply it to handle the empirical
workload (i.e., Workload2 that we have generated based on a web log file), due to the large value of the
max load increase, EE-RT-HSC algorithm will almost turn on all servers at the beginning of the simulation.
As a result, it will consume a quite high level of power. Because of this deficiency, we choose not to simulate
EE-RT-HSC in the next two subsections where the cluster executes the empirical Workload2.
6.4 Empirical Workload Simulation
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Figure 9. Simulation Result of Web Log Based Workload:
Time
To evaluate algorithms in a more realistic set-
ting, for the second group of simulations (Sec-
tions 6.4 and 6.5), we simulate the cluster with
the empirical Workload2, which is generated
based on a web log file [19]. Figures 9 and 10
show the simulation results for the same inte-
grated algorithms that have been analyzed in
the previous subsection. From Figure 9, we
can see, although the workload does not match
the assumed M/M/1 queuing model, the algo-
rithms can still keep response times around the
1 second target due to the effective feedback
control of DVS. The only exception is for the
AA-AA-CA algorithm, which produces very short response times at the beginning and the end of the simula-
tion. During those periods, the workload is very low, where λcluster(t) ≈ 500 req/sec. However, AA-AA-CA
algorithm always turns on all servers. With such low request rates, even when all processors are set at their
minimum frequencies fi min, the total cluster capacity is still bigger than needed to satisfy the 1 second re-
sponse time requirement. That explains why we observe lower response times at the beginning and the end of
the simulation.
Figure 10 again demonstrates that our algorithm TP-CP-OP achieves the best power efficiency. It out-
performs baseline algorithms to a large extent. Furthermore, on average, TP-CP-OP consumes 2.9% less
power than OPT-SOLN because the latter leads to a total of 28 server on/off switches, while our heuristic TP-
CP-OP only causes 10 switches. There are 9 sampling periods when OPT-SOLN algorithm causes 2 server
switches and 10 sampling periods when it has 1 switch. During the two periods when λcluster(t) = 1360 and
1397 req/sec, our algorithm TP-CP-OP does not cause any server switch, while OPT-SOLN leads to 1 and
21
Alg AvgPower (Watt)
TP-CP-OP 173
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Figure 10. Simulation Result of Web Log Based Workload: Power
2 switches respectively. That is why during those periods OPT-SOLN algorithm consumes more power than
TP-CP-OP.
6.5 Effects of Feedback Control
As described in Section 4, to overcome the inaccuracy of the M/M/1 queuing model, we apply an approach
that combines feedback control with queuing-theoretic prediction for back-end server DVS. This section eval-
uates the impact of the feedback control. We compare the combined mechanism with a queuing-theoretic
prediction only mechanism where no feedback control of DVS is applied.
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Figure 11. Effects of Feedback Control
Figure 11a shows the resultant average response times when the feedback control is not applied. As we can
see, due to the modeling inaccuracy, the response times are no longer around the 1 second target. In contrast,
when the feedback control is combined with the queuing-theoretic prediction, the average response times, as
shown in Figure 9, are kept close to the target. These results demonstrate that the feedback control mechanism
is effective in regulating the response time. On the other hand, when comparing power consumptions of DVS
mechanisms with and without feedback control, the differences are negligible. For illustration, the curves in
Figure 11b show the power consumption of TP-CP-OP algorithm with and without DVS feedback control. On
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average, the difference in power consumption is only 0.22 Watt and server frequencies differ by 0.004 GHz.
As we can see, the response time is very sensitive to frequency changes. A small frequency change can lead
to a large variation of response time. Consequently, to effectively regulate the response time, the feedback
control mechanism only needs to slightly modify the queuing estimated frequency fi and thus leads to a
very small difference in power consumption. These experimental results show that the queuing model based
estimate of fi is very close to the real frequency setting, which justifies the adoption of queuing estimated fi
in the optimization problem formulation (see Section 4).
6.6 Performance on a Large Cluster
Server fi max ci βi αi
Type1 1.8 65 7.5 222.22
Type2 1.8 75 5 250.00
Type3 2.4 60 60 229.17
Type4 2.4 75 5.2 250.00
Type5 3.0 90 4.5 250.00
Type6 3.0 105 6.5 266.67
Type7 3.2 90 4.0 237.50
Type8 3.2 105 4.4 253.13
Table 2. Parameters of a 128-Server Cluster
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Figure 12. Large Cluster Simulation: Workload
In practice, a cluster typically runs with hundreds of back-end nodes. Therefore, in this subsection, we evalu-
ate the algorithm’s performance on a large cluster with 8 types of 128 nodes (see Table 2 for their parameters).
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Similar to Section 6.3, we compare three baseline algorithms: AA-AA-CA, SP-CA-CA and EE-RT-HSC with
our heuristic: TP-CP-OP. Because OPT-SOLN algorithm has an exponential computation complexity, it can-
not be implemented to handle large clusters. For that reason, OPT-SOLN is not included in this subsection.
Figures 13 and 14 show the simulation results. As we can see, before the system workload reaches 56527
req/sec, AA-AA-CA consumes much more power than the other algorithms which include power on/off mech-
anisms. But as workload increases, AA-AA-CA outperforms SP-CA-CA algorithm. This result again proves
that more servers do not always consume more power. Our algorithm TP-CP-OP considers both static and
dynamic power efficiencies. Its mechanisms on power on/off and workload distribution strive to achieve an
optimal power consumption. As a result, it performs the best. The algorithm EE-RT-HSC achieves approx-
imately the same power consumption as our algorithm. The two algorithms have less than 0.35% difference
in their power consumptions. However, compared to our TP-CP-OP algorithm, EE-RT-HSC takes a much
longer time to finish its offline power management computation for such a large cluster. Besides, as discussed
in Section 6.3, it is difficult to properly configure EE-RT-HSC to handle bursty empirical workloads. From
Figure 13, we notice that at the beginning of the simulation, SP-AA-AA leads to higher average response
times than the target. It is because as the workload quickly increases (see Figure 12 for the simulated syn-
thetic workload), we need to turn on several servers. Due to the server activation overhead, there is a delay
before a server can start processing requests. Because SP-CA-CA always activates as few back-end servers
as possible, under this algorithm, active servers are running close to their maximum capacities before turning
on more servers. As a result, during the transit period of turning on servers, increased workload saturates
running servers. This overload effect is particularly obvious at the beginning of the simulation when only
a small number of activated servers are sharing the excessive workload. On the other hand, TP-CP-OP and
EE-RT-HSC consider the cluster power efficiency and always turn on more servers in advance. Consequently,
their performance are not so sensitive to the server activation overhead.
7 Conclusion
This paper presents a threshold-based method for efficient power management of heterogeneous soft real-time
clusters. Following this approach, a power management algorithm makes three important design decisions
on ordered server list, server activation thresholds and workload distribution. We systematically study this
approach and the impact of these design decisions. A new algorithm denoted as TP-CP-OP is proposed. When
deciding the server activation order, the algorithm considers both static and dynamic power efficiencies.
Its server activation thresholds and workload distribution are explicitly designed to achieve optimal power
consumption. By simulation, we demonstrate the algorithm’s advantages in power consumption: it incurs low
overhead and leads to optimal power consumption.
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