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Abstract
References (Hurley, 1991, 1992, 1998) show that if a continuous map f on a metric space X
has a “weak attractor”, A, then there is an associated Lyapunov function, h, which is a continuous,
nonnegative, real-valued map whose zero set is A, and satisfying h ◦ f − h < 0 on a certain deleted
neighborhood of A. In (1996) Kim et al. show that If X is locally compact and if the zero set Z of
a Lyapunov function is compact, then Z is a weak attractor. Here we obtain the same result without
the compactness assumption on Z, provided that the ambient space is σ -compact. Ó 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In [1], Conley introduced a topological definition of an attractor for a flow on a compact
metric space, and connected it with a weak form of recurrence called chain recurrence.
As part of this work he showed that each of these attractors has an associated Lyapunov
function, which, among other things, is a continuous nonnegative function on the space,
whose zero set is the attractor, and having the property that the Lyapunov function is strictly
decreasing along any part of an orbit that is in a neighborhood of the attractor but is not in
the attractor.
Since then, most of these results of Conley have been generalized to other contexts,
first to maps on compact metric spaces [2], and then to locally compact metric spaces
[3,4], and finally to arbitrary metric spaces [5,6]. The extensions to noncompact spaces
involve a fundamental choice. In the compact setting, a basic object in these studies is an
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absorbing set, which is a set U with the property that the closure of the image of U under
the dynamical system is contained in the interior of U . In a compact metric space it follows
that U contains some uniform neighborhood of the image. In a noncompact metric space,
one must choose whether to require that an absorbing set contains a uniform neighborhood
of its image or not. If the requirement is made, one defines a strong attractor which
corresponds to a weak version of chain recurrence. If the requirement is not made (i.e., if
one only requires that f (U)⊂ int(U)), then one defines a weak attractor, corresponding
to a more restrictive notion of chain recurrence. The first notion depends on the particular
metric that is used, while the second is in some sense more fundamental, as it depends only
on the underlying topology.
References [3,4,6] contain constructions of Lyapunov functions for attractors in these
various circumstances. The most general result is in [6], showing that any weak attractor
of a continuous map on a metric space has a Lyapunov function.
In [7], Kim et al. asked about the converse for locally compact spaces: if there is a
closed, nonempty f -invariant set A equipped with a Lyapunov function, is A necessarily a
weak attractor of f ? Their paper contains a proof that this is the case, using the additional
assumption that A is compact. They also claim to present a counterexample when A is not
compact, but their example is flawed: the set they claim not to be a weak attractor in fact is
a weak attractor. (The set in question does not appear to ‘attract’ anything, but without
compactness, whether or not weak attractors appear to be ‘attracting’ can be changed
through topological conjugacy, or by changing the metric.) Their example and others like
it are discussed below in Section 3. In view of these examples, some might object to the
use of the term ‘attractor’ in conjunction with sets that do not appear to actually attract
anything. We have chosen to keep the term for two reasons.
(1) The key feature of the entire theory is the connection between the chain recurrent
behavior of the dynamical system and its set of ‘attractors’; the sets we describe are
the appropriate sets to make this connection, as described in [4].
(2) Here we are taking the view that the underlying topology of X is of primary
importance, rather than a particular choice of metric. Any weak attractor can become
a strong attractor if one changes the metric appropriately (without changing the map
f , or the invariant set, A, being considered).
The main result of this paper is that the converse is true, provided that the underlying
space X is a locally compact, σ -compact, metric space (σ -compact means that X is a
countable union of compact subsets; this condition is implied, for example, by second
countability).
The paper is organized in five sections. The remainder of this introduction contains the
basic definitions. The following section gives the proof of the theorem in the case that A is
compact, following the argument in [7]. (The argument is presented to illustrate the ideas
of the general proof in a context where technical complication are minimal.) Section 3
contains examples illustrating some non-intuitive features that arise without compactness.
Section 4 contains preliminary lemmas used in the proof of the main theorem, which is
presented in the final section.
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1.1. Definitions
Throughout the paper X will denote a locally compact, σ -compact metric space, and
f :X→X a continuous map.
Definition 1. We say that h is a Lyapunov function with respect to f if h :X→ [0,∞)
is continuous, A ≡ h−1(0) is nonempty and forward invariant under f , and there is a
neighborhood W of A with the properties that h(f (x)) < h(x) for any x ∈W − A, and
h−1([0,1]) ⊂ W . (Of course, by multiplying h by a positive constant, we can replace
h−1([0,1]) with h−1([0, δ]) for any positive δ.)
Definition 2. A nonempty subset U ⊂ X is called an absorbing set if f (U) ⊂ int(U).
A closed (possibly empty) subset A of X is a weak attractor for f if there is an absorbing
set U with
⋂
n>0 f
n(U)=A. If the absorbing set U has the additional property that there
is a positive constant ε with the property that the ε ball about any point of f (U) is contained
in U , then A is called a strong attractor.
If X is compact, then the concepts of weak attractor and strong attractor are equivalent.
The definition of a weak attractor given in [7] is superficially different from the above,
requiring that there be a positive continuous function ε on X with the property that the
ball of radius ε(p) be contained in U whenever p ∈ f n(U) and n is sufficiently large.
It is easy to see that this is equivalent to requiring that f n(U) ⊂ int(U) for all large n,
and by judiciously enlarging the set U , we can ensure that f n(U)⊂ int(U) for all n> 1.
(Lemma 10 shows how to make this enlargement of U .)
We are assuming that X is a metric space mainly for convenience, and because of
the natural connection between weak attractors and chain recurrence (the definition of
chain recurrence uses the metric). Except for a few incidental remarks concerning strong
attractors, the metric is not used explicitly anywhere in the discussion, although some of
its consequences (that X is normal, that closures can be identified in terms of limits of
sequences, etc.) are used. The arguments can be adapted to hold with weaker assumptions
replacing the assumption of a metric, but we do not present the details of this.
2. The case of compact A
The following theorem, with essentially the same proof, can be found in [7].
Theorem 3. Let X be a locally compact metric space, and let f denote a continuous map
from X to itself. Suppose that A ⊂ X is compact, nonempty, and f invariant, and that
h :X→[0,∞) is a continuous functional with the properties
(i) h−1(0)=A;
(ii) there is a neighborhood W of A with the property that h(f (x)) < h(x) whenever
x ∈W −A.
Then A is a strong attractor for f .
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Proof. Let K be a compact neighborhood of A, and for each ε > 0, let
Kε =
{
x ∈K | h(x)6 ε}.
Claim. If U is an open neighborhood of A, then Kε ⊂U for all small ε > 0.
Proof. This is easy to see; if the claim were false then for each positive n we could find
xn ∈ K1/n − U , and by compactness we can assume that xn converges to some point
p ∈ K − U . Now p /∈ A, so h(p) > 0, while on the other hand, continuity of h forces
h(p)= limh(xn)= 0. The contradiction establishes the claim. 2
Because of the uniform continuity of f on K and the forward invariance of A, we
see that f (Kε) ⊂ K for sufficiently small ε, from which it follows immediately that
f (Kε)⊂Kε . In fact we will show that the closure of f (Kε) is contained in the interior of
Kε . To do this, note that compactness of Kε implies that h achieves its maximum value M
on f (Kε), say at f (y), y ∈Kε . If M = 0 then f (Kε)⊂A⊂ int(Kε). If M > 0 then
M = h(f (y))< h(y)6 ε,
so that f (Kε)⊂ int(Kε) in this case as well.
To finish we need to show that
⋂
n>0 f
n(Kε) = A; clearly the intersection contains
A, so we need only show that it does not contain anything else. Begin by noting that
compactness ensures that the omega-limit set of each point x ∈Kε is nonempty; this and
the usual Lyapunov function argument in compact spaces shows that h(f n(x))→ 0 for
each such x . This and continuity show that given δ > 0, for each x ∈ Kε there is a an
integer N(x, δ) and a neighborhood G(x) of x such that h(f N(x,δ)(y)) < δ for every
y ∈ G(x). The assumptions on h then show that whenever n > N(x, δ), h(f n(y)) < δ.
Taking a finite subcover of Kε by these neighborhoods G(x), say {G(xi)}, we conclude
that for sufficiently large n, h(f n(y)) < δ for all y ∈ Kε . This shows that f n(Kε) ⊂ Kδ
for such n, and we have already shown that Kδ converges to A as δ→ 0, so the proof is
complete. 2
3. The noncompact case—examples
The proof of Theorem 3 naturally breaks down into two parts, first, finding a closed
neighborhood of A that is mapped into its own interior, and second, showing that the
intersection of all the forward images of this set is just A. In extending to the noncompact
case the same two steps must be addressed, but there are complications. First of all, without
compactness, omega limit sets of points may be empty, and so the argument showing that
h tends to zero along f orbits falls apart (and in fact, we will show below that h need not
tend to 0 along orbits). This also means that a set of the form h−1([0, ε]) is not necessarily
mapped into its interior, so we have to work harder to find an absorbing neighborhood
of A.
Example 4. Weak attractors don’t necessarily ‘attract’.
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Some of the unusual features encountered in considering weak attractors without
compactness can be seen in the following simple class of maps f . Let X = R2, and
consider the class of differential equations of the form (x ′, y ′) = V (x, y) = (1, s(x, y)),
where we assume that s is nice enough that we have existence and uniqueness of solutions,
and that all solutions are defined on all of R. We will consider the class of maps f that are
time-one maps of the flows of these vector fields V . Note that any two of the flows in this
class are topologically conjugate (with conjugacy defined as follows: from a point (x, y)
follow the first flow for time −x to a point (0,P (x, y)) on the vertical axis, then follow the
second flow for time x , beginning at (0,P (x, y))). Consequently, any two maps f in this
class of maps are conjugate as well.
The case of s(x, y) identically 0 was considered in [7], where the claim was made that
x-axis was not a weak attractor for the corresponding map f0. This is incorrect; if s ≡ 0
then the flow is parallel to the x-axis, and every flow line (i.e., every horizontal line) is
both a weak attractor and a weak repeller. (When f is a homeomorphism, a repeller for f
means an attractor of f−1.) For instance, consider the line y = 0. The set
U = {(x, y) | |y|6 ex}
is absorbing for f0, and the intersection of its forward images is the x-axis, so the axis is a
weak attractor. Replacing the function ex in the definition of U by e−x gives us a set that
is absorbing for f−10 , showing that the axis is also a weak repeller.
These properties of f0 are preserved by conjugacy, so for any homeomorphism f in
this class, every flow line is both a weak attractor and a weak repeller. This illustrates
the fact that changing the metric (or keeping the metric but changing to a topologically
conjugate homeomorphism) can turn a weak attractor into a strong attractor. A specific
example would be the time one map f1 of the flow generated by (x ′, y ′)= (1,−y), which
has the x-axis as a strong attractor. As described above, there is a topological conjugacy
between f0 and f1 that preserves the x-axis. This is not particular to this example, as the
following lemma shows.
Lemma 5. Suppose that (X,d) is a metric space, and that B, C are closed, nonempty,
disjoint subsets of X. Then there is a metric ρ on X, generating the same topology as d ,
with ρ(b, c)> 1 for any b ∈B , c ∈ C.
Proof. By Urysohn’s lemma there is a continuous function h :X→R with h(B)= 0 and
h(C) = 1. Define s(x, y) = |h(x) − h(y)| for any pair of points x, y in X. It is easy to
see that s is a semimetric on X. Moreover, if xn is a sequence in X converging to some
point q (with respect to d), then the continuity of h ensures that s(xn, q)→ 0. Now define
ρ(x, y)=max{d(x, y), s(x, y)}. It is again easy to verify that ρ is a metric. It is trivially
true that ρ(xn, q)→ 0 implies that d(xn, q)→ 0, and the converse follows from the fact
that d(xn, q)→ 0 implies s(xn, q)→ 0. 2
Corollary 6. For X, d , f as above, if A is a weak attractor for f , then there is a metric
ρ on X, generating the same topology as d , such that in the metric space (X,ρ), A is a
strong attractor for f .
206 M. Hurley / Topology and its Applications 109 (2001) 201–210
Proof. If U 6= X is an absorbing set for A, then apply the lemma with B = f (U) and
C =X− int(U). 2
Example 7. A Lyapunov function might not tend to 0 along f -orbits.
On the first quadrant in R2, define f (x, y) to be the time one map of the flow given
by x ′ = 1 and y ′ = −ye−x and let h(x, y) = y . The function h decreases along f orbits
with the exception of the orbits on the x-axis. The solution to the differential equation with
initial conditions (0, y) is x(t)= t , and y(t)= y · ee−t−1. Note that y(t)→ y/e as t→∞,
so h does not go to 0 along any f orbit starting above the x-axis. In fact, other orbits stay
at a positive distance from the axis.
A similar example is f (x, y)= (x + 1, y), with h(x, y)= yee−x .
Example 8. Forward invariance of the set W in the definition of a Lyapunov function is
not automatic.
In our definition of Lyapunov function, we required that the neighborhood W of A
contain h−1([0, δ]) for some positive δ. Without compactness of A, this condition does not
follow from our other assumptions, as the following example shows. Consider the time one
map of the flow for x ′ = 1, y ′ = y −√ye−x on the first quadrant in R2, with h(x, y)= y .
(Note that y ′ < 0 if and only if 0< y < e−2x .) There is a neighborhoodW of A= h−1(0)
with h ◦ f − h < 0 on W −A, but any orbit not in A leaves W .
4. Preliminaries
This section contains two lemmas used in the proof of the main theorem. The first
lemma is used to overcome the difficulty illustrated in Example 7, namely that without
compactness a Lyapunov function does not necessarily have the property that h(f n(x))→
0 for all x in a neighborhood of h−1(0). This lemma shows that if there is a Lyapunov
function, then there is also one with this additional property. The second lemma will be
used to overcome the possible lack of a uniform negative bound on h ◦ f − h in the
noncompact context.
The hypotheses that X is locally compact and σ -compact ensure that we can write
X =
⋃
n>1
K(n),
where K(n) is compact and
K(n)⊂ int(K(n+ 1)) for each n.
Lemma 9. Suppose that there is a Lyapunov function h for f and A, with the
neighborhood W of A as in the definition of a Lyapunov function. There is another
Lyapunov function H for f and A with the property that H(f n(x))→ 0 for each x ∈W .
In fact, H ◦ f n tends to 0 uniformly on compact subsets of W .
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Proof. Let the sets K(n) be as above. Using Urysohn’s lemma it is easy to construct a
continuous function ψ : X→ [1,∞) with the property that ψ > n on the complement of
K(n). Since we are only interested in behavior in a neighborhood of A, it is sufficient to
consider only points x ∈ h−1([0,1])⊂W . Define
φ(x)= h(x)
ψ(x)h(x)+ 1− h(x) .
Since h6 1, we see that
φ(x)6 1
ψ(x)
6 1. (4.1)
Moreover, if we rewrite the denominator of φ as 1+ h(x) · (ψ(x)− 1)> 1, we see that
φ(x)6 h(x). (4.2)
It is clear that φ−1(0) = A. Additionally, for any x the sequence h(f n(x)) is bounded
and monotonic, so it converges to some value c. If c = 0 then φ(f n(x))→ 0 follows
from (4.2). If c > 0 then no subsequence of f n(x) can converge (if p were a limit point,
then h(p)= c > 0, so h(f (p)) < c, etc.). Thus if c > 0 then f n(x) goes off to infinity, so
that ψ(f n(x))→∞, and it follows from (4.1) that φ(f n(x))→ 0. In all cases we see that
φ
(
f n(x)
)→ 0 as n→∞. (4.3)
Essentially the same argument shows that if C is a compact neighborhood of x , then φ ◦f n
goes to 0 uniformly on C.
Define g(x) = supn>0 φ(f n(x)). It is clear that 0 6 g(x) 6 1 and that g−1(0) = A. It
follows from (4.3) that the supremum in the definition is attained, and that g(f n(x))→ 0.
The remark following (4.3) shows that g is continuous. It is clear that
g ◦ f 6 g. (4.4)
In addition,
φ 6 g 6 h. (4.5)
(The first inequality is obvious, and the second holds because for each n,
φ
(
f n(x)
)
6 h
(
f n(x)
)
6 h(x)).
Finally, define
H(x)=
∞∑
0
g(f i(x))
2i+1
.
The combination of (4.4) and (4.5) shows that H 6 h; it is clear that H−1(0) = A, and
H(f n(x))→ 0 because the corresponding limit is true with g in place of H . Also,
H
(
f (x)
)= ∞∑
0
g(f i+1(x))
2i+1
6
∞∑
0
g(f i(x))
2i+1
=H(x),
with equality if and only if g is constant along the f orbit of x . Since g(f n(x))→ 0, this
is possible only if x ∈ g−1(0)=A. ThusH is strictly decreasing along orbits inW that are
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not in A. The continuity of H follows from that of g. The proof of the last assertion of the
lemma is like the proof of the remark following (4.3). 2
Lemma 10. Suppose that C ⊂X is compact, that m is a positive integer, and that G is a
compact neighborhood of f m(C). Then for each 06 i 6m there is a compact set Ci with
(i) C0 = C.
(ii) Ci is a neighborhood of f (Ci−1) for 16 i 6m.
(iii) Cm =G.
If Y is a neighborhood of each set f i(C), 06 i 6m, the we can assume that Ci ⊂ Y for
each i .
Proof. We argue by induction; the case m= 1 is just the continuity of f combined with
the local compactness of X. For the induction step, suppose that the lemma holds for a
particular value m, and that G is an compact neighborhood of f m+1(C). Let Cm+1 =G.
LetG′ be f−1(G), so G′ is a neighborhood of f m(C), and select a compact neighborhood
G′′ of f m(C) that is contained in G′. By the induction hypothesis there are compact sets
Ci , 06 i 6m, such that (i) and (ii) hold as stated, and (iii) holds with G′′ in place of G.
Since Cm =G′′, f (Cm)= f (G′′)⊂ f (G′)⊂ int(Cm+1), which completes the induction.
The last assertion of the lemma is clear. 2
5. Proof of the theorem
Theorem 11. Let X be a metric space that is both locally compact and σ -compact, and
let f denote a continuous map from X to itself. Suppose that A⊂X is closed, nonempty,
and f invariant, and that h :X→[0,∞) is a continuous functional with the properties:
(i) h−1(0)=A;
(ii) there is a neighborhoodW of A in X such that h−1([0,1])⊂W ;
(iii) h(f (x)) < h(x) whenever x ∈W −A.
Then A is a weak attractor for f .
Proof. We will be working in the interior of h−1([0,1]), which is a closed neighborhood
of A that is mapped into itself by f , so to simplify notation we will assume that X=W =
h−1([0,1]). We assume that the Lyapunov function h has the property that h tends to 0
along f orbits, as in the conclusion of Lemma 9. We continue to write X =⋃K(n), as in
Section 4.
To prove the theorem we need to find a neighborhood U of A as in the definition of a
weak attractor. We construct this neighborhood U as a countable union of compact sets,
U =⋃j>1Uj , where the Uj are defined in terms of an inductively defined sequence of
compact sets Nj . The proof has four main steps:
(i) constructing the Nj ;
(ii) using the Nj to construct the Uj ;
(iii) showing that f (U)⊂ int(U);
(iv) establishing that A=⋂n>0 f n(U).
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Step 1. Constructing the sets Nj . Choose n1 so that A meets K1 ≡ K(n1). Define
K ′1 ≡K(1+ n1), so that K ′1 is a neighborhood of K1, and define
N1 = h−1
([0,1/2])∩K ′1,
so that N1 is a compact neighborhood of A∩K1.
For the induction step, suppose we have chosen a positive integer nj with Kj =K(nj ),
and a compact set Nj ⊂ X. By Lemma 9 there is a positive integer mj such that
h(fmj (x)) < 2−(j+1) for all x ∈Nj .
(1) Choose nj+1 > nj with f i(Nj )⊂Kj+1 ≡K(nj+1) for each i in the range 06 i 6
mj .
(2) Let K ′j+1 =K(1+ nj+1); so that K ′j+1 is a neighborhood of Kj+1.
(3) Let Nj+1 = h−1([0,2−(j+1)]) ∩K ′j+1, so that Nj+1 is a compact neighborhood of
f mj (Nj ), and of A∩Kj+1.
Note that h and h ◦ f are bounded above by 2−j on the compact set Nj . Also, nj is a
strictly increasing sequence of positive integers, which shows that the sets Kj cover X. It
follows that the union of the sets Nj is a neighborhood of A.
Step 2. Constructing the sets Uj . To define the set Uj , apply Lemma 10 with Nj , mj ,
and Nj+1 playing the parts of C, m, and G, respectively, to obtain compact sets Ci(j),
0 6 i 6 mj , satisfying the conclusions of the lemma. In particular, Cmj (j) = Nj+1. Let
Uj+1 be the union over i of all these compact sets Ci(j). We may assume that Ci(j) is
contained in K ′j+1 ∩ h−1([0,2−j+1]) for each i , so that
(4) h is bounded above by 2−j+1 on Uj , which is compact.
Moreover, we see from Lemma 10 that
(5) f (Uj )⊂ int(Uj )∪ f (Nj+1)⊂ int(Uj )∪ int(Uj+1).
Define
U ≡
⋃
j>1
Uj .
The following observations are immediate:
(6) U is a neighborhood of h−1(0)=A.
(7) f (U)⊂ int(U), by (5).
Step 3. Showing that f (U) ⊂ int(U). Suppose y ∈ f (U), say y = limf (un) with
un ∈ U . If y ∈ A, then we are done by (6), so we can assume that h(y) > 0. By (4) the
restriction of h◦f toUj is small if j is large, so the requirement that h(f (un))→ h(y) > 0
tells us that there is a fixed integer q such that
un ∈
q⋃
j=0
Uj
for all large n. By reducing to a subsequence, we may in fact assume that there is a
k 6 q with un ∈ Uk for all n. The set Uk is compact, so by reducing to a subsequence
a second time, we can assume that un → z for some z ∈ Uk . We now conclude that
y = f (z) ∈ f (Uk)⊂ int(U) by (5). This completes step 3.
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Step 4. Showing that A = ⋂n>0 f n(U). Step 3 combines with (5) to show that⋂
n>0 f
n(U) is a weak attractor containingA; we must show that the intersection is exactly
A. Suppose p ∈⋂n>0 f n(U) and p /∈ A, so that h(p) > 0. For each n we can choose
un ∈ U with f n(un)= p, so that
h(un)> h
(
f n(un)
)= h(p) > 0.
Using (4) and passing to a subsequence as in step 3, we see that there is an integer k such
that un ∈ Uk for all n. Lemma 9 shows that h◦f n converges uniformly to 0 on the compact
set Uk , which contradicts our previous observation that
h
(
f n(un)
)= h(p) > 0.
The contradiction shows that if p ∈⋂n>0 f n(U) then h(p) = 0, which completes the
proof of step 4, and of the theorem. 2
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