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Abstract
New formulas on the inverse problem for the continuous skew-
self-adjoint Dirac type system are obtained. For the discrete skew-
self-adjoint Dirac type system the solution of a general type inverse
spectral problem is also derived in terms of the Weyl functions. The
description of the Weyl functions on the interval is given. Borg-
Marchenko type uniqueness theorems are derived for both discrete
and continuous non-self-adjoint systems too.
1 Introduction
Skew-self-adjoint Dirac type system
d
dx
u(x, λ) =
(
iλj + jV (x)
)
u(x, λ), x ≥ 0, (1.1)
where
j =
[
Ip 0
0 −Ip
]
, V =
[
0 v
v∗ 0
]
, (1.2)
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Ip is the p × p identity matrix and v is p × p matrix function, is a classical
object of analysis. It is also called Zakharov-Shabat or AKNS. In particular,
system (1.1) and its discrete analog
Wk+1(λ)−Wk(λ) = − i
λ
CkWk(λ), Ck = C
∗
k = C
−1
k , k = 0, 1, . . . (1.3)
are auxiliary linear systems for many important integrable non-linear equa-
tions [1, 7, 12]. Various results and references on the scattering theory for
system (1.1) one can find in [7]. Weyl functions for this system on the in-
terval and semi-axis have been introduced in [15]. (Weyl functions are also
called Weyl-Titchmarsh orM-functions in the literature.) The existence and
uniqueness of the Weyl function for system (1.1) with a bounded on the semi-
axis potential was proved in [15], and inverse problems in terms of the Weyl
functions on the interval and semi-axis have been solved. Interesting recent
spectral results on the non-self-adjoint (especially skew-self-adjoint) Dirac
type systems one can find in [3, 11, 14]. See also further developments of
the Weyl-Titchmarsh theory with respect to system (1.1) in [5, 10, 16]. Weyl
functions are successfully used in solving initial-boundary value problems for
integrable nonlinear equations (see [2, 13, 16, 19, 21, 22, 23]). Moreover,
Borg-Marchenko type results on the potentials coinciding on a part of the in-
terval, where the systems are defined, in terms of the asymptotics of the Weyl
functions of these systems are of great current interest, and the self-adjoint
case have been considered recently in [4, 6, 8, 9, 18, 24, 25].
In Section 2 we shall obtain Borg-Marchenko type result and some new
formulas on the inverse problem for skew-self-adjoint system (1.1).
The largest Section 3 of the paper is dedicated to the discrete case -
system (1.3). In the case of the discrete system (1.3) on the semi-axis explicit
procedure to recover potential from the rational Weyl function one can find in
[12]. Here we shall solve inverse problem for the discrete case on the interval
without requiring the Weyl function to be rational. The set of the Weyl
functions will be completely described in terms of the Taylor coefficients.
Borg-Marchenko type theorem will be derived too.
We denote the complex plane by C, upper (lower) semi-plane by C+
(C−), and we denote the set of bounded operators acting from H1 into H2
by {H1, H2}.
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2 Continuous case
In this paper we shall consider systems (1.1) with locally bounded poten-
tials on the intervals [0, l] and [0, ∞). In other words we assume that the
inequalities
‖v(x)‖ ≤M (0 ≤ x ≤ l) (2.1)
are true. Normalize the m ×m (m = 2p) fundamental solution u of system
(1.1) by the condition u(0, λ) = Im. In view of (1.1) it is immediate that
u(x, λ)∗u(x, λ) = u(x, λ)u(x, λ)∗ = Im for λ = λ. (2.2)
We shall use also the notations for the rows of u(x, 0):
β(x) = [Ip 0]u(x, 0), χ(x) = [0 Ip]u(x, 0). (2.3)
From (1.1), (2.2), and (2.3) one easily gets
β(0) = [Ip 0], ββ
∗ ≡ Ip, β ′β∗ ≡ 0 (β ′ = d
dx
β), (2.4)
βχ∗ ≡ 0, χ(0) = [0 Ip], χχ∗ ≡ Ip, χ′χ∗ ≡ 0, (2.5)
v(x) = β ′(x)χ(x)∗. (2.6)
Put now
W(λ) = {Wij(λ)}2i,j=1 = u(l, λ)∗, (2.7)
where Wij are p × p blocks of W. According to (1.1), (2.1), and (2.7) we
have [15]:
W(λ)jW(λ)∗ ≤ j, W(λ)∗jW(λ) ≤ j for ℑλ ≤ −M. (2.8)
A pair of p× p meromorphic in the semi-plane ℑλ < −M matrix functions
R and Q is called non-singular with j-property if
R(λ)∗R(λ) +Q(λ)∗Q(λ) > 0,
[
R(λ)∗ Q(λ)∗
]
j
[
R(λ)
Q(λ)
]
≤ 0. (2.9)
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Definition 2.1 [15] Let system (1.1) be given on the interval [0, l] and sat-
isfy (2.1). Then the linear-fractional transformations
ϕ(λ) =
(W11(λ)R(λ)+W12(λ)Q(λ))(W21(λ)R(λ)+W22(λ)Q(λ))−1, (2.10)
where ℑλ < −M and R, Q are non-singular pairs with j-property, are called
Weyl functions of this system.
We denote the set of Weyl functions by N (l). From (2.8)-(2.10) it follows
that
ϕ(λ)∗ϕ(λ) ≤ Ip. (2.11)
The procedure to recover a system from its Weyl functions can be given
in terms of the S-nodes introduced in [20]-[23] (see also references therein).
Namely, operator S = S(l) acting in the space L2p(0, l) of squarely integrable
vector functions and block operator Π = [Φ1 Φ2], where Φk (k = 1, 2) act
from Cp into L2p(0, l), are defined in [15] and satisfy operator identity
AS − SA∗ = iΠΠ∗, A ∈ {L2p(0, l), L2p(0, l)}, A = i
∫ x
0
· dt. (2.12)
The construction of these operators is based on the relations:
S = V −1−
(
V −1−
)∗
, Φk = V
−1
− βk, K := iβ(x)
∫ x
0
β(t)∗ · dt = V−AV −1− ,
(2.13)
where V− is a triangular and bounded in L
2
p(0, l) together with its inverse
operator, βk are p × p blocks of β. (Here ”V− is triangular” means that
PxV− = PxV−Px, 0 < x < l, where Px is the orthogonal projector from
L2p(0, l) onto L
2
p(0, x).) Moreover operator V
−1
− takes functions with bounded
derivatives into functions with bounded derivatives,
(
V −1− f
)
(0) = f(0), and
V− is normalized so that Φ1 proves a natural embedding: Φ1g ≡ g = const.
Operator Φ2 given in the second relation in (2.13) can be presented as a
multiplication by matrix function and we denote this matrix function by s:
Φ2g = s(x)g. It proves [15] that the following asymptotics takes place for
the Weyl functions of system (1.1) on [0, l]:
ϕ(λ) = −2iλ
∫ l
0
e−2iλxs(x)dx+O(|λe−2iλl|). (2.14)
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Using (2.14) a p × p matrix function s(x) with the entries from L2(0, l) is
recovered in [15] via the Fourier transform
e−ηxs(x) =
i
2pi
∫ ∞
−∞
eiξxλ−1ϕ(λ/2)dξ (λ = ξ − iη, η > 2M), (2.15)
where s does not depend on the choice of η > 2M .
Theorem 2.2 [15] Suppose ϕ is a Weyl function of system (1.1) on [0, l].
Then system (1.1) is uniquely recovered from ϕ by the following procedure.
First use (2.15) to introduce operators Φk ∈ {Cp, L2p(0, l)} (k = 1, 2) :
Φ1g ≡ g = const, Φ2g = s(x)g, (2.16)
and operator S = S(l) acting in L2p(0, l):
Sf =
1
2
d
dx
∫ l
0
(
∂
∂t
∫ x+t
|x−t|
(
Ip + s
(r + x− t
2
)
s
(r + t− x
2
)∗)
dr
)
f(t)dt.
(2.17)
These operators are well-defined and bounded. Moreover, S is positive, i.e.,
S > 0, and S is boundedly invertible.
Next we recover β∗β by the formula
β(x)∗β(x) =
d
dx
(
Π∗S(x)−1PxΠ
)
, (2.18)
where Π is a block operator Π := [Φ1 Φ2], Px is the orthogonal projector
from L2p(0, l) onto L
2
p(0, x), and operator S(x) ∈ {L2p(0, x), L2p(0, x)} is given
by the equality S(x) = PxS(l)Px.
Finally, the potential v is uniquely recovered from β∗β using relations
(2.4)-(2.6).
Notice that PxΠ in (2.18) is considered as a matrix function [Ip s(t)] and
S(x)−1 is applied to this matrix function columnwise.
There is a simpler way to recover χ from ϕ so that β and v could be
recovered after that from χ.
Proposition 2.3 Suppose ϕ is a Weyl function of system (1.1) with a bounded
on [0, l] potential v. Then matrix function χ defined by the second relation
in (2.3) is given by the equality
χ(x) = [0 Ip]−
∫ x
0
(
S(x)−1s′(t)
)∗
[Ip s(t)]dt. (2.19)
5
P r o o f. Denote the upper bound of ||v|| by M , i.e., assume that (2.1) holds.
As
(
V −1− f
)
(0) = f(0) according to the first relation in (2.3) and second
relation in (2.13) we have:
s(+0) =
(
V −1− β2
)
(0) = β2(0) = 0. (2.20)
Recall that β has a bounded derivative and so s = V −1− β2 has a bounded
derivative too. Apply now operators on the both sides of the third relation
in (2.13) columnwise to the matrix function V−s
′(x). One easily gets
V−s(x) = β(x)
∫ x
0
β(t)∗
(
V−s
′
)
(t)dt. (2.21)
From the second relation in (2.13) and from (2.21) it follows that
β(x)
([
0
Ip
]
−
∫ x
0
[
Ip
s(t)∗
] (
V ∗−PxV−s
′
)
(t)dt
)
= 0. (2.22)
As according to the first relation in (2.13) we have S(x)−1 = V ∗−PxV− formula
(2.22) implies β(x)χ̂(x)∗ = 0, where χ̂ denotes expression on the right-hand
side of (2.19). Using S(x)−1 = V ∗−PxV− we can rewrite the right-hand side of
(2.19) as
χ̂(x) = [0 Ip]−
∫ x
0
(
V−s
′
)
(t)∗β(t)dt.
Thus we have χ̂′(x) = −
(
V−s
′
)
(x)∗β(x), which taking into account βχ̂∗ =
0 implies χ̂′χ̂∗ = 0. It is immediate also that χ̂(0) = [0 Ip]. Compare
equalities
β(x)χ̂(x)∗ = 0, χ̂(0) = [0 Ip], χ̂
′(x)χ̂(x)∗ = 0
with the equalities (2.5) to see that χ ≡ χ̂, i.e., (2.19) is true. 
For the case p = 1 formula (2.19) have been announced in [16]. In that case
β is recovered from χ = [χ1 χ2] in the easiest way: β = [χ2 − χ1].
Notice also that as matrix function s(x) has a bounded derivative and
s(0) = 0, formula (2.17) can be written down in a simpler way:
Sf = f(x) +
1
2
∫ l
0
∫ x+t
|x−t|
s′
(r + x− t
2
)
s′
(r + t− x
2
)∗
drf(t)dt. (2.23)
Finally, let us formulate Borg-Marchenko type theorem.
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Theorem 2.4 Let ϕ1 and ϕ2 be the Weyl functions of the two Dirac type
systems (1.1) on [0, l] with the bounded potentials denoted by v1 and v2,
respectively. Suppose that on some ray ℑλ = cℜλ < 0 and for some 0 < r <
2l we have
||ϕ1(λ)− ϕ2(λ)|| = O(λe−iλr) (|λ| → ∞). (2.24)
Then v1(x) ≡ v2(x) for 0 < x < r2 .
P r o o f. From (2.14) it follows that for each r < 2l, |λ| → ∞, and ℑλ/|ℜλ| <
−δ < 0 we have
||ϕ1(λ)− ϕ2(λ)|| = −iλ
∫ r
0
e−iλt
(
s1
( t
2
)− s2( t
2
))
dt + o(λe−iλr), (2.25)
where s = s1 and s = s2 correspond to systems (1.1) with v = v1 and v = v2,
respectively. Formulas (2.24) and (2.25) imply the equality
F (λ) :=
∫ r
0
e−iλ(t−r)
(
s1
( t
2
)− s2( t
2
))
dt = O(1) (2.26)
on the ray ℑλ = cℜλ. Notice that F (λ) is bounded in the closed upper
semi-plane ℑλ ≥ 0. Using now Phragmen-Lindelo¨f theorem for an angle, in
view of (2.26) we derive that F (λ) is bounded also in C− and thus in the
whole plane. Moreover, F (λ) → 0 on the rays in C+, i.e., F (λ) ≡ 0. It is
immediate that s1(x) ≡ s2(x) (x < r/2). Applying the procedure to solve
the inverse problem as in Theorem 2.2 (one can use also formulas (2.19),
(2.23)) we finally get v1(x) ≡ v2(x) for x < r/2. 
Consider now system (1.1) on the semi-axis [0, ∞).
Definition 2.5 Let system (1.1) be given on the semi-axis [0, ∞). Then
p× p matrix function ϕ(λ) analytic in some semi-plane ℑλ < −M is called
Weyl function of this system if inequalities∫ ∞
0
[
ϕ(λ)∗ Ip
]
u(x, λ)∗u(x, λ)
[
ϕ(λ)
Ip
]
dx <∞ (2.27)
hold for all λ in the semi-plane.
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Proposition 2.6 [15] System (1.1) with bounded on the semi-axis [0, ∞)
potential v
‖v(x)‖ ≤M (0 ≤ x <∞) (2.28)
has a unique Weyl function ϕ. Moreover, the matrix disks N (l) of Weyl
functions on the intervals converge to a point, i.e., to an unique function and
this function proves to be the Weyl function on the semi-axis ϕ =
⋂
l<∞N (l).
From Theorem 2.4 and Proposition 2.6 follows
Corollary 2.7 Let ϕ1 and ϕ2 be the Weyl functions of the two Dirac type
systems (1.1) on [0, ∞) with the bounded potentials denoted by v1 and v2,
respectively. Suppose that on some ray ℑλ = cℜλ < 0 and for some 0 < r
equality (2.24) is true. Then v1(x) ≡ v2(x) for 0 < x < r2 .
3 Discrete case
In this section we shall consider skew-self-adjoint matrix discrete Dirac type
system on the interval:
Wk+1(λ)−Wk(λ) = − i
λ
CkWk(λ), Ck = C
∗
k = C
−1
k , 0 ≤ k ≤ n. (3.1)
When p = 1, then either Ck = ±I2 or Ck = U(k)jU(k)∗ (U(k)U(k)∗ =
I2). If Ck = U(k)jU(k)
∗ (k ≥ 0), system (3.1) is auxiliary system for
isotropic Heisenberg magnet model. Therefore here we also assume that
Ck = U(k)jU(k)
∗ and matrices U(k) are unitary, i.e.,
Ck = I2p − 2β(k)∗β(k), β(k)β(k)∗ = Ip, 0 ≤ k ≤ n, (3.2)
where β(k) = [β1(k) β2(k)] = [0 Ip]U(k)
∗ are p × 2p matrices with p × p
blocks β1(k), β2(k). Introduce now simple additional conditions:
det β1(0) 6= 0, det β(k − 1)β(k)∗ 6= 0, 0 < k ≤ n. (3.3)
Similar to the continuous case we shall define Weyl functions of the system
via Mo¨bius (linear-fractional) transformation
ϕ(λ) =
(W11(λ)R(λ) +W12(λ)Q(λ))(W21(λ)R(λ) +W22(λ)Q(λ))−1, (3.4)
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where we put
W(λ) = {Wij(λ)}2i,j=1 =Wn+1(λ)∗. (3.5)
Here 2p×2p solution Wk of (3.1) is normalized by the condition W0(λ) = I2p
and coefficients Wij of the Mo¨bius transformation are p × p blocks of W.
We shall be interested in the properties of ϕ(λ) in the neighborhood of λ =
i. So we require that R and Q are p × p matrix functions analytic in the
neighborhood of λ = i and such that
det
(
W21(i)R(i) +W22(i)Q(i)
)
6= 0. (3.6)
Such pairs R, Q always exist as the rows of [W21(i) W22(i)] are linearly
independent:
rank [W21(i) W22(i)] = p. (3.7)
Indeed, to prove (3.7) we can take into account (3.1) and Ck = U(k)jU(k)
∗
and derive
W (−i) = 2n+1
n∏
k=0
χ(k)∗χ(k), χ(k) = [χ1(k) χ2(k)] = [Ip 0]U(k)
∗.
(3.8)
Notice that by U(k)∗U(k) = I2p we have
χ(k)β(k)∗ = 0, χ(k)χ(k)∗ = Ip. (3.9)
From (3.5) and (3.8) it follows that
[W21(i) W22(i)] =
= 2n+1χ2(0)
∗
(
χ(0)χ(1)∗
)(
χ(1)χ(2)∗
)
. . .
(
χ(n− 1)χ(n)∗)χ(n). (3.10)
It remains to show that inequalities (3.3) imply:
det χ2(0) 6= 0, det χ(k − 1)χ(k)∗ 6= 0, 0 < k ≤ n. (3.11)
Suppose det χ2(0) = 0. Then there is a vector f 6= 0 such that f ∗χ2(0) =
0. So, in view of the first relation in (3.9) we get 0 = f ∗χ(0)β(0)∗ =
9
f ∗χ1(0)β1(0)
∗. As det β1(0) 6= 0 it follows that f ∗χ1(0) = 0 and thus
f ∗χ(0) = 0. But according to the second relation in (3.9) the lines of χ(0)
are linearly independent and we come to a contradiction. The first inequality
in (3.11) follows.
Suppose there is a vector f 6= 0 such that f ∗χ(k− 1)χ(k)∗ = 0. By (3.9)
we then obtain
f ∗χ(k − 1) = f˜ ∗β(k), f˜ 6= 0.
Hence, taking into account the second inequality in (3.3) we have
f ∗χ(k − 1)β(k − 1)∗ = f˜ ∗β(k)β(k − 1)∗ 6= 0.
As the first equality in (3.9) yields χ(k−1)β(k−1)∗ = 0, we get contradiction,
i.e., the second inequality in (3.11) is valid too. Now relations (3.10) and
(3.11) imply equality (3.7).
Definition 3.1 Let system (3.1) be given on the interval 0 ≤ k ≤ n and
satisfy (3.2), (3.3). Suppose R and Q are p× p matrix functions analytic in
the neighborhood of λ = i and such that inequality (3.6) holds. Then linear-
fractional transformations ϕ of the form (3.4) are called Weyl functions of
this system. The pair R, Q satisfying our conditions is called admissible.
Example 3.2 Put n = 1, C0 = −j, C1 = J , where
J =
[
0 Ip
Ip 0
]
= KjK∗, K =
1√
2
[
Ip −Ip
Ip Ip
]
, K∗ = K−1. (3.12)
In view of (3.12) we have C0 = JjJ , and so U(0) = J . By the second equality
in (3.12) we get U(1) = K. It follows that
β(0) = [0 Ip]U(0)
∗ = [Ip 0], β(1) = [0 Ip]U(1)
∗ =
1√
2
[−Ip Ip].
(3.13)
Thus the conditions (3.2) and (3.3) are fulfilled. Moreover we have
W2(λ) =
(
I2p − i
λ
J
)(
I2p +
i
λ
j
)
= I2p +
i
λ
(j − J) + 1
λ2
Jj, i.e.,
W(λ) = I2p − i
λ
(j − J)− 1
λ2
Jj. (3.14)
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In particular, we have W21(i) = 2, W22(i) = 2. Thus condition (3.6) takes
the form
det
(
R(i) +Q(i)
) 6= 0. (3.15)
By (3.14) Mo¨bius transformation (3.4), that describes Weyl functions, takes
the form
ϕ(λ) =
λ− i
λ+ i
(λR + iQ)(iR + λQ)−1. (3.16)
Denote the set of Weyl functions of system (3.1) on the interval 0 ≤ k ≤ n
by N (n).
Remark 3.3 The sets of Weyl functions introduced by Definition 3.1 are
decreasing. That is, given system (3.1) we have N (l) ⊇ N (n) for l < n.
Indeed, the pair[
R˜(λ)
Q˜(λ)
]
:=
(
I2p +
i
λ
Cl+1
)
× . . .×
(
I2p +
i
λ
Cn
)[ R(λ)
Q(λ)
]
(3.17)
satisfies condition
Wl+1(λ)
∗
[
R˜(λ)
Q˜(λ)
]
=W(λ)
[
R(λ)
Q(λ)
]
. (3.18)
So if the pair R, Q is admissible for system (3.1) on the interval 0 ≤ k ≤ n,
then the pair R˜, Q˜ is admissible for system (3.1) on the interval 0 ≤ k ≤ l.
Moreover Weyl function ϕ of system (3.1) on the interval 0 ≤ k ≤ n that is
determined by R and Q coincides with the Weyl function of system (3.1) on
the interval 0 ≤ k ≤ l that is determined by R˜ and Q˜.
The next theorem solves inverse problem to recover system (3.1) from its
Weyl function.
Theorem 3.4 Suppose ϕ is a Weyl function of system (3.1) satisfying con-
ditions (3.2) and (3.3). Then system (3.1) is uniquely recovered from the first
n+1 Taylor coefficients {αk}nk=0 of ϕ
(
i
(1 + z
1− z
))
at z = 0 by the following
procedure.
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First introduce (n+ 1)p× p matrices Φ1, Φ2 :
Φ1 =

Ip
Ip
· · ·
Ip
 , Φ2 = −

α0
α0 + α1
· · ·
α0 + α1 + . . .+ αn
 . (3.19)
Then introduce (n + 1)p× 2p matrix Π and (n + 1)p× (n + 1)p block lower
triangular matrix A by their blocks : Π = [Φ1 Φ2],
A := A(n) =
{
aj−k
}n
k,j=0
, ar =

0 for r > 0
i
2
Ip for r = 0
i Ip for r < 0
. (3.20)
Next we recover (n + 1)p × (n + 1)p matrix S as a unique solution of the
matrix identity
AS − SA∗ = iΠΠ∗. (3.21)
This solution is invertible and positive, i.e., S > 0. Finally matrices β(k)∗β(k)
are easily recovered from the formula
Π∗S−1Π = B∗B, B := B(n) =

β(0)
β(1)
· · ·
β(n)
 . (3.22)
Now matrices Ck and system (3.1) are defined via (3.2).
P r o o f. Step 1. The method of the proof coincides with the method of the
proof of Theorem 2.2. Put
K(r) =

K0(r)
K1(r)
· · ·
Kr(r)
 , (3.23)
where Kj(r) are p× (r + 1)p matrices of the form
Kj(r) = iβ(j)[β(0)
∗ . . . β(j − 1)∗ β(j)∗/2 0 . . . 0]. (3.24)
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From (3.22)-(3.24) it follows that
K(r)−K(r)∗ = iB(r)B(r)∗. (3.25)
By induction we shall show in the next step that K is similar to A:
K(r) = V−(r)A(r)V−(r)
−1 (0 ≤ r ≤ n), (3.26)
where V−(r)
±1 are block lower triangular matrices. Taking into account
(3.26) and multiplying both sides of (3.25) by V−(r)
−1 from the left and
by
(
V−(r)
∗
)−1
from the right we get
A(r)S(r)− S(r)A(r)∗ = iΠ(r)Π(r)∗, (3.27)
S(r) := V−(r)
−1
(
V−(r)
∗
)−1
, Π(r) := V−(r)
−1B(r). (3.28)
Moreover, Step 3 will show that matrix V−(n) can be chosen so that the
equality
Π = [Φ1 Φ2] = V−(n)
−1B(n) (3.29)
holds, i.e., Π = Π(n). (Here Φ1 and Φ2 are given by (3.19).)
Identities (3.27) have unique solutions S(r) as the spectra of A and A∗
don’t intersect. In particular, by (3.21) and (3.27) one can see that S := S(n).
Hence we derive from (3.28) and (3.29) that S > 0 and the first equality in
(3.22) holds. It remains only to prove (3.26) and (3.29).
Step 2. Now we shall consider block lower triangular matrices V−(k)
(0 ≤ k ≤ n):
V−(0) = v−(0) = β1(0), V−(k) =
[
V−(k − 1) 0
X(k) v−(k)
]
(k > 0), (3.30)
where v−(l) are p × p matrices, X(k) = [X0(k) X˜(k)] is p × kp matrix,
X0(k) is an arbitrary p× p block, and X˜(k), v−(k) are given by the formulas
X˜(k) = i
(
β(k)[β(0)∗ . . . β(k − 1)∗]V−(k − 1)
[
I(k−1)p
0
]
− v−(k)[Ip . . . Ip]
)
×
(
A(k − 2) + i
2
I(k−1)p
)−1
, v−(k) = β(k)β(k − 1)∗v−(k − 1). (3.31)
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According to (3.20) we have A(0) = (i/2)Ip. From the second relation in
(3.2) and definitions (3.23) and (3.24) it is immediate that K(0) = (i/2)Ip
and so (3.26) is valid for r = 0. Assume that (3.26) is true for r = k−1, and
let us show that (3.26) is true for r = k too. It’s easy to see that
V−(k)
−1 =
[
V−(k − 1)−1 0
−v−(k)−1X(k)V−(k − 1)−1 v−(k)−1
]
. (3.32)
Then in view of definitions (3.20) and (3.30) our assumption implies
V−(k)A(k)V−(k)
−1 =
[
K(k − 1) 0
Y (k) i
2
Ip
]
, (3.33)
where Y (k) =
[(
X(k)A(k − 1) + iv−(k)[Ip . . . Ip]
)
i
2
v−(k)
]
×
[
V−(k − 1)−1
−v−(k)−1X(k)V−(k − 1)−1
]
.
Rewrite product on the right hand side of the last formula as
Y (k) =
(
X(k)
(
A(k − 1)− i
2
Ikp
)
+ iv−(k)[Ip . . . Ip]
)
V−(k − 1)−1. (3.34)
From (3.20) and (3.34) it follows that
Y (k) =
[(
X˜(k)
(
A(k−2)+ i
2
I(k−1)p
)
+iv−(k)[Ip . . . Ip]
)
iv−(k)
]
V−(k−1)−1.
(3.35)
Notice that the sequence [Ip . . . Ip] of identity matrices in (3.35) is one block
smaller than in (3.34). By (3.31) and (3.35) we have
Y (k) = iβ(k)
[
[β(0)∗ . . . β(k−1)∗]V−(k−1)
[
I(k−1)p
0
]
β(k−1)∗v−(k−1)
]
×V−(k − 1)−1. (3.36)
Finally formulas (3.30) and (3.36) imply
Y (k) = iβ(k)[β(0)∗ . . . β(k − 1)∗]. (3.37)
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According to the second relation in (3.2) and formulas (3.24) and (3.37) we
get [
Y (k)
i
2
Ip
]
= Kk(k). (3.38)
Using now (3.23) and (3.37) one can see that the right hand side of (3.33)
equals K(k). Thus (3.26) is true for r = k and therefore for all 0 ≤ r ≤ n.
Step 3. To derive (3.29) we shall first prove that matrices V−(r) given by
(3.30) and (3.31) can be chosen so that
V−(r)
−1B1(r) =
 Ip· · ·
Ip
 , B1(r) := B(r) [ Ip
0
]
=
 β1(0)· · ·
β1(r)
 . (3.39)
In other words the arbitrary till now blocks X0(r) can be chosen so. Indeed,
by definition in (3.22) and the first equality in (3.30) formula (3.39) is true
for r = 0. Assume that (3.39) is true for r = k − 1. Then from (3.32) it
follows that (3.39) is true for r = k if
−v−(k)−1X(k)
 Ip· · ·
Ip
+ v−(k)−1β1(k) = Ip. (3.40)
It implies that we get equality (3.39) for r = k putting
X0(k) = β1(k)− v−(k)− X˜(k)
 Ip· · ·
Ip
 . (3.41)
Hence by a proper choice of matrices X0(r) we obtain (3.39) for all r ≤ n.
It remains to prove that
V−(n)
−1B2(n) = Φ2, B2(n) :=
 β2(0)· · ·
β2(n)
 . (3.42)
For that purpose we shall consider matrix function Wn+1(λ), that is used
in (3.5) to define coefficients of the Mo¨bius transformation (3.4) (and thus
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Weyl functions). Namely we shall prove so called transfer matrix function
representation of Wn+1(λ):
Wn+1(λ) =
(
λ− i
λ
)n+1
wA
(
n,
λ
2
)
, (3.43)
where
wA(r, λ) = I2p − iΠ(r)∗S(r)−1
(
A(r)− λI(r+1)p
)−1
Π(r). (3.44)
Transfer matrix functions of the form (3.44) have been introduced and studied
by Lev Sakhnovich [20]-[23]. In particular, identity (3.27) implies
wA(r, µ)
∗wA(r, λ) = I2p
+i(µ− λ)Π(r)∗(A(r)∗ − µI(r+1)p)−1S(r)−1(A(r)− λI(r+1)p)−1Π(r). (3.45)
Moreover, according to factorization Theorem 4 from [20] (see also [22], p.
188) we have
wA(r, λ) =
(
I2p − iΠ(r)∗S(r)−1P ∗
(
PA(r)P ∗ − λIp
)−1(
PS(r)−1P ∗
)−1
×PS(r)−1Π(r)
)
wA(r − 1, λ), P = [0 . . . 0 Ip]. (3.46)
Taking into account (3.20), (3.28), and (3.30) we obtain(
PA(r)P ∗ − λIp
)−1
= (
i
2
− λ)−1Ip, PS(r)−1P ∗ = v−(r)∗v−(r), (3.47)
PS(r)−1Π(r) = v−(r)
∗PB(r) = v−(r)
∗β(r). (3.48)
Substitute (3.47) and (3.48) into (3.46) to get
wA(r,
λ
2
) =
(
I2p − 2i
i− λβ(r)
∗β(r)
)
wA(r − 1, λ
2
). (3.49)
From the definitions (3.20), (3.28), and (3.44) we also easily derive
wA(0,
λ
2
) = I2p − 2i
i− λB(0)
∗B(0) = I2p − 2i
i− λβ(0)
∗β(0). (3.50)
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On the other hand system (3.1) with additional condition (3.2) can be rewrit-
ten as
W (r + 1, λ) =
λ− i
λ
(
I2p − 2i
i− λβ(r)
∗β(r)
)
W (r, λ). (3.51)
In view of the normalization W (0) = I2p formulas (3.49)-(3.51) imply (3.43).
From (3.43) and (3.45) it follows that
W (n+ 1, λ)W (n+ 1, λ)∗ =
(
λ− i
λ
)n+1(
λ+ i
λ
)n+1
. (3.52)
Let us include now Weyl functions into consideration and put
A(λ) :=
∣∣∣∣ λλ− i
∣∣∣∣2n+2 [ϕ(λ)∗ Ip]W (n+ 1, λ)∗W (n+ 1, λ) [ ϕ(λ)Ip
]
. (3.53)
According to (3.4), (3.5), and (3.52) we have
A(λ) =
∣∣∣∣λ+ iλ
∣∣∣∣2n+2 ((W21(λ)R(λ) +W22(λ)Q(λ))∗)−1
×
(
R(λ)∗R(λ) +Q(λ)∗Q(λ)
)(W21(λ)R(λ) +W22(λ)Q(λ))−1. (3.54)
By (3.6) and (3.54) A is bounded in the neighborhood of λ = i:
‖A(λ)‖ = O(1) for λ→ i. (3.55)
Substitute now (3.43) and (3.45) into (3.53) to obtain
A(λ) = [ϕ(λ)∗ Ip]
(
I2p +
i
2
(λ− λ)Π(n)∗(A(n)∗ − λ
2
I(n+1)p
)−1
S(n)−1
×(A(n)− λ
2
I(n+1)p
)−1
Π(n)
)[ ϕ(λ)
Ip
]
. (3.56)
Notice that S(n) > 0. Hence formulas (3.55) and (3.56) imply that∥∥∥∥(A(n)− λ2 I(n+1)p)−1Π(n)
[
ϕ(λ)
Ip
]∥∥∥∥ = O(1) for λ→ i. (3.57)
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Recall that Π(n) = V−(n)
−1B(n) and A(n) is denoted by A. Represent now
Π(n) in the block form
Π(n) = [Φ1(n) Φ2(n)], Φk(n) = V−(n)
−1Bk(n) (k = 1, 2). (3.58)
According to (3.19) and (3.39) we have Φ1(n) = Φ1. Hence multiplying the
matrix function on the left hand side of (3.57) by
(
Φ∗1
(
A−λ
2
I(n+1)p
)−1
Φ1
)−1
Φ∗1
we derive∥∥∥∥ϕ(λ) + (Φ∗1(A− λ2 I(n+1)p)−1Φ1)−1Φ∗1(A− λ2 I(n+1)p)−1Φ2(n)
∥∥∥∥
= O
(∥∥∥∥(Φ∗1(A− λ2 I(n+1)p)−1Φ1)−1
∥∥∥∥) for λ→ i. (3.59)
The matrix A− λ
2
I(n+1)p is easily inverted explicitly (see, for instance, formula
(1.10) in [17]). As a result one obtains
Φ∗1
(
A− λ
2
I(n+1)p
)−1
=
2
i− λ [q
n qn−1 . . . q Ip], q :=
λ+ i
λ− i . (3.60)
Moreover we get
Φ∗1
(
A− λ
2
I(n+1)p
)−1
Φ1 =
2
i− λ
(
qn+1 − Ip
)(
q − Ip
)−1
(3.61)
Putting λ = i
(1 + z
1− z
)
, i.e., z =
(λ− i
λ+ i
)
we derive from (3.61) that
(
Φ∗1
(
A− λ
2
I(n+1)p
)−1
Φ1
)−1
=
(− izn+1 +O(z2n+2))Ip (z → 0). (3.62)
Taking into account (3.60) and (3.62) we rewrite (3.59) as∥∥∥∥ϕ(i(1 + z1− z))+ (1− z)[Ip zIp z2Ip . . .]Φ2(n)
∥∥∥∥ = O(zn+1) (3.63)
for z → 0. From (3.19) and (3.63) follows that Φ2(n) = Φ2, i.e., (3.42) is
true. As Φ1(n) = Φ1 and Φ2(n) = Φ2, so Π(n) = Π and formula (3.29) is
finally proved. 
From Theorem 3.4 and Remark 3.3 follows Borg-Marchenko type result.
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Theorem 3.5 Let ϕ˜ and ϕ̂ be Weyl functions of the two discrete Dirac type
systems (3.1) that satisfy conditions (3.2) and (3.3). Denote by C˜k (0 ≤
k ≤ n˜) the potentials Ck of the first system and by Ĉk (0 ≤ k ≤ n̂) the
potentials of the second system. Denote Taylor coefficients of ϕ˜
(
i
(
1+z
1−z
))
and ϕ̂
(
i
(
1+z
1−z
))
at z = 0 by {α˜k} and {α̂k}, respectively, and assume that
α˜k = α̂k for k ≤ l (l ≤ n˜, l ≤ n̂). Then we have C˜k = Ĉk for k ≤ l.
P r o o f. According to Remark 3.3 ϕ˜ and ϕ̂ are Weyl functions of the first
and second systems, respectively, on the interval 0 ≤ k ≤ l. By Theorem 3.4
these systems on the interval 0 ≤ k ≤ l are uniquely recovered by the first
l + 1 Taylor coefficients of the Weyl functions. 
Step 3 of the proof of Theorem 3.4 implies the following corollary.
Corollary 3.6 Weyl functions of system (3.1) that satisfies conditions (3.2)
and (3.3) admit Taylor representation
ϕ
(
i
(1 + z
1− z
))
= −ψ0+(ψ0−ψ1)z+ . . .+(ψn−1−ψn)zn+O(zn+1) (z → 0),
(3.64)
where ψk are p × p blocks of Φ2(n) = {ψk}nk=0. Here Φ2(n) is given by the
second equality in (3.58), where V−(n) is defined by formulas (3.30), (3.31),
and (3.41).
Moreover, from the proof of Theorem 3.4 follows a complete description of
the Weyl functions in terms of the Taylor coefficients.
Theorem 3.7 (i) Let system (3.1) be given on the interval 0 ≤ k ≤ n
and satisfy (3.2), (3.3). Then analytic at λ = i matrix function ϕ is a
Weyl function of this system if and only if it admits expansion (3.64), where
matrices ψk are defined in Corollary 3.6.
(ii) Suppose ϕ is a p × p matrix function analytic at λ = i. Then ϕ is a
Weyl function of some system (3.1) given on the interval 0 ≤ k ≤ n and
satisfying (3.2), (3.3) if and only if the matrix S uniquely defined by the
identity AS − SA∗ = iΠΠ∗ is invertible. Here Π = [Φ1 Φ2] is given by
(3.19), where {αk} are Taylor coefficients of ϕ
(
i
(
1+z
1−z
))
at z = 0.
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P r o o f. Suppose ϕ is a p×pmatrix function analytical at λ = i and satisfying
(3.64), and put [
R(λ)
Q(λ)
]
:=W(λ)−1
[
ϕ(λ)
Ip
]
. (3.65)
Fix a Weyl function ϕ˜ of system (3.1), and denote by R˜, Q˜ some admissible
pair that grants representation (3.4) of ϕ˜. Rewrite (3.65) in the form[
R(λ)
Q(λ)
]
=W(λ)−1
[
ϕ˜(λ)
Ip
]
+W(λ)−1
[
ϕ(λ)− ϕ˜(λ)
0
]
. (3.66)
As ϕ˜ is the Mo¨bius transformation (3.4) of the admissible pair R˜, Q˜, we have
W(λ)−1
[
ϕ˜(λ)
Ip
]
=
[
R˜(λ)
Q˜(λ)
] (W21(λ)R˜(λ) +W22(λ)Q˜(λ))−1. (3.67)
Thus the first summand on the right-hand side of (3.66) is analytic at λ =
i. Taking into account that expansion (3.64) is valid for ϕ and ϕ˜ we de-
rive ϕ(λ) − ϕ˜(λ) = O((λ − i)n+1) for λ → i. From (3.52) it follows also
that W(λ)−1 = λ
2n+2
(λ+ i)n+1(λ− i)n+1W (n + 1, λ). So the second summand
on the right-hand side of (3.66) is analytic at λ = i too. Therefore the
pair R, Q is analytic at λ = i. Moreover, according to (3.65) we have
W21(λ)R(λ) +W22(λ)Q(λ) = Ip. Hence, inequality (3.6) holds and the pair
R, Q is admissible. It easily follows from (3.65) that ϕ admits representation
(3.4) with this R, Q, i.e., ϕ is a Weyl function of our system.
Vice versa, if ϕ is a Weyl function of our system, then by Corollary 3.6
the expansion (3.64) is true. The statement (i) is proved.
According to the proof of Theorem 3.4 when ϕ is a Weyl function, then
matrix S uniquely defined by the identity AS−SA∗ = iΠΠ∗ is invertible. It
remains to show, that if S is invertible, then ϕ is a Weyl function. For this
purpose introduce notations
Pr = [0 . . . 0 Ip], P˜r = [I(r+1)p 0], S(r) = P˜rSP˜
∗
r , Π(r) = P˜rΠ,
(3.68)
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where Pr are p× (r + 1)p and P˜r are (r + 1)p× (n + 1)p matrices. Assume
that det S 6= 0. As the identity (3.21) is equivalent to
S(A∗−λI(n+1)p)−1−(A−λI(n+1)p)−1S = i(A−λI(n+1)p)−1ΠΠ∗(A∗−λI(n+1)p)−1,
using residues we standardly derive
S =
1
2pi
∫ ∞
−∞
(A− λI(n+1)p)−1ΠΠ∗(A∗ − λI(n+1)p)−1dλ. (3.69)
Therefore from det S 6= 0 it follows that S > 0, and so we have S(r) > 0
and det S(r) 6= 0. Put
β(r) :=
(
PrS(r)
−1Pr
)− 1
2PrS(r)
−1Π(r) (0 ≤ r ≤ n). (3.70)
Matrices β(r) satisfy conditions (3.2) and (3.3). Indeed, from (3.70) we get
β(r)β(r)∗ =
(
PrS(r)
−1Pr
)− 1
2PrS(r)
−1Π(r)Π(r)∗S(r)−1P ∗r
(
PrS(r)
−1Pr
)− 1
2 .
(3.71)
From (3.21) follows identity (3.27), i.e.,
S(r)−1Π(r)Π(r)∗S(r)−1 = −i(S(r)−1A(r)−A(r)∗S(r)−1).
It is also true that PrA(r)
∗ = − i
2
Pr and A(r)P
∗
r =
i
2
Pr. Hence we can rewrite
(3.71) as
β(r)β(r)∗ = −i(PrS(r)−1Pr)− 12Pr(S(r)−1A(r)− A(r)∗S(r)−1)
×P ∗r
(
PrS(r)
−1Pr
)− 1
2 = Ip. (3.72)
Thus the condition from (3.2) on β is proved. Notice further that according
to (3.19) and (3.70) we have
β1(0) =
(
S(0)−1
)− 1
2S(0)−1 = S(0)−
1
2 , (3.73)
and so the first inequality in (3.3) is also true. To prove the second inequality
in (3.3) we should write down S(r)−1 (r > 0) in the block form:
S(r)−1 =
[
S(r − 1)−1 + S(r − 1)−1S12tS21S(r − 1)−1 −S(r − 1)−1S12t
−tS21S(r − 1)−1 t
]
,
(3.74)
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where t =
(
s− S21S(r− 1)−1S12
)−1
, and S12, S21 and s are blocks of S(r):
S(r) =
[
S(r − 1) S12
S21 s
]
. (3.75)
Formula (3.74) is easily checked directly. (Conditions det S(r) 6= 0 and
det S(r−1) 6= 0 imply invertibility of s−S21S(r−1)−1S12; see, for instance,
[23], p. 21.) In view of (3.70) and (3.74) the second inequality in (3.3) is
equivalent to
det
(
[−S21S(r − 1)−1 Ip]Π(r)Π(r − 1)∗S(r − 1)−1P ∗r−1
)
6= 0 (r > 0).
(3.76)
Recall that S(r − 1) also satisfies operator identity:
A(r − 1)S(r − 1)− S(r − 1)A(r − 1)∗ = iΠ(r − 1)Π(r − 1)∗.
Therefore similar to the proof of (3.72) one gets
[−S21S(r − 1)−1 Ip]Π(r)Π(r − 1)∗S(r − 1)−1P ∗r−1 = −
1
2
S21S(r − 1)−1P ∗r−1
−iS21A(r − 1)∗S(r − 1)−1P ∗r−1 + [Ip ψr]Π(r − 1)∗S(r − 1)−1P ∗r−1, (3.77)
where {ψk} are the blocks of Φ2. Consider now the first r blocks in the lower
block rows on the both sides of the identity (3.27). In view of (3.75) we have
i
2
S21 + i[Ip . . . Ip]S(r − 1)− S21A(r − 1)∗ = i[Ip ψr]Π(r − 1)∗, i.e.,
i
( i
2
S21 − S21A(r − 1)∗ − i[Ip ψr]Π(r − 1)∗
)
S(r − 1)−1P ∗r−1 = Ip. (3.78)
By (3.77) and (3.78) inequality (3.76) holds.
So formula (3.70) defines system (3.1) that satisfies conditions (3.2) and
(3.3). Moreover, by Theorem 4 [20] the transfer matrix functions wA(r, λ)
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corresponding to our matrices S(r) admit factorizations (3.46). In view of
(3.70) this implies
wA(n,
λ
2
) =
n∏
r=0
(
I2p − 2i
i− λβ(r)
∗β(r)
)
. (3.79)
Compare (3.79) with (3.51) to derive for the fundamental solution of the
constructed system the equality W (n+ 1, λ) =
(
λ−i
λ
)n+1
wA(n,
λ
2
), i.e.,
W(λ)−1 =
( λ
λ+ i
)n+1
wA(n,
λ
2
). (3.80)
Let us consider now ϕ(λ) and prove (3.57). It is easy to see ([17], p. 452)
that the k-th block row of
(
A− λ
2
I(n+1)p
)−1
is given by the formula
Tk(λ) =
i(1− z)
zk+1
×
[
(1− z)Ip (1− z)zIp . . . (1− z)zk−1Ip zkIp 0 . . . 0
]
, (3.81)
where z =
(λ− i
λ+ i
)
. It follows also that
(
A− λ
2
I(n+1)p
)−1
Φ1 =
i(1− z)
z
col
[
Ip z
−1Ip . . . z
−nIp
]
, (3.82)
where col means column. By (3.81) and (3.82) we have(
A− λ
2
I(n+1)p
)−1
Π
[
ϕ(λ)
Ip
]
=
{
i(1− z)
zk+1
(
ϕ
(
i
(1 + z
1− z
))
+ ψ0 + (ψ1 − ψ0)z + . . .+ (ψk − ψk−1)zk
)}n
k=0
.
(3.83)
Formulas (3.64) and (3.83) imply (3.57). From (3.44), (3.57), and (3.80) it
follows that
∥∥∥∥W(λ)−1 [ ϕ(λ)Ip
]∥∥∥∥ = O(1) for λ→ i. Thus the pair R, Q given
by (3.65) is admissible. As ϕ admits representation (3.4) with R, Q given by
(3.65), so ϕ is a Weyl function of the constructed system. 
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Example 3.8 According to (3.16) for system considered in Example 3.2 we
have α0 = 0 and α1 = Ip. Hence, by Theorem 3.7 the set of Weyl functions
ϕ of this system is defined by the expansion
ϕ
(
i
(1 + z
1− z
))
= z +O(z2), z → 0. (3.84)
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