The problem of tracking targets in clutter naturally leads to a Gaussian mixture representation of the probability density function of the target state vector. Modern tracking methods maintain the mean, covariance and probability weight corresponding to each hypothesis, yet they rely on simple merging and pruning rules to control the growth of hypotheses. This paper proposes a structured, cost-function-based approach to the hypothesis control problem, utilizing the Integral Square Error (ISE) cost measure. A comparison of track life performance versus computational cost is made between the ISE-based filter and previously proposed approximations including simple pruning, Singer's n-scan memory filter, Salmond's joining filter, and Chen and Liu's Mixture Kalman Filter (MKF). The results demonstrate that the ISE-based mixture reduction algorithm provides track life performance which is significantly better than the compared techniques using similar numbers of mixture components, and performance competitive with the compared algorithms for similar mean computation times.
INTRODUCTION
The problem of tracking targets in clutter naturally leads to a Gaussian mixture representation of the Probability Density Function (PDF) of the target state vector, with the number of components in the mixture growing exponentially with time. The methods utilized in modern target tracking systems apply different simplifications to the PDF of target state conditioned on the history of received measurements. Techniques such as Joint Probabilistic Data Association (JPDA) 1 and Global Nearest Neighbor (GNN) 2 perform a vast simplification, reducing the entire Gaussian mixture to a single Gaussian component. While algorithms such as Multiple Hypothesis Tracking (MHT) 3 and Salmond's joining and clustering filters [4] [5] [6] [7] are able to retain any number of Gaussian mixture components, the simplification methods employed to merge and prune hypotheses potentially limit the usefulness of the retained mixture components.
The concept of the MHT is to provide a deferred decision-making structure, such that target-measurement association decisions, which are uncertain at a given processing cycle, can be made at a later time after further information has been received. 8 Although the correct hypothesis may not be the most likely at a given instant in time, as more sets of measurement are received, hypotheses due to random clutter will tend to become less likely, making the correct hypothesis comparatively more likely. Since the number of hypotheses grows exponentially with time, any practical implementation must apply some form of simplification to the PDF, most commonly performed by merging similar hypotheses together, and deleting unlikely hypotheses. The effectiveness of the deferred decision-making structure is thus completely dependent on whether the correct hypothesis remains in the Gaussian mixture when clarifying measurements are received, a function which is purely determined by the merging and pruning logic. This paper presents a structured, cost-function-based approach to the hypothesis control problem. This allows us to consider the impact of reduction decisions on the entire PDF, rather than individual pairs of hypotheses. Section 2 outlines the problem and briefly discusses some of the previous methods which have been applied. Section 3 considers possible cost functions which may be selected, and discusses the strengths and weaknesses of each. The cost function selected is the Integral Square Error (ISE), which is particularly attractive as it is able to be evaluated in closed form. The algorithm utilizing this cost function is discussed in Section 4, and the results of Monte Carlo simulations of a single target tracking problem are presented in Section 5.
BACKGROUND
The problem considered is that of tracking a single target in clutter, although the technique proposed could be applied to any problem in which the number of components in a Gaussian mixture is to be reduced. Denoting the target state at time index k as x(k), the measurement produced by the target at time k as z x (k), and assuming a linear dynamics model with additive white Gaussian noise and a linear measurement model for the target-originated measurement, the true target state evolves according to the standard equation:
where w(k) and v(k) are independent, zero-mean, white Gaussian noise processes with covariance Q(k) and R(k) respectively, and Φ(k, k − 1), G d (k), H(k), Q(k) and R(k) are known matrices. If the initial PDF of target state is Gaussian, then the standard Kalman filter propagation and update equations 9 can be used to propagate the PDF from time-index to time-index, and to incorporate new measurements. Mild nonlinearities can also be admitted using the approximation provided by the extended Kalman filter.
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We now switch to the case of interest in which, rather than receiving a single target-originated measurement z x (k) at each time step, we receive a set of measurements Z k , which may or may not contain a target-originated measurement, alongside zero or more clutter measurements (false alarms). Denoting the measurements received up to time (k − 1) as Z k−1 = {Z 1 , . . . , Z k−1 }, the a priori PDF (i.e., prior to introduction of the set of measurements at time k) of target state at time k can be written using a total probability expansion over the
from the previous processing cycle:
where
represent the set of N h (k −1) association history hypotheses arising from measurement sets up to that received at time (k − 1), P {Ψ u (k − 1)|Z k−1 } is the probability of the u-th association history hypothesis, and f {x(k)|Z k−1 , Ψ u (k − 1)} is the target state PDF conditioned on the u-th association history hypothesis. If the PDF at the previous time index conditioned on an association history hypothesis f {x(k − 1)|Z k−1 , Ψ u (k − 1)} is Gaussian and the linear additive dynamics model of Eq. (1) applies, then the standard Kalman filter propagation equation can be used to calculate f {x(k)|Z k−1 , Ψ u (k − 1)}, which is also Gaussian.
In order to introduce the set of N m (k) measurements at time k (Z k ), a disjoint partitioning of the probability space {ψ 0 (k), . . . , ψ Nm (k)} is introduced, in which ψ 0 (k) denotes the event proposing that the target was not detected at time k (and hence that all N m (k) measurements in Z k are the result of clutter), and ψ i (k), i = {1, . . . , N m (k)} denotes the event proposing that measurement i originated from the target (and the other [N m (k) − 1] measurements originated from clutter). The PDF of target state at time k conditioned on the new set of measurements can the be evaluated through the double-expansion over previous association history hypotheses
and new association events {ψ i }
Due to the conditioning on the association event ψ i (k) (which prescribes which measurement in Z k , if any, was target-originated), the Gaussian PDF f {x(k)|Z k , ψ i (k), Ψ u (k − 1)} can be calculated from the Gaussian PDF f {x(k)|Z k−1 , Ψ u (k − 1)} using the standard Kalman filter update equations, and again the posterior will remain Gaussian. Hence, assuming that the prior PDF is a Gaussian mixture, the posterior PDF f {x(k)|Z k } will also be a Gaussian mixture. The double summation of Eq. (3) can be combined for convenience into a single summation over an equivalent set of indices. Defining a new set of association history hypotheses
where N h (k) = N h (k − 1)(N m (k) + 1), Eq. (3) can be written as:
where:
The association history event probabilities P {Ψ u (k)|Z k } are commonly referred to as probability weights, and are calculated using Bayes' rule: (omitting unnecessary conditionings)
where P {Ψ u (k − 1)|Z k−1 } is the association history hypothesis probability from the previous processing cycle, and the remaining terms are evaluated according to the standard model. The challenge of tracking in the presence of clutter is clear from the expression
the number of components in the Gaussian mixture of Eq. (4) grows exponentially as new sets of measurements are received, hence it is necessary to perform some form of approximation to limit the growth. The following paragraphs discuss some strategies which have been proposed to limit this growth.
Pruning
One obvious method of controlling the growth of hypotheses while producing a small change to the PDF is to discard the set of hypotheses that have insignificant probabilities, and keep the remaining hypotheses. Referred to as pruning, this is a common method, several variants of which have been proposed including:
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• Keeping all hypotheses with weights greater than or equal to a threshold , and discarding hypotheses with weights less than the threshold
• Keeping hypotheses with the n largest weights, and discarding remaining hypotheses
• Discarding the set of hypotheses with smallest weights such that the total weight discarded does not exceed a threshold
The computational complexity of these methods varies slightly, with the first being the lowest (since it can be performed in a single pass), and the remaining two being slightly larger (as the hypotheses need to be sorted by weight).
N-Scan Memory Filter
One of the earliest studies on Gaussian sum representations for target tracking was that of Singer, Sea and Housewright. 11 The n-scan memory filter effectively generates association hypotheses according to the Eq. (4), and then combines association history hypotheses which have identical histories over the past n time intervals. If n is set to zero, this corresponds to the Probabilistic Data Association (PDA) algorithm; 12 as n is increased, more hypotheses are maintained from cycle to cycle.
Mixture Kalman Filter
The Mixture Kalman Filter (MKF) 13 is a variant of the popular particle filtering method which performs RaoBlackwellization to use a Kalman filter for the portion of the state which can be well represented by a linear model conditioned on the remainder of the state, and a sequential Monte Carlo method to represent the portion of the state which cannot be represented by a linear model. In the context of the above tracking problem, the target state conditioned on an association history event is represented perfectly by a linear model, and estimation can be performed optimally using a Kalman filter. A Monte Carlo sampling method can then be used to conduct inference over the space of association history events, randomly sampling a number of elements from the Point Mass Function (PMF) of association history events. The resultant structure is similar to pruning, except that a randomized set of hypotheses is retained, rather than the most probable set.
Joining Algorithm Filter
The approaches proposed by Salmond 4-7 systematically merge hypotheses until the number of components in the mixture has been reduced to the desired level. Salmond's joining algorithm utilizes the following metric to measure the distance between two mixture components:
where p i and p j are the probability weights of the two hypotheses being considered for merging, µ i and µ j are the mean vectors of the two hypotheses, and P is the overall covariance of the Gaussian mixture. The algorithm proceeds by combining the pair of remaining hypotheses with the smallest distance measure until the smallest distance is greater than a certain threshold and the number of hypotheses is below the desired value.
COST FUNCTION-BASED HYPOTHESIS CONTROL
The hypothesis reduction methods discussed in the previous section combine and discard association hypotheses on the basis of component weights (in the case of pruning and the MKF), similarity of the measurement association histories (in the case of the n-scan filter), and similarity of the parameters of pairs of hypotheses (in the case of the joining algorithm filter). The goal of this study was to produce a method which finds the parameters of the Gaussian mixture with fewer components that minimizes the deviation from the original Gaussian mixture according to some direct measure of the difference of two PDFs.
We define the original PDF of target state, containing N h (k) joint hypotheses as to the possible location of the target, as f {x(k)|Ω N h (k)} where Ω N h (k) represents the parameters of the N h (k) hypotheses derived from the measurements up to the current sample period (probability weights, means and covariances). Our goal is thus to reduce these N h (k) hypotheses to a simplified representation, containing N r (k) hypotheses (the subscript 'r' denoting 'reduced'), resulting in the simplified PDF f {x(k)|Ω Nr (k)} whereΩ Nr (k) represents the reduced set of parameters, containing, as closely as possible, the same information as the original set Ω N h (k).
Bhattacharyya Distance, Kolmogorov Variational Distance
Two cost functions which have been commonly used to measure the deviation between PDFs are the Bhattacharyya coefficient and the Kolmogorov variational distance. The Bhattacharyya coefficient is defined as:
The function measures the similarity of two PDFs -if the two PDFs are identical, then the coefficient will evaluate to unity; if they are completely disparate, then the product will evaluate to zero. While computation of the Bhattacharyya distance is an easy matter for the case of two single Gaussian PDFs, in the case of Gaussian mixtures, the product of the two PDFs results in a sum with a weighted Gaussian term for each pairing of mixture components from the two PDFs. The square root of this expression is unable to be simplified in general, and the integral will have to be approximated, or evaluated through numerical integration methods.
The Kolmogorov variational distance is the integral of the absolute difference between the two PDFs:
The measure provides an indication of the amount of probability mass by which the two PDFs differ. If the two functions are identical throughout the probability space, then the cost will be zero. Conversely, if the two functions are entirely disjoint, then the difference will merely be the sum of the integral of each PDF individually (evaluating to unity after the 1 2 factor). Like the Bhattacharyya coefficient, the Kolmogorov variational distance is not easily evaluated. The absolute value function requires piecewise definition, so the integral must be divided into the two portions: where the original PDF is larger in value than the approximation, and where the approximation is larger in value than the original PDF. While the integral over an entire Gaussian function is easily evaluated (indeed it is unity by definition), the integral over an arbitrary portion of a Gaussian function cannot be evaluated in closed form, and approximation or numerical techniques will be necessary.
Early literature studying problems in target tracking 15, 16 proposed methods of approximating these cost functions using bounds on the value resulting from a merging or pruning operation. Using such bounds, an algorithm could minimize the worst-case deviation from the original PDF. The bounds derived perform comparison between parameters of pairs of mixture components, similar in nature to the distance measure used by Salmond's joining filter, Eq. (6).
Kullback-Leibler Distance
The Kullback-Leibler (KL) distance is defined by Cover and Thomas 17 as:
Jordan and Bishop 18 show that, if f {x(k)|Ω N h (k)} is set to the empirical distribution of a set of data, and f {x(k)|Ω Nr (k)} is the statistical model with unknown parameters, then minimizing the above KL distance with respect to the model parameters is equivalent to finding the model parameters which maximize the likelihood of receiving data drawn from the empirical distribution. This can be seen by replacing the log of the quotient with the difference of the logs:
Since the first term does not depend on the statistical model f {x(k)|Ω Nr (k)}, minimizing the KL distance in Eq. (9) is equivalent to maximizing the negative of the second term in the above expression:
This cost function was also developed in Williams, 19 where it was observed that it serves to measure the likelihood that data drawn from the true PDF would result from the reduced PDF approximation. This maximum likelihood interpretation is highly appealing; however, the logarithm of a Gaussian mixture is not able to be simplified, hence the cost function is unable to be evaluated without numerical integration or approximation. As discussed in Section 6, a future direction in this research is to consider hypothesis control algorithms utilizing approximations of this cost function.
Integral Square Error
Another distance measure commonly used in nonparametric statistics is Integral Square Error (ISE):
The measure is very similar to the Kolmogorov variational distance, except that the even nonlinearity provided by the absolute value sign (which forces positive differences and negative differences to be handled identically) is replaced with a square function. The nonlinearity could be replaced with any even integer power, where higher powers will tend to treat areas of larger error with increasingly higher weight than those of lower error. In the limit, as the power approaches infinity (in an even sense), the cost function will apply all priority to the largest error point, tending to minimize the maximum point-wise error committed by the approximation. The implication of this to the ISE measure is that it will behave similarly to the Kolmogorov variational distance, but comparatively higher weight will be applied to areas of larger error (e.g., components with smaller variance, and higher peaks), while comparatively lower weight will be applied to areas with lower error (e.g., components with larger variance, and flatter, broader peaks). This behavior is well-known in the nonparametric statistics community, and has been documented to provide greater immunity against outlying points than the KL distance.
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Having considered the cost function options, the ISE distance is particularly attractive due to its tractability: it can be evaluated in closed from without approximation or numerical integration. Expanding the ISE distance measure equation yields the following terms:
The three terms of Eq. (13) each have their own interpretation. The first represents the self-likeness of the original PDF -this term will be larger if the PDF is more concentrated in space, and smaller if the PDF is more spread out. The second represents the cross-likeness of the original PDF to the new PDF. This term is critical to the function as it directly measures the volume of probability mass that the two functions have in common (although it is in square units rather than the units typically associated with probability mass measure). The final term is the self-likeness of the reduced PDF, possessing similar characteristics to the other self-likeness term. The cross-likeness term serves to balance the two self-likeness terms, cancelling the overall cost function value to zero if the two functions are identical, and increasing the overall cost function value as the difference between the functions increases. Defining these three components as:
we can then write Eq. (13) as:
In the problem of interest, the two PDFs are both Gaussian mixtures, which can be expanded as:
are the weights, means and covariances of the Gaussian functions composing the mixture for original PDF, and
are the same parameters of the reduced PDF. Substituting these expressions into Eq. (14) and reversing the order of integration and summation:
The product of two Gaussian PDFs, which forms the basic building block of Eq. (17), can be simplified to the following form:
where α, µ 3 and P 3 are given by:
Substituting this simplification into the expressions of Eq. (17), each of the integral operations is the integral over the entire space of a Gaussian, evaluating to unity, leaving only the volume scaling factors (α in Eq. (18)):
Interpreting Eq. (15) and Eq. (20), the cost function consists of the sum of similarity measures of all pairs of two components from the original mixture, plus similarity measures of all pairs of two components from the reduced mixture, balanced by the sum of similarity measures of all pairs of one component from the original mixture and one component from the reduced mixture.
IMPLEMENTATION

Reduction algorithm
The initial intent of this study was to perform the hypothesis reduction by applying a gradient-based iterative optimization algorithm to find the parameters of the set of reduced mixture components which provide the best fit to the full mixture. The derivatives of the ISE cost function can also be evaluated in closed form using standard vector-matrix notation, 19 hence gradient algorithms can be easily applied. However, the cost function describing the fit of a reduced complexity Gaussian mixture to a Gaussian mixture of higher order is an extremely complicated multi-modal function with many local minima, hence the local view provided by gradientbased methods will not provide any promise of convergence to a global minimum, unless the initialization point happens to be close to the global minimum.
One way of restricting the optimization space is to consider only those solutions corresponding to a sequence of merging and pruning operations. Solutions to this problem correspond to assignments, in which each component in the input mixture is assigned to zero or one component in the output mixture (zero if the input component is pruned), and each component in the output mixture is assigned one or more components in the input mixture. By enumerating all such assignments, and evaluating their cost, a large region of the solution space is explored, and the lowest cost result is likely to be close to the global minimum.
The obvious problem with this approach is that the number of possible assignments is combinatorially large for cases in which the number of input components is large. To reduce the computational complexity to a manageable level, a greedy assignment solution was adopted, which commences from the original PDF, and merges and prunes components until the number of components has been reduced to the desired level. At each stage of the algorithm, the cost of all possible merging and pruning actions is evaluated, and the action with the lowest cost is taken.
Although the resulting algorithm is similar in concept to the joining algorithm proposed by Salmond, 4-7 it has a significant advantage in that the ISE cost function considers the entire mixture (i.e., the entire PDF) when making merging and pruning decisions, rather than individual pairs of mixture components in isolation.
When two components are merged, the parameters of the merged component are calculated such that the mean and covariance of the overall mixture remains unchanged:
When components are deleted, the probability weights of the remaining components are not increased. This choice was made on the basis of the geometrical observation that renormalizing weights will increase the error value in regions of the PDF which are unaffected by the deletion. Logically it would seem that the only error increase incurred by deleting a component should come from the difference created in the region previously occupied by the component, and that differences elsewhere in the PDF should not come into consideration. The choice also provides a substantial computational saving, discussed in the following section.
The algorithm can be considered similar to the Iterative Pairwise Replacement Algorithm (IPRA), proposed in the nonparametric statistics community by Scott and Szewczyk;
22 the authors were not aware of this work during the development of this paper. *
Computational optimization
The greedy assignment algorithm described in the previous section is computationally demanding. On the surface, each cost function evaluation consists of [ The first computation-minimizing enhancement which was employed arises from the observation that mixture components in the reduced PDF which have not been modified from the original PDF cancel directly in the difference of the two PDFs, in Eq. (12) , and thus only those components which have been modified (or discarded) from the original PDF need to be included in the evaluation of Eq. (20) . This optimization is particularly effective because it reduces the computational expense of cost function evaluations in earlier reduction cycles, in which there are more merging and deletion actions to be considered.
The second enhancement incorporated stems from the observation that a reduction action will rarely decrease the cost measure. In simulation experiments, it was observed that scenarios do occur in which a subsequent merging action reduces the cost below that of the representation due to the previous steps taken; however, they are extremely rare in practice. Hence, at any iteration of the algorithm, the cost of a particular reduction step at the previous iteration is an approximate lower bound to the cost of the same action in subsequent cycles. Such a lower bound can be used to provide a substantial reduction in computational complexity in finding the lowest cost action using the following algorithm. For each iteration of the algorithm, actions are proposed in ascending order of the approximate lower bound of the cost, and the true cost of these actions is evaluated. When an action is found with a true cost lower than all of the lower bounds, the action is selected. Such an algorithm avoids the computational expense of continually reevaluating the cost of reduction steps which are clearly poor choices. Experimentally, it was found that this has very little impact on the merging and pruning steps taken: in all situations observed, it resulted in reversal of the order of two steps, and the overall result was unchanged.
In tracking simulations similar to those described in Section 5, it was observed that there are commonly a large number of possible merging and deletion actions with extremely low cost, due to components with very similar means and covariances, and components with very low probability weights. The third enhancement of algorithm was that, when the true cost of an action is evaluated and found to be within a small multiple of the machine epsilon accuracy (induced by the difference of Eq. (15)) of the cost due to previous steps, that action is taken immediately, without evaluating the cost of other actions with approximate lower bounds smaller than the cost. In practice, this allows a set of "negligible cost" reduction steps to be taken at the commencement of the algorithm, without continually evaluating whether one "negligible cost" step is better than another. Although this approximation will change the result of the reduction process, experimentally it was found that the increase in cost of the result was minor, and the computational saving was substantial.
The basic building block of the cost function can be seen in Eq. (20) to be the multivariate Gaussian PDF evaluation:
This expression is itself relatively demanding to evaluate, requiring a matrix inverse and a matrix determinant. The complexity can be reduced slightly by performing a single U-D factorization of the covariance sum, calculating the exponent through a back-substitution (avoiding calculation of the full matrix inverse), and the determinant as the product of the diagonal matrix elements. Even with this improvement, the cost of each multivariate Gaussian evaluation is substantial, hence it is important to cache the results of these evaluations, recalculating them only when the parameters have changed. This is particularly important when one considers that the cost of a large number of proposed merge actions will be evaluated in each iteration of the algorithm, and the parameters of the majority of the elements of the cost function for each action will not change between iterations.
SIMULATION RESULTS
An extensive evaluation of the performance of the ISE-based technique is presented in Williams,
19, 23 comparing the track life performance of the technique to an n-best pruning technique, and Salmond's joining and clustering filters, utilizing between 1 and 40 mixture components (the approximate lower bound and negligible cost action approximations discussed in Section 4.2 were not implemented in these earlier studies). The results showed that the performance of the ISE-based method is significantly better than that of the other methods, when the comparison is performed using the same number of components in the output mixture for each method. † Because the computational complexity of the algorithms differ substantially, it is not necessarily meaningful to compare the algorithms using the same number of mixture components. The computational complexity of the algorithms is difficult to establish analytically, as it is affected by a wide range of interacting phenomena, such as the covariance of the components maintained (if covariances increase, then more measurements enter the association gate, increasing the work associated with simplifying the representation substantially). Furthermore, since each of the algorithms can be vectorized to a different extent, simulations running in MATLAB do not provide a consistent view of the computational complexity of the methods.
In order to evaluate the performance of the ISE-based algorithm against previous methods on the basis of computational complexity, a C++ simulation was developed, incorporating reduction methods including the ISE-based method, the joining filter, a pruning technique, the MKF and the n-scan filter. Numerical Recipes 24 routines were utilized for random number generation and basic matrix operations. Implementation decisions for the simulation included:
• Individual association gates were formed for each association history hypothesis. This decision was made to allow hypotheses to explore as large a region of the measurement space as the algorithm made possible, and to control the number of hypotheses generated.
• For all methods, the maximum number of hypotheses generated by any single parent association history hypothesis was limited to the 50 measurements closest to the predicted measurement. This limit was imposed to prevent the massive computational increase produced when component covariances become progressively larger, progressively allowing more measurements to enter the association gate for the hypothesis.
• To limit the growth of extremely low-probability hypotheses, the n-scan memory filter was modified to discard components with weights less than 10 −6 .
• The MKF implementation used the systematic resampling with replacement method presented as Algorithm 2 in Arulampalam, et. al.
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When the same association history hypothesis was drawn several times, a single output component was created, with a weight corresponding to the number of times the hypothesis was drawn.
• The pruning algorithm adopted is a variation of the three discussed in Section 2.1. The algorithm discards the set of hypotheses with the smallest weight such that the renormalized weight of the smallest remaining component is greater than or equal to a given threshold. This implementation was chosen as it is adaptive (it keeps a larger set of components when the probability mass is split evenly over many hypotheses, and a smaller set of components when when the probability mass is dominated by fewer hypotheses), and it limits the the number of components retained at any processing interval to the reciprocal of the threshold.
• The implementation of the joining filter used the recommended threshold values; 4 the performance of the technique could potentially be improved by tuning the thresholds to the test scenario.
The test scenario used was an adapted version of the dense clutter single-target tracking simulation presented by Salmond. 4 The target state evolves according to the following constant velocity model:
where T is the time between measurement intervals (k − 1) and k, and w(k) and v(k) are two independent zero-mean white noise processes such that:
The system is provided with noise-corrupted measurements of the target position (x and y coordinates) through a linear measurement model; the system could be extended to polar measurements (i.e., range and angle) using the extended Kalman filter.
The parameters T , q and r were all normalized to unity, the clutter density λ was set to 0.012, and the probability of detection (P d ) was set to 0.8 and 0.9. The gate size was set such that the probability of the targetoriginated measurement being in the association gate was P g = 0.99. The target was initially located at the origin with a velocity of 10 units/sec in each coordinate. Clutter was generated according to a Poisson distribution. The region populated was a square, centered on the actual target location, with side 2000 √ r. This value was chosen to be large such that hypotheses could be deceived by clutter measurements for several processing cycles without leaving the populated region. The expected number of false targets in each processing cycle for this configuration is 48, 000. As mentioned above, gating was performed independently for each hypothesis. While an efficient two-stage gating algorithm 19 was utilized (incorporating a coarse rectangular gate, followed by an elliptical gate applied only to measurements passing the rectangular gate), the large number of measurements, coupled with the per-hypothesis gating, adds a substantial linear component to the computational cost of adding additional hypotheses, and the results should be qualified accordingly.
The criterion for loss-of-track was based on a comparison between the true target location and the location of each hypothesis, weighted according to the covariance matrix of the "aided" Kalman filter (i.e., the Kalman filter assuming that the index of the target-originated measurement is known), (x −x i ) T P −1
, where x is the true target state,x i is the mean estimate under hypothesis i, and P a is the covariance of the aided Kalman filter. Track-loss was declared when this statistic was greater than 10 (corresponding to a √ 10-sigma deviation from the mean) for all association hypotheses maintained by the filter for five consecutive time steps. The criterion was based on all hypotheses rather than the combined estimate (i.e., the weighted average of hypothesis means) to allow the deferred decision-making ability of the multiple hypothesis formulation to take place: one expects that the combined estimate will diverge from the correct location for small periods of time before subsequent measurements clarify the association uncertainty, increasing the weight of the correct hypothesis, and returning the combined estimate to the vicinity of the true target. In order to monitor the behavior of the combined estimate, and additional error criterion was introduced, which measures the proportion of the time (before track loss is declared) in which the combined estimate is in the vicinity of the true target state according to the same metric and threshold used for the individual hypothesis comparisons in the loss-of-track criterion.
For each algorithm and each parameter value, 200 Monte Carlo simulations were conducted, each of which was allowed to run until loss-of-track was declared. Simulations were run on a 2.6GHz Intel Xeon TM processor. The parameter points run for each algorithm are summarized in Table 1 , and the simulation results are presented in Figure 1 . The plots in (a) and (d) echo the findings of the earlier comparison based on the number of output components 19, 23 (for different detection probabilities), reiterating that the ISE-based technique performs substantially better than the other algorithms using the same number of components in the Gaussian mixture. The plots in (b) and (e) qualify these results, showing that, for the same level of computational complexity, the MKF and the n-scan memory filter can exceed the performance of the ISE-based technique. The plots in (c) and (f) compare the error of the combined estimates, rather than the minimum error for any hypothesis, indicating that the combined estimate calculated with the ISE-based method tends remain close to the true target state for a larger portion of the time for points with similar mean track life.
CONCLUSION
The results presented in Section 5 reveal that the ISE-based mixture reduction algorithm provides track life performance which is significantly better than the compared techniques using similar numbers of mixture components, and performance competitive with the compared algorithms for similar mean computation times. While the computational complexity of the technique is such that algorithms such as the MKF can provide better performance at the higher end (i.e., using several hundred components) for the same computation time, the compactness of the representation provided by the ISE-based method will aid in distributed applications, in which the Gaussian mixture representation of the PDF needs to be communicated through a limited-bandwidth communications channel; for example, fusing the PDF representations of the state of a target maintained by sensors at different sites.
The study presented by Vasquez and Williams 26 shows a method of extending the ISE-based method to multiple targets, based on the assumption that the number of targets is known. Future research directions include incorporating track initiation and deletion into the structure, integrating multiple dynamics models using a structure such as the Multiple Model Adaptive Estimator (MMAE) or the Interacting Multiple Model (IMM) filter, and experimenting with other cost functions including approximations of the KL distance.
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