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Abstract 
In recent years, distributed and networked architecture has been suggested as a new approach to manage uncertainty, 
accommodate multiple stakeholders and increase scalability and evolvablity in spacecraft systems. This departure from 
monolithic rigid architectures provides the space systems with more flexibility and robustness in response to uncertainties that the 
system confronts during its lifetime. Distributed architecture, however, does not come with only advantages and can increase cost 
and complexity of the system and result in potential instabilities and undesired emergent behaviors. In this paper, we build a 
model using a configuration based on a simplified variation of System F6 architecture that is being developed as a part of a 
DARPA program on fractionated spacecraft. Using a modularity/fractionation decision framework, developed in our group, we 
calculate the net value that is gained (or lost) by moving from a monolithic to a fractionated architecture and show how the sign 
and magnitude of this value change as a function of uncertainties in the environment and various system parameters. 
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1. Introduction 
Distributed system architecture increases system responsiveness to environmental changes through increasing the 
system flexibility and adaptability. This departure from conventional integrated design improves the system 
reliability, availability, fault tolerance and performance as well as enabling scalability and evolvablity to address 
environmental uncertainty.1  
In the current approach to designing space systems, based on large monolithic spacecraft, environmental 
uncertainties are partially managed through prevention and redundancy. This conventional method results in large 
and complex spacecraft systems that are vulnerable to many unforeseen events during the mission lifetime. 
Moreover, the current design method hampers the seizing of opportunities resulting from uncertainty.2,3 Different 
approaches are proposed in order to increase flexibility of spaces system and allow cost efficient and rapid responses 
to uncertainty.4,5,6 The inherent flexibility that comes with distributed and networked architectures has made 
fractionated spacecraft a viable new solution to overcoming the shortcomings of the traditional approach.  
The fractionated satellite design framework is based on a network of agile, inexpensive and low complexity free-
flying fractionated satellites that communicate wirelessly. Incremental development and deployment as well as 
replacement of components without disrupting the rest of the system make fractionated architecture more adaptable, 
flexible and evolvable.2 Fractionation, however, does not come with only advantages and can increase cost and 
complexity of the system and result in potential instabilities. Moreover, decisions regarding fractionation are 
multifaceted and challenging. If criteria such as the environmental uncertainty and subsystem parameters are not 
appropriately taken into account, fractionation may add no value and unnecessarily increase the cost and complexity 
of the system. 
In this paper, we use a spectrum of modular and distributed architecture, developed in our group to quantify the 
value of fractionation, one of the four operations in the developed spectrum. We build our model using a 
configuration based on a simplified variation of System F6 architecture that is being developed as a part of a 
DARPA program on fractionated spacecraft. We calculate the net value that is gained (or lost) by moving from a 
monolithic to a fractionated architecture and show how the sign and magnitude of this value change as a function of 
uncertainties in the environment and various system parameters such as cost, reliability and technology 
obsolescence of different subsystems. The organization of this paper is as follows: First, we explain a 5-staged 
modularity/fractionation decision-making framework. Next, we build a model based on a variation of DARPA 
System F6. Finally, in the simulation part, we illustrate and compare different configuration alternatives for different 
values of uncertainties in the environment and various system parameters. 
2. Fractionation decision 
In order to solve the tradeoff between the potential costs of fractionation and the value it creates by improving the 
system flexibility, we employ a value-based decision making framework developed in our previous work.7 This 
framework is based on a spectrum that covers a wide range of modularity/fractionation in complex systems and 
classifies the degree of modularity into 5 stages (Fig. 1.).  
In this framework, stage M0 describes meshed systems: systems with no modularity. M1 represents systems 
whose functionalities are separated and can be attributed to one or more components. At stage M2, functionalities 
can be broken down and attributed to components, like M1, but the related components are connected to the rest of 
the system via standardized interfaces. These standard interfaces allow the components to be replaced or upgraded 
without disrupting the rest of the system. While M0, M1 and M2 encompass all cases of modularization for 
monolithic systems - systems comprised of a single unit- M3 and M4 cover systems with more than one unit where 
communication between units is a possibility.  
At M3, a function can be centralized in one or more fractions, creating a client-server system where a certain task 
can be delegated by a majority of fractions that lack a certain functionality, to a fraction with a powerful version of 
that module. A communication channel is needed for pre-processed and post- processed resources between the client 
units and the server fraction. While at M3 the division of labor among sub-systems is static, in M4, the task can be 
dynamically distributed among various fractions that have different capabilities in terms of the required 
functionality.  
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Four M+ operations are defined in the framework that represent transition from one stage of modularity to the 
next in terms of required changes in the system architecture and the increased degree of modularity. Increasing 
modularity creates a more adaptable system, but this extra adaptability and flexibility come at a cost. In order to find 
the optimal modularity, we have to quantify and compare the value of the system prior to the operation to the value 
of the system afterward. Such evaluation requires knowledge of the System and its environment. The value of the 
system at each modularity level can be calculated via any of the standard system evaluation methods (e.g. scenario 
analysis, discounted cash flow analysis, etc.) and should consider technical, economical and life cycle parameters. 
According to the spectrum explained above, monolithic satellite systems can be considered at M2 and fractionated 
satellites at M3 level of modularity. In the next section, through quantifying the M2ÎM3, fractionation operation, we 
calculate the system fractionation value and graph it against different parameters.  
3. Illustrative case 
In this section, we calculate the value of fractionation and illustrate it for a particular case in satellite systems 
based on a simplified variation of fractionated architecture developed as part of System F6. We assume a satellite 
system that processes the data collected by a sensor payload and transmit them to earth via a high-speed downlink 
while a data connection from Earth can be established for maintenance purposes. In the conventional design, all of 
the subsystems are integrated and have to be launched together, whereas, in the fractionated design, subsystems can 
be separated in flying fractions and can be launched independently. The integrated system is at the stage M2 and the 
fractionated system is at the stage M3 in the 5-stage modularity and fractionation spectrum introduced in Fig.1. 
Subsystems internally communicate through the spacecraft bus, which also supplies power to the subsystems and 
its type (and cost) is determined in accordance with the total mass of the subsystems. Fractions communicate 
remotely through an extra Tech Package (F6TP in the case of System F6) that enables wireless communication 
among fractions. The subsystems involved in our analysis are as follows: (1) Payload: a sensor. (2) Processor: a 
high performance computing unit. (3) Downlink: a high-speed downlink for transmitting data to earth. (4) 
Communication link: a broadband access to a ground network through Inmarsat I-4 GEO constellation (5) Bus: 
spacecraft bus that accommodates subsystems on board. (6) F6TP: F6 Tech Package that enhances the 
communication between the fractions while flying in formation. 
Fig. 2 conceptually shows the arrangement of subsystems for the monolithic system and a possible allocation of 
subsystems for a fractionated configuration. In Fig. 2a, all of the subsystems are integrated and communicate 
internally through the bus without requiring an F6TP. In Fig. 2b, however, each of the four main subsystems is 
located in a separate fraction along with a bus and an F6TP.  
 
 
 
 
 
 
 
Fig. 1. 5-stage modularity and fractionation spectrum, and corresponding four M+ operations. Adaptability of 
the system increases as we move right. Each operation assesses the aggregate value of moving one step for a 
given system, subsystem or component. 
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Fig. 2.  (a) Monolithic satellite system (b) Fractionated satellites system, PR: Processor, DL: Downlink, CM: Communication
Link, F6: F6TP, PL: Payload 
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3.1. Fractionation value 
In analysis of this case, we compare the value of systems with different architectures comprised of similar main 
subsystems that together fulfill the same overarching function. Moreover, we assume the systems have to function at 
an acceptable level of performance to the end of the project lifetime. Hence, one way to quantify the value 
difference between two systems is to compare the cost of operating them over a fixed project lifetime. Particularly, 
in our case, we calculate the fractionation value as the difference of cost of running a fractionated system versus the 
monolithic system. Note that fractionation value could potentially be much higher than what is presented here as 
distributed architectures also enable scalability and evolvability in the long run. As a result, this method is a 
conservative method, especially in the long run and the net value calculated here is a lower bound.  
Since we assumed that the system has to function to the end of the project lifetime, we can calculate the cost of 
running a system as the total cost of building and launching its fractions in the beginning of the project and cost of 
replacing them in case of uncertainty over the lifetime. We do not consider other costs such as cost of designing 
subsystems due to the fact that they are equal for the systems we compare. We also assume that the cost of building 
and mass of a fraction are equal to the sum of its subsystems’ costs of building and masses respectively.  
Additionally, we assume a linear launch cost proportional to the total mass of the fraction.  
3.2. Modeling uncertainty 
We take into account technological obsolescence and subsystem failure as two uncertainties that may affect the 
system over the lifetime. Other uncertainties can be integrated into our model in a similar way. We assume that the 
uncertainties have known probability distributions that can be approximated from historical data. We classify launch 
failure and in orbit collisions as bus failure so we can assume subsystem failure times are independent. For 
approximating subsystems’ failure, we use Weibull probability distribution. For technological obsolescence 
approximation, we employ a Longnormal distribution and assume subsystems’ obsolescence times are independent 
A subsystem has to be replaced when it fails or becomes obsolete and a fraction has to be built and deployed 
again if one or more of its subsystems have to be replaced. Hence, the probability density function (pdf) of 
replacement time of subsystem i, gi(t), can be calculated as follows: 
 
௜݃ሺݐሻ ൌ ߮௜ሺݐሻሺͳ െ Ȳ௜ሺݐሻሻ ൅ ߰௜ሺݐሻሺͳ െ Ȱ௜ሺݐሻሻ  (1) 
 
Where ࢥ and ĳ are cdf (cumulative distribution function) and pdf for obsolescence time, and Ȍ  and ȥ are cdf and 
pdf for failure time respectively. 
The pdf of replacement time of a fraction j, fj(t), can be calculated based on its subsystems replacement time pdf, 
gi(t), and cdf, Gi(t), as follows:  
 
௝݂ሺݐሻ ൌ ଵ݃ሺݐሻ൫ͳ െ ܩଶሺݐሻ൯ǥ ሺͳ െ ܩ௡ሺݐሻ ൅ ݃ଶሺݐሻ൫ͳ െ ܩଵሺݐሻ൯ǥ ൫ͳ െ ܩ௡ሺݐሻ൯ ൅ڮ  (2) 
4. Simulation 
In this section, based on the total cost of building and launching fractions, and the probability distributions of 
their replacement times, we calculate the expected cost of operating the system till the end of the lifetime. For each 
fraction j, suppose a sequence of independent, identically distributed random variables R1j,R2j, … , Rnj whose 
distributions are equal to the distribution of the fraction replacement time. A new instance of a fraction j has to be 
deployed at times Rj0=0, Rj0+Rj1, … , Rj0+Rj1 +…+Rjn in order for the system to function without interruption until 
the end of its lifetime. n is the largest integer such that Rj0+Rj1 +…+Rjn < T, where T is the project lifetime. Suppose 
that the cost of building and launching a new instance of fraction j, is CFj .The cost of running a system, C, with m 
fractions is the total cost of replacing its fractions, discounted to present time.  
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 (3) 
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ܴ଴௝ ൅ ܴଵ௝ ൅ ڮ൅ ܴ௡௝ ൏ ܶ    (4) 
We use Monte Carlo simulation and sample Rij’s for each fraction j according to its replacement time probability 
distribution. For each replacement time, we compute the cost of one fraction and discount it to the present time. 
Repeating this process a large number of times yields an approximation of the distribution of system total lifetime 
cost. We use the same approach for computing the cost of integrated system, which we can consider as one fraction. 
Table 1 presents the values that are used in the Mont Carlo simulation. The input to the simulation includes 
subsystems’ costs, masses, and failure and obsolescence probability distribution parameters. We assume mean value 
of 1 year with standard deviation of 3 years for the obsolescence distribution. We also assume buses and F6TP do 
not become obsolete. Moreover, we consider $30k per kg for launch cost. The interest rate is 2% in our simulation 
for a project lifetime of 15 years. 
Table 1. Subsystems characteristics used in the simulation,  
Subsystem  Weibul Alpha Weibul beta Cost (k$) Mass (kg) 
Payload 15 1.7 27000 50 
Communication 870 1.7 35000 70 
Downlink 190 1.7 40000 10 
Processor 90 1.7 30000 20 
F6TP 600 1.7 2000 5 
Bus (integrated system) 108 1.7 34000 260 
4.1. Comparing fractionated and monolithic Satellite Systems 
Fig. 3 illustrates the cost of operating a fractionated satellite system, where each main subsystem is assigned to a 
separate fraction versus a monolithic system. Both graphs are flat in the beginning of the system lifetime due to the 
low probability of obsolescence and failure in the early years. The initial cost of running the fractionated system is 
greater than that of the monolithic system due to fractionation cost i.e. cost of building additional subsystems such 
as F6TP. However, the lifetime cost of the monolithic system increases faster over time due to the fact that the 
whole system must be launched once again when a subsystem fails or becomes obsolete. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Total cost for fractionated and integrated architectures 
graphed against project lifetime. 
 
Fig. 4. Effects of payload variations on value of Fractionation.  
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4.2. Effects of payload’s attributes on system value 
Fig. 4 depicts the fractionation value for three different payloads. Payload1, payload2 and payload3 are 
progressively heavier and more expensive. It can be observed that fractionation doesn’t add any value to the system 
with Payload 1; however it does to the system with Payload 2 after some years, and to the system having Payload 3 
from the beginning of its lifetime. Fig. 4 shows that in this case, fractionated architecture is a better choice for more 
expensive Payloads with higher mass, all other things being equal.  
4.3. Effects of subsystem reliability parameters on system value 
Given F6TP is required to be added to the system for fractionation in this case, it is important to analyze how its 
characteristics affect value of fractionation. Fig. 5 shows the effects of the reliability parameters of F6TP on the 
system fractionation value. In this figure, beta is the parameter ȕ and average lifetime is the mean value in Weibull 
distribution,  
Fig. 6 shows the effects of F6TP’s mass and cost on fractionation value. It can be observed that the fractionation 
value decreases approximately linearly with cost of F6TP. This figure implies that although fractionation increases 
the system flexibly, it is not an optimum decision for a heavier and more expensive F6TP. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. Conclusion 
Distributed and networked architecture enhances uncertainty management in complex systems through increasing 
flexibility, adaptably, scalability and evolvablity. However, decisions regarding distributed architecture are 
challenging in that one should solve the trade off between the advantages and the increased cost and complexity 
resulting from moving to distributed architecture. 
In this paper, we evaluated the transition from the monolithic system architecture to the distributed and 
fractionated system architecture for the case of spacecraft systems. We developed a model based on a simplified 
variation of System F6 architecture that is being developed as a part of a DARPA program on fractionated 
spacecraft. Using a modularity/fractionation spectrum, developed in our previous work, we quantified system value 
for monolithic and fractionated system based on the fractionation operation, one of the four M+ operation in the 
framework. We illustrated and compared the value difference between the two architectures as a function of 
Fig. 6. Effect of F6TP’s cost and mass on value of Fractionation.Fig. 5. Effects of F6TP’s reliability parameters on value of 
Fractionation 
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uncertainties in the environment and various system parameters such as cost, reliability and technology 
obsolescence of different comprising subsystems.  
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