Magnetic field perturbations measured during Galileo flybys of Europa and Callisto are consistent with dipole fields induced by the temporal variations of the ambient jovian magnetospheric field. These fields are close to those expected for perfectly conducting moons. We investigate the implications of these observations for the electrical structure of the moon's interiors using a simple shell model. It is found that Europa and Callisto must possess regions where the conductivity exceeds 0.06 and 0.02 S/m at a depth of less than 200 and 300 km below the surface, respectively. This conductivity is unattainable in ice or silicates, unless the ice layer is at least partially molten or very large temperature gradients can be maintained below the ice. An ionosphere or a cloud of pick-up ions are probably also insufficiently conductive. Global Earth-like oceans under the surface of both moons could account for the observations provided they are at least a few kilometers thick.
INTRODUCTION
Because Jupiter's magnetic dipole axis is tilted with respect to its rotation axis, the Galilean moons orbiting in the jovigraphic equatorial plane experience a magnetic field that varies periodically at the apparent rotation frequency of Jupiter, i.e., the synodic frequency. It was first suggested by Colburn and Reynolds (1985) that this time-varying field could induce electric currents inside the moons, provided that regions of sufficient electrical conductivity exist in their interiors. These currents would produce a secondary (or induced) magnetic field that adds to the background field of Jupiter and to fields arising from currents flowing in the ambient plasma to give the total observed field. Khurana et al. (1998) and Kivelson et al. (1999) recently showed that the dominant large-scale features of magnetic field perturbations observed by the Galileo spacecraft during flybys of both Europa and Callisto are consistent with induced magnetic dipoles, as had also been pointed out by Neubauer (1998) . At both moons, the observed magnetic field perturbations are approximately those expected for moons responding as perfectly conducting spheres. Such a response requires a globally distributed highly conducting medium located close to the surface of the satellites. Khurana et al. (1998) and Kivelson et al. (1999) interpreted this result as support for the presence of salty subsurface oceans. For Europa, the same conclusion was reached independently by K. Kuramoto et al. (unpublished manuscript, 1998) , extending a previous study by Kuramoto et al. (1998) .
In this paper, we seek to further constrain the nature and depth of the conducting mediums of Europa and Callisto on the basis of Galileo magnetometer observations. In Section 2, we discuss properties of the primary (or inducing) magnetic field important for this study. In Section 3, we compute the field induced by a uniform spherical shell, chosen as a simple model of the electrical structure of the moon. In Section 4, we examine Galileo observations at Europa and Callisto to characterize the induced dipole moments. In Section 5 we combine the results of Sections 3 and 4 to constrain the conductivity and spatial dimensions of the hypothesized subsurface oceans. In Section 6 we examine alternative candidates for the high-conductivity regions. In Section 7 we summarize and discuss our results.
THE PRIMARY FIELD
We begin with a description of some features of the primary field that are of interest in the analysis of the following sections. Jupiter's moons experience a time-varying field which can be divided into the large-scale magnetospheric background field and the field generated by local plasma currents caused by the nonelectromagnetic interaction with the moon. In most of this paper (except in Sections 4.2.1 and 6.2), we ignore the effect of local plasma currents. The inducing field then arises only from the background field, which consists of the internal field of Jupiter and the contribution from large-scale magnetospheric current systems. This field varies on a spatial scale of at least 1 R J (= radius of Jupiter = 71492 km) and can thus be considered uniform on the spatial scale of the moons (R E = radius of Europa = 1560 km; R C = radius of Callisto = 2409 km).
Figures 1a and 1b of Kivelson et al. (1999) each show one cycle of Jupiter's background field at the location of Europa and Callisto respectively, as a function of the moon's west longitude, or equivalently as a function of time during one synodic period (11.23 h for Europa and 10.18 h for Callisto). The field was computed from the empirical model of Khurana (1997) , which includes the contribution of the current sheet and the O 6 model of Connerney (1992) for Jupiter's internal field. The radial field component (B r ) oscillates with an amplitude of 200-250 nT at Europa, and 40 nT at Callisto. The azimuthal component (B ϕ ) oscillates with an amplitude of 60-75 nT at Europa, and 8 nT at Callisto. As illustrated in Fig. 1 of Khurana et al. (1998) , the equatorial field projection is roughly elliptically polarized at Europa, where the field is mainly determined by Jupiter's tilted dipole moment, and almost linearly polarized at Callisto, where the field is largely controlled by azimuthal currents flowing in the thin plasma sheet. At both moons, the north-south component of the field (B θ ) remains essentially constant (i.e., its amplitude of oscillation is small compared to that of B r and B ϕ ). The constancy of B θ is due to the fact that near the equatorial plane of Jupiter (i) the contribution to B θ from the tilted dipole field depends mainly on the radial distance from the dipole center, which is approximately constant along the moon's orbit, and (ii) the contribution to B θ from the thin current sheet varies much less across the current sheet than the equatorial field components (Vasyliunas 1983) .
Because of the strong latitudinal confinement of the current sheet, Callisto spends most of its time in the lobes, where both B r and B ϕ are almost uniform. As a result, this moon is exposed to a roughly constant field during most of the time interval between consecutive current sheet crossings (see Fig. 1b of Kivelson et al. 1999) . This is not the case of Europa, where the importance of the current sheet field relative to Jupiter's dipole field is small.
It can also be noted from Figs. 1a of 1b of Kivelson et al. (1999) that the average of B r and B ϕ over one synodic cycle are both close to 0 (i.e., small compared to their oscillation amplitudes). Together with the near-constancy of B θ , this implies that the inducing field, which is the time-varying component of the external field seen by the moon, is simply given by the equatorial projection of Jupiter's background field. This property will be used to model the induced field signature in Section 4.
Throughout this paper, we will assume that the primary field varies solely at the synodic frequency. In reality, the primary field is expected to exhibit variations at several other frequencies, notably the orbital frequency of the moons (as a result of the eccentricity and inclination of the moon's orbit), harmonics of the synodic period (because of the nonsinusoidal character of the field variations induced by the current sheet, as apparent in Figs. 1a and 1b of Kivelson et al. 1999) , and related beat frequencies. However, estimates of the power associated with those frequencies using Khurana's (1997) model of the jovian field show that for both moons the synodic variation dominates by roughly an order of magnitude, so that other frequencies can be ignored in a first-order treatment.
MAGNETIC FIELD INDUCED BY A UNIFORMLY CONDUCTING SHELL
As a simple representation of the electrical structure of the moon, we adopt the model illustrated in Fig. 1 of a shell of uniform conductivity σ , inner radius r 1 , and outer radius r 0 = r 1 + h, surrounding an insulating core and surrounded by an insulating shell of inner radius r 0 and outer radius r m = r 0 + d, where r m is the radius of the moon. This is the simplest model that allows us to constrain the conductivity (σ ), thickness (h), and depth (d) of a conducting layer such as a salty ocean.
The response of a uniformly conducting spherical shell to a uniform time-varying magnetic field is a classical problem of electromagnetic theory. In the following we only recall the main assumptions and results and refer to Parkinson (1983) for details of the derivation.
Inside the conducting shell, the combination of Maxwell's equations and Ohm's law yields the diffusion equation for the magnetic field
where µ is the permeability, taken to be everywhere equal to the vacuum permeability µ 0 . In the insulating regions of the moon,
FIG. 1.
The assumed conductivity model: a shell of uniform conductivity σ surrounded by an insulating layer and surrounding an insulating core. the field satisfies
The same equation holds outside the moon where the conductivity is small, provided that plasma convection effects are neglected (flow velocity v = 0). The displacement current was ignored to obtain Eqs.
(1) and (2). We now assume that the primary magnetic field oscillates at the frequency ω along a specified direction with unit vector e 0 and write it as the real part of the complex vector B prim = B prim e −iωt e 0 . The actual time-varying field does not necessarily oscillate at a single frequency or in a single direction, but this field and the corresponding solutions of the (linear) equations (1) and (2) can always be represented as a linear superposition of monochromatic and linearly polarized fields. The boundary conditions to be satisfied by the total time-varying field B are:
(i) B must be continuous across the boundaries of each shell (the normal component of the field is continuous and the tangential component is continuous because the permeability µ is uniform);
(ii) B must not be infinite at the center of the body, r = 0; and (iii) B must be asymptotically equal to the external field B prim far away from the body (r = |r| r 0 ).
The solution field can be written B = B prim + B sec , where B sec is the secondary field. For the simple shell model considered here, an analytical expression can be found for B. Because the primary field is assumed uniform (see Section 2) and the conductivity distribution has spherical symmetry, the induced field outside the conductor (r > r 0 ) is a dipole field
whose moment M oscillates at the same frequency ω and along the same direction e 0 as the primary field. The moment can therefore be written
so that Eq. (3) becomes
The parameters A and φ are real numbers, which after Parkinson (1983) are given by the complex equations
where
has the dimension of a (complex) wave vector, J m is the Bessel function of first kind and order m (expressions are given in the Appendix), and the radii r 0 , r 1 , and r m are defined as above (see Fig. 1 ). The physical induced field is given by the real part of Eq. (4). The scalars A and φ are thus the (normalized) amplitude and the phase lag, respectively, of the induced dipole moment relative to the primary field. Over one oscillation period 2π/ω, the equatorial induced field at the surface of the moon (r · e 0 = 0, r = r m ) reaches a maximum intensity B sec,eq = AB prim /2. Equations (5) and (6) show that both A and φ depend only on the three nondimensional parameters r 0 /r m , r 0 k, and r 1 k, or equivalently on the numbers r 0 /r m , r 0 /s, and r 1 /s, where s = (µ 0 σ ω/2) −1/2 . The latter quantity, s, is the skin depth, which is the e-folding penetration distance of the time-varying field into a semi-infinite plane conductor of conductivity σ . Alternatively, A and φ can be expressed as functions of the three nondimensional parameters d/r m , h/r m , and σ/σ m , where we introduced a reference conductivity σ m = 2/(µ 0 ωr 2 m ), for which the skin depth is equal to the radius of the moon (s = r m ).
We now examine some properties of the solution, starting with the limit σ/σ m → ∞, which we refer to as the perfect conductor case. In that case, Eqs. (5) and (6) reduce to A = (r 0 /r m ) 3 and φ = 0. As can be verified from Eq. (4), B sec then exactly cancels out B prim at the two points on the outer surface of the conductor where B prim is normal to that surface (r = ±r 0 e 0 ). The total timevarying field, B = B prim + B sec , can be seen to be everywhere tangent to the outer surface of the perfect conductor. This is expected because a time-varying field does not penetrate the interior of a perfect conductor. Note however that field lines may still thread a perfectly conducting moon because of the presence of a constant field component, such as B θ in Section 2, in addition to the time-varying component (this is in contrast to the total exclusion of magnetic fields by a superconductor). In the following we shall denote the induced field for the case of a perfectly conducting moon (i.e., a perfect spherical conductor of radius r m ) by B sec,∞ .
For a conducting shell with arbitrary conductivity and size, the secondary field, given by Eq. (4), can be simply related to the field induced by a perfectly conducting moon through B sec = Ae iφ B sec,∞ . For the physical field, i.e., the real part of the previous equation, this translates into
Equation (7) states that the instantaneous secondary field produced by a spherical shell of arbitrary conductivity at a time t is equal to the secondary field that would have been induced by a perfectly conducting sphere at an earlier time t − φ/ω multiplied by a factor A. For σ < ∞, it can be shown from Eqs. (5) and (6) that the amplitude of the induced field is always smaller than that for a perfect conductor (0 ≤ A < (r 0 /r m ) 3 ) and that the induced field always lags behind the primary field (0
• ). The amplitude A vanishes if the shell conductivity We now consider more closely the special case where the shell extends to the surface of the moon, i.e., d = 0. Figure 2 shows isocontours of A and φ plotted against h/r m and σ/σ m . For a highly conducting shell (σ σ m ), the inductive response is close to the perfect conductor limit ( A → 1 and φ → 0). For a shell conductivity σ < 0.1σ m , the amplitude and phase lag are close to those of an insulator: 0 ≤ A < 0.02 and 88
• < φ ≤ 90
• . For a fixed shell thickness h, the inductive response approaches that of a perfect conductor as the conductivity of the shell increases: the amplitude A increases toward 1 and the phase lag φ decreases toward 0. For a fixed value of σ/σ m , the response initially becomes closer to that of a perfect conductor as the thickness of the shell is increased from 0. However, if σ/σ m is sufficiently large, A and φ do not vary entirely monotonically with the shell thickness: the largest amplitude and the smallest phase lag are not obtained for a full sphere (h = r m ), but for some intermediate shell thickness h max (σ/σ m ), 0 < h max < r m . Note also that the shell can be less than a skin depth thick (h < s), yet produce an almost perfect response, provided that the body is large enough. For example, an amplitude A > 0.9 can be achieved with h smaller than s/10 if r m is larger than about 30s. In fact, a strong inductive response is produced whenever the nondimensional quantity hr m /s 2 = (h/r m )(σ/σ m ) is significantly larger than unity, as is apparent from the dotted lines in Fig. 2 . For shells that are thin compared to the body size (h/r m 1), an asymptotic expansion of Eqs. (5) and (6) yields A ≈ 2r m h/3s 2 . For the more general case where r 0 = r m , the phase lag φ can also be obtained from the thin contours of Fig. 2 , but r m must be replaced by r 0 , and σ m replaced by σ 0 = 2/(µ 0 ωr 2 0 ). With the same substitutions, the thick contours of Fig. 2 indicate A 0 , the amplitude of the induced dipole moment normalized to the dipole moment that would be induced in a perfect conductor of radius r 0 . The normalized amplitude A, as defined by Eq. (4), i.e., the ratio of the induced dipole to the dipole induced in a perfect conductor of radius r m , can then be obtained from A = A 0 (r 0 /r m ) 3 .
OBSERVATIONAL CHARACTERIZATION OF INDUCED FIELDS AT EUROPA AND CALLISTO
We now turn to the Galileo evidence for induced fields at Europa and Callisto. As stated in the introduction, Khurana et al. (1998) and Kivelson et al. (1999) found a good agreement between the magnetic field perturbations measured by the Galileo magnetometer on different encounters and the perturbations that are expected if the moons were perfectly conducting spheres, i.e., if A = 1 and φ = 0. Here we reexamine relevant Galileo observations with the goal of better constraining A and φ. We first show that decreasing A well below unity while maintaining φ = 0 produces a poorer fit to the data than a model with A = 1 (and φ = 0). Then we address the effect of a finite phase lag φ = 0
• .
Induced Field at Callisto
Prior to October 1999, Galileo encountered Callisto on its 3rd, 9th, 10th, and 20th to 23rd orbits around Jupiter (labeled C3, C9, C10, C20-23). No data were acquired during C20; magnetometer data for C3, C9, and C10 have been presented earlier by Kivelson et al. (1998) . On encounters C10 and C21-23, the magnetic field measured by Galileo agrees poorly with the perturbations expected from induction by a perfectly conducting Callisto. During these flybys, the magnetometer recorded abrupt field fluctuations (with timescales < 5 min or length scales < 1R C ) that were larger or comparable in magnitude to the perturbation predicted from induction (see, e.g., Fig. 4c of Kivelson et al. 1999 for C10 data). Because of their strongly localized character, these fluctuations were most probably caused by currents flowing in the ambient plasma, which we do not attempt to model in this study. In this work, we therefore only use data from encounters C3 and C9. The geometry of these Callisto encounters can be read from Fig. 5 of Kivelson et al. (1999) . As the primary field was oriented in opposite directions on C3 and C9 (see Fig. 1b of Kivelson et al. 1999 or Fig. 1 of Khurana et al. 1998) , an induced dipole moment would have opposite orientations on the two flybys and can thus easily be distinguished from an intrinsic dipole.
Amplitude of the induced field. The thick dots in
Figs. 3a and 3b show the magnetic field measured by Galileo during the flybys C3 and C9, respectively. We use a right-handed coordinate system that has its origin at the center of the moon, the x axis pointing in the direction of rigid corotation, the y axis pointing toward Jupiter, the z axis parallel to Jupiter's rotation axis, and distances measured in Callisto radii R C . In addition to the measurements are plotted the following fields (computed as explained below): the jovian background field B J , the total field B tot,∞ expected if the moon behaves as a perfect conductor of the same size (A = 1, φ = 0), and the total field B tot expected for induction with varying values of A (0.6, 0.8, 1.35, 1.7) and a phase lag φ = 0.
The background field B J (t) was obtained by taking a polynomial fit to the observed field B obs (t) during time intervals where the spacecraft was at intermediate distances from the moon, far enough that the perturbation due to the moon could be considered negligible, but close enough to provide a good estimate of the actual background field at the moon's location. This is possible because the background field varies on a spatial scale of order R J much larger than the typical region of perturbations due to the moon (of order a few R C ).
From B J , we estimate the primary field B prim, C/A at the time of closest approach, t 0 . It is appropriate to ignore the variation of the primary field during the period of the encounter when the induced field signature may be strong, because this time interval (typically less than 30 min, as can be seen from Figs. 3a and 3b) is much shorter than a synodic period. We also make use of the property mentioned earlier (Section 2) that the instantaneous primary field is approximately given by the projection of the background field B J on the jovigraphic equatorial plane, so that B prim,C/A,x = B J,x (t 0 ), B prim,C/A,y = B J,y (t 0 ), and B prim,C/A,z = 0. In the case of a perfectly conducting Callisto, the induced field B sec,∞ (t) is then obtained from Eq. (4) by setting A = 1, φ = 0, B prim = |B prim,C/A |, e 0 = B prim,C/A /B primeC/A , r m = R C , and identifying r as the time-varying spacecraft position vector measured from the moon's center. The total field for that case, B tot,∞ (t), is simply the sum of B J (t) and B sec,∞ (t). For arbitrary A and φ = 0
• , the total field B tot (t) is the sum of B J (t) and AB sec,∞ (t) (see Eq. 7).
As already stated, the measurements are in good agreement with the signature predicted for a perfectly conducting moon (A = 1, φ = 0). They cannot be explained by a stable intrinsic dipole field, since the required dipole moment would need to have switched its orientation between the two encounters. We now seek to refine the estimate of the induced dipole by letting the response factor A differ from 1 and comparing the resulting prediction to the observed field. It is clear from Figs. 3a and 3b that the observations are best reproduced with a parameter A close to 1, say in the range of 0.8 to 1.35. Values of A outside of this range lead to markedly poorer fits to the data than A = 1. On the other hand no value of A within this range appears to produce a globally better fit than A = 1. (Locally, the agreement with the data can be improved with A = 1, as for example on C9 at the time of closest approach by taking A = 1.35. However, the A = 1.35 model is worse at other times, e.g., before 13:44 UT). Because of perturbations due to currents flowing in the plasma and uncertainties in the determination of the background field, it is difficult to constrain the parameter A to a higher level of accuracy. However we believe that an inductive response with φ = 0 and A < 0.8 or >1.35 would be significantly harder to reconcile with the observations. Two remarks must be made at this point. The first is that A can be larger than 1 only if the conductor is larger than the moon itself (see Section 3), a possible situation if the moon is surrounded by a highly conducting medium such as an ionosphere or a cloud of pick-up ions. We will argue in Section 6, however, that none of these media can provide sufficient conductivity for A to exceed 1 noticeably. The second point is that an amplitude A < 1 is strictly speaking inconsistent with our assumed phase lag φ = 0 (see Section 3). We therefore address the effect of a finite phase lag in the following section.
Phase lag of the induced field.
The above constraints on the amplitude A were obtained assuming φ = 0. They cannot be readily generalized to arbitrary φ because a finite phase lag (φ > 0) can to some extent mask a reduction of the amplitude A. (thin dashed curve), and A = 1.7 (thick dashed curve). The dotted trace shows the background field (equivalent to a model field with A = 0). The gap between the data and the background field at the edges of the time window displayed here would disappear if the window size were increased. Below the time labels are given the x, y, z coordinates of the spacecraft and the normalized distance R = x 2 + y 2 + z 2 from Callisto's center. The solid vertical line indicates the time of closest approach. The shaded region indicates when the spacecraft was in the geometrical wake of Callisto (i.e., where y 2 + z 2 ≤ 1 and x ≥ 0). This is possible if the encounter occurs at a time t 0 when the primary field B prim is weakening (d|B prim |/dt < 0), or more generally if B prim was stronger at some time t 1 during the 1/4 wave period preceding closest approach, i.e., the time interval [t 0 − π/(2ω), t 0 ]. In this case, there exists a phase lag φ = ω(t 1 − t 0 ) between 0
• and 90
• , for which both B prim (t = t 0 − φ/ω = t 1 ) and B sec,∞ (t = t 0 − φ/ω = t 1 ) are stronger than B prim (t = t 0 ) and B sec,∞ (t = t 0 ), respectively. It follows from Eq. (7) that the induced field B sec (t = t 0 ) is then larger than it would have been for φ = 0 and the same amplitude A.
To assess the importance of this effect and attempt to determine the phase lag from the observations, we need to evaluate B prim (t) during the time interval π/(2ω) = 2.55 h before each encounter. For this purpose, we used the Khurana (1997) model of the background field, and adjusted its parameters to obtain a good fit to magnetic field measurements taken over a few synodic periods before each individual encounter. During the 2.55 h preceding closest approach on encounters C3 and C9, the magnitude of the model primary field did not exceed its closest approach value by more than 10% and 20%, while its direction did not differ by more than 6
• and 9
• , respectively (see Table I ). This stability of the primary field is a consequence of the thin current sheet, as already discussed in Section 2, and the timing of encounters C3 and C9, which both took place
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toward the end of the relatively long time intervals when the moon was well outside of the current sheet (see Fig. 1b of Kivelson et al. 1999) . Because the primary field hardly varied during the interval [t 0 − 2.55 h, t 0 ], the effect of any phase lag on the predicted induction signature is small. We verified that a 6
• change in the direction of the induced dipole moment would not significantly alter the match between the induced field model and the observed field, considering the uncertainties in the determination of the background field and distortions due to local plasma currents. It thus appears unfortunately not possible to determine the phase lag from these data without better modeling of the magnetospheric environment and the moonplasma interaction. Regarding the constraints on the amplitude A, however, it is sufficient to use the fact that for C3 the "retarded" primary field B prim (t = t 0 − φ/ω) from the model is almost in the same direction as the nonretarded B prim (t 0 ), and that its magnitude does not exceed B prim (t 0 ) by more than 10% for any phase lag φ (0 < φ ≤ 90
• ), as mentioned above. We therefore conclude that the uncertainly in the phase lag does not extend the range of possible amplitudes A estimated in Section 4.1.1 by more than ±10%. Since A is smaller than 1 if the medium outside the moon is not conducting (to be justified in Section 6), the range of acceptable values of A, irrespective of assumptions about the phase lag, falls within the range 0.7 to 1.
Observations at Europa
Up to October 1999, Galileo made close flybys of Europa on its 4th, 6th, 11th, 12th, and 14th through 19th orbits around Jupiter (labeled E4, E6, E11, E12, E14-E19). No magnetometer data were acquired during passes E6, E16, and E18. The data from Europa encounters up to E14 have already been presented by Kivelson et al. (1998) . During encounters E11, E12, E15, E17, and E19, the measured field agrees poorly with induced Note. This table lists values used in assessing the background field B J , the primary field at closest approach B prim,C/A , and the temporal variation of the primary field B prim (t) before each of the considered encounters. For the construction of the model fields of Figs. 3-6 , B j and B prim,C/A were estimated using Galileo data (see Sections 4.1.1 and 4.2). For the analysis of the phase lag (Sections 4.1.2 and 4.2.2), B prim,C/A and B prim (t) were determined from the Khurana (1997) model (B prim (t) = B J − B J (t), where B J (t) is the model jovian background field predicted at the moon's position at time t and the brackets denote an average over many synodic periods).
a All field components are given in the moon-centered coordinate systems defined in Section 4.1.1 for Callisto and 4.2 for Europa. b Jovian background field at the location of the moon at the time of closest approach,. estimated from Galileo measurements (see Section 4.1.1).
c Primary field at closest approach, estimated from the equatorial projection of the background field at closest approach given by the previous column. d Primary field at closest approach, estimated from the Khurana (1997) model. Note that it does not differ appreciably from the primary field estimated using Galileo data given in the previous column. In particular, the component B z is small compared to B x and B y , as expected (see Section 2).
e Largest angular separation between the primary field at closest approach and the primary field during the preceding 1/4 synodic period. f Largest (smallest) algebraic difference between the magnitude of the primary field at closest approach and the magnitude of the primary field during the preceding 1/4 synodic period.
dipole models and exhibits short-scale fluctuations, probably due to plasma currents, with amplitudes comparable or larger than the perturbations expected from an induced field. Encounters E12 and E15 occurred while Europa was very close to the center of the dense plasma sheet (see Fig. 1a of Kivelson et al. 1998) . On flybys E11, E17, and E19, the spacecraft was almost 1 R E or more away from the equatorial plane, where disturbances due to the plasma currents from the Alfvén wings are expected to be strong (e.g., Neubauer 1998). We will therefore restrict our attention here to the remaining encounters E4 and E14, which are closer to the equatorial plane (within less than 0.1 and 0.5 R E , respectively) and took place in the lobes, well outside of the jovian current sheet (see Figs. 3 and 1a of Kivelson et al. 1999) .
Figures 4a and 4b show the magnetic field B obs measured during the two Europa encounters E4 and E14, respectively, as well as induced field models B tot (for various values of A and for φ = 0) and the background field B J . All fields were constructed in the same manner as for Callisto (see Section 4.1.1). The coordinate system is analogous to that defined for Callisto in Section 4.1.1, but has its origin at Europa's center and distances are measured in Europa radii R E . It is apparent that the equatorial components of the field (B x and B y ) are in rough agreement with induced field models having φ = 0 and A close to 1. However, large departures from the models are evident in the vertical B z component and the magnitude B. During flyby E14, the measured field was consistently stronger than both the background and the induced field models and reached its maximum strength near closest approach. A gradual increase in field strength was measured starting as far as approximately 8 R E away from the moon on the inbound leg. A more abrupt decrease was observed on the outbound leg, with B falling back to background values at a distance of less than 4 R E . The field increase at large distances is indicative of currents flowing in the ambient plasma rather than a dipolar (or higher order multipole) field generated by Europa. The MHD simulation of the Europa interaction by Kabin et al. (1999) and their comparison with E4 data confirm that the B z perturbation can wholly be attributed to plasma currents, as was suggested by Kivelson et al. (1999) . The compression of the field on the upstream side (x < 0) is qualitatively consistent with deceleration of the corotating flow by the obstacle and increasing mass-loading closer to Europa. On the downstream side (x > 0) the field strength has almost returned to its background value. On the E4 flyby, the field strength signature is dominated by rapid (less than 5 min) or small-scale (less than 1 R E ) fluctuations too abrupt to be caused by internal fields and probably due at least in part to the temporal variability of the plasma environment. In contrast to the situation at Callisto, the discrepancy between the observed and predicted field magnitude B is of the same order or larger than the predicted perturbations from induction in the B x and B y components. We therefore attempt to correct for the effect of plasma currents in the next section.
Approximate correction for plasma effects.
As a firstorder method to take into account plasma disturbances, we employ a technique suggested by Khurana et al. (1998) . If the small inclination of B J along x (<8
• for both E4 and E14, as can be verified from Table I ) is ignored, and if we assume that the ambient plasma is equally distributed along the field northward and southward of Europa, then the system can be considered as roughly symmetric about a plane passing through the moon's center and perpendicular to B J (ignoring the effect of the induced dipole moment, which tends to break the symmetry as shown by Neubauer 1999) . In this symmetry plane, the magnetic perturbations due to plasma currents should be purely compressional and not involve any bending of the field. Galileo remained within less than 1 R E (0.5 R E ) of this plane between 06:41 and 07:19 UT (06:51 and 07:10) on encounter E4, and between 13:06 and 13:30 UT (13:12 and 13:24) on encounter E14. Thus, during these time intervals, where the perturbations predicted from induction models are large, the local plasma currents should not contribute significantly to changes in the field direction. To the extent that the field δB generated by these currents can be treated as a small perturbation to the field B tot , the sum of Jupiter's background field B J , and Europa's inductive response B sec , this implies
where δ|B| = |B obs | − |B tot | is the difference of magnitudes between the model field B tot and the observed field B obs . Thus from Eq. (8) and the measured field magnitude, we can infer the three components of the plasma perturbation δB near the abovementioned symmetry plane. We obtain model fields corrected for plasma effects by adding δB to B tot .
In Figs. 5a and 5b, the model fields, now corrected for plasma effects, are once again plotted with the observed field. It is apparent from a comparison with Figs. 4a and 4b that the corrected models improve the fit to the B y component of the signature, while the fit to the B x component does not deteriorate. Since our plasma correction consisted of imposing the observed field magnitude, the agreement between the predicted and observed B z (which dominates in magnitude over B x and B y ) is an automatic byproduct of the correction and has no significance. The remaining discrepancy between the observed and modeled B x and B y may be due to the finite distance between the spacecraft and the symmetry plane, or to the breaking of symmetry caused by the induced fields, as mentioned above, an unsymmetrical distribution of plasma northward and southward of the moon, or the small x component of the background field. Nevertheless, we conclude from Figs. 5a and 5b that the observed field signatures are roughly consistent with an inductive response characterized by a phase lag φ = 0 and an amplitude A in the range of 0.7-1.6. This range reduces to 0.7-1 if the conductivity outside the moon is negligible, as we will argue in Section 6.
Phase lag.
Contrary to the case of Callisto described in 4.1.2, the primary field experienced by Europa varies strongly during the whole time interval between consecutive current sheet crossings (see Section 2 and Fig. 1a of Kivelson et al. 1999) . Using the Khurana (1997) field model with parameters adapted to fit magnetic field observations several synodic periods before each flyby, we estimate that the primary field direction varied by roughly 150
• and 130
• over the 2.8 h (= 1/4 synodic period at Europa) before encounters E4 and E14, respectively (see Table I ). With an inductive phase lag φ > 0, the dipole moment could thus point in a direction substantially different from that of the instantaneous primary field, a rotation that would be clearly visible in the data. In order to constrain the phase lag, we therefore allow the induced dipole moment M to rotate in the equatorial plane (while keeping M z = 0) to an angle α measured from the direction of the dipole moment for φ = 0 (i.e., the direction of −B prim,C/A ; see Section 3), maintaining the amplitude A = 1. Over time, the primary field rotates clockwise in the (B x , B y ) plane and we take α positive for an anti-clockwise deviation of M. Thus, a positive phase lag φ implies that M is rotated by a positive angle α. Note that the angles α and φ are different because the primary field is not circularly polarized, since the oscillation amplitude of B y is larger than that of B x (see Section 2 and Fig. 1 of Khurana et al. 1998) . In Figs. 6a and 6b we compare the observations, corrected for plasma compression as described in the previous section, to the induced field models for various angles α and A = 1. Since nonzero angles α correspond to nonzero phase lags and are thus physically inconsistent with our assumed amplitude A = 1, only the phasing of the model fields (i.e., the timing of the increases and decreases in components B x and B y ) for α = 0 should be compared to the observed signature, and not the amplitudes of the model field. It can be seen that the B y component is reasonably well reproduced with (A, α) = (1, 0
• ). The B x component on the other hand is more consistent with α < 0
• on E4 and more consistent with α > 0
• on E14. A negative angle α is unphysical since it corresponds to a negative phase lag φ (i.e., a secondary field leading the primary field). In view of the contradictory indications of B x , the transverse component expected to be most affected by the moon-plasma interaction as the field lines are draped around the obstacle in the flow direction, we refrain from interpreting the residual phase discrepancy in B x as an electromagnetic phase delay.
Concerning the estimates of A, however, it is sufficient to note that the Khurana (1997) field model predicts that the equatorial component of Jupiter's field was monotonically increasing in magnitude during the 2.8-h interval before both encounters E4 and E14 (see Table I ). As a consequence, if a phase lag φ > 0 were present, the induced field B sec (t 0 ) would be weaker than for φ = 0, and thus weaker than required by the observations, unless the amplitude A were even higher than proposed in 4.2.1 (see Eq. 7). The range of acceptable values for A is therefore included in 0.7-1, and even narrower. We note that the strength of the dipole moment favored by Kabin et al. (1999) corresponds to a normalized amplitude of the induced field of 0.7.
On the basis of the two encounters E4 and E14 alone, it is not possible to rule out the alternative possibility of a permanent dipole moment oriented in roughly the same direction and with the same strength as the induced dipole moment predicted. This ambiguity remains because the orientation and strength of the jovian background field were very similar during the E4 and E14 flybys (see Fig. 1a of Kivelson et al. 1999) , leading to little difference in the induced dipole moments predicted. However, a strong test of the induction model was provided by the recent flyby E26 on January 3, 2000, during which the jovian field had an orientation roughly opposite to that during encounters E4 and E14. Kivelson et al. (2000) showed that the observed field perturbations are indeed in much better agreement with the induced dipole model than with a permanent dipole moment capable of accounting for the E4 and E14 data.
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CONSEQUENCES ON THE ELECTRICAL AND PHYSICAL STRUCTURE OF EUROPA AND CALLISTO
The interior structures of Europa and Callisto are still poorly constrained. Both moons are known to be covered by solid water ice and their average densities require both H 2 O and silicates to be present in their interiors. Using gravitational measurements from Galileo flybys E4 and E6, Anderson et al. (1998a) have inferred that Europa possesses an H 2 O crust 100-200 km thick overlying a silicate mantle, which may in turn surround a metallic core of radius 0.4 R E . A similar analysis of Galileo gravity data on passes C3, C9, and C10 by Anderson et al. (1998b) indicated that Callisto, long considered undifferentiated, consists in fact of a partially differentiated mixture of rock and ice, possibly (but not necessarily) with an H 2 O crust less than 350 km thick. A metallic core of radius larger than 0.25 R C was ruled out by the authors. It has been speculated (e.g., Squyres et al. 1983 ) that the ice layer of Europa may be partially melted by the heat generated through tidal flexing and radioactive decay. The state of the H 2 O layer cannot be determined from gravitational measurements because the densities of liquid water and ice are too close. The recent observation of topographic features by Galileo, however, has provided evidence for a liquid or viscous medium underlying a thin ice crust in the more or less recent geological past , Rathbun et al. 1998 , Hoppa et al. 1999 . As we will discuss below, a sensitive indication of the state of the water at the present epoch is given by its electrical conductivity.
We now combine the observational characteristics of the induced fields determined in Section 4 with the theoretical results of Section 3 in order to constrain the first-order conductivity structure of the two moons. We thus assume that the electrical structure of both Europa and Callisto can be represented by a uniform conducting shell with insulating interior and surroundings. Other conducting regions not allowed for by this model will be discussed in Section 6. The reference conductivity σ m defined in Section 3 is equal to 4.2 mS/m for Europa and 1.6 mS/m for Callisto. The strong inductive response apparent in the Galileo data (Section 4) implies that the moons must possess regions of conductivities much larger than σ m (Section 3). For a given amplitude A, a lower limit on the conductivity can be read from Fig. 2 by considering an arbitrarily thick conducting shell. For A > 0.7, Europa's shell must have a conductivity σ > 58 mS/m. For Callisto, A > 0.7 requires a shell conductivity σ > 22 mS/m. We tabulated the minimum conductivities for selected values of A in Table II. The electrical conductivity of a material is highly dependent on its state. The conductivity of pure solid ice is many orders of magnitude smaller than the values required above. Contamination and the presence of acids can increase the conductivity of ice by orders of magnitude. However conductivities of 10 mS/m or larger can be achieved only if the temperature is close enough to the melting point that the ice is partially melted (Keller and Frischknecht 1996) . For a melt fraction q below 0.2, the bulk conductivity σ follows Archie's law σ/σ liq = Cq n , where σ liq is the conductivity of the melt, C is a coefficient smaller than 0.3, and the exponent n is larger than 1.3 (Watanabe and Kurita 1993) . If the melt has the conductivity of Earth seawater (σ liq = 2.75 S/m, after Montgomery 1963), a bulk conductivity of 60 and 20 mS/m thus implies a rather substantial melt fraction q > 13 and 5%, respectively.
The magnitude of the inductive response can easily be explained by a liquid ocean of salty water with a conductivity of 2.75 S/m. This conductivity is very close to the 2.5 S/m estimated by Kargel and Consolmagno (1996) for a Europa ocean consisting of a eutectic solution of MgSO 4 . From Fig. 2, one 
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can estimate the minimum required thickness of such an ocean. The minimum thicknesses for different values of A are listed in Table II . For Europa, an Earth-like near surface ocean of 3.5 km thickness can account for an induced field of amplitude A = 0.7. This agrees with the results that Kuramoto et al. (1998) obtained using a numerical solution of the induction problem. At Callisto, an induced field amplitude A = 0.7 can be achieved with an ocean only 2 km thick. If the conductivity is higher, even thinner oceans are possible.
In deriving the minimum conductivities of 58 and 22 mS/m for Europa and Callisto respectively, we did not impose restrictions on the thickness of the conducting shell. However, the conducting layer cannot be larger than the H 2 O layer itself, unless the underlying medium is also conducting (a possibility that we ignore in this section, but will address in section 6). If we take this additional constraint into consideration, the required conductivities increase. For Europa, where the H 2 O layer cannot be more than 200 km thick (Anderson et al. 1998a ), the required conductivity for A > 0.7 increases to 72 mS/m. If the H 2 O layer is only 100 km thick, the minimum conductivity roughly doubles to 116 mS/m. For Callisto, where the H 2 O layer does not exceed 350 km thickness, the required conductivity for A > 0.7 increases slightly to 26 mS/m (see Table II for other values of A).
Although we have assumed that the conducting layer reaches up to the surface of the moon, it is in reality separated from the surface by a solid ice crust of thickness d that acts as an insulator. An upper limit on the thickness of the insulating ice crust arises immediately from the fact that A cannot exceed (r 0 /r m ) 3 , which implies that d/r m ≤ 1 − A 1/3 . Table II indicates the maximum possible crust thickness d, or depth of the conducting outer layer, at Europa and Callisto for different values of A. With A > 0.7 at Europa, the conducting layer cannot lie deeper than 175 km below the surface; for Callisto, A > 0.7 implies a maximum depth of 270 km. These limits must be satisfied even for a highly conducting shell σ σ m . For smaller σ , the insulating crust must be even thinner. Unfortunately, our estimation of the inductive response A is not precise enough to allow us to resolve ice layer thicknesses of the order of 1 or 10 km, as suggested for Europa by Hoppa et al. (1999) and Rathbun et al. (1998) , respectively.
INFLUENCE OF A CONDUCTING MANTLE, CORE, IONOSPHERE, OR PICK-UP CLOUD
In the previous section, we have assumed that the media above and below the H 2 O layer are insulating. We now discuss the role of a conducting silicate mantle or core below (Section 6.1) and the possibility of a conducting ionosphere or mass-loading region present above the surface of the moon (Section 6.2).
Influence of a Conducting Core and/or Mantle
Although a metallic core would effectively act as a perfect conductor (in Earth's core σ ∼ 3 × 10 5 S/m σ m , e.g., Stacey 1992), it cannot by itself account for the observed inductive response, because its size is too small. To produce an induced field with A = 0.5, for instance, the core would need to extend to 322 km below the surface of Europa, and 497 km for Callisto (see Table II ). Such large cores are grossly inconsistent with the constraints from gravitational measurements mentioned in Section 5.
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The importance of the mantle for magnetic induction is less easily ruled out. Although dry rocks at room temperature and pressure are poor conductors, the presence of an aqueous phase or a significant increase in temperature can raise the conductivity by many orders of magnitude to above Europa and Callisto's reference conductivity σ m . In the case of the Earth, shallow-depth conductivities of the order of 100 mS/m appear to have been measured only under the oceans (Parkinson 1983, p. 327) . At room temperatures, the conductivity of water-bearing rocks is determined by the conductivity of the electrolyte present in the pores and can again be approximated by Archie's law (see Section 5) with coefficients C ∼ 1 and m ∼ 2 (Keller and Frischknecht 1966) . If the conductivity of the electrolyte σ liq is ∼3 S/m (Section 5), then an aqueous volume fraction q of order 15 and 8% is needed to produce a bulk conductivity of 60 and 20 mS/m, respectively. A higher temperature could increase σ liq and thus reduce the amount of water required. However, to augment σ liq by a factor 10 (and thus reduce the required q by a factor ∼3), the temperature must be increased from 18 to about 380
• C, at which point the dielectric properties of water and the conductivity of the fluid begin to break down (Keller and Frischknecht 1966, p. 31; Hermance 1995) . Dry rocks can reach conductivities of several tens of millisterradians per meter or more, but only at temperatures of several hundreds of degrees Celsius where semiconduction or partial melt become significant (Hermance 1995) . Given that the conducting material must be located no more than ∼200 and ∼300 km below the surface of Europa and Callisto, respectively (see Section 5), such high temperatures are likely to force the overlying ice layer to melt, as was noted by Kuramoto et al. (1998) , unless very large temperature gradients can be maintained. If the ice layer is melted to the point that it can carry the currents required by the observations (i. e., if it satisfies the conditions discussed in Section 5), then the underlying mantle is effectively shielded from the time-varying field and plays no role for induction, even if its conductivity is large. Also, we note that although mineralogical transitions are responsible for high conductivity regions in the Earth's lower mantle, the intense pressures required for these transitions cannot be attained in Europa and Callisto due to their much lower gravity. Finally, we point out that the above discussion did not take into account the depth of the silicate conductor. As mentioned in Section 5, a deeper conductor must be even more conducting to explain the observed field amplitude (e.g., for a depth of 100 km under Europa's surface, an amplitude A = 0.7 requires a conductivity larger than 200 mS/m; see Table III and the end of Section 3).
Influence of an Ionosphere/Pick-up Cloud
A conducting medium outside the moon could be provided by a collisional ionosphere or a cloud of pick-up ions. In either case, the conducting body would be larger than the moon itself (r 0 > r m ). Consequently, the currents could be flowing closer to the spacecraft and therefore increase the magnitude of the inductive response for a fixed normalized conductivity. In addition, the reference conductivity σ 0 is inversely proportional to r 2 0 (see the end of Section 3) and therefore smaller for a larger conductor. This means that a given normalized conductivity σ/σ 0 corresponds to a smaller σ . As a result, one can obtain the same value of A for a conductor of outer radius r m and conductivity σ 1 or for a conductor of radius r 0 > r m and σ < σ 1 . In Table III , we tabulated for different conductor sizes r 0 the conductivity σ required to produce a signature with an amplitude A > 0.7, along with the corresponding σ 0 and A 0 (defined in the last paragraph of Section 3). For a conductor reaching up to 690 km altitude above Europa (the distance of closest approach on flyby E4), the requirement on the conductivity is only σ > 3.4 mS/m.
Similarly, for a conductor extending from Callisto's surface up to an altitude of 421 km (the closest approach distance for C9), the conductivity must only be σ > 4.9 mS/m. These constraints are much weaker than those obtained in Section 5 for a conductor no larger than the moon itself. In order to determine if such conductivities could be explained by an extended ionosphere, we now evaluate the Pedersen conductivity, which can be written
(e.g., Hargreaves 1979, p. 85) . Here, n e is the electron density, e the elementary charge, e and i the electron and ion gyrofrequencies, and v en and v in the electron-neutral and ion-neutral collision frequencies, and we assumed a single species of singly charged ions. Both terms inside the brackets reach their maximum of 1 only for e = v en and i = v in . The collision frequencies v en = n nσen (kT e /m e ) 1/2 and v in = n nσin (kT i /m i ) 1/2 depend on the neutral density n n , the electron and ion masses m e and m i , the electron-neutral and ion-neutral collision cross sectionŝ σ en andσ in , and the electron and ion temperatures T e and T i (k is the Boltzmann constant). The cross sectionσ in falls within the range 5-50 × 10 −19 m 2 andσ en ≈ 4 × 10 −19 m 2 (Krall and Trivelpiece 1973, p. 321) , and we take an ion mass m i of 16 amu. Provided that the ion and electron temperatures are comparable, e /v en exceeds i /v in by a factor ∼200. It follows that if the ion term inside the bracket becomes significant compared to 1, then the electron term is negligible and vice versa, so that σ P < n e e/2B to a good approximation. From six different Galileo radio occultation observations (two from encounter E4 and four from E6), Kliore et al. (1997) inferred an average electron density profile at Europa with a maximum at the surface of 1.1 × 10 10 m −3 and a scale height >200 km below an altitude of 300 km, and >380 km above. Since B > 400 nT, the conductivity σ P is everywhere <2.2 mS/m. Above 300 km altitude, the electron density is <2.5 × 10 9 m −3 and thus σ P < 0.5 mS/m, which even for a conductor extending up to 690 km above the surface is effectively insulating (compare to the 3.4 mS/m required for A > 0.7 as mentioned above, and see Section 3). Hence it is appropriate to apply our single-shell model to the portion of the ionosphere between r m and r 0 = r m + 300 km and thereby neglect the conductivity at higher altitudes. For a conductor of this size to produce the A > 0.7 signature, the required conductivity is σ >10 mS/m (see Table III ). This value exceeds by roughly a factor 5 the strong upper limit of the Pedersen conductivity computed above, thus allowing us to rule out any significant contribution to induction by ionospheric currents at Europa. For Callisto, no evidence for a current-carrying ionosphere has been reported yet and an estimation of its importance for induction must await the availability of relevant measurements or models.
In addition to ion-neutral collisions in the ionosphere, the separation of charges generated by the pick-up of fresh ions, e.g., by ionization of neutrals, in the vicinity of the moon produces a Pedersen conductivityρ/B 2 (e.g., Hill et al. 1983, p. 371) , whereρ is the mass loading rate, i.e., the net mass of new ions introduced in the environment per unit volume and time. If n n is the number density of the neutrals being ionized, m is the average mass and τ the average ionization lifetime of such a particle, then the mass loading rate can be writtenρ = mn i /τ . At Europa, the source of new ions is electron impact ionization of the atmospheric O 2 molecules (e.g., Saur et al. 1998) . Using farultraviolet spectra of Europa acquired by the Hubble Space Telescope, Hall et al. (1998) Kabin et al. 1999) , this yields a maximum O 2 density of about 10 14 m −3 . With an average O 2 ionization time of 6.7 × 10 5 s (Ip 1996) , we obtaiṅ ρ < 5 × 10 9 amu m −3 s −1 and a pick-up Pedersen conductivity <5 × 10 −2 mS/m, almost two orders of magnitude less than the required value derived above, even if a cloud of this conductivity extended up to the altitude of the spacecraft during encounter E4. At Callisto, ions may be injected into the surrounding medium by photoionization of the thin CO 2 atmosphere recently discovered with the Galileo near-infrared mapping spectrometer (Carlson 1999) . To our knowledge, no other atmospheric constituents have been reported yet. With a maximum CO 2 density at the surface <4 × 10 14 m −3 and a lifetime against photoionization of approximately 2 years (Carlson 1999 , Huebner et al. 1992 , the local mass loading rateρ is <2.8 × 10 8 amu m −3 s −1 , and with B > 30 nT, the pick-up conductivity is <0.5 mS/m, which is insufficient by an order of magnitude to account for the observations.
Thus for Europa and probably also for Callisto, the conductivities due to either ion pick-up or an ionosphere fail to explain the measured magnetic signature. This justifies the assumption, used in the remainder of this paper, that the conducting regions are confined to the interiors of the moons.
CONCLUSION
We have shown that the magnetic perturbations measured by Galileo during flybys of Europa and Callisto can to a large part be explained by invoking a dipole field induced by the time-varying magnetospheric background field of Jupiter. For Callisto, the perturbation cannot be explained by a permanent dipole field. For Europa, measurements from pass E26, while the moon was in the opposite magnetic hemisphere, have also definitely excluded a permanent dipole moment (Kivelson et al. 2000) . The magnetic signatures at both moons are consistent with more than 70% of the induced dipole moment expected for perfectly conducting spheres the size of the moons. We showed that this requires currents flowing in a shell of high conductivity (at least about 60 mS/m for Europa and 20 mS/m for Callisto) reaching close to the surface of the moons (within 200-300 km depth) and examined various explanations for the required high conductivities. We showed that subsurface oceans with a salinity typical of the Earth's oceans and a few kilometers thickness can easily produce the observed induction response. We argued that solid ice, an ionosphere, or a cloud of pick-up ions are too resistive to explain the observations at Europa and probably also at Callisto, even if we take into account the potentially larger size of the two latter media. A conducting core, if any, is much too small to produce the amplitude of the observed field perturbation. Partial melt of the ice layer with a significant amount of brine inclusions or a hot silicate mantle could lower the resistivity sufficiently, but it seems unlikely that the required heat at relatively shallow depth would stop short of melting more extensive ocean-like regions in the ice crust that covers the mantle. The same holds for water mixed with rocks in the silicate mantle unless some interaction with the rocks can keep the electrolyte from freezing at temperatures much lower than those in the overlying ice crust. We thus confirm that the most likely explanation for the Galileo magnetometer observations is induction by subsurface oceans on Europa and Callisto. For Europa, our findings are in agreement with a similar analysis by Kuramoto et al., as well as surface observations that suggest a liquid ocean at shallow depth under a rigid ice crust. The magnetic evidence is of particular interest in so far as it indicates the existence of the ocean at the present epoch, not at some more or less recent past. The magnetic field observations are also the only evidence so far that such an ocean may exist on Callisto, whose surface does not provide any indication of an underlying liquid medium.
The difference between the observed field and our vacuum model of the perfect conductor response can plausibly be attributed to currents flowing in the ambient plasma, although no detailed modeling was attempted here. No evidence was found for an amplitude reduction of the induced field or a phase lag that would indicate an inductive response substantially weaker than that of a perfect conductor. However, the presence of plasma disturbances, uncertainties in the determination of the background field, and the limited coverage provided by simple flybys greatly limit the sensitivity of the Galileo observations to the characteristics of the induced fields. Detailed numerical modeling of the plasma interaction (e.g., Saur et al. 1998 , Kabin et al. 1999 and the background field may help narrow our estimate of the induced fields and thus further constrain the conductivity distribution. Observational studies using Galileo data of the modification of Alfvén wings by induced fields, as predicted by Neubauer (1999) , may also provide useful constraints. More extensive time and space coverage of the magnetic field in the vicinity of the moon, such as possible with an orbiting spacecraft, would clearly allow a much more detailed investigation of the conductivity distribution of the moons. Such an analysis could include the inductive response to the various nonsynodic frequencies of the background field and address more complicated electrical structures involving multiple shells and departures from spherical symmetry. It could thus provide a unique means of sounding the interior of the moons and the spatial extent of any subsurface oceans.
