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Abstract
In this paper, some multiplicity results for positive solutions of some singular semi-positone three-
point boundary value problem be obtained by using the fixed point index method.
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1. Introduction
In this paper, we consider the following second order three-point boundary value prob-
lem: {
y ′′(t) + f (t, y) = 0, 0 < t < 1,
y(0) = 0, αy(η) = y(1), (1.1)
where 0 < α,η,αη < 1, the nonlinear term f (t, y) satisfies
φ0(t)h0(y) − p(t) f (t, y) φ(t)
(
g(y) + h(y)) (1.2)
with φ0, φ ∈ C((0,1), (0,+∞)), g ∈ ((0,+∞), (0,+∞)), h0, h ∈ C(R+,R+), R+ =
[0,+∞).
Nonlinear multi-point boundary value problems have been studied extensively in the
literature by applying the Leray–Schauder continuation theorem, nonlinear alternatives of
Leray–Schauder, coincidence degree theory, fixed point theorem in cones and so on. We
refer the reader to [1–5,10] for some recent results for nonlinear multi-point boundary
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solutions of multi-point boundary value problems. For example, Ma [3] considered the
following m-point boundary value problem:{
u′′(t) + a(t)f (u) = 0, t ∈ (0,1),
u′(0) =∑m−2i=1 biu′(ξi), u(1) =∑m−2i=1 aiu(ξi), (1.3)
where f ∈ C(R+,R+), ξi ∈ (0,1) with 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, ai, bi ∈ R+ with
0 <
∑m−2
i=1 ai < 1, and 0 <
∑m−2
i=1 bi < 1.
Set
f0 = lim
u→0+
f (u)
u
, f∞ = lim
u→+∞
f (u)
u
.
Then f0 = 0 and f∞ = ∞ correspond to the superlinear case, and f0 = ∞ and f∞ = 0
correspond to the sublimer case. By applying the fixed point theorem in cones, Ma [3]
showed that the m-point boundary value problem (1.3) has at least one positive solution if
f is either superlinear or sublinear.
Obviously, the condition that f is nonnegative on R+ is necessary for the existence
of positive solutions of the m-point boundary value problem (1.3). However, many non-
linearities in the multi-point boundary value problems which arise in applications are not
nonnegative on R+. Different from [3], in this paper we will not assume that the nonlinear
term f is nonnegative on R+. That is, we will study the so-called semi-positone problems.
Very recently, there are many papers considered the existence of positive solutions of two-
point semi-positone boundary value problems (see [7,8]). However, there are fewer papers
considered the multiplicity of positive solutions of the semi-positone boundary value prob-
lems.
In this paper, by using the fixed point index method we will give some multiplicity
results for positive solutions of semi-positone boundary value problem (1.1). In addition,
in this paper we will assume that the nonlinear term f may have singularity at t = 0 \ 1
and y = 0.
In the sequel, we will always assume that (1.2) holds. By a positive solution of problem
(1.1), we mean a function y ∈ C[0,1] ∩ C2(0,1) satisfying the boundary value problem
(1.1) and y(t) > 0 for t ∈ (0,1).
2. Several lemmas
Set
c1 = 2[1 − αη + |1 − α|]
η(1 − η)(1 − αη)min{1 − αη,α − αη}
1∫
0
(1 − s)p(s) ds,
and
q(t) =


1−η
1−αη+|1−α| t, t ∈ [0, η],
η[(1−αη)−(1−α)t ]
, t ∈ [η,1].1−αη+|1−α|
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(H1) g : (0,+∞) → (0,+∞) is continuous and nonincreasing, h0, h :R+ → R+ is con-
tinuous and nondecreasing.
(H2) For any positive constant k0,
1∫
0
[
φ(s)g(k0s) + φ(s) + p(s)
]
ds < +∞.
(H3) There exists R0  2c1 such that
g(R0)
g(R0) + h(R0 + 1)+ 1
( R0∫
0
dτ
g(τ/2)
− |1 − α|R0
α(1 − η)g(R0/2)
)
>
1∫
0
[
φ(s) + p(s)]ds.
(H4) There exists u1 > R0 such that
min{1, α}(1 − η)η
2
h0
(
1
2
u1
) η∫
η/2
φ0(s) ds > u1.
Let ‖x‖ = maxt∈[0,1] |x(t)| for any x ∈ C[0,1]. It is well known that C[0,1] is a Banach
space with the norm ‖ · ‖. Let P = {x | x ∈ C[0,1], x(t) 0 for t ∈ [0,1]} and Q = {x |
x ∈ P, x(t)  ‖x‖q(t) for t ∈ [0,1]}. Clearly, P and Q are cones of C[0,1]. For any
y ∈ P , let
[
y(t)
]∗ = max{y(t) − w(t), 1
2
R0q(t)
}
,
where
w(t) = t
1 − αη
1∫
0
(1 − s)p(s) ds −
t∫
0
(t − s)p(s) ds
− αt
1 − αη
η∫
0
(η − s)p(s) ds, t ∈ [0,1].
For any positive integer n, let us define a mapping Tn :P → C[0,1] by
(Tny)(t) = t1 − αη
1∫
(1 − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds0
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t∫
0
(t − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds
− αt
1 − αη
η∫
0
(η − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds,
t ∈ [0,1]. (2.1)
Lemma 1 [9]. Let X be a retract of the real Banach space E and X1 be a bounded convex
retract of X. Let U be a nonempty open set of X and U ⊂ X1. Suppose that A :X1 → X is
completely continuous, A(X1) ⊂ X1 and A has no fixed points on X1 \ U . Then
i(A,U,X) = 1.
Lemma 2. Suppose that (H1) and (H2) hold. Then Tn :P → Q is a completely continuous
operator for each positive integer n.
Proof. Let n be a fixed positive integer and y(t) = (Tnx)(t) for some x ∈ P . By direct
computation, we get that{
y ′′(t) + [f (t, [x(t)]∗ + n−1) + p(t)] = 0, t ∈ [0,1],
y(0) = 0, αy(η) = y(1).
Thus, y is a concave function on [0,1]. It is easy to see that
y(η) = η
1 − αη
1∫
η
(1 − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds
+ 1
1 − αη
η∫
0
(1 − η)s[f (s, [y(s)]∗ + n−1)+ p(s)]ds,
and so, y(1) = αy(η)  0. Since the graph of the function y passes through three points
(0,0), (η, y(η)) and (1, αy(η)), then we get
y(t)
{(− 1−α1−η t + 1−αη1−η )y(η), t ∈ [0, η],
t
η
y(η), t ∈ [η,1],



1−αη+|1−α|
1−η y(η), t ∈ [0, η],
1
η
y(η), t ∈ [η,1],
and so, y(η) c0‖y‖, where
c0 = η(1 − η) .1 − αη + |1 − α|
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y(t) = y
(
t
η
η + η − t
η
· 0
)
 t
η
y(η)+ η − t
η
y(0) c0t
η
‖y‖.
For any t ∈ [η,1], we have
y(t) = y
(
t − η
1 − η · 1 +
1 − t
1 − η · η
)
 t − η
1 − ηy(1)+
1 − t
1 − ηy(η)
= (1 − αη) − (1 − α)t
1 − η y(η)
c0[(1 − αη) − (1 − α)t]
1 − η ‖y‖.
Hence, Tn :P → Q.
Now we show that Tn is a completely continuous operator for every positive integer n.
The continuity and the boundedness of Tn can be easily obtained. Let B be a bounded set
of P such that ‖x‖L for all x ∈ B and some L > 0. It is easy to see that for any x ∈ B ,∣∣(Tnx)(t1) − (Tnx)(t2)∣∣
 t2 − t1
1 − αη
1∫
0
(1 − s)[φ(s)(g(n−1) + h(L+ ‖w‖ + R0‖q‖ + 1))+ p(s)]ds
+
t2∫
t1
(1 − s)[φ(s)(g(n−1) + h(L+ ‖w‖ + R0‖q‖ + 1))+ p(s)]ds
+ (t2 − t1)
t1∫
0
[
φ(s)
(
g(n−1) + h(L + ‖w‖ + R0‖q‖ + 1))+ p(s)]ds
+ α(t2 − t1)
1 − αη
η∫
0
(η − s)[φ(s)(g(n−1) + h(L + ‖w‖ + R0‖q‖ + 1))+ p(s)]ds,
0 t1 < t2  1. (2.2)
By (2.2) and (H2), we easily see that Tn(B) is equicontinuous on [0,1]. According to the
Ascoli–Arzela theorem, we know that TnB is a relatively compact set. Therefore, Tn is a
completely continuous operator for every positive integer n. The proof is completed. 
Lemma 3. Suppose that (H1)–(H3) hold. Then for any positive integer n,
i(Tn,Ω0,Q) = 1,
where Ω0 = {x ∈ Q | ‖x‖ < R0}.
Proof. It follows from Lemma 2 that Tn :Q → Q is a completely continuous operator for
every positive integer n. Now we will show that for every positive integer n,
z 
= µTnz, µ ∈ [0,1], z ∈ ∂Ω0. (2.3)
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Since z0 ∈ Q, we have
z0(t) ‖z0‖q(t) = R0q(t), t ∈ [0,1].
On the other hand, we have for any t ∈ [0, η],
w(t) t
1 − αη
1∫
0
(1 − s)p(s) ds  c1 1 − η1 − αη + |1 − α| t = c1q(t),
and for any t ∈ [η,1],
w(t) t
1 − αη
1∫
0
(1 − s)p(s) ds  c1 η · min{1 − αη,α − αη}1 − αη + |1 − α|



c1
η(1−αη)
1−αη+|1−α| , α  1,
c1
η[(1−αη)−(1−α)]
1−αη+|1−α| , α < 1,
 c1q(t).
Hence,
w(t) c1q(t)
c1
R0
z0(t), ∀t ∈ [0,1].
Then we have[
z0(t)
]∗ = z0(t) − w(t)
(
1 − c1
R0
)
z0(t)
1
2
z0(t)
1
2
R0q(t), t ∈ [0,1]. (2.4)
From z0 = µ0Tn0z0, by direct computation and (2.4) we have{
z′′0(t) + µ0[f (t, z0(t) −w(t) + n−10 ) + p(t)] = 0, t ∈ [0,1],
z0(0) = 0, αz0(η) = z0(1).
(2.5)
It follows from (2.5) that z′′0(t) 0 for t ∈ (0,1). Thus z0(t) is a concave function on [0,1].
By (2.4), (2.5) and (H1), we have
−z′′0(t) φ(t)
[
g
(
z0(t) −w(t) + n−10
)+ h(z0(t) − w(t) + n−10 )]+ p(t)
 φ(t)g
(
1
2
z0(t)
)
g(R0) + h(R0 + 1)
g(R0)
+ p(t), t ∈ (0,1). (2.6)
Then we have the following two cases.
Case (a). There exists t0 ∈ (0,1) such that z′0(t0) = 0. Then we easily see that
z′0(t) 0, t ∈ (0, t0), z′0(t) 0, t ∈ (t0,1), ‖z0‖ = z0(t0).
Since g : (0,+∞) → (0,+∞) is nonincreasing and z0(t) is increasing on (t, t0), integra-
tion (2.6) from t (t ∈ (0, t0)) to t0 yields
z′0(t) g
(
1
2
z0(t)
)
g(R0) + h(R0 + 1)
g(R0)
t0∫
φ(s) ds +
t0∫
p(s) ds,t t
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z′0(t)
g(z0(t)/2)
 g(R0) + h(R0 + 1) + 1
g(R0)
1∫
0
[
φ(s) + p(s)]ds. (2.7)
Then integration (2.7) from 0 to t0 yields
z0(t0)∫
0
dτ
g(τ/2)
 g(R0) + h(R0 + 1) + 1
g(R0)
1∫
0
[
φ(s) + p(s)]ds. (2.8)
Case (b). There exists no t0 ∈ (0,1) such that z0(t0) = ‖z0‖. Clearly, in this case, ‖z0‖ =
z0(1), and z′0(t) > 0 for t ∈ (0,1). Let {tn} be a number sequence such that η < tn < 1 and
tn → 1 as n → +∞. From the concavity of z0, we have for every positive integer n,
z′0(tn)
z0(tn) − z(η)
tn − η . (2.9)
Integrate (2.6) from t (t ∈ (0, tn)) to tn to obtain
z′0(t) z′0(tn) + g
(
1
2
z0(t)
)
g(R0) + h(R0 + 1)
g(R0)
tn∫
t
φ(s) ds +
tn∫
t
p(s) ds.
By (2.9), we have
z′0(t)
g(z0(t)/2)
 z0(tn) − z(η)
(tn − η)g(R0/2) +
g(R0) + h(R0 + 1) + 1
g(R0)
1∫
0
[
φ(s) + p(s)]ds.
Then integrate from 0 to tn to obtain
z0(tn)∫
0
dτ
g(τ/2)
 z0(tn) − z(η)
(tn − η)g(R0/2) +
g(R0) + h(R0 + 1)+ 1
g(R0)
1∫
0
[
φ(s) + p(s)]ds.
Letting n → +∞, we have
z0(1)∫
0
dτ
g(τ/2)
 z0(1)− z(η)
(1 − η)g(R0/2) +
g(R0) + h(R0 + 1) + 1
g(R0)
1∫
0
[
φ(s) + p(s)]ds.
Then by the boundary condition z0(1) = αz0(η), we have
α
‖z0‖∫
0
dτ
g(τ/2)
 |1 − α| · ‖z0‖
(1 − η)g(R0/2) +
α[g(R0) + h(R0 + 1) + 1]
g(R0)
1∫
0
[
φ(s) + p(s)]ds.
(2.10)
Since z0(t0) = R0, by (2.8) and (2.10), we have
g(R0)
g(R0) + h(R0 + 1)+ 1
( R0∫
dτ
g(τ/2)
− |1 − α|R0
α(1 − η)g(R0/2)
)

1∫ [
φ(s) + p(s)]ds,0 0
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index, we know that the conclusion holds. The proof is completed. 
Remark 1. The nonlinear term f of the form (1.2) in the case φ0(t) = p(t) = 0 for all
t ∈ [0,1] has been studied by many authors (see [6,7]).
Remark 2. It is easy to see that (1.2), (H1) and (H2) naturally hold when f is nonnegative
and continuous on [0,1] × R+. In fact, if we set φ0(t) = p(t) = 0, φ(t) = 2 for all t ∈
[0,1], g(y) = 1 for all y ∈ R+, and
h0(y) = h(y) = max
(t,s)∈[0,1]×[0,y]
f (t, s)
for all y ∈ R+, then
φ0(t)h0(y) − p(t) f (t, y) φ(t)
(
g(y) + h(y))
for (t, y) ∈ (0,1)× (0,+∞).
3. Main results
Theorem 1. Suppose that (H1)–(H4) hold. Moreover,
lim
y →+∞
h(y)
y
= 0. (3.1)
Then the boundary value problem (1.1) has at least two positive solutions.
Proof. For each positive integer n, let us define the operator Tn by (2.1). It follows from
Lemma 2 that Tn is a completely continuous operator. By (H4), there exists u˜1 > u1 such
that
min{1, α}(1 − η)η
2
h0
(
1
2
u˜1
) η∫
η/2
φ0(s) ds > u˜1. (3.2)
Let m be such that
0 < m <
( 1∫
0
(1 − s)φ(s)
1 − αη ds
)−1
.
By (3.1), there exists R¯ > u˜1 such that
h(x)mx, ∀x  R¯. (3.3)
Set
R1 = max
{
2R¯,
∫ 1
0
(1−s)
1−αη [φ(s)(g(R0q(s)/2) + m(‖w‖ + R0‖q‖ + 1))+ p(s)]ds
1 − m1−αη
∫ 1
0 (1 − s)φ(s) ds
}
.
(3.4)
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Ω1 =
{
x ∈ Q: ‖x‖ < R1
}
,
Ω01 =
{
x ∈ Q: ‖x‖ < R1 and inf
t∈[η/2,η]x(t) > u1
}
,
and
U01 =
{
x ∈ Q: ‖x‖ < R1 and inf
t∈[η/2,η]x(t) > u˜1
}
,
respectively. It is easy to see that Ω0, Ω1, Ω01 and U01 are bounded open convex sets of Q,
and
Ω0 ⊂ Ω1, Ω01 ⊂ Ω1, U01 ⊂ Ω1, Ω0 ∩ Ω01 = ∅, U01 ⊂ Ω01.
For any y ∈ Ω¯1, by (3.3) and (3.4), we have
(Tny)(t)
t
1 − αη
1∫
0
(1 − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds
 1
1 − αη
1∫
0
(1 − s)[φ(s)(g([y(s)]∗)+ h([y(s)]∗ + 1))+ p(s)]ds
 1
1 − αη
1∫
0
(1 − s)
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(R1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds
 1
1 − αη
1∫
0
(1 − s)
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ m(R1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds
< R1, ∀t ∈ [0,1]. (3.5)
This means that ‖Tny‖ < R1 for all x ∈ Ω¯1. Therefore, Tn(Ω¯1) ⊂ Ω1. It follows from
Lemma 1 that for every positive integer n,
i(Tn,Ω1,Q) = 1. (3.6)
For any y ∈ Ω¯01, by (3.5), we get that ‖Tny‖ < R1. It is easy to see that for any y ∈ Ω¯01,
[
y(t)
]∗ = y(t) − w(t) 1
2
y(t) 1
2
u1, ∀t ∈
[
1
2
η,η
]
.
Then we have for any y ∈ Ω¯01,
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1∫
η
(1 − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds
+ 1
1 − αη
η∫
0
(1 − η)s[f (s, [y(s)]∗ + n−1)+p(s)]ds
 1
1 − αη
η∫
η/2
(1 − η)sφ0(s)h0
([
y(s)
]∗)
ds
 min{1, α}(1 − η)η
2
h0
(
1
2
u1
) η∫
η/2
φ0(s) ds > u1 (3.7)
and
(Tny)
(
η
2
)
= η
2(1 − αη)
1∫
η
(1 − s)[f (s, [y(s)]∗ + n−1)+ p(s)]ds
+ 1
2(1 − αη)
η∫
0
[
η(1 − s) − αη(η − s)]
× [f (s, [y(s)]∗ + n−1)+ p(s)]ds
−
η/2∫
0
(
1
2
η − s
)[
f
(
s,
[
y(s)
]∗ + n−1)+p(s)]ds
 η
2(1 − αη)
η∫
0
[
(1 − αη) − (1 − α)s][f (s, [y(s)]∗ + n−1)+ p(s)]ds
−
η/2∫
0
(
1
2
η − s
)[
f
(
s,
[
y(s)
]∗ + n−1)+p(s)]ds
= η
2(1 − αη)
η∫
η/2
[
(1 − αη) − (1 − α)s][f (s, [y(s)]∗ + n−1)+ p(s)]ds
+ 1
2(1 − αη)
η/2∫
0
[
η(1 − αη) − η(1 − α)s − (η − 2s)(1 − αη)]
× [f (s, [y(s)]∗ + n−1)+ p(s)]ds
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2(1 − αη)
η∫
η/2
[
(1 − αη) − (1 − α)s][f (s, [y(s)]∗ + n−1)+ p(s)]ds
+ 1
2(1 − αη)
η/2∫
0
[
2 − η(1 + α)]s[f (s, [y(s)]∗ + n−1)+ p(s)]ds
 η
2(1 − αη)
η∫
η/2
[
(1 − αη) − (1 − α)s]φ0(s)h0([y(s)]∗)ds

{ η
2(1−αη)(1 − αη)
∫ η
η/2 φ0(s)h0([y(s)]∗) ds, α  1,
η
2(1−αη)α(1 − η)
∫ η
η/2 φ0(s)h0([y(s)]∗) ds, α < 1,
 min{1, α}(1 − η)η
2
h0
(
1
2
u1
) η∫
η/2
φ0(s) ds > u1. (3.8)
Since (Tny)(t) is a concave function on [0,1], then by (3.7) and (3.8) we get that for any
y ∈ Ω¯01,
(Tny)(t)min
{
(Tny)
(
1
2
η
)
, (Tny)(η)
}
> u1, ∀t ∈
[
1
2
η,η
]
.
This implies that Tn(Ω¯01) ⊂ Ω¯01. By Lemma 1, we have for every positive integer n,
i(Tn,Ω01,Q) = 1. (3.9)
Similarly, by (3.2) we have for every positive integer n,
i(Tn,U01,Q) = 1. (3.10)
It follows from (3.6), (3.9) and Lemma 3 that
i
(
Tn,Ω1 \ (Ω¯01 ∪ Ω¯0),Q
)= i(Tn,Ω1,Q) − i(Tn,Ω01,Q) − i(Tn,Ω0,Q) = −1
for every positive integer n. Therefore, Tn has at least one fixed point yn,1 ∈ Ω1 \ (Ω¯01 ∪
Ω¯0). Obviously, yn,1 satisfies{−y ′′n,1(t) = f (t, [yn,1(t)]∗ + n−1) + p(t), 0 t  1,
yn,1(0) = 0, αyn,1(η) = yn,1(1).
Then we get that
∣∣y ′n,1(t)∣∣
1∫
0
[
φ(s)
(
g
([
yn,1(s)
]∗)+ h([yn,1(s)]∗ + n−1))+p(s)] ds

1∫
0
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(R1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds,
∀t ∈ [0,1].
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at least one point tn ∈ [η/2, η] such that yn,1(tn)  u1. According to the Arzela–Ascoli
theorem and the boundedness of {tn}, there exist a subsequence {yni,1} of the sequence
{yn,1}, and a function y1 ∈ Ω1 \ (Ω¯01 ∪ Ω¯0) such that yni,1 → y1 as i → +∞, and there
at least one point t0 ∈ [η/2, η] such that y1(t0) u1. Since ‖y1‖ R0, in a similar way as
(2.4), we see that
[
y1(t)
]∗ = y1(t) −w(t) 12R0q(t), t ∈ [0,1].
From yni ,1 = Tnyni,1, by the Lebesgue dominated convergence theorem, we have
y1(t) = t1 − αη
1∫
0
(1 − s)[f (s, y1(s) − w(s))+ p(s)]ds
−
t∫
0
(t − s)[f (s, y1(s) − w(s))+ p(s)]ds
− αt
1 − αη
η∫
0
(η − s)[f (s, y1(s) − w(s))+ p(s)]ds, t ∈ [0,1].
Let x1 = y1 − w. Then, we have
x1(t) = t1 − αη
1∫
0
(1 − s)f (s, x1(s)) ds −
t∫
0
(t − s)f (s, x1(s))ds
− αt
1 − αη
η∫
0
(η − s)f (s, x1(s))ds, t ∈ [0,1].
By direct computation, we can see that x1 is a positive solution of the boundary value
problem (1.1).
It follows from (3.10) that Tn has at least one fixed point yn,2 ∈ U01 for every positive
integer n. An essentially the same argument as above shows that there exist a subsequence
{yni,2} of the sequence {yn,2}, and a function y2 ∈ U¯01 such that yni,2 → y2 as i → +∞.
Obviously,
y2(t) u˜1, t ∈
[
1
2
η,η
]
.
Let x2 = y2 −w. Then x2 is a positive solution of the boundary value problem (1.1). Since
y1(t0) u1 < u˜1  y2(t0),
then, x1 and x2 are two distinct positive solutions of the boundary value problem (1.1). The
proof is completed. 
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1
1 − αη
1∫
0
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(R1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds < R1
(3.11)
and
lim
y→+∞
h0(y)
y
= +∞. (3.12)
Then the boundary value problem (1.1) has at least three positive solutions.
Proof. For any positive integer n, let us define the operator Tn by (2.1). By (3.11), there
exists a positive number R¯1 > R1 such that
1
1 − αη
1∫
0
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(R¯1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds < R¯1.
(3.13)
Let us define the open sets Ω0, Ω1, Ω01 and U01 as Theorem 2. Let U1 = {x ∈ Q:
‖x‖ < R¯1}. It is easy to see that for any y ∈ Ω¯1,
R1 + ‖w‖ + R0‖q‖
[
y(t)
]∗  1
2
R0q(t), ∀t ∈ [0,1].
Therefore, by (3.11) we have for any y ∈ Ω¯1,
∣∣(Tny)(t)∣∣ 11 − αη
1∫
0
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(R1 + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds
< R1, t ∈ [0,1].
This means that Tn(Ω¯1) ⊂ Ω1 for every positive integer n. Similarly, by (3.13), we can
show that Tn(U¯1) ⊂ U1 for any positive integer n. By Lemma 1, we have
i(Tn,U1,Q) = 1. (3.14)
In a similar way as Theorem 2, we can show that the boundary value problem (1.1) has
at least two positive solutions x1 and x2 such that x1 = y1 − w, x2 = y2 − w, where y1 ∈
Ω1 \ (Ω¯01 ∪ Ω¯0) and y2 ∈ U¯01.
Now we will show the existence of the third positive solution of the boundary value
problem (1.1). Set
M >
[
(1 − η)2η
4(1 − αη)(1 − αη + |1 − α|)
η∫
sφ0(s) ds
]−1
. (3.15)η/2
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h0(y)My, y  R˜. (3.16)
Set
R2 max
{
R˜
4(1 − αη + |1 − α|)
η(1 − η) , R˜
}
.
Let ψ0 ∈ Q \ {θ} and Ω2 = {x ∈ Q: ‖x‖ < R2}. Now we will show that for any positive
integer n,
y 
= Tny + µψ0, y ∈ ∂Ω2, µ 0. (3.17)
In fact, if not, then there exist y0 ∈ ∂Ω2, n0 ∈ N and µ0  0 such that y0 = Tn0y0 +µ0ψ0.
Obviously,
[
y0(t)
]∗ = y0(t) −w(t) 12‖y0‖q(t)
 R2(1 − η)η
4(1 − αη + |1 − α|)  R˜, t ∈
[
1
2
η,η
]
. (3.18)
It follows from (3.16) and (3.18) that
R2 = ‖y0‖ ‖Tn0y0‖ (Tn0y0)(η)
= η
1 − αη
1∫
η
(1 − s)[f (s, [y0(s)]∗ + n−10 )+ p(s)]ds
+ 1
1 − αη
η∫
0
(1 − η)s[f (s, [y0(s)]∗ + n−10 )+p(s)] ds
 (1 − η)
1 − αη
η∫
η/2
sφ0(s)h0
([
y0(s)
]∗)
ds
 M(1 − η)
1 − αη
η∫
η/2
sφ0(s)
[
y0(s)
]∗
ds
 MR2(1 − η)
2η
4(1 − αη)(1 − αη + |1 − α|)
η∫
η/2
sφ0(s) ds,
and so
M 
[
(1 − η)2η
4(1 − αη)(1 − αη + |1 − α|)
η∫
sφ0(s) ds
]−1
,η/2
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index, we know that
i(Tn,Ω2,Q) = 0 (3.19)
for any positive integer n. It follows from (3.14) and (3.19) that
i(Tn,Ω2 \ U¯1,Q) = i(Tn,Ω2,Q) − i(Tn,U1,Q) = −1
for every positive integer n. Therefore, Tn has at least one fixed point yn,3 ∈ Ω2 \ U¯1. In
the same way as Theorem 2, we can show that there exist a subsequence {yni,3} of {yn,3},
and a function y3 ∈ Ω2 \ U¯1 such that yni,3 → y3 as i → +∞. Let x3 = y3 − w. Then x3
is the third positive solution of boundary value problem (1.1). The proof is completed. 
Corollary 1. Suppose that (H1)–(H3) hold. Moreover,
lim
y→+∞
h0(y)
y
= +∞.
Then the boundary value problem (1.1) has at least one positive solution.
Corollary 2. Suppose that (H1)–(H4) hold. Moreover, there exist Ri,ui (i = 1,2, . . . , n)
with R0 < u1 < R1 < u2 < R2 < · · · < · · · < un < Rn such that
1
1 − αη
1∫
0
[
φ(s)
(
g
(
1
2
R0q(s)
)
+ h(Ri + ‖w‖ + R0‖q‖ + 1)
)
+ p(s)
]
ds < Ri,
i = 1,2, . . . , n,
min{1, α}(1 − η)η
2
h0
(
1
2
ui
) η∫
η/2
φ0(s) ds > ui, i = 1,2, . . . , n,
and
lim
y→+∞
h0(y)
y
= +∞.
Then the boundary value problem (1.1) has at least 2n + 1 positive solutions.
Example 1. Consider the following three-point boundary value problem:{
y ′′ + 3103
( 1
y1/8
+ h(y))− 1103 = 0, t ∈ (0,1),
y(0) = 0, 4y( 116)= y(1), (3.20)
where
h(y) =
{
y2, y ∈ [0,9 × 108],
2.7 × 1013y1/2, y ∈ [9 × 108,+∞).
Conclusion. The three-point boundary value problem (3.20) has at least two positive so-
lutions.
688 X. Xu / J. Math. Anal. Appl. 291 (2004) 673–689Proof. Let α = 4, η = 1/16, g(y) = 1/y1/8 for y ∈ (0,+∞), φ(t) = φ0(t) = 3/103 for
t ∈ (0,1), p(t) = 1/103 for t ∈ (0,1), and h0(y) = h(y) for y ∈ R+. It is easy to see that
(H1) and (H2) hold. Take R0 = 1 and u1 = 4 × 108. By direct computation, we have that
R0 > 2c1 = 2 × 1281125 =
256
1125
,
g(R0)
g(R0) + h(R0 + 1)+ 1
( R0∫
0
dτ
g(τ/2)
− |1 − α|R0
α(1 − η)g(R0/2)
)
= 1
6
×
(
1
2
)1/8(8
9
− 4
5
)
>
1
6
× 9
10
× 4
45
>
1∫
0
(
3
103
+ 1
103
)
ds.
This means that (H3) holds. It is easy to check that (H4) holds. By Theorem 1, we see that
the conclusion holds. 
Remark 3. In this paper, some multiplicity results for positive solutions of semi-positone
three-point boundary value problem be obtained. It is difficult to show the existence of
multiple positive solutions of semi-positone boundary value problems. Obviously, we can
use the ideas of this paper to establish multiplicity results for positive solutions of the more
general m-point boundary value problems.
Remark 4. In a very recent paper, Liu [10] established some existence results for nontrivial
solutions of some m-point boundary value problems. The condition that f is nonnegative
on R+ in [10] also is necessary for the existence of positive solutions of the m-point bound-
ary value problem (see Theorem 3.3 in [10]). In this paper, we remove this condition and
give some multiplicity results for positive solutions of semi-positone problems. Thus, the
results of this paper are new. Also, the method of this paper is different from that in [10].
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