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41 Einleitung
1.1 Einordnung
”Die Mathematiker sind eine Art Franzosen:
redet man zu ihnen, so ¨ ubersetzen sie es in ihre Sprache,
und dann ist es alsbald etwas ganz anderes.“
Johann Wolfgang von Goethe
Die vorliegende Arbeit ist der mathematischen Physik zuzuordnen und
besch¨ aftigt sich mit der Kinematik von diﬀeomorphismeninvarianten Eich-
theorien. Es wird ein Ansatz zur Quantisierung dargestellt, der in der soge-
nannten Loop-Quantengravitation entwickelt wurde. Da sehr grundlegende
Eigenschaften physikalischer Systeme betrachtet werden, besteht die Erwar-
tung, daß die vorgestellten Techniken und Ans¨ atze auch in den quantisier-
ten Yang-Mills-Theorien Bedeutung haben. Dabei ist aber zu beachten, daß
die bewußte Ber¨ ucksichtigung von (zun¨ achst r¨ aumlichen) Diﬀeomorphismen
die Anwendung so gut wie aller Standardmethoden, die in den Quanten-
feldtheorien ¨ ublich sind, unm¨ oglich macht. Das wirft die Frage auf, ob die
dargestellten Ans¨ atze ¨ uberhaupt von Wert sind f¨ ur die Quantisierung von
Yang-Mills-Theorien.
Warum das plausibel erscheint, m¨ ochten wir kurz begr¨ unden. Die Quan-
tenfeldtheorien sind in ihrer heutigen Form fast immer auf einem festen, zu-
meist Minkowskischen Raumzeit-Hintergrund formuliert. Im Gegensatz dazu
hat die Allgemeine Relativit¨ atstheorie gezeigt, daß die Raumzeit selbst in-
tegraler Bestandteil des physikalischen Geschehens ist und nicht gleichsam
als B¨ uhne benutzt werden darf. Selbst unter Vernachl¨ assigung der Dyna-
mik der Gravitation, also auf einer statischen Raumzeit, darf nicht ein aus-
gezeichnetes Koordinatensystem das ¨ ubrige, nicht-gravitative physikalische
Geschehen beherbergen. Die allgemeine Kovarianz bedeutet auch viel mehr
als Poincar´ e-Invarianz: alle Koordinatensysteme sind zur Beschreibung des
physikalischen Geschehens gleich gut. Hier wird der Standpunkt angenom-
men, daß das ¨ Aquivalenzprinzip in den Quantenfeldtheorien bisher keine an-
gemessene Ber¨ ucksichtigung ﬁndet. Dabei wird die Theorie der Gravitation,
die Allgemeine Relativit¨ at, als mehr verstanden als eine weitere Feldtheorie
auf der Raumzeit, es ist die Theorie der Geometrie der Raumzeit selbst.
Daher scheint es erforderlich, die aus der Theorie der Gravitation gewonne-
5nen physikalischen Einsichten auch in den ¨ ubrigen physikalischen Theorien,
insbesondere den Yang-Mills-Theorien und deren Quantisierung, zu ber¨ uck-
sichtigen.
In der Loop-Quantengravitation, auf die noch n¨ aher eingegangen wird,
wurde in den letzten Jahren eine Methode der kanonischen Quantisierung
entwickelt, die ausdr¨ ucklich die r¨ aumliche Kovarianz, also die Invarianz ge-
gen¨ uber dreidimensionalen Diﬀeomorphismen einbezieht. Der Ausgangspunkt
ist hierbei eine Formulierung der Allgemeinen Relativit¨ atstheorie in neuen
Variablen, den Ashtekar-Variablen. In dieser Formulierung ist die ART den
Yang-Mills-Theorien sehr viel ¨ ahnlicher. Der kinematische Rahmen beider
Theorien ist zun¨ achst sogar gleich. Dies legt nahe, daß ein Quantisierungs-
schema, das von diesem kinematischen Rahmen ausgeht, in beiden Theorien
von Bedeutung sein kann.
Im Hauptteil der Arbeit geht es aber weniger darum, einzelne Theo-
rien (z.B. eine U(1)-Theorie) n¨ aher zu betrachten. Das Augenmerk liegt
auf der Darstellung der grundlegenden ¨ Ahnlichkeiten zwischen der ART
und den Yang-Mills-Theorien, der Identiﬁkation der zentralen mathemati-
schen Objekte f¨ ur eine diﬀeomorphismeninvariante Theorie und deren Un-
tersuchung. Wir werden den Quantenkonﬁgurationsraum konstruieren, ein
diﬀeomorphismen-invariantes Maß darauf suchen und schließlich den Hilber-
traum der Theorie deﬁnieren. Im Fall der Loop-Quantengravitation bleibt
noch die Frage nach der Implementation der Constraints (Zwangsbedingun-
gen), die aber in dieser Arbeit nicht behandelt wird. Die Lie-Gruppe SU(2)
spielt eine wichtige Rolle, weil sie zum einen recht einfach zu behandeln ist
und zum anderen als die Eichgruppe in der Loop-Quantengravitation auf-
taucht.
Die meisten der vorgestellten Ergebnisse sind in der Literatur vorhanden,
allerdings oft weit verstreut und mitunter fehlerhaft. Zun¨ achst wurden die
Resultate gesammelt, erg¨ anzt und in einen Rahmen gestellt. Dabei konnten
viele Beweise gek¨ urzt, korrigiert und klarer dargestellt werden. Auch eini-
ge Verallgemeinerungen waren m¨ oglich. Weiterhin konnten wir an einigen
Stellen wichtige ausstehende Beweise f¨ uhren (Verh¨ altnis d¨ unne zur Hoop-
¨ Aquivalenz, Korrektur und Vervollst¨ andigung eines zentralen Beweises von
Ashtekar und Isham, Diﬀeomorphismeninvarianz des Maßes).
Dar¨ uber hinaus wird eine neue Sichtweise auf den Quantenkonﬁgurati-
onsraum vorgestellt, die es in der Literatur bisher nicht gibt. Es wird eine
6Verbindung zur gut entwickelten Darstellungstheorie kompakter Gruppen
hergestellt. Außerdem behandeln wir die Frage nach einer Ausdehnung des
Schemas von analytischen zu glatten Diﬀeomorphismen auf eine neue Art.
Dabei wird eine Vergr¨ oßerung des Zustandsraums der Theorie vorgeschlagen.
Der physikalische Ausgangspunkt sind lediglich die Allgemeine Relati-
vit¨ atstheorie, die Quantenmechanik und gewisse Aspekte der klassischen
Yang-Mills-Theorie. Man braucht keine h¨ oheren Dimensionen, keine Super-
symmetrie (beides kann aber einbezogen werden) und keine undeﬁnierten
mathematischen Objekte wie Pfadintegrale. Der gesamte Ansatz ist mathe-
matisch streng. Daraus ergibt sich auch der recht formale Charakter dieser
Arbeit. Wir haben durchgehend physikalische Deutungen gegeben, wo dies
m¨ oglich ist.
Diese Arbeit ist nach den Regeln der alten Rechtschreibung verfaßt. Wir
behalten die englischen Ausdr¨ ucke Loop und Hoop bei, da sich keine deut-
sche ¨ Ubersetzung anzubieten scheint, die nicht in Konﬂikt w¨ are mit schon
deﬁnierten Ausdr¨ ucken aus der Knotentheorie. Der Ausdruck Constraints
(f¨ ur Zwangsbedingungen) erscheint uns als hinreichend ¨ ublich und wird des-
halb verwendet.
1.2 Die Situation in der Grundlagenphysik
Die wesentliche Motivation f¨ ur diese Arbeit stammt aus einem Ansatz zu
einer Theorie der Quantengravitation, der sogenannten Loop-Quantengravi-
tation. Wir erl¨ autern in diesem Abschnitt zun¨ achst die Situation in der
Grundlagenphysik, die eine Besch¨ aftigung mit Quantengravitation ¨ uber-
haupt nahelegt. Dabei werden kurz die konzeptionellen Schwierigkeiten an-
gesprochen, mit denen sich alle Ans¨ atze konfrontiert sehen. Die wichtigsten
Ans¨ atze werden in knapper Form dargestellt und eingeordnet. Der n¨ achste
Abschnitt besch¨ aftigt sich dann speziell mit der Loop-Quantengravitation.
Die Physik hat im vergangenen Jahrhundert zwei große Theoriegeb¨ aude
hervorgebracht: Quantenmechanik und Allgemeine Relativit¨ atstheorie. Die-
se Theorien ¨ anderten die Naturbeschreibung grundlegend und dehnten sie
auf viele bis dahin unzug¨ angliche Bereiche aus. Die Quantenmechanik, ur-
spr¨ unglich entwickelt als Theorie mikroskopischer mechanischer Systeme,
wuchs bald zu einer Feldtheorie, die zun¨ achst die elektromagnetische Wech-
selwirkung beschrieb. Sp¨ ater kamen Feldtheorien f¨ ur die schwache und die
starke Kernkraft hinzu. Es entstanden die Teilchenphysik, Nuklearphysik
7und Festk¨ orperphysik. Die Allgemeine Relativit¨ atstheorie lieferte eine geo-
metrische Beschreibung der Raumzeit in Wechselwirkung mit Materie. Die
Raumzeit wurde als aktiver Bestandteil des physikalischen Geschehens er-
kannt. Aus der ART erwuchsen Kosmologie und relativistische Astrophysik.
Heute gibt es erste Gravitationswellendetektoren, die zu einer Gravitations-
Astronomie f¨ uhren werden.
Der Erfolg dieser Theorien ist enorm: es gibt keinen einzigen experimen-
tellen Befund, der der ART oder dem Standardmodell, in dem die erw¨ ahnten
Quantenfeldtheorien zusammengefaßt sind, widerspricht. (Einzelne Ph¨ ano-
mene sind im Rahmen des Standardmodells schwierig zu erkl¨ aren, z.B. die
Materie-Antimaterie-Asymmetrie im Universum und die endliche Masse der
Eichbosonen der schwachen Wechselwirkung.) Es hat sich jedoch als außer-
ordentlich schwierig erwiesen, eine Theorie der Quantengravitation zu for-
mulieren. Bevor wir einige Ans¨ atze hierzu betrachten, soll kurz beschrieben
werden, wozu man eine Theorie der Quantengravitation ¨ uberhaupt braucht,
wobei einige konzeptionelle Probleme angesprochen werden.
Es ist eine naheliegende Vermutung, daß es einen gemeinsamen Rahmen
zur Beschreibung aller in der Natur vorkommenden Wechselwirkungen ge-
ben sollte. Die vordringlichste Motivation bei der Suche nach einer Theorie
der Quantengravitation ist einfach die Tatsache, daß es bisher keine solche
Theorie gibt. Der Status Quo ist insofern merkw¨ urdig, als man zwei ex-
trem erfolgreiche Theorien hat, die in ihrem G¨ ultigkeitsbereich sehr genaue
Vorhersagen erlauben, die aber sowohl in ihrer mathematischen Struktur als
auch in der Interpretation nicht vertr¨ aglich sind. Die ART als rein klassische
Theorie ist deterministisch zu interpretieren, w¨ ahrend die Quantenmechanik
und ihre Erweiterungen probabilistische Deutungen erfordern. Eine Sonder-
stellung des Beobachters wie in der Quantenmechanik gibt es in der ART
nicht. Ein zentraler Unterschied betriﬀt den Begriﬀ der Zeit. In der Quan-
tenmechanik tritt sie stets als ¨ außerer Parameter auf, w¨ ahrend man in der
ART ¨ uber die Raumzeit spricht, die selbst am physikalischen Geschehen
teilnimmt. Innerhalb der Raumzeit gibt es keine kanonisch ausgezeichnete
Zeit. Auf weitere konzeptionelle Schwierigkeiten kommen wir unten noch zu
sprechen.
Die Erwartungen, was eine Theorie der Quantengravitation leisten soll,
sind vielf¨ altig. Viele Physiker teilen die Hoﬀnung, daß die Synthese von
Quantenmechanik und Gravitation grundlegende neue Einsichten ¨ uber die
Begriﬀe Raum, Zeit, Materie, Kausalit¨ at, Messung etc. bringen wird. Die
8Vereinigung scheinbar disjunkter Gebiete hat in der Physik stets zu großen
Fortschritten gef¨ uhrt: Newton erkannte, daß Gestirne und irdische Objekte
denselben Gesetzen gehorchen und schuf die Mechanik, Maxwell vereinig-
te elektrische und magnetische Ph¨ anomene zur Elektrodynamik, Einstein
benutzte die Symmetrie (sprich: Lorentz-Invarianz) der Elektrodynamik,
um klassische mechanische Begriﬀe neu zu fassen. Die Quantenmechanik
inkorporierte das klassische Teilchen- und Wellenbild, die Quantenfeldtheo-
rie schließlich entstand als Synthese von Quantenmechanik, Elektrodynamik
und spezieller Relativit¨ atstheorie. (Interessanterweise schuf Einstein die All-
gemeine Relativit¨ at weitgehend ohne Vorbild. Als Ausgangspunkt kann die
¨ Aquivalenz von tr¨ ager und schwerer Masse gesehen werden.) Es steht eben-
so zu erwarten, daß die Vereinigung von Quantenmechanik und Gravitation
weitreichende Konsequenzen f¨ ur das grundlegende Naturverst¨ andnis haben
wird.
Um zu verstehen, welche konkreten Hoﬀnungen an die Quantengravi-
tation gekn¨ upft werden, muß man zun¨ achst etwas ¨ uber die Energie- und
L¨ angenskala sagen, auf der diese Theorie vermutlich wichtig ist. Ein einfa-
ches Argument lautet, daß es eine eindeutige M¨ oglichkeit gibt, die Newton-
sche Gravitationskonstante G, das Plancksche Wirkungsquantum ~ und die
Lichtgeschwindigkeit c zu einer Gr¨ oße der Dimension L¨ ange zu kombinieren:
LP :=
r
G~
c3 ≈ 1.6 · 10−35m.
LP heißt die Planck-L¨ ange. Die zugeh¨ orige Energie ist die Planck-Energie
EP von ungef¨ ahr 1.3·1028eV/c2. Diese Gr¨ oßen liefern einen Hinweis auf die
nat¨ urliche L¨ angen- und Energieskala einer Theorie der Quantengravitation,
zumindest wenn man davon ausgeht, daß es eine St¨ orungsentwicklung geben
sollte, in der LP und seine Potenzen eine Rolle spielen. Damit ist man um et-
liche Gr¨ oßenordnungen von dem entfernt, was heutige Beschleuniger leisten
k¨ onnen. Allerdings k¨ onnten sich nicht-perturbative Eﬀekte durchaus auch
bei niedrigeren Energien bemerkbar machen. Es gibt heute jedoch keinen
einzigen experimentellen Befund, der sich eindeutig als Eﬀekt der Quanten-
gravitation ausmachen ließe. Dieser eklatante Mangel an experimentellen
Daten hat nat¨ urlich daf¨ ur gesorgt, daß sehr viele verschiedene Ans¨ atze und
Denkschulen in der Quantengravitation entstanden sind. Die zwei wichtig-
sten Gruppen sind die Teilchenphysiker und die Relativisten.
Die Teilchen- und Hochenergiephysiker besch¨ aftigen sich unter anderem
mit Quantengravitation, weil es schon lange die Vermutung gibt, daß ei-
9ne solche Theorie als Regulator f¨ ur die ¨ ubrigen Quantenfeldtheorien dienen
k¨ onnte. Aus besserer Einsicht ¨ uber die Struktur der Raumzeit auf sehr klei-
nen Skalen erhoﬀt man sich, einen nat¨ urlichen Cut-Oﬀ zu ﬁnden, der die
Integrale endlich h¨ alt. Die wichtigsten Divergenzen, n¨ amlich die sogenann-
ten Ultraviolettdivergenzen, treten gerade dann auf, wenn man in den be-
treﬀenden Integralen die Limites r → 0 bzw. k → ∞ betrachtet. In diesem
Fall ber¨ uhrt man oﬀenbar Fragen ¨ uber die Mikrostruktur der Raumzeit, wo
der Erwartung nach Gravitation und Quanteneﬀekte gemeinsam eine Rolle
spielen. Grunds¨ atzlicher gesehen ist die Gravitation eine der fundamentalen
Wechselwirkungen und zudem die einzige universelle, an der alle massetra-
genden Teilchen teilnehmen. Teilchen werden aber heute in Quantentheorien
beschrieben, und somit hat man eine Schnittstelle zwischen Quanten- und
Gravitationstheorie. Dar¨ uber hinaus wird oft der Standpunkt vertreten, ei-
ne konsistente Behandlung der Quantengravitation sei nur im Rahmen einer
viel gr¨ oßeren, alle Wechselwirkungen einbeziehenden Theorie m¨ oglich. Dies
war eine wesentliche Motivation bei der Entwicklung der String-Theorie in
den siebziger und achtziger Jahren. Heute betrachtet man die noch umfas-
sendere M-Theorie (s. unten).
Die andere große Gruppe, die Relativisten, interessieren sich oft deshalb
f¨ ur Quantengravitation, weil unter sehr nat¨ urlichen Positivit¨ atsbedingun-
gen an den Energie-Impuls-Tensor in der klassischen ART Singularit¨ aten
auftreten. Die ART f¨ uhrt also zu L¨ osungen, die gewissermaßen ihren ei-
genen Zusammenbruch anzeigen. Man hoﬀt, daß dieses Verhalten bei der
Einbeziehung von Quanteneﬀekten nicht mehr auftritt. Die von Hawking
vorhergesagte Strahlung Schwarzer L¨ ocher [Haw75], die er aus quantenfeld-
theoretischen Rechnungen auf klassischen gekr¨ ummten Raumzeiten erhielt,
ist ebenfalls ein sehr interessanter Eﬀekt, der einer vollst¨ andig quantentheo-
retischen Behandlung bedarf. Dabei hoﬀt man, etwas ¨ uber die Thermody-
namik Schwarzer L¨ ocher zu lernen. Ein weiteres Ziel ist eine vollst¨ andigere
Beschreibung des fr¨ uhen Universums. Auch in diesem Zusammenhang sollte
Quantengravitation eine wichtige Rolle spielen. Wom¨ oglich liefert sie eine
Erkl¨ arung f¨ ur die Vierdimensionalit¨ at unserer makroskopischen Welt und
die Inﬂationsphase des fr¨ uhen Universums.
Die tats¨ achliche Konstruktion einer Theorie der Quantengravitation ist
mit enormen technischen, aber vor allem konzeptionellen Schwierigkeiten
verbunden. Diese werden in dem hervorragenden Artikel [Ish95] diskutiert,
auf den hier verwiesen sei. Wir erw¨ ahnen nur kurz einige zentrale Punk-
te. Zum ersten ist weitgehend unklar, was ¨ uberhaupt quantisiert werden
10soll: ”nur” die metrische Struktur, so daß die Quantengravitation mehr
oder minder eine weitere Quantenfeldtheorie w¨ are, oder auch tieferliegende
Strukturen wie die Topologie oder die Menge der Raumzeitpunkte selbst?
Welche Eﬀekte hat die Quantisierung einer dieser Strukturen auf die an-
deren? Ist das Kontinuumsbild auch f¨ ur Abst¨ ande in der Gr¨ oßenordnung
der Planck-L¨ ange noch zutreﬀend? Wenn nein, wie allgemein vermutet, ist
dann die Verwendung einer diﬀerenzierbaren Mannigfaltigkeit als Grundob-
jekt noch gerechtfertigt? Welche Rolle spielt die Diﬀeomorphismengruppe?
Kann man die Vakuum-ART alleine quantisieren oder braucht man mehr
Struktur, als anderes Extrem gar eine gemeinsame Theorie aller Wechsel-
wirkungen? In kanonischen Ans¨ atzen, die durch Constraints (Zwangsbedin-
gungen) vollst¨ andig beschrieben sind, erh¨ alt man typischerweise Ausdr¨ ucke
wie
H = 0,
d.h. der Hamiltonsche Constraint, der die Zeitentwicklung kodiert, verschwin-
det. Die zentrale dynamische Gleichung nimmt somit keinen Bezug auf eine
¨ außere Zeit. Das ist das ber¨ uhmte Problem der Zeit in der Quantengravita-
tion. Erw¨ achst ein Konzept der Zeit aus der Theorie selbst, als Observable
etwa? Welche Rolle spielt ein Beobachter? Sp¨ atestens bei einer quantentheo-
retischen Beschreibung des ganzen Universums wird der Begriﬀ eines exter-
nen klassischen Beobachters oﬀensichtlich sinnlos. Was ersetzt die Kopen-
hagener Deutung der Quantenmechanik? Alle diese Fragen sind Gegenstand
anhaltender Diskussionen, und ¨ uber keine einzige Antwort besteht heute
Klarheit und Einigkeit. Alle Ans¨ atze, die im folgenden vorgestellt werden,
sind nat¨ urlicherweise von gewissen Vorurteilen ¨ uber die Antworten zu den
obigen Fragen gepr¨ agt.
Einen ¨ Uberblick ¨ uber den aktuellen Stand der Forschung und eine Zu-
sammenstellung aller gr¨ oßeren Ans¨ atze bieten [Rov98, Ish95]. Zun¨ achst sol-
len einige ¨ altere Ans¨ atze erw¨ ahnt werden, die zum Teil auch heute noch
aktiv verfolgt werden. Auf Triangulierungen der Raumzeit durch einen sim-
plizialen Komplex basieren die Modelle von Regge [WilTuc92] und Ponzano-
Regge [PonReg68], letztere haben Bez¨ uge zur Loop-Quantengravitation und
zu topologischen Quantenfeldtheorien. Auch dynamische Triangulierungen
werden untersucht [ACM98]. Diese diskreten Modelle sollen in einem geeig-
neten Kontinuumslimes die klassische ART geben.
Andere Ans¨ atze dienen heute eher als Testwerkzeuge f¨ ur bestimmte Aspek-
te der Quantengravitation, obwohl sie urspr¨ unglich als potentiell vollst¨ andige
11Theorien entworfen wurden. Dazu z¨ ahlt die Euklidische Quantengravitati-
on, die von Hawking initiiert wurde. Ausgangspunkt ist dabei eine Art von
Zustandssumme der Form
Z(M) :=
Z
Dγe−
R
M |γ|
1
2 R(γ),
wobei sich das Integral ¨ uber alle Riemannschen Metriken γ auf einer vierdi-
mensionalen Mannigfaltigkeit M erstreckt. Obwohl dieser Ausdruck weit von
der Wohldeﬁniertheit entfernt ist, hat der Ansatz zu einer Reihe interessan-
ter Entwicklungen gef¨ uhrt, siehe z.B. [HarHaw83]. Die Quantenfeldtheorie
auf gekr¨ ummten R¨ aumen hingegen hatte nie den Anspruch, eine vollst¨ andige
Theorie der Quantengravitation zu sein. Dennoch stammen wertvolle Ergeb-
nisse wie die Erkenntnis, daß Schwarze L¨ ocher thermisch strahlen [Haw75],
aus diesem Rahmen.
In der Teilchenphysik sind schon lange perturbative Ans¨ atze beliebt. Als
ungest¨ orter Zustand wird meist die ﬂache Minkowski-Metrik ηµν angenom-
men. Man betrachtet einen Ausdruck der Form
γµν(x) = ηµν + κhµν(x)
Die Kopplungskonstante ist κ, wobei gilt κ2 = 8πG/c2 mit der Newton-
schen Gravitationskonstante G. Dem physikalischen Feld hµν(x) kann man
in der Quantentheorie ein Boson zuordnen, das die Wechselwirkung vermit-
telt. Dieses hypothetische Teilchen ist das Graviton, ein masseloses Spin-2-
Teilchen. Es zeigte sich schon Anfang der siebziger Jahre, daß solche Ans¨ atze
zu nicht renormierbaren Ausdr¨ ucken f¨ uhren [IPS75, IPS81]. Auch die Erwei-
terungen durch Einschluß von Supersymmetrie und h¨ oheren Dimensionen,
die schließlich zur 11-dimensionalen Supergravitation f¨ uhrten, die heute im
Rahmen der M-Theorie betrachtet wird (siehe unten), brachten keine deut-
liche Verbesserung in Bezug auf die Divergenzen [Des99]. Diese Art pertur-
bativer Quantengravitation, die sich eng an die ¨ ublichen Methoden in der
Teilchenphysik anlehnt, scheitert also und wird mittlerweile allenfalls als ef-
fektive Theorie betrachtet [Don96].
Der heute popul¨ arste und am meisten verfolgte Zugang zu einer Theorie
der Quantengravitation ist die String-Theorie [GSW87], die sich mittler-
weile zur M-Theorie weiterentwickelt hat. Das Gebiet der String-Theorie
ist stark von Methoden und Denkweisen aus der Teilchen- und Hochener-
giephysik gepr¨ agt. Anfang der siebziger Jahre urspr¨ unglich entworfen als
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in ihrem Spektrum das Graviton (und außerdem unendlich viele andere Teil-
chen) enthalten. Dies f¨ uhrte zu der Hoﬀnung, daß die String-Theorie als
vereinheitlichte Theorie aller Wechselwirkungen dienen k¨ onnte. Die ART
taucht als kleiner Teil einer viel umfassenderen Struktur auf. Strings sind
eindimensionale Objekte, deren Weltﬂ¨ achen in eine Raumzeit mit vorge-
gebener Metrik, meist der Minkowski-Metrik, eingebettet sind. Auch hier
hat man also eine feste Hintergrundstruktur, und es ist fraglich, ob man
die Mikrostruktur der Raumzeit auf eine solche Art erfolgreich beschreiben
kann. Die meisten Rechnungen in der String-Theorie sind auch heute noch
rein perturbativ. Ein Erfolg ist die Ableitung der Entropieformel f¨ ur ex-
tremale Schwarze L¨ ocher [StrVaf96, Mal96]. Die sogenannte M-Theorie ist
ein Sammelbegriﬀ f¨ ur verschiedene Vorschl¨ age, die unterschiedlichen Versio-
nen der String-Theorie in einem noch gr¨ oßeren Rahmen zusammenfassen.
Die M-Theorie gilt als m¨ ogliche Kandidatin f¨ ur eine nicht-perturbative Be-
schreibung aller Wechselwirkungen. Trotz großer Anstrengungen liegt die
Bedeutung dieses Ansatzes noch weitgehend im Dunklen.
Der zweite große Zugang zu einer Theorie der Quantengravitation sind
Hamiltonsche Ans¨ atze. Diese sind vor allem bei den Relativisten popul¨ ar. Im
Gegensatz zur String-Theorie geht man hierbei davon aus, daß eine Quanti-
sierung der Vakuum-ART allein m¨ oglich ist. Die Arbeit, die diesen Zugang
begr¨ undete, stammt von Arnowitt, Deser und Misner [ADM62]. Zun¨ achst
formuliert man die klassische ART in eine Hamiltonsche Form um. Auf ei-
ner Raumzeit M mit Lorentz-Metrik wird willk¨ urlich eine Referenz-Bl¨ atte-
rung in dreidimensionale Riemannsche Untermannigfaltigkeiten eingef¨ uhrt,
was unter vern¨ unftigen physikalischen Bedingungen immer m¨ oglich ist, s.
Kapitel 2.A. Auf jeder solchen Untermannigfaltigkeit Σ, die als Raum zu
einem festen Zeitpunkt t0 aufgefaßt wird, f¨ uhrt man kanonisch konjugierte
Variablen ein. Arnowitt, Deser und Misner w¨ ahlten die von der Lorentz-
Metrik induzierte Riemannsche Metrik qab auf Σ als Konﬁgurationsvariable
und pab := − 1
κ2|q|
1
2(Kab − qabKc
c) als Impulsvariable, wobei K die ¨ auße-
re Kr¨ ummung von Σ ist. Diese Variablen sind nicht unabh¨ angig, sondern
unterliegen Constraints:
Ha(x) = 0,
H(x) = 0
f¨ ur alle x ∈ Σ. Die Ha sind die drei sogenannten Diﬀeomorphismen-Con-
straints, H ist der Hamiltonsche Constraint. Die Constraints entsprechen im
13wesentlichen der Lie-Algebra von Diff(M), die einmal auf Σ und einmal
senkrecht zu Σ projiziert wird. Die Algebra dieser Constraints schließt sich,
d.h. sie sind von erster Klasse nach der Deﬁnition von Dirac. Sind die Cons-
traints auf jeder raumartigen Hyperﬂ¨ ache erf¨ ullt, so sind damit automatisch
alle zehn Einstein-Gleichungen erf¨ ullt. Die Constraints kodieren also den ge-
samtem dynamischen Gehalt der ART. Es tritt allerdings das Problem der
Zeit auf: der Hamiltonsche Constraint, der die ”Bewegung durch die Zeit”
beinhaltet, nimmt ¨ uberhaupt keinen Bezug auf irgendeinen Zeitparameter.
Dieses konzeptionelle Problem hat zu vielen Diskussionen gef¨ uhrt, siehe z.B.
[Ish94].
Um eine Quantentheorie zu konstruieren, kann man das von Dirac vor-
geschlagene Verfahren zur Quantisierung von Systemen mit Constraints an-
wenden [AshTat91]. Dabei wird eine Algebra klassischer Variablen ausgew¨ ahlt,
die durch selbstadjungierte Operatoren auf einem geeigneten Hilbertraum
Haux dargestellt werden. Dieser ist ein Hilfsobjekt, das noch nicht die phy-
sikalischen Zust¨ ande beherbergt. Die Poissonklammern zwischen den klassi-
schen Observablen m¨ ussen in Kommutatoren zwischen den Operatoren ¨ uber-
gehen. Anschließend werden die Constraints in selbstadjungierte Operatoren
¨ ubersetzt oder alternativ ihre exponentierte Wirkung in unit¨ are Operatoren.
Physikalische Zust¨ ande der Theorie sind solche, die von allen Constraints
annulliert werden, d.h es gilt
ˆ Cψ = 0
f¨ ur einen physikalischen Zustand ψ, wobei ˆ C ein Constraint-Operator ist. Die
physikalischen Zust¨ ande liegen typischerweise im Dualraum eines dichten
Unterraums des Hilfshilbertraumes Haux. Die Diracsche Prozedur zur Quan-
tisierung von Systemen mit Constraints hat viele hier nicht dargestellte Fein-
heiten und ist in den letzten Jahren im Rahmen der Loop-Quantengravitation
best¨ andig weiterentwickelt worden [AshTat91, ALMMT95, Giu00].
In der ADM-Theorie sind die Constraints von sehr komplizierter, nicht-
polynomialer Gestalt in den Variablen qab und pab, so daß eine ¨ Ubersetzung
in Operatoren auf einem geeigneten Hilbertraum niemals in befriedigender
Form gelang. Die Implementierung der prinzipiell einfacheren Diﬀeomorphis-
men-Constraints f¨ uhrte mit einigen technischen Schwierigkeiten zu L¨ osun-
gen, siehe z.B. [Ish94]. Der quantisierte Hamiltonsche Constraint aber er-
wies sich als ¨ außerst kompliziertes Objekt. Die Gleichung, die man erh¨ alt,
ist die ber¨ uhmte Wheeler-DeWitt-Gleichung, f¨ ur die lange Zeit keine einzige
L¨ osung bekannt war. Erst durch die Loop-Quantengravitation besserte sich
14diese Situation etwas. Man hat mit Regularisierungs- und Faktorordnungs-
problemen zu k¨ ampfen, und nat¨ urlich bleibt das Problem der Zeit erhalten.
1.3 Loop-Quantengravitation
Die Loop-Quantengravitation ist eine hintergrundfreie, nicht-perturbative,
Hamiltonsche Form der Quantengravitation im Vakuum mit nicht-lokalen
Variablen. Hintergrundfreiheit bedeutet, daß keine metrische Struktur auf
der Mannigfaltigkeit angenommen wird, nicht einmal zu Hilfszwecken. Dies
hat zur Folge, daß man auch keine Kausalstruktur zur Verf¨ ugung hat, so
daß weitgehend alle Standard-Techniken aus der Quantenfeldtheorie un-
brauchbar werden. Man hat insbesondere keinen Minkowskischen Raumzeit-
Hintergrund, keine Fockraum-Struktur, keinen Abstandsbegriﬀ, keine Gleich-
zeitkommutatoren auf der Raumzeit etc. (Auf einer raumartigen Hyperﬂ¨ ache
Σ, die als Raum zu einem festen Zeitpunkt interpretiert wird, bilden die
klassischen Variablen allerdings eine Poisson-Algebra. Diese Struktur wird
dann in die Quantentheorie ¨ ubersetzt, siehe z.B. [ACZ98]). Die Hintergrund-
freiheit erfordert die Entwicklung einer Quantenfeldtheorie auf einer Man-
nigfaltigkeit statt wie sonst auf einer metrischen Mannigfaltigkeit. Somit
nimmt die Loop-Quantengravitation die Lehren aus der ART tats¨ achlich
ernst. Eng damit verbunden ist die Nicht-Perturbativit¨ at dieses Ansatzes.
Die ART wird quantisiert, ohne die gravitative Wechselwirkung als klei-
ne St¨ orung eines ungest¨ orten Zustandes, etwa der ﬂachen, Minkowskischen
Raumzeit zu begreifen. Dementsprechend spielen auch Gravitonen, die ¨ ubli-
cherweise aus den perturbativen Ans¨ atzen vorhergesagt werden, keine Rolle.
Die Konﬁgurationsvariablen, die der Quantentheorie zugrunde liegen,
sind die Wilson-Loop-Funktionen. Eine Wilson-Loop-Funktion ist die Spur
des pfadgeordneten Exponentials. Im wesentlichen wird ein Vektorpotential
entlang einer geschlossenen Kurve integriert und dann die Spur gebildet.
Diese Variablen sind also nicht-lokal. Da die Wilson-Loop-Funktionen als
Zust¨ ande aufgefaßt werden k¨ onnen, sind die elementaren Anregungen in der
Theorie eindimensional statt nulldimensional wie in Theorien mit Teilchen.
Die Loop-Quantengravitation ist entstanden als Vakuum-Theorie. Der For-
malismus erweist sich aber als so robust, daß sich auch Materiefelder einbe-
ziehen lassen, siehe z.B. [BaeKra97, Thi97].
Im folgenden geben wir einen kurzen Abriß der historischen Entwicklung
der Loop-Quantengravitation. Rovelli, einer der aktivsten Forschenden auf
diesem Gebiet, hat mit [Rov97] einen guten ¨ Ubersichtsartikel ver¨ oﬀentlicht,
15der eine ausf¨ uhrliche Referenzenliste enth¨ alt.
Der Ausgangspunkt der Entwicklung der Loop-Quantengravitation wa-
ren die nach ihrem Entdecker benannten Ashtekar-Variablen, siehe [Ash86,
Ash87, AshTat91]. Diese stellen einen neuen Satz kanonisch konjugierter Va-
riablen f¨ ur die Allgemeine Relativit¨ at dar. Als Konﬁgurationsvariable wird
ein SU(2)-Zusammenhang auf der raumartigen Hyperﬂ¨ ache Σ gew¨ ahlt, die
konjugierte Impulsvariable ist eine gewichtete Triade E auf Σ (f¨ ur N¨ aheres s.
Kapitel 2.A). In ihrer urspr¨ unglichen Form sind die Ashtekar-Variablen kom-
plex. Vielleicht noch ungew¨ ohnlicher ist, daß auch die zugeh¨ orige Wirkung
Sc komplex ist. Sc l¨ aßt sich in einen selbstdualen und einen antiselbstdualen
Anteil zerlegen, und man kann zeigen, daß die Variation aller drei Wirkun-
gen dieselben station¨ aren Punkte liefert [Giu94]. Man erh¨ alt in allen drei
F¨ allen die Einstein-Gleichungen im Vakuum wieder.
Die neuen Variablen bieten zwei große Vorteile. Zum ersten haben die
Constraints eine wesentlich einfachere Gestalt: sie sind Polynome vom Grad
kleiner oder gleich 2 in den Ashtekar-Variablen. Diese Tatsache n¨ ahrte die
Hoﬀnung, eine ¨ Ubersetzung in wohldeﬁnierte Operatoren sei in dieser Ge-
stalt leichter m¨ oglich als bisher. Zum zweiten hat man durch diese Wahl der
Variablen den Raum A der Zusammenh¨ ange auf einem Hauptfaserb¨ undel
P(Σ,SU(2)) als Konﬁgurationsraum. Durch die Ashtekar-Variablen erh¨ alt
die ART eine neue Symmetrie, und zwar eine lokale SU(2)-Eichsymmetrie.
(Die ¨ außere ”Symmetrie” gegen Diﬀeomorphismen bleibt selbstverst¨ andlich
erhalten.) Fordert man wie ¨ ublich, daß physikalische Gr¨ oßen invariant ge-
gen Eichtransformationen sein sollen, so erh¨ alt man in nat¨ urlicher Weise
den Raum A/G der Zusammenh¨ ange modulo Eichtransformationen als klas-
sischen Konﬁgurationsraum. Dies ist derselbe Konﬁgurationsraum wie in
der Yang-Mills-Theorie f¨ ur die Eichgruppe SU(2). In der Physik werden
die A ∈ A meist auf der Basismannigfaltigkeit Σ statt auf dem B¨ undel
P(Σ,SU(2)) betrachtet und heißen dann Vektorpotentiale. Alle diese Punk-
te werden im Hauptteil ausf¨ uhrlich behandelt.
Damit hatte man zum ersten Mal eine Formulierung der ART, die auf
dieser grundlegenden Ebene formale Gleichheit zur Yang-Mills-Theorien her-
stellte. Daher lag es nahe, auch Techniken aus der Yang-Mills-Theorie zu
¨ ubernehmen. Insbesondere wurden in der zentralen Ver¨ oﬀentlichung [RovS-
mo90] die sogenannten Wilson-Loop-Funktionen T˜ α, die Spuren von Holo-
nomien entlang geschlossener Kurven (Loops) ˜ α sind, als Konﬁgurations-
variablen vorgeschlagen. Die Arbeit von Rovelli und Smolin stieß einen
16Hauptzweig der Entwicklung der Loop-Quantengravitation an, die soge-
nannte Loop-Darstellung. Diese wird aber im Gegensatz zu den T˜ α keine
große Rolle in dieser Arbeit spielen. Der andere Hauptzweig der Entwick-
lung, der auch dieser Arbeit zugrunde liegt, ist die von Ashtekar begr¨ undete
Zusammenhangs-Darstellung. Selbstverst¨ andlich ist die Trennung nicht sehr
eindeutig zu machen, und die beiden Blickwinkel erg¨ anzen sich.
Die Wilson-Loop-Funktionen sind eichinvariante Funktionen auf dem
Konﬁgurationsraum A/G. Urspr¨ unglich wurden sie in der Gitter-QCD ein-
gef¨ uhrt, um Fragen nach dem Conﬁnement zu behandeln [Wil74], und wer-
den auch heute noch in der Gitter-Eichtheorie verwendet. Gambini und Tri-
as haben die Yang-Mills-Theorie in einer Loop-Darstellung formuliert [Gam-
Tri81, GamTri86], wovon sp¨ ater Rovelli und Smolin proﬁtierten [RovSmo90].
Eine gute ¨ Ubersicht gibt [Lol93]. In der Yang-Mills-Theorie sind die zu den
Wilson-Loop-Funktionen geh¨ origen Operatoren zu singul¨ ar, weil sie auf eine
Dimension entlang des Loops konzentriert sind, und m¨ ussen mit geeigneten
Funktionen verschmiert werden. Es zeigt sich aber, daß das in einer diﬀeo-
morphismeninvarianten Theorie wie der Gravitation nicht mehr der Fall ist.
Die anschauliche Deutung besteht darin, daß die Loops dann nicht mehr
lokalisiert sind, sondern durch die Wirkung der Diﬀeomorphismengruppe
¨ uber die ganze Mannigfaltigkeit verschmiert werden. Die zu den Wilson-
Loop-Funktionen konjugierten Impulsfunktionen enthalten zus¨ atzlich eine
Abh¨ angigkeit von den gewichteten Triaden E. Es gibt mehrere Varianten
bei der Wahl der Variablen. In [ACZ98] sind die Feinheiten bei der Varia-
blenwahl dargestellt.
Die Arbeit in der Loop-Darstellung zeigte fr¨ uh, daß Knoten mit gewis-
sen Eigenschaften L¨ osungen aller Constraints sind und somit prinzipiell als
physikalische Zust¨ ande der Quantengravitation gelten k¨ onnen [JacSmo88].
Mit der Arbeit [AshIsh92] begann die mathematisch strenge Untersu-
chung vieler bislang oﬀener Fragen. Die dringlichste war nat¨ urlich die nach
einem geeigneten Hilbertraum. Dieser wurde mittels Techniken aus der C∗-
Algebren-Theorie konstruiert und hat die Gestalt L2(A/G,dµ). Dabei ist der
Quantenkonﬁgurationsraum A/G ein echt gr¨ oßerer Raum als der klassische
Konﬁgurationsraum A/G (s. Kapitel 3.A). Entsprechendes ist aus skalaren
Feldtheorien bekannt [GliJaf87]. Die zentrale Idee war, nach Darstellungen
von C∗(HA) zu suchen, der C∗-Algebra, die sich als Vervollst¨ andigung der
Algebra HA ergibt, die von den Wilson-Loop-Funktionen T˜ α zu st¨ uckwei-
se analytischen Loops α gebildet wird. Das Maß µ auf A/G konnte erst
17in [AshLew94] konstruiert werden. Damit erst hatte man das Skalarpro-
dukt auf L2(A/G,dµ) gegeben und konnte in mathematisch strenger Weise
Zust¨ ande der Theorie deﬁnieren. Wie im letzten Abschnitt besprochen dient
Haux := L2(A/G,dµ) zun¨ achst als Hilfsobjekt, da die Constraints noch nicht
implementiert sind. Das Ashtekar-Lewandowski-Maß µ ist invariant gegen
analytische Diﬀeomorphismen φ der Mannigfaltigkeit Σ, die physikalisch als
der Raum interpretiert wird, d.h. es gilt
Z
A/G
f =
Z
A/G
φ(f)
f¨ ur geeignete integrierbare Funktionen f. Es zeigte sich, daß sogenannte Zy-
linderfunktionen, die nur von endlich vielen Variablen abh¨ angen, integrier-
bare Funktionen sind. Der wesentliche Trick bei der Deﬁnition des Maßes ist,
Maße auf bestimmten endlichdimensionalen R¨ aumen X0
S zu deﬁnieren und
den unendlichdimensionalen Raum A/G als einen geeigneten Limes, n¨ amlich
als sogenannten projektiven Limes dieser endlichdimensionalen R¨ aume zu
erhalten. Unter bestimmten Vertr¨ aglichkeitsbedingungen an die Maße auf
den R¨ aumen X0
S wird dann auch ein Maß µ auf A/G induziert.
In der Arbeit [AshLew95] wurden projektive Techniken angewandt, um
die Konstruktion auf beliebige kompakte Lie-Gruppen als Eichgruppen aus-
zudehnen. Auf A/G wurden dann auch die notwendigen diﬀerentialgeome-
trischen Strukturen wie Vektorfelder konstruiert, um die Impulsoperatoren
zu implementieren [AshLew94b]. Diese technischen Entwicklungen trugen
gleichzeitig zu einer deutlichen Kl¨ arung des physikalischen Bildes bei und
schufen die Voraussetzung f¨ ur die Implementierung der Diﬀeomorphismen-
Constraints. Die sehr empfehlenswerte Arbeit [ALMMT95] stellt alle wich-
tigen Punkte zusammen und ist die Standardreferenz f¨ ur die Entwicklung
der Theorie bis einschließlich der Implementierung der Diﬀeomorphismen-
Constraints. Genauer gesagt wird in dieser Arbeit eine deutlich breitere
Klasse diﬀeomorphismeninvarianter Theorien abgedeckt, da die vorgestell-
ten Techniken keinen Bezug auf spezielle Eigenschaften gewisser Theorien
nehmen. In [ALMMT95] wird die Quantisierungsstrategie, die ein verfeiner-
tes Diracsches Verfahren ist, ausf¨ uhrlich dargestellt. Es zeigt sich, daß die
physikalischen Zust¨ ande im Dualraum eines dichten Unterraums von A/G
liegen. Was 1995 noch ausstand, war die Implementierung des Hamilton-
schen Constraints.
In den Anfangsjahren der Entwicklung erwies es sich als schwierig, die
sogenannten Realit¨ atsbedingungen in die Quantentheorie zu integrieren, die
18sicherstellen, daß man trotz der komplexen Wirkung nur reelle, physika-
lisch sinnvolle Gr¨ oßen als Ergebnisse erh¨ alt. Barbero konnte zeigen [Bar95,
Imm96], daß man auch mit einer reellen Wirkung arbeiten kann, aber um den
Preis, daß der Hamiltonsche Constraint eine kompliziertere, nicht-polynomia-
le Form annimmt. Heute wird fast ausschließlich diese reelle Form der Ashte-
kar-Variablen verwendet.
Ein weiteres Problem war, daß die Wilson-Loop-Funktionen eine ¨ uber-
vollst¨ andige Basis bilden, d.h. sie sind aufgrund von Mandelstam-Identit¨ aten
nicht alle linear unabh¨ angig. F¨ ur die SU(2) hat man folgende zwei Iden-
tit¨ aten:
T˜ αT˜ β =
1
2
(T˜ α◦˜ β + T
˜ α◦˜ β
−1),
T˜ α = T˜ α−1.
Durch die Einf¨ uhrung einer sogenannten Spin-Netzwerk-Basis konnte das
Problem gel¨ ost werden. Ein Spin-Netzwerk ist im wesentlichen ein Graph,
dessen Kanten irreduzible Darstellungen der SU(2) und dessen Vertizes zu-
geh¨ orige Intertwiner-Operatoren tragen, die die an einem Vertex einlaufen-
den Kanten und die auslaufenden Kanten verbinden. Die Menge aller Spin-
Netzwerke bildet eine Basis von L2(A/G,dµ), und diese Basis kann ortho-
normal gew¨ ahlt werden. Die Idee der Spin-Netzwerke geht auf Roger Penrose
zur¨ uck [Pen71]. Rovelli und Smolin f¨ uhrten die Spin-Netzwerke in die Loop-
Quantengravitation ein [RovSmo95], Baez systematisierte und kl¨ arte diesen
Zugang [Bae96a, Bae96b].
Nach vielen Vorarbeiten anderer Autoren hat Thiemann in einer Rei-
he von Arbeiten [Thi98a-c] seine Version des quantisierten Hamiltonschen
Constraints vorgestellt. Er ging dabei von der reellen Form der Ashtekar-
Variablen aus und konnte zeigen, daß gerade wegen der nicht-polynomialen
Gestalt des klassischen Hamiltonschen Constraints in diesen Variablen ei-
ne Regularisierung des zugeh¨ origen Operators gefunden werden kann. Ob
damit allerdings der richtige Operator gefunden ist, der tats¨ achlich eine
Theorie ergibt, die zum einen die ART als klassischen Limes enth¨ alt und
zum anderen dar¨ uber hinaus auch in der Lage ist, neue physikalische Vor-
hersagen zu liefern, ist unklar und umstritten. Der Operator wirkt nur auf
Vertizes von Spin-Netzwerken. Dies deutet auf eine diskrete und kombinato-
rische Wirkung hin, weshalb man hoﬀt, daß keine Divergenzen in der Theorie
auftreten. Allerdings sind viele Aspekte noch nicht hinreichend gekl¨ art, so
daß eine abschließende physikalische Beurteilung bisher nicht m¨ oglich ist. In
19[DGGP99a-c] ist eine alternative Formulierung der Constraints dargestellt.
Einen anderen Weg zu einer vierdimensionalen Theorie der Quanten-
gravitation verspricht man sich von den sogenannten Spin-Sch¨ aumen. Die-
se sind eine Konkretisierung von Wheelers Ideen von einer ”schaumigen”
Struktur der Raumzeit auf der Planck-Skala. Ein Spin-Schaum besteht aus
Fl¨ achen, Kanten und Vertizes, und ein Schnitt durch ein solches Gebilde er-
gibt ein Spin-Netzwerk. Es entstand die Idee, den kanonischen Formalismus
weitgehend zu vergessen und nur die Spin-Netzwerke weiter zu verwenden,
um einen kovarianten Formalismus aufzuziehen. Die Evolution von einem
Spin-Netzwerk zu einem Zeitpunkt zu einem anderen Spin-Netzwerk zu ei-
nem anderen Zeitpunkt soll ausgedr¨ uckt werden durch eine Summe ¨ uber
alle Spin-Sch¨ aume, die die beiden Spin-Netzwerke interpolieren k¨ onnen. Of-
fensichtlich ergibt dies ein h¨ oherdimensionales Analogon zu den Feynman-
schen Pfadintegralen. Eine der ersten Ver¨ oﬀentlichungen zu diesem Thema
ist [ReiRov97]. In der Folgezeit erschienen viele Varianten dieser Modelle,
und Verbindungen sowohl zur alten Ponzano-Regge-Theorie als auch zu den
topologischen Quantenfeldtheorien taten sich auf. Es ist aber weitgehend
unklar, ob diese Ans¨ atze tats¨ achlich in der Lage sein werden, physikalische
Vorhersagen zu liefern.
Eine zentrale oﬀene Frage ist heute, ob die genannten Ans¨ atze die ART
als klassischen Limes liefern k¨ onnen. Zu diesem Teilgebiet gibt es erstaun-
lich wenig Ver¨ oﬀentlichungen [ARS92, VarZap00, ArnGup00]. Diese Ar-
beiten besch¨ aftigen sich unter anderem mit der Frage, ob man die ﬂache
Minkowski-Metrik aus der Quantentheorie wieder erhalten kann. F¨ ur die
Loop-Quantengravitation ist die ﬂache Metrik nicht etwa ein Vakuum-, son-
dern ein hoch angeregter Zustand. Viele oﬀene Fragen, gerade ¨ uber den Ha-
miltonschen Constraint, lassen sich vermutlich erst kl¨ aren, wenn man den
klassischen Limes besser verstanden hat.
Zum Abschluß dieses Kapitels sollen zwei wesentliche physikalische Vor-
hersagen der Loop-Quantengravitation erw¨ ahnt werden: zum ersten wurde
schon 1994 klar, daß man gewisse geometrische Operatoren konstruieren
kann, die auf der Planck-Skala Fl¨ achen und Volumina messen [RovSmo94,
AshLew97, Lew97]. Es zeigte sich, daß diese Operatoren ein diskretes Spek-
trum haben. Die Loop-Quantengravitation sagt also voraus, daß es eine mi-
nimale Fl¨ ache und ein minimales Volumen gibt, und daß Fl¨ achen und Volu-
mina nur diskrete Werte annehmen k¨ onnen. Daraus ergibt sich ein diskretes
Bild f¨ ur die Mikrostruktur der Raumzeit, das aus einer Theorie, die keiner-
20lei Annahmen ¨ uber die Hintergrundstruktur macht, vorhergesagt wird. Man
spricht in diesem Zusammenhang oft von Quanten der Geometrie. Thiemann
konnte sp¨ ater auch einen L¨ angenoperator konstruieren [Thi98d].
Eine zweite wichtige Vorhersage betriﬀt die Entropie und Strahlung
Schwarzer L¨ ocher. In [Rov96] ist eine Herleitung der Bekenstein-Hawking-
Formel f¨ ur die Entropie Schwarzer L¨ ocher gegeben, die Argumente aus der
Loop-Quantengravitation benutzt. Ein Faktor bleibt allerdings unbestimmt.
Eine ausf¨ uhrliche Darstellung dessen, was die Loop-Quantengravitation zur
Theorie Schwarzer L¨ ocher beitragen kann, ﬁndet sich in [AshKra98]. Unter
anderem wird gezeigt, daß aus der Loop-Quantengravitation folgt, daß das
Strahlungsspektrum eines Schwarzen Lochs, das nach ¨ ublicher Ansicht dem
eines Schwarzk¨ orpers entspricht, tats¨ achlich viele diskrete Linien hat, die
von der gew¨ ohnlichen Kurve des Schwarzk¨ orper-Spektrums eingeh¨ ullt wer-
den.
Der Formalismus der Loop-Quantengravitation l¨ aßt sich prinzipiell auf
beliebige h¨ ohere Dimensionen erweitern. Auch Supersymmetrie kann ein-
bezogen werden [LinSmo99]. In dieser und anderen Arbeiten (siehe z.B.
[Smo97, MarSmo97]) wird durch Erweiterungen des Formalismus eine Ver-
bindung zur String- und M-Theorie hergestellt.
Die Loop-Quantengravitation ist heute eine gut entwickelte Theorie, die
als ernsthafte Kandidatin f¨ ur eine vollst¨ andige Theorie der Quantengravi-
tation gelten muß. Das Maß an mathematischer Strenge ist f¨ ur eine physi-
kalische Theorie ungew¨ ohnlich hoch (aber nicht so hoch, daß es sich nicht
lohnte, gewisse Aspekte in einer Diplomarbeit noch einmal gr¨ undlich zu
durchleuchten). Es gibt verschiedene Ans¨ atze, einen vollst¨ andigen vierdi-
mensionalen Formalismus aufzuziehen, doch wie erwartet ist das ein ¨ außerst
schwieriges Problem. M¨ oglicherweise hilft die Untersuchung des klassischen
Limes weiter, weil der weitgehend fehlende Anschluß an die Alltagsphysik
ein zentrales Problem darstellt.
Andererseits ist es sicher n¨ utzlich, die mathematischen Strukturen m¨ og-
lichst gr¨ undlich zu untersuchen, weil angesichts der fehlenden experimentel-
len Daten mathematische Konsistenz und Sch¨ onheit der Theorie wichtige
Leitf¨ aden sind. Heute gibt es keine einzige Theorie der Quantengravitati-
on, die sowohl vollst¨ andig als auch mathematisch exakt und ¨ asthetisch an-
sprechend ist. G¨ abe es viele solcher Theorien, ohne daß das Experiment
sie veriﬁzieren oder falsiﬁzieren k¨ onnte, w¨ are eine Besch¨ aftigung mit ihnen
21m¨ ußig. Es zeigt sich aber, daß diese drei Forderungen die Auswahl extrem
einschr¨ anken, so sehr, daß wir bisher keine einzige solche Theorie angeben
k¨ onnen. (Das Kriterium der Sch¨ onheit ist vielleicht erkl¨ arungsbed¨ urftig. Der
Erfahrung nach sind erfolgreiche physikalische Theorien stets auch im ma-
thematischen Sinne sch¨ on oder ¨ asthetisch ansprechend. Demnach ist es selbst
aus der Sicht eines Empirikers durchaus vern¨ unftig, dieses Kriterium heran-
zuziehen. Das Argument folgt [Bae96b]). Die mathematischen Strukturen,
die in der Loop-Quantengravitation auftauchen, sind reichhaltig und ¨ asthe-
tisch ansprechend, und viele elegante Ideen ﬂießen in die Konstruktionen
ein. Die Loop-Quantengravitation ist heute vielleicht diejenige Theorie, die
der Erf¨ ullung der drei oben genannten Kriterien am n¨ achsten kommt.
1.4 Zur vorliegenden Arbeit
In dieser Arbeit wird ein großer Teil der Kinematik der Loop-Quantengra-
vitation dargestellt. Da der klassische kinematische Rahmen aber genau der
SU(2)-Yang-Mills-Theorie entspricht, haben die Ergebnisse auch hier Be-
deutung. Die Quantisierungsstrategie zielt ausdr¨ ucklich auf die Invarianz
gegen¨ uber r¨ aumlichen Diﬀeomorphismen ab, man erh¨ alt eine in drei Dimen-
sionen kovariante Quantentheorie. Die allgemeine Kovarianz ist nat¨ urlich
eine Forderung, die man in der gew¨ ohnlichen Yang-Mills- und Quantenfeld-
theorie nicht hat. Nimmt man aber die ART ernst, so muß man diese Sym-
metrie ber¨ ucksichtigen. Es ist plausibel anzunehmen, daß eine vollst¨ andige
Theorie, die alle Wechselwirkungen einschließt, auch die Symmetriegruppen
aller Teiltheorien ber¨ ucksichtigen muß.
Die hier vorgestellten Techniken legen die Basis zu einer Quantenfeld-
theorie ohne vorgegebene Hintergrundstruktur, also einer Quantenfeldtheo-
rie auf einer Mannigfaltigkeit im Gegensatz zu den ¨ ublichen Quantenfeld-
theorien auf metrischen Mannigfaltigkeiten. Die Ergebnisse werden von der
SU(2) auf alle in der Physik ¨ ublichen Eichgruppen, n¨ amlich die kompakten
Lie-Gruppen U(n) und SU(n), verallgemeinert. Gewisse Resultate gelten so-
gar f¨ ur nicht-kompakte Gruppen, Anmerkungen ﬁnden sich jeweils im Text.
Wir folgen in den Kapiteln 2 bis 4 in großen Teilen den Arbeiten von Ashte-
kar und Isham [AshIsh92] und Ashtekar und Lewandowski [AshLew94, As-
hLew95]. Viele Beweise werden klarer dargestellt und gek¨ urzt, einige werden
zum Teil deutlich verallgemeinert. Wir schließen vorhandene Beweisl¨ ucken
und f¨ uhren die einzelnen Arbeiten in einem gr¨ oßeren Rahmen zusammen.
Wir geben nach unserem Wissen erstmalig einen Beweis, der das Verh¨ altnis
zwischen der d¨ unnen und der Holonomie-¨ Aquivalenz von Loops kl¨ art.
22In Kapitel 2 werden die grundlegenden Strukturen deﬁniert. Dazu z¨ ahlen
die Ashtekar-Variablen, Loops, Hoops, Holonomien sowie die Wilson-Loop-
Funktionen und deren Algebra, die Holonomie-Algebra HA. Die C∗-Vervoll-
st¨ andigung C∗(HA) der Holonomie-Algebra HA stellt die Algebra der klas-
sischen Konﬁgurationsvariablen dar.
Grundlegende ¨ Uberlegungen zur Quantisierung (s. Kapitel 3.A) f¨ uhren
auf den Raum A/G der verallgemeinerten Zusammenh¨ ange modulo Eichtrans-
formationen, der als Quantenkonﬁgurationsraum identiﬁziert wird. Ein großer
Teil der Arbeit ist diesem Raum und der Konstruktion eines diﬀeomorphis-
meninvarianten Maßes µ darauf gewidmet. Damit l¨ aßt sich der Hilbertraum
der Theorie als H := L2(A/G,dµ) deﬁnieren. Wir sprechen von Elementen
von H als Zust¨ anden der Theorie, da wir die Implementation eventuell vor-
handener Constraints, wie es sie in der ART gibt, nicht betrachten.
In Kapitel 5 wird zun¨ achst ein neuer Satz bewiesen, der die duale Wir-
kung von B¨ undelautomorphismen auf Zusammenh¨ ange und induzierten Dif-
feomorphismen auf Loops aufzeigt. Anschließend werden einige neue Be-
trachtungen zu C∞-Diﬀeomorphismen angestellt und es wird im Detail ge-
kl¨ art, unter welchen Bedingungen man ein diﬀeomorphismeninvariantes Maß
erh¨ alt. Dann geben wir den ersten uns bekannten Beweis f¨ ur die Diﬀeo-
morphismeninvarianz des Ashtekar-Lewandowski-Maßes. Es folgt ein neu-
er Vorschlag, wie man den Hilbertraum der Theorie erweitern kann, um
Invarianz gegen¨ uber beliebigen C∞-Diﬀeomorphismen statt nur gegen¨ uber
analytischen Diﬀeomorphismen zu erreichen. Wir diskutieren diesen Vor-
schlag ausf¨ uhrlich, unter anderem im Verh¨ altnis zu einem weiteren Ansatz
aus der Literatur. In Kapitel 6 wird eine kompakte Gruppe MHG vorgestellt,
die die Hoop-Gruppe HG als dichten Teil enth¨ alt. Diese kompakte Gruppe
tr¨ agt selbst ein Haarsches Maß, das diﬀeomorphismeninvariant ist. Daraus
ergeben sich einige weitere interessante Fragen, die heute noch oﬀen sind.
Jeweils zu Anfang des Kapitels und eines Unterkapitels wird eine Einlei-
tung gegeben, die die wichtigsten S¨ atze nennt und die physikalische Ideenbil-
dung beschreibt. Neue Ergebnisse und verbesserte Beweise werden erw¨ ahnt.
Neben der Einleitung sind vor allem die Kapitel 2.A, 2.C, 3.A, 3.D, 4.B, 4.C
und 4.D f¨ ur das physikalische Verst¨ andnis wichtig. Dort ﬁnden sich l¨ angere
Erl¨ auterungen. Der Inhalt des Kapitels 5 ist gr¨ oßtenteils, der von Kapitel
6 komplett neu. Wir schlagen Erweiterungen des bestehenden Formalismus
vor und pr¨ asentieren einige oﬀene Probleme.
23In dieser Arbeit werden gewisse Kenntnise der Diﬀerentialgeometrie vor-
ausgesetzt, insbesondere der Theorie der Hauptfaserb¨ undel. Die Standardre-
ferenz ist [KobNom63]. Außerdem greifen wir auf die Funktionalanalysis und
speziell auf die Gelfandsche Darstellungs- sowie die Maßtheorie zur¨ uck [Mei-
Vog92, HewStr69]. Alle wichtigen Ergebnisse werden ausf¨ uhrlich erl¨ autert,
aber die grundlegenden Lehrbuchbeweise f¨ uhren wir nicht an.
Insgesamt sollte die Arbeit sowohl f¨ ur Physiker als auch f¨ ur Mathemati-
ker lesbar sein und somit das vorangestellte Goethe-Zitat zumindest teilweise
widerlegen helfen.
242 Grundlagen
2.1 Ashtekar-Variablen
In diesem Abschnitt werden die grunds¨ atzlichen Rahmenbedingungen (glo-
bal hyperbolische Raumzeit in 3 + 1-Zerlegung) f¨ ur die Entwicklung der
Theorie gekl¨ art und eine kurze Deﬁnition der Ashtekar-Variablen gegeben.
Die Rolle des Immirzi-Parameters wird erw¨ ahnt. Der klassische Konﬁgura-
tionsraum wird identiﬁziert und als derselbe wie in der Yang-Mills-Theorie
erkannt. Dann wird kurz der ¨ Ubergang zu den Wilson-Loop-Funktionen mo-
tiviert, die eichinvariante Gr¨ oßen darstellen.
Im folgenden wird nur eine kurze Deﬁnition der Ashtekar-Variablen ge-
geben. Eine ausf¨ uhrliche Vorstellung ﬁndet man in [Giu94]. Standardrefe-
renzen sind die Ver¨ oﬀentlichungen von Ashtekar [Ash86, Ash87, AshLew91].
F¨ ur die reelle Version der Ashtekar-Variablen siehe [Bar95], zum Immirzi-
Parameter [Imm96]. Es wird hier eine Darstellung in Koordinaten verwen-
det, die die geometrischen Hintergr¨ unde etwas verschleiert. In [BaeMun94]
ﬁndet man eine mehr geometrisch gepr¨ agte Darstellung, die aber deutlich
gr¨ oßeren Aufwand erfordert.
Die Ashtekar-Variablen sind neue, kanonisch konjugierte Variablen, die
im Klassischen eine neue Hamiltonsche Formulierung der ART erlauben,
aber auch als Ansatzpunkt f¨ ur eine m¨ ogliche Quantisierung der Theorie die-
nen k¨ onnen.
Sei M eine Raumzeit, d.h. eine vierdimensionale, zusammenh¨ angende,
orientierbare und zeitorientierbare Lorentz-Mannigfaltigkeit. M sei global
hyperbolisch. Das bedeutet im wesentlichen, daß auf M die starke Kau-
salit¨ atsbedingung gilt. Die starke Kausalit¨ atsbedingung fordert, daß es zu
jedem Punkt p ∈ M und jeder Umgebung U von p eine Umgebung V ⊂ U
gibt, so daß keine kausale Kurve V mehr als einmal durchl¨ auft. Dies ist eine
sinnvolle physikalische Forderung.
Nach einem Satz von Geroch [HawEll73] hat M dann die Topologie
M = R×Σ, wobei Σ eine dreidimensionale Riemannsche Hyperﬂ¨ ache ist, die
als der Raum eines bestimmten, zu dieser Bl¨ atterung geh¨ orenden Beobach-
ters interpretiert wird. Σ sei kompakt, z.B. Σ = S3. Die Eigenzeit eines die
Bl¨ atterung erzeugenden Beobachters nimmt Werte in R an. Sei Θt : Σ → M
eine Einparameter-Familie von Einbettungen, die eine Bl¨ atterung von M
25erzeugt. Dabei schneidet jede kausale Kurve in M jedes Blatt Θt0(Σ) nur
genau einmal. Man spricht auch von einer 3 + 1-Zerlegung von M. Globale
Hyperbolizit¨ at gestattet die Formulierung der Einsteinschen Gleichungen in
Form eines Anfangswertproblems. Dabei werden die Anfangswerte auf ei-
ner dreidimensionalen Mannigfaltigkeit Θt0(Σ) vorgegeben. In [SPS00] wird
gezeigt, daß unter recht allgemeinen Bedingungen die 3 + 1-Zerlegung die
vierdimensionale Kovarianz nicht bricht.
Die 3+1-Zerlegung ist auf viele verschiedene Arten m¨ oglich, jeder Beob-
achter erzeugt eine eigene 3+1-Zerlegung. Es gibt nicht den Raum und die
Zeit innerhalb der Raumzeit. Wenn in den folgenden Kapiteln von r¨ aumli-
chen Diﬀeomorphismen gesprochen wird, so sind damit immer die Diﬀeomor-
phismen φ : Σ → Σ des als Raum interpretierten Teils Σ einer 3+1-zerlegten
Raumzeit M = R × Σ gemeint.
Sei g die Metrik auf M, h die induzierte Metrik auf Σ. Da jedes SO(3)-
Hauptfaserb¨ undel ¨ uber einer dreidimensionalen Mannigfaltigkeit trivial ist,
gibt es eine global deﬁnierte Triade auf Σ, die ein globaler Schnitt eines
solchen B¨ undels ist. Nimmt man die Zeitrichtung hinzu, so hat man auf M
eine global deﬁnierte Tetrade {eI
A}. Man w¨ ahlt diese so, daß
gAB = eI
AeJ
BηIJ,
wobei ηIJ := diag(−1,1,1,1) die Minkowski-Metrik ist. Man kann die In-
dizes nach ”¨ außeren” oder Raumzeit-Indizes (A,B,...) und ”inneren” oder
Modellraum-Indizes (I,J,...) unterscheiden. Genauer sind die A,B,... In-
dizes, die f¨ ur Koordinaten der Tangentialr¨ aume an M stehen, w¨ ahrend die
I,J,... f¨ ur Koordinaten der Tangentialr¨ aume an den Minkowskiraum stehen,
der hier als Modellraum fungiert. Alle diese Indizes k¨ onne die Werte 0 bis 3
annehmen.
Als n¨ achstes w¨ ahlt man die Tetrade in Zeiteichung, d.h. e0
a = N∂at,
wobei N die Lapse-Funktion ist. Da alle folgenden Betrachtungen auf Σ
stattﬁnden, also einem Blatt der gebl¨ atterten Mannigfaltigkeit M, werden
zur Unterscheidung vom vierdimensionalen Fall Kleinbuchstaben f¨ ur die In-
dizes benutzt. Alle kleingeschriebenen Indizes k¨ onnen Werte von 1 bis 3
annehmen. Physikalisch gesehen betrachtet man den von einem Beobachter
gesehenen Raumes zu einem festen Zeitpunkt t0 (frozen-time-Formalismus).
Die ”Bewegung durch die Zeit” steckt dann im sogenannten Hamilton-
schen Constraint, der sich neben anderen Constraints aus den Einstein-
Gleichungen ergibt, wenn man diese in einem Hamiltonschen Formalismus
26(wie hier erst angedeutet) formuliert. Die Triaden ei
a liegen dann in Σ (ge-
nauer: in Θt0(Σ)). Die von gAB auf Σ induzierte Riemannsche Metrik hab
steht in folgender Beziehung zu den Triaden ei
a:
hab =
3 X
i=1
ei
aei
b.
Seien ΩIJ der Levi-Civita-Zusammenhang auf M, Γi
a := 1
2hb
aijkΩ
jk
b sein
Pullback auf Σ und Ki
a := hb
aΩ0i
b die ¨ außere Kr¨ ummung von Σ. Dann deﬁ-
niert man die Ashtekar-Variablen
Ea
i : = det(ei
a)ea
i,
Ai
a(β) : = Γi
a + βKi
a,
wobei β = ±i den urspr¨ unglichen, komplexen Ashtekar-Variablen entspricht,
β = ±1 der heute gebr¨ auchlicheren reellen Version, die von Barbero ein-
gef¨ uhrt wurde [Bar95]. Tats¨ achlich ist β bis heute ein freier Parameter in
allen auf den Ashtekar-Variablen basierenden Ans¨ atzen zu einer Theorie der
Quantengravitation, worauf Immirzi in [Imm96] hingewiesen hat. β heißt der
Immirzi-Parameter. Die Festlegung von β ist ein w¨ unschenswertes Ziel, da es
sich zeigt, daß verschiedene Wahlen f¨ ur β zu unit¨ ar in¨ aquivalenten Theorien
f¨ uhren [RovThi97]. In dieser Ver¨ oﬀentlichung gibt es eine Andeutung, wie
der Parameter β durch Betrachtungen zur Entropie Schwarzer L¨ ocher festge-
legt werden k¨ onnte. In [CorKra97] wird innerhalb der Loop-Quantisierung
der Maxwell-Theorie eine m¨ ogliche Verbindung zur Ladungsquantisierung
hergestellt. F¨ ur unsere Betrachtungen spielt die genaue Festlegung von β
aber keine Rolle. Wir w¨ ahlen ein reelles, positives β ≤ 1.
Die Ashtekar-Variablen sind also eine gewichtete Triade Ea
i und (was
hier nicht gezeigt wird) ein su(2)-wertiger Zusammenhang Ai
a auf der dreidi-
mensionalen Riemannschen Hyperﬂ¨ ache Σ. (Genauer gesagt handelt es sich
bei den Ai
a um die Koordinatenfunktionen einer su(2)-wertigen 1-Form auf
Σ. Dieser 1-Form l¨ aßt sich eindeutig ein Zusammenhang auf einem Haupt-
faserb¨ undel P(Σ,SU(2)) zuordnen. Dies geht, da jedes Hauptfaserb¨ undel
mit Strukturgruppe SU(2) ¨ uber einer dreidimensionalen Mannigfaltigkeit
trivial ist, siehe Bem. 2.16). Die Ai
a und Ea
i sind kanonisch konjugierte Va-
riablen. Die Ai
a sind dabei die Konﬁgurationsvariablen, die Ea
i die konju-
gierten Impulse. Seien x,y ∈ Σ. Es gelten folgende Beziehungen f¨ ur die
27Poisson-Klammer:
{Ai
a(x),A
j
b(y)} = 0
{Ea
i (x),Eb
j(y)} = 0
{Ai
a(x),Eb
j(y)} = 8πGNδb
aδi
jδ3(x,y),
wobei GN die Newtonsche Gravitationskonstante ist. Durch diese Wahl der
Variablen hat man f¨ ur reelles β eine neue SU(2)-Symmetrie in der Theorie,
die auch einen neuen Constraint erzeugt (Gi ≡ ∇aEa
i = 0). Man kann diese
SU(2)-Eichfreiheit mit der M¨ oglichkeit, in jedem Punkt von Σ ein anderes
dreidimensionales Koordinatensystem zu w¨ ahlen, in Verbindung bringen.
Durch diese Wahl der Variablen wird die Allgemeine Relativit¨ at for-
mal sehr viel ¨ ahnlicher zu den Yang-Mills-Theorien. In beiden Theorien
spielen Zusammenh¨ ange die Rolle von Konﬁgurationsvariablen. Zwei Zu-
sammenh¨ ange, die durch eine Eichtransformation auseinander hervorgehen,
sollen wie ¨ ublich physikalisch nicht unterschieden werden. Dadurch wird
man auf A/G, den Raum der Zusammenh¨ ange modulo Eichtransformatio-
nen, als klassischen Konﬁgurationsraum gef¨ uhrt. Dies ist gleichzeitig auch
der Konﬁgurationsraum der SU(2)-Yang-Mills-Theorie. Die in der Allgemei-
nen Relativit¨ at geforderte Invarianz gegen Diﬀeomorphismen der Raumzeit
(vierdimensionale Kovarianz) bleibt unber¨ uhrt. Diese kann man als ”¨ auße-
re” Symmetrie betrachten, w¨ ahrend die SU(2)-Eichfreiheit in dieser Form
der ART und die Eichfreiheiten in den Yang-Mills-Theorien (Invarianz ge-
gen¨ uber lokalen U(1)- oder SU(n)-Transformationen, n ≥ 2) ”innere” Sym-
metrien sind.
An dieser Stelle bietet sich die Anmerkung zum unterschiedlichen Ge-
brauch der Begriﬀe ”lokal” und ”global” in der mathematischen und der
physikalischen Literatur an. Eine von Ort zu Ort variierende, aber auf der
ganzen Mannigfaltigkeit deﬁnierte (Eich-)Transformation wird in der Physik
als lokale Transformation bezeichnet. Da diese Transformation aber auf der
ganzen Mannigfaltigkeit deﬁniert ist, spricht ein Mathematiker hier von ei-
ner global deﬁnierten Transformation. Unter einer globalen Transformation
hingegen versteht man in der Mathematik meist eine von Ort zu Ort variie-
rende, auf der ganzen Mannigfaltigkeit wirkende Transformation, w¨ ahrend
eine lokale Transformation in der Mathematik bedeutet, daß diese Trans-
formation nur auf einem Teil der Mannigfaltigkeit, in der Regel lokal in
der N¨ ahe eines Punktes, deﬁniert ist. Im folgenden wird die mathematische
Sprechweise benutzt.
28Bei der Wahl der Zusammenh¨ ange als Konﬁgurationsvariablen verbleibt
der Nachteil, daß die Zusammenh¨ ange keine eichinvarianten Gr¨ oßen sind.
Statt der Zusammenh¨ ange selbst kann man die sogenannten Wilson-Loop-
Funktionen betrachten. Diese Funktionen auf dem Raum der Zusammenh¨ ange
weisen einem Zusammenhang die Spur der Holonomie entlang eines geschlos-
senen Pfades (Loops) durch die Mannigfaltigkeit zu, siehe Kapitel 2.C. Die
Wilson-Loop-Funktionen sind eichinvariante Gr¨ oßen. Es gibt verschiedene
Rekonstruktions-Theoreme, die zeigen, daß man aus der Menge der Spu-
ren der Holonomien die Eich¨ aquivalenzklasse des zugeh¨ origen Zusammen-
hangs wieder erschließen kann. Die mathematisch saubersten Arbeiten sind
[Tel69a, Tel69b]. Die st¨ uckweise analytischen Loops, die wir verwenden wer-
den, bilden eine gute Familie im Sinne dieser Arbeiten und reichen zur Re-
konstruktion aus. Deshalb bietet sich die Wahl der Wilson-Loop-Funktionen
als Konﬁgurationsvariablen an.
Die hier verfolgte Strategie zur Konstruktion einer Quantentheorie be-
steht also nicht darin, eine bestimmte Eichung willk¨ urlich festzulegen und
dann zu quantisieren, sondern vor der Quantisierung zu eichinvarianten
Gr¨ oßen ¨ uberzugehen und anschließend zu versuchen, zugeh¨ orige Operatoren
zu ﬁnden. In dieser Arbeit beschr¨ anken wir uns außerdem darauf, die Kon-
ﬁgurationsvariablen zu betrachten. Dies sind die Wilson-Loop-Funktionen.
Die Betrachtung der Konﬁgurationsvariablen reicht aus, um einen Hilber-
traum f¨ ur die Theorie zu konstruieren. Dieser ist zun¨ achst ein Hilfsob-
jekt, da die Constraints noch nicht implementiert sind. Nicht alle Elemente
des (noch zu konstruierenden) Hilbertraums entsprechen also physikalischen
Zust¨ anden, sondern nur solche, die von allen Constraints annulliert werden.
Die Constraints selbst m¨ ussen nat¨ urlich zun¨ achst von ihrer klassischen Form
in Quanten-Constraints ¨ ubersetzt werden.
In der vorliegenden Arbeit wird aber ausschließlich der kinematische
Rahmen der Theorie vorgestellt. Die Dynamik der Theorie, die in den Cons-
traints kodiert ist, wird nicht das Thema sein. Dieses Vorgehen entspricht
der historischen Entwicklung, siehe insbesondere [AshIsh92, AshLew94, As-
hLew95]. Der SU(2)-Constraint, der durch die Ashtekar-Variablen neu in
die Theorie kommt, ist durch die Wahl der eichinvarianten Wilson-Loop-
Funktionen als Konﬁgurationsvariablen automatisch erf¨ ullt. Obgleich diese
Einschr¨ ankung zun¨ achst als Nachteil erscheinen mag, ergibt sich eine ¨ außerst
interessante Situation: dieser allgemein gehaltene Ansatz besitzt sowohl f¨ ur
die ART als auch f¨ ur die Yang-Mills-Theorien G¨ ultigkeit. Eben weil auf
29einer fundamentalen Ebene der Konstruktion angesetzt wird, lassen sich
die ¨ Ahnlichkeiten beider Theorien ausnutzen. Der Apparat l¨ aßt sich auf
U(n), SU(n) oder andere kompakte Gruppen verallgemeinern. An geeigne-
ter Stelle in der Arbeit ﬁnden sich Anmerkungen hierzu.
2.2 Loops, Holonomie und Loop-Zerlegung
Es werden die grundlegenden Deﬁnitionen zu Loops und Holonomien gege-
ben. Die Hoop-Gruppe HG der st¨ uckweise analytischen Hoops wird deﬁniert.
Die unterschiedlichen Sprechweisen in Physik und Mathematik (Vektorpo-
tentiale bzw. Zusammenh¨ ange) werden erl¨ autert. In Lemma 2.12 wird das
Verh¨ altnis zwischen der d¨ unnen und der Holonomie-¨ Aquivalenz von Loops
gekl¨ art. Dieser Beweis ist unseres Wissens neu. Das wichtige Lemma 2.14
stellt den Algorithmus der Loop-Zerlegung vor. Die Bedeutung der st¨ uckwei-
se analytischen Loops wird dargestellt. Diese Klasse von Loops ist besonders
angenehm, weil die Loops gut kontrollierbare ¨ Uberschneidungseigenschaften
haben. Der Satz 2.17 ist zentral f¨ ur alles weitere. Er zeigt, daß man zu n
beliebigen unabh¨ angigen Hoops und n beliebig vorgegebenen Gruppenele-
menten immer einen Zusammenhang ﬁnden kann, so daß die Holonomien
entlang der Hoops bez¨ uglich dieses Zusammenhangs die Gruppenelemente
ergeben. Wir konnten diesen Beweis straﬀen und deutlich verallgemeinern.
Def 2.1.: Ein Loop in M zum Basispunkt x ist eine st¨ uckweise diﬀeren-
zierbare Kurve
α : [0,1] → M
mit α(0) = α(1) = x, x ∈ M. Die Menge der Loops zum Basispunkt x wird
mit Lx notiert.
Def. 2.2: Der konstante Loop in x ist die konstante Abbildung
x0 : [0,1] → x, x ∈ M.
Def. 2.3: Seien α,β zwei Loops zum Basispunkt x. Die Verkn¨ upfung
(das Produkt) β ◦ α : [0,1] → M ist der Loop
(β ◦ α)(t) =

α(2t) f¨ ur t ∈ [0, 1
2]
β(2t − 1) f¨ ur t ∈ [1
2,1]
.
Oft schreibt man nur βα statt β ◦ α.
30Es handelt sich bei β◦α also nicht um die Hintereinanderausf¨ uhrung von
Abbildungen, sondern um das ”Aneinanderh¨ angen von Kurvenst¨ ucken”.
Def. 2.4: Sei α ein Loop in M zum Basispunkt x. Der r¨ uckw¨ arts durch-
laufene Loop α−1 ist deﬁniert als:
α−1 : [0,1] → M, α−1(t) := α(1 − t).
Man nennt α−1 auch den inversen Loop, die Menge Lx der Loops zum Ba-
sispunkt x ist jedoch keine Gruppe, da α ◦ α−1 6= x0.
Def 2.5: Zwei Loops α,β ∈ Lx heißen r-¨ aquivalent, wenn es eine orien-
tierungserhaltende Reparametrisierung gibt, die α in β ¨ uberf¨ uhrt, d.h. eine
st¨ uckweise C∞-Abbildung
φ : [0,1] → [0,1]
mit φ(0) = 0 und φ(1) = 1, so daß β(t) = α(φ(t)) und φ0(t) > 0 f¨ ur
alle t ∈ [0,1]. Eine ¨ Aquivalenzklasse [α]r heißt ein unparametrisierter Loop.
Die Menge der ¨ Aquivalenzklassen Lx/ ∼r ist eine Halbgruppe, weil die Ver-
kn¨ upfung von unparametrisierten Loops assoziativ ist.
Def. 2.6: Seien β1,...,βm Loops mit gemeinsamem Basispunkt. β1,...,βm
heißen unabh¨ angig, falls jeder Loop βi ein oﬀenes Kurvenst¨ uck enth¨ alt, das
er selbst nur einmal durchl¨ auft und das von allen anderen βj, j 6= i in
h¨ ochstens endlich vielen Punkten getroﬀen wird. Sonst heißen diese Loops
abh¨ angig.
Auch ein einzelner Loop kann abh¨ angig sein, z.B. wenn die Kurve dop-
pelt durchlaufen ist.
Bem. 2.7: Sei G eine lineare Lie-Gruppe, d.h. eine abgeschlossene Unter-
gruppe einer GL(n,C), und sei ρ : G → GL(n,C) die Darstellung durch Ein-
bettung. Sei A ein Zusammenhang auf einem Hauptfaserb¨ undel (P,π,M,G)
mit Strukturgruppe G ¨ uber M und α : [0,1] → M eine diﬀerenzierbare
Kurve. Sei ω die Zusammenhangs-1-Form, also eine g-wertige 1-Form auf
P, wobei g die Lie-Algebra der Lie-Gruppe G ist. Sei U ⊂ M eine oﬀene
Menge, ¨ uber der das B¨ undel trivial ist und θU : π−1(U) → U × G eine Tri-
vialisierung. θU deﬁniert durch σU(x) := θ−1
U (x,e) einen lokalen Schnitt des
B¨ undels. Durch ωU := σ∗
Uω erh¨ alt man eine g-wertige 1-Form auf U. Man
hat AU = dρ(ωU) als lokalen Ausdruck auf U, aber da angenommen war,
31daß ρ die Darstellung durch Einbettung ist, kann man o.B.d.A. AU = ωU
setzen. Falls das B¨ undel trivial ist, kann man U = M w¨ ahlen und erh¨ alt
somit AM = ω, d.h. bei trivialen B¨ undeln kann man Zusammenhangs-1-
Formen mit g-wertigen 1-Formen auf der Basismannigfaltigkeit M identi-
ﬁzieren. Die lokalen Ausdr¨ ucke AU sind in der Physik als Vektorpotentiale
bekannt. In dieser Betrachtungsweise entspricht eine Eichtransformation ei-
ner C∞-Abbildung ϕ : M → G.
Def. 2.8: Die Holonomie entlang von α bez¨ uglich A ist deﬁniert durch
das pfadgeordnete Exponential
H(α,A) := P exp(−
Z 1
0
AU(α(t))˙ α(t) dt).
Bem. 2.9: 1) Die Holonomie liefert ein Element der Strukturgruppe.
2) F¨ ur geschlossene Kurven ist die Holonomie eine Abbildung von der Faser
¨ uber dem Basispunkt in sich.
3) Sei die fundamentale Darstellung der Strukturgruppe G durch n × n-
Matrizen gegeben. Man betrachte das zu P assoziierte Vektorb¨ undel, dessen
typische Faser ein n-dimensionaler Vektorraum (Rn oder Cn) ist, auf dem G
durch diese Darstellung wirkt. Nun kann man die Holonomie als Abbildung
von der Faser ¨ uber α(0) in die Faser ¨ uber α(1) auﬀassen. Diese Abbildung
ist der Paralleltransport l¨ angs α.
Def. 2.10: Zwei Loops α,β heißen holonomie-¨ aquivalent, falls
H(α,A) = H(β,A) ∀A ∈ A.
Die ¨ Aquivalenzklassen nennt man Hoops und notiert sie mit einer Tilde:
˜ α. Die Hoops bilden eine Gruppe. Die Verkn¨ upfung ist die Hintereinander-
durchlaufung, das Inverse eines Hoops ist der r¨ uckw¨ arts durchlaufene Hoop
und das neutrale Element ˜ x0 ist die ¨ Aquivalenzklasse des konstanten Loops.
Als Hoop-Gruppe HG wird die Untergruppe der Gruppe aller Hoops zu ei-
nem festen Basispunkt x ∈ Σ bezeichnet, deren Bilder in Σ liegen und deren
Elemente st¨ uckweise analytisch sind.
Diese Deﬁnition der Hoop-Gruppe ist in der Literatur ¨ ublich, man ver-
gleiche die grundlegende Ver¨ oﬀentlichung [AshLew94]. Wie man sp¨ ater se-
hen wird, r¨ uhrt diese Einschr¨ ankung auf analytische Hoops daher, daß sie
angenehme ¨ Uberschneidungseigenschaften haben. Dadurch werden zentrale
Beweise erst m¨ oglich. Man hat somit aber keine allgemeinen C∞-Kurven,
32und wenn in Kapitel 5.C die Wirkung von Diﬀeomorphismen der Mannig-
faltigkeit, in der die Hoops liegen, betrachtet wird, kann man zun¨ achst
nur analytische Diﬀeomorphismen heranziehen (und nicht beliebige C∞-
Diﬀeomorphis-men), um die angegebene Klasse von Hoops nicht zu ver-
lassen. Wir gehen in Kapitel 5.C detailliert auf die Unterschiede zwischen
analytischen und beliebigen C∞-Diﬀeomorphismen ein. Hat man nur ana-
lytische Diﬀeomorphismen zur Verf¨ ugung, so kann man zum Beispiel keine
”lokalen” Transformationen erzeugen, sprich Diﬀeomorphismen, die außer-
halb eines Kompaktums die Identit¨ at darstellen. Ein solcher Diﬀeomorphis-
mus stimmt auf einer oﬀenen nichtleeren Menge mit der Identit¨ at ¨ uberein,
und jeder analytische Diﬀeomorphismus, f¨ ur den dies gilt, ist bereits die
Identit¨ at, s. Diskussion in Unterabschnitt 5.C.2. In diesem Abschnitt ma-
chen wir einen Vorschlag zur Erweiterung des Formalismus auf beliebige
C∞-Diﬀeomorphismen.
Def. 2.11: Zwei Loops α,β heißen d¨ unn ¨ aquivalent, falls α und β sich
nur durch eine orientierungserhaltende Reparametrisierung und durch Kur-
venst¨ ucke der Art δ−1 ◦ δ unterscheiden.
In der Literatur gibt es immer wieder die Vermutung, daß die beiden
Begriﬀe der Holonomie- und der d¨ unnen ¨ Aquivalenz gleichwertig seien. Ein
Beweis ﬁndet sich aber nicht, deswegen soll das folgende Lemma die Si-
tuation kl¨ aren. Insbesondere zeigt es, daß die beiden ¨ Aquivalenzbegriﬀe
nur f¨ ur nicht-abelsche Strukturgruppen, bez¨ uglich derer die B¨ undel, Zusam-
menh¨ ange und Holonomien deﬁniert sind, gleich sind.
Lemma 2.12: F¨ ur abelsche Strukturgruppen sind die ¨ Aquivalenzklassen
der Holonomie-¨ Aquivalenz gr¨ oßer als die der d¨ unnen ¨ Aquivalenz, f¨ ur nicht-
abelsche Strukturgruppen sind sie gleich, d.h. hier sind zwei Loops genau
dann holonomie-¨ aquivalent, wenn sie d¨ unn ¨ aquivalent sind.
Bew.: Es sind wohlbekannte Eigenschaften der Holonomie-Abbildung,
daß sie invariant gegen eine orientierungserhaltende Reparametrisierung der
Kurve ist und daß gilt
H(δ−1 ◦ δ,A) = H(δ−1,A)H(δ,A) = H(δ,A)−1H(δ,A) = e ∀A ∈ A.
Dabei ist A die Menge der Zusammenh¨ ange auf einem Hauptfaserb¨ undel mit
der gew¨ ahlten Strukturgruppe. Deswegen impliziert die d¨ unne ¨ Aquivalenz
von Loops die Holonomie-¨ Aquivalenz.
33Seien umgekehrt α,β holonomie-¨ aquivalente Loops, d.h.
H(α,A) = H(β,A) ∀A ∈ A
⇔ H(α ◦ β−1,A) = e ∀A ∈ A.
Sei γ := α ◦ β−1. γ ist also holonomie-¨ aquivalent zum konstanten Loop.
Zun¨ achst ¨ uberlegt man sich, daß jedes Kurvenst¨ uck von γ in beiden Rich-
tungen gleich h¨ auﬁg durchlaufen werden muß, damit obige Forderung erf¨ ullt
werden kann. Andernfalls gibt es ein Kurvenst¨ uck, das in der einen Rich-
tung h¨ auﬁger durchlaufen wird als in der anderen. Man w¨ ahle einen Zu-
sammenhang ω so, daß sich der Tr¨ ager von ω mit diesem Kurvenst¨ uck auf
einem Intervall ¨ uberschneidet, mit den ¨ ubrigen Kurvenst¨ ucken aber nicht.
Zur Holonomie tragen also nur die Durchlaufungen dieses Kurvenst¨ ucks bei.
Es gibt Zusammenh¨ ange, bei denen die Holonomie bei Durchlaufung die-
ses Kurvenst¨ ucks nicht das neutrale Element liefert, also kann ein solches γ
nicht holonomie-¨ aquivalent zum konstanten Loop sein.
1. Fall: Abelsche Strukturgruppen
Im abelschen Fall gibt es Loops, die holonomie-¨ aquivalent zum konstan-
ten Loop sind, aber nicht d¨ unn ¨ aquivalent. Ein Beispiel ist der Loop in Abb.
11, der folgendermaßen zu lesen ist: Man geht zun¨ achst auf α,β und γ in
den angegebenen Richtungen, danach auf α,β und γ r¨ uckw¨ arts. Man erh¨ alt
einen Loop, der nur Kurvenst¨ ucke enth¨ alt, die vorw¨ arts und r¨ uckw¨ arts je
einmal durchlaufen werden, der aber nicht d¨ unn ¨ aquivalent zum konstanten
Loop ist. Seien gα(ω) := H(α,ω), gβ(ω) := H(β,ω), gγ(ω) := H(γ,ω). Man
erh¨ alt f¨ ur die Holonomie des gesamten Loops
H(γ−1 ◦ β−1 ◦ α−1 ◦ γ ◦ β ◦ α,ω) = gγ−1gβ−1gα−1gγgβgα
= gγ−1gγgβ−1gβgα−1gα
= e ∀ω ∈ A,
wobei im zweiten Schritt die Kommutativit¨ at der Gruppe ausgenutzt wurde.
2. Fall: Nicht-abelsche Strukturgruppen
Sei γ so, daß gilt H(γ,ω) = e ∀ω ∈ A. Dann gibt es γ1,γ2 mit γ1γ2 =
γ, H(γ1,ω) = g(ω), H(γ2,ω) = g(ω)−1. γ1 und γ2 h¨ angen von ω ab. Sei γ0
1
der Loop, der aus γ1 ensteht, wenn man alle Teilkurven der Gestalt δ−1 ◦ δ
entfernt hat. γ0
1 ist sowohl holonomie- (wegen H(δ−1 ◦ δ,A) = e) als auch
1Siehe Datei Abb1.gif
34d¨ unn ¨ aquivalent zu γ1. Analog sei γ0
2 deﬁniert. Sei
γ0
1 = γ11 ◦ ... ◦ γ1n.
Nach der Bemerkung oben ist γ0
2 eine Verkn¨ upfung der Teilkurven γ−1
11 ,...,γ−1
1n,
weil jedes Kurvenst¨ uck von γ0
1 auch r¨ uckw¨ arts durchlaufen werden muß. Die
Behauptung ist nun, das bei nicht-abelschen Strukturgruppen gelten muß
γ0
2 = γ−1
1n ◦ γ−1
1(n−1) ◦ ... ◦ γ−1
11 ,
d.h. γ0
1 ◦ γ0
2 ist d¨ unn ¨ aquivalent zum konstanten Loop.
Dies sieht man wie folgt: Sei gi(ω) := H(γ1i,ω), i = 1,...n. Falls γ0
2 nicht
die obige Gestalt hat, so gilt
H(γ0
1,ω) = g1(ω)...gn(ω) =: g,
H(γ0
2,ω) = g−1
P(n)(ω)...g−1
P(1)(ω) =: g0,
wobei P : {1,...,n} → {1,...,n} eine Permutation ist, die nicht die Identit¨ at
darstellt. Wegen der Nichtkommutativit¨ at der Strukturgruppe ist g0 im allge-
meinen nicht das Inverse von g. Daher gilt, daß H(γ,ω) = H(γ0
1◦γ0
2,ω) = gg0
nicht f¨ ur alle Zusammenh¨ ange ω ∈ A gleich e ist. Dies ist ein Widerspruch
zur Annahme H(γ,ω) = e ∀ω ∈ A. γ0
1 ◦ γ0
2 ist also d¨ unn ¨ aquivalent zum
konstanten Loop. Da gilt γ0
1◦γ0
2 ∼t γ1◦γ2 = γ = α◦β−1, bedeutet das, daß
aus der Holonomie-¨ Aquivalenz von α und β die d¨ unne ¨ Aquivalenz folgt.

Im Fall nicht-abelscher Gruppen stimmen nach dem eben bewiesenen
Satz die Begriﬀe der d¨ unnen und der Holonomie-¨ Aquivalenz ¨ uberein. Da
die Deﬁnition der d¨ unnen ¨ Aquivalenz keinen Bezug auf irgendeine Gruppe
nimmt, bedeutet das, daß die Holonomie-¨ Aquivalenz unabh¨ angig von der
Gruppe ist, bez¨ uglich derer das B¨ undel, der Zusammenhang und die Ho-
lonomie deﬁniert sind. Es gibt somit f¨ ur nicht-abelsche Gruppen nur eine
Hoop-Gruppe HG.
Def. 2.13: Seien ˜ β1,..., ˜ βm Hoops mit gemeinsamem Basispunkt. ˜ β1,...,
˜ βm heißen unabh¨ angig, wenn es unabh¨ angige Repr¨ asentanten β1,...,βm gibt.
St¨ uckweise analytische Hoops sind solche, die sich in eine Potenzreihe
entwickeln lassen. Sie k¨ onnen sich nur auf einfache Weise ¨ uberschneiden.
35Das liegt am Identit¨ atssatz f¨ ur Potenzreihen: Zu jeder endlichdimensionalen
diﬀerenzierbaren Mannigfaltigkeit M gibt es einen reell-analytischen Atlas.
Betrachtet man nun eine analytische Kurve α : [0,1] → U, U ⊂ M und
das Bild von α unter einer Kartenabbildung ϕ : U → R, so hat man in der
Zusammensetzung eine analytische Abbildung ψ : [0,1] → R. Jede andere
analytische Kurve, die unendlich viele gemeinsame Punkte mit α hat, ist
aufgrund des Identit¨ atssatzes f¨ ur Potenzreihen identisch mit α, da sich die
gemeinsamen Punkte an wenigstens einer Stelle h¨ aufen m¨ ussen.
Betrachtet man nun st¨ uckweise analytische Hoops, so k¨ onnen diese auf
einem St¨ uck entweder ¨ ubereinstimmen oder sich in h¨ ochstens endlich vielen
Punkten ¨ uberschneiden.
Lemma 2.14 (Loop-Zerlegung): Zu jeder endlichen Menge {˜ β1,..., ˜ βm}
von st¨ uckweise analytischen Hoops gibt es eine endliche Menge {˜ γ1,..., ˜ γn}
von unabh¨ angigen st¨ uckweise analytischen Hoops, so daß sich alle ˜ βi als
Worte in den ˜ γj und ihren Inversen darstellen lassen.
Bew.: Es wird ein Algorithmus dargestellt, der aus der Menge {˜ β1,..., ˜ βm}
die Menge {˜ γ1,..., ˜ γn} erzeugt. Man w¨ ahlt zun¨ achst zu den ˜ β1,..., ˜ βm Re-
pr¨ asentanten β1,...,βm, die keine Teilkurven der Gestalt δ−1 ◦ δ (”Sta-
cheln”) enthalten. Im gemeinsamen Bild der β1,...,βm werden jetzt be-
stimmte Punkte ausgezeichnet, die man Vertizes nennt. Als ersten Vertex v1
nimmt man den gemeinsamen Basispunkt x der βi, v1 := x. Gibt es im ge-
meinsamen Bild der Kurven n-fach und m-fach durchlaufene Kurvenst¨ ucke,
n 6= m, so seien die weiteren Vertizes die Punkte, an denen die n- und m-fach
durchlaufenen Kurvenst¨ ucke aneinanderstoßen. Dabei ist es unerheblich, ob
ein Loop dasselbe St¨ uck mehrfach durchl¨ auft oder mehrere Loops zur Zahl
der Durchlaufungen des Kurvenst¨ ucks beitragen. Vertizes markieren also die
Punkte, an denen Kurvenst¨ ucke mit einer konstanten Zahl von Durchlau-
fungen beginnen oder enden.
Die von den Vertizes markierten Kurvenst¨ ucke ej (in einfacher Durchlau-
fung und beliebig gew¨ ahlter Orientierung) heißen Kanten. Zu jeder Kante
geh¨ oren somit zwei Vertizes, ihr Anfangs- und ihr Endpunkt. An dieser Stelle
kommt die st¨ uckweise Analytizit¨ at der Hoops ins Spiel, die daf¨ ur sorgt, daß
je zwei Repr¨ asentanten entweder ein gemeinsames St¨ uck durchlaufen oder
sich in h¨ ochstens endlich vielen Punkten treﬀen. Da die Zahl der gemeinsam
durchlaufenen St¨ ucke ebenfalls endlich ist, ist auch die Zahl der Vertizes
endlich.
36Sei {v1,...,vr} die Menge der Vertizes. Sie ist wegen v1 = x nicht leer. Sei εv1
der konstante Loop. Zu vj, 2 ≤ j ≤ r w¨ ahlt man nun jeweils eine analyti-
sche Kurve εvj, die x mit vj verbindet und dabei alle βi in h¨ ochstens endlich
vielen Punkten triﬀt. Sei {e1,...,en} die Menge der Kanten. F¨ ur die k-te
Kante ek sei va(k) der Startpunkt und ve(k) der Endpunkt. Man deﬁniert:
γk := ε−1
ve(k) ◦ ek ◦ εva(k), 1 ≤ k ≤ n
Diese Loops sind unabh¨ angig: Der Loop γk enth¨ alt die Kante ek, die ein-
fach durchlaufen wird und von allen anderen γj (genauer: von allen εv) in
h¨ ochstens endlich vielen Punkten getroﬀen wird. Bildet man die zugeh¨ origen
¨ Aquivalenzklassen, so erh¨ alt man die Menge {˜ γ1,..., ˜ γn} von unabh¨ angigen
Hoops. Es ist zu zeigen, daß alle Hoops ˜ βi sich als Worte in den ˜ γk und
ihren Inversen darstellen lassen. Man betrachte wieder die Repr¨ asentanten
βi, die keine Teilkurven der Gestalt δ−1 ◦ δ enthalten. Auf jedem βi lie-
gen ein oder mehrere Vertizes. Ausgehend vom Vertex v1 = x bewegt man
sich in Durchlaufungsrichtung bis zum n¨ achsten Vertex vp, der auf βi liegt.
Diese Teilkurve ist oﬀensichtlich eine Kante ek oder die Inverse e−1
k einer
Kante. Von dort l¨ auft man auf ε−1
vp zur¨ uck nach x. Der soeben beschriebe-
ne Loop ist ¨ aquivalent zu einem der oben deﬁnierten Loops, n¨ amlich γk,
oder zum inversen Loop γ−1
k . Als n¨ achstes l¨ auft man von x auf εvp wie-
der zum Vertex vp, dann von vp auf βi weiter auf der Kante el (oder e−1
l )
bis zum n¨ achsten Vertex vq, der auf βi liegt, und von dort auf ε−1
vq zur¨ uck
nach x. Der beschriebene Loop ist γl (oder γ−1
l ). Man f¨ ahrt in dieser Art
fort, bis die zuletzt durchlaufene Kante wieder den Basispunkt x erreicht
(bei n-facher Durchlaufung des Basispunkts zum n-ten Mal erreicht). Die
durchlaufenen Kanten ergeben zusammengesetzt βi. Zwischen den Durch-
laufungen der Kanten l¨ auft man vom Vertex, der den Endpunkt der einen
Kante bildet, zum Basispunkt, und dann wieder vom Basispunkt zum sel-
ben Vertex, der gleichzeitig der Anfangspunkt der n¨ achsten Kante ist. Diese
Teilkurven haben also die Gestalt δ−1 ◦ δ. Damit ist klar, daß βi und die
Vern¨ upfung der oben beschriebenen Loops in der selben ¨ Aquivalenzklasse
liegen. Die oben beschriebenen Loops sind wiederum ¨ aquivalent zu den γj
und ihren Inversen, so daß sich der Hoop ˜ βi aus den Hoops ˜ γj und ihren
Inversen zusammensetzen l¨ aßt. 
Bem. 2.15: Es ist f¨ ur den vorgestellten Algorithmus allein ausschlagge-
bend, daß die vorgegebenen Hoops sich nur auf die beschriebene einfache
Weise ¨ uberschneiden. Bei beliebigen st¨ uckweise analytischen Hoops ist das
37immer der Fall. Man k¨ onnte aber auch andere Arten von Hoops, insbe-
sondere st¨ uckweise C∞-Kurven, betrachten, wenn man voraussetzt, daß sie
die angenehmen ¨ Uberschneidungseigenschaften analytischer Hoops haben.
(Im allgemeinen ist das nicht der Fall, zwei C∞-Kurven k¨ onnen sich z.B.
auf einer Cantor-Menge ¨ uberschneiden.) Wir werden uns aber zun¨ achst auf
st¨ uckweise analytische Hoops beschr¨ anken. In Kapitel 5 wird die Betrach-
tung ausgeweitet.
Bem. 2.16: Jedes Hauptfaserb¨ undel ¨ uber einer dreidimensionalen Man-
nigfaltigkeit mit einer Lie-Gruppe als Strukturgruppe ist trivial. Dies folgt
aus allgemeinen ¨ Uberlegungen in der Homotopie-Theorie, s. [Ish84], S. 1085.
Insbesondere ist jedes Hauptfaserb¨ undel mit Strukturgruppe SU(2) ¨ uber ei-
ner dreidimensionalen Mannigfaltigkeit trivial. Daher l¨ aßt sich ¨ uber eine
Trivialisierung jeder Zusammenhangs-1-Form auf dem B¨ undel eine 1-Form
A := ωi ⊗ Xi ∈ Ω1(Σ) ⊗ su(2)
zuordnen. Man identiﬁziert somit A mit dem Raum der su(2)-wertigen 1-
Formen auf der Basismannigfaltigkeit Σ (s. auch Bemerkung 2.7).
Nach dieser Bemerkung k¨ onnen wir einen Zusammenhang A auch als
su(2)-wertige 1-Form auf Σ betrachten. In der Physik ist das die ¨ ubliche
Sichtweise. W¨ ahrend ein Zusammenhang als 1-Form mit bestimmten Eigen-
schaften auf dem Totalraum eines Hauptfaserb¨ undels deﬁniert ist, sind die
in der Physik gebr¨ auchlichen Vektorpotentiale auf der Basismannigfaltig-
keit deﬁniert. Ist das B¨ undel nicht trivial, so gibt es kein global (d.h. auf
der ganzen Basismannigfaltigkeit) deﬁniertes Vektorpotential. Im Fall eines
SU(2)-Hauptfaserb¨ undels ¨ uber einer dreidimensionalen Mannigfaltigkeit hat
man aber gerade die angenehme Eigenschaft, daß das B¨ undel immer trivial
ist, so daß man statt der Zusammenhangs-1-Form auf dem Totalraum das
zugeh¨ orige Vektorpotential auf der Basismannigfaltigkeit Σ betrachten kann.
Der folgende Satz ist zentral f¨ ur alle weiteren Konstruktionen. Er wird
hier in deutlich gr¨ oßerer Allgemeinheit formuliert als bisher in der Literatur,
vgl. die Form in [AshLew94].
Satz 2.17: Seien ˜ β1,..., ˜ βn beliebige unabh¨ angige Hoops in einer Man-
nigfaltigkeit M beliebiger Dimension und g1,...,gn ∈ G, wobei G eine Grup-
pe ist, deren zugeh¨ orige Exponentialabbildung von der Lie-Algebra g in die
Gruppe G surjektiv ist. Sei AG die Menge der Zusammenh¨ ange auf einem
38Hauptfaserb¨ undel P(M,G). Dann gibt es ein A ∈ AG, so daß
H(βi,A) = gi ∀ i = 1,...,n.
Bew.: Seien β1,...,βn Repr¨ asentanten der ˜ β1,..., ˜ βn, die keine Teilkurven
der Gestalt δ−1◦δ enthalten. Nach Voraussetzung enth¨ alt jeder Loop βi ein
oﬀenes nichtleeres, einmal durchlaufenes Kurvenst¨ uck βi
i, so daß im βi
i ∩
im β
j
j = ∅ f¨ ur i 6= j. Sei im βi
i ⊆ Ui, wobei Ui ⊂ M eine oﬀene Menge ist,
¨ uber der das B¨ undel trivial ist (gegebenenfalls muß man βi
i einschr¨ anken),
und Ui∩Uj = ∅ f¨ ur i 6= j. Zu jedem Ui w¨ ahlt man eine 1-Form ωi ∈ Ω1(M),
die auf im βi
i nicht verschwindet und deren Tr¨ ager ganz in Ui enthalten ist.
Sei Xi ∈ g. Man deﬁniert Ai = ωi ⊗ Xi. (Dabei ist keine Summation ¨ uber i
impliziert, i hat jeweils einen festen Wert.) Dann gilt
H(βi,Ai) = exp((
Z
βi
ωi)Xi),
wobei
R
βi ωi 6= 0 nach Voraussetzung. Das pfadgeordnete Exponential wird
hier zu einem gew¨ ohnlichen Exponential, da Xi fest ist und Ai somit Werte
in einem eindimensionalen Unterraum von g hat. Daher vertauschen Ai(t)
und Ai(t0). Da weiter vorausgesetzt wurde, daß die Exponentialabbildung
surjektiv ist, gibt es ein Yi ∈ g, so daß gi = expYi. Man w¨ ahlt demnach ωi
und Xi so, daß gilt
Yi =
1 R
βi ωiXi.
Die so erhaltenen Ai (Vektorpotentiale) kann man immer zu einer Zusammen-
hangs-1-Form A auf dem Totalraum P des B¨ undels zusammenkleben, weil
die Tr¨ ager der Ai disjunkt sind und die Vertr¨ aglickeitsbedingungen somit
trivial erf¨ ullt werden. Oﬀensichtlich gilt H(βi,A) = gi wie gefordert.

Dieser Satz gilt f¨ ur alle Gruppen, deren Exponentialabbildung surjektiv
ist. Dazu geh¨ oren insbesondere kompakte zusammenh¨ angende Lie-Gruppen,
z.B. die Gruppen U(n) und SU(n) [Hoc65]. Damit sind alle Gruppen ab-
gedeckt, die in der Physik ¨ ublicherweise eine Rolle als Symmetriegruppe
spielen. Bei unseren weiteren Betrachtungen ist vor allem die SU(2) von
Bedeutung. Der Satz gilt aber auch f¨ ur nil-potente Gruppen und gewisse
nicht-kompakte Gruppen, z.B. die GL(n,C) (nicht aber die GL(n,R)).
392.3 Wilson-Loop-Funktionen und ihre Algebren
In diesem Abschnitt werden die Wilson-Loop-Funktionen eingef¨ uhrt. Ihre Ei-
chinvarianz wird gezeigt und die Mandelstam-Identit¨ aten werden erl¨ autert.
Von diesem Abschnitt an konzentrieren wir uns zun¨ achst auf die Eich-
gruppe SU(2), die durch die Wahl der Ashtekar-Variablen f¨ ur die Loop-
Quantengravitation vorgegeben ist. In Kapitel 4 wenden wir uns wieder
allgemeineren Gruppen zu. Der komplexe Vektorraum ¨ uber der Menge der
Wilson-Loop-Funktionen ist eine Algebra, die sogenannte Holonomie-Algebra
HA. Ihre Vervollst¨ andigung zu einer kommutativen C∗-Algebra C∗(HA) ist
das zentrale Objekt f¨ ur die weiteren Untersuchungen. C∗(HA) ist die Alge-
bra der klassischen Konﬁgurationsvariablen.
Def. 2.18: Sei A ein Zusammenhang auf einem Hauptfaserb¨ undel P mit
Strukturgruppe G ¨ uber M und α : [0,1] → M ein st¨ uckweise diﬀerenzierba-
rer Loop zum Basispunkt x. Dann heißt
Tα(A) :=
1
n
trH(α,A)
die Wilson-Loop-Funktion bez¨ uglich α und A. Dabei liefert die Holonomie
ein Element von G und die Spur ist in einer n-dimensionalen Matrixdarstel-
lung von G zu bilden.
Bem. 2.19: 1) Die Wilson-Loop-Funktionen sind invariant gegen¨ uber
Eichtransformationen: Sei a : P → G ein zu einer Eichtransformation φ :
P → P geh¨ origes Eichfeld. Das B¨ undel sei ¨ uber einer Umgebung des Basis-
punkts α(0) = α(1) des Loops α trivial. Sei σU : U → π−1(U) der zu einer
Trivialisierung θU geh¨ orige Schnitt. Man deﬁniert aU := a ◦ σU : U → G.
Dann gilt
H(α,A0) = aU(α(1))−1H(α,A)aU(α(0))
= g−1
0 H(α,A)g0,
wobei A0 der durch die Eichtransformation aus A hervorgegangene Zusam-
menhang ist und g0 = aU(α(0)). F¨ ur nicht-abelsche Gruppen ist die Holono-
mie keine eichinvariante Gr¨ oße, wohl aber ihre Spur bez¨ uglich einer Darstel-
lung der Gruppe G,
trH(α,A0) = trH(α,A).
2) Tα(A) h¨ angt nur vom Hoop ˜ α und der Eich¨ aqivalenzklasse ˜ A ∈ A/G
von A ab. Wir schreiben daher
T˜ α( ˜ A) : A/G → C, T˜ α( ˜ A) =
1
n
trH(α,A),
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Die Wilson-Loop-Funktionen sind nicht alle unabh¨ angig. Je nach Struk-
turgruppe des zugrunde liegenden B¨ undels ergeben sich bestimmte Bezie-
hungen zwischen den T˜ α, die Spuridentit¨ aten in der jeweiligen Struktur-
gruppe entsprechen. Wir werden uns jetzt auf den f¨ ur die Loop-Quantengra-
vitation wichtigen Fall G = SU(2) konzentrieren. Im folgenden ist SU(2)
die Strukturgruppe des betrachteten Hauptfaserb¨ undels, Zusammenh¨ ange
sind reelle SU(2)-Zusammenh¨ ange auf diesem B¨ undel usw. Die Spur in der
Wilson-Loop-Funktion ist zu bilden bez¨ uglich der Fundamentaldarstellung
von SU(2), der Vorfaktor 1
n wird zu 1
2.
Def. 2.20: Die Menge der Zusammenh¨ ange auf dem Hauptfaserb¨ undel
P(Σ,SU(2)) wird mit A bezeichnet, die Menge der Eich¨ aquivalenzklassen
von Zusammenh¨ angen mit A/G.
Die wichtigsten Beziehungen zwischen Wilson-Loop-Funktionen sind die
Mandelstam-Identit¨ aten [Man79, Lol93]. F¨ ur SU(2) in der Fundamentaldar-
stellung durch 2 × 2-Matrizen gibt es zwei solche Identit¨ aten:
T˜ αT˜ β =
1
2
(T˜ α˜ β + T
˜ α˜ β
−1), (1)
T˜ α = T˜ α−1. (2)
Man erh¨ alt diese nichtlinearen Beziehungen als Spur-Identit¨ aten von SU(2).
Allgemeiner gilt f¨ ur 2 × 2-Matrizen C,D mit detD = 1
trC trD = trCD + trCD−1
und
trD = trD−1,
wie man leicht ¨ uberpr¨ uft. Sei B eine SU(2)-Matrix in der Fundamentaldar-
stellung. B hat die Gestalt

a b
−b a

, daher gilt
|trB| = |a + a| = |2Re(a)| ≤ 2,
also ist
−1 ≤ T˜ α( ˜ A) ≤ 1 ∀˜ α ∈ HG, ˜ A ∈ A.
Die Wilson-Loop-Funktionen f¨ ur SU(2) sind also reellwertige, beschr¨ ankte
Funktionen auf A/G, dem Raum der Zusammenh¨ ange modulo Eichtrans-
formationen. Wegen der Mandelstam-Identit¨ at (1), die Geschlossenheit un-
ter der Multiplikation bedeutet, ist der C-Vektorraum ¨ uber der Menge der
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Def. 2.21: Die Holonomie-Algebra HA ist der komplexe Vektorraum
¨ uber der Menge der Wilson-Loop-Funktionen zu st¨ uckweise analytischen
Hoops. Durch
∗ : HA → HA, ∗(
X
i
aiT˜ αi) :=
X
i
aiT˜ αi
ist eine Involution auf HA erkl¨ art. Zusammen mit der Supremums-Norm hat
man eine normierte, involutive, kommutative Algebra beschr¨ ankter Funktio-
nen auf A/G. Sei C∗(HA) die Vervollst¨ andigung von HA in der Supremums-
norm. C∗(HA) ist eine kommutative C∗-Algebra mit Einselement und heißt
Ashtekar-Isham-Algebra.
Das Einselement in HA und C∗(HA) ist T˜ x0, die Wilson-Loop-Funktion
zum konstanten Hoop. Die Algebren HA und C∗(HA) sind die zentralen
Objekte f¨ ur die weiteren Betrachtungen. C∗(HA) ist die Algebra der klas-
sischen Konﬁgurationsvariablen. Obgleich HA von recht einfacher Struktur
ist, gilt das f¨ ur C∗(HA) ¨ uberhaupt nicht mehr. Der Vervollst¨ andigungspro-
zeß ergibt ein ¨ außerst kompliziertes Objekt, dessen n¨ ahere Untersuchung
einen großen Teil dieser Arbeit einnimmt. Man hat eine kommutative C∗-
Algebra, die eine Unteralgebra der C∗-Algebra Cb(A/G) ist, der Algebra der
beschr¨ ankten Funktionen auf A/G. Es ist nicht klar, ob C∗(HA) eine echte
Unteralgebra oder vielleicht schon ganz Cb(A/G) ist.
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3.1 Vor¨ uberlegungen
Der Ansatz zur Entwicklung einer Quantentheorie wird dargestellt. Die Basis
bildet die Ver¨ oﬀentlichung [AshIsh92]. Da man wegen des Fehlens eines fe-
sten Raumzeit-Hintergrunds nicht auf die Standardmethoden zur¨ uckgreifen
kann, werden Techniken aus der C∗-Algebren-Theorie herangezogen, insbe-
sondere der Gelfandsche Darstellungssatz.
Um zu einer Quantentheorie zu gelangen, sollen die klassischen Konﬁgu-
rationsoperatoren, also die Elemente von C∗(HA), durch beschr¨ ankte Ope-
ratoren auf einem geeigneten Hilbertraum dargestellt werden. Betrachtet
man die Einteilchen-Quantenmechanik in der Ortsdarstellung als einfaches
Beispiel, so hat man als Hilbertraum L2(R3,dµ), den Raum der quadratin-
tegrablen Funktionen (bez¨ uglich des Lebesgue-Maßes) ¨ uber dem klassischen
Konﬁgurationsraum R3. Die klassischen Konﬁgurationsvariablen, sprich die
Ortskoordinaten, wirken auf diesem Hilbertraum als multiplikative Operato-
ren. Diese sind allerdings nicht beschr¨ ankt. W¨ ahlt man jedoch eine kompakte
Mannigfaltigkeit wie Σ als klassischen Konﬁgurationsraum, so erh¨ alt man
auch beschr¨ ankte Operatoren.
Analog k¨ onnte man im hier gegebenen Fall erwarten, einen Hilbertraum
der Gestalt L2(A/G,dµA/G) ¨ uber dem Konﬁgurationsraum A/G der klassi-
schen Theorie zu erhalten. Die Wilson-Loop-Funktionen, die im Klassischen
die Konﬁgurationsvariablen sind, sollten als Multiplikatoren wirken. Das
Maß µA/G ist allerdings nicht a priori bekannt. Seine Konstruktion ist ei-
ne wesentliche Aufgabe. Das Maß erlaubt ¨ uberhaupt erst die Deﬁnition ei-
nes inneren Produktes und damit des Hilbertraums selbst. Dann erst kann
man auch ¨ uber Zust¨ ande sprechen. Aus der Allgemeinen Relativit¨ atstheorie
kommt eine weitere starke Forderung an das Maß: es soll invariant gegen¨ uber
Diﬀeomorphismen der Basismannigfaltigkeit sein. Da die Loops in der Basis-
mannigfaltigkeit liegen, ¨ andern sie sich bei solchen Diﬀeomorphismen. Diese
Wirkung ¨ ubertr¨ agt sich auf die Wilson-Loop-Funktionen und damit auf die
Algebren HA und C∗(HA) und deren Darstellungen, vgl. Kapitel 5.C. Da
man ein kanonisches Quantisierungsschema anstrebt, ist es ¨ ublich, eine 3+1-
Zerlegung der Raumzeit M durchzuf¨ uhren. Dies ist immer dann m¨ oglich,
wenn die gegebene Raumzeit global hyperbolisch ist (siehe Kapitel 2.A).
Sei M = R × Σ, wobei Σ eine dreidimensionale, orientierte, zeitorientierte,
raumartige Hyperﬂ¨ ache mit Riemannscher Metrik ist. Die Loops sind dann
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φ : Σ → Σ,
also r¨ aumliche Diﬀeomorphismen. Die Forderung nach der Diﬀeomorphisme-
ninvarianz des Maßes implementiert somit die Kovarianz in den drei r¨ aum-
lichen Koordinaten. Um zu einer vollst¨ andigen Theorie der Quantengravi-
tation zu gelangen, die die ART als geeigneten Grenzfall enth¨ alt, braucht
man nat¨ urlich eine in allen vier Koordinaten kovariante Theorie. Eine sol-
che Theorie ist heute erst in Ans¨ atzen vorhanden, siehe z.B. [ReiRov97,
DGGP99a-c]. In der vorliegenden Arbeit, die sich mit kinematischen Aspek-
ten der Loop-Quantengravitation besch¨ aftigt, beschr¨ anken wir uns auf den
durch die 3+1-Zerlegung vorgezeichneten Rahmen. Schon hier ist es keines-
wegs trivial, daß diﬀeomorphismeninvariante Maße ¨ uberhaupt existieren. Es
zeigt sich allerdings, daß der Hilbertraum der Theorie ¨ uber einem gr¨ oßeren
Raum als A/G deﬁniert ist. Dieser gr¨ oßere Raum, der unten deﬁniert wird,
enth¨ alt A/G als dichten Unterraum. Auch das Maß ist auf diesem gr¨ oßeren
Raum deﬁniert, wie wir sehen werden.
Das wesentliche Hilfsmittel zur Konstruktion von Darstellungen der Ash-
tekar-Isham-Algebra C∗(HA) ist die Gelfand-Theorie. Da C∗(HA) eine kom-
mutative C∗-Algebra mit Einselement ist, ist sie nach dem Satz von Gelfand
[MeiVog92] isometrisch ∗-isomorph zur Algebra C(X) der stetigen Funk-
tionen auf einem (in der Gelfand-Topologie) kompakten Hausdorﬀ-Raum.
Als stetige Funktionen auf einem kompaktem Raum sind die Elemente von
C(X) beschr¨ ankt. Der Raum X = Spec(C∗(HA)) heißt das Spektrum der
Algebra C∗(HA) und besteht aus der Menge der Algebrenhomomorphis-
men h : C∗(HA) → C. Alternativ kann man das Spektrum auch als Menge
der maximalen Ideale von C∗(HA) betrachten. Diese Ideale sind gerade die
Kerne der Algebrenhomomorphismen. Man kann zeigen, daß A/G in X ein-
gebettet ist und dicht liegt (s. [Ren93] und Lemma 3.8). Deswegen schreibt
man
A/G := Spec(C∗(HA)) = X.
Zusammenfassend hat man einen isometrischen Isomorphismus
C∗(HA) → C(A/G),
der die Involution erh¨ alt. Dieser Isomorphismus ist folgendermaßen gegeben:
Sei a ∈ C∗(HA). Die Gelfand-Transformierte ˆ a von a ist deﬁniert als
ˆ a : Spec(C∗(HA)) → C, ˆ a(h) := h(a).
44Die Gelfand-Darstellung ist die Abbildung
ˆ : C∗(HA) → C(Spec(C∗(HA))), a 7→ ˆ a.
Dies ist der gesuchte Isomorphismus. Im folgenden schreiben wir A/G statt
Spec(C∗(HA)).
Man braucht noch weitere Resultate aus der Darstellungstheorie von C∗-
Algebren. Sei C eine C∗-Algebra, H ein Hilbertraum und ˆ D : C → B(H)
eine stetige Darstellung von C auf H durch beschr¨ ankte Operatoren. ˆ D heißt
zyklische Darstellung, wenn es ein ξ ∈ H gibt, so daß ˆ D(C)ξ dicht in H liegt.
ξ heißt dann zyklischer Vektor. Ein Resultat von Gelfand besagt nun, daß
jede Darstellung von C als direkte Summe zyklischer Darstellungen geschrie-
ben werden kann. Es reicht also, zyklische Darstellungen zu betrachten.
Sei ˆ D : C∗(HA) → B(H) eine zyklische Darstellung der Ashtekar-Isham-
Algebra auf einem Hilbertraum H mit zyklischem Vektor ξ. Durch
Γ(a) :=
D
ξ, ˆ D(a)ξ
E
, a ∈ C∗(HA)
ist ein positves lineares Funktional auf C∗(HA) gegeben. Den Ausdruck D
ξ, ˆ D(a)ξ
E
kann man physikalisch als einen Vakuumerwartungswert inter-
pretieren. ¨ Uber die Gelfand-Transformation a 7→ ˆ a erh¨ alt man ein positives
lineares Funktional auf C(A/G) durch
ˆ Γ(ˆ a) := Γ(a).
Da A/G ein kompakter Raum ist, gibt es nach dem Satz von Riesz [HewStr69]
zu jedem positiven linearen Funktional auf C(A/G) ein regul¨ ares Maß µ auf
A/G, so daß
D
ξ, ˆ D(a)ξ
E
= ˆ Γ(ˆ a) =
Z
A/G
dµ(h)ˆ a(h) =
Z
A/G
dµ(h)h(a).
ˆ D ist nach Voraussetzung eine zyklische Darstellung, also bildet { ˆ D(a)ξ | a ∈
C∗(HA)} einen dichten Unterraum von H. Daher ist diese Darstellung von
C∗(HA) unit¨ ar ¨ aquivalent zu einer Darstellung auf dem Hilbertraum
L2(A/G,dµ) ¨ uber die Abbildung
H → L2(A/G,dµ), ˆ D(a)ξ 7→ ˆ a.
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ξ(h) = 1 ∀h ∈ A/G. Die Elemente von C∗(HA) wirken in der induzier-
ten Darstellung, die mit ˆ D0 bezeichnet sei, als Multiplikatoren. Sei ψ ∈
L2(A/G,dµ) und ˆ D0(a) die Darstellung von a ∈ C∗(HA) auf L2(A/G,dµ).
Dann gilt
( ˆ D0(a)ψ)(h) = h(a)ψ(h).
Insbesondere wirken auch die Wilson-Loop-Funktionen, die dicht in C∗(HA)
liegen, als multiplikative Operatoren. Oﬀensichtlich erzeugt jedes regul¨ are
Maß auf A/G umgekehrt eine zyklische Darstellung von C∗(HA) auf
L2(A/G,dµ).
Zusammenfassend hat man: Jede stetige zyklische Darstellung von C∗(HA)
auf einem Hilbertraum ist unit¨ ar ¨ aquivalent zu einer Darstellung auf
L2(A/G,dµ) bez¨ uglich eines regul¨ aren Maßes µ, wobei die Elemente von
C∗(HA) als Multiplikatoren wirken.
Daß es auf A/G solche Maße gibt, h¨ angt an der Kompaktheit dieses
Raumes. In der Loop-Quantengravitation spielt A/G die Rolle des Quan-
tenkonﬁgurationsraumes. Dieser ist echt gr¨ oßer als der klassische Konﬁgu-
rationsraum A/G, und die Maße sind auf A/G, nicht auf A/G deﬁniert. Es
zeigt sich sogar, daß A/G eine Nullmenge ist bez¨ uglich des wichtigsten dieser
Maße [MarMou95], des sogenannten Ashtekar-Lewandowski-Maßes, das wir
hier vorstellen werden.
Die bisherigen Argumente zeigen lediglich, daß es regul¨ are Maße auf
A/G gibt, aber nicht, wie diese aussehen. Außerdem ist nicht klar, ob es
Maße gibt, die invariant gegen¨ uber Diﬀeomorphismen der Mannigfaltigkeit
Σ sind, in der die Loops liegen. Es war die wesentliche Leistung von Ashte-
kar und Lewandowski [AshLew94], die explizite Konstruktion eines solchen
Maßes anzugeben. Bemerkenswerterweise ﬁndet sich in der Literatur unseres
Wissens kein Beweis, daß das Ashtekar-Lewandowski-Maß tats¨ achlich diﬀeo-
morphismeninvariant ist. Wir geben in Kapitel 5 einen Beweis und ein paar
Anmerkungen zu den Argumenten in der Literatur. In Kapitel 4.C werden
die Zust¨ ande der Theorie, also die Elemente von L2(A/G,dµ), charakteri-
siert, wenn man das Ashtekar-Lewandowski-Maß zugrunde legt.
3.2 Struktur von A/G
In diesem Abschnitt, der auf [AshIsh92, AshLew94] basiert, wird die Struk-
tur des Quantenkonﬁgurationsraums A/G untersucht. Man weiß, daß A/G
46unendlichdimensional ist, kein Vektor- und kein aﬃner Raum, kompakt in
der Gelfand-Topologie und hausdorﬀsch. Die S¨ atze 3.7 und 3.10 geben den
ersten Beweis, daß A/G bijektiv abbildbar ist auf Hom(HG,SU(2))/Ad,
den Raum aller ¨ Aquivalenzklassen von Darstellungen der Hoop-Gruppe HG
auf SU(2). Die Bijektion wird explizit konstruiert. In Kapitel 4 wird dieser
Beweis auf die Gruppen U(n) und SU(n) verallgemeinert. Der Beweis 3.7
stellt eine korrigierte und ausf¨ uhrliche Version des urspr¨ unglichen Beweises
in [AshIsh92] dar. Zum Beweis von Satz 3.10 ben¨ otigt man das wichtige Lem-
ma 3.8 (Interpolationslemma), das auf Satz 2.17 basiert. Außerdem wird in
diesem Abschnitt eine neue Charakterisierung der Holonomie-Algebra HA
gegeben.
Am Ende dieses Abschnitts werden die Resultate gedeutet. Es wird dar-
gelegt, warum man A/G als Raum der verallgemeinerten Zusammenh¨ ange
modulo Eichtransformationen betrachten kann.
A/G ist das Spektrum der C∗-Algebra C∗(HA) und besteht aus den Ho-
momorphismen von C∗(HA) in die C∗-Algebra der komplexen Zahlen.
Die folgenden Betrachtungen dienen der Vorbereitung des wichtigen Sat-
zes 3.7.
Ein h ∈ A/G deﬁniert eine Funktion auf Lx mittels
h(˜ α) := h(T˜ α),
und damit auch auf HG, der Hoop-Gruppe.
Lemma 3.1: F¨ ur h gilt
h(˜ α)h(˜ β) =
1
2
(h(˜ α˜ β) + h(˜ α˜ β
−1
)
h(˜ α) = h(˜ α−1)
h(˜ α˜ β) = h(˜ β˜ α)
Bew.: Die erste Beziehung ist die Mandelstam-Identit¨ at, die sich per
Homomorphie von den T˜ α ¨ ubertr¨ agt. Die zweite Gleichung erh¨ alt man fol-
gendermaßen: Seien ˜ α, ˜ β ∈ HG. Setzt man in der ersten Gleichung ˜ α = ˜ x0,
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h(˜ β) =
1
2
(h(˜ β) + h(˜ β
−1
))
=
1
2
h(˜ β) +
1
2
h(˜ β
−1
).
Daraus folgt
h(˜ β) = h(˜ β
−1
) ∀˜ β ∈ HG.
Die dritte Beziehung ergibt sich aus
h(˜ α)h(˜ β) =
1
2
(h(˜ α˜ β) + h(˜ α˜ β
−1
)) = h(˜ β)h(˜ α) =
1
2
(h(˜ β˜ α) + h(˜ β˜ α−1)
⇔ h(˜ α˜ β) + h(˜ α˜ β
−1
) = h(˜ β˜ α) + h(˜ α˜ β
−1
)
⇔ h(˜ α˜ β) = h(˜ β˜ α).

Man setzt h fort auf den freien Vektorraum FHG ¨ uber HG durch
h(
X
k
ak˜ αk) :=
X
k
akh(˜ αk).
Die Summe ist endlich. W¨ ahrend |h(˜ α)| ≤ 1 ∀˜ α ∈ HG galt, hat man
nat¨ urlich keine solche Beziehung auf FHG mehr. FHG ist die (algebraische)
Gruppenalgebra der Hoop-Gruppe HG. Das Produkt auf FHG sei deﬁniert
durch  
X
k
ak˜ αk
!

X
j
bj˜ βj

 =
X
k
X
j
akbj˜ αk˜ βj.
Sei Ih := {
P
k ak˜ αk ∈ FHG | ∀˜ β ∈ HG :
P
k akh(˜ αk˜ β) = 0}.
Bem. 3.2: Ih ist ein Ideal in FHG.
Bew.: Sei
P
k ak˜ αk ∈ Ih, ˜ β, ˜ γ ∈ HG. Dann folgt
h(
X
k
ak˜ γ˜ αk˜ β) =
X
k
akh(˜ γ˜ αk˜ β) =
X
k
akh(˜ αk˜ β˜ γ) = 0.

Nach Deﬁnition von Ih gilt h|Ih = 0, deshalb erh¨ alt man eine lineare Abbil-
dung h : FHG/Ih → C. Statt h(a modIh) schreiben wir h(a) (als Argument
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Def. 3.3: Sei a ∈ FHG,a =
P
k ak˜ αk. Man deﬁniert
ˇ a :=
X
k
ak˜ α−1
k .
Bem. 3.4: Im allgemeinen ist ˇ a nicht das Inverse von a. Falls a einfach
ein Hoop ist, gilt nat¨ urlich ˇ a = a−1.
Lemma 3.5: Es gelten die verallgemeinerten Mandelstam-Identit¨ aten
f¨ ur h und h:
h(a)h(b) =
1
2
(h(ab) + h(aˇ b)) ∀a,b ∈ FHG,
h(a)h(b) =
1
2
(h(ab) + h(aˇ b)) ∀a,b ∈ FHG/Ih.
Bew.: Seien a,b ∈ FHG,a =
P
j aj˜ αj,b =
P
k bk˜ βk. Dann gilt
h(a)h(b) =
X
j,k
ajbkh(˜ αj)h(˜ βk)
=
X
j,k
ajbk(
1
2
h(˜ αj˜ βk) +
1
2
h(˜ αj˜ β
−1
k ))
=
1
2
(h(ab) + h(aˇ b)).
Die ¨ Ubertragung auf h ist unmittelbar.

Lemma 3.6: Es gelten
h(a) = h(ˇ a),
h(ab) = h(ba)
f¨ ur alle a,b ∈ FHG.
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P
j aj˜ αj,ˇ a =
P
j aj˜ α−1
j ,b =
P
k bk˜ βk. Es gilt
h(a) = h(
X
j
aj˜ αj) =
X
j
ajh(˜ αj)
=
X
j
ajh(˜ α−1
j ) = h(
X
j
aj˜ α−1
j )
= h(ˇ a)
und
h(ab) = h(
X
j,k
ajbk˜ αj˜ βk) =
X
j,k
ajbkh(˜ αj˜ βk)
=
X
j,k
ajbkh(˜ βk˜ αj) = h(
X
j,k
ajbk˜ βk˜ αj)
= h(ba)
Damit ist das Lemma bewiesen.

Es folgt die korrigierte Version eines Beweises aus einer Ver¨ oﬀentlichung
von Ashtekar und Isham [AshIsh92], der f¨ ur das weitere Vorgehen zentral
ist. Es wird gezeigt, daß man jedem Element h von A/G eine SU(2)-Matrix
zuordnen kann, so daß h (bis auf Normierung) der Spur dieser Matrix ent-
spricht. Zusammen mit der Umkehrung, die anschließend bewiesen wird
(Satz 3.10), erh¨ alt man einen Isomorphismus zwischen A/G und
Hom(HG,SU(2))/Ad, der Menge der Homomorphismen von der Hoop-Grup-
pe nach SU(2) modulo der adjungierten Operation von SU(2).
Satz 3.7: Zu jedem h ∈ A/G gibt es eine 2 × 2-Matrix V˜ α mit komple-
xen Eintr¨ agen, so daß ˜ α → V˜ α eine Matrixdarstellung der Hoop-Gruppe ist
und h ∈ A/G geschrieben werden kann als h(˜ α) := h(T˜ α) = 1
2tr(V˜ α). Diese
Darstellung von HG ist ¨ aquivalent zu einer durch SU(2)-Matrizen.
Bew.: Sei h ∈ A/G beliebig, aber fest, Ih wie oben deﬁniert. Wie oben
gezeigt, ist h eine Funktion auf FHG, die eine Funktion h : FHG/Ih → C
induziert. Im folgenden wollen wir h und h nicht mehr unterscheiden. Wir
schreiben h. Alle Ergebnisse sind modulo Ih zu verstehen. Zun¨ achst zeigt
man, daß
˜ α2 − 2h(˜ α)˜ α + e ∈ Ih ∀˜ α ∈ HG.
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h(˜ α2˜ β) − 2h(˜ α)h(˜ α˜ β) + h(e˜ β) = h(˜ α2˜ β) − 2h(˜ α˜ β)h(˜ α) + h(e˜ β)
= h(˜ α2˜ β) − 2(
1
2
(h(˜ α˜ β˜ α) + h(˜ α˜ β˜ α−1)) + h(˜ β)
= h(˜ α2˜ β) − h(˜ α2˜ β) − h(˜ β) + h(˜ β)
= 0
f¨ ur alle ˜ β ∈ HG. Wegen ˜ α2 − 2h(˜ α)˜ α + e = 0 ∀˜ α ∈ HG gilt auch
˜ α − 2h(˜ α)e + ˜ α−1 = 0
⇔ ˜ α + ˜ α−1 = 2h(˜ α)e ∀˜ α ∈ HG.
Sei a ∈ FHG,a =
P
j aj˜ αj. Hier ergibt sich
ˇ a =
X
j
aj˜ α−1
j = (
X
j
aj(2h(˜ αj)e) −
X
j
aj˜ αj) = (2h(a)e − a),
also a + ˇ a = 2h(a)e ∀a ∈ FHG. Man schreibt jetzt
˜ α2 − 2h(˜ α)˜ α + e = (˜ α − l1(˜ α)e)(˜ α − l2(˜ α)e),
wobei
l1(˜ α) := h(˜ α) + i(1 − h(˜ α)2)1/2, l2(˜ α) := h(˜ α) − i(1 − h(˜ α)2)1/2.
Es gilt l1(˜ α) + l2(˜ α) = 2h(˜ α) und l1(˜ α)l2(˜ α) = 1. Wegen |h(˜ α)| ≤ 1 ergeben
die Wurzelausdr¨ ucke reelle Werte. Man w¨ ahle nun ˜ γ ∈ HG, so daß l1(˜ γ) 6=
l2(˜ γ). Tauchen im folgenden l1 und l2 ohne Argument auf, so sind immer
l1(˜ γ) bzw. l2(˜ γ) gemeint. Man deﬁniert
r1(˜ γ) : =
1
l1 − l2
(˜ γ − l2e),
r2(˜ γ) : =
1
l2 − l1
(˜ γ − l1e).
51Das sind Projektionsoperatoren in FHG/Ih, denn
r1(˜ γ)2 =

1
l1 − l2
2
(˜ γ − l2e)(˜ γ − l2e)
=

1
l1 − l2
2
(˜ γ − l2e)(˜ γ − l1e + 2i(1 − h(˜ γ)2)1/2)
=

1
l1 − l2
2
((˜ γ − l2e)(˜ γ − l1e) + (˜ γ − l2e)2i(1 − h(˜ γ)2)1/2)
=

1
l1 − l2
2
(l1 − l2)(˜ γ − l2e)
=
1
l1 − l2
(˜ γ − l2e)
= r1(˜ γ)
und analog r2(˜ γ)2 = r2(˜ γ). Außerdem gilt
r1(˜ γ) + r2(˜ γ) =
1
l1 − l2
(˜ γ − l2e − ˜ γ + l1e)
=
1
l1 − l2
(l1 − l2)e
= e
und
r1(˜ γ)r2(˜ γ) = −

1
l1 − l2
2
(˜ γ − l2e)(˜ γ − l1e)
= 0.
Wegen dieser Projektionseigenschaft haben Elemente r1(˜ γ),r2(˜ γ) ∈ FHG
kein Inverses. Betrachtet man
ˇ r1 =
1
l1 − l2
(˜ γ−1 − l2e),
so ergibt sich wegen ˜ γ−1 = (2h(˜ γ)e − ˜ γ)
ˇ r1 =
1
l1 − l2
((2h(˜ γ) − l2)e − ˜ γ)
=
1
l1 − l2
((l1 + l2 − l2)e − ˜ γ)
=
1
l2 − l1
(˜ γ − l1e)
= r2
52und ebenso ˇ r2 = r1.
Man m¨ ochte jetzt komplexe 2×2-Matrizen V˜ α konstruieren, so daß einerseits
V˜ αV˜ β = V˜ α˜ β ∀˜ α, ˜ β ∈ HG und andererseits h(˜ α) = 1
2tr(V˜ α) gilt. Sei ˜ γ ∈ HG
fest mit l1(˜ γ) 6= l2(˜ γ). l1,l2,r1 und r2 ohne Argumente bedeuten stets die
Anwendung auf ˜ γ. Ein sinnvoller Ansatz f¨ ur die Matrizen ist
V˜ α =

2h(r1˜ α) c(˜ α)
d(˜ α) 2h(r2˜ α)

,
wobei c(˜ α),d(˜ α) Abbildungen von FHG nach C sind. Es gilt oﬀensichtlich
1
2tr(V˜ α) = h(˜ α). Man hat
V˜ αV˜ β =

4h(r1˜ α)h(r1˜ β) + c(˜ α)d(˜ β) 2h(r1˜ α)c(˜ β) + 2c(˜ α)h(r2˜ β)
2d(˜ α)h(r1˜ β) + 2h(r2˜ α)d(˜ β) d(˜ α)c(˜ β) + 4h(r2˜ α)h(r2˜ β)

.
Aus der Forderung V˜ αV˜ β = V˜ α˜ β ergibt sich das Gleichungssystem
2h(r1˜ α˜ β) = 4h(r1˜ α)h(r1˜ β) + c(˜ α)d(˜ β) (1)
2h(r2˜ α˜ β) = d(˜ α)c(˜ β) + 4h(r2˜ α)h(r2˜ β) (2)
c(˜ α˜ β) = 2h(r1˜ α)c(˜ β) + 2c(˜ α)h(r2˜ β) (3)
d(˜ α˜ β) = 2d(˜ α)h(r1˜ β) + 2h(r2˜ α)d(˜ β). (4)
Man nimmt weiter an, daß c und d linear in ˜ α sind. Es folgt aus (3):
c(˜ α2) = 2h(r1˜ α)c(˜ α) + 2c(˜ α)h(r2˜ α)
= 2h(˜ α)c(˜ α).
Mit ˜ α2 = 2h(˜ α)˜ α − e erh¨ alt man
c(˜ α2) = 2h(˜ α)c(˜ α) − c(e),
53daher ist c(e) = 0. Ebenso erh¨ alt man d(e) = 0. Es gilt f¨ ur alle ˜ α, ˜ β ∈ HG
h(r1˜ α)h(r2˜ β) = h(˜ αr1)h(r2˜ β)
=
1
2
h(˜ αr1r2˜ β) +
1
2
h(˜ αr1˜ β
−1
ˇ r2)
=
1
2
h(0) +
1
2
h(˜ αr1˜ β
−1
ˇ r2)
=
1
2
h(˜ αr1˜ β
−1
ˇ r2)
=
1
2
h(˜ αr1˜ β
−1
r1)
=
1
2
h(˜ αˇ r2˜ β
−1
ˇ r2)
=
1
2
h(r2˜ βr2˜ α−1)
im Gegensatz zur falschen Formel in [AshIsh92] (dort Nummer 3.19). Sei
k ∈ {1,2}. Außerdem ergibt sich
h(rk˜ α)h(rk˜ β) = h(˜ βrk)h(rk˜ α)
=
1
2
h(˜ βr2
k˜ α) +
1
2
h(˜ βrk˜ α−1ˇ rk)
=
1
2
h(rk˜ α˜ β) +
1
2
h(ˇ rk˜ βrk˜ α−1).
Damit l¨ aßt sich Gleichung (1) des Gleichungssystems umformen zu
2h(r1˜ α˜ β) = 2h(r1˜ α˜ β) + 2h(ˇ r1˜ βr1˜ α−1) + c(˜ α)d(˜ β)
⇔ c(˜ α)d(˜ β) = −2h(ˇ r1˜ βr1˜ α−1) ∀˜ α, ˜ β ∈ HG
⇔ c(˜ α)d(˜ β) = −2h(r2˜ βr1˜ α−1) ∀˜ α, ˜ β ∈ HG
und analog Gleichung (2) zu
c(˜ β)d(˜ α) = −2h(ˇ r2˜ βr2˜ α−1) ∀˜ α, ˜ β ∈ HG
⇔ c(˜ β)d(˜ α) = −2h(r1˜ βr2˜ α−1) ∀˜ α, ˜ β ∈ HG
Vertauscht man in der vorletzten Gleichung ˜ α und ˜ β, so ergibt sich
c(˜ α)d(˜ β) = −2h(r1˜ αr2˜ β
−1
)
= −2h(˜ βˇ r2˜ α−1ˇ r1)
= −2h(˜ βr1˜ α−1r2)
= −2h(r2˜ βr1˜ α−1) ∀˜ α, ˜ β ∈ HG
54also sind die beiden Gleichungen (1) und (2) ¨ aquivalent. Wir schreiben diese
Bedingung wegen
h(r2˜ βr1˜ α−1) = h(r2˜ βr1(2h(˜ α)e − ˜ α))
= 2h(˜ α)h(r2˜ βr1)e − h(r2˜ βr1˜ α)
= −h(r2˜ βr1˜ α)
= −h(˜ βr1˜ αr2)
weiter um zu
c(˜ α)d(˜ β) = 2h(˜ βr1˜ αr2)
Man w¨ ahle nun a,b ∈ FHG, so daß c(a)d(b) = 2h(br1ar2) 6= 0. Dann sind
c(a),d(b) 6= 0, und man kann auﬂ¨ osen:
c(˜ α) =
2
d(b)
h(br1˜ αr2)
=
c(a)
h(br1ar2)
h(br1˜ αr2)
und
d(˜ β) =
2
c(a)
h(˜ βr1ar2)
=
d(b)
h(br1ar2)
h(˜ βr1ar2).
Sei z :=
c(a)
h(br1ar2). Damit ¨ uberpr¨ uft man Gleichung (3):
zh(br1˜ α˜ βr2) = 2h(r1˜ α)zh(br1˜ βr2) + 2h(r2˜ β)zh(br1˜ αr2)
⇔ h(˜ α˜ βr2br1) = 2h(˜ αr1)h(˜ βr2br1) + 2h(˜ βr2)h(br1˜ αr2)
⇔ h(˜ α˜ βr2br1) = h(˜ αr1˜ βr2br1) + h(˜ αr1ˇ r1ˇ bˇ r2˜ β
−1
)
+h(˜ βr2br1˜ αr2) + h(˜ βr2ˇ r2˜ α−1ˇ r1ˇ b)
⇔ h(˜ α˜ βr2br1) = h(˜ αr1˜ βr2br1) + h(˜ αr2˜ βr2br1)
⇔ h(˜ α˜ βr2br1) = h(˜ α(r1 + r2)˜ βr2br1)
⇔ h(˜ α˜ βr2br1) = h(˜ α˜ βr2br1).
Die oben angegebene Form f¨ ur c(˜ α) ist also in Ordnung. Man kann c(˜ α) bis
auf einen Faktor z festlegen, der durch c(a) bestimmt ist.
55Sei z0 :=
d(b)
h(br1ar2) = z
d(b)
c(a) = 2
c(a). Damit ¨ uberpr¨ uft man Gleichung (4):
z0h(˜ α˜ βr1ar2) = 2h(r1˜ β)z0h(˜ αr1ar2) + 2h(r2˜ α)z0h(˜ βr1ar2)
⇔ h(˜ α˜ βr1ar2) = 2h(˜ βr1)h(ar2˜ αr1) + 2h(˜ αr2)h(˜ βr1ar2)
⇔ h(˜ α˜ βr1ar2) = h(˜ βr1ar2˜ αr1) + h(˜ βr1ˇ r1˜ α−1ˇ r2ˇ a)
+h(˜ αr2˜ βr1ar2) + h(˜ αr2ˇ r2ˇ aˇ r1˜ β
−1
)
⇔ h(˜ α˜ βr1ar2) = h(˜ βr1ar2˜ αr1) + h(˜ αr2˜ βr1ar2)
⇔ h(˜ α˜ βr1ar2) = h(˜ α(r1 + r2)˜ βr1ar2)
⇔ h(˜ α˜ βr1ar2) = h(˜ α˜ βr1ar2).
Auch die oben angegebene Form f¨ ur d(˜ β) ist richtig. d(˜ β) l¨ aßt sich bis auf
einen Faktor z0 festlegen, der ebenfalls durch c(a) bestimmt ist. Insgesamt
erh¨ alt man
V˜ α =
 
2h(r1˜ α)
c(a)
h(br1ar2)h(br1˜ αr2)
d(b)
h(br1ar2)h(˜ αr1ar2) 2h(r2˜ α)
!
=
 
2h(r1˜ α)
c(a)
h(br1ar2)h(br1˜ αr2)
2
c(a)h(˜ αr1ar2) 2h(r2˜ α)
!
.
Es gilt dann V˜ αV˜ β = V˜ α˜ β und h(˜ α) = 1
2tr(V˜ α) ∀˜ α ∈ HG. F¨ ur c(a) = 1 erh¨ alt
man das Ergebnis von Ashtekar und Isham. Wegen
h(r1) =
1
l1 − l2
(h(˜ γ) − l2h(e))
=
1
2i(1 − h(˜ γ)2)1/2(h(˜ γ) − h(˜ γ) + i(1 − h(˜ γ)2)1/2)
=
1
2
und
h(r2) =
1
l2 − l1
(h(˜ γ) − l1h(e))
=
1
−2i(1 − h(˜ γ)2)1/2(h(˜ γ) − h(˜ γ) − i(1 − h(˜ γ)2)1/2)
=
1
2
gilt
Ve = I2 =

1 0
0 1

.
56Weiterhin hat man V˜ αV˜ α−1 = V˜ α−1V˜ α = Ve, also gilt
(V˜ α)−1 = V˜ α−1.
Es bleibt zu zeigen, daß man eine kompakte Darstellung der Hoop-Gruppe
erhalten hat und daß det(V˜ α) = 1. Dann kann man schließen, daß diese
Darstellung ¨ aquivalent zur Fundamentaldarstellung von SU(2) ist. Einfache
Absch¨ atzungen unter Ausnutzung von |h(˜ α)| ≤ 1 ∀˜ α ∈ HG und der Linea-
rit¨ at von h : FHG → C zeigen, daß alle Matrixelemente f¨ ur alle ˜ α beschr¨ ankt
sind, also hat man eine kompakte Darstellung. Mittels der fastperiodischen
Funktionen (siehe Kapitel 6) erh¨ alt man eine Abbildung f : HG → MHG,
wobei MHG eine kompakte Gruppe ist, so daß jede kompakte Darstellung
V von HG ¨ uber MHG faktorisiert. V induziert also eine Darstellung ˜ V von
MHG in einen kompakten Teil von GL(2,C). Jede endlichdimensionale Dar-
stellung einer kompakten Gruppe ist wiederum ¨ aquivalent zu einer unit¨ a-
ren Darstellung, also hat man eine Transformation T : C2 → C2, so daß
T−1˜ V T(m) = T−1˜ VmT, m ∈ MHG unit¨ ar ist. Wegen
T−1V˜ αT = T−1˜ Vf(˜ α)T
ist auch die Darstellung T−1V T unit¨ ar, also in U(2) enthalten. Gilt zus¨ atz-
lich det(V˜ α) = 1, so hat man gezeigt, daß die gefundene Darstellung der
Hoop-Gruppe ¨ aquivalent zu einer Darstellung durch SU(2)-Matrizen ist. Es
ist
detV˜ α = 4h(r1˜ α)h(r2˜ α) − c(˜ α)d(˜ α)
= 4h(˜ αr1)h(˜ αr2) − 2h(˜ αr1˜ αr2)
= 2h(˜ αr1˜ αr2) + 2h(˜ αr1ˇ r2˜ α−1) − 2h(˜ αr1˜ αr2)
= 2h(˜ α−1˜ αr2
1)
= 2h(r1)
= 1
Die Bedingung detV˜ α = 1 ∀˜ α ∈ HG ist also erf¨ ullt. Falls gew¨ unscht, kann
man noch a bei festem b so w¨ ahlen, daß gilt h(br1ar2) = 1. Das ist wegen
der Linearit¨ at von h in a immer m¨ oglich ist. Die Darstellung
V˜ α =

2h(r1˜ α) c(a)h(br1˜ αr2)
2
c(a)h(˜ αr1ar2) 2h(r2˜ α)

der Hoop-Gruppe in die komplexen 2 × 2-Matrizen ist also ¨ aquivalent zur
Fundamentaldarstellung von SU(2).

57Der soeben bewiesene Satz zeigt, daß man zu jedem Element h von A/G
einen Homomorphismus (eine Darstellung) ˆ H von der Hoop-Gruppe nach
SU(2) erh¨ alt,
ˆ Hh : HG → SU(2), ˜ α 7→ T−1V˜ αT
f¨ ur ein geeignetes T (siehe oben). Da h = 1
2tr(V˜ α) =: 1
2tr( ˆ Hh(˜ α)) nur von
der Spur dieses Homomorphismus abh¨ angt, hat man eine Abbildung
Θ : A/G → Hom(HG,SU(2))/Ad.
Θ bildet ein h ∈ A/G in einen Homomorphismus ˆ Hh : HG → SU(2) modulo
der adjungierten Operation von SU(2) ab. Diese Operation entspricht ¨ Ahn-
lichkeitstransformationen mit SU(2)-Matrizen, die die Spur nicht ¨ andern.
Die Elemente von Hom(HG,SU(2))/Ad sind also Darstellungen der Hoop-
Gruppe in die Eichgruppe SU(2), wobei Darstellungen nicht unterschieden
werden, wenn sie durch eine ¨ Ahnlichkeitstransformation mit SU(2)-Matrizen
verbunden sind. Ein wichtiger Aspekt ist, daß die konstruierten Homomor-
phismen nicht stetig sein m¨ ussen.
Bemerkenswert ist außerdem, daß der obige Beweis keinerlei Bezug auf
die Art der Hoops (st¨ uckweise analytisch, diﬀeomorph dazu, allgemeine C∞-
Kurven, stetige Kurven etc.) nimmt. Der Satz gilt also allgemeiner als hier
formuliert.
Es bleibt zu zeigen, daß auch die Umkehrung von Satz 3.7 gilt, Θ also
eine Bijektion ist. Dazu ben¨ otigen wir noch einige Vorbereitungen. Das fol-
gende Lemma benutzt die Loop-Zerlegung (Lemma 2.14), die nur m¨ oglich
ist f¨ ur st¨ uckweise analytische Loops. Dies ist die Stelle, an der man sich auf
diese Klasse von Loops beschr¨ anken muß. Hier ist sicher Raum f¨ ur Verall-
gemeinerungen.
Lemma 3.8 (Interpolationslemma) : Zu jedem Homomorphismus ˆ H
von der Hoop-Gruppe nach SU(2) und jeder endlichen Menge {˜ α1,.., ˜ αk}
von Hoops gibt es einen SU(2)-Zusammenhang A0, so daß
ˆ H(˜ αi) = H(αi,A0) ∀i = 1,..,k,
wobei αi ein Repr¨ asentant von ˜ αi ist.
Bew.: Sei {˜ β1,..., ˜ βn} eine Menge von unabh¨ angigen Hoops, die man
aus {˜ α1,.., ˜ αk} durch die Loop-Zerlegung (Lemma 2.14) erh¨ alt. Sei gj :=
58ˆ H(˜ βj), j = 1,...,n. Nach Satz 2.17 gibt es einen Zusammenhang A0 ∈ A,
so daß gj = H(βj,A0), j = 1,...,n, wobei die βj Repr¨ asentanten der ˜ βj
sind. Sei weiter S :=
D
˜ β1,..., ˜ βn
E
die von den ˜ βj erzeugte Untergruppe
von HG. Es gilt oﬀensichtlich ˆ H(˜ γ) = H(γ,A0) ∀˜ γ ∈ S, wobei γ ein Re-
pr¨ asentant von ˜ γ ist. Insbesondere sind die ˜ αi Elemente von S, also gilt
ˆ H(˜ αi) = H(αi,A0) ∀i = 1,..,k.

Dieses Lemma besagt, daß man Elemente von Hom(HG,SU(2))/Ad auf
endlich erzeugten Untergruppen von HG nicht von der Holonomie-Abbildung,
die ebenfalls ein Element von Hom(HG,SU(2))/Ad ist, unterscheiden kann.
Diese Aussage ist st¨ arker als die, daß A/G dicht in A/G liegt. Wie oben an-
gemerkt, ist ein Element von Hom(HG,SU(2))/Ad im allgemeinen nicht
stetig. Im Gegensatz dazu ist die Holonomie-Abbildung stetig im Loop-
Argument, wenn man eine geeignete Topologie auf HG w¨ ahlt [Barr91]. So
gesehen besagt das Lemma, daß man beliebige nicht-stetige Homomorphis-
men ˆ H : HG → SU(2) durch die stetige Holonomie-Abbildung ersetzen
kann, wenn man nur endlich erzeugte Untergruppen der Hoop-Gruppe be-
trachtet.
Eine von endlich vielen unabh¨ angigen Hoops ˜ βj erzeugte Untergruppe S
ist frei, d.h. jedes Wort in den Hoops und ihren Inversen, das das neutrale
Element darstellt, ist trivial.
F¨ ur den folgenden Satz braucht man eine andere Charakterisierung der
Holonomie-Algebra HA als bisher. Dazu betrachtet man den freien Vektor-
raum FHG ¨ uber der Hoop-Gruppe, also {
P
i ai˜ αi|ai ∈ C, ˜ αi ∈ HG}, wobei
nur endliche Summen gemeint sind. Man deﬁniert im Gegensatz zu vorher
eine Multiplikation in FHG durch
 
X
i
ai˜ αi
!

X
j
bj˜ βj

 :=
X
i
X
j
aibj
1
2
(˜ αi˜ βj + ˜ αi˜ β
−1
j ).
Sei ˆ Aα eine Operatordarstellung von
P
i ai˜ αi und ˆ Aβ von
P
j bj˜ βj. Dann
gilt wegen dieser Deﬁnition der Multiplikation die Mandelstam-Identit¨ at
ˆ Aα ˆ Aβ =
1
2
( ˆ Aαβ + ˆ Aαβ−1).
59Durch
ϕ : FHG → HA,
X
i
ai˜ αi 7→
X
i
aiT˜ αi
ist eine lineare Abbildung vom freien Vektorraum ¨ uber der Hoop-Gruppe in
die Holonomie-Algebra gegeben. Der Kern dieser Abbildung ist
K := {
X
i
ai˜ αi|
X
i
aiT˜ αi(A) = 0 ∀A ∈ A},
also hat man einen Isomorphismus
Φ : FHG/K → HA,
"
X
i
ai˜ αi
#
K
7→
X
i
aiT˜ αi.
Die Algebra FHG/K hat die K-¨ Aquivalenzklasse [˜ x]K des konstanten Hoops
als neutrales Element. Die Algebra ist assoziativ und abelsch (wie HA).
Eine weitere wichtige Eigenschaft ist die folgende: deﬁniert man auf HG
eine ¨ Aquivalenzrelation durch
˜ α ∼R ˜ β :⇔ T˜ α(A) = T˜ β(A) ∀A ∈ A,
so h¨ angt eine Wilson-Loop-Funktion T˜ α nur von der R-¨ Aquivalenzklasse [˜ α]R
von ˜ α ab. Sei nun ˜ α ∼R ˜ β, also T˜ α = T˜ β. Daher gilt ˜ α − ˜ β ∈ K, und jede
Operatordarstellung ˆ T˜ α eines Elements von FHG/K h¨ angt nur von der R-
¨ Aquivalenzklasse von ˜ α ab. Außerdem erf¨ ullt jede Operatordarstellung von
FHG/K die Mandelstam-Identit¨ aten. Durch
|
"
X
k
ak˜ αk
#
K
| := sup
A∈A/G
|
X
k
akT˜ αk(A)|
ist eine Norm auf FHG/K deﬁniert und durch
"
X
k
akαk
#∗
K
:=
"
X
k
akαk
#
K
eine Involution. Oﬀensichtlich gehen Norm und Involution auf FHG/K
durch den Isomorphismus Φ in die entsprechenden Abbildungen auf HA
¨ uber.
60Es folgt der Satz, der Elemente von A/G als (normierte) Spuren von
Homomorphismen von der Hoop-Gruppe nach SU(2) charakterisiert. Zu-
sammen mit der Umkehrung (Satz 3.7) hat man den gew¨ unschten Isomor-
phismus zwischen A/G und Hom(HG,SU(2))/Ad.
Satz 3.10: Zu jedem Homomorphismus ˆ H : HG → SU(2) gibt es ein
h ˆ H ∈ A/G, so daß
h ˆ H(T˜ α) =: h ˆ H(˜ α) =
1
2
tr( ˆ H(˜ α)).
Zwei Homomorphismen ˆ H und ˆ H0 deﬁnieren genau dann das selbe h ∈ A/G,
wenn es ein g0 ∈ SU(2) gibt, so daß ˆ H0(˜ α) = g−1
0 ˆ H(˜ α)g0 ∀˜ α ∈ HG.
Bew.: Man zeigt zun¨ achst, daß durch die rechte Seite ein Algebren-
homomorphismus von HA nach C deﬁniert ist. Sei FHG wieder der freie
Vektorraum ¨ uber HG und h : FHG → C die Abbildung
h ˆ H(
X
i
ai˜ αi) :=
1
2
X
i
aitr( ˆ H(˜ αi)).
Aus Satz 2.17 folgt, daß f¨ ur jede endliche Menge {˜ α1,..., ˜ αk} von Hoops ein
A0 ∈ A existiert mit
|h ˆ H(
k X
i=1
ai˜ αi)| = |
k X
i=1
aiT˜ αi(A0)| ≤ sup
A∈A/G
|
k X
i=1
aiT˜ αi(A)|.
Daher gilt
k X
i=1
aiT˜ αi(A) = 0 ∀A ∈ A/G ⇒ h ˆ H(
k X
i=1
ai˜ αi) = 0,
d.h. h ˆ H faktorisiert ¨ uber FHG/K ' HA. Somit hat man eine Abbildung
h ˆ H : HA → C. h ˆ H ist oﬀensichtlich linear, stetig (und damit gleichm¨ aßig
stetig) und vertr¨ agt sich mit der Involution. Die Multiplikativit¨ at ergibt sich
direkt aus der Deﬁnition. Wegen der gleichm¨ aßigen Stetigkeit l¨ aßt sich h ˆ H
eindeutig fortsetzen auf C∗(HA).
F¨ ur zwei Homomorphismen ˆ H, ˆ H0 ∈ Hom(HG,SU(2)) gilt ˆ H0(˜ α) =
g−1
0 ˆ H(˜ α)g0 ∀˜ α ∈ HG, g0 ∈ SU(2) genau dann, wenn ihre Spuren ¨ uberein-
stimmen. Die Darstellungen ˆ H und ˆ H0 sind in diesem Fall unit¨ ar ¨ aquivalent,
und da die Deﬁnition von h ˆ H nur Bezug auf die Spur nimmt, ist h ˆ H = h ˆ H0.

61Damit ist gezeigt, daß man eine injektive Abbildung
Θ0 : Hom(HG,SU(2))/Ad → A/G, [ ˆ H]Ad 7→
1
2
tr( ˆ H)
erh¨ alt (lineare Fortsetzung mitgedacht). Dabei ist [ ˆ H]Ad die ¨ Aquivalenzklas-
se von ˆ H unter ¨ Ahnlichkeitstransformationen mit SU(2)-Matrizen. Somit
gilt insgesamt:
Das Spektrum A/G der Ashtekar-Isham-Algebra C∗(HA) ist isomorph
zur Menge Hom(HG,SU(2))/Ad der unit¨ aren ¨ Aquivalenzklassen von Dar-
stellungen der Hoop-Gruppe nach SU(2). Die Abbildung Θ (s. Satz 3.7)
stellt die gesuchte Bijektion dar. Diese Bijektion erlaubt eine Deutung des
Raums A/G als Raum von verallgemeinerten Zusammenh¨ angen modulo Eich-
transformationen. Zu einer Eich¨ aquivalenzklasse eines gew¨ ohnlichen Zusam-
menhangs, also einem Element von A/G, gibt es in kanonischer Weise ein
Element von Hom(HG,SU(2))/Ad:
Θ|A/G : A/G → Hom(HG,SU(2))/Ad, ˜ A 7→
1
2
trH( ,A),
wobei A ∈ A ein Repr¨ asentant von ˜ A ∈ A/G ist. Man kann eine Topologie
auf HG w¨ ahlen, so daß die Abbildung Θ|A/G stetig im Loop-Argument ist
[Barr90]. Man hat also eine Abbildung von den Eich¨ aquivalenzklassen von
gew¨ ohnlichen Zusammenh¨ angen in die unit¨ aren ¨ Aquivalenzklassen stetiger
Darstellungen der Hoop-Gruppe auf SU(2). Jede solche unit¨ are Aquivalenz-
klasse von Darstellungen ist eindeutig durch ihre Spur bestimmt. Da man
aus den Spuren der Holonomien wieder die Eich¨ aquivalenzklasse eines Zu-
sammenhangs rekonstruieren kann [Tel69a, Tel69b], ist Θ|A/G eine Bijektion
Θ|A/G : A/G → Homc(HG,SU(2))/Ad,
wobei Homc(HG,SU(2))/Ad die Menge der unit¨ aren ¨ Aquivalenzklassen ste-
tiger Darstellungen bezeichnet.
Die in den S¨ atzen 3.7 und 3.10 konstruierte Abbildung Θ erweist sich
als Erweiterung der kanonischen Abbildung Θ|A/G. Man hat jetzt eine Bi-
jektion zwischen A/G und der Menge der unit¨ aren ¨ Aquivalenzklassen aller,
auch nicht-stetiger Darstellungen (Homomorphismen) von HG auf SU(2).
Jedes Element von A/G l¨ aßt sich als Spur eines solchen Homomorphismus
auﬀassen. Dies macht deutlich, in welchem Sinne man Elemente von A/G
62als verallgemeinerte Zusammenh¨ ange betrachten kann.
A/G liegt dicht in A/G, und Homc(HG,SU(2))/Ad liegt dicht in
Hom(HG,SU(2))/Ad. Der Raum A/G ist dennoch sehr groß. Er enth¨ alt alle
Eich¨ aquivalenzklassen von Zusammenh¨ angen auf allen Hauptfaserb¨ undeln
¨ uber der Basismannigfaltigkeit Σ. Dies gilt, weil Hom(HG,SU(2))/Ad kei-
nen direkten Bezug auf das B¨ undel mehr nimmt. Unter den B¨ undeln gibt
es auch manche, die von besonderem physikalischen Interesse sind, z.B. das
B¨ undel, das man zur Beschreibung magnetischer Monopole benutzt.
3.3 Zylinderfunktionen
In diesem Abschnitt deﬁnieren wir die Funktionen auf A/G, die integriert
werden sollen. Dies sind die sogenannten Zylinderfunktionen, die nur von
endlich vielen Variablen abh¨ angen. Als Vorbereitung wird in Def. 3.11 eine
zahme Untergruppe S als eine von endlich vielen unabh¨ angigen Hoops er-
zeugte Untergruppe von HG deﬁniert. Die Menge L der zahmen Untergrup-
pen von HG ist eine halbgeordnete, nach oben ﬁltrierte Menge, wobei die
Halbordnung ≥ durch die Inklusion gegeben ist. Auf A/G wird eine ¨ Aquiva-
lenzrelation bez¨ uglich zahmer Untergruppen vereinbart. Lemma 3.13 stellt
Bijektionen zwischen

A/G

/ ∼S und Hom(S,SU(2))/Ad und SU(2)n/Ad
her, die es erm¨ oglichen, Zylinderfunktionen als Funktionen auf SU(2)n/Ad
zu betrachten. In Def. 3.14 werden die Zylinderfunktionen dann eingef¨ uhrt
als Pullbacks stetiger Funktionen auf X0
S := Hom(S,SU(2))/Ad. Wenn eine
Funktion zylindrisch bez¨ uglich einer zahmen Untergruppe S ist, dann auch
bez¨ uglich einer zahmen Untergruppe S0 ≥ S. Lemma 3.16 zeigt, daß die
Zylinderfunktionen eine involutive Algebra Cyl(A/G) bilden. Der wichtige
Satz 3.18 demonstriert, daß die C∗-Algebra C∗(Cyl(A/G)) isomorph ist zu
C∗(HA), der bisher schon betrachteten C∗-Algebra der Konﬁgurationsva-
riablen. Der Beweis zu 3.18 konnte gestraﬀt werden. Insbesondere sind die
Wilson-Loop-Funktionen und ihre Linearkombinationen Zylinderfunktionen.
Die Zylinderfunktionen erm¨ oglichen eine andere Betrachtungsweise, die bei
der Deﬁnition des Ashtekar-Lewandowski-Maßes n¨ utzlich ist.
Zylinderfunktionen sind diejenigen Funktionen auf A/G, die wir integrie-
ren werden, und die als quadratintegrable Funktionen Zust¨ ande der Theorie
darstellen (s. Kapitel 4.C und [ALMMT95]). Sie h¨ angen nur von endlich
vielen Variablen (Hoops) ab. Um zu erl¨ autern, daß dies kein Nachteil ist,
m¨ ussen wir etwas vorgreifen. Die mathematische Begr¨ undung ﬁndet sich
vor allem in Kapitel 4. Unser Ziel ist nach wie vor die Deﬁnition eines Ma-
63ßes µ auf A/G, um den Hilbertraum L2(A/G,dµ) der Theorie festlegen zu
k¨ onnen. In Kapitel 4 wird bewiesen (Satz 4.11 und Abschnitt 4.B), daß alle
regul¨ aren Wahrscheinlichkeitsmaße auf A/G von Maßen auf den endlichdi-
mensionalen R¨ aumen X0
S = Hom(S,SU(2))/Ad herkommen. In Abschnitt
3.D werden wir Maße auf den R¨ aumen X0
S deﬁnieren, um Zylinderfunktio-
nen integrieren zu k¨ onnen. Diese induzieren ein Maß auf A/G. Man verliert
somit keine Allgemeinheit, wenn man Zylinderfunktionen benutzt, obwohl
sie nur von endlich vielen Variablen abh¨ angen.
Physikalisch gesehen hat man eine Art von Gittertheorie, wie in Kapitel
4.D besprochen. Man kann bedeutsame feldtheoretische Aussagen gewinnen,
weil es einen wohldeﬁnierten Limes zu unendlich vielen Freiheitsgraden gibt,
den sogenannten projektiven Limes (s. Kapitel 4). Dabei wird die Anzahl
der Argumente von Zylinderfunktionen direkt als Anzahl physikalischer Frei-
heitsgrade aufgefaßt, was zum jetzigen Zeitpunkt, da die physikalische Be-
deutung der Zust¨ ande nicht gut verstanden ist, eine starke Annahme bedeu-
tet. Wir werden aber direkt sehen, wie die Zylinderfunktionen als Zust¨ ande
der Theorie von ihren endlich vielen Hoop-Argumenten abh¨ angen. Man kann
allerdings auch die Sichtweise wechseln und die Hoops in den Vordergrund
stellen. Dann erh¨ alt man ein mehr geometrisches Bild, und Graphen mit
bestimmten Eigenschaften k¨ onnen als Zust¨ ande der Theorie betrachtet wer-
den. Damit ist der ¨ Ubergang zu den sogenannten Spin-Netzwerken [Bae96a,
Bae96b] angedeutet. In diesem Bild korrespondiert die Anzahl der Kanten
eines Graphen zur Zahl der Freiheitsgrade.
Def. 3.11: Eine von endlich vielen unabh¨ angigen Hoops frei erzeugte
Untergruppe der Hoop-Gruppe heißt zahm. Die Menge der zahmen Unter-
gruppen wird mit L bezeichnet. Durch die Inklusion wird L zu einer halb-
geordneten, nach oben ﬁltrierten Menge. Wir schreiben ≥ statt ⊇.
Es folgt aus Satz 2.14, daß jede endlich erzeugte Untergruppe R von HG
in einer zahmen Untergruppe S enthalten ist. Man wendet einfach die Loop-
Zerlegung auf die Erzeugenden von R an und erh¨ alt unabh¨ angige Hoops, die
eine zahme Untergruppe S erzeugen, die R enth¨ alt.
Def. 3.12: Seien ˜ β1,..., ˜ βn unabh¨ angige Hoops, S =
D
˜ β1,..., ˜ βn
E
die
von ihnen erzeugte zahme Untergruppe. Seien h,h0 ∈ A/G. Man deﬁniert
die S-¨ Aquivalenzrelation auf A/G durch
h ∼S h0 :⇔ ∃g0 ∈ SU(2) : ˆ Hh0(˜ γ) = g−1
0 ˆ Hh(˜ γ)g0 ∀˜ γ ∈ S,
64wobei ˆ Hh, ˆ Hh0 ∈ Hom(HG,SU(2))/Ad die h und h0 zugeordneten Elemente
sind (s. Satz 3.7). Sei
πS : A/G →

A/G

/ ∼S
die kanonische Projektion.
Entscheidend ist hier, daß die Homomorphismen ˆ Hh und ˆ Hh0 nur auf der
endlich erzeugten Gruppe S durch eine ¨ Ahnlichkeitstransformation verbun-
den sein m¨ ussen und nicht mehr auf ganz HG, wie es bei der Deﬁnition von
Hom(HG,SU(2))/Ad gefordert war. Das folgende Lemma ist zentral f¨ ur die
Konstruktion des Ashtekar-Lewandowski-Maßes:
Lemma 3.13: Sei S eine zahme Untergruppe von HG. Dann gilt
a) Es gibt eine nat¨ urliche Bijektion

A/G

/ ∼S→ Hom(S,SU(2))/Ad
b) F¨ ur jede Wahl unabh¨ angiger freier Erzeugender ˜ β1,..., ˜ βn von S gibt
es eine Bijektion 
A/G

/ ∼S→ SU(2)n/Ad
c) Die von SU(2)n/Ad auf

A/G

/ ∼S erzeugte Topologie ist unabh¨ angig
von der Wahl der unabh¨ angigen freien Erzeugenden von S.
Bew.: a) Man hat nach den S¨ atzen 3.7 und 3.10 eine Bijektion
Θ : A/G → Hom(HG,SU(2))/Ad.
Seien ˜ β1,..., ˜ βn unabh¨ angige Hoops, die S frei erzeugen. Man deﬁniert die
Abbildung
ϕ : Hom(HG,SU(2))/Ad → Hom(S,SU(2))/Ad,
[ ˆ H]Ad 7→ [ ˆ H|S]Ad.
Sei ˆ HS : S → SU(2) ein Homomorphismus von der zahmen Untergruppe
S nach SU(2) und gk := ˆ HS(˜ βk), k = 1,...,n. Dann gibt es nach Satz
2.17 ein A0 ∈ A, so daß H(βk,A0) = gk, k = 1,...,n, wobei die Loops βk
Repr¨ asentanten der ˜ βk sind. Man erh¨ alt einen Homomorphismus ˆ HA0 von
ganz HG nach SU(2) durch
ˆ HA0(˜ α) := H(α,A0), ˜ α ∈ HG,
65wobei α wieder ein Repr¨ asentant von ˜ α ist, und es gilt ˆ HA0|S = ˆ HS. Jeder
Homomorphismus von S nach SU(2) l¨ aßt sich somit auf ganz HG erweitern.
Daher ist ϕ surjektiv.
Seien h1,h2 ∈ A/G, h1 ∼S h2, d.h. es gibt ein g0 ∈ SU(2), so daß
ˆ Hh1(˜ γ) = g−1
0 ˆ Hh2(˜ γ)g0 ∀˜ γ ∈ S, wobei ˆ Hhi = Θ(hi), i = 1,2. Dies notieren
wir als
[ ˆ Hh1|S]Ad = [ ˆ Hh2|S]Ad.
Sei Φ := ϕ ◦ Θ : A/G → Hom(S,SU(2))/Ad. Oﬀensichtlich bildet Φ alle
Elemente aus einer S-¨ Aquivalenzklasse auf dasselbe Element von
Hom(S,SU(2))/Ad ab, d.h. man hat eine injektive Abbildung
Φ0 :

A/G

/ ∼S→ Hom(S,SU(2))/Ad,
die wegen der Surjektivit¨ at von ϕ auch surjektiv ist. Daher ist Φ0 die ge-
suchte Bijektion.
b) Seien ˜ β1,..., ˜ βn die gew¨ ahlten freien Erzeugenden von S. Durch Aus-
wertung der Elemente von Hom(S,SU(2))/Ad auf den Erzeugenden erh¨ alt
man eine Bijektion zwischen Hom(S,SU(2))/Ad und SU(2)n/Ad und mit
der Abbildung aus (a) eine Bijektion zwischen

A/G

/ ∼S und SU(2)n/Ad.
c) Siehe Seite 92f, wo der Beweis f¨ ur allgemeinere Gruppen gef¨ uhrt wird.

Der Beweis von (a) zeigt, daß sich jeder Homomorphismus von S nach
SU(2) auf ganz HG erweitern l¨ aßt. Dahinter steckt Satz 2.17, der auch all-
gemeiner f¨ ur andere Gruppen gilt, insbesondere die f¨ ur die Physik interes-
santen Gruppen SU(n) und U(n).
Dieses Lemma zeigt, daß sich die Situation entscheidend vereinfacht,
wenn man die Betrachtung auf endlich erzeugte Untergruppen der Hoop-
Gruppe einschr¨ ankt. Zu endlich vielen Erzeugenden lassen sich immer end-
lich viele freie Erzeugende ﬁnden (Lemma 2.14), was bedeutet, daß jede
endlich erzeugte Untergruppe von HG in einer zahmen Untergruppe enthal-
ten ist. Faßt man die zu Elementen von A/G geh¨ origen Homomorphismen
zusammen, die sich auf einer zahmen Untergruppe nicht unterscheiden (Bil-
dung der S-¨ Aquivalenzklassen), so zeigt sich, daß

A/G

/ ∼S ein endlichdi-
mensionaler Raum ist, der sich zudem als isomorph zu SU(2)n/Ad erweist.
66Es bleibt zu zeigen, daß man einen geeigneten Limes zu unendlich vielen
Variablen hat. Dies geschieht in Kapitel 4.
Auf SU(2)n/Ad kann man in kanonischer Weise ein Maß deﬁnieren, das
vom Haar-Maß auf SU(2) herkommt. Dies ist der Weg, der in [AshLew94]
beschrieben wurde und hier mit einigen Kl¨ arungen wiedergegeben wird. Zu-
n¨ achst braucht man den Begriﬀ der Zylinderfunktion:
Def. 3.14: Mittels Lemma 3.13 kann man die in Deﬁnition 3.12 ein-
gef¨ uhrte Projektion πS als Projektion von A/G nach Hom(S,SU(2))/Ad
auﬀassen. Sei ˜ f eine stetige komplexwertige Funktion auf Hom(S,SU(2))/Ad.
Der Pullback f von ˜ f unter πS heißt Zylinderfunktion auf A/G. f heißt zy-
lindrisch bez¨ uglich S. Die Menge der Zylinderfunktionen wird mit Cyl(A/G)
bezeichnet. Sei X0
S := Hom(S,SU(2))/Ad. Dann gilt
Cyl(A/G) :=
[
S∈L
π∗
SC(X0
S).
Bem. 3.15: a) Sei S0 ⊇ S, f zylindrisch bez¨ uglich S. Dann ist f auch
zylindrisch bez¨ uglich S0.
b) Eine Zylinderfunktion f ist konstant auf den S-¨ Aquivalenzklassen von
A/G.
Bew.: a) Da die S-¨ Aquivalenzklassen in A/G im allgemeinen gr¨ oßer sind
als die S0-¨ Aquivalenzklassen, folgt die Aussage.
b) Sei f eine Zylinderfunktion bez¨ uglich S. f ist insbesondere stetig.
Dazu betrachtet man das folgende kommutative Diagramm:
A/G - f C
?
πS
X0
S
 
 
 
    
˜ f
Auf A/G hat man die Gelfand-Topologie, und da X0
S '

A/G

/ ∼S,
w¨ ahlt man auf X0
S die Quotiententopologie. In dieser Topologie ist πS stetig,
und wegen der universellen Eigenschaft der Quotiententopologie ist auch ˜ f
67stetig. Also ist f = ˜ f ◦ πS f¨ ur stetige Funktionen πS und ˜ f.

Lemma 3.16: Die Menge Cyl(A/G) der Zylinderfunktionen ist bez¨ uglich
der Addition und Multiplikation, der komplexen Konjugation und der Supremums-
Norm eine involutive, normierte Algebra.
Bew.: Sei f eine Zylinderfunktion bez¨ uglich S. Oﬀensichtlich sind auch
λf, λ ∈ C und die komplex konjugierte Funktion f Zylinderfunktionen
bez¨ uglich S. Seien f1,f2 Zylinderfunktionen bez¨ uglich S1 bzw. S2 und sei-
en ˜ β1,..., ˜ βn unabh¨ angige Erzeugende von S1, ˜ γ1,..., ˜ γm unabh¨ angige Er-
zeugende von S2. Aus der Menge {˜ β1,..., ˜ βn, ˜ γ1,..., ˜ γm} erzeuge man durch
die Loop-Zerlegung (Lemma 2.14) unabh¨ angige Hoops ˜ α1,..., ˜ αp. Sei S :=
h˜ α1,..., ˜ αpi. f1 und f2 sind zylindrisch bez¨ uglich S, und damit auch f1 + f2
und f1f2. Zylinderfunktionen sind als Pullbacks stetiger Funktionen auf
kompakten R¨ aumen der Gestalt Hom(S,SU(2))/Ad ' SU(2)n/Ad beschr¨ ankt.
Mit der Supremumsnorm wird Cyl(A/G) daher zu einer involutiven, nor-
mierten Algebra.

Def. 3.17: C∗(Cyl(A/G)) ist die C∗-Algebra, die durch Vervollst¨ andi-
gung von Cyl(A/G) bez¨ uglich der Supremums-Norm entsteht.
Satz 3.18: C∗(Cyl(A/G)) ist isomorph zur Ashtekar-Isham-Algebra
C∗(HA).
Bew.: a) C∗(HA) ⊆ C∗(Cyl(A/G)):
Sei F ∈ HA ⊂ C∗(HA), F( ˜ A) =
Pm
i=1 aiT˜ αi( ˜ A), ˜ A ∈ A/G. Sei ˆ F ∈
C(A/G) die Gelfand-Transformierte von F, ˆ F(h) =
Pm
i=1 ai ˆ H˜ αi(h), wo-
bei h ∈ A/G, ˆ Hh das zugeh¨ orige Element von Hom(HG,SU(2))/Ad und
ˆ H˜ αi(h) := 1
2tr ˆ Hh(˜ αi) ist. Seien ˜ γ1,..., ˜ γn durch Loop-Zerlegung aus ˜ α1,..., ˜ αn
erzeugte unabh¨ angige Hoops und S = h˜ γ1,..., ˜ γni die von den ˜ γi erzeugte
zahme Untergruppe. ˆ F ist konstant auf den S-¨ Aquivalenzklassen von A/G,
also ist ˆ F ∈ Cyl(A/G) ⊂ C∗(Cyl(A/G)).
Es gilt ˆ F|A/G = F. Die Normen von F ∈ HA und ˆ F ∈ C∗(Cyl(A/G))
sind gegeben durch
|F| = sup
˜ A∈A/G
|F( ˜ A)|, | ˆ F| = sup
h∈A/G
| ˆ F(h)|.
68Da A/G dicht in A/G ist und ˆ F|A/G = F gilt, hat man eine isometrische
Einbettung HA ⊂ C∗(Cyl(A/G)). Die Norm ist wegen ||x| − |y|| ≤ |x − y|
gleichm¨ aßig stetig und l¨ aßt sich daher auf ganz A/G fortsetzen. Deswe-
gen ist auch C∗(HA) als Vervollst¨ andigung von HA in dieser Norm in
C∗(Cyl(A/G)) enthalten.
b) C∗(Cyl(A/G)) ⊆ C∗(HA):
Durch die Gelfand-Transformation gilt C∗(HA) ' C(A/G). Sei f ∈
Cyl(A/G). Dann ist f : A/G → C stetig, also f ∈ C(A/G). ¨ Uber die
Gelfand-Isomorphie ist also Cyl(A/G) ⊆ C∗(HA) ⊆ C∗(Cyl(A/G)), wo-
bei die zweite Inklusion diejenige aus Teil (a) ist. Insgesamt gilt somit
C∗(Cyl(A/G)) ' C∗(HA).

Die aus den Zylinderfunktionen gebildete C∗-Algebra entspricht also der
bisher untersuchten Algebra C∗(HA). Insbesondere sind die Wilson-Loop-
Funktionen T˜ α Zylinderfunktionen. In der neuen Betrachtungsweise wird
besonders deutlich, daß diese Funktionen nur von endlich vielen Argumenten
abh¨ angen, da sie von Funktionen auf endlichdimensionalen R¨ aumen der Ge-
stalt Hom(S,SU(2))/Ad herkommen. Wegen der Isomorphie
Hom(S,SU(2))/Ad ' SU(2)n/Ad
liegt es nahe, das vom Haar-Maß auf SU(2) induzierte Maß auf SU(2)n/Ad
zu benutzen, um solche Funktionen zu integrieren. Im folgenden soll dieses
Maß deﬁniert und seine Eigenschaften untersucht werden.
3.4 Das Ashtekar-Lewandowski-Maß
Das Ashtekar-Lewandowski-Maß wird deﬁniert. Dieses Maß ist von besonde-
rer Bedeutung, weil es durch die sogenannten Realit¨ atsbedingungen in der
Loop-Quantengravitation eine besondere Stellung erh¨ alt. Bei der ¨ Uberset-
zung der Konﬁgurationsvariablen in Operatoren k¨ onnte man auch andere
Wahlen f¨ ur das Maß treﬀen, aber die Implementation der Impulsvariablen,
die hier nicht betrachtet wird, zeichnet das Ashtekar-Lewandowski-Maß aus
[ALMMT95]. Dieses Maß ist das einzige nicht-triviale Maß auf A/G, f¨ ur
das die Realit¨ atsbedingungen erf¨ ullt werden k¨ onnen. Deswegen werden wir
ausschließlich dieses Maß betrachten. In Kapitel 5.C gibt es einen Hinweis,
wie man auch andere diﬀeomorphismeninvariante Maße konstruieren kann.
69Baez hat sich ausf¨ uhrlich mit diesem Thema besch¨ aftigt [Bae93].
Die Idee bei der Konstruktion des Ashtekar-Lewandowski-Maßes ist aus-
zunutzen, daß Zylinderfunktionen als Funktionen auf SU(2)n/Ad angese-
hen werden k¨ onnen. Auf SU(2)n/Ad hat man ein kanonisches Wahrschein-
lichkeitsmaß, n¨ amlich das Maß, das vom Haar-Maß auf SU(2) herkommt.
Es wird eine Vertr¨ aglichkeitsbedingung angegeben, die die Maße auf den
endlichdimensionalen R¨ aumen der Gestalt X0
S := Hom(S,SU(2))/Ad '
SU(2)n/Ad erf¨ ullen m¨ ussen, um ein Maß auf A/G zu induzieren. (Die-
se Vertr¨ aglichkeitsbedingung wird in Kapitel 4, Satz 4.11 n¨ aher betrach-
tet.) In Def. 3.19 werden die Maße auf den R¨ aumen X0
S deﬁniert. In Satz
3.20 wird gezeigt, daß diese Maße die Vertr¨ aglichkeitsbedingung erf¨ ullen
und ein regul¨ ares, strikt positives Wahrscheinlichkeitsmaß µ auf A/G in-
duzieren, das sogenannte Ashtekar-Lewandowski-Maß. Mit µ ist auch der
Raum L2(A/G,dµ) deﬁniert, der nach den Betrachtungen aus Kapitel 3.A
der Hilbertraum der Theorie ist. Die Elemente von C∗(HA) wirken als mul-
tiplikative, beschr¨ ankte Operatoren auf L2(A/G,dµ). Gleichzeitig sind die
Zylinderfunktionen, zu denen die Wilson-Loop-Funktionen geh¨ oren, (qua-
drat)integrable Funktionen (siehe Kapitel 4.C) und somit auch Zust¨ ande
der Theorie.
Um Zylinderfunktionen integrieren zu k¨ onnen, deﬁniert man geeignete
Maße auf den endlichdimensionalen R¨ aumen X0
S = Hom(S,SU(2))/Ad. Sei
f ∈ C∗(Cyl(A/G)) eine Zylinderfunktion bez¨ uglich S, f = (πS)∗ ˜ f. Die Idee
besteht darin, durch Z
A/G
dµf :=
Z
X0
S
dµS ˜ f
f¨ ur geeignete Maße µS ein Maß µ auf A/G zu deﬁnieren. Damit dies funk-
tioniert, m¨ ussen die Maße µS folgende Vertr¨ aglichkeitsrelation erf¨ ullen: Sei
f zylindrisch bez¨ uglich S und S0, d.h. f = (πS)∗ ˜ f = (πS0)∗ ˜ f0, ˜ f : X0
S →
C, ˜ f0 : X0
S0 → C. Dann soll gelten
Z
X0
S
dµS ˜ f =
Z
X0
S0
dµS0 ˜ f0.
Um zu zeigen, daß auf diese Weise tats¨ achlich ein eindeutiges Maß auf
A/G deﬁniert werden kann, ben¨ otigt man die Theorie der projektiven Li-
mites (s. Kapitel 4, insbesondere Satz 4.11). Wir stellen jetzt das Ashtekar-
Lewandowski- oder induzierte Haar-Maß vor und zeigen, daß es die Ver-
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Def. 3.19: Sei µH das normierte Haar-Maß auf SU(2), µn
H das Haar-Maß
auf SU(2)n, µn das Bildmaß auf SU(2)n/Ad (B ⊆ SU(2)n/Ad, µn(B) :=
µn
H(ρ−1(B)), wobei ρ die Projektion von SU(2)n auf SU(2)n/Ad ist). µS ist
deﬁniert als das Bildmaß von µn auf X0
S bez¨ uglich der Bijektion SU(2)n/Ad →
X0
S (s. Lemma 3.13).
Satz 3.20: a) Sei f ∈ Cyl(A/G) ein Zylinderfunktion bez¨ uglich zweier
zahmer Untergruppen S und S0, f = (πS)∗ ˜ f = (πS0)∗ ˜ f0. µS und µS0 seien
die zugeh¨ origen Maße auf X0
S bzw. X0
S0. Dann gilt
R
X0
S
dµS ˜ f =
R
X0
S0 dµS0 ˜ f0.
b) Das Funktional υ : HA → C,
υ(F) =
Z
A/G
dµf, F ∈ HA ⊂ C∗(HA),
wobei f die Gelfand-Transformierte von F ist, l¨ aßt sich eindeutig zu einem
linearen, strikt positiven Funktional auf C∗(HA) erweitern.
c) Das in (b) deﬁnierte Maß µ ist ein regul¨ ares, strikt positives Maß auf
A/G.
Bew.: a) Sei o.B.d.A. S0 ⊆ S. Seien ˜ γ1,..., ˜ γn0 unabh¨ angige Erzeugende
von S0, ˜ δ1,...,˜ δn unabh¨ angige Erzeugende von S. Man benutzt die Loop-
Zerlegung, um aus {˜ γ1,..., ˜ γn0,˜ δ1,...,˜ δn} unabh¨ angige Hoops ˜ β1,..., ˜ βn zu
erhalten, die wieder S (und nat¨ urlich auch S0) generieren.
Nach Konstruktion l¨ aßt sich jedes ˜ γi als Wort in den ˜ βj und ihren In-
versen darstellen,
˜ γi = ˜ β
1
j1
˜ β
2
j2...˜ β
N
jN, k ∈ Z\{0}.
Insbesondere enth¨ alt wegen der Unabh¨ angigkeit jedes ˜ γi ein Kurvenst¨ uck,
das nur einfach durchlaufen wird und von den anderen ˜ γk in h¨ ochstens end-
lich vielen Punkten getroﬀen wird. Dieses Kurvenst¨ uck wird von einem oder
mehreren der ˜ βj ¨ uberdeckt. Man w¨ ahlt zu jedem ˜ γi ein solches ˜ βK(i) und
erh¨ alt eine Zuordnung K : {1,...,n0} → {1,...,n}. Da das Kurvenst¨ uck von
˜ γi, das von ˜ βK(i) ¨ uberdeckt wird (evtl. teilweise), nur in ˜ γi auftaucht und
in keinem anderen ˜ γk, ist K injektiv. Wegen der einfachen Durchlaufung
dieses Kurvenst¨ ucks ist der Exponent K(i) von ˜ βK(i) entweder 1 oder −1.
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−1
K(i). Dann hat ˜ γi
die Gestalt
˜ γi = ...˜ βK(i)...,
wobei ... jeweils f¨ ur Verkn¨ upfungen von ˜ βl, l 6= K(m), m = 1,...,n0 steht
und ˜ βK(i) in keiner Zerlegung eines anderen ˜ γk, k 6= i auftaucht.
Man deﬁniert nun gj := H(˜ βj,A), j = 1,...,n und g0
i := H(˜ γi,A), i =
1,...,n0 f¨ ur einen fest gew¨ ahlten Zusammenhang A. Da f¨ ur die Holonomie-
Abbildung gilt H(αβ,A) = H(α,A)H(β,A), lassen sich die g0
i als Produkte
der gj darstellen. Man erh¨ alt
g0
i = ...gK(i)..., i = 1,...,n
0
,
wobei ... hier jeweils Produkte von gl sind, f¨ ur die gilt l 6= K(m), m =
1,...,n0. Außerdem taucht gK(i) nur in der Zerlegung von g
0
i auf. Die Holonomie-
Abbildung ¨ ubertr¨ agt die obigen Beziehungen zwischen den Erzeugenden zah-
mer Untergruppen auf die Indizes von Gruppenelementen.
Die zu integrierende Funktion f : A/G → C ist der Pullback sowohl von
˜ f als auch von ˜ f0, also gilt
˜ f(g1,...,gn) = ˜ f0(g
0
1,...g0
n
0) = ˜ f0(...gK(1)...,...,...gK(n0)...)
gem¨ aß der obigen Darstellung der g0
i durch die gj. Somit ergibt sich
Z
X0
S
dµS ˜ f =
Z
dµ1...
Z
dµn ˜ f(g1,...,gn)
=
Z Y
m/ ∈K(1),...,K(n0)
dµm(
Z
dµK(1)...
Z
dµK(n0) ˜ f0(...gK(1)...,...,...gK(n0)...)).
Dabei wurde im ersten Schritt die Deﬁnition 3.19 des vom Haar-Maß auf
SU(2) herkommenden Maßes µS auf X0
S ausgenutzt. Im zweiten Schritt
wurde die Integrationsreihenfolge ge¨ andert (Satz von Fubini) und ˜ f durch
˜ f0 ersetzt. Nach obigen ¨ Uberlegungen kommt der Index K(n0) nur im letzten
Argument von ˜ f0 vor, so daß man die Invarianz des Haar-Maßes (hier: µK(n0))
ausnutzen kann, um zu schreiben
=
Z Y
m/ ∈K(1),...,K(n0)
dµm(
Z
dµK(1)...
Z
dµK(n0) ˜ f0(...gK(1)...,...,gK(n0))).
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erh¨ alt
=
Z Y
m/ ∈K(1),...,K(n0)
dµm(
Z
dµK(1)...
Z
dµK(n0) ˜ f0(gK(1),...,gK(n0)))
=
Z
dµK(1)...
Z
dµK(n0) ˜ f0(gK(1),...,gK(n0)).
Im letzten Schritt wurde ausgenutzt, daß die Indizes {m | m / ∈ K(1),...,K(n0)}
nicht mehr im Integranden auftauchen und daher die Integrationen ¨ uber die
zugeh¨ origen µm wegen der Normierung des Haar-Maßes jeweils 1 ergeben.
Benennt man die verbleibenden Variablen um, so ergibt sich
=
Z
dµ1...
Z
dµn0 ˜ f0(g1,...,gn0)
=
Z
X0
S0
dµS0 ˜ f0,
also insgesamt
R
X0
S
dµS ˜ f =
R
X0
S0 dµS0 ˜ f0.
b) Das Funktional υ ist oﬀensichtlich linear und stetig. Sei ˜ f : X0
S → C
stetig, so daß f = (πS)∗f, wobei die Zylinderfunktion f die Gelfandtrans-
formierte von F ∈ HA ist. Da ( ˜ f)∗ ˜ f f¨ ur alle ˜ f eine nicht-negative Funktion
ist, die man als Funktion auf SU(2)n/Ad auﬀassen kann, und υ(F∗F) sich
als Integral ¨ uber ( ˜ f)∗ ˜ f bez¨ uglich eines regul¨ aren Maßes auf SU(2)n/Ad er-
gibt, ist υ ein strikt positives lineares Funktional auf HA. Da HA dicht in
C∗(HA) ist, l¨ aßt sich υ eindeutig zu einem linearen, strikt positiven Funk-
tional auf C∗(HA) erweitern.
c) Die C∗-Algebra C∗(HA) ist nach dem Gelfandschen Darstellungssatz
isomorph zur C∗-Algebra C(A/G) der stetigen Funktionen auf A/G, dem
Spektrum von C∗(HA) (siehe Kapitel 3.A). Daher l¨ aßt sich υ als stetiges
lineares Funktional auf dieser Algebra auﬀassen. Nach dem Satz von Riesz
induziert υ ein regul¨ ares Maß µ auf A/G. Mit υ ist auch µ strikt positiv. µ
heißt Ashtekar-Lewandowski-Maß oder induziertes Haar-Maß.

Der Beweis, daß das Ashtekar-Lewandowski-Maß µ invariant gegen¨ uber
analytischen Diﬀeomorphismen der Basismannigfaltigkeit Σ ist, wird in Ka-
pitel 5 gef¨ uhrt. Physikalisch bedeutet dies die Invarianz gegen r¨ aumliche
Diﬀeomorphismen, d.h. dreidimensionale Kovarianz.
734 Projektive Techniken
Dieses Kapitel folgt weitgehend [AshLew95]. Die Beweise werden klarer aus-
gef¨ uhrt und erg¨ anzt. Im ersten Abschnitt werden die projektiven Techniken
vorgestellt, die in Abschnitt 4.B f¨ ur die Anwendung auf die physikalische
Situation gebraucht werden. In den Abschnitten 4.B und 4.C wird die Ver-
bindung zu den vorangegangenen Kapiteln dargestellt, die sich haupts¨ achlich
aus den Arbeiten [AshIsh92, AshLew94] herleiten.
Es wird insbesondere gezeigt, daß der unendlichdimensionale Quanten-
konﬁgurationsraum A/G als projektiver Limes der endlichdimensionalen R¨ aume
X0
S = Hom(S,SU(2))/Ad verstanden werden kann, und wie Maße auf A/G
charakterisiert werden k¨ onnen. Der zentrale Punkt ist, daß aus Strukturen
im Endlichdimensionalen (den R¨ aumen X0
S und Maßen darauf) in mathe-
matisch sauberer Weise Strukturen im Unendlichdimensionalen (A/G und
Maße darauf) erwachsen. Der geeignete Limes beim ¨ Ubergang vom Endlich-
zum Unendlichdimensionalen ist der projektive Limes. Damit werden die
Techniken aus Kapitel 3, wo man auf Zylinderfunktionen zur¨ uckgriﬀ, die
nur von endlich vielen Variablen abh¨ angen, mathematisch begr¨ undet und
auf sichere F¨ uße gestellt. Die Einschr¨ ankung auf endlich viele Variablen ist
keine echte Einschr¨ ankung, weil man einen geeigneten Limes zu einer Feld-
theorie mit unendlich vielen Variablen hat. Allerdings muß man sagen, daß
die Zust¨ ande der Theorie und der klassische Limes, bei dem echte feldtheo-
retische Aussagen wichtig sind, heute nicht tiefgehend verstanden sind, s.
aber [ARS92, VarZap00, ArnGup00].
In Abschnitt 4.C wird dargestellt, warum man Zylinderfunktionen und
Wilson-Loop-Funktionen als Zust¨ ande der Theorie betrachten kann. Die pro-
jektiven Techniken erlauben eine Deutung des Formalismus als eine Art von
Gittertheorie. Dies wird in Abschnitt 4.D besprochen.
4.1 Allgemeiner Teil
Im Unterabschnitt 4.A.1 werden projektive Spektren eingef¨ uhrt und der pro-
jektive Limes deﬁniert. Ein projektives Spektrum enth¨ alt per deﬁnitionem
kein gr¨ oßtes Element. Der projektive Limes X, der ein Teil des kartesi-
schen Produkts der Teilr¨ aume XS des projektiven Spektrums ist, ersetzt
ein solches gr¨ oßtes Element in dem Sinne, daß es f¨ ur jedes S eine surjektive
Projektion pS : X → XS gibt. Zylinderfunktionen werden in einem abstrak-
teren Sinne deﬁniert. Auch hier erh¨ alt man wieder eine involutive Algebra
74Cyl(X), die man zu einer C∗-Algebra C∗(Cyl(X)) vervollst¨ andigen kann.
Diese C∗-Algebra wird in Unterabschnitt 4.A.2 untersucht. Es zeigt sich,
daß der projektive Limes X das Spektrum von C∗(Cyl(X)) ist. In Unterab-
schnitt 4.A.3 werden in Satz 4.11 die regul¨ aren Borelschen Wahrscheinlich-
keitsmaße auf X charakterisiert. Es wird bewiesen, daß alle solche Maße von
einer Familie von Maßen auf den R¨ aumen XS, die das projektive Spektrum
bilden, herkommen. Damit eine Familie von Maßen auf den XS ein Maß auf
X induziert, m¨ ussen die Maße eine Vertr¨ aglichkeitsbedingung erf¨ ullen. Diese
Bedingung kennen wir schon aus Kapitel 3.D, wo sie bei der Deﬁnition des
Ashtekar-Lewandowski-Maßes auftauchte.
Der Unterabschnitt 4.A.4 besch¨ aftigt sich mit der Wirkung einer kom-
pakten Gruppe G auf einem projektiven Spektrum. Unter einer weiteren
Vertr¨ aglichkeitsbedingung wird eine Operation von G auf dem projektiven
Limes induziert. In Satz 4.12 wird bewiesen, daß die Bildung des projektiven
Limes und die Wirkung von G vertauschen.
4.1.1 Projektive Spektren und die zugeh¨ origen C∗-Algebren von
Zylinderfunktionen
Def. 4.1: Sei L eine halbgeordnete und nach oben ﬁltrierte Menge. (XS,pSS0)S,S0∈L
heißt projektives Spektrum, wenn pSS0 : XS0 → XS f¨ ur S0 ≥ S eine surjektive
Abbildung ist, so daß f¨ ur S00 ≥ S0 ≥ S gilt
pSS0 ◦ pS0S00 = pSS00.
Def. 4.2: Sei L eine halbgeordnete, nach oben ﬁltrierte Menge,
(XS,pSS0)S,S0∈L ein projektives Spektrum. Als projektiven Limes X der
XS, S ∈ L bezeichnet man folgende Teilmenge des kartesischen Produkts
der XS:
X = lim ← −S∈LXS := {(xS)S∈L ∈
Y
S∈L
XS | S0 ≥ S ⇒ pSS0xS0 = xS}.
Der projektive Limes X besteht also aus solchen Familien von Punkten
der XS, die aus jedem XS genau einen Punkt xS enthalten und bei denen
diese Punkte innerhalb einer solchen Familie (xS)S∈L miteinander in der
75durch die Projektionen bestimmten Beziehung S0 ≥ S ⇒ pSS0xS0 = xS ste-
hen.
Im folgenden seien die XS kompakte Hausdorﬀr¨ aume, die pSS0 stetige
Surjektionen. X trage die von der Produkttopologie induzierte Topologie.
X ist kompakt in dieser Topologie. Man hat kanonische Projektionen vom
kartesischen Produkt auf die einzelnen R¨ aume XS. Die Einschr¨ ankung dieser
Projektionen auf X ergibt Projektionen
pS : X → XS.
Sei C(XS) der Raum der stetigen, komplexwertigen Funktionen auf XS. Auf S
S∈L C(XS) f¨ uhrt man folgende ¨ Aquivalenzrelation ein:
f1 ∼ f2 :⇔ ∃S3 ≥ S1,S2 : p∗
S1S3fS1 = p∗
S2S3fS2,
wobei
p∗
SS0 : C(XS) → C(XS0), fS 7→ fS ◦ pSS0
der von der Projektion pSS0 erzeugte Pullback ist.
Bem. 4.3: Da pSS0 surjektiv ist, ist p∗
SS0 injektiv.
Bew.: Seien fS,f0
S ∈ C(XS), fS 6= f0
S, d.h. es gibt ein xS ∈ XS, so daß
fS(xS) 6= f0
S(xS). Da pSS0 surjektiv ist, gibt es ein xS0 ∈ XS0, so daß gilt
pSS0xS0 = xS. Dann ist
p∗
SS0fS(xS0) = fS(pSS0xS0) = fS(xS)
6= f0
S(xS) = f0
S(pSS0xS0) = p∗
SS0f0
S(xS0),
also ist p∗
SS0 : C(XS) → C(XS0) injektiv.

Bem. 4.4: Wenn p∗
S1S3fS1 = p∗
S2S3fS2 f¨ ur ein S3 ≥ S1,S2, dann auch f¨ ur
alle S3 ≥ S1,S2.
Def. 4.5: Als Menge der Zylinderfunktionen Cyl(X), die zu dem pro-
jektiven Spektrum (XS,pSS0)S,S0∈L assoziiert ist, bezeichnet man
Cyl(X) := (
[
S∈L
C(XS))/ ∼ .
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S
S∈L C(XS) wird als [fS]∼ notiert.
Die Elemente von Cyl(X) sind ¨ Aquivalenzklassen von Funktionen, die
entgegen der Notation zun¨ achst auf
S
S∈L C(XS) und nicht auf X deﬁ-
niert sind. Sie k¨ onnen aber als Funktionen auf X aufgefaßt werden: Seien
f ∈ Cyl(X), (xS)S∈L ∈ X und fS1,fS2 Repr¨ asentanten von f. Dann gilt
fS1(xS1) = fS2(xS2). Sei n¨ amlich S3 ≥ S1,S2. Dann ist p∗
S1S3fS1 = p∗
S2S3fS2
und somit
fS1(xS1) = fS1(pS1S3xS3)
= (p∗
S1S3fS1)(xS3)
= (p∗
S2S3fS2)(xS3)
= fS2(pS2S3xS3)
= fS2(xS2).
Also ist
f((xS)S∈L) := fS(xS)
f¨ ur einen beliebigen Repr¨ asentanten fS von f wohldeﬁniert. Damit erh¨ alt
man eine Funktion f : X → C. Die Stetigkeit von f ersieht man aus der
folgenden Darstellung: Sei fS ein Repr¨ asentant von f. Dann ist f = p∗
SfS,
denn
(p∗
SfS)((xS0)S0∈L) = fS(pS(xS0)S0∈L) = fS(xS)
f¨ ur alle (xS0)S0∈L ∈ X. Da fS und pS stetig sind, folgt die Stetigkeit von f.
Um zu zeigen, daß Zylinderfunktionen von endlich vielen Variablen abh¨ angen,
geben wir ein Beispiel. Seien I = N, L = Fin(N) die endlichen Teilmengen
von N, wobei die Halbordnung durch die Inklusion gegeben ist, Xi kompakte
Hausdorﬀr¨ aume und XS =
Q
i∈S Xi f¨ ur S ∈ Fin(N). Man hat Projektionen
pSS0 : XS
0 → XS, (xi)i∈S0 7→ (xj)j∈S
f¨ ur S ⊆ S0. Damit hat man ein projektives Spektrum (XS,pSS0) gegeben,
dessen projektiver Limes sich ergibt als
X =
Y
i∈N
Xi ' lim ← −S∈Fin(N)XS.
Seien f,g Zylinderfunktionen, d.h.
f,g ∈ (
[
S∈L
C(XS))/ ∼ .
77Dabei ist die ¨ Aquivalenzrelation folgendermaßen gegeben: Seien f ∈ C(XS1)
und g ∈ C(XS2). f ∼ g ⇔ ∃S3 ≥ S1,S3 : f ◦ pS1S3 = g ◦ pS2S3 ∈ C(XS3).
Da gilt f ∈ C(XS1) = C(
Q
i∈S1 Xi) f¨ ur ein S1 ∈ Fin(N), wird die
Abh¨ angigkeit von nur endlich vielen Variablen hier besonders deutlich.
Lemma 4.6: Gegeben f,g ∈ Cyl(X). Dann gibt es ein S ∈ L und
fS,gS ∈ C(XS) mit f = [fS]∼, g = [gS]∼.
Bew.: Man hat f = [fS1]∼, g = [gS2]∼. Sei S ≥ S1,S2. Man w¨ ahle
fS := p∗
S1SfS1, gs := p∗
S2SgS2.

Satz 4.7: a) Seien f,g ∈ Cyl(X). Dann sind die folgenden Operationen
wohldeﬁniert:
f + g : = [fS + gS]∼, fg := [fSgS]∼,
af : = [afS]∼ ∀a ∈ C,
f∗ : = [(fS)∗]∼,
wobei S ∈ L (gem¨ aß dem vorangegangenen Lemma) und ∗ hier komplexe
Konjugation bedeutet.
b) Cyl(X) enth¨ alt die konstanten Funktionen.
c) fS ∈ C(XS), fS0 ∈ C(XS0) und fS ∼ fS0 ⇒ supxS∈XS |fS(xS)| =
supxS0∈XS0 |fS0(xS0)|.
Bew.: a) Seien fS,fS0 Repr¨ asentanten von f, d.h. f = [fS]∼ = [fS0]∼,
und gS,gS0 Repr¨ asentanten von g. Dann gilt f¨ ur xS = pSS0xS0
fS(xS) = fS0(xS0), gS(xS) = gS0(xS0).
Zu zeigen ist [fS + gS]∼ = [fS0 + gS0]∼. Seien (xS00)S00∈L ∈ X, xS :=
pS((xS00)S00∈L), xS0 := pS0((xS00)S00∈L)). Dann gilt xS = pSS0xS0 und
[fS + gS]∼(xS00)S00∈L = (fS + gS)(pS((xS00)S00∈L))
= (fS + gS)(xS)
= fS(xS) + gS(xS)
= fS0(xS0) + gS0(xS0)
= (fS0 + gS0)(xS0)
= (fS0 + gS0)(pS0((xS00)S00∈L))
= [fS0 + gS0]∼(xS00)S00∈L.
78Da (xS00)S00∈L beliebig war, gilt dies f¨ ur alle (xS00)S00∈L ∈ X, also gilt [fS +
gS]∼ = [fS0 + gS0]∼, und damit ist f + g wohldeﬁniert.
Die ¨ ubrigen Beziehungen beweist man analog.
b) klar
c) Seien S
00
≥ S,S0 und fS00 = p∗
SS00fS = p∗
S0S00fS0. Dann gilt
sup
xS∈XS
|fS(xS)| = sup
xS00∈XS00
|fS00(xS00)| = sup
xS0∈XS0
|fS0(xS0)|.

Satz 4.7 bedeutet, daß Cyl(X) eine normierte, involutive Algebra mit
Einselement ist. Die Norm ist gegeben durch
|[f]∼| := sup
xS∈XS
|fS(xS)|,
wobei fS irgendein Repr¨ asentant von [f]∼ ist.
Def. 4.8: Die Vervollst¨ andigung C∗(Cyl(X)) von Cyl(X) bez¨ uglich der
Supremums-Norm ist eine kommutative C∗-Algebra. Sie heißt die zum pro-
jektiven Spektrum (XS,pSS0)S,S0∈L assoziierte C∗-Algebra.
4.1.2 Das Gelfand-Spektrum von C∗(Cyl(X))
Es wird gezeigt, daß X das Gelfand-Spektrum der C∗-Algebra C∗(Cyl(X))
ist. Das bedeutet, daß man einen isometrischen ∗-Isomorphismus von
C∗(Cyl(X)) auf C(X) hat.
Sei Hom(C∗(Cyl(X)),C) der Raum der Charaktere von C∗(Cyl(X)).
Als Charakter einer C∗-Algebra ist jedes Element von Hom(C∗(Cyl(X)),C)
stetig. Jeder solche Charakter ist eindeutig bestimmt durch seine Einschr¨ an-
kung auf Cyl(X). Man muß also nur den Raum Hom0(Cyl(X),C) der steti-
gen Charaktere von Cyl(X) betrachten. Man hat eine kanonische Abbildung
φ : X → Hom0(Cyl(X),C), x 7→ (f 7→ fS(pS(x))).
Wegen fS(pS(x)) = f(x) f¨ ur jeden Repr¨ asentanten fS von f ist dies gerade
die ¨ ubliche Evaluationsabbildung.
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von C∗(Cyl(X)).
Bew.: φ ist injektiv, weil Cyl(X) die Punkte von X trennt.
φ ist surjektiv: Sei h ∈ Hom0(Cyl(X),C). F¨ ur jedes XS deﬁniert h ein
hS ∈ Hom0(C(XS),C) durch
hS(fS) := h([fS]∼).
Nach dem Satz von Gelfand gibt es genau ein xh
S ∈ XS mit hS(fS) =
fS(xh
S) f¨ ur alle fS ∈ C(XS). Die so deﬁnierte Familie (xh
S)S∈L geh¨ ort zum
projektiven Limes X: Seien S1,S2 ∈ L, S2 ≥ S1. Dann gilt f¨ ur jedes fS1 ∈
C(XS1): Seien fS2 := p∗
S1S2fS1, f := [fS1]∼. Dann gilt auch f = [fS2]∼.
Damit folgt
fS1(pS1S2(xh
S2)) = (p∗
S1S2fS1)(xh
S2)
= fS2(xh
S2) = hS2(fS2)
= h(f) = hS1(fS1)
= fS1(xh
S1).
Da dies f¨ ur alle fS1 ∈ C(XS1) gilt, folgt pS1S2(xh
S2) = xh
S1. Somit ist (xh
S)S∈L ∈
X und
h(f) = f((xh
S)S∈L).
Also ist φ eine Bijektion.
Die Gelfand-Transformation von C∗(Cyl(X)) ist eine Abbildung
ˇ G : C∗(Cyl(X)) → Fun(Hom0(Cyl(X),C)),
die durch
ˇ G(f)(h) := h(f)
deﬁniert ist. Die Gelfand-Topologie auf Hom0(Cyl(X),C) ist die gr¨ obste
Topologie, f¨ ur die alle Funktionen ˇ G(f), f ∈ C∗(Cyl(X)) stetig sind.
Die von der Produkttopologie auf X induzierte Topologie ist die gr¨ obste
Topologie, f¨ ur die alle Funktionen aus
S
S∈L p∗
S(C(XS)) stetig sind: alle
Funktionen aus dieser Menge sind n¨ amlich stetig auf X. Da sie die Punkte
von X trennen, ist die gr¨ obste Topologie, f¨ ur die alle diese Funktionen ste-
tig sind (kurz die ”Funktionentopologie”), hausdorﬀsch. Da X kompakt ist
80und es zu einer hausdorﬀschen Topologie keine echt feinere kompakte gibt,
stimmt die Funktionentopologie mit der Topologie von X ¨ uberein.
Der Pullback φ∗ ist eine Bijektion von ˇ G(C∗(Cyl(X))) auf
S
S∈L p∗
S(C(XS)),
also transformiert φ∗ stetige Funktionen auf dem Gelfand-Spektrum von
C∗(Cyl(X)) in stetige Funktionen auf X. Aus Lemma 4.14 folgt dann, daß
φ stetig ist (s. unten). Da die R¨ aume kompakt sind, ist die stetige Bijektion
φ ein Hom¨ oomorphismus.

4.1.3 Regul¨ are Borelmaße auf dem projektiven Limes
Die Bezeichnungen der vorangegangenen Abschnitte werden beibehalten.
Def. 4.10: F¨ ur jedes S ∈ L sei ein regul¨ ares Borelsches Wahrscheinlich-
keitsmaß µS auf XS gegeben. (µS)S∈L heißt eine konsistente Familie von
Maßen, wenn
∀S0 ≥ S : (pSS0)∗µS0 = µS
gilt. Dabei bezeichnet (pSS0)∗µS0 das Bildmaß von µS0 bei der Abbildung
pSS0 : XS0 → XS:
∀ES ∈ B(XS) : ((pSS0)∗µS0)(ES) := µS0(p−1
SS0(ES)).
Man ¨ uberpr¨ uft leicht, daß
∀S00 ≥ S0 ≥ S : (pSS00)∗µS00 = (pSS0)∗[(pS0S00)∗µS00]
gilt. Durch den n¨ achsten Satz werden die regul¨ aren Wahrscheinlichkeitsma-
ße auf dem projektiven Limes X charakterisiert.
Satz 4.11: Sei (XS,pSS0)S,S0∈L ein projektives Spektrum kompakter
Hausdorﬀr¨ aume XS, X = lim ← −S∈LXS der projektive Limes. Dann gilt:
a) Sei µ ein regul¨ ares Borelsches Wahrscheinlichkeitsmaß (kurz W-Maß)
auf X. Dann induziert µ eine konsistente Familie (µS)S∈L von W-Maßen µS
auf XS, deﬁniert durch
µS := (pS)∗µ.
81b) Sei (µS)S∈L eine konsistente Familie von W-Maßen µS auf XS, S ∈ L.
Dann gibt es genau ein W-Maß µ auf X mit µS = (pS)∗µ f¨ ur alle S ∈ L.
c) µ ist genau dann treu (d.h. µ(f∗f) = 0 ⇒ f = 0 f¨ ur jede stetige
Funktion f auf X), wenn alle µS treu sind.
Bew.: a) klar
b) Sei (µS)S∈L eine konsistente Familie von W-Maßen. Der Raum Cyl(X)
der Zylinderfunktionen auf X ist dicht in C(X). Sei f ∈ Cyl(X), f = [fS]∼
mit fS ∈ C(XS) f¨ ur ein passendes S ∈ L. Dann ist
Γ(f) :=
Z
XS
fSdµS
wohldeﬁniert. Man beachte dabei, daß f¨ ur S0 ≥ S und fS ∈ C(XS) gilt
((pSS0)∗µS0)(fS) = µS0(p∗
SS0fS).
Damit kann man die Konsistenz der Familie (µS)S∈L verwenden, um zu
zeigen, daß Γ(f) unabh¨ angig von der Wahl des Repr¨ asentanten von f ist.
Γ ist ein positives lineares Funktional auf Cyl(X) und damit stetig. Also
erh¨ alt man genau ein positives lineares Funktional auf C(X), das wieder mit
Γ bezeichnet wird, und dieses ergibt ¨ uber den Rieszschen Darstellungssatz
genau ein regul¨ ares Borelmaß µ auf X mit
Z
X
fdµ = Γ(f), f ∈ C(X).
F¨ ur alle S gilt (pS)∗µ = µS, denn f¨ ur alle fS ∈ C(XS) gilt
µS(fS) = Γ([fS]∼) = µ(p∗
SfS) = ((pS)∗µ)(fS).
Die Eindeutigkeit von µ sieht man so: Seien µ,ν W-Maße auf X mit (pS)∗µ =
(pS)∗ν f¨ ur alle S ∈ L. Dann gilt µ = ν auf den Zylinderfunktionen auf X:
µ([fS]∼) = µ((pS)∗fS)
= ((pS)∗µ)(fS)
= ((pS)∗ν)(fS)
= ν([fS]∼),
und damit auch auf ganz C(X).
82c) Sei µ treu. Dann ist f¨ ur jedes fS ∈ C(XS)
Z
XS
f∗
SfSdµS =
Z
X
((pS)∗fS)∗((pS)∗fS)dµ,
woraus folgt, daß µS treu ist, weil alle stetigen Funktionen auf X von der
Gestalt (pS)∗fS sind. Ist umgekehrt jedes µS treu, so ist Γ strikt positiv auf
Cyl(X) und damit auf C(X).

4.1.4 Quotient eines projektiven Spektrums nach einer Gruppen-
operation
Sei G eine kompakte hausdorﬀsche topologische Gruppe. G operiere auf
jedem Element XS eines projektiven Spektrums (XS,pSS0)S,S0∈L kompakter
Hausdorﬀr¨ aume XS:
XS × G → XS, (xS,g) 7→ xS ∗S g,
wobei ∗S die Operation von g auf XS bezeichnet. Diese Abbildung sei stetig.
(Das ist mehr als die Forderung, daß die Abbildung XS → XS, (xS,g) 7→
xS ∗S g f¨ ur jedes feste g ∈ G stetig sei.) Ferner seien die Projektionen pSS0
G-¨ aquivariant, d.h.
pSS0(xS0 ∗S0 g) = xS ∗S g
f¨ ur alle S0 ≥ S, g ∈ G, xS ∈ XS, xS0 ∈ XS0. Eine solche Operation von
G auf einem projektiven Spektrum heißt konsistent. Damit erh¨ alt man ein
projektives Spektrum (XS/G,pSS0)S,S0∈L. Weil G kompakt ist, ist XS/G
hausdorﬀsch f¨ ur jedes S ∈ L (s. [tDi91]). Also sind die XS/G kompakte
Hausdorﬀr¨ aume. Da die Projektionen pSS0 G-¨ aquivariant sind, erh¨ alt man
eine nat¨ urliche Operation auf dem projektiven Limes X:
(xS)S∈L ∗ g := (xS ∗S g)S∈L,
denn f¨ ur S0 ≥ S gilt pSS0(xS0∗S0g) = (pSS0xS0)∗Sg = xS∗Sg. Die Operation
von G auf X ist stetig, denn die zugeh¨ orige Abbildung X×G → X ist genau
dann stetig, wenn f¨ ur jedes S0 ∈ L die Zusammensetzung
X × G → X → XS0,
wobei die letzte Abbildung die Projektion pS0 ist, stetig ist. Diese Zusam-
mensetzung ist die Abbildung
((xS)S∈L,g) 7→ xS0 ∗S0 g.
83Dies kann man schreiben als Zusammensetzung von
pS0 × idG : X × G → XS0 × G, ((xS)S∈L,g) 7→ (xS0,g)
und der Operation der Gruppe, die (xS0,g) in xS0 ∗S0 g ¨ uberf¨ uhrt. Also ist
die Operation von G auf X stetig.
Sei XG := lim ← −S∈L(XS/G) der projektive Limes der XS/G. Der folgende
Satz zeigt, daß man eine kanonische Abbildung von X/G nach XG hat und
damit insgesamt
X → X/G → XG, (xS)S∈L 7→ (xS)S∈L modG 7→ (xS modG)S∈L.
Satz 4.12: Sei G eine kompakte Gruppe und (XS,pSS0)S,S0∈L ein pro-
jektives Spektrum kompakter R¨ aume. (Bei Kompaktheit werde immer Sepa-
riertheit vorausgesetzt.) G operiere konsistent auf (XS,pSS0)S,S0∈L. Dann ist
die Abbildung
φ : X/G → XG, [(xS)S∈L]G 7→ ([xS]G)S∈L
ein Hom¨ oomorphismus.
Bew.: Der Beweis ergibt sich aus den folgenden beiden Lemmata:
Lemma 4.13: Der Pullback
φ∗ : C∗(Cyl(XG)) → C(X/G)
ist eine Bijektion und damit ein Algebren-Isomorphismus.
Bew.: Man zeigt zun¨ achst, daß die Abbildung
φ : X/G → lim ← −S∈LXS/G, [(xS)S∈L]G 7→ ([xS]G)S∈L
injektiv ist. Es gilt
[(xS)S∈L]G 6= [(yS)S∈L]G ⇔ ¬(∃g ∈ G : (xS)S∈L = (yS)S∈L ∗ g)
⇔ ∀g ∈ G ∃Sg ∈ L : ySg 6= xSg.
Somit gilt
∀S ≥ Sg : yS 6= xS ∗S g.
84Da die Gruppenoperation stetig ist, gilt yS 6= xS ∗S (gh) f¨ ur alle h aus
einer Umgebung des neutralen Elements der Gruppe, die von S abh¨ angen
mag. Weil G kompakt ist, kann man die Gruppe mit endlich vielen solcher
Umgebungen ¨ uberdecken. Also gibt es ein S0 ∈ L mit
∀S ≥ S0 ∀g ∈ G : yS 6= xS ∗S g. (1)
W¨ are ([xS]G)S∈L = ([yS]G)S∈L, so h¨ atte man
∀S ∈ L ∃gS ∈ G : yS = xS ∗S g
im Gegensatz zu (1). Also ist φ injektiv.
Die Menge Cyl(lim ← −S∈LXS/G) besteht aus ¨ Aquivalenzklassen von Funk-
tionen aus C(XS/G), und die Elemente von C(XS/G) kann man auﬀassen
als stetige Funktionen XS → C, die auf den G-Bahnen konstant sind. Es gilt
(φ∗f)([(xS)S∈L]) = (f ◦ φ)([(xS)S∈L])
= f(([xS]G)S∈L)
= fS([xS]G)
mit fS ∈ C(XS/G). Sei fπ
S ∈ C(XS) so, daß
XS/G - fS C
6
πS
XS
 
 
 
    
fπ
S
kommutativ ist, wobei πS die kanonische Projektion auf den Bahnenraum
ist. Sei fπ ∈ Cyl(lim ← −S∈LXS) die durch fπ
S gegebene ¨ Aquivalenzklasse. fπ
ist G-¨ aquivariant und induziert somit eine stetige Funktion fπ
G : X/G → C.
F¨ ur diese Funktion gilt
fπ
G([(xS)S∈L]G) = fS([xS]G),
denn
fπ
G([(xS)S∈L]G) = fπ((xS)S∈L)
= fπ
S(xS)
= fS([xS]G).
85Somit ist φ∗ eine Abbildung
Cyl(lim ← −S∈LXS/G) → C(X/G).
φ∗ ist oﬀensichtlich ein involutiver Algebrenhomomorphismus, der konstante
Funktionen in konstante Funktionen ¨ uberf¨ uhrt. Seien [(xS)S∈L]G 6= [(yS)S∈L]G
zwei verschiedene Punkte in (lim ← −S∈LXS)/G. Da φ injektiv ist, folgt
([xS]G)S∈L 6= ([yS]G)S∈L.
Sei S0 ∈ L so, daß gilt [xS0]G 6= [yS0]G. Dann gibt es ein fS0 ∈ C(XS0/G)
mit fS0([xS]G) 6= fS0([yS]G). Wie oben gibt fS0 eine stetige Funktion fπ
G ∈
φ∗(Cyl(lim ← −S∈LXS/G)) mit fπ
G([(xS)S∈L]G) = fS0([xS0]G). Also trennen die
Funktionen aus φ∗(Cyl(lim ← −S∈LXS/G)) die Punkte von X/G. Nach dem Satz
von Stone-Weierstraß ist somit φ∗(Cyl(lim ← −S∈LXS/G)) ⊆ C(X/G) eine dich-
te Unteralgebra.
φ∗ ist isometrisch, denn nach den obigen ¨ Uberlegungen gilt f¨ ur f ∈
Cyl(lim ← −S∈LXS/G):
|f|C∗(Cyl) = |fS|C(XS/G) = |φ∗f|C(X/G),
wobei bei den letzten beiden Normen die jeweilige Maximumsnorm gemeint
ist. Damit bekommt man eine isometrische Abbildung
φ∗ : C∗(Cyl(lim ← −S∈LXS/G)) → C(X/G).
Das Bild ist vollst¨ andig wegen der Isometrie und dicht, also gleich C(X/G).

Lemma 4.14: Seien W,Z kompakte Hausdorﬀr¨ aume und φ : W → Z
eine Abbildung, so daß φ∗ : C(Z) → C(W) eine Bijektion ist. Dann ist φ
ein Hom¨ oomorphismus.
Bew.: φ ist injektiv, weil C(W) die Punkte von W trennt: Seien x,y ∈
W, x 6= y. Sei ϕ ∈ C(W) mit ϕ(x) = 1, ϕ(y) = 0. Da φ∗ surjektiv ist, gibt es
ein f ∈ C(Z) mit ϕ = φ∗f = f◦φ. Wegen ϕ(x) 6= ϕ(y) ist f(φ(x)) 6= f(φ(y))
und damit φ(x) 6= φ(y).
86z ∈ Z induziert einen Charakter χz : C(Z) → C von C(Z). Dann ist
χz ◦ (φ∗)−1 : C(W) → C ein Charakter von C(W), also existiert genau ein
w ∈ W mit
χz ◦ (φ∗)−1 = χw,
d.h. χz = χw ◦ φ∗, also gilt
∀f ∈ C(Z) : f(z) = (f ◦ φ)(w) = f(φ(w)),
und somit z = φ(w). φ ist also auch surjektiv.
Nach Voraussetzung ist φ∗f = f ◦ φ : W → C stetig f¨ ur alle f ∈ C(Z).
Also ist φ stetig bez¨ uglich der schwachen Topologien auf Z bzw. W. Da die
R¨ aume kompakt sind, sind dies die gegebenen Topologien.

Beachtet man, daß aus Satz 4.9 auch folgt C∗(Cyl(XG)) = C(XG), so
ergibt sich aus diesen beiden Lemmata die Behauptung des Satzes 4.12.
4.2 Anwendung auf die physikalische Situation
In diesem Abschnitt werden die vorgestellten projektiven Techniken auf
die gegebene physikalische Situation angewendet. Man hat jetzt XS :=
Hom(S,G) und X
0
S := Hom(S,G)/Ad(G). Diese R¨ aume traten schon in
Kapitel 3 auf. Die dort deﬁnierten Zylinderfunktionen sind Pullbacks steti-
ger Funktionen auf X
0
S. Jetzt ist G jedoch eine beliebige kompakte, zusam-
menh¨ angende topologische Gruppe, z.B. eine der Lie-Gruppen U(n) oder
SU(n). Die hier vorgestellten Ergebnisse verallgemeinern also den in Kapi-
tel 3 betrachteten SU(2)-Fall.
In Unterabschnitt 4.B.1 werden die projektiven Spektren zu den R¨ aumen
XS und X0
S deﬁniert. Die projektiven Limites werden mit X und X0 bezeich-
net. Es folgt eine kurze Anmerkung zur Holonomie-Algebra von Gruppen,
deren Mandelstam-Identit¨ aten keine Reduktion von Produkten von Wilson-
Loop-Funktionen zu Summen erlaubt. Dann wird die wichtige Bijektion zwi-
schen XS und Gn erl¨ autert, durch die auf XS eine Mannigfaltigkeitsstruktur
erzeugt wird. Das Lemma 4.16 stellt eine Bijektion zwischen dem projekti-
ven Limes X und dem Raum Hom(HG,G) aller Homomorphismen von der
Hoop-Gruppe in die Eichgruppe G her. Anschließend wird die Wirkung der
Gruppe G auf beide Objekte betrachtet. Der zentrale Satz 4.17 zeigt, daß
87der projektive Limes X0 ' X/G isomorph ist zu Hom(HG,G)/Ad(G).
Anschließend werden in Unterabschnitt 4.B.2 die Zylinderfunktionen auf
eine nochmals andere Weise betrachtet. Statt als Funktionen auf A/G deﬁ-
niert man sie jetzt als Funktionen auf A/G. Es wird in Bem. 4.19 gezeigt,
daß es eine kanonische Isomorphie zwischen den beiden Algebren Cyl(A/G)
und Cyl(A/G) gibt. Anschließend wird in Lemma 4.22 bewiesen, daß die C∗-
Algebra C∗(Cyl(A/G)) isometrisch isomorph zur C∗-Algebra C∗(Cyl(X0))
ist. Damit haben wir alle in der Literatur zur Loop-Quantengravitation ¨ ubli-
chen Deﬁnitionen und ihre Beziehungen gekl¨ art. Wegen der Isomorphie der
C∗-Algebren hat man einen Hom¨ oomorphismus der Spektren, der in Satz
4.23 angegeben wird. Das Spektrum von C∗(Cyl(A/G)) ist der Quanten-
konﬁgurationsraum A/G, und das Spektrum von C∗(Cyl(X0)) ist X0. In
4.B.1 wurde gezeigt X0 ' Hom(HG,G)/Ad(G), also hat man insgesamt
einen Isomorphismus
A/G ' Hom(HG,G)/Ad(G),
wobei G eine kompakte zusammenh¨ angende Lie-Gruppe ist. Damit ist ei-
nerseits das Ergebnis aus Kapitel 3.B auf eine andere Art bewiesen und
andererseits die gew¨ unschte Verallgemeinerung erreicht. Bei der Deﬁnition
des Ashtekar-Lewandowski-Maßes verf¨ ahrt man wie gehabt.
4.2.1 Die projektiven Spektren
Als Indexmenge L dient die Menge der in Def. 3.11 eingef¨ uhrten zahmen
Untergruppen der Hoop-Gruppe HG. L ist eine halbgeordnete, nach oben
ﬁltrierte Menge: zu je zwei zahmen Untergruppen S1,S2 gibt es eine zahme
Untergruppe S3, so daß
S1 ≤ S3, S2 ≤ S3.
Ein m¨ ogliches S3 kann man konstruieren, indem man die Erzeugenden von
S1 und S2 zusammennimmt und aus der Loop-Zerlegung (Lemma 2.14) wie-
der unabh¨ angige Hoops erh¨ alt. S3 sei die von diesen Hoops erzeugte zahme
Untergruppe. Insbesondere sind alle zahmen Untergruppen endlich erzeugt.
Sei G eine kompakte hausdorﬀsche topologische Gruppe. Zu jedem S ∈ L
sei XS deﬁniert als die Menge der Homomorphismen von S nach G:
XS := Hom(S,G).
88Sei S0 ≥ S. Dann hat man durch die Einschr¨ ankungsabbildung in nat¨ urlicher
Weise eine Projektion:
pSS0 : Hom(S0,G) → Hom(S,G), ˆ H 7→ ˆ H|S.
Die Bemerkung im Anschluß an Lemma 3.13 zeigt, daß man jeden Homo-
morphismus von S nach G auf ganz HG erweitern kann, falls G eine Grup-
pe mit surjektiver Exponentialabbildung ist. Im folgenden beschr¨ anken wir
uns auf den f¨ ur die Physik wichtigen Fall kompakter zusammenh¨ angender
Lie-Gruppen wie z.B. die U(n) und die SU(n). Insbesondere ist f¨ ur diese
Gruppen jeder Homomorphismus von S auf S0 erweiterbar. Daher ist pSS0
surjektiv.
Bem. 4.15: Seien C,D 2 × 2-Matrizen und detD = 1. Dann hat man
die Spur-Identit¨ at trC trD = trCD + trCD−1. Insbesondere gilt dies f¨ ur
SU(2)-Matrizen. Die daraus abgeleitete Mandelstam-Identit¨ at
T˜ αT˜ β =
1
2
(T˜ α˜ β + T
˜ α˜ β
−1)
sorgt daf¨ ur, daß man beliebige Produkte von Wilson-Loop-Funktionen bez¨ ug-
lich SU(2)-Zusammenh¨ angen auf Summen von Wilson-Loop-Funktionen mit
Vorfaktoren zur¨ uckf¨ uhren kann. Diese Geschlossenheit unter der Multiplika-
tion erm¨ oglichte die Def. 2.22 der Holonomie-Algebra HA als C-Vektorraum
¨ uber der Menge der Wilson-Loop-Funktionen. Hat man andere Gruppen G,
in denen eine solche Reduktion von Produkten zu Summen von Wilson-
Loop-Funktionen aufgrund der Mandelstam-Identit¨ aten nicht m¨ oglich ist,
so muß man auch die nicht-reduzierbaren Produkte als Erzeugende der ent-
sprechenden Holonomie-Algebra zulassen. Dabei werden in der Regel nicht
alle Erzeugenden unabh¨ angig sein, was den ¨ Uberblick ¨ uber diese Algebren
erschwert. Dennoch lassen sich die C∗-Vervollst¨ andigung C∗(HA) und de-
ren Spektrum A/G wie gewohnt deﬁnieren, und dann greifen die S¨ atze dieses
Kapitels.
Sei A die Menge der Zusammenh¨ ange auf einem Hauptfaserb¨ undel ¨ uber
der Basismannigfaltigkeit Σ mit Strukturgruppe G, und seien ˜ β1,..., ˜ βn die
Erzeugenden einer zahmen Untergruppe S. Satz 2.17 zeigt, daß zu jedem
g ∈ G und jedem ˜ βi, i = 1,...,n ein A0 ∈ A existiert, so daß H(βi,A0) = g.
Außerdem zeigt Lemma 3.8, daß auf einer zahmen Untergruppe S zu jedem
ˆ H ∈ Hom(S,G) ein A0 ∈ A existiert, so daß
ˆ H(˜ βi) = H(βi,A0) ∀i = 1,...,n
89Man hat somit eine Bijektion zwischen XS = Hom(S,G) und Gn:
ϕ : XS → Gn, ˆ H 7→ ( ˆ H(˜ β1),..., ˆ H(˜ βn)).
Durch diese Abbildung wird auf XS die Struktur der n-dimensionalen kom-
pakten Mannigfaltigkeit Gn induziert. Diese Struktur ist unabh¨ angig von
der Wahl der freien Erzeugenden von S: Sei S =
D
˜ β1,..., ˜ βn
E
= h˜ γ1,..., ˜ γni.
Dann lassen sich die ˜ γi in der Form ˜ γi =
Q
ki
˜ β
εki
ki mit εk ∈ Z darstellen. Sei
ϕ( ˆ H)˜ β := ˆ H(˜ β1,..., ˜ βn) = (g1,...,gn). Es gilt
ϕ( ˆ H)˜ γ = ˆ H(˜ γ1,..., ˜ γn)
= ˆ H(
Y
k1
˜ β
εk1
k1 ,...,
Y
kn
˜ β
εkn
kn )
= (
Y
k1
ˆ H(˜ βk1)εk1,...,
Y
kn
ˆ H(˜ βkn)εkn)
= (
Y
k1
g
εk1
k1 ,...,
Y
kn
g
εkn
kn )
Die Auswertung auf den ˜ γi liefert also ein Element von Gn, das aus demjeni-
gen, das aus der Auswertung auf den ˜ βj stammt, n¨ amlich (g1,...,gn), durch
einen stetigen analytischen Diﬀeomorphismus Gn → Gn hervorgeht. Da-
durch wird die auf XS induzierte Mannigfaltigkeitsstruktur nicht ge¨ andert.
Die XS ' Gn sind kompakte Hausdorﬀr¨ aume. Die Projektionen pSS0 sind
analytische Abbildungen bez¨ uglich der auf XS und XS0 induzierten Mannig-
faltigkeitsstrukturen. Daher ist (XS,pSS0)S,S0∈L ein projektives Spektrum
kompakter Hausdorﬀr¨ aume.
Die Gruppe G operiert auf den XS:
G × XS → XS, (g, ˆ H) 7→ Ad(g) ◦ ˆ H,
wobei (Ad(g)◦ ˆ H)(β) = g−1 ˆ H(β)g. Diese Operation ist G-¨ aquivariant, nach
der oben eingef¨ uhrten Sprechweise operiert G konsistent auf dem projekti-
ven Spektrum. Daher deﬁniert G das projektive Spektrum (X0
S,p0
SS0)S,S0∈L,
wobei
X0
S := XS/Ad(G)
und die Projektionen p0
SS0 von den pSS0 des projektiven Spektrums
(XS,pSS0)S,S0∈L induziert werden.
90Lemma 4.16: Durch
φ : Hom(HG,G) → X, ˆ H 7→ ( ˆ H|S)S∈L
ist eine kanonische Bijektion zwischen dem projektiven Limes X des projek-
tiven Spektrums (XS,pSS0)S,S0∈L und der Menge Hom(HG,G) der Homo-
morphismen von der Hoop-Gruppe nach G gegeben.
Bew.: Sei ˆ H ∈ Hom(HG,G). Es gilt oﬀensichtlich pSS0 ˆ H|S0 = ˆ H|S, falls
S0 ≥ S. Sei φ obige Abbildung.
φ ist injektiv: Seien ˆ H, ˆ H0 ∈ Hom(HG,G), ˆ H 6= ˆ H0. Dann gibt es ein
˜ α ∈ HG, so daß ˆ H(˜ α) 6= ˆ H0(˜ α). Sei S˜ α eine zahme Untergruppe von HG,
die ˜ α enth¨ alt. (Falls ˜ α schon unabh¨ angig ist, w¨ ahle man {˜ α}, die von ˜ α
frei erzeugte Untergruppe, ansonsten wende man die Loop-Zerlegung an.)
Oﬀensichtlich gilt dann
ˆ H|S˜ α(˜ α) 6= ˆ H0|S˜ α(˜ α),
daher sind auch die Familien ( ˆ H|S)S∈L und ( ˆ H|S)S∈L verschieden.
φ ist surjektiv: Sei ˆ HS : S → G ein Element von XS. Wie schon mehrfach
angemerkt, l¨ aßt sich ˆ HS auf ganz HG erweitern. Die Erweiterung wird mit
HS bezeichnet. Sei S
0
≥ S. Wegen der Surjektivit¨ at der Projektionen pSS0
gibt es ein ˆ HS0 ∈ XS
0, so daß ˆ HS0|S(˜ γ) = ˆ HS(˜ γ) f¨ ur alle ˜ γ ∈ S. HS
0 sei die
Erweiterung von ˆ HS0 auf ganz HG. Es gilt
HS(˜ γ) = ˆ HS(˜ γ) = ˆ HS0(˜ γ) = HS0(˜ γ) ∀˜ γ ∈ S.
Man deﬁniert ein H : HG → G durch
H(˜ α) := HS(˜ α),
wobei S eine zahme Untergruppe ist, die ˜ α enth¨ alt. Dies ist wohldeﬁniert:
Sei ˜ α ∈ S ∩ S0. Man w¨ ahlt ein S00 ≥ S,S0. Dann gilt HS(˜ α) = HS00(˜ α) und
HS0(˜ α) = HS00(˜ α), also HS(˜ α) = HS0(˜ α). H ist oﬀensichtlich ein Element von
Hom(HG,G), denn H(˜ γ1˜ γ2) = HS(˜ γ1˜ γ2) = HS(˜ γ1)HS(˜ γ2) = H(˜ γ1)H(˜ γ2)
f¨ ur ein S, das ˜ γ1 und ˜ γ2 enth¨ alt.

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schen den Quotienten:
Φ : Hom(HG,G)/Ad(G) → X/G, [ ˆ H] 7→ [( ˆ H|S)S∈L]
und eine Abbildung
Θ : X/G → X0, [( ˆ H|S)S∈L] 7→ ([ ˆ H|S])S∈L
wobei X0 der projektive Limes des projektiven Spektrums (X0
S,p0
SS0)S,S0∈L
ist. Nach Satz 4.12 ist Θ ein Hom¨ oomorphismus. Es folgt
Satz 4.17: Die Zusammensetzung Θ ◦ Φ ist eine Bijektion zwischen
Hom(HG,G)/Ad(G) und dem projektiven Limes X0.
4.2.2 Wilson-Loops, Zylinderfunktionen und C∗-Algebra
Gegeben sei ein Hauptfaserb¨ undel P ¨ uber der Basismannigfaltigkeit Σ mit
Projektion π und Strukturgruppe G. In der Faser π−1(x) ¨ uber dem Basis-
punkt x der Loops sei ein ˜ x festgelegt. A sei die Menge der Zusammenh¨ ange
auf diesem B¨ undel. Die Holonomieabbildung H liefert bei Auswertung auf
˜ α ∈ HG zu jedem festen A0 ∈ A ein Element von G. Diese Abbildung ist
ein Gruppenhomomorphismus. Man betrachte die Einschr¨ ankung auf eine
zahme Untergruppe S:
A → XS = Hom(S,G), A 7→ HA|S, (1)
wobei HA|S(˜ α) = H(α,A), ˜ α ∈ S und α ein Repr¨ asentant von ˜ α ist. Sei
ˆ H ∈ XS. Nach Lemma 3.8 gibt es ein A0 ∈ A, so daß
ˆ H(˜ α) = H(α,A0) ∀˜ α ∈ S. (2)
Daher ist die Abbildung (1) surjektiv. Bekanntermaßen bewirkt eine
Eichtransformation die Konjugation der Holonomie mit einem festen g0 ∈ G.
Also hat man eine ebenfalls surjektive Abbildung
˜ pS : A/G → X0
S = Hom(S,G)/Ad(G), ˜ pS([A]) = [HA|S].
Das Urbild ˜ p−1
S ([HA|S]) eines Elements von X0
S ist eine Klasse von Zusam-
menh¨ angen, deren zugeh¨ orige Holonomien sich auf allen ˜ α ∈ S nur um die
Konjugation mit einem festen g0 ∈ G unterscheiden. In den S¨ atzen 3.7 und
3.10 hatten wir f¨ ur verallgemeinerte Zusammenh¨ ange nachgewiesen, daß

A/G

/ ∼S→ Hom(S,SU(2))/Ad
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gerade die Identiﬁzierung aller verallgemeinerten Zusammenh¨ ange, deren
zugeh¨ orige Holonomien sich auf allen ˜ α ∈ S nur um die Konjugation mit
einem festen g0 ∈ G unterscheiden.) Unser neues Ergebnis zeigt, daß schon
f¨ ur gew¨ ohnliche Zusammenh¨ ange die Abbildung
(A/G)/ ∼S→ Hom(S,SU(2))/Ad
eine Bijektion ist. Dies liegt daran, daß wegen (2) in jeder ¨ Aquivalenzklasse
von

A/G

/ ∼S ein Element von (A/G)/ ∼S liegt.
Es zeigt sich wieder, daß im endlich erzeugten Fall die Situation dadurch
entscheidend vereinfacht wird, daß man alle Homomorphismen durch die
Holonomie ersetzen kann und somit nur gew¨ ohnliche und keine verallgemei-
nerten Zusammenh¨ ange braucht. Der Grenz¨ ubergang zu einer Feldtheorie
passiert dann durch die Bildung des projektiven Limes.
Der Pullback ˜ p∗
S der oben deﬁnierten Projektion ˜ pS transportiert Funk-
tionen auf X0
S in Funktionen auf A/G.
Def. 4.18: Die Menge der Zylinderfunktionen Cyl(A/G) auf A/G ist
deﬁniert als
Cyl(A/G) :=
[
S∈L
˜ p∗
SC(X0
S).
Bem. 4.19: In Def. 3.14 wurden Zylinderfunktionen auf A/G als Pull-
backs stetiger Funktionen auf X0
S deﬁniert, dort war der Pullback bez¨ uglich
der Projektion πS : A/G → X0
S zu nehmen. In der jetzigen Deﬁnition
sind Zylinderfunktionen auf A/G als Pullbacks bez¨ uglich der Projektion
˜ pS : A/G → X0
S gegeben. Oﬀensichtlich hat man eine Bijektion zwischen
diesen beiden Mengen von Zylinderfunktionen, da f¨ ur f ∈ C(X0
S) gilt
π∗
Sf|A/G = ˜ p∗
Sf.
Die Zylinderfunktion ˜ p∗
Sf auf A/G ist die Einschr¨ ankung der Zylinderfunk-
tion π∗
Sf auf A/G. Da ˜ p∗
Sf stetig ist und A/G dicht in A/G liegt, l¨ aßt sich
˜ p∗
Sf eindeutig auf ganz A/G erweitern. Da alle betrachteten Funktionen ste-
tig sind (und A/G dicht in A/G liegt), handelt es sich um eine isometrische
Isomorphie.
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nen in der Literatur oft als Funktionen der Gestalt
f(A) := f(H(β1,A),...,H(βn,A)),
wobei f eine stetige Funktion ist, angegeben sind. Hier entsprechen die zu
den Loops β1,...βn geh¨ origen Hoops ˜ β1,..., ˜ βn Erzeugenden einer zahmen
Untergruppe S. Bei dieser Form ist noch darauf zu achten, daß f nur von
der Konjugationsklasse seiner Argumente abh¨ angen darf, damit man auch
tats¨ achlich eine Funktion auf A/G und nicht nur auf A erh¨ alt.
Sei ˆ H ∈ X0
S, ρ eine n-dimensionale Darstellung von G und f ∈ C(X0
S)
deﬁniert durch
f( ˆ H)(˜ α) :=
1
n
tr(ρ( ˆ H(˜ α)) ∀˜ α ∈ S.
Sei A ∈ A ein Zusammenhang derart, daß [ ˆ H(˜ α)] = [H(α,A)] f¨ ur alle ˜ α ∈ S.
Dann ist der Pullback
˜ p∗
Sf =
1
n
tr(ρ(H(α,A))) = T˜ α(A)
eine Wilson-Loop-Funktion. (Im Gegensatz zu fr¨ uheren Kapiteln wird hier
die Darstellung ρ, in der die Spur zu nehmen ist, noch mitnotiert.) Die
Wilson-Loop-Funktionen und endliche Linearkombinationen von Produkten
von Wilson-Loop-Funktionen sind also Zylinderfunktionen auf A/G.
Lemma 4.20: Die Menge Cyl(A/G) der Zylinderfunktionen ist bez¨ uglich
der Addition und Multiplikation, der komplexen Konjugation und der Supre-
mums-Norm eine involutive, normierte Algebra.
Bew.: Analog zu Lemma 3.16.
Def. 4.21: C∗(Cyl(A/G)) ist die C∗-Algebra, die durch Vervollst¨ andi-
gung von Cyl(A/G) bez¨ uglich der Supremums-Norm entsteht.
Da Cyl(A/G) isometrisch isomorph zu Cyl(A/G) ist, hat auch eine isome-
trische Isomorphie zwischen den Vervollst¨ andigungen C∗(Cyl(A/G)) und
C∗(Cyl(A/G)). Damit gilt Satz 3.18 analog, d.h., C∗(Cyl(A/G)) ist iso-
morph zur Ashtekar-Isham-Algebra C∗(HA).
94Lemma 4.22: C∗(Cyl(A/G)) ist isometrisch isomorph zur C∗-Algebra
C∗(Cyl(X0)).
Bew.: Man betrachte die Abbildung
φ : Cyl(A/G) → Cyl(X0), ˜ p∗
SfS 7→ [fS]∼.
Man zeigt, daß φ eine Bijektion ist. φ ist injektiv: Seien f = ˜ p∗
S1fS1, f0 =
˜ p∗
S2fS2 ∈ Cyl(X0), f 6= f0, d.h. es gibt ˜ α ∈ HG so, daß fS1(˜ α) 6= fS2(˜ α).
Dann gilt fS3(˜ α) 6= fS3(˜ α) f¨ ur alle S3 ≥ S1,S2 und [fS1]∼ 6= [fS2]∼.
φ ist surjektiv: Zu jeder ¨ Aquivalenzklasse [fS]∼ w¨ ahlt man einen Re-
pr¨ asentanten fS. Da ˜ pS surjektiv ist, ist ˜ p∗
S injektiv. Sei f = ˜ p∗
SfS ∈
Cyl(A/G). Dann gilt φ(f) = [fS]∼.
Die gesuchte Abbildung ist die stetige Fortsetzung der Abbildung φ.

Unter Verwendung von Satz 4.9 erh¨ alt man folgendes Resultat:
Satz 4.23: Das Gelfand-Spektrum A/G der C∗-Algebra C∗(Cyl(A/G)) '
C∗(Cyl(A/G)) ist hom¨ oomorph zum Raum X0 = Hom(HG,G)/Ad(G). (X0
ist der projektive Limes des projektiven Spektrums (X0
S,p0
SS0)S,S0∈L, wo-
bei X0
S = Hom(S,G)/Ad(G).) Seien [ ˆ H] ∈ X0 und f ∈ Cyl(A/G). Der
Hom¨ oomorphismus weist [ ˆ H] folgenden Charakter von Cyl(A/G) zu:
[ ˆ H](f) = fS([ ˆ H]|S)
f¨ ur alle fS ∈ C(X0
S), so daß f = ˜ p∗
SfS. Jeder Charakter von Cyl(A/G) ist
eindeutig bestimmt durch einen solchen Charakter von Cyl(A/G).

Dieser Satz entspricht dem Resultat aus Kapitel 3, dort S¨ atze 3.7 und
3.10. Die projektiven Techniken erlauben eine einfachere Charakterisierung
des Gelfand-Spektrums A/G der Ashtekar-Isham-Algebra C∗(HA). Da A/G
als Konﬁgurationsraum der Quantentheorie gedeutet wird, hat man hier-
mit ein zentrales Ergebnis wiedergewonnen und verallgemeinert. Die Ver-
allgemeinerung besteht darin, daß statt SU(2) beliebige kompakte, zusam-
menh¨ angende Lie-Gruppen verwendet werden k¨ onnen.
95Wir wissen aus Lemma 3.8, daß A/G dicht in A/G liegt. Somit liegt
A/G auch dicht in X0, und die Projektionen ˜ pS : A/G → X0
S sind die Ein-
schr¨ ankungen der Projektionen pS : X0 → XS.
Man verf¨ ahrt nun wie in Def. 3.19, um Maße auf allen X0
S zu erhalten,
die vom Haarmaß auf der jeweiligen kompakten Gruppe G induziert wer-
den. Aus Satz 3.20 (a) ersieht man, daß hierdurch eine konsistente Familie
von regul¨ aren Borelschen Wahrscheinlichkeitsmaßen gegeben ist, die somit
ein regul¨ ares Borelsches Wahrscheinlichkeitsmaß auf dem projektiven Limes
X0 = lim ← −S∈LX0
S induzieren. Dies ist das schon in Kapitel 3 deﬁnierte indu-
zierte Haarsche Maß oder Ashtekar-Lewandowski-Maß auf X0 ' A/G. Diese
Konstruktion funktioniert aber, wie schon mehrfach angemerkt, nicht nur f¨ ur
SU(2), sondern f¨ ur beliebige kompakte zusammenh¨ angende Lie-Gruppen.
4.3 Die Zust¨ ande der Theorie
Wie schon mehrfach gesagt, sind die Zylinderfunktionen Zust¨ ande der Theo-
rie. Dies sieht man wie folgt: man hat nach dem bisher Bewiesenen und dem
Gelfandschen Darstellungssatz isometrische Isomorphien
C∗(Cyl(A/G)) ' C∗(Cyl(A/G))
' C∗(Cyl(X0))
' C(X0)
' C(A/G).
Um eine Zylinderfunktion f ∈ Cyl(A/G) zu integrieren, ¨ ubersetzt man
sie per Gelfand-Transformation in ein ˇ f ∈ C(A/G). Nach obiger Isomor-
phie erh¨ alt man alle Elemente von C(A/G) als Gelfand-Transformierte von
Zylinderfunktionen oder geeigneten Grenzwerten dieser Funktionen, die im
C∗-Abschluß von Cyl(A/G) liegen. Auf A/G haben wir das Ashtekar-Lewan-
dowski-Maß als regul¨ ares Wahrscheinlichkeitsmaß, und als stetige Funktion
auf dem kompakten Raum A/G ist ˇ f beschr¨ ankt und somit p-integrabel,
insbesondere quadratintegrabel.
Der Hilbertraum der Theorie ist H := L2(A/G,dµ). Oﬀensichtlich liegt
C∗(Cyl(A/G)) ' C(A/G) dicht in H. Die Wilson-Loop-Funktionen sind
nach Satz 3.18 Zylinderfunktionen und somit auch Zust¨ ande. Ein Problem,
das lange Zeit oﬀen war, bestand darin, daß die Wilson-Loop-Funktionen ei-
ne ¨ ubervollst¨ andige Basis bilden. Das liegt an den Mandelstam-Identit¨ aten,
die lineare Abh¨ angigkeiten zwischen Vielfachen von Wilson-Loop-Funktionen
96und ihren Produkten herstellen. Dieses Problem konnte mit der Einf¨ uhrung
der Spin-Netzwerke gel¨ ost werden [Bae96a, Bae96b], die eine orthonormale
Basis von H bilden.
4.4 Verbindungen zur Gittertheorie
Vieles an den verwendeten Techniken erinnert an die Gittertheorie. Statt
direkt ¨ uber das ”Kontinuum”, den unendlichdimensionalen Raum A/G zu
integrieren, w¨ ahlt man eine zahme Untergruppe S, die von nur endlich vielen
unabh¨ angigen Hoops ˜ β1,..., ˜ βn erzeugt wird. Dann betrachtet man Funktio-
nen auf X0
S = Hom(S,G)/Ad(G), die Zylinderfunktionen. Diese werden
¨ uber den endlichdimensionalen Raum X
0
S ' Gn/Ad(G) integriert. Die Zy-
linderfunktionen k¨ onnen in der Form
f( ˜ A) = f(H(β1,A),...,H(βn,A))
geschrieben werden (s. Unterabschnitt 4.B.2), wobei ˜ A ∈ A/G und A ein
Repr¨ asentant von ˜ A ist. Dazu gibt es folgende Veranschaulichung: die Holo-
nomien sammeln als pfadgeordnete Exponentiale jeweils ein St¨ uck Informa-
tion ¨ uber den Zusammenhang A. Integriert wird entlang der ˜ βi, die in der
Mannigfaltigkeit Σ eingebettet sind. Die ˜ βi, oder besser die jeweiligen Kur-
venst¨ ucke, die sie wegen der Unabh¨ angigkeit f¨ ur sich haben (vgl. Defn. 2.6,
2.13), k¨ onnen als Gitter betrachtet werden. Damit ist jedoch kein gew¨ ohn-
liches Gitter gemeint, in dem jeder Gitterpunkt durch n ganze Zahlen ge-
kennzeichnet ist, wenn n die Dimension der Mannigfaltigkeit ist, in der das
Gitter eingebettet ist. In unserem Fall hat man geschlossene Kurven und
wertet die Holonomien entlang dieser Kurven oder ihrer Inversen aus. Dabei
ist bei nicht-kommutativen Eichgruppen G die Reihenfolge der Durchlaufun-
gen wichtig. Der Begriﬀ eines Gitters bezieht sich auf die endliche Anzahl
von Kanten (Hoops), die in einer zahmen Untergruppe enthalten sind.
Interessant ist auch die Art und Weise, in der der ¨ Ubergang zum ”Konti-
nuum” geschieht. F¨ ur gew¨ ohnlich verkleinert man die Maschen eines Gitters
immer weiter und bildet dann einen geeigneten Grenzwert. In einer Theorie
ohne Hintergrundstruktur hat man keine M¨ oglichkeit zur L¨ angenmessung,
also verliert die Vorstellung einer Verkleinerung der Maschen ihren Sinn.
Stattdessen nimmt man in diesem Fall mehr und mehr Hoops ˜ βj hinzu, die
immer gr¨ oßere zahme Untergruppen erzeugen. Der Limes, der hier verwen-
det wird, ist der projektive Limes, der bez¨ uglich der Menge aller zahmen
Untergruppen gebildet wird.
97Es gibt eine weitere projektive Familie, die A/G als ihren projektiven
Limes hat. Wir geben nur eine sehr kurze Andeutung, f¨ ur n¨ aheres siehe
[AshLew94b, Bae96b]. Als Indexmenge dient die halbgeordnete Menge aller
Graphen mit analytischen Kanten. Die Kanten eines Graphen treﬀen sich
jeweils h¨ ochstens an den Endpunkten. Sei P(Σ,G) ein Hauptfaserb¨ undel.
Zu einem Graphen γ betrachtet man die Menge Aγ aller C∞-Abbildungen
f, die die Faser ¨ uber Anfangspunkt γi(0) einer Kante γi in die Faser ¨ uber
dem Endpunkt γi(1) ¨ uberf¨ uhren und der Bedingung
f(xg) = f(x)g
f¨ ur alle g ∈ G gen¨ ugen. Die Holonomie ist eine solche Abbildung. Man
betrachtet weiter, wie Eichtransformationen wirken. Zu einem Graphen γ
erh¨ alt man einen Raum Gγ, und die R¨ aume Aγ/Gγ bilden mit den geeigne-
ten Projektionen zwischen Graphen ein projektives Spektrum, das ebenfalls
A/G als projektiven Limes hat.
In diesem Bild sind Zust¨ ande bestimmte Funktionen auf Graphen, die
schon mehrfach erw¨ ahnten Spin-Netzwerke [Bae96a, Bae96b]. Da sich die
Kanten eines Graphen wenn ¨ uberhaupt nur an den Endpunkten treﬀen, ist
die Analogie zu einem Gitter noch st¨ arker als im Loop-Bild. Der projektive
Limes ist bez¨ uglich der Menge aller Graphen zu nehmen.
985 Ergebnisse zu C∞-Diﬀeomorphismen
In diesem Kapitel sind verschiedene neue Ergebnisse gesammelt, die alle mit
der Wirkung der Diﬀeomorphismengruppe Diff(Σ) zu tun haben.
5.1 Diﬀeomorphismen und B¨ undelautomorphismen
Es wird gezeigt, daß in trivialen B¨ undeln zu jedem C∞-Diﬀeomorphismus
ein kanonischer B¨ undelautomorphismus existiert. Dann wird f¨ ur beliebige
B¨ undelautomorphismen bewiesen, daß man jeweils dasselbe Ergebnis erh¨ alt,
wenn man entweder den induzierten Diﬀeomorphismus der Basismannigfal-
tigkeit auf das Loop-Argument der Holonomie wirken l¨ aßt oder den zugeh¨ ori-
gen B¨ undelautomorphismus auf das Zusammenhangs-Argument (Lemma
5.4). Dieses Ergebnis ist unseres Wissens neu und kann als Hinweis auf
die dualen Rollen von HG und A/G gesehen werden. In [AshLew94] gibt
es ¨ Uberlegungen, in welchem Sinne diese R¨ aume als dual angesehen wer-
den k¨ onnen. Dort wird insbesondere die sogenannte Loop-Transformation
untersucht, die ein Analogon zur Fourier-Transformation darstellt und die
Zusammenhangs- und die Loop-Darstellung der Loop-Quantengravitation
verbindet (s. auch [ALMMT95] und Kapitel 6.C). Unser Ergebnis beleuch-
tet die Dualit¨ at von HG und A/G auf eine andere Weise. Die ¨ Ubertragung
auf die Wilson-Loop-Funktionen ist unmittelbar.
Wir zeigen zun¨ achst, daß es in trivialen Hauptfaserb¨ undeln zu jedem
C∞-Diﬀeomorphismus der Basismannigfaltigkeit einen kanonisch zugeord-
neten B¨ undelautomorphismus gibt: Sei φΣ : Σ → Σ ein beliebiger C∞-
Diﬀeomorphismus und G eine Lie-Gruppe, deren Exponentialabbildung sur-
jektiv ist (vgl. Satz 2.17). P(Σ,G) sei ein triviales Hauptfaserb¨ undel, d.h.
es gibt eine globale Trivialisierung, so daß P von der Gestalt P = Σ×G ist.
Durch
φ : P → P, (x,g) 7→ (φΣ(x),g)
99ist in kanonischer Weise ein B¨ undelautomorphismus deﬁniert:
(φ ◦ Rh)(x,g) = φ((x,g)h)
= φ(x,gh)
= (φΣ(x),gh)
= (φΣ(x),g)h
= φ(x,g)h
= (Rh ◦ φ)(x,g),
wobei x ∈ Σ, g,h ∈ G. Sei A ∈ A ein Zusammenhang auf P, also eine
Abbildung
A : p 7→ Ap ∈ Hom(Tp(P),g),
wobei p = (x,g) ∈ P und g die Lie-Algebra der Lie-Gruppe G ist.
Sei P jetzt wieder ein beliebiges, nicht notwendigerweise triviales Haupt-
faserb¨ undel, φ : P → P ein B¨ undelautomorphismus und φΣ : Σ → Σ der
induzierte Diﬀeomorphismus der Basismannigfaltigkeit. Wir geben zun¨ achst
den Beweis eines wohlbekannten Lemmas:
Lemma 5.1: Der Pullback φ∗A eines Zusammenhangs A ∈ A ist wie-
derum ein Zusammenhang. Dabei ist
(φ∗A)p(X) := Aφ(p)(Dφ(p).X)
f¨ ur X ∈ Tp(P).
Bew.: Seien g ∈ C∞(P,R), B ∈ g und Bb
p das zugeh¨ orige fundamentale
Vektorfeld an der Stelle p:
Bb
p(g) :=
d
dt
(g(pexptB))|t=0.
Damit erh¨ alt man
(φ∗A)p(Bb
p) = Aφ(p)(Dφ(p).Bb
p)
= Aφ(p)(
d
dt
(φ(pexptB))|t=0)
= Aφ(p)(
d
dt
(φ(p)exptB)|t=0)
= Aφ(p)(Bb
φ(p))
= B
100φ∗A erf¨ ullt also eine der beiden deﬁnierenden Eigenschaften einer Zusammen-
hangs-1-Form. Noch zu zeigen ist R∗
h(φ∗A) = Adh−1(φ∗A). Man betrachte
zun¨ achst
(φ∗(Adh−1A))p(Xp) = (Adh−1A)φ(p)(Dφ(p).Xp)
= Adh−1(Aφ(p)(Dφ(p).Xp)
= Adh−1((φ∗A)p.Xp),
also kurz φ∗(Adh−1A) = Adh−1(φ∗A). Damit ergibt sich wegen Rh ◦ φ =
φ ◦ Rh:
R∗
h(φ∗A) = (φ ◦ Rh)∗(A)
= (Rh ◦ φ)∗(A)
= φ∗(R∗
hA)
= φ∗(Adh−1A)
= Adh−1(φ∗A).
Also gilt φ∗A ∈ A. B¨ undelautomorphismen operieren per Pullback auf dem
Raum A der Zusammenh¨ ange.

Seien weiter p ∈ P und A ein Zusammenhang auf P. HA
p bezeichnet den zu
A geh¨ origen Horizontalraum im Punkt P.
Lemma 5.2: Sei φ : P → P ein B¨ undelautomorphismus. Es gilt
Hφ∗A
p = Dφ−1(φ(p))HA
φ(p).
Bew.: Sei Xp ∈ Tp. Es gilt
(φ∗A)p(Xp) = Aφ(p)(Dφ(p).Xp).
Betrachtet man ein Xp ∈ H
φ∗A
p , so folgt:
Xp ∈ Hφ∗A
p ⇔ (φ∗A)p(Xp) = 0
⇔ Dφ(p).Xp ∈ HA
φ(p)
⇔ Xp ∈ Dφ−1(φ(p))HA
φ(p).
Dabei gilt letztere ¨ Aquivalenz, weil (Dφ−1)(φ(p)) = (Dφ(p))−1 ist, wie man
leicht ¨ uberpr¨ uft.

101Lemma 5.3: Sei γ ein st¨ uckweise C∞-Loop zum Basispunkt x ∈ Σ,
also γ(0) = x = γ(1), und p ∈ π−1(x) ∈ P ein Punkt in der Faser ¨ uber
x. Sei γ
φ∗A
p der horizontale Lift von γ mit Anfangspunkt p bez¨ uglich φ∗A,
d.h. γ
φ∗A
p (0) = p. Dann ist φ ◦ γ
φ∗A
p der horizontale Lift von φΣ ◦ γ mit
Anfangspunkt φ(p) bez¨ uglich A.
Bew.: Es gilt
˙ γφ∗A
p (t) ∈ H
φ∗A
γ
φ∗A
p (t) = Dφ−1(φ(γφ∗A
p (t))HA
φ(γ
φ∗A
p (t)),
also
Dφ(γφ∗A
p (t))˙ γφ∗A
p (t) ∈ HA
φ(γ
φ∗A
p (t)).
Nun ist Dφ(γ
φ∗A
p (t))˙ γφ∗A
p (t) = d
dt(φ ◦ γ
φ∗A
p )(t), also gilt
d
dt
(φ ◦ γφ∗A
p )(t) ∈ HA
(φ◦γ
φ∗A
p )(t),
φ◦γ
φ∗A
p ist also die (eindeutig bestimmte st¨ uckweise glatte) horizontale
Kurve zum Anfangspunkt φ(p) bez¨ uglich A. Um zu zeigen, daß φ◦γ
φ∗A
p ein
Lift von φΣ ◦ γ ist, betrachtet man folgendes kommutatives Diagramm:
P - φ P
?
π
?
π
Σ - φΣ Σ
Man hat
π ◦ (φ ◦ γφ∗A
p ) = (π ◦ φ) ◦ γφ∗A
p
= φΣ ◦ π ◦ γφ∗A
p
= φΣ ◦ γ.
Dabei wurde im zweiten Schritt die Kommutativit¨ at des Diagramms ausge-
nutzt und im dritten Schritt die Horizontalit¨ at von γ
φ∗A
p .

Damit kann man das eigentliche Lemma formulieren:
102Lemma 5.4: Es gilt (mit den in den vorangegangenen Lemmata benutz-
ten Bezeichnungen) f¨ ur die Holonomien:
Hx(γ,φ∗A) = HφΣ(x)(φΣ ◦ γ,A).
Der Index an der Holonomie bezeichnet den Basispunkt des Loops, bez¨ uglich
dessen die Holonomie betrachtet wird.
Bew.: Die Holonomie wird hier als Ergebnis des Paralleltransports ent-
lang einer horizontalen Kurve aufgefaßt. Da man Loops betrachtet, gilt
γφ∗A
p (1) = γφ∗A
p (0)g
mit einem eindeutig bestimmten g ∈ G. Damit folgt
(φΣ ◦ γ)A
φ(p)(1) = φ(γφ∗A
p (1)) = φ(γφ∗A
p (0))g = (φΣ ◦ γ)A
φ(p)(0)g.
Im zweiten Schritt wurde ausgenutzt, daß φ ein B¨ undelautomorphismus ist,
also mit der Rechtsoperation von G vertauscht. Der Paralleltransport ent-
lang (φΣ ◦ γ)A
φ(p), des horizontalen Lifts von φΣ ◦ γ zum Anfangspunkt φ(p)
bez¨ uglich A liefert also dasselbe Gruppenelement g wie der Paralleltransport
entlang γ
φ∗A
p , des horizontalen Lifts von γ zum Anfangspunkt p bez¨ uglich
φ∗A. Das ist gerade die Behauptung.

¨ Andert man in der Behauptung des obigen Lemmas die Basispunkte der
Loops, so ¨ andern sich die Holonomien um eine Konjugation. Die Spuren der
Holonomien bleiben somit unver¨ andert.
Def. 5.5: Die Hoop-Gruppe HGx zum Basispunkt x ∈ Σ ist deﬁniert als
die Menge Lx der Loops zum Basispunkt x modulo Holonomie-¨ Aquivalenz
von Loops zum Basispunkt x.
Oﬀensichtlich sind die Hoop-Gruppen zu verschiedenen Basispunkten
isomorph, also insbesondere
Lx/ ∼x ' LφΣ(x)/ ∼φΣ(x) .
Daraus ergibt sich
103Lemma 5.6: Es gilt
T˜ γ(φ∗A) = trH(˜ γ,φ∗A) = trH((φΣ ◦ γ)∼,A) = T(φΣ◦γ)∼(A)
f¨ ur alle ˜ γ ∈ Lx/ ∼x. Dabei wird (φΣ ◦ γ)∼ mit einem Element von Lx/ ∼x
identiﬁziert. Die Holonomien sind jeweils auf einem Repr¨ asentanten auszu-
werten.

Dieses Lemma zeigt, daß man die Wirkung eines Diﬀeomorphismus φΣ :
Σ → Σ, der von einem B¨ undelautomorphismus φ : P → P induziert wird,
auch als Wirkung des B¨ undelautomorphismus auf die Zusammenh¨ ange ver-
stehen kann, wobei die Loops festbleiben. Dies gilt f¨ ur beliebige solche C∞-
Diﬀeomorphismen.
5.2 Die Ashtekar-Isham-Algebra unter Wirkung eines Dif-
feomorphismus
In diesem Abschnitt werden die bekannten Strukturen einer Holonomie-
Algebra, ihrer C∗-Vervollst¨ andigung zu einer Ashtekar-Isham-Algebra etc.
auf einer Hoop-Gruppe HGφ deﬁniert, die aus HG durch Wirkung eines
beliebigen Diﬀeomorphismus entstanden ist. Diese Strukturen tauchen so
bisher nicht in der Literatur auf. Wir brauchen sie im folgenden Abschnitt
f¨ ur unseren Vorschlag zur Erweiterung des Schemas von analytischen zu be-
liebigen C∞-Diﬀeomorphismen.
Da es f¨ ur die Loop-Zerlegung nur auf die ¨ Uberschneidungseigenschaften
st¨ uckweise analytischer Loops ankommt (s. Lemma 2.14) und sich die ¨ Uber-
scheidungseigenschaften von Loops unter beliebigen C∞-Diﬀeomorphismen
nicht ¨ andern, besteht die Idee darin, neben der Hoop-Gruppe HG, die aus
st¨ uckweise analytischen Loops besteht, f¨ ur jeden C∞-Diﬀeomorphismus φ
eine Hoop-Gruppe HGφ einzuf¨ uhren:
Def. 5.7: Sei φ ∈ Diff(Σ). Dann ist die φ-Hoop-Gruppe HGφ deﬁniert
als HGφ := φ(HG) = {(φ◦α)∼ | ˜ α ∈ HG}. Dabei ist α ein Repr¨ asentant von
˜ α. Man l¨ aßt φ auf α wirken und bildet dann die ¨ Aquivalenzklasse bez¨ uglich
der Holonomie-¨ Aquivalenz.
Oﬀensichtlich kann man f¨ ur beliebige Elemente ˜ β
φ
1,..., ˜ β
φ
m ∈ HGφ die
Loop-Zerlegung durchf¨ uhren. Man erh¨ alt unabh¨ angige Hoops ˜ γ
φ
1,..., ˜ γφ
n. Sei
104andererseits ˜ βi = φ−1 ◦ ˜ β
φ
i ∈ HG, i = 1,...,m. Dann kann man die Loop-
Zerlegung auch f¨ ur ˜ β1,..., ˜ βm durchf¨ uhren und die erhaltenen Hoops ˜ γ1,..., ˜ γn
mittels φ wieder nach HGφ transportieren. Man erh¨ alt ˜ γ
φ
1,..., ˜ γφ
n. Dahinter
steckt die eindeutige Darstellbarkeit von Produkten in freien Gruppen.
Man kann jetzt vollkommen analog zum Fall st¨ uckweise analytischer
Loops zahme Untergruppen, Holonomie-Algebren, Zylinderfunktionen etc.
deﬁnie-ren. Wir brauchen diese Strukturen dann bei der Betrachtung der
Diﬀeomorphismeninvarianz des Ashtekar-Lewandowski-Maßes.
Def. 5.8: Eine von endlich vielen unabh¨ angigen Hoops ˜ γ
φ
1,..., ˜ γφ
n ∈
HGφ frei erzeugte Untergruppe Sφ der φ-Hoop-Gruppe HGφ heißt zahme
φ-Untergruppe.
Analog zu den bisherigen Deﬁnitionen der Holonomie-Algebra HA und
der Ashtekar-Algebra C∗(HA) deﬁniert man zu jedem HGφ jeweils zwei sol-
che Algebren:
Def. 5.9: Die φ-Holonomie-Algebra HAφ ist der komplexe Vektorraum
¨ uber der Menge der Wilson-Loop-Funktionen T˜ αφ zu Loops ˜ αφ ∈ HGφ.
Durch
∗ : HAφ → HAφ, ∗(
X
i
aiT˜ α
φ
i
) :=
X
i
aiT˜ α
φ
i
ist eine Involution auf HAφ erkl¨ art. Zusammen mit der Supremums-Norm
hat man eine normierte, involutive, kommutative Algebra beschr¨ ankter Funk-
tionen auf A/G. Sei C∗(HAφ) die Vervollst¨ andigung von HAφ in der Su-
premumsnorm. C∗(HAφ) ist eine kommutative C∗-Algebra und heißt φ-
Ashtekar-Isham-Algebra. Das Spektrum von C∗(HAφ) wird mit (A/G)
φ be-
zeichnet.
Lemma 5.10: Man hat einen isometrischen Isomorphismus
ϕ : HA ' HAφ, T˜ α → T(φ◦α)∼
und damit auch einen isometrischen Isomorphismus
Φ : C∗(HA) ' C∗(HAφ).
Bew.: ϕ ist oﬀensichtlich surjektiv. Die Injektivit¨ at sieht man folgender-
maßen: Sei T(φ◦α)∼(A) = T(φ◦β)∼(A) f¨ ur alle A ∈ A. Dies ist nach Lemma
1055.6 ¨ aquivalent zu
T˜ α(φ∗A) = T˜ β(φ∗A)
⇔ T˜ α(B) = T˜ β(B) ∀B ∈ A
⇔ T˜ α = T˜ β.
Sei
P
c˜ αT(φ◦α)∼ ∈ HAφ. Dann gilt
|
X
c˜ αT(φ◦α)∼| = sup
A∈A
|
X
c˜ αT(φ◦α)∼(A)|
= sup
A∈A
|
X
c˜ αT˜ α(φ∗A)|
= sup
A∈A
|
X
c˜ αT˜ α(A)|
= |
X
c˜ αT˜ α|.
Da HA dicht in C∗(HA) liegt und HAφ dicht in C∗(HAφ), l¨ aßt sich ϕ
eindeutig zu einem isometrischen Isomorphismus Φ : C∗(HA) ' C∗(HAφ)
erweitern.

Aus diesem Lemma folgt weiter, daß es einen Hom¨ oomorphismus ϕ0 zwischen
den Spektren der C∗-Algebren C∗(HAφ) und C∗(HA) gibt:
ϕ0 : (A/G)φ → A/G.
Damit l¨ aßt sich leicht eine Bijektion zwischen (A/G)φ und Hom(HG,G)/Ad(G)
konstruieren: Sei hφ ∈ (A/G)φ. Dann ist ϕ0(hφ) ∈ A/G. Sei [ ˆ Hϕ0(hφ)]Ad das
zu ϕ0(hφ) geh¨ orige Element von Hom(HG,G)/Ad(G) (s. S¨ atze 3.7, 4.23).
Sei [ ˆ Hhφ]Ad ∈ Hom(HGφ,G)/Ad(G) deﬁniert durch
[ ˆ Hhφ]Ad((αφ)∼) := [ ˆ Hϕ0(hφ)]Ad((φ−1 ◦ αφ)∼) ∀(αφ)∼ = (φ ◦ α)∼ ∈ HGφ.
Es gilt (φ−1 ◦ αφ)∼ ∈ HG, und da φ und φ−1 Bijektionen zwischen HG
und HGφ sind, hat man oﬀensichtlich eine Bijektion zwischen (A/G)φ und
Hom(HG,G)/Ad(G):
Ω : (A/G)φ → Hom(HG,G)/Ad(G), hφ → [ ˆ Hhφ]Ad.
Analog zu Def. 3.12 kann man auf (A/G)φ eine ¨ Aquivalenzrelation deﬁnieren:
106Def. 5.11: Seien ˜ β
φ
1,..., ˜ β
φ
n unabh¨ angige Hoops, Sφ =
D
˜ β
φ
1,..., ˜ β
φ
n
E
die
von ihnen erzeugte zahme Untergruppe. Seien h,h0 ∈ (A/G)φ. Man deﬁniert
die Sφ-¨ Aquivalenzrelation auf (A/G)φ durch
h ∼Sφ h0 :⇔ ∃g0 ∈ G : [ ˆ Hh0]Ad(˜ γφ) = g−1
0 [ ˆ Hh]Ad(˜ γφ)g0 ∀˜ γφ ∈ S,
wobei [ ˆ Hh]Ad,[ ˆ Hh0]Ad ∈ Hom(HGφ,G)/Ad(G) die h und h0 unter der Bijek-
tion Ω zugeordneten Elemente sind. Sei
πSφ : (A/G)
φ →

(A/G)
φ

/ ∼Sφ
die kanonische Projektion.
Analog zu Lemma 3.13 (a) kann man zeigen, daß es eine Bijektion

(A/G)φ

/ ∼Sφ→ Hom(Sφ,G)/Ad(G)
gibt. Daher l¨ aßt sich πSφ als Projektion von (A/G)φ nach Hom(Sφ,G)/Ad(G)
auﬀassen. Ebenso gilt Lemma 3.13 (b) analog. Man hat eine Bijektion

(A/G)
φ

/ ∼Sφ→ Gn/Ad
durch Benutzung der obigen Bijektion und Auswertung auf Erzeugenden
von Sφ.
Entsprechend lassen sich Zylinderfunktionen auf (A/G)
φ deﬁnieren (vgl.
Def 3.14):
Def. 5.12: Sei ˜ f eine stetige Funktion auf X0
Sφ := Hom(Sφ,G)/Ad(G).
Der Pullback f von ˜ f unter πSφ heißt Zylinderfunktion auf (A/G)φ. f
heißt zylindrisch bez¨ uglich Sφ. Die Menge der Zylinderfunktionen wird mit
Cyl((A/G)φ) bezeichnet, es gilt
Cyl((A/G)φ) :=
[
Sφ∈Lφ
π∗
SφC(X0
Sφ),
wobei Lφ die halbgeordnete Menge der zahmen Untergruppen von HGφ ist.
1075.3 Die Diﬀeomorphismeninvarianz des Ashtekar-
Lewandowski-Maßes
In Unterabschnitt 5.C.1 wird die Wirkung der Diﬀeomorphismengruppe
auf alle bei der Konstruktion des Ashtekar-Lewandowski-Maßes wichtigen
Strukturen betrachtet. Dabei gehen wir an geeigneter Stelle auf die Un-
terschiede zwischen analytischen und beliebigen C∞-Diﬀeomorphismen ein.
Wir leiten eine Bedingung her, die Maße auf den Teilr¨ aumen X0
S des projekti-
ven Spektrums (X0
S,p0
SS0)S,S0∈L aus Kapitel 4 erf¨ ullen m¨ ussen, um ein diﬀeo-
morphismeninvariantes Maß auf dem projektiven Limes X0 zu induzieren. Es
folgt der einzige uns bekannte Beweis, daß das Ashtekar-Lewandowski-Maß
tats¨ achlich invariant gegen Diﬀeomorphismen ist. In [AshLew94] wird ledig-
lich das unzureichende Argument gegeben, daß bei der Konstruktion von µ
keine Metrik oder andere Struktur auf M oder Σ benutzt worden sei und µ
deshalb automatisch diﬀeomorphismeninvariant sei. Abgesehen davon, daß
dies einen richtigen Beweis nicht ersetzt, w¨ are dies nur ein Argument f¨ ur
die Invarianz gegen¨ uber Isometrien, nicht aber allgemeinen Diﬀeomorphis-
men. Einige andere Autoren ¨ ubernehmen diesen unzureichenden Hinweis.
Die ¨ Uberlegungen in [Bae93] sind von allgemeiner Natur und nicht speziell
auf das Ashtekar-Lewandowski-Maß bezogen. Das Argument in [AshLew95]
weist in die richtige Richtung, ersetzt aber ebenfalls nicht einen Beweis. In
[GauRov99] ﬁndet sich ein anderes, falsches Argument.
Anschließend machen wir in Unterabschnitt 5.C.2 einen Vorschlag, wie
man die Betrachtung auf beliebige C∞-Diﬀeomorphismen ausdehnen kann.
Dieser Vorschlag ist neu und geht einher mit einer Vergr¨ oßerung des Hilber-
traums. Wir diskutieren unseren Vorschlag im Verh¨ altnis zu anderen Arbei-
ten, die ebenfalls eine Erweiterung des Hilbertraums beinhalten.
5.3.1 Die Wirkung von Diﬀeomorphismen
Wir werden im folgenden darstellen, wie sich die Wirkung der Diﬀeomor-
phismengruppe Diff(Σ) von C∞-Diﬀeomorphismen der Basismannigfaltig-
keit Σ auf die Hoops ¨ ubertr¨ agt, dann auf die R¨ aume Hom(HG,G) und
Hom(HG,G)/Ad(G) und damit auf A/G. Aus der Wirkung auf stetige kom-
plexwertige Funktionen auf R¨ aumen der Gestalt X0
S := Hom(S,G)/Ad(G)
leiten wir eine allgemeine Bedingung an die Maße auf diesen R¨ aumen ab, die
erf¨ ullt sein muß, damit das von ihnen induzierte Maß auf dem projektiven
Limes X0 ' A/G invariant gegen¨ uber analytischen Diﬀeomorphismen ist. Es
wird gezeigt, daß das Ashtekar-Lewandowski-Maß diese Bedingung erf¨ ullt.
108Sei φ : Σ → Σ ein beliebiger C∞-Diﬀeomorphismus. Die Operation von
φ auf HG wollen wir folgendermaßen auﬀassen:
˜ φ : HG → HGφ, ˜ φ(˜ α) := (φ ◦ α)∼,
wobei α ein Repr¨ asentant von ˜ α ist. Falls φ ein C∞-Diﬀeomorphismus ist,
der nicht analytisch ist, kann man HGφ nicht mehr mit HG identiﬁzieren.
Dahinter steckt das einfache Lemma, daß nur ein analytischer Diﬀeomorphis-
mus ganz HG in sich selbst abbilden kann. Es ist n¨ utzlich, ˜ φ als Abbildung
zwischen verschiedenen R¨ aumen zu verstehen. (Wenn φ ein analytischer Dif-
feomorphismus ist, so ist die Abbildung ˜ φ : HG → HG der gew¨ ohnliche
Pushforward mit φ, wenn man wie ¨ ublich HGφ mit HG identiﬁziert.) Wir
f¨ uhren die Bezeichnung ˜ αφ := (φ ◦ α)∼ ein.
Sei ˆ H ∈ Hom(HG,G). Man deﬁniert
ˇ φ : Hom(HG,G) → Hom(HGφ−1
,G), ˇ φ( ˆ H) 7→ ˜ φ
∗ ˆ H.
Daß durch ˇ φ( ˆ H) tats¨ achlich ein Element von Hom(HGφ−1
,G) deﬁniert ist,
sieht man so:
ˇ φ( ˆ H)(˜ αφ−1
) = ˇ φ( ˆ H)((φ−1 ◦ α)∼) (1)
= ˆ H((φ ◦ φ−1 ◦ α)∼)
= ˆ H(˜ α)
f¨ ur alle ˜ αφ−1
∈ HGφ−1
. Wenn φ ein analytischer Diﬀeomorphismus ist und
man Hom(HGφ,G) mit Hom(HG,G) identiﬁziert, so erh¨ alt man
ˇ φ : Hom(HG,G) → Hom(HG,G), wobei
ˇ φ( ˆ H)(˜ α) = ˆ H((φ ◦ α)∼)
= ˆ H(˜ αφ)
f¨ ur alle ˜ α ∈ HG. ˇ φ wirkt also per Pullback auf Hom(HG,G).
Sei φ ∈ Diff(Σ) wieder beliebig. Wir vereinbaren folgende Notation:
ˆ Hφ−1
:= ˜ φ
∗ ˆ H ∈ Hom(HGφ−1
,G),
d.h. ˆ Hφ−1
= ˇ φ( ˆ H). Dann gilt (vgl. (1)):
ˆ Hφ−1
(˜ αφ−1
) = ˆ H(˜ α). (2)
109Seien ˆ H, ˆ H0 ∈ Hom(HG,G) so, daß es ein g0 ∈ G gibt, so daß ˆ H0(˜ α) =
g−1
0 ˆ H(˜ α)g0 f¨ ur alle ˜ α ∈ HG.
Lemma 5.13.: Es gilt ˇ φ( ˆ H0)(˜ αφ−1
) = g−1
0 (ˇ φ( ˆ H)(˜ αφ−1
))g0.
Bew.: Man hat
ˇ φ( ˆ H0)(˜ αφ−1
) = (˜ φ
∗ ˆ H0)((φ−1 ◦ α)∼)
= ˆ H0((φ ◦ φ−1 ◦ α)∼)
= g−1
0 ˆ H((φ ◦ φ−1 ◦ α)∼)g0
= g−1
0 (˜ φ
∗ ˆ H)((φ−1 ◦ α)∼)g0
= g−1
0 (˜ φ
∗ ˆ H)(˜ αφ−1
)g0
= g−1
0 (ˇ φ( ˆ H)(˜ αφ−1
))g0
f¨ ur alle ˜ αφ−1
∈ HGφ−1
. Das bedeutet, daß ˇ φ den Raum Hom(HG,G)/Ad(G)
in den Raum Hom(HGφ−1
,G)/Ad(G) abbildet. Wir schreiben ˇ φ
0
f¨ ur die in-
duzierte Operation, ˇ φ
0
([ ˆ H]Ad)) := [˜ φ
∗ ˆ H]Ad.

F¨ ur ein analytisches φ und ohne zwischen Hom(HG,G)/Ad(G) und
Hom(HGφ−1
,G)/Ad(G) zu unterscheiden erh¨ alt man
ˇ φ([ ˆ H]Ad)(˜ α) = [˜ φ
∗ ˆ H]Ad(˜ α)
= [ ˆ H]Ad((φ ◦ α)∼)
= [ ˆ H]Ad(˜ αφ)
f¨ ur alle ˜ α ∈ HG. Weil φ als analytisch vorausgesetzt war, gilt ˜ αφ ∈ HG. In
diesem Fall operiert also ˇ φ per Pullback auf Hom(HG,G)/Ad(G).
Sei φ wieder beliebig. Es gilt
Lemma 5.14.: ˇ φ : Hom(HG,G) → Hom(HGφ−1
,G) ist eine Bijektion.
Bew.: ˇ φ ist injektiv: Seien ˆ H, ˆ H0 ∈ Hom(HG,G), ˆ H 6= ˆ H0, d.h., es gibt
ein ˜ α ∈ HG, so daß ˆ H(˜ α) 6= ˆ H0(˜ α). Dann ist
ˇ φ( ˆ H)(˜ αφ−1
) = ˆ H(˜ α) 6= ˆ H0(˜ α) = ˇ φ( ˆ H0)(˜ αφ−1
),
110wobei die erste und die letzte Gleichheit aus (1) folgen.
ˇ φ ist surjektiv: Sei ˆ H0 ∈ Hom(HGφ−1
,G). F¨ ur (˜ φ
−1
)∗ ˆ H0 gilt
(˜ φ
−1
)∗ ˆ H0(˜ α) = ˆ H0((φ−1 ◦ α)∼)
= ˆ H0(˜ αφ−1
)
f¨ ur alle ˜ α ∈ HG. (˜ φ
−1
)∗ ˆ H0 ist also ein Element von Hom(HG,G). Man hat
außerdem
ˇ φ((˜ φ
−1
)∗ ˆ H0)(˜ αφ−1
) = φ∗((˜ φ
−1
)∗ ˆ H0)((φ−1 ◦ α)∼)
= ˆ H0((φ ◦ φ−1 ◦ φ−1 ◦ α)∼)
= ˆ H0(˜ αφ−1
)
f¨ ur alle ˜ αφ−1
∈ HGφ−1
, d.h., (˜ φ
−1
)∗ ˆ H0 ist das Urbild von ˆ H0 unter ˇ φ, also
ist ˇ φ surjektiv.

Es folgt, daß auch ˇ φ
0
: Hom(HG,G)/Ad(G) → Hom(HGφ−1
,G)/Ad(G)
eine Bijektion ist. Seien ˜ β1,..., ˜ βn unabh¨ angig und S :=
D
˜ β1,..., ˜ βn
E
⊂ HG
eine zahme Untergruppe. Sφ−1
sei die zahme Untergruppe von HGφ−1
, die
von den unabh¨ angigen Hoops (φ−1 ◦ β1)∼,...,(φ−1 ◦ βn)∼ erzeugt wird. Of-
fensichtlich werden durch Einschr¨ ankung von ˇ φ Bijektionen
ˇ φ : Hom(S,G) → Hom(Sφ−1
,G),
ˇ φ
0
: Hom(S,G)/Ad(G) → Hom(Sφ−1
,G)/Ad(G)
induziert. Wir benutzen wieder die Notation X0
S := Hom(S,G)/Ad(G) und
analog X0
Sφ−1 := Hom(Sφ−1
,G)/Ad(G).
Wir vereinbaren außerdem noch folgende Notation:
[ ˆ Hφ−1
]Ad := [˜ φ
∗ ˆ H]Ad ∈ Hom(HGφ−1
,G)/Ad(G),
d.h. [ ˆ Hφ−1
]Ad = ˇ φ
0
([ ˆ H]Ad). Dann gilt (vgl. (1)):
[ ˆ Hφ−1
]Ad(˜ αφ−1
) = [ ˆ H]Ad(˜ α). (3)
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Sφ−1
und X0
S.
Sei FS der Raum stetiger komplexwertiger Funktionen auf X0
S, FSφ−1 der
Raum der stetigen komplexwertigen Funktionen auf X0
Sφ−1. Man deﬁniert
ˆ φ : FS → FSφ−1, ˜ f 7→ (ˇ φ
0−1
)∗ ˜ f,
und somit hat man
ˆ φ( ˜ f)([ ˆ H0]Ad) = (ˇ φ
0−1
)∗ ˜ f([ ˆ H0]Ad)
= ˜ f(ˇ φ
0−1
([ ˆ H0]Ad))
= ˜ f([(˜ φ
−1
)∗ ˆ H0]Ad)
f¨ ur alle [ ˆ H0]Ad ∈ X0
S. Der Beweis von Lemma 5.14 zeigt, daß (˜ φ
−1
)∗ ˆ H0 ein
Element von Hom(S,G) ist, also ist [(˜ φ
−1
)∗ ˆ H0]Ad ein Element von
Hom(S,G)/Ad(G), und daher ist diese Deﬁnition von ˆ φ( ˜ f) sinnvoll.
Da ˇ φ
0−1
: X0
Sφ−1 → X0
S eine Bijektion ist, gibt es genau ein [ ˆ H]Ad ∈ X0
S,
so daß ˜ f(ˇ φ
0−1
([ ˆ H0]Ad)) = ˜ f([ ˆ H]Ad). Insbesondere gilt f¨ ur alle [ ˆ Hφ−1
]Ad ∈
X0
Sφ−1:
ˆ φ( ˜ f)([ ˆ Hφ−1
]Ad) = ˜ f([(˜ φ
−1
)∗˜ φ
∗ ˆ H]Ad)
= ˜ f([ ˆ H]Ad).
Diese Schreibweise macht deutlich, daß ˆ φ eine Bijektion zwischen FSφ−1
und FS ist. F¨ uhrt man noch die Notation
˜ fφ−1
:= ˆ φ( ˜ f) ∈ FSφ−1
ein, so ergibt sich
˜ fφ−1
([ ˆ Hφ−1
]Ad) = ˜ f([ ˆ H]Ad).
Sei µS ein Borel-Maß auf X0
S und µSφ−1 das Bilddmaß von µS auf X0
Sφ−1
bez¨ uglich der Bijektion ˇ φ
0
: X0
S → X0
Sφ−1,
µSφ−1(B) := µS(ˇ φ
0−1
(B)) (4)
f¨ ur alle Mengen B ⊆ X0
Sφ−1, so daß ˇ φ
0−1
(B) eine Borelmenge ist. Dann gilt
oﬀensichtlich Z
X0
S
˜ fdµS =
Z
X0
Sφ−1
ˆ φ( ˜ f)dµSφ−1,
112d.h. solche Maße auf dem projektiven Limes X0 ' A/G, die von Maßen,
die die Vertr¨ aglichkeitsbedingung (4) erf¨ ullen, induziert werden, sind invari-
ant gegen Diﬀeomorphismen. Dies bezieht sich zun¨ achst nur auf analytische
Diﬀeomorphismen, weil dann Sφ−1
als eine zahme Untergruppe von HG auf-
gefaßt werden kann. Wir zeigen, daß die Maße auf X0
S und X0
Sφ−1, die vom
Haar-Maß induziert werden und dem Ashtekar-Lewandowski-Maß zugrun-
de liegen, gerade in der Beziehung (4) stehen. Die Wahl des induzierten
Haar-Maßes ist kanonisch, weil X0
S und X0
Sφ−1 isomorph zu Gn/Ad(G) sind.
Allerdings kommen prinzipiell auch andere Maße in Betracht, die Bedingung
(4) erf¨ ullen und ein Maß auf A/G induzieren, aber z.B. nicht mehr treu sind.
In [AshLew95] sind einige Beispiele gegeben.
Def. 3.19 (mit der Verallgemeinerung auf beliebige kompakte, zusam-
menh¨ angende Lie-Gruppen, s. Kapitel 4) gibt an, wie die Maße auf den
R¨ aumen X0
S und X0
Sφ−1 zustandekommen, die dann das Ashtekar-Lewandowski-
Maß auf dem projektiven Limes X0 ' A/G induzieren. Man benutzt, daß
X0
S und X0
Sφ−1 isomorph zu Gn/Ad(G) sind und deﬁniert die Maße als Bild-
maße des Haar-Maßes auf Gn/Ad(G) unter den Bijektionen. Seien S :=
D
˜ β1,..., ˜ βn
E
, Sφ−1
:=


(φ−1 ◦ β1)∼,...,(φ−1 ◦ βn)∼
=

˜ β
φ−1
,..., ˜ β
φ−1
und
θ : X0
S → Gn/Ad(G), [ ˆ H]Ad 7→ ( ˆ H(˜ β1),..., ˆ H(˜ βn))modAd,
θφ−1
: X0
Sφ−1 → Gn/Ad(G), [ ˆ H0]Ad 7→ ( ˆ H0(˜ β
φ−1
),..., ˆ H0(˜ β
φ−1
))modAd
die Bijektionen. Dabei ist ˆ H ein Repr¨ asentant von [ ˆ H]Ad und ˆ H0 ein Re-
pr¨ asentant von [ ˆ H]Ad. Sei µn das vom Haar-Maß herkommende Borel-Maß
auf Gn/Ad(G) (vgl. Def. 3.19). Dann ist das Maß µS auf X0
S deﬁniert durch
µS(B) := µn(θ(B))
f¨ ur alle Mengen B ⊆ X0
S, so daß θ(B) eine Borelmenge ist. Entsprechend ist
das Maß µSφ−1 auf X0
Sφ−1 deﬁniert durch
µSφ−1(C) := µn(θφ−1
(C))
f¨ ur alle Mengen C ⊆ X0
Sφ−1,so daß θφ−1
(C) eine Borelmenge ist. Oﬀensicht-
lich stehen die Maße µS und µSφ−1 in der folgenden Beziehung:
µSφ−1(C) = µS(θ−1 ◦ θφ−1
(C)).
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Lemma 5.15: Die durch den analytischen Diﬀeomorphismus φ induzier-
te Bijektion ˇ φ
0−1
: X0
Sφ−1 → X0
S ist gleich der Bijektion θ−1◦θφ−1
: X0
Sφ−1 →
X0
S.
Bew.: Wir hatten als Notation vereinbart [ ˆ Hφ−1
]Ad = ˇ φ
0
([ ˆ H]Ad), also
ˇ φ
0−1
([ ˆ Hφ−1
]Ad) = [ ˆ H]Ad, wobei [ ˆ H]Ad ∈ X0
S und [ ˆ Hφ−1
]Ad ∈ X0
Sφ−1. Nach
(2) gilt ˆ Hφ−1
(˜ β
φ−1
) = ˆ H(˜ β). Man erh¨ alt
(θ−1 ◦ θφ−1
)([ ˆ Hφ−1
]Ad) = θ−1(( ˆ Hφ−1
(˜ β
φ−1
1 ),..., ˆ Hφ−1
(˜ β
φ−1
n ))modAd)
= θ−1(( ˆ H(˜ β1),..., ˆ H(˜ βn))modAd)
= [ ˆ H]Ad,
f¨ ur alle [ ˆ Hφ−1
]Ad ∈ X0
Sφ−1, also gilt ˇ φ
0−1
= θ−1 ◦ θφ−1
.

Damit ist bewiesen:
Satz 5.16: Das Ashtekar-Lewandowski-Maß ist invariant gegen¨ uber ana-
lytischen Diﬀeomorphismen φ : Σ → Σ. Durch fφ−1
:= (πSφ−1)∗(ˆ φ( ˜ f)) ist
eine Zylinderfunktion auf A/G bez¨ uglich Sφ−1 deﬁniert, und es gilt
Z
A/G
fdµ :=
Z
X0
S
˜ fdµS =
Z
X0
Sφ−1
ˆ φ( ˜ f)dµSφ−1 =
Z
A/G
fφ−1
dµ.
Dabei wird Sφ−1
als zahme Untergruppe von HG aufgefaßt und X0
Sφ−1 als
Unterraum von Hom(HG,G)/Ad(G). Dies ist nur im Fall eines analytischen
Diﬀeomorphismus m¨ oglich, weil ein solcher Diﬀeomorphismus st¨ uckweise
analytische Hoops in st¨ uckweise analytische Hoops abbildet.

Allgemein m¨ ussen Maße, die auf den Elementen X0
S des projektiven
Spektrums (X0
S,p0
SS0)S,S0∈L (s. Kapitel 4.B.1) deﬁniert sind und eine konsi-
stente Familie von W-Maßen bilden (s. Def. 4.10), Bedingung (4) erf¨ ullen,
damit das von ihnen induzierte Maß auf dem projektiven Limes X0 ' A/G
invariant gegen analytische Diﬀeomorphismen ist. Wir haben gezeigt, daß
das Ashtekar-Lewandowski-Maß diese Bedingung erf¨ ullt.
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Die Beweise in dieser Arbeit basieren durchg¨ angig auf der Verwendung
st¨ uckweise analytischer Hoops, wie in der Loop-Quantengravitation ¨ ublich.
Die Bedeutung dieser Klasse von Hoops besteht darin, daß man f¨ ur m belie-
bige solche Hoops die Loop-Zerlegung (Lemma 2.14) durchf¨ uhren kann und
n ≥ m unabh¨ angige Loops erh¨ alt. Zu endlich vielen st¨ uckweise analytischen
Hoops ﬁndet man also immer eine zahme Untergruppe, in der diese Hoops
enthalten sind. Dann kann man Satz 2.17 (und als direkte Folgerung Lemma
3.8) anwenden, der zentral f¨ ur alle weiteren Konstruktionen ist. Auch bei
den projektiven Techniken spielen die zahmen Untergruppen eine wichtige
Rolle. Man bildet den projektiven Limes bez¨ uglich der Menge aller zahmen
Untergruppen.
Die M¨ oglichkeit, f¨ ur st¨ uckweise analytische Hoops die Loop-Zerlegung
durchzuf¨ uhren, geht zur¨ uck auf die einfachen ¨ Uberschneidungseigenschaf-
ten dieser Hoops, s. Anmerkung vor Lemma 2.14, Lemma 2.14 und Bem.
2.15. Beliebige C∞-Hoops hingegen k¨ onnen sich auf sehr komplizierte Weise
¨ uberschneiden, sogar in einer Cantor-Menge. Der Algorithmus der Loop-
Zerlegung scheitert, wenn sich die Hoops unendlich oft ¨ uberschneiden.
Die Hoops und Loops haben keine direkte physikalische Bedeutung als
Weltlinien, Teilchenbahnen, Flußlinien oder ¨ ahnliches. (Dies gilt zumindest,
solange man die Zust¨ ande der Theorie nicht besser verstanden hat.) Deswe-
gen spricht aus physikalischer Sicht zun¨ achst nichts gegen die Verwendung
st¨ uckweise analytischer Hoops. Mathematisch gesehen besteht hier auch kei-
ne Schwierigkeit, da jede endlichdimensionale diﬀerenzierbare Mannigfaltig-
keit M einen reell-analytischen Atlas zul¨ aßt.
Dennoch gibt es Gr¨ unde, die es w¨ unschenswert machen, allgemeinere
F¨ alle zu betrachten. Die Klasse von Hoops, die man verwendet, schr¨ ankt
n¨ amlich die Klasse von Diﬀeomorphismen ein, die man betrachten kann. Die
Hoop-Gruppe HG zu st¨ uckweise analytischen Hoops wird nur durch analyti-
sche Diﬀeomorphismen in sich selbst abgebildet, wie man sich leicht ¨ uberlegt.
(Dies gilt, wenn man die ganze Hoop-Gruppe betrachtet.) Nur in diesem Fall
wird auch ein Diﬀeomorphismus HA → HA, T˜ α 7→ T(φanalyt.◦α)∼ induziert,
und man kann die ¨ ubrigen Strukturen bis hin zum Ashtekar-Lewandowski-
Maß µ und L2(A/G,dµ) wie gehabt konstruieren. Ein allgemeiner Diﬀeo-
morphismus φ bildet T˜ α jedoch in ein Element von HAφ−1
6= HA ab, weil
(φ ◦ α)∼ im allgemeinen nicht mehr st¨ uckweise analytisch ist. Dies macht
115die gewohnten Konstruktionen unm¨ oglich, da man nicht mehr eine feste Al-
gebra hat.
Die Invarianz gegen¨ uber analytischen Diﬀeomorphismen ist deutlich schw¨ a-
cher als die gegen¨ uber beliebigen C∞-Diﬀeomorphismen. Wenn zwei analyti-
sche Diﬀeomorphismen auf einer nichtleeren oﬀenen Menge ¨ ubereinstimmen,
sind sie aufgrund des Identit¨ atssatzes f¨ ur Potenzreihen schon identisch. Des-
halb gibt es keinen ”lokalen” analytischen Diﬀeomorphismus, der außerhalb
eines Kompaktums mit der Identit¨ at ¨ ubereinstimmt, weil ein solcher Dif-
feomorphismus gleich der Identit¨ at ist. Mit analytischen Diﬀeomorphismen
kann man also keine Koordinatentransformationen beschreiben, die nur in
einem Teil der Raumzeit wirken und die ¨ ubrige Raumzeit invariant lassen.
F¨ ur C∞-Diﬀeomorphismen gibt es solche Einschr¨ ankungen nicht. Die Grup-
pe der C∞-Diﬀeomorphismen ist die Symmetriegruppe der klassischen ART
und sollte vermutlich auch in die Quantentheorie implementiert werden.
Mathematisch gesehen gibt es ebenfalls Gr¨ unde, das Schema zu erwei-
tern. Die bisherige Form der Theorie ist insofern merkw¨ urdig, als man ei-
nerseits diﬀerenzierbare (C∞-)Strukturen wie Zusammenh¨ ange, Eichtrans-
formationen und Hauptfaserb¨ undel hat, andererseits aber einen reell-analyti-
schen Atlas auf der Mannigfaltigkeit und analytische Diﬀeomorphismen.
Es ist somit w¨ unschenswert, sowohl C∞-Diﬀeomorphismen zu betrach-
ten als auch die grundlegenden Konstruktionen, die auf der Loop-Zerlegung
und den zahmen Untergruppen basieren, beizubehalten. Wir schlagen im
folgenden eine Erweiterung des Formalismus der Loop-Quantengravitation
vor, die genau dies erlaubt. Im Anschluß vergleichen wir unseren Vorschlag
mit einem anderen Ansatz aus der Literatur [BaeSaw97a, BaeSaw97b, Lew-
Thi99].
Man betrachtet jetzt einen beliebigen C∞-Diﬀeomorphismus φ ∈ Diff(Σ).
Falls φ nicht analytisch ist, ist Sφ−1
=

˜ β
φ−1
1 ,..., ˜ β
φ−1
n

keine zahme Un-
tergruppe von HG mehr, aber von HGφ−1
. In diesem Fall ist X0
Sφ−1 als
Unterraum von Hom(HGφ−1
,G)/Ad(G) aufzufassen. Auf X0
Sφ−1 kann man
gem¨ aß Def. 3.19 ebenfalls ein Maß µSφ−1 deﬁnieren, daß vom Haar-Maß her-
kommt, weil auch X0
Sφ−1 isomorph zu Gn/Ad(G) ist. Die R¨ aume X0
Sφ−1, die
die Bilder der R¨ aume X0
S des projektiven Spektrums (X0
S,p0
SS0)S,S0∈L unter
der Bijektion ˇ φ : X0
S → X0
Sφ−1 sind, bilden oﬀensichtlich ebenfalls ein pro-
116jektives Spektrum (X0
Sφ−1,p0
Sφ−1S0φ−1)Sφ−1,S0φ−1∈Lφ−1, wobei Lφ−1
die Menge
der zahmen Untergruppen von HGφ−1
bezeichnet. Die Maße auf den X0
Sφ−1
bilden oﬀenbar eine konsistente Familie von W-Maßen und induzieren so-
mit ein Maß µφ−1
auf dem projektiven Limes X0φ−1 ' (A/G)
φ−1
. Sei φ0 ein
weiterer Diﬀeomorphismus, so daß gilt φ0 = φ ◦ ψan. f¨ ur einen analytischen
Diﬀeomorphismus ψan.. Dann kann man die Gruppen HGφ und HGφ0
identi-
ﬁzieren. Die zahmen Untergruppen Sφ−1
und Sφ0−1
liegen beide in Lφ−1
, und
die Maße auf den R¨ aumen X0
Sφ−1 und X0
Sφ0−1 erf¨ ullen nach genau analogen
¨ Uberlegungen die Bedingung (4) aus dem letzten Unterabschnitt. Daher ist
das auf (A/G)
φ−1
induzierte Maß ebenfalls invariant gegen analytische Dif-
feomorphismen. Dieses Maß wird wieder als Ashtekar-Lewandowski- oder
induziertes Haarsches Maß bezeichnet. Sei f = (πs)∗ ˜ f eine Zylinderfunk-
tion auf A/G bez¨ uglich S, ˜ f ∈ FS und ˆ φ( ˜ f) ∈ FSφ−1. Wie oben gezeigt,
ist ˆ φ : FS → FSφ−1 eine Bijektion. Durch fφ−1
:= (πSφ−1)∗(ˆ φ( ˜ f)) ist eine
Zylinderfunktion auf (A/G)
φ−1
bez¨ uglich Sφ−1 deﬁniert. Durch φ wird also
eine Bijektion induziert, die Zylinderfunktionen f = (πS)∗ ˜ f auf A/G in Zy-
linderfunktionen auf (A/G)
φ−1
¨ uberf¨ uhrt. Mit den selben Argumenten wie
oben gilt
Z
A/G
fdµ :=
Z
X0
S
˜ fdµS =
Z
X0
Sφ−1
ˆ φ( ˜ f)dµSφ−1 =
Z
(A/G)φ−1 fφ−1
dµφ−1
.
Wir benutzen diese ¨ Uberlegungen jetzt, um unseren Vorschlag zur Erweite-
rung des Hilbertraums der Theorie zu formulieren.
Sei Diffanalyt.(Σ) die Gruppe der analytischen Diﬀeomorphismen von Σ.
Seien φ,ψ ∈ Diff(Σ). Wir deﬁnieren eine ¨ Aquivalenzrelation auf Diff(Σ)
durch
φ ∼ η :⇔ ∃ψan. ∈ Diffanalyt.(Σ) : η = φ ◦ ψan.
Sei I := Diff(Σ)/ ∼ = Diff(Σ)/Diffanalyt.(Σ). Der Vorschlag besteht
darin, statt wie bisher L2(A/G,dµ) die direkte Summe
H0
p :=
M
φ∈I
L2((A/G)φ−1,dµφ−1
)
als Pr¨ a-Hilbertraum der Theorie zu betrachten. Seien f =
P
η∈I fη, g = P
φ∈I gφ ∈ H0
p. Dabei sind jeweils nur endlich viele Summanden ungleich
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p durch
< f,g >:=
X
ι∈I
< fι,gι >Hι, (1)
wobei Hι = L2((A/G)ι−1,dµι−1
). Nur die Summanden, f¨ ur die fι 6= 0 und
gι 6= 0 gilt, tragen zum Skalarprodukt bei. Durch diese Deﬁnition des Ska-
larprodukts sind die in der direkten Summe auftauchenden Hilbertr¨ aume Hι
orthogonale Unterr¨ aume von H0
p. Das Skalarprodukt < .,. >Hι auf Hι ist
das durch das Ashtekar-Lewandowski-Maß gegebene:
< fι,gι >Hι=
Z
(A/G)ι−1 fιgιdµι−1
.
Man erh¨ alt den Hilbertraum H0 der Theorie als Vervollst¨ andigung von H0
p
bez¨ uglich des Skalarprodukts (1) auf H0
p.
Durch einen beliebigen C∞-Diﬀeomorphismus φ wird eine Zylinderfunk-
tion fη−1
∈ L2((A/G)η−1,dµη−1
) ⊂ H0 in eine Zylinderfunktion fφ−1◦η−1
∈
L2((A/G)φ−1◦η−1,dµφ−1◦η−1
) ⊂ H0 abgebildet, und die Integrale sind gleich.
In diesem Rahmen hat man einerseits gute Kontrolle ¨ uber die Zust¨ ande, weil
sie sich ebenso leicht wie in Fall st¨ uckweise analytischer Kurven charakteri-
sieren lassen, andererseits sind beliebige C∞-Diﬀeomorphismen φ : Σ → Σ
zugelassen, deren Wirkung sich in der gezeigten Weise auf den Hilbertraum
¨ ubertr¨ agt. Damit hat man in Bezug auf das Maß die echte Symmetriegruppe
der klassischen Theorie implementiert. Nat¨ urlich sind die φ nach wie vor als
r¨ aumliche Diﬀeomorphismen einer 3+1-zerlegten Raumzeit M aufzufassen.
Die volle Symmetriegruppe der ART ist die Diﬀeomorphismengruppe von
M. Innerhalb des kanonischen 3 + 1-Ansatzes braucht man aber zun¨ achst
die Invarianz gegen r¨ aumliche Diﬀeomorphismen.
In den Arbeiten [BaeSaw97a, BaeSaw97b, LewThi99] ﬁndet sich ein an-
derer Vorschlag zur Erweiterung des Formalismus. Es handelt sich um eine
recht komplizierte Verallgemeinerung der Spin-Netzwerke, auf die wir nicht
genauer eingehen k¨ onnen, da wir schon die Spin-Netzwerke nicht betrach-
tet haben. Es geht grob gesagt darum, statt analytischer Kanten solche
st¨ uckweise C∞-Kurven zuzulassen, die auf jedem St¨ uck eine Immersion dar-
stellen. Diese Kurven k¨ onnen sich unendlich oft ¨ uberschneiden, weshalb die
Loop-Zerlegung nicht angewendet werden kann. Trotzdem kann man zeigen
[LewThi99], daß f¨ ur solche Kurven ˜ γ1,..., ˜ γn die Abbildung
A → Gn, A 7→ (H(˜ γ1,A),...,H(˜ γn,A))
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licht es, die Spin-Netzwerke durch sogenannte Spin-Webs zu ersetzen, deren
Kanten st¨ uckweise C∞-Kurven sind. Die Menge der Webs ist halbgeordnet
[BaeSaw97a] und dient als Indexmenge eines geeigneten projektiven Spek-
trums. Damit kann man einen wesentlich gr¨ oßeren Raum (A/G)C∞ und
einen Hilbertraum dar¨ uber konstruieren, der ein gegen C∞-Diﬀeomorphismen
invariantes Maß tr¨ agt. Bei geeigneter Einschr¨ ankung erh¨ alt man alle Struk-
turen des Falls zu st¨ uckweise analytischen Hoops zur¨ uck. Es zeigt sich al-
lerdings, daß die Spin-Web-Zust¨ ande mit nicht-analytischen Kanten schwer
zu behandeln sind [Bae97b]. Es ist auch nicht m¨ oglich, auf einfache Art ei-
ne Orthonormalbasis des neuen, gr¨ oßeren Hilbertraums aus den Spin-Web-
Zust¨ anden zu konstruieren.
Im Vergleich zu unserem Vorschlag hat dieser Ansatz den klaren Vorteil,
daß eine sehr viel gr¨ oßere Klasse von Kurven in die Konstruktion eingeht.
Dadurch gibt es auch mehr Zust¨ ande in dieser Theorie. Die Konstruktion
des Hilbertraums scheint auch direkter zu sein, allerdings ist die Bildung des
projektiven Limes bez¨ uglich der Menge aller Webs eine sehr un¨ ubersichtliche
Prozedur. Auf jeden Fall sind alle Hilbertr¨ aume, die auftreten, nicht sepa-
rabel. (Dies gilt schon im Fall st¨ uckweise analytischer Hoops und zahmer
Untergruppen).
Da aber gerade die Behandlung der neu in die Theorie gekommenen
Zust¨ ande, der Spin-Web-Zust¨ ande mit nicht-analytischen Kanten, Schwie-
rigkeiten macht, fragt sich, ob diese Art der Betrachtung wirklich einen Vor-
teil bringt. In unserem Ansatz gibt es solche Schwierigkeiten nicht, da die
Zust¨ ande alle auf Hoops basieren, die diﬀeomorph zu st¨ uckweise analytischen
Hoops sind. Deswegen hat man angenehme ¨ Uberschneidungseigenschaften
und kann die Loop-Zerlegung anwenden. Es ist leicht, eine Orthonormalbasis
des von uns vorgeschlagenen Hilbertraums anzugeben. Jeder der Teilr¨ aume
Hφ = L2((A/G)φ−1,dµφ−1
) in der direkten Summe hat eine Orthonormal-
basis aus Spin-Netzwerk-Zust¨ anden [Bae96a, Bae96b, ALMMT95]. Da die
Teilr¨ aume Hφ orthogonal sind, nimmt man einfach alle diese Orthonormal-
basen zusammen, um eine Orthonormalbasis des Hilbertraums H0 zu erhal-
ten.
Solange die Zust¨ ande in diﬀeomorphismeninvarianten Theorien nicht
besser verstanden sind, ist keine abschließende Beurteilung der beiden Ans¨ atze
m¨ oglich. Es ist nicht klar, welche Bedeutung die Hoops und die Kanten ei-
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sollte, die sich unendlich oft ¨ uberschneiden. In gewissem Sinne ist der von
uns gemachte Vorschlag ein Kompromiß, durch den auf einfache Weise C∞-
Diﬀeomorphismen betrachtet werden k¨ onnen, bei dem aber die Zust¨ ande
noch recht ¨ ubersichtlich charakterisierbar sind.
1206 Fastperiodische Funktionen und die kompakte
Gruppe M(HG)
In diesem Kapitel stellen wir einen in der Literatur bekannten Beweis vor,
daß man zu jeder topologischen Gruppe H eine kompakte Gruppe MH
ﬁndet, die H als dichten Teil enth¨ alt [Loo53]. Die Gruppe MH wurde in
[AshIsh92] erw¨ ahnt, aber weder explizit konstruiert noch weiter untersucht.
Wir wenden die Ergebnisse zur kompakten Gruppe MH erstmalig auf den
in dieser Arbeit vorgestellten kinematischen Rahmen zur Quantisierung dif-
feomorphismeninvarianter Eichtheorien an.
MH ergibt sich als Spektrum der C∗-Algebra der fastperiodischen Funk-
tionen auf H. W¨ ahlt man f¨ ur H die Hoop-Gruppe HG, so liefert die Un-
tersuchung interessante Beziehungen zu den schon bekannten Ergebnissen.
(Wir beschr¨ anken die Betrachtung jetzt wieder auf st¨ uckweise analytische
Hoops.) Insbesondere faktorisiert jeder Homomorphismus von HG in eine
Eichgruppe G ⊆ U(n) ¨ uber MHG. Dies erm¨ oglicht einen neuen, klareren
Beweis daf¨ ur, daß man einen Hom¨ oomorphismus von Hom(HG,G)/Ad(G)
auf A/G hat. Wir werden dieses und andere Ergebnisse in der kommenden
Ver¨ oﬀentlichung [deGD¨ or00] beweisen. In diesem Kapitel werden nur die
wesentlichen Grundlagen dargestellt und einige weiterf¨ uhrende Ergebnisse
erw¨ ahnt. So sind z.B. die Wilson-Loop-Funktionen in einer geeigneten Be-
trachtungsweise fastperiodische Funktionen.
Da MHG kompakt ist, hat man ein Haar-Maß auf MHG. Wir zeigen,
daß dieses Maß invariant gegen analytische Diﬀeomorphismen ist. Eine in-
teressante oﬀene Frage ist, ob dieses diﬀeomorphismeninvariante Maß auf
MHG ein diﬀeomorphismeninvariantes Maß auf Homc(MHG,G)/Ad(G) '
Hom(HG,G)/Ad(G), also auf A/G induziert. Falls dies zutriﬀt, bleibt die
Frage, ob man wieder das Ashtekar-Lewandowski-Maß erh¨ alt oder nicht.
6.1 Grundlagen
Die fastperiodischen Funktionen werden vorgestellt. Es wird gezeigt, daß
diese Funktionen eine kommutative C∗-Algebra mit Einselement bilden. Das
Spektrum MH dieser Algebra enth¨ alt die Gruppe H als dichten Teil. MH
ist kompakt in der Gelfandtopologie und kann selbst als Gruppe aufgefaßt
werden.
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eine Funktion. F¨ ur ein festes s ∈ H sei fs die Funktion auf H, die durch
fs(x) = f(sx) ∀x ∈ H
deﬁniert ist. fs heißt die Linksverschobene von f um s.
Def 6.2: Eine links-fastperiodische Funktion auf einer topologischen
Gruppe H ist eine beschr¨ ankte stetige Funktion f : H → C, f¨ ur die die
Menge Sf := {fs | s ∈ H} der Linksverschobenen von f totalbeschr¨ ankt
ist bez¨ uglich der Supremumsnorm auf Cb(H), dem Raum der beschr¨ ankten
stetigen komplexwertigen Funktionen auf H.
Da Cb(H) mit der Supremumsnorm als metrischer Raum betrachtet wer-
den kann, ist die Totalbeschr¨ anktheit von Sf ¨ aquivalent zur Kompaktheit
von Sf ⊆ Cb(H). Sei F(H) die Menge der links-fastperiodischen Funktionen
auf H.
Man kann analog den Begriﬀ der rechts-fastperiodischen Funktion deﬁ-
nieren. Die beiden Begriﬀe stimmen ¨ uberein, s. [HewRos63]. Wir sprechen
deshalb fortan von fastperiodischen Funktionen.
Lemma 6.3: F(H) ⊆ Cb(H) ist eine kommutative C∗-Algebra mit Eins-
element.
Bew.: F(H) ist eine Unteralgebra: Seien f,g ∈ F(H). Mit Sf und Sg
ist auch Sf × Sg kompakt. Da in Cb(H) die Abbildungen
(u,v) 7→ u + v,
(u,v) 7→ uv
von Cb(H)×Cb(H) nach Cb(H) stetig sind, sind auch die Mengen Sf+Sg und
Sf ·Sg kompakt. Wegen Sf+g ⊆ Sf +Sg ⊆ Sf +Sg und Sfg ⊆ Sf ·Sg ⊆ Sf ·Sg
sind somit auch Sf+g und Sfg kompakt. Also gilt f + g, fg ∈ F(H).
Ist α ∈ C, f ∈ F(H), so gilt
Sαf = αSf,
und somit ist mit Sf auch Sαf kompakt, d.h. es gilt αf ∈ F(H).
122F(H) ist abgeschlossen: Sei (f(n))n∈N eine Folge in F(H), die gleichm¨ aßig
gegen f ∈ Cb(H) konvergiert. Dann gilt f¨ ur alle x ∈ H
|f(n)
x − fx|∞ = sup
y∈H
|f(n)
x (y) − fx(y)|
= sup
y∈H
|f(n)(xy) − f(xy)|
= |f(n) − f|∞,
also konvergiert f
(n)
x → fx gleichm¨ aßig und die Konvergenz dieser Funk-
tionenfolgen ist auch gleichm¨ aßig in x ∈ H. Sei ε > 0. W¨ ahle n so, daß
|f(n) − f|∞ < ε
3 ist, und w¨ ahle x1,...,xr so, daß {f
(n)
xi | i = 1,...,r} ε
3-dicht
in Sf(n) ist. Dann gilt f¨ ur g ∈ Sf, g = fz mit geeignetem i ≤ r:
|fz − fxi|∞ ≤ |fz − f(n)
z |∞ + |f(n)
z − f(n)
xi |∞ + |f(n)
xi − fxi|∞
<
ε
3
+
ε
3
+
ε
3
= ε.
Also ist {fxi | i ≤ r} ε-dicht in Sf, d.h. Sf ist totalbeschr¨ ankt. Somit ist
F(H) eine abgeschlossene Unteralgebra von Cb(H).
Ferner ist klar, daß mit f ∈ F(H) auch f zu F(H) geh¨ ort. Die konstante
Funktion c(x) = 1 ∀x ∈ H ist das Einselement in F(H).

Nach dem Satz von Gelfand gibt es zu der kommutativen C∗-Algebra
F(H) einen kompakten Raum MH, so daß F(H) isometrisch isomorph zu
C(MH) ist. MH ist das Gelfand-Spektrum von F(H).
Lemma 6.4: Man hat einen stetigen Homomorphismus α von der Grup-
pe H auf einen dichten Unterraum von MH.
Bew.: Ein x ∈ H induziert einen Charakter f 7→ f(x) von F(H) und
deﬁniert damit einen Punkt von MH: sei f ∈ F(H). f induziert ˇ f ∈ C(MH)
durch
ˇ f(τ) := τ(f),
wobei τ : F(H) → C ein Element von MH ist. Eine Subbasis der schwa-
chen (Gelfandschen) Topologie auf MH ist gegeben durch die Mengen {τ ∈
123MH | | ˇ f(τ)−k| < ε} f¨ ur k ∈ C und f ∈ F(H), ε > 0. Sei α : H → MH die
Abbildung x 7→ α(x) mit α(x)(f) = f(x), wobei f ∈ F(H) ist. Die Menge
α−1{τ ∈ MH | | ˇ f(τ) − k| < ε} = {x ∈ H | |f(x) − k| < ε}
ist oﬀen in H, weil f stetig ist. Daraus folgt, daß α : H → MH stetig ist.
Angenommen, α(H) w¨ are nicht dicht in MH. Dann w¨ are α(H) 6= MH,
d.h. es g¨ abe ein ϕ ∈ C(MH), ϕ 6= 0 und ϕ(α(H)) = 0. Man hat ϕ = ˇ f f¨ ur
genau ein f ∈ F(H), weil F(H) ' C(MH) ist. Daraus folgt f(x) = 0 f¨ ur alle
x ∈ H, also f = 0, woraus wiederum folgt ϕ = 0. Das ist ein Widerspruch.

Man kann zeigen [Loo53], daß die Gruppenoperationen von H, betrach-
tet als Untermenge von MH, gleichm¨ aßig stetig in der Gelfandtopologie von
MH sind und sich daher auf ganz MH erweitern lassen. Dadurch erh¨ alt MH
eine Gruppenstruktur. Das zentrale Ergebnis lautet:
Satz 6.5: Zu jeder topologischen Gruppe H gibt es eine kompakte Grup-
pe MH und einen stetigen Homomorphismus α von H auf eine dichte Un-
tergruppe von MH, so daß f¨ ur das Paar (MH,α) die folgende universelle
Eigenschaft erf¨ ullt ist: Eine stetige Funktion f : H → C ist genau dann
fastperiodisch, wenn es eine stetige Funktion g : MH → C gibt, so daß fol-
gendes Diagramm kommutativ ist:
H - α
MH
?
g
@
@
@
@ @ R
f
C
Da MH kompakt ist, ist g durch f eindeutig bestimmt. Wir nennen MH
die zu H assoziierte kompakte Gruppe.
Bew.: Siehe [Loo53], Kapitel 41.

1246.2 Verbindung zum bisher Dargestellten und neue Ergeb-
nisse
In diesem Abschnitt referieren wir einige Ergebnisse. Beweise ﬁnden sich in
der kommenden Ver¨ oﬀentlichung [deGD¨ or00]. Bei der Anwendung auf den
in dieser Arbeit vorgestellten physikalischen Rahmen wird als Gruppe H die
Hoop-Gruppe HG gew¨ ahlt.
Es gilt die universelle Eigenschaft, daß jeder Homomorphismus von H
auf eine kompakte Gruppe G ¨ uber MH faktorisiert und genau einen stetigen
Homomorphismus von MH nach H induziert.
In der Anwendung auf unsere physikalische Situation w¨ ahlt man f¨ ur H
die Hoop-Gruppe HG, versehen mit einer Topologie (siehe z.B. [Barr90]).
Sei G wie vorher eine zusammenh¨ angende abgeschlossene Untergruppe ei-
ner unit¨ aren Gruppe U(n). Physikalisch gesehen ist G die Eichgruppe der
Theorie. Man erh¨ alt:
Lemma 6.6: Sei MHG die zu HG assoziierte kompakte Gruppe. Dann
gibt es eine kanonische Bijektion von Hom(HG,G) auf die Menge
Homc(MHG,G) der stetigen Homomorphismen MHG → G.
Bew.: Sei ϕ ∈ Hom(HG,G). Dann gibt es (wegen der universellen Ei-
genschaft) genau einen stetigen Homomorphismus
M(ϕ) : MHG → G,
so daß das Diagramm
125HG - α
MHG
?
M(ϕ)
@
@
@
@
@ @ R
ϕ
G
kommutativ ist. Daraus ergibt sich die Bijektion ϕ 7→ M(ϕ) von Hom(HG,G)
auf Homc(MHG,G). Da M(ϕ) durch eine universelle Eigenschaft deﬁniert
ist, ist diese Bijektion kanonisch.

Die Wilson-Loop-Funktionen tauchen in dem angedeuteten neuen Rah-
men folgendermaßen auf: man deﬁniert zu einer Wilson-Loop-Funktion T˜ α :
A/G → C eine Funktion t ˜ A : HG → C durch
t ˜ A(˜ α) := T˜ α( ˜ A),
wobei ˜ α ∈ HG und ˜ A ∈ A/G. Statt wie bisher den Zusammenhang ˜ A als
Argument und den Hoop ˜ α als Index zu betrachten, tauscht man gerade diese
Rollen und erh¨ alt eine Funktion auf der Gruppe HG. Wie man sich leicht
¨ uberlegt, sind die Funktionen t ˜ A fastperiodisch. Man erh¨ alt also Funktionen
t ˜ A : MHG → C.
Man kann weiter zeigen, daß Hom(HG,G) ⊆ GHG kompakt in der Pro-
dukttopologie ist. Hom(HG,G)/Ad(G) ist kompakt in der durch die kano-
nische Projektion
π : Hom(HG,G) → Hom(HG,G)/Ad(G)
deﬁnierten Quotiententopologie.
Aus Lemma 6.6 folgt auch, daß
Homc(MHG,G)/Ad(G) ' Hom(HG,G)/Ad(G)
gilt. Da Hom(HG,G)/Ad(G) ' A/G der Quantenkonﬁgurationsraum der
Theorie ist, hat man eine leicht ver¨ anderte Sichtweise auf A/G gewonnen.
Wir benutzen diese Form unten bei den ¨ Uberlegungen zum Haar-Maß auf
126MHG.
Diese und weitere Ergebnisse ﬂießen in einen neuen, k¨ urzeren Beweis ein,
der zeigt, daß man einen Hom¨ oomorphismus
A/G = Spec(C∗(HA)) → Hom(HG,G)/Ad(G)
hat [deGD¨ or00]. Dieser neue Beweis gelingt ohne Verwendung der Mandelstam-
Identit¨ aten, ohne Rekonstruktions-Theoreme wie in Satz 3.7 und ohne pro-
jektive Techniken, also ohne R¨ uckgriﬀ auf endlichdimensionale Objekte.
6.3 Das Haar-Maß auf MHG
Zum Abschluß dieses Kapitels betrachten wir das Haar-Maß ξ auf MHG. Wir
zeigen, daß dieses Maß invariant gegen analytische Diﬀeomorphismen ist und
diskutieren m¨ ogliche Verbindungen zum Ashtekar-Lewandowski-Maß.
Lemma 6.7: Das Haar-Maß ξ auf MHG ist invariant gegen analytische
Diﬀeomorphismen φ : Σ → Σ.
Bew.: Sei wie gehabt Diffanalyt.(Σ) die Gruppe der analytischen Diﬀeo-
morphismen von Σ. Diff(Σ)analyt. operiert durch Isomorphismen auf HG:
sei ˜ α ∈ HG. Dann hat man
˜ φ : HG → HG, ˜ α 7→ (φ ◦ α)∼,
und es gilt ˜ φ(˜ α˜ β) = (˜ φ(˜ α))(˜ φ(˜ β)). Folgendes Diagramm ist kommutativ:
HG -
˜ φ
HG - α MHG
?
α
MHG
 *
M(φ)
Dabei ist α : HG → MHG nicht zu verwechseln mit dem Hoop ˜ α ∈ HG.
Die Abbildung α ◦ ˜ φ : HG → MHG ist ein Homomorphismus von HG auf
127die kompakte Gruppe MHG und induziert somit einen stetigen Homomor-
phismus M(φ) : MHG → MHG (unterer Weg, dies ist dann nat¨ urlich ein
Automorphismus von MHG). Damit ist gezeigt: Diffanalyt.(Σ) induziert ste-
tige Automorphismen von MHG. Seien φ,ψ ∈ Diffanalyt.(Σ). Dann gilt f¨ ur
die Abbildungen M(φψ) = M(φ)M(ψ), also
M : Diffanalyt.(Σ) → Autc(MHG), φ 7→ M(φ).
Es ist eine bekannte Tatsache, daß das Haar-Maß einer kompakten Gruppe
invariant gegen solche Automorphismen der Gruppe ist. Sei f ∈ C(MHG).
Dann gilt Z
MHG
(f ◦ M(φ))(ξ)dξ =
Z
MHG
f(ξ)dξ.

Dieses diﬀeomorphismeninvariante Maß ist ein anderes Objekt als das
Ashtekar-Lewandowski-Maß, das vom Haar-Maß auf der Eichgruppe G in-
duziert wird.
In [AshLew94] gibt es einige Betrachtungen, warum man die Hoop-
Gruppe HG und den Raum A/G als duale Objekte betrachten sollte. Wir
haben uns in dieser Arbeit fast ausschließlich mit der Zusammenhangs-
darstellung von diﬀeomorphismeninvarianten Eichtheorien besch¨ aftigt und
kaum mit der Loop-Darstellung. Die Verbindung zwischen beiden ist durch
die sogenannten Loop-Transformation gegeben. Sei ψ(A) ∈ L2(A/G,dµ) ein
Zustand in der Loop-Darstellung. Die Loop-Transformation ¨ ubersetzt den
Zustand ψ(A) in einen Zustand Ψ(˜ α) auf der Hoop-Gruppe:
Ψ(˜ α) :=
Z
A/G
ˆ T˜ α(A)ψ(A)dµ =< ˆ T˜ α,ψ >,
wobei ˆ T˜ α(A) ist die Gelfand-Transformierte der Wilson-Loop-Funktion T˜ α
ist und < .,. > das Skalarprodukt in L2(A/G,dµ). Hierbei werden die dualen
Rollen von A/G und HG deutlich. Die Loop-Transformation ist als Analo-
gon zur Fourier-Transformation zu sehen, die Orts- und Impulsdarstellung
in der gew¨ ohnlichen Quantenmechanik verbindet. Ein wichtiger Unterschied
ist, daß der Loop-Transformation ein nichtlinearer Quantenkonﬁgurations-
raum, n¨ amlich A/G zugrunde liegt.
Im Licht der hier vorgestellten Ergebnisse liegt allerdings eher die Ver-
mutung nahe, MHG und A/G seien als dual anzusehen. Beides sind kompak-
te R¨ aume, die diﬀeomorphismeninvariante Maße tragen. Es ergibt sich die
128Frage, ob das Haar-Maß auf MHG ein diﬀeomorphismeninvariantes Maß auf
dem kompakten Raum Hom(MHG,G)/Ad(G) oder auf Homc(MHG,G)/Ad(G)
' A/G induziert. Falls ja, bleibt zu kl¨ aren, ob dieses Maß wieder das Ashtekar-
Lewandowski-Maß ist oder in welcher Beziehung es dazu steht.
Ein besseres Verst¨ andnis dieses oﬀenen Problems wird vermutlich auch
dazu f¨ uhren, daß man die inverse Loop-Transformation, die Zust¨ ande auf HG
oder MHG in Zust¨ ande auf A/G ¨ ubersetzt, besser versteht. Es gibt hierzu
Ergebnisse [Thi96], die aber keinen Bezug auf MHG und ein Maß darauf
nehmen. Die Existenz eines diﬀeomorphismeninvarianten Maßes auf MHG
dr¨ angt den Verdacht auf, daß dieses Maß eine Rolle bei der Deﬁnition der
inversen Loop-Transformation spielen sollte.
1297 Zusammenfassung und Ausblick
Wir haben in dieser Arbeit die Kinematik diﬀeomorphismeninvarianter quan-
tisierter Eichtheorien vorgestellt. Die Techniken dazu stammen aus der Loop-
Quantengravitation. Dieser vitale Zweig der physikalischen Grundlagenfor-
schung hat eine F¨ ulle neuer Methoden und Ans¨ atze hervorgebracht, deren
Anwendungsbereich ¨ uber die Formulierung einer Theorie der Quantengra-
vitation hinausgeht. Die vorgestellten Ergebnisse nehmen keinen Bezug auf
spezielle Eigenschaften der Loop-Quantengravitation wie z.B. das Vorhan-
densein von Constraints. Stattdessen basiert der gesamte Ansatz auf Struk-
turen, die der Loop-Quantengravitation und den Yang-Mills-Theorien ge-
meinsam sind. Dies ist vor allem der klassische Konﬁgurationsraum A/G, der
Raum der Eich¨ aquivalenzklassen von Zusammenh¨ angen auf einem Hauptfa-
serb¨ undel P(Σ,G), wobei G die Eichgruppe ist.
Als Algebra der klassischen Konﬁgurationsvariablen wurde die C∗-Vervoll-
st¨ andigung C∗(HA) der Holonomie-Algebra HA, die von den Wilson-Loop-
Funktionen gebildet wird, gew¨ ahlt. Die Gelfandsche Darstellungstheorie f¨ uhr-
te auf A/G, das Spektrum von C∗(HA), als Quantenkonﬁgurationsraum.
Der Hilbertraum der Theorie wurde als H := L2(A/G,dµ) identiﬁziert. Wir
haben den Raum A/G ausf¨ uhrlich untersucht und als zentrales Ergebnis eine
Bijektion
A/G → Hom(HG,G)/Ad(G)
erhalten. G ist die Eichgruppe der Theorie und kann jede kompakte, zu-
sammenh¨ angende Lie-Gruppe sein. Damit sind alle in der Physik ¨ ublichen
Eichgruppen, die U(n) und SU(n), abgedeckt. Wir haben unter R¨ uckgriﬀ
auf endlichdimensionale Strukturen (projektive Techniken) ein diﬀeomor-
phismeninvariantes Maß µ auf A/G konstruiert, das Ashtekar-Lewandowski-
Maß. Damit konnten das Skalarprodukt in H festgelegt und die Zust¨ ande
der Theorie charakterisiert werden. Verbindungen dieses Ansatzes zur Git-
tertheorie wurden erl¨ autert.
Die Diﬀeomorphismeninvarianz des Ashtekar-Lewandowski-Maßes wur-
de nachgewiesen. Außerdem haben wir einen neuen Vorschlag zur Ausdeh-
nung des Formalismus gemacht, der es erlaubt, beliebige C∞-Diﬀeomorphis-
men statt nur analytische Diﬀeomorphismen einzubeziehen. Schließlich ha-
ben wir eine kompakte Gruppe MHG vorgestellt, die die Hoop-Gruppe HG
als dichten Teil enth¨ alt und selbst ein kanonisches diﬀeomorphismeninvari-
antes Maß tr¨ agt, n¨ amlich das Haar-Maß.
130Die zu den Wilson-Loop-Funktionen geh¨ origen Impulsvariablen, die soge-
nannten Strip-Operatoren, haben wir in dieser Arbeit nicht betrachtet. Ihre
Implementation als wesentlich selbstadjungierte, dicht deﬁnierte Operato-
ren auf dem Quantenkonﬁgurationsraum A/G ist in [ALMMT95] beschrie-
ben. Man ben¨ otigt gewisse diﬀerentialgeometrische Strukturen auf A/G,
z.B. Vektorfelder, die von entsprechenden Strukturen auf den Teilr¨ aum-
en X0
S ' Gn/Ad(G) des projektiven Spektrums induziert werden, s. [As-
hLew94b].
Es bleiben einige interessante oﬀene Probleme. Wie in Kapitel 6 darge-
legt, f¨ uhrt eine weitere Untersuchung der kompakten Gruppe MHG und
des Haar-Maßes ξ darauf wom¨ oglich zu einem besseren Verst¨ andnis der
Loop-Transformation und ihrer Inversen. Gel¨ ange dies, so w¨ are eine sy-
stematische Betrachtung der Zust¨ ande als Funktionen auf MHG (in der
Loop-Darstellung) statt als Funktionen auf A/G (in der Zusammenhangs-
Darstellung) m¨ oglich. Bisherige Ergebnisse zur inversen Loop-Transformation
[Thi96] k¨ onnten vermutlich leichter gedeutet werden. Wir hoﬀen, in der kom-
menden Ver¨ oﬀentlichung [deGD¨ or00] etwas zur Kl¨ arung dieser Fragen bei-
tragen zu k¨ onnen.
Eine zentrale oﬀene Frage ist die nach der Bedeutung der Zust¨ ande.
Welche Rolle spielen die zahmen Untergruppen, auf denen die Zust¨ ande ba-
sieren? Welche Art von Kurven mit welchen ¨ Uberschneidungseigenschaften
sollte man in der Theorie ber¨ ucksichtigen? Erst nach Beantwortung dieser
Fragen lassen sich auch die Erweiterungen des Formalismus zur Einbezie-
hung von C∞-Diﬀeomorphismen beurteilen.
Wenn man den vorgestellten Rahmen als Basis einer Quantisierung der
Yang-Mills-Theorie unter Ber¨ ucksichtigung der Diﬀeomorphismeninvarianz
betrachten will, ist nat¨ urlich die Einbeziehung von Materie ein wichtiger
Punkt. F¨ ur die gew¨ ohnliche Yang-Mills-Theorie in zwei Dimensionen mit
Wilson-Loop-Funktionen als Konﬁguarationsvariablen gibt es bereits einige
interessante Resultate [ALMMT94]. Auch in der Loop-Quantengravitation
ist die Materie-Ankopplung von Interesse, um Anschluß an die bekannten
Methoden und Ergebnisse aus der Quantenfeldtheorie ﬁnden zu k¨ onnen.
Ans¨ atze hierzu ﬁnden sich in [BaeKra97, Thi97].
Es gibt eine Vielzahl weiterer oﬀener Fragen, die ¨ uber den Rahmen dieser
Arbeit hinausgehen. Dazu geh¨ oren alle Fragen ¨ uber die Dynamik der Theo-
131rien, denen der vorgestellte kinematische Rahmen zugrunde liegt. Die Dy-
namik diﬀeomorphismeninvarianter Theorien ist typischerweise durch Con-
straints gegeben. Dadurch entstehen konzeptionelle Probleme, insbesondere
das Problem der Zeit, wie in der Einleitung erl¨ autert. Außerdem ist die
Betrachtung des klassischen Limes von großer Wichtigkeit f¨ ur die weitere
Entwicklung der Theorie. Es bleibt heute oﬀen, ob man jeweils die richtige
klassische Theorie wiedergewinnen kann.
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