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at an iteration become negative, as may be the case, for example, in the over-relaxation method.
Let us now define the birth and death process considered. We assume a process with two variables: ni and n2, taking on the values 0, 1, . .. , N1 and 0, 1, *.. , N2, respectively. The birth rates are Al (ni, where p(n1, n2) denotes the stationary probability of ni and n2, and it is assumed that p(ni, n2) = 0 if any of ni or n2 is negative or greater than its corresponding maximum value. We assume that such a stationary probability distribution exists for our process (see [1] for instance), so that (1) has a unique solution which satisfies the normalization condition 
In the next section we present a method for obtaining p(ni, n2), which, unlike some other numerical methods, does not attempt to solve (1) directly, but rather a system derived from (1).
THE METHOD
We start by noticing that it is easy to obtain, formally, the stationary probability distribution for one of the state variables, say ni. This distribution will be noted p(ni). Indeed, letPpnl(n) be the stationary conditional probability of n2 given nl, Pn, (n2) = Prob {n2l ni). It is not difficult to show that, at the stationary state, our process has the same probability distribution p(ni) (i.e., that the process is equivalent with respect to ni ... ) as a one-dimensional birth and death process with birth rate l(ni) = En'=OPnj(nl2)Xi(ni, n2), n1 = 0, * , N, -1;
and death rate m(ni) = EN= OPnj(n2)IL1(nl, n2), ni = 1, *.. , N2.
We shall assume henceforth that these rates are non null (the influence of this assumption will be discussed later on). p(ni) is then given by p(ni) = 1/G 1nIi l(i -1)/m(i), n1 = 0, * **, N1;
where an empty product is assigned the value + 1, and G is a normalization constant. where it is assumed that Pnl(n2) = 0 if any of nli, n2 is negative or greater than its corresponding maximum value. Equation (7) involves only the birth and death rates of our process and the conditional probabilities pnpl(n2). It results from the assumption on the uniqueness of the solution of (1) that (7) has a unique solution satisfying the probability condition ENZo pn1 (n2) = 1, for all ni = 0, **, N1.
In order to obtain p(ni, n2), the stationary state distribution for our process, it suffices, given (6) and (5) for all values of n2, pnl(() is determined using (9). In practice, for some cases, one may also find convenient to store the m(ni) and l(ni) rather than to recompute them using the pn, (n2).
SUFFICIENT CONVERGENCE CONDITIONS
It is well known from the theory of iterative numerical methods (see [2] for example), that a necessary and sufficient convergence condition for an iterative scheme of the form
to solve the set of equations: X = f(X) (X is a vector of unknowns), is that f(X) satisfies a Lipschitz condition lIf(X') -f(X") 11 C LIIX' -X" 11 with L < 1 for every X', X" in the domain where (10) 
and this is readily checked if we use, for example, the matrix norm 11 II, i.e., the largest sum of the absolute values of the elements of a column. A closer look at the elements of A and B indicates also that if AX (n1, n2) and yl(n1, n2) are much smaller than X2(nl, n2) and /2(n1, n2), the elements of the Jacobi matrix will be close to zero. This means that our scheme will converge rapidly if the transition rates which change the condition variable are small compared to other transition rates. Our method actually exploits this kind of ill-conditioning which is often a difficulty for other numerical methods. In practice, the method exhibits a reasonably fast convergence also when Al(ni, n2) and p1(n1, n2) are of the same order of magnitude as X2(n1, n2) and p2(nf, n2) (see Section 4). The choice of the initial set of conditional probabilitiesp?n, (n2) clearly affects the number of iterations needed to reach a given accuracy. There is a close relation between our iterative scheme and the equivalence and decomposition approximation for queueing networks [3, 4] . This is of interest for us here for it implies that the approximate solution obtained by decomposition is often a good starting point for the iterative procedure. In the case of the birth and death process considered in this paper, the decomposition yields More generally, the method can be applied to processes of any finite number of dimensions. This point will be developed in a subsequent paper.
In the next section we present an alternative iterative scheme which is applied directly to (1), and whose convergence is always guaranteed.
AN ALWAYS CONVERGING ALTERNATIVE SCHEME
Let us consider the initial system of balance equations for our process (1), and let us note that one of the problems which arise when one wants to apply classical iterative schemes, such as the Gauss-Seidel iteration, or over-relaxation, is the normalization of the solution. Two main approaches seem to be used. In the first one, all the equations of (1) Recently, Gaver and Humfeld proposed [5] to use a modified GaussSeidel iteration, and to normalize only when convergence is attained. This, however, has the drawback that the usual convergence test-the largest absolute value of the difference between consecutive iterates smaller than a given value-cannot be used since the normalization affects the tested value. (Incidentally, note that the use of conditional probabilities, by dividing the state space into many independently normalized "subspaces," considerably reduces accuracy problems due to normalization in the method of Section 1.)
We now propose an iterative scheme which uses only the equation (1), and which does not require any of the normalization approaches discussed above. The scheme is as follows. Choose an order of considering the states such that it corresponds to a steady increase or decrease of the variables. As an example, we shall choose the order of increasing n1, n2, i.e., first all the p (O, n2), n2 = 0, . , N2, then all p(l, n2) (ni -1, n2)p (ni -1, n2)   + X2(nl, n2 -1)p'(ni, n2 -1 It is not difficult to show that our scheme always converges, for any initial probability distribution. Let d'(n1, n2) = p+l(ni ln2) -pt(ni, n2 I d-1(n1, n2) j, and the unconditional convergence of our scheme follows readily. It is clear from (18) that the choice of p is of importance for the speed of convergence. The latter will be low if p is close to zero, and will thus increase as p increases, at least up to certain limit. We did not succeed in determining theoretically an optimum value (in terms of asymptotic convergence speed) for p. In practice, however, p = 1/maxn 1,2 (i(nli, n2) + /2(ni, n2)) is apparently a good choice.
Finally, note that there is no difficulty in extending the applicability of this iterative scheme to the solution of the balance equations of any Markovian system. Orderings of system states other than the one used throughout this section may in some cases be preferable with respect to the speed of convergence. The iterative procedure has then to be arranged according to the ordering chosen.
In the next section we present the results of an empirical study of the performances of the methods proposed in this paper.
EMPIRICAL RESULTS ON PERFORMANCE
We have tested the methods of Section 1 and 3 (which will be called henceforth Method 1 and 2, respectively) for a number of values of the birth and death rates of the process considered. At the same time, an over-relaxation iteration with the parameter set to (1) (i.e., an iteration very close to the Gauss-Seidel method) was run, so as to compare the performances of our method with that of a commonly used procedure. We observe that, in most cases, the methods proposed are considerably superior to the commonly used iterative scheme. Method 1, despite its higher computational complexity, tends to outperform Method 2, as long as the transition rates which change the condition variable (nli, in our case) are not greater than other transition rates. The influence of the size of the problem is illustrated in points II and III. We note that both methods behave reasonably as the dimensions of the problem increase; Method 1 seems less sensitive to the increase of N1 than Method 2 with the ordering of states chosen. As a whole the results favor the use of Method 1. It should be noted, however, that the difference in time between Methods 1 and 2 is not, in many cases, very important, and Method 2 does have some advantages over Method 1: it uses almost directly the familiar balance equations of the process, the computation at each iteration is much simpler and requires less storage, and, finally, but importantly, its convergence is guaranteed.
