We consider a mollifying operator with variable step that, in contrast to the standard mollification, is able to preserve the boundary values of functions. We prove boundedness of the operator in all basic Lebesgue, Sobolev and BV spaces as well as corresponding approximation results. The results are then applied to extend recently developed theory concerning the density of convex intersections.
Introduction
Consider an open and bounded domain Ω ⊆ R N , and bounded non-negative smooth maps ρ, η :
R N → R such that supp(ρ) ⊆ B 1 (0) := {x ∈ R N : |x| ≤ 1} with "supp" the support set of a function, and η(x) ≤ dist(x, ∂Ω) for all x ∈ Ω. Then, we define the variable step mollifier T as follows:
Note that if η = 1 and if ρ is a smooth function, then (1.1) reduces to the usual mollifier. In this paper, however, we are interested in η(x) ≤ dist(x, ∂Ω) for all x ∈ Ω, which implies that the domain of integration in the definition of T is always within Ω.
To the best of our knowledge, the idea of such mollifiers with variable step was introduced by Burenkov; see [Bur82, Bur98] and references therein. In particular, Burenkov considers mollifiers defined as infinite sums of constant step mollifiers that are localized by means of the partition of identity procedure. Further, the operator in Definition 1.1 is mentioned on Remark 26 in [Bur98] and only a few comments are made. A detailed study of such operators, however, is still lacking in the literature. In particular, we focus on identifying conditions on the pair (ρ, η) to guarantee boundedness of the operator on Lebesgue, Sobolev, and bounded variation (BV) spaces, and the preservation of trace values, respectively. Additionally, we study properties of approximations T n (where η is replaced by η/n, n ∈ N) of T . Finally, we apply our work to establish results involving the density of convex intersections. For more on applications we refer to [HRR17] , which are partly recalled at the end of this section, for convenience.
In general, ρ denotes a standard smooth function, supported on the unit ball centred at the origin, and η is a non-negative, smooth function in Ω, with the property that its values and all its derivatives, vanish on the boundary of Ω. The existence of such a function follows from a classical result of Whitney [Whi34] ; see also Theorem 2.1. Moreover, the function M ρ helps to normalize the convolution. The operator T can then be thought of as a mollification process with a mollification step encoded here by the smooth function η that satisfies η(x) ≤ dist(x, ∂Ω) for all x ∈ Ω. For η > 0, one indeed finds that the resulting function T f is smooth. As a result, the operator T is able to preserve the boundary values of f , when regarded in the appropriate sense depending on the regularity of f . Note that this is in contrast to the standard mollification procedure, where such a boundary behavior cannot be guaranteed in general. In the work by Burenkov [Bur98] , by using appropriate partitions of unity the approximation by smooth functions while preserving boundary values can also be achieved. We point out, however, that in our case the definition of the mollifying operator has a more explicit form and is thus easier to handle. This makes the mollifier more suitable for our main applications as discussed below.
Applications. Let X be a reflexive Banach space of (equivalence classes) of maps u : Ω → R where Ω ⊂ R N is a domain with Lipschitz boundary, and such that strong convergence of a sequence in X implies the existence of a subsequence converging pointwise, e.g., X ∈ {L 2 (Ω), H 1 0 (Ω), . . .}. Let F : X → R be continuous, coercive and sequentially weakly lower semicontinuous, and K be defined as for some non-empty subset Γ. Hence, there is no > 0 such that |α(x)| ≥ for all x ∈ Ω. We consider the optimization problem (P) min u∈X F (u), subject to u ∈ K, which has a solution given the properties of X, F , and the convex nature of K. Such optimization problems, where the bound is spatially dependent occur in many places including recent work in mathematical imaging and other optimization problems with partial differential equations (PDE) constraints; see, e.g., [HR16, HR17, HPR17, HRWL17, HK06, HHP18, AR18, AR19, CR18] and references therein. For the development of efficient infinite dimensional algorithms, and finite dimensional approximation (discretization) methods, it is common to regularize the constraint K via the so-called Moreau-Yosida regularization, and replace (P) by a sequence of problems of the type (P n ) min u∈X F n (u) := F (u) + γ n 2 inf
where γ n → ∞, and G n has, in general, the following property: For some dense subspace Y of X, we have that G n (w) = +∞ if w / ∈ Y . There are two important examples fitting into this framework: a. Tikhonov regularization. Let Y be a dense subspace of X consisting of more regular functions than those in X. An example is Y = H 1 0 (Ω) and X = L 2 (Ω). Consider affine functions on a given mesh. Utilizing a hierarchical (geometric) mesh refinement one obtains nested spaces satisfying X n ⊂ X n+1 , n ∈ N. The relation of a sequence (u n ) n∈N where u n solves (P n ) to solutions of (P) is highly related to the Γ-convergence of F n to F . In particular, if Γ-lim F n = F in the strong (weak) topology, then strong (weak) accumulation points of (u n ) n∈N solve (P). The Γ-convergence is in turn closely related to the following density property:
Specifically, if (1.4) holds, then Γ-lim F n = F in the weak and strong topologies. On the other hand, if (1.4) does not hold, then for any u * ∈ K \ K ∩ Y X , there are subsequences (γ kn ) n∈N (or (γ kn ) n∈N , (δ kn ) n∈N when relating to our example of Tikhonov regularization) for which F kn (u kn ) → F (u * ), as n → ∞, for any sequence (u n ) n∈N such that u kn → u * . We emphasize that density results of the type (1.4) can not be inferred, in general, from the dense embedding Y → X; see [HR15] for a striking counterexample. In [HR15, HRR17] such dense embeddings of convex intersections have been obtained, but only for non-vanishing bounds or under additional regularity assumptions on the bound. In this work we close several gaps in the literature. Most notably, in Section 6 we show that the variable step mollifier T is the right tool to establish density results for possibly vanishing bounds α.
Summary of the results and organisation of the paper. The paper is organised as follows.
In Section 2, we fix the pair (ρ, η) explicitly, establish basic results for the operator T , and introduce the approximations T n . In particular we show that for a function f ∈ L 1 loc (Ω), T f is smooth at x ∈ Ω, where η(x) > 0. In this section, we also provide a first insight into the mollification effect by T , by considering its action on continuous functions. Among others, we show that if f ∈ C(Ω), then T f = f at the points where η vanishes and T n f → f uniformly.
In Section 3 we provide basic boundedness and approximation results for L p functions, 1 < p ≤ ∞. With the help of the Marcinkiewicz interpolation theorem we show that the operator T is bounded from L p (Ω) to L p (Ω) for every 1 < p ≤ ∞. We also show the corresponding approximation result, i.e., T n f → f in L p (Ω) for every f ∈ L p (Ω), 1 < p ≤ ∞.
Analogous boundedness and approximation results for W 1,p functions, 1 < p ≤ ∞ are the subjects of Section 4, where also a formula for the weak gradient of T f is derived. We also show that the operator preserves the trace of W 1,p functions in the appropriate W 1−1/p,p (∂Ω) sense. We put particular emphasis on the case where the function η vanishes on a set inside Ω, proving that the function T f has still a global weak derivative and all the corresponding results holds in that case, too.
The case p = 1, which covers L 1 (Ω), W 1,1 (Ω) and BV(Ω) spaces, is treated separately in Section 5 since it is rather special. Indeed, issues similar to the ones appearing for the Hardy-Littlewood maximal operator become relevant. In fact, the boundedness of T in L 1 (Ω) -and consequently in W 1,1 (Ω) and BV(Ω) -is rather involved to prove. In order to do so, we must invoke additional assumptions on the function η which however do not affect any of the other results of this work.
Finally, in Section 6 we focus on applications of our theoretical results. In particular, in Theorem 6.1 we prove the main density results of the type (1.4) for possible vanishing obstacle functions α.
The set up and basic definitions
As stated before, we consider that Ω ⊆ R N is an open, bounded domain, and, in general, we do not assume any regularity of the boundary ∂Ω, unless explicitly mentioned. In this section we define the function ρ that is used throughout the paper, and the basic map η used either directly or to construct other maps. The pair (ρ, η) defines uniequivocally the map T .
2.1. Construction of ρ and η. We denote by ρ a function with the following properties:
for every x with |x| < 1/2. Note that, by slighly abusing the notation, above we use ρ(1/2) = ρ(x) for any x with |x| = 1/2. Notice that the properties (i)-(iii) above are satisfied, for instance, by the standard mollifying function
Note that we do not scale ρ to have unitary integral, as it is usually done when defining mollifiers.
The following result by Whitney [Whi34] is of central importance to this work, and for the sake of completeness we provide here a proof. It states the existence of a non-negative smooth function vanishing on arbitrary closed sets and provides a main tool for defining η.
Theorem 2.1 (Whitney). For any closed set Θ ⊆ R N there exists a non-negative function η ∈ C ∞ (R N ) such that
Proof. Note first that the open set R N \ Θ can be written as a countable union of open balls B i each of which is compactly supported in R N \ Θ, i.e.,
For every B i we associate a non-negative smooth function η i such that η i > 0 on B i and zero on the boundary of B i . After an appropriate scaling, we may also assume that all partial derivatives of η i up to order i are uniformly bounded by 1
Denoting by ∂ n any partial derivative of order n ≥ 0, we have that
and thus from the Weierstrass M-test the above sum converges uniformly on R N \ Θ. Hence, the function η is smooth and for every n ∈ N we have ∂ n η(
for every ξ ∈ Θ we have that ∂ n η(ξ) = 0, n ≥ 0. From construction it obviously follows that η > 0 on R N \ Θ. We have thus shown (i) and (ii).
In order to show (iii) notice first that |∇η(x)| ≤ 1/2 for every x ∈ R N . Indeed, that follows from the fact that for any j = 1, . . . , N we have
where we use ∂ j := ∂/∂x j . Since Θ is closed, we have that for every x ∈ R N \ Θ, there exists ξ ∈ Θ such that |x − ξ| = dist(x, Θ). By an application of the mean value theorem for η we have that for some z ∈ [x, ξ], i.e., on the line segment joining x and ξ,
where we used the fact that |∇η(z)| ≤ 1/2. Hence, the proof is complete.
We now fix a smooth function η as in Theorem 2.1, where we take
for some set ∆ in Ω such that Θ is closed. While ∂Ω is used to enforce the domain of integration of T within Ω, the set ∆ is useful when dealing with sets K as in (1.2) where α vanishes within Ω. For the sake of brevity, we denote by σ the distance function to the boundary of Ω, i.e., for every
Finally, we denote the support of a function f : Ω → R as supp(f ), i.e., supp(f ) := {x ∈ Ω : f (x) = 0}.
2.2.
Basic properties of T and T n . We now provide some elementary properties of T and the sequence (T n ) n∈N (where η is replaced by η/n) which subsequently help to show that they approximate the identity in a particular sense. A few remarks about Definition 1.1 are in order. In particular note the following:
Notice first that for every x ∈ Ω such that η(x) > 0, the map y → ρ((x − y)/η(x)) is smooth in Ω and, in view of (2.1), is compactly supported in Ω. In fact the domain of integration in (2.2) can be equivalently taken to be B η(x) (x) instead of all of Ω. Hence the operator T is indeed well defined on L 1 loc (Ω). It is also straightforward to see that T f is infinitely differentiable at points x ∈ Ω with η(x) > 0, and that if Θ = ∂Ω then T f ∈ C ∞ (Ω). In order to see for example that T f is infinitely differentiable at a point x 0 ∈ Ω with η(x 0 ) > 0, consider the map x → ρ((x − y)/η(x)) restricted to a small ball B δ (x 0 ) Ω, with y fixed. This map is smooth in B δ (x 0 ) with all its derivatives being bounded there. From property (2.1) we have that
In order to perform differentiation under the integral on the right hand side in the definition of F , it suffices to check that the k-th order partial derivatives of the map x → ρ x−y η(x) are uniformly bounded in y by a constant which depends only on k. This follows from the fact that ρ and η are smooth, η is bounded away from zero in B δ (x 0 ), and from the fact that the k-th order partial derivatives of x → ρ x−y η(x) are sums of products of terms which are one of the following, respectively:
• Partial derivatives of ρ up to order k, evaluated at x−y ρ(x) . • Partial derivatives of η up to order k evaluated at x.
. We refer also to Appendix A for more explicit statements concerning the first-order derivatives.
We now define the following sequence of approximations of f ∈ L 1 loc (Ω):
In order to have a first insight into the difference between the smoothing procedure of the operator T and the one of a standard mollification, we provide the following proposition which states that the operator preserves the boundary values of a function in C(Ω).
where we used the fact that η(x n ) → 0 as well as the uniform continuity of f . Thus, this proves that T f ∈ C(Ω) and T f = f in ∂Ω ∪ ∆. In order to show the uniform convergence, note that if x ∈ Θ, then T n f (x) = f (x), and for every
where the last quantity is going to zero independently of x, due to uniform continuity of f . Let f ∈ C(Ω), supp(f ) ∩ Γ = ∅ and Γ ⊆ ∂Ω where Γ is closed. Then, there exists > 0 such that if d(x, Γ) < , then f (x) = 0. Also, since η is smooth, η(Γ) = 0 and also all the derivatives of
In particular note that the above results imply that the space
Approximation results in L p spaces
It will be convenient for this section as well as for the following ones to denote by L (X) the space of bounded, linear operators from X to X, where (X, · X ) is a Banach space.
We are now interested in investigating how the operator T acts on L p (Ω) functions. Throughout this section we consider the case 1 < p ≤ ∞. The case p = 1 has some extra complications and is treated separately in Section 5 below, under additional assumptions on η. Our aim is to show that the operator T belongs to L (L p (Ω)) for 1 < p ≤ ∞. In order to do so, we employ the Marcinkiewicz interpolation theorem; see for instance [DiB02, Chapter VIII, Theorem 9.1].
For this matter, we will show that T belongs to L (L ∞ (Ω)) and it is also bounded from L 1 (Ω) to L 1,w (Ω), i.e.,
for an appropriate constant M 1 that does not depend on f . In particular, the formulation of the Marcinkiewicz interpolation theorem associated to the above inequalities entails the following:
Theorem (Marcinkiewicz). Let T be a linear map defined on L 1 (Ω) and L ∞ (Ω), and suppose that it satisfies (3.1) and (3.2). Then, T is a bounded linear operator in L p (Ω) for any 1 < p < ∞, and
where C depends only on M 1 and p.
Note however that the estimate (3.1) is trivial, and for (3.2) we use an argument similar to the one utilized for singular integral operators. Further, note that if ∆ = ∅ in Θ = ∂Ω ∪ ∆, then (3.2) is inferred if the following holds true
In order to see this, let ∆ λ = {x ∈ Ω \ ∆ : |T f (x)| > λ} and suppose that (3.3) holds true, and f ∈ L 1 (Ω). Then, we have
where we have used that T f | ∆ = f . Hence, it is enough to consider ∆ = ∅ so that η > 0 on Ω.
Proposition 3.1. The operator T is bounded from L 1 (Ω) to L 1,w (Ω), i.e., (3.2) holds.
Proof. We have to show (3.2) for a suitable constant M . Note initially that our assumption on the mollifier ρ yield the bounds
where X S denotes the characteristic function of the set S. Note that in view of the inequality
Define now the following sets
and thus from the Vitali covering lemma we have that
where I is a countable subset ofẼ and B η(
Finally, denoting by ω N the volume of the unit ball in R N , we get
The result concerning boundedness of T in L p (Ω) and the approximation property that the sequence of operators (T n ) n∈N strongly tend to the identity is stated next.
Proof. The proof of the L p boundedness follows directly from estimate (3.1), Proposition 3.1 and the application of Marcinkiewicz theorem. Let now f ∈ L p (Ω) with 1 < p < ∞. We can find a function φ ∈ C c (Ω) such that f − φ L p (Ω) ≤ 3 . Since each T n belongs to L (L p (Ω)) there exists a constant C such that
The independence of C of n follows from the fact that for T n , M 1 = 5 N ω N M ρ in (3.2) is independent of n (see the construction in the previous proposition), the bound in (3.1) is identically 1, and hence the operator norm of T n obtained via the Marcinkiewicz interpolation theorem is independent of n.
Moreover since φ ∈ C c (Ω), from Proposition 2.3 we get that for large enough n
for another constant M > 0. Thus, finally for sufficiently large n we have
for some constantC > 0.
Properties of T on W 1,p spaces
We now turn our attention to properties of T f for f belonging to a suitable Sobolev space. First, let Θ = ∂Ω. Our goal is to establish boundedness of the operator in W 1,p (Ω) (and closed subspaces of interest) for 1 < p ≤ ∞. Subsequently, we treat the case Θ = ∆ ∪ ∂Ω with ∆ = ∅. Note that the case p = 1 is considered in Section 5 as it requires an alternative approach, and slightly different properties for η are needed.
We emphasize that the case ∆ = ∅ in the present setting is significantly more complex than in the situation with Lebesgue spaces, as the function T f is defined by
Hence, it is necessary to prove that the above function has a global weak derivative. We start by showing that T is bounded in certain Sobolev spaces for Θ = ∂Ω, and then transfer this result via a limiting process to Θ = ∂Ω ∪ ∆ with ∆ = ∅.
In addition to the usual W 1,p 0 (Ω) and W 1,p (Ω) spaces [AF03] , we define the Banach space W 1,p Γ (Ω) for 1 < p < ∞ by
where Γ ⊆ ∂Ω is a closed set. Note that the spaces W 1,p Γ (Ω) are of utmost importance in the treatment of partial differential equations (PDEs) with mixed (Dirichlet/Neumann/Robin) boundary conditions. It follows that W 1,p
4.1. The case ∆ = ∅. In the next proposition, we compute the gradient of T f , where for the sake of full generality we assume that f ∈ BV loc (Ω). Recall that the space BV loc (Ω) consists of all the
every open set A which is compactly supported inside Ω. In that case there exists a R N -valued Radon measure, denoted here by Df ∈ M loc (Ω), that represents the distributional derivative of f . If f ∈ L 1 (Ω) and V (u, Ω) < ∞ then Du is a finite Radon measure and we say that f is a function of bounded variation. We then write f ∈ BV(Ω). See [AFP00] for more details.
In our subsequent exposition, we denote the gradient as a row vector.
Proposition 4.1. Let f ∈ BV loc (Ω) and Θ = ∂Ω. Then the gradient of T f ∈ C ∞ (Ω) is given by
Proof. The proof is based on basic differentiation rules for BV functions and can be found in Appendix A.
Note that if f ∈ W 1,1 loc (Ω) then (4.1) can be written as
Here T (∇f ) is acting componentwise. Since |x − y| ≤ η(x) in (4.2), notice that we immediately obtain the following pointwise estimate for f ∈ W 1,1 loc (Ω):
Bearing this in mind the following proposition follows immediately.
The boundedness of T follows directly from (4.3), max x∈Ω |∇η(x)| < +∞, and T ∈ L (L p (Ω)).
Since
, supp(f n )∩Γ = ∅ and f n → f in W 1,p (Ω). By Proposition 2.3, one gets supp(T f n ) ∩ Γ = ∅, and by properties of T we have T f ∈ C ∞ (Ω). We further have for a generic constant M > 0 that
, and as a result T ∈ L (W 1,p Γ (Ω)). From Proposition 3.2 we get that T n f − f L p (Ω) → 0 as n → ∞. Thus, it suffices to show that ∇T n f − ∇f L p (Ω) → 0 to prove that T n f → f in W 1,p Γ (Ω). Keeping in mind that from Proposition 3.2 we also get that T n (∇f ) − ∇f L p (Ω) → 0, from the triangle inequality it is enough to show
According to Proposition 4.1 and similarly to (4.3) we have that
for all x ∈ Ω. Since T n (∇f ) L p (Ω) → ∇f L p (Ω) we further find
which completes the proof.
As in the case of continuous functions, the operator T preserves the traces of W 1,p (Ω) functions. This is shown in the following proposition. Note that in this case, some regularity for the boundary of Ω must be assumed in order to define the trace operator. where τ denotes the zero-order boundary trace and the above equality is considered in W 1−1/p,p (∂Ω).
Proof. Let f ∈ W 1,p (Ω), with 1 < p < ∞, and consider a sequence (f n ) n∈N ⊆ C ∞ (Ω) convergent to f in W 1,p (Ω). Note that for this sequence the equality (4.5) is satisfied. Indeed from Proposition 2.3 we have that T f n = f n on ∂Ω. Moreover, for a fixed n ∈ N, ξ ∈ ∂Ω and for (x k ) k∈N with x k → ξ, using (4.2) we get
with the righthand side going to zero as k → ∞. This follows from Proposition 2.3 yielding T (∇f n )(x k ) → ∇f n (ξ), as ∇f n ∈ [C(Ω)] N , |∇η(x k )| → 0 by construction, and since T (|∇f n |) is bounded. Thus T ∇f n = ∇f n on ∂Ω.
Using Proposition 4.2 and the continuity of the trace with respect to the strong W 1,p -convergence, we have for a generic constant M > 0
Hence, (4.5) holds, and the proof is complete.
4.2.
The case ∆ = ∅. We are now in shape to consider the operator T defined with a function η vanishing on any set ∆ contained in Ω -such that ∆ ∪ ∂Ω is closed -in addition to also vanishing on ∂Ω. For this purpose, consider η 0 and η 1 to be the functions obtained via Whitney's theorem for Θ = ∂Ω and Θ = ∂Ω ∪ ∆, respectively, and suppose that η i (x) ≤ σ(x)/2 for x ∈ Ω, i = 1, 2. We denote by T the variable step mollifier associated to η 1 , and now we define the limit and a sequence of variable step mollifiers T n .
Let f ∈ L 1 loc (Ω), we defineT f : Ω → R as (4.6)T f (x) := lim n→∞ (T n f )(x), for x ∈ Ω where T n is defined as
Indeed, T n is the mollifier associated to η = η 1 + 1 n η 0 . The following results also hold in this general case.
Proposition 4.4. Let f ∈ L 1 loc (Ω), then the limit in (4.6) is well-defined andT f = T f , where this equality holds almost everywhere in ∆ and everywhere in Ω \ ∆. Further, T belongs to L (W 1,p Γ (Ω)) for 1 < p < ∞.
Proof. Let x ∈ ∆, then we have that η 1 (x) = 0 and hence
Since f ∈ L 1 loc (Ω), almost every point in x ∈ Ω is a Lebesgue point. Thus, the above limit as n → ∞ is zero almost everywhere in Ω, which provesT f = f almost everywhere in ∆. The fact thatT f = T f everywhere in Ω \ ∆ follows by application of the dominated convergence theorem. Further, analogously as for T n , it follows that ( T n L (L p (Ω)) ) n∈N is uniformly bounded. By the dominated convergence theorem we have that if φ ∈ C(Ω), then T n φ → T φ in L p (Ω). Proceeding as in Proposition 3.2, given > 0 we can find a function φ ∈ C c (Ω) such that f − φ L p (Ω) ≤ /3. Hence, for sufficiently large n, and for a generic constant M we have
This shows that T n f → T f in L p (Ω) for every f ∈ L p (Ω). Let now f ∈ W 1,p (Ω), then T n f ∈ W 1,p (Ω) and ∇T n f is given by
It follows that T n (∇f ) → T (∇f ) in L p (Ω) by the first paragraph of the proof. Now we prove that
Let x ∈ ∆, so that η 1 (x) = 0, and
Since ∇η 0 is bounded, and
it follows that ψ n χ ∆ → 0 in L p (Ω). If x ∈ Ω \ ∆, then application of the dominated convergence shows that ψ n (x) → ψ(x), and analogously as done in Section 3, it is shown that ψ n χ Ω\∆ → ψχ Ω\∆ in L p (Ω). Therefore,
Therefore, T f is weakly differentiable with weak gradient T (∇f ) + ψ that belongs to L p (Ω), i.e., T f ∈ W 1,p (Ω). Since the inequality (4.3) holds here as well, in general in an almost everywhere sense, the boundedness of T in W 1,p (Ω) follows again from the fact that max x∈Ω |∇η(x)| < ∞ and T ∈ L (L p (Ω)). Hence T ∈ L (W 1,p (Ω)) and it remains to show that L (W 1,p Γ (Ω)). If f ∈ W 1,p Γ (Ω), then there exists (f n ) n∈N in C ∞ (Ω) such that supp(f n ) ∩ Γ = ∅, and f n → f in W 1,p (Ω). In order to show that T f ∈ W 1,p Γ (Ω) as well, it suffices to show that for every k ∈ N, there exists a g k ∈ W 1,p (Ω) ∩ C ∞ (Ω) with supp(g k ) ∩ Γ = ∅ such that (4.7)
T f − g k W 1,p (Ω) ≤ 1 k .
We fix k ∈ N. Since f n → f in W 1,p (Ω) and T ∈ L (W 1,p Γ (Ω)) we have that there exists n 0 ∈ N with
According to what has been shown above, we have that T n f n 0 → T f n 0 in W 1,p (Ω). Thus, we may choose k ∈ N such that (4.9)
Setting g k := T k f n 0 , from (4.8) and (4.9) we obtain (4.7). Noticing that g k ∈ W 1,p (Ω) ∩ C ∞ (Ω) and from Proposition 2.3 we have that supp(g k ) ∩ Γ = ∅. This completes the proof.
5. The cases of L 1 (Ω), W 1,1 (Ω) and BV(Ω) 5.1. L 1 (Ω) boundedness. We would like to show that T also defines an operator in L (L 1 (Ω)). This is more involved than the cases with p > 1. Consequently, we treat it separately here. It turns out that we require a lower bound on the decay of η as a technical assumption. In order to see that the boundedness of the operator in L 1 (Ω) is more delicate, consider the following counterexample.
Let Ω = (0, 1), ρ = χ (−1,1) and η = dist(x, ∂Ω), and the function f 0 (x) = (x log(2/x)) −2 so that f 0 ∈ L 1 (0, 1). However, T f 0 (x) = (x log(1/x)) −1 for x ∈ (0, 1/2), so that T f 0 / ∈ L 1 (0, 1). Even further, the same can be obtained for a ρ such that ρ| ∂B 1 (0) = 0: Let ρ be defined as ρ(r) = g(r) if r ≥ 0, and ρ(r) = g(−r) if r < 0, where g : [0, 1] → R is non-negative (non identically zero), decreasing, g| (0,1) ∈ C ∞ (0, 1), g(1) = 0, and such that lim a↓0 g(a)
Then, again T f 0 / ∈ L 1 (0, 1), and T is also a mollifier in the sense that if f ∈ L 1 loc (Ω), then T f ∈ C(Ω). We develop the results in this section assuming that ∆ = ∅ so that Θ = ∂Ω. We emphasize, however, that all results can be extended to the case ∆ = ∅, as well.
We first state a necessary and sufficient condition for the operator to be bounded in L 1 (Ω):
Proposition 5.1. The operator T belongs to L (L 1 (Ω)) if and only if (5.1)
Proof. Suppose (5.1) holds and let f ∈ L 1 (Ω). Then we have by virtue of Tonelli's theorem
Conversely suppose that T defines an operator in L (L 1 (Ω)), i.e., there exists a constant M > 0 such that
where n is taken sufficiently large such that B 1/n (y 0 ) ⊆ Ω. Then we have that f y 0 ,n ∈ L 1 (Ω) with f y 0 ,n L 1 (Ω) = 1 for every n sufficiently large. Using Fatou's Lemma and the fact that y 0 is a
Since y 0 was chosen arbitrarily, the proof is complete.
Note that the proof of Proposition 5.1 implies that if T ∈ L (L 1 (Ω)) and T L (L 1 (Ω)) is the operator norm of T , then it holds that
An initial approach to prove (5.1) is as follows:
it follows that (5.1) holds true. Therefore, a first attempt would be to investigate whether we can construct a smooth function θ vanishing on ∂Ω such that (5.4)
and use this function θ instead of η in the construction of the operator T . We briefly discuss how such a function θ can indeed be constructed: In [CMMR14] it was shown that for a bounded, open set Ω, whose boundary ∂Ω has zero Lebesgue measure and upper Minkowski dimension strictly less then N − α, for some 0 < α < N , it holds that (5.5)
Then we set θ := (T σ) α/N , and it is not hard to show that θ ∈ C ∞ (Ω) ∩ C(Ω) with θ = 0 on ∂Ω, satisfying also (5.4). We omit the details of the proof here but it resembles closely the steps of the proof of Proposition 5.2 below. However, this approach has a few disadvantages. One of those is that we must assume some regularity for ∂Ω. Moreover, note that θ decreases in a sublinear way close to ∂Ω, hence it does not hold that θ < σ which implies that B θ(x) (x) are not subsets of Ω anymore. One can show that if we define the operator T using this smooth function θ, the boundary values of the functions will still be preserved under this operation, but the same will not be true for derivatives. This is a significant disadvantage of this approach as it hinders the possibility to deal with Sobolev spaces, and in particular to obtain trace-preservation results like the one in Proposition 4.3.
As a consequence, in what follows, we will construct a smooth function that satisfies (5.1) and vanishes on the boundary at a quadratic rate, resembling more the structure of the original η function. We note that the following intermediate result can also be derived by [CZ52] but we give here an independent proof which employs the operator T .
Proposition 5.2 (Regularised distance to the boundary function). For every 0 < < 1, there exists a functionη ∈ C ∞ (Ω) ∩ C(Ω) with
Proof. Notice first that in view of (2.1), after some rescaling, the smooth function η of Theorem 2.1 with Θ = ∂Ω, can be chosen to satisfy
|∇η(x)| ≤ , (5.8)
for every x ∈ Ω. Hence, we have
which implies that
We now setη(x) = T σ(x), where the operator T is defined using the function η from above. Then, from Proposition 2.3,η ∈ C ∞ (Ω) ∩ C(Ω), and because of (5.10) we also have that for every x ∈ Ω
Thus the left inequality of (5.6) is satisfied. For the right inequality notice that using (5.7) and the fact that σ is Lipschitz with constant one, we get
ending the proof.
Note that by squaring (5.6) and rearranging the constants we get the existence of a C ∞ (Ω) function η :=η 2 (not to be confused with the initial η used in the proof above) that satisfies
for every x ∈ Ω, for some 0 < κ < 1. Observe that the operator T can be also defined using this η and everything proven so far still holds for this case as well. In the next proposition we show that provided η satisfies the condition (5.11) then (5.1) holds and hence T ∈ L (L 1 (Ω)). In fact we will show that the resulting sequence ( T n L (L 1 (Ω)) ) n∈N is uniformly bounded.
Theorem 5.3. Let Ω ⊆ R N open and η ∈ C ∞ (Ω) with the property that there exists κ > 0 such that (5.11) holds. Then
and hence, T and T n for n ∈ N belong to L (L 1 (Ω)).
Proof. Note that it suffices to show (5.13) sup
Note moreover that the map x → C(x)ρ x−y η(x) is smooth of compact support. Thus it suffices to show (5.13) only for y's that belong to a small neighbourhood of the boundary. For that, we will work with y ∈ Ω such that (5.14) σ(y) < 1 8 .
In fact we may assume, via a rescaling argument, that (5.14) holds for every y ∈ Ω. Using the layer cake representation formula and Fubini's theorem, we get for every n ∈ N and y ∈ Ω Then, from (5.11) we have
Fixing a y ∈ Ω, we choose a ξ y ∈ ∂Ω such that |y − ξ y | = σ(y).
Hence for every x ∈ A n,y we have
Setting z = x − y, the last inequality can be rewritten as
By solving the latter quadratic equation with respect to |z| we get
Notice, however, that we can ignore the second case above as one can also check that in this case we would have |x − y| ≥ n 2 and thus x cannot belong to A n,y . Also, due to (5.14), the quantity inside the square root is positive, independently of n. Hence we have that if x ∈ A n,y then x ∈ B rn(y) (y). Notice furthermore that if x ∈ B rn(y) (y) then σ(x) ≤ r n (y) + |y − ξ y |. Thus we have
In other words, so far we have shown
On the other hand, for any x ∈ B rn(y) (y) and for any point ξ ∈ ∂Ω, we have (5.16) |x − ξ| ≥ |y − ξ y | − r n (y).
Indeed if that was not the case then there would exist a x ∈ B r(y) (y) and ξ ∈ ∂Ω such that
which is a contradiction from the definition of ξ y . Notice that again due to (5.14), |y−ξ y |−r n (y) > 0, and again this is independent of n. Now since (5.16) holds for every ξ ∈ ∂Ω we get
Hence we have showed that (5.17) A n,y ⊆ x ∈ Ω : β n,κ (y) ≤ η(x) n ≤ γ n (y) .
Notice now that if t ≤ 1 γn(y) N , i.e., γ n (y) ≤ 1
Hence, (5.18) where ω N = π N/2 Γ( N 2 +1) is the volume of the unit ball in R N . Notice moreover that if t > 1 βn,κ(y) N , i.e., β n,κ (y) > 1 N √ t , then from (5.17) we get that H t n,y = ∅. Finally we calculate We now compute the ratio γn(y) βn,κ(y) , where for notational convenience we set |y − ξ y | = α. We have 
Hence (5.13) and thus (5.12) holds and the proof is complete.
Observe that by using the estimates in the proof of Proposition 3.1, as well as (5.2) and (5.21), we can now obtain the following bound on T n L (L 1 (Ω)) :
, something that implies that (5.23) lim sup n→∞ T n L (L 1 (Ω)) ≤ M ρ ω N 1 + N ln 1 κ .
Note: It still remains unanswered if the estimate (5.12) (or (5.13)) holds without imposing any condition of the type (5.11). We leave that as an open question. For the following results that deal with L 1 integrability, we will always assume that the operator T is defined via a function η that satisfies (5.11). We next state the corresponding approximation result in L 1 (Ω):
Proof. The proof follows exactly the same steps as the one of Proposition 3.2, by taking advantage of the fact that the sequence ( T n L (L 1 (Ω)) ) n∈N is uniformly bounded.
In view now of Proposition 5.4 and from the lower semicontinuity of the operator norm with respect to pointwise convergence we have
Thus, the natural question that arises is whether we can further sharpen the upper bound in (5.23) to be one, as result that would also imply that lim n→∞ T n = 1. In the following paragraphs we describe how we can indeed achieve this, by making some minor amendments to the construction of T n . The first step is to define a sequence of positive, compactly supported, smooth functions (ρ n ) n∈N , such 0 ≤ ρ n (x) ≤ 1 if and only if |x| ≤ 1, satisfying also (5.25) ρ n (x) = 1 for every x with |x| ≤ 1 − 1 n .
That is, ρ n converges to the characteristic function of the ball B 1 (0). We also define a sequence of smooth functions (η n ) n∈N that satisfy the condition
Notice that these η n can be easily constructed, for instance, by using (5.9) and applying the initial operator T n on σ(x), i.e, η n := T n σ. Observe also that in this case the uniform norm of the gradient of η n is uniformly bounded in n.
We can now defined a slightly modified sequence of operators as follows:
Notice that all the results that we have shown for the operator T (also regarding the convergence of the sequence T n ) hold for theT n as well. By following the same steps as in Theorem 5.3 and the remarks after we get
Since γn(y) βn(y) and 1 √ n γ n (y) converge to one and zero respectively as n → ∞, also independently of y, then we obtain 5.2. The case W 1,1 (Ω). Up to this point, the mathematical machinery for the L 1 (Ω) was developed on the assumption (5.11) that imposes simply that η σ 2 . This allows us to handle W 1,1 (Ω) and subsequently BV(Ω).
Proposition 5.5. The operator T belongs to L (W 1,1 (Ω)).
Proof. Note first that since the new functionη has been constructed via the (initial) operator T acting on σ ∈ W 1,∞ (Ω), then in view of (4.2) we have that η ∈ W 1,∞ (Ω) as well. If now f ∈ W 1,∞ (Ω) then, cf. (4.3), the following estimate holds
Hence, we have for a generic constant M
In the end we get T f W 1,1 (Ω) ≤ M f W 1,1 (Ω) .
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The analogue of Propositions 4.3 holds in the case of W 1,1 (Ω), as well. We state them here without proofs as these are similar to the setting with W 1,p (Ω), where p > 1.
Proposition 5.6. Suppose that Ω has Lipschitz boundary and f ∈ W 1,1 (Ω). Then τ f = τ (T f ).
Proposition 5.7. Let f ∈ W 1,1 (Ω). Then T n f → f in W 1,1 (Ω) as n → ∞.
5.3. The case BV(Ω). In this section we examine how the operator acts on BV functions. We note that also in this case the operator T is defined via the function η that satisfies the extra condition (5.11).
Proposition 5.8. The operator T belongs to L (BV(Ω)).
Proof. Since we have shown already that T belongs to L (L 1 (Ω)), it suffices to show that there exists a constant M > 0 such that
, for all f ∈ BV(Ω).
Using (4.1) we estimate, for a generic constant M ,
where we have made use of the fact that (5.1) holds.
Finally, we state the corresponding approximation results in the BV case. We note that by using the operator T n , this approximation is achieved in the sense of weak * convergence in BV(Ω). However, by using the alternative operatorT n , as discussed at the end of Section 5.1, this approximation is achieved in the sense of strict convergence in BV(Ω).
Proposition 5.9. Let f ∈ BV(Ω). Then the following approximation results holds:
(i) Provided Ω has Lipschitz boundary, T n f → f weakly * in BV(Ω) as n → ∞.
(ii)T n f → f , strictly in BV(Ω) as n → ∞.
Proof. We already know from Proposition 5.4 that T n f → f in L 1 (Ω). Note that from the estimates in the proof of Proposition 5.8 we obtain that the sequence (T n f ) n∈N is bounded in BV(Ω). Then from [AFP00, Prop. 3.13] we get that (T n f ) n∈N converges to f weakly * in BV(Ω). For the second part, notice initially that since we also haveT n f → f in L 1 (Ω), from the lower semicontinuity of the total variation we also have From the fact that the uniform norm of η n is uniformly bounded, and from (5.31) we obtain (5.34) lim sup
n→∞ Ω |∇T n f (x)| dx ≤ |Df |(Ω).
Combining, (5.33) and (5.34) we obtain the strict approximation result.
Applications: Density of sets
Constraint subsets K of an arbitrary Banach space X often appear in many fields and problem instances in mathematics. These constraints arise as natural limitations of problem variables (as, e.g., in the obstacle problem where a membrane is deflected by acting forces, but not allowed to penetrate a rigid obstacle; here the problem variable is the deflection out of an equilibrium position) and Fenchel dualization of convex optimization problems, among others. A natural question that appears in the aforementioned settings is the following one: Given a subspace Y densely and continuously embedded in X, does the density relation (6.1) K ∩ Y X = K holds true, as well. In particular, it is known that a dense and continuous embedding Y → X is not enough for the above density statement to hold; see [HR15] . We are interested in the case where X is a Banach space of functions f : Ω → R M , with Ω ⊆ R N an arbitrary open set, and where K G is defined as (6.2) K G = {f ∈ X : |(Gf )(x)| ≤ α(x) for almost every x ∈ Ω} , for G ∈ L (X, Z) with Z a subspace of R P -valued maps with domain in Ω, and α : Ω → R some non-negative function. An important example is given by G := ∇ the weak gradient, and X ⊆ W 1,p (Ω), for 1 < p < ∞, and Z ⊆ L p (Ω) N . If G = Id, then we simply write K = K G . The difficulty on establishing whether smooth functions are dense on K G is given by the fact that α is not necessarily a constant and may have a non-trivial zero set. For example, α may vanish in regions of the boundary, and the interior of Ω, see Figure 1 . We consider the following notation throughout this section: Let Λ ⊆ Ω be closed, then we define C ∞ Λ (Ω) to be the space of functions f : Ω → R such that f | Ω\Λ ∈ C ∞ (Ω \ Λ) vanishing on Λ, i.e., f ∈ C ∞ Λ (Ω) if for for each > 0, there exists a compact set Λ ⊆ Ω \ Λ such that (Ω \ Λ) \ Λ ⊆ Ω and sup x∈(Ω\Λ)\Λ |f (x)| ≤ ,
and if x ∈ Ω ∩ Λ, then f (x) = 0. In particular, if Λ = ∅, then C ∞ Λ (Ω) = C ∞ (Ω) and if Λ = ∂Ω, then C ∞ Λ (Ω) = C ∞ (Ω) ∩ C 0 (Ω) where C 0 (Ω) is the space of continuous functions vanishing on ∂Ω (see [ABM14] ). Further, if a map f : Ω → R satisfies that f | Ω\Λ is C ∞ , then (abusing notation) we write f ∈ C ∞ (Ω \ Λ).
Notice that if α ∈ C(Ω), α ≥ 0 and ∆ = α −1 ({0}), then in general it holds C ∞ (Ω)∩K C ∞ ∆ (Ω)∩K since any function on the latter set is not necessarily differentiable on ∂∆ ∩ Ω.
We are now ready to state and prove the main density results of this section.
