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STRONG ASYMPTOTIC ARBITRAGE IN THE LARGE
FRACTIONAL BINARY MARKET
FERNANDO CORDERO AND LAVINIA PEREZ-OSTAFE
Abstract. We study, from the perspective of large financial markets, the
asymptotic arbitrage opportunities in a sequence of binary markets approxi-
mating the fractional Black-Scholes model. This approximating sequence was
introduced by Sottinen and named fractional binary market. The large finan-
cial market under consideration does not satisfy the standard assumptions of
the theory of asymptotic arbitrage. For this reason, we follow a constructive
approach to show first that a strong type of asymptotic arbitrage exists in
the large market without transaction costs. Indeed, with the help of an ap-
propriate version of the law of large numbers and a stopping time procedure,
we construct a sequence of self-financing trading strategies, which leads to the
desired result. Next, we introduce, in each small market, proportional trans-
action costs, and we construct, following a similar argument, a sequence of
self-financing trading strategies providing a strong asymptotic arbitrage when
the transaction costs converge fast enough to 0.
1. Introduction
The notion of large financial market was introduced by Kabanov and Kramkov
in [7] as a sequence of ordinary security market models. A suitable property for
such kind of markets is the absence of asymptotic arbitrage opportunities. In the
frictionless case, a standard assumption is that each small market is free of arbitrage.
If, in addition, the small markets are complete, then the existence of asymptotic
arbitrage opportunities is related to some contiguity properties of the sequence of
equivalent martingale measures (see [7]). These results are extended to the case
of incomplete markets by Klein and Schachermayer in [11, 12] and by Kabanov
and Kramkov in [8]. In the transaction costs case, i.e. when each small market
is subject to proportional transaction costs, the standard assumption is that each
small market is free of arbitrage under arbitrarily small transaction costs. In this
context, characterizations of the existence of asymptotic arbitrage, similar to those
in the frictionless case, can be found in [10].
In this paper, we consider a non-standard large financial market, i.e. a sequence
of market models which admit arbitrage for sufficiently small transaction costs, and
we study its asymptotic arbitrage opportunities. Our large financial market is given
by the sequence of binary markets approximating the fractional Black-Scholes model
introduced by Sottinen in [14]. We refer to this large financial market as the large
fractional binary market. Similarly, we call N -fractional binary market to the N -
period binary market in the sequence. Sottinen proves in [14] that, forN sufficiently
large, the N -fractional binary market admits arbitrage. From the results in [4], we
conclude that the smallest transaction cost, λNc , needed to eliminate the arbitrage in
theN -fractional binary market is strictly positive. Moreover, from [5], we know that
Date: September 12, 2018.
2010 Mathematics Subject Classification. 60G22, 60G40, 60G50, 91B24, 91B26.
Key words and phrases. Fractional Brownian motion, fractional binary markets, asymptotic
arbitrage, transaction costs, law of large numbers, stopping time.
1
2 FERNANDO CORDERO AND LAVINIA PEREZ-OSTAFE
λNc converges to 1, a result which contrasts with the fact that the fractional Black-
Scholes model is free of arbitrage under arbitrarily small transaction costs. This
is not a true contradiction, since the arbitrage strategies constructed in [5] provide
profits, under big transaction costs, with probabilities vanishing in the limit. As
explained in [5], a more appropriate way to compare the arbitrage opportunities
in the sequence of fractional binary markets with the arbitrage opportunities in
the fractional Black-Scholes market is to study the problem for the former from
the perspective of the large financial markets. A first step in this direction was
done in [5], where the authors study the existence of asymptotic arbitrage of first
kind (AA1) and of second kind (AA2) under the restriction of using only 1-step
self-financing strategies. In this respect, it has been shown the existence of 1-step
AA1 in the large fractional binary market when the transaction costs are such that
λN = o(1/N
H). If, instead, λN
√
N converges to infinity, then no 1-step asymptotic
arbitrage of any kind appears in the model. Moreover, one can also show that, when
the Hurst parameter H is chosen close enough to 1/2, then even in the frictionless
large market there is no 1-step AA2.
In the present work, using more general self-financing trading strategies, we aim
to construct, for an appropriate sequence of transaction costs, a strong asymptotic
arbitrage, i.e. the possibility of getting arbitrarily rich with probability arbitrarily
close to one while taking a vanishing risk. This problem can be viewed as a con-
tinuation of the study of asymptotic arbitrage initiated in [5], in the sense that our
trading strategies are chosen beyond the 1-step setting of [5]. Not only that, the
existence of this form of asymptotic arbitrage is stronger than AA1 and AA2 and,
moreover, is obtained for any Hurst parameter H > 1/2.
First, in the case of frictionless markets, we construct a candidate sequence of
self-financing strategies, and we show that the value process of the portfolio can
be expressed as a sum of dependent random variables. Due to this dependency,
special versions of the law of large numbers are needed in order to conclude on the
asymptotic behaviour of the value process at maturity. In this respect, with the
help of a law of large numbers for mixingales (see [1]), we prove that our strategies
provide a strictly positive profit with probability strictly close to one. In order to
construct a strong asymptotic arbitrage, we modify the sequence of trading strate-
gies, first to ensure that the admissibility condition is satisfied and then to obtain
an arbitrarily big profit. Indeed, using a well chosen sequence of stopping times, we
stop the self-financing strategies at the first time the admissibility condition fails
to hold. The resulting sequence of trading strategies paves the way to a strong
asymptotic arbitrage. When transaction costs are taken into account, we show,
following a similar argument, the existence of a strong asymptotic arbitrage when
the transaction costs are of order o(
√
logN/N (2H−1/2)∧(H+1/2)). In direct compar-
ison with the results of [5], one can observe that, even if, when using a sequence of
1-step self financing trading strategies, the rate of convergence of the transaction
costs leading to an AA1 is better, this won’t allow us though to obtain an AA2.
We emphasize that the methods presented in this work are not restricted to the
chosen large financial market. To the contrary, since, in discrete time setting, the
value process can be written as a sum of random variables, we believe that these
techniques may be applicable also for other examples of discrete large financial
markets. This is indeed the case whenever we dispose of an appropriate law of
large numbers theorem and of a maximal inequality for the value process, in a
similar manner as seen in our results.
The paper is structured as follows. In Section 2 we introduce the framework of
our results, starting with the definition of a fractional binary market. We end this
part with a short presentation of the concept of strong asymptotic arbitrage. In
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Section 3 and Section 4 the main results are concentrated. In Section 3, we intro-
duce a sequence of self-financing strategies leading to a strictly positive profit with
probability close to one. A strong asymptotic arbitrage is then constructed using
the aforementioned stopping procedure. In Section 4, we extend this construction
to the case when transaction costs are considered in the model.
2. Preliminaries
2.1. Fractional binary markets. In this section, we briefly recall the so-called
fractional binary markets, which were defined by Sottinen in [14] as a sequence of
discrete markets approximating the fractional Black-Scholes model.
First, we introduce the fractional Black-Scholes model. This continuous market
takes the same form as the classical Black-Scholes model with the difference that
the randomness of the risky asset is described by a fractional Brownian motion and
not by a standard Brownian one. More precisely, the dynamics of the bond and of
the stock are given by:
dBt = r(t)Bt dt and dSt = (a(t) + σ dZt)St, (2.1)
where σ > 0 is a constant representing the volatility and Z is a fractional Brownian
motion of Hurst parameter H > 1/2. The functions r and a are deterministic and
represent the interest rate and the drift of the stock. We assume in the sequel that
the bond plays the role of the nume´raire and, hence, Bt = 1 for all times t (i.e.
r = 0), and that a is continuously differentiable.
Motivated by the construction of an easy example of arbitrage related to the
fractional Black-Scholes model, Sottinen came up with the idea to express this
special type of Black-Scholes model as a limiting process of a sequence of discrete
markets with a binary structure. For this scope, he shows a Donsker-type theorem,
in which the fractional Brownian motion is approximated by an inhomogeneous
random walk. From this point on, he constructs a discrete model, called “fractional
binary market”, approximating (2.1). Based on the results in [3], we provide here
a simplified, but equivalent, presentation of these binary models.
Let (Ω,F , P ) be a finite probability space and consider a sequence of i.i.d. ran-
dom variables (ξi)i≥1 such that P (ξ1 = −1) = P (ξ1 = 1) = 1/2.We denote (Fi)i≥0
the induced filtration, i.e. Fi := σ(ξ1, . . . , ξi), for i ≥ 1, and F0 := {∅,Ω}.
For each N > 1, the N -fractional binary market is the discrete market in which
the bond and stock are traded at the times {0, 1N , ..., N−1N , 1} under the dynamics:
BNn = 1 and S
N
n =
(
1 + aNn +
Xn
NH
)
SNn−1. (2.2)
We assume that the value of SN at time 0 is constant, i.e. SN0 = s0. The drift
aN approximates the continuous drift given in (2.1) via aNn =
1
N a(n/N) and the
process (Xn)n≥1 can be expressed as
Xn :=
n−1∑
i=1
jn(i) ξi + gnξn, (2.3)
where
jn(i) := σ CH
i∫
i−1
x
1
2−H
 1∫
0
(v + n− 1)H− 12 (v + n− 1− x)H− 32 dv
 dx,
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and
gn := σ CH
n∫
n−1
x
1
2−H(n− x)H− 12
 1∫
0
(y(n− x) + x)H− 12 yH− 32 dy
 dx.
From (2.3), we see that Xn is the sum of a process depending only on the
information until time n − 1 and a process depending only on the present. More
precisely, Xn = Yn + gnξn, where
Yn :=
n−1∑
i=1
jn(i)ξi.
Therefore, given the history up to time n − 1, which fixes the values of Yn and
SNn−1, the price process can take only two possible values at the next step:(
1 + aNn +
Yn − gn
NH
)
SNn−1 or
(
1 + aNn +
Yn + gn
NH
)
SNn−1.
This brings to light the binary structure of these markets.
2.1.1. Some useful estimations. We recall some estimations obtained in or easily
derived from [3] for the quantities involved in the definition of the fractional binary
markets, i.e., aNn , jn and gn.
Lemma 2.1. There exist constants C1, C2 > 0 such that for all i ≥ 2 we have
• For 1 ≤ ℓ ≤ i/4:
ji(ℓ) ≤ C1
i2−2H ℓH−
1
2
.
• For all 1 ≤ k ≤ 3i/4:
ji(i− k) ≤ C2
k
3
2−H
.
Proof. The proof of the first inequality follows using similar arguments to those
used in the proof of [3, Proposition 5.5]. The second inequality uses analogous
estimations to those obtained in the proof of [3, Lemma 5.7]. 
Next result corresponds to [3, Lemma 3.5 and Theorem 5.10].
Lemma 2.2. For all 1 < n ≤ N , we have
g ≤ gn ≤ g
(
1 +
1
n− 1
)H− 12
≤ g 2H− 12 ,
where g := σcH
H+ 12
. This implies that limn→∞ gn = g. Moreover,
Yn (d)−−−−→
n→∞
Y := 2g
∞∑
k=1
ρ(k)ξk, (2.4)
where ρ denotes the autocovariance function of a fractional Brownian motion of
Hurst parameter h = H2 +
1
4 ∈ (12 , 34 ), i.e. ρ(n) := 12 [(n+1)2h+(n−1)2h−2n2h] > 0.
For the drift term aNn , one can see using the definition and the continuity of the
function a that:
|a(N)n | ≤
||a||∞
N
, n ∈ {1, ..., N}. (2.5)
This indicates that the contribution of aNn is significantly less than the contribution
of the other parameters of the model. Since we are interested in asymptotic prop-
erties of the fractional binary markets, the problem can be simplified by studying
the case without the drift. Therefore, we assume henceforth that aNn = 0 for all
1 ≤ n ≤ N .
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2.2. Strong asymptotic arbitrage under transaction costs. It is well known
that the fractional Black-Scholes model without friction is not free of arbitrage. This
fact is also reflected in the approximating sequence of fractional binary markets,
since, as shown by Sottinen in [14], the N -fractional binary market admits, for N
sufficiently large, arbitrage opportunities. However, a pathological situation occurs
when one introduces transaction costs. On the one hand, the fractional Black-
Scholes model is free of arbitrage under arbitrarily small transaction costs. On the
other hand, one can choose transaction costs λN converging to 1 such that the N -
fractional binary market, for N large enough, admits arbitrage under transaction
costs λN (see [5]). Despite this, the corresponding arbitrage opportunities disappear
in the limit, in the sense that, the explicit strategies behind this counterintuitive
behaviour provide strictly positive profits with probabilities vanishing in the limit.
In order to avoid this kind of situations, we look here to the whole sequence of
fractional markets as a large financial market, the large fractional binary market,
and we study its asymptotic arbitrage opportunities, as introduced by Kabanov
and Kramkov in [7] and [8].
Definition 2.3 (Large fractional binary market). The sequence of markets given
by {(Ω,F , (Fn)Nn=0, P, SN )}N≥1, where SN is the price process defined in (2.2), is
called large fractional binary market.
We assume that the N -fractional binary market is subject to λN ≥ 0 transaction
costs (λN = 0 corresponds to the frictionless case). We assume, without loss of
generality, that we pay λN transaction costs only when we sell and not when we
buy. This means that the bid and ask price of the stock SN are modelled by the
processes ((1 − λ)SNn )Nn=0 and (SNn )
N
n=0 respectively.
Definition 2.4 (λN -self-financing strategy). Given λN ∈ [0, 1], a λN -self-financing
strategy for the process SN is an adapted process ϕN = (ϕ0,Nn , ϕ
1,N
n )
N
n=−1 satisfying,
for all n ∈ {0, ..., N}, the following condition:
ϕ0,Nn − ϕ0,Nn−1 ≤ −(ϕ1,Nn − ϕ1,Nn−1)
+
SNn + (1− λN ) (ϕ1,Nn − ϕ1,Nn−1)
−
SNn . (2.6)
Here ϕ0,N denotes the number of units we hold in the bond and ϕ1,N denotes the
number of units in the stock. For such a λN -self-financing strategy, the liquidated
value of the portfolio at each time n is given by
V λNn (ϕ
N ) := ϕ0,Nn + (1− λN )(ϕ1,Nn )+SNn − (ϕ1,Nn )−SNn .
If λN = 0, we simply write Vn(ϕ
N ) instead of V 0n (ϕ
N ).
Remark 2.5. For the purposes of this work, we can restrict our attention to self-
financing strategies satisfying (2.6) with equality and having also that ϕ1,NN = 0.
In other words, we avoid throwing away money and, at maturity, we liquidate the
position in stock. For these kind of self-financing strategies, the values of ϕ0,Nn ,
n ∈ {0, ..., N}, can be expressed in terms of the values of λN , ϕ0,N−1 and (ϕ1,Nk )nk=−1
as follows:
ϕ0,Nn = ϕ
0,N
−1 −
n∑
k=0
(∆kϕ
1,N )
+
SNk + (1 − λN )
n∑
k=0
(∆kϕ
1,N )
−
SNk . (2.7)
In the previous identity, we use the notation ∆nh := hn − hn−1.
Equation (2.7) gives us a way to construct self-financing strategies. More pre-
cisely, given λN ≥ 0, a constant ϕ0,N−1 and an adapted process (ϕ1,Nk )Nk=−1, we can
use (2.7) to define (ϕ0,Nk )
N
k=0. The resulting adapted process (ϕ
0,N
n , ϕ
1,N
n )
N
n=−1 is by
construction a λN -self-financing strategy, satisfying (2.6) with equality.
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In their work, Kabanov and Kramkov [8] distinguished between two kinds of
asymptotic arbitrage, of the first kind and of the second kind. An asymptotic
arbitrage of the first kind gives the possibility of getting arbitrarily rich with strictly
positive probability by taking an arbitrarily small risk, whereas the second one is an
opportunity of getting a strictly positive profit with probability arbitrarily close to 1
by taking the risk of losing a uniformly bounded amount of money. The authors also
considered a stronger version called “strong asymptotic arbitrage”, which inherits
the strong properties of the two mentioned kinds. More precisely, it can be seen
as the possibility of getting arbitrarily rich with probability arbitrarily close to 1
while taking a vanishing risk. We will work from now on with the latter concept.
We introduce now the definition of strong asymptotic arbitrage. For a detailed
presentation on this topic, we refer the reader to [8] for frictionless markets and to
[10] for markets with transaction costs.
Definition 2.6. There exists a strong asymptotic arbitrage (SAA) with transaction
costs {λN}N≥1 if there exists a subsequence of markets (again denoted by N) and
self-financing trading strategies ϕN = (ϕ0,N , ϕ1,N ) with zero endowment for SN
such that
(1) (cN -admissibility condition) For all i = 0, . . . , N ,
V λNi (ϕ
N ) ≥ −cN ,
(2) limN→∞ P
N (V λNN (ϕ
N ) ≥ CN ) = 1
where cN and CN are sequences of positive real numbers with cN → 0 and CN →∞.
Remark 2.7. For self-financing strategies with zero endowment, and satisfying
(2.6) with equality, the value process takes the following form:
V λNn (ϕ
N ) = V λN0 (ϕ
N ) +
n∑
k=1
ϕ1,Nk−1∆kS
N − λN
n∑
k=1
1I{∆kϕ1,N≥0}∆k
[
(ϕ1,N )
+
SN
]
− λN
n∑
k=1
1I{∆kϕ1,N<0}
{
ϕ1,Nk−1∆kS
N +∆k
[
(ϕ1,N )
−
SN
]}
, (2.8)
where
V λN0 (ϕ
N ) = −λN |ϕ1,N0 |s0. (2.9)
3. Strong asymptotic arbitrage without transaction costs
As pointed out in the introduction, the large fractional binary market does not
fulfil the standard conditions used in the theory of asymptotic arbitrage for large
financial markets. For this reason, we use here a constructive approach to study the
existence of strong asymptotic arbitrage. In this section, we consider the frictionless
case. Our first goal is to construct self-financing strategies providing strictly positive
profits at maturity with probability converging to one. To do so, we choose, for
each N ≥ 1, a trading strategy ϕN := (ϕ0,N , ϕ1,N ) similar to the one provided in
[2] for the continuous framework. We have seen in Remark 2.5 that, it is enough
to indicate the position in stock ϕ1,N , as the position in bond ϕ0,N can be derived
from (2.7), setting λN = 0 and ϕ
0,N
−1 := 0. Moreover, ϕ
1,N is chosen to be given by
ϕ1,N−1 := ϕ
1,N
0 := 0 and ϕ
1,N
k := N
H−1Xk
SNk
, k ∈ {1, . . . , N}.
Using (2.8) and (2.9) with λN = 0, we deduce that the value process associated to
ϕN is given by
Vn(ϕ
N ) =
1
N
n∑
k=1
Xk−1Xk, n ∈ {0, ..., N}.
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Note that the terms in the sum can be expressed as
Xk−1Xk = θ
(1)
k + θ
(2)
k + θ
(3)
k + θ
(4)
k , (3.1)
where
θ
(1)
k := gk−1gkξk−1ξk, θ
(2)
k := gkξkYk−1, θ(3)k := gk−1ξk−1Yk, θ(4)k := Yk−1Yk.
Defining, for i = 1, 2, 3, 4,
S(i)n =
n∑
k=1
θ
(i)
k , n = 1, . . . , N,
we see that
Vn(ϕ
N ) =
1
N
(
S(1)n + S(2)n + S(3)n + S(4)n
)
. (3.2)
3.1. The value process at maturity and the law of large numbers. We aim
to characterize the asymptotic behaviour of VN (ϕ
N ) by studying the asymptotic
properties of each term entering (3.2). We will see that the first term in (3.2) is a
sum of pairwise independent random variables and hence, an appropriate extension
of the law of large numbers to this situation can be applied (see [6]). The asymptotic
behaviour of the second and third terms in (3.2) will be deduced by studying their
variances. Finally, for the last term, we use a different approach, since the random
variables (θ
(4)
k )k≥1 are pairwise correlated. The notion of mixingale and a law of
large numbers for uniformly integrable L1-mixingales will play a key role in studying
the behaviour of this term. For the ease of the reader, we recall now the notion of
mixingale.
Definition 3.1 (Lp-Mixingale). A sequence {Xk}k≥1 of random variables is an
Lp-mixingale with respect to a given filtration (Fk)k∈Z, if there exist nonnegative
constants {ck}k≥1 and {ψm}m≥0 such that ψm → 0 as m → ∞ and for all k ≥ 1
and m ≥ 0 the following hold:
(a) ‖ E(Xk|Fk−m)) ‖p ≤ ckψm
(b) ‖ Xk − E(Xk|Fk+m)) ‖p ≤ ckψm+1.
In order to study the last term in (3.2), we define:
Y∗k := Yk−1Yk − E[Yk−1Yk],
and we consider the filtration F∗ := (F∗i )i∈Z given by F∗i := Fi−1, for i ≥ 2, and
F∗i := {∅,Ω}, for i ≤ 1.
Proposition 3.2. The process (Y∗k : k ≥ 1) is an L2-bounded L2-mixingale with
respect to F∗.
Proof. We first prove that the process (Y∗k : k ≥ 1) is L2-bounded. Note that
E
[|Yk−1Yk|2] ≤ E [|Yk−1|4]+ E [|Yk|4] ,
and using Khintchine’s inequality (see [9, (1)]) for both terms on the right side, we
obtain that
E
[|Yk−1Yk|2] ≤ 3(E [|Yk−1|2]2 + E [|Yk|2]2) .
From [3, Lemma 5.1], we conclude that E[|Yk−1Yk|2] is uniformly bounded, and
therefore, (Y∗k : k ≥ 1) is L2-bounded.
Now, we proceed to show that Y∗k is an L2-mixingale with respect to F∗, i.e.
we have to check the two conditions of Definition 3.1. Note that, since Y∗k is F∗k -
measurable, condition (b) is automatically satisfied. Hence, it remains to prove
condition (a) of Definition 3.1, i.e.
‖ E[Y∗k |F∗k−m] ‖2 ≤ ckψm, k ≥ 1,m ≥ 0, (3.3)
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for some nonnegative constants ck and ψm such that ψm → 0 as m→∞.
Note that, for k ≤ m+ 1, the left-hand side of (3.3) is equal to zero, and then,
(3.3) holds for any choice of ck and ψm. The case m = 0 can be easily treated using
that (Y∗k : k ≥ 1) is L2-bounded. Now, we assume that k − 1 > m ≥ 1, and we
write Yk−1Yk as follows:
YkYk−1 =
(
k−1∑
l=1
jk(l)ξl
)(
k−2∑
l=1
jk−1(l)ξl
)
=

k−m−1∑
l=1
jk(l)ξl︸ ︷︷ ︸
P
(1)
k−m
+
k−1∑
l=k−m
jk(l)ξl︸ ︷︷ ︸
F
(1)
k−m


k−m−1∑
l=1
jk−1(l)ξl︸ ︷︷ ︸
P
(2)
k−m
+
k−2∑
l=k−m
jk−1(l)ξl︸ ︷︷ ︸
F
(2)
k−m

= P
(1)
k−mP
(2)
k−m + P
(2)
k−mF
(1)
k−m + P
(1)
k−mF
(2)
k−m + F
(1)
k−mF
(2)
k−m, (3.4)
Using that P
(i)
k−m is independent of F
(j)
k−m, that P
(i)
k−m is measurable with respect to
F∗k−m and that F (i)k−m is independent of F∗k−m for all i, j ∈ {1, 2}, we deduce from
(3.4) that
E[YkYk−1] = E
[
P
(1)
k−mP
(2)
k−m
]
+ E
[
F
(1)
k−mF
(2)
k−m
]
(3.5)
and
E
[YkYk−1|F∗k−m] = P (1)k−mP (2)k−m + E [F (1)k−mF (2)k−m] . (3.6)
From (3.5) and (3.6), we have that
E
[Y∗k |F∗k−m] = P (1)k−mP (2)k−m − E [P (1)k−mP (2)k−m] . (3.7)
Now, we write
P
(1)
k−mP
(2)
k−m =
k−m−1∑
l 6=p
jk(l)jk−1(p)ξlξp +
k−m−1∑
l=1
jk(l)jk−1(l),
which implies, using the independence of ξl and ξp for l 6= p, that
E
[
P
(1)
k−mP
(2)
k−m
]
=
k−m−1∑
l=1
jk(l)jk−1(l),
and hence
E
[Y∗k |F∗k−m] = P (1)k−mP (2)k−m − E [P (1)k−mP (2)k−m] = k−m−1∑
l 6=p
jk(l)jk−1(p)ξlξp =: P
∗
k−m.
Note first that
E
[|P ∗k−m|2] ≤ 2 k−m−1∑
l 6=p
(jk(l) jk−1(p))
2 ≤ 2
k−m−1∑
l=1
(jk(l))
2
k−m−1∑
l=1
(jk−1(l))
2. (3.8)
Additionally, using Lemma 2.1, we see that
k−m−1∑
l=1
(jk(l))
2 ≤
k
4∑
l=1
(jk(l))
2 +
3k
4 −1∑
l=m+1
(jk(k − l))2 ≤
k
4∑
l=1
(jk(l))
2 +
3k
4∑
l=1
(jk(k − l))2
≤ C1
k4−4H
k
4∑
l=1
1
l2H−1
+ C2
3k
4∑
l=1
1
l3−2H
≤ C
0
k2−2H
≤ C
0
m2−2H
,
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where C0 > 0 is a well chosen constant. In the previous estimation, the term∑ 3k
4 −1
l=m+1(jk(k − l))2 has to be understood as equal to zero if k −m − 1 ≤ k/4. A
similar argument shows that, there is a constant C∗ > 0 such that
k−m−1∑
l=1
(jk−1(l))
2 ≤ C
∗
m2−2H
.
Consequently, Equation (3.8) leads to
E[|P ∗k−m|2] ≤
C
m4−4H
,
where C > 0 is an appropriate constant. We therefore obtain that, for an appro-
priate constant c > 0, the following holds:√
E[|E[Y∗k |F∗k−m]|2] =
√
E[|P ∗k−m|2] ≤ c
1
m2−2H
. (3.9)
The result follows by choosing ck := c and ψm := m
2H−2. 
Remark 3.3. We have proved that (Y∗k , k ≥ 1) is an L2-bounded L2-mixingale.
In particular, (Y∗k , k ≥ 1) is an uniformly integrable L1-mixingale (we can use the
same cℓ and ψm). Since in addition,
∑n
k=1 ck/n = c < ∞, the conditions of the
law of large numbers for mixingales given in [1, Theorem 1] are satisfied.
The next result gives the asymptotic behaviour of VN (ϕ
N ) by studying the con-
vergence properties of each term appearing in (3.2).
Theorem 3.4 (Law of large numbers). The following statements hold:
(1) 1N S
(1)
N
a.s.−−−−→
N→∞
0,
(2) 1N S(2)N
L2(P )−−−−→
N→∞
0,
(3) 1N S
(3)
N
L2(P )−−−−→
N→∞
g2(2H+
1
2 − 2) > 0,
(4) 1N S
(4)
N
L1(P )−−−−→
N→∞
4g2
∞∑
k=2
ρ(k)ρ(k − 1) > 0.
In particular
VN (ϕ
N )
P−−−−→
N→∞
ϑ > 0,
where ϑ := 4g2
∑∞
k=2 ρ(k)ρ(k − 1) + g2(2H+
1
2 − 2).
Proof of Theorem 3.4. (1) Note first that, for all j 6= k, we have
P (ξkξk−1 = x|ξjξj−1 = y) = 1
2
,
independently of y, where x, y ∈ {−1, 1}. Therefore, the random variables (θ(1)k )k≥1
are pairwise independent. In addition, since Var[ξkξk−1] = 1, we deduce from the
estimates given in Lemma 2.2 that
∑N
k=1
1
k2 Var[θ
(1)
k ] < ∞. Hence, the result
follows as an application of the law of large numbers for pairwise independent
random variables (see [6, Theorem 1]).
(2) Note that ξk is independent of Yk−1, and in particular E[ξkYk−1] = 0. Con-
sequently, the convergence in L2(P ) of S(2)N /N to 0 is equivalent to the convergence
of the variance to 0. In addition, for any k < j, one can also see that
E[ξkYk−1ξjYj−1] = E[ξkYk−1Yj−1]E[ξj ] = 0.
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It follows that
Var
[
1
N
S(2)N
]
=
1
N2
N∑
k=1
gk
2 Var[ξkYk−1] = 1
N2
N∑
k=1
gk
2E[ξ2k(Yk−1)2]
=
1
N2
N∑
k=1
gk
2E[(Yk−1)2] = 1
N2
N∑
k=1
gk
2Var[Yk−1].
By Lemma 2.2, we have that gk ≤ 2H− 12 g and by [3, Lemma 5.1], we have that
sup
k
Var[Yk−1] <∞.
Consequently, we obtain
Var
[
1
N
S(2)N
]
≤ M
N
−−−−→
N→∞
0
for some constant M > 0. This gives us the convergence of S(2)N to 0 in L2(P ).
(3) We write S(3)N as a sum of a random term and a deterministic one. We prove
that the variance of the random term converges to 0 and the deterministic term
converges to g2(2H+
1
2 − 2) > 0. Indeed, denoting Y˜k−1 :=
∑k−2
l=1 jk(l)ξl, we have
that
1
N
S(3)N =
1
N
N∑
k=1
gk−1ξk−1Yk = 1
N
N∑
k=1
gk−1ξk−1Y˜k−1 + 1
N
N∑
k=1
gk−1jk(k − 1).
From (2.2) and [3, Eq. 5.3], we see that gk−1jk(k − 1) −−−−→
k→∞
g2(2H+
1
2 − 2). As a
consequence, we deduce that
1
N
N∑
k=1
gk−1jk(k − 1) −−−−→
N→∞
g2(2H+
1
2 − 2).
For the random term, since Y˜k−1 is independent of ξk−1, and using a similar argu-
ment like in the previous part, one obtains that
1
N
N∑
k=1
gk−1ξk−1Y˜k−1 L
2(P )−−−−→
N→∞
0
and hence the desired result.
(4) Directly from Proposition 3.2 and the law of large numbers for uniformly
integrable L1-mixingales (see [1, Theorem 1]). Indeed, by the two mentioned results
we have that
1
N
N∑
k=1
(Yk−1Yk − E[Yk−1Yk]) L
1(P )−−−−→
N→∞
0. (3.10)
In addition, for n ≥ 4, we have
E[Yn−1Yn] =
n
4∑
i=1
jn(i)jn−1(i) +
n−2∑
i=n4 +1
jn(i)jn−1(i).
Using the estimates given in Lemma 2.1, we deduce that the first sum on the right-
hand side converges to zero. For the second sum, following the lines of the proof of
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[3, Lemma 5.7], we obtain that
n−2∑
i=n4 +1
jn(i)jn−1(i) =
3n
4 −1∑
k=2
jn(n−k)jn−1(n−k) −−−−→
n→∞
4g2
∞∑
k=2
ρ(k)ρ(k−1) := V > 0.
Consequently, we conclude that
E[Yn−1Yn] −−−−→
n→∞
V ,
and therefore
1
N
N∑
k=1
E[Yk−1Yk] −−−−→
N→∞
V . (3.11)
Thus, we have
E
[∣∣∣∣∣ 1N
N∑
k=1
Yk−1Yk − V
∣∣∣∣∣
]
≤ E
[∣∣∣∣∣ 1N
N∑
k=1
(Yk−1Yk − E[Yk−1Yk])
∣∣∣∣∣
]
+
∣∣∣∣∣ 1N
N∑
k=1
E[Yk−1Yk]− V
∣∣∣∣∣ . (3.12)
By (3.10), (3.11) and (3.12), it follows immediately that
E
[∣∣∣∣∣ 1N
N∑
k=1
Yk−1Yk − V
∣∣∣∣∣
]
−−−−→
N→∞
0,
and hence
1
N
S(4)N
L1(P )−−−−→
N→∞
V .
The proof of (4) is now complete. 
Corollary 3.5. For all ε > 0,
P (VN (ϕ
N ) > ϑ(1− ε)) −−−−→
N→∞
1.
Proof. The result follows using Theorem 3.4 and the definition of the convergence
in probability. 
3.2. Admissibility condition through stopping procedure. The sequence of
self-financing strategies (ϕN )N≥1 constructed in the previous section gives the pos-
sibility to make a strictly positive profit with probability arbitrarily close to one.
Now, we proceed to modify our strategies in such a way that the admissibility con-
ditions are satisfied. More precisely, we will stop our self-financing strategies at the
first time they fail the admissibility condition. To do so, we split the value process
as in (3.2), and we study the stopping times corresponding to each part.
For each i = 1, 2, 3, 4 and any sequence of strictly positive numbers (εN , N ≥ 1),
we define the stopping time
T (N,i)εN := inf{k ∈ {1, . . . , N} :
1
N
S(i)k < −εN},
with the convention that inf ∅ =∞. Note that these stopping times have values on
{1, . . . , N} ∪ {∞}.
We study the first three stopping times with the help of an extension of the
Kolmogorov’s maximal inequality. A different approach is used in the study of
T
(N,4)
εN .
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3.2.1. Maximal inequalities for the first three terms. We start with the following
generalization of the Kolmogorov’s maximal inequality, which fits our setting. Let
c be a strictly positive constant and W = (Wk)
N
k=1 a sequence of centred random
variables. We define the stopping time
Tc(W ) := inf{k ∈ {1, . . . , N} : |Wk| > c}.
Lemma 3.6 (Maximal inequality). Assume that, for all k ∈ {1, . . . , N}, we have
E
[
(WN −Wk)Wk 1{Tc(W )=k}
]
= 0. (3.13)
Then
P
(
sup
1≤i≤N
|Wi| > c
)
= P (Tc(W ) ≤ N) ≤ Var(WN )
c2
.
Proof. We may assume that Var(WN ) <∞. Note that
Var(WN ) = E[W
2
N ] ≥
N∑
k=1
E[(Wk +WN −Wk)21{Tc(W )=k}]
≥
N∑
k=1
(
E[W 2k 1{Tc(W )=k}] + 2E
[
(WN −Wk)Wk1{Tc(W )=k}
])
=
N∑
k=1
E[W 2k 1{Tc(W )=k}] ≥ c2P (Tc(W ) ≤ N).
The result follows. 
The next result will be obtained as an application of the previous lemma.
Lemma 3.7. For each i = 1, 2, 3, there is a constant C(i) > 0, such that
P
(
T (N,i)εN ≤ N
)
≤ C
(i)
N ε2N
.
Proof. (1) Define the stopping time
T˜ (N,1)εN := TεN
(
1
N
S(1)
)
,
and note that T
(N,1)
εN ≥ T˜ (N,1)εN . Therefore, it is enough to prove the result for T˜ (N,1)εN .
Since gk ≤ 2g and the random variables {ξk−1ξk; k ≥ 1} are pairwise independent,
we conclude that
Var
(
1
N
S(1)N
)
=
1
N2
N∑
ℓ=1
g2ℓ−1g
2
ℓ ≤
(2g)4
N
.
Note that S(1)k 1{T˜ (N,1)εN =k} is σ(ξ1, ..., ξk)-measurable. In addition, we have that
S(1)N − S(1)k =
N∑
ℓ=k+2
gℓ−1gℓξℓ−1ξℓ + gkgk+1ξkξk+1.
Moreover,
∑N
ℓ=k+2 gℓ−1gℓ ξℓ−1ξℓ is σ(ξk+1, ..., ξN )-measurable and
E
[
ξkξk+1 S(1)k 1{T˜ (N,1)εN =k}
]
= E [ξk+1]E
[
ξk S(1)k 1{T˜ (N,1)εN =k}
]
= 0.
Consequently, the condition (3.13) is satisfied and the result follows as an applica-
tion of Lemma 3.6.
(2) Define the stopping time
T˜ (N,2)εN := TεN
(
1
N
S(2)
)
,
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and note that T
(N,2)
εN ≥ T˜ (N,2)εN . As before, we conclude that it is enough to prove
the result for T˜
(N,2)
εN .
Since, for k > j, E[ξkYk−1ξjYj−1] = E[ξk]E[Yk−1ξjYj−1] = 0, we have that
Var
(
1
N
S(2)N
)
=
1
N2
N∑
ℓ=1
ℓ−2∑
i=1
g2ℓ j
2
ℓ−1(i) ≤
(2g)2
N2
N∑
ℓ=1
ℓ−2∑
i=1
j2ℓ−1(i).
From [3, Lemma 5.1], the quantities
∑ℓ−2
i=1 j
2
ℓ−1(i) are uniformly bounded. We
conclude that there is C(2) > 0 such that
Var
(
1
N
S(2)N
)
≤ C
(2)
N
.
Additionally, we have that
S(2)N − S(2)k =
N∑
ℓ=k+1
gℓξℓYℓ−1.
On the other hand, for all ℓ ∈ {k + 1, ..., N}, we have that
E
[
ξℓYℓ−1 S(2)k 1{T˜ (N,2)εN =k}
]
= E [ξℓ]E
[
Yℓ−1 S(2)k 1{T˜ (N,2)εN =k}
]
= 0.
The condition (3.13) is verified and the result follows.
(3) Denote Y˜k−1 :=
∑k−2
l=1 jk(l)ξl and note that:
θ
(3)
k = gk−1jk(k − 1) + gk−1ξk−1Y˜k−1︸ ︷︷ ︸
=:θ˜
(3)
k
> θ˜
(3)
k .
As a consequence, for each n ∈ {1, . . . , N}, we have
S(3)n >
n∑
k=1
θ˜
(3)
k =: S˜(3)n .
Moreover, if we define
T˜ (N,3)εN := TεN
(
1
N
S˜(3)
)
,
it follows that T
(N,3)
εN ≥ T˜ (N,3)εN . Thus, it will be enough to prove the result for
T˜
(N,3)
εN .
Since, for k > j, E[ξk−1Y˜k−1ξj−1Y˜j−1] = E[ξk−1]E[Y˜k−1ξj−1Y˜j−1] = 0, we get
Var
(
1
N
S˜(3)N
)
=
1
N2
N∑
ℓ=1
ℓ−2∑
i=1
g2ℓ−1j
2
ℓ (i) ≤
(2g)2
N2
N∑
ℓ=1
ℓ−2∑
i=1
j2ℓ (i).
We know from [3, Lemma 5.1] that the quantities
∑ℓ−2
i=1 j
2
ℓ (i) are uniformly bounded.
We conclude that there is C(3) > 0 such that
Var
(
1
N
S˜(3)N
)
≤ C
(3)
N
.
Additionally, we have
S˜(3)N − S˜(3)k =
N∑
ℓ=k+1
gℓ−1ξℓ−1Y˜ℓ−1.
On the other hand, for all ℓ ∈ {k + 1, ..., N}, we have that
E
[
ξℓ−1Y˜ℓ−1 S˜(3)k 1{T˜ (N,3)εN =k}
]
= E [ξℓ−1]E
[
Y˜ℓ−1 S˜(3)k 1{T˜ (N,3)εN =k}
]
= 0.
The condition in Lemma 3.6 is verified and the result follows. 
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3.2.2. Maximal inequality for the last term. In the previous three cases, we con-
sider the process W (i) = S(i) − E[S(i)], and we use either a pairwise independence
argument or the orthogonality of some random variables to prove that condition
(3.13) is satisfied. The desired results are obtained with the help of Lemma 3.6.
For the stopping time T
(N,4)
εN , we can not proceed in the same way, because the
random variables (Y∗k )k≥1 are pairwise correlated. Nevertheless, the key ingredient
is again a maximal inequality, this time for the process (Y∗k )k≥1.
Let’s define the random variables
Xi,k := E[Y∗i |F∗i−k]− E[Y∗i |F∗i−k−1], i ∈ N, k ∈ Z.
Note that Xi,k = 0 if k < 0 or i ≤ k + 1. As a consequence, we have that:
Yn,k :=
n∑
i=1
Xi,k =
n∑
i=k+2
Xi,k.
We also denote
S∗n :=
n∑
k=1
Y∗k = S(4)n − E[S(4)n ].
The following result provides the desired maximal inequality for (S∗n)n≥1.
Lemma 3.8. For all n ≥ 1, we have that
S∗n =
∞∑
k=−∞
Yn,k =
n−2∑
k=0
Yn,k a.s.,
and for any sequence of strictly positive numbers (ak : k ∈ Z), we have
E
[
sup
n≤N
|S∗n|2
]
≤ 4
(
N−2∑
k=0
ak
)(
N−2∑
k=0
a−1k Var(YN,k)
)
. (3.14)
Proof. From Proposition 3.2, we deduce that (Y∗n)n≥1 is a sequence of square inte-
grable random variables with zero mean. It is also straightforward to see that
E[Y∗n|F∗−∞] = Y∗n − E[Y∗n|F∗∞] = 0 a.s.,
where F∗−∞ := {∅,Ω} and F∗∞ := σ(ξi : i ≥ 1). Therefore, the first statement
follows as a direct application of [13, Lemma 1.5] and the fact that Yn,k = 0 for
k < 0 and k > n − 2. For the remaining part, we need to slightly modify the
arguments of [13, Lemma 1.5]. First note that, for k ≥ 1, (Yn,k)n≥1 is a square
integrable (F∗n−k)n≥1-martingale. On the other hand, using Cauchy-Schwartz
(S∗n)2 =
(
n−2∑
k=0
√
ak
Yn,k√
ak
)2
≤
(
n−2∑
k=0
ak
)(
n−2∑
k=0
Y 2n,k
ak
)
≤
(
N−2∑
k=0
ak
)(
N−2∑
k=0
Y 2n,k
ak
)
.
Now, we take supn≤N in both extremes of this inequality, then we take expectations,
and we apply Doob’s inequality to bound the right-hand side. The result follows.

In order to obtain an explicit upper bound for the left-hand side in (3.14), we
start by studying the variance of YN,k.
Lemma 3.9. For all 0 ≤ k < i− 1 we have that
Xi,k = ξi−k−1
i−k−2∑
ℓ=1
ji(ℓ, i− k − 1)ξℓ,
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where ji(ℓ, p) := ji(ℓ)ji−1(p)+ji(p)ji−1(ℓ). In particular, for each k ≥ 0, the random
variables (Xi,k : i > k+1) are centred and pairwise uncorrelated. As a consequence,
we have that
Var(YN,k) =
N∑
i=k+2
i−k−2∑
ℓ=1
ji(ℓ, i− k − 1)2.
Proof. It is straightforward from the expression for E[Y∗i |F∗i−k] obtained in the
proof of Proposition 3.2. 
Next result gives an explicit upper bound for the left-hand side in (3.14).
Lemma 3.10. There is a constant C∗ > 0 such that
E
[
sup
n≤N
|S∗n|2
]
≤ C∗ ln(N)N4H−2.
Proof. We note first that
ji(ℓ, p)
2 ≤ 2 (ji(ℓ)2ji−1(p)2 + ji(p)2ji−1(ℓ)2) .
Using Lemma 3.9, we see that
Var(YN,k)
2
≤
N∑
i=k+2
i−k−2∑
ℓ=1
ji(i− k − 1)2ji−1(ℓ)2︸ ︷︷ ︸
:=VN,k
+
N∑
i=k+2
i−k−2∑
ℓ=1
ji(ℓ)
2ji−1(i− k − 1)2︸ ︷︷ ︸
:=WN,k
.
Now, we write VN,k = V
1
N,k + V
2
N,k + V
3
N,k, where
V 1N,k :=
4(k+1)
3 ∧N∑
i=k+2
ji(i− k − 1)2
i−k−2∑
ℓ=1
ji−1(ℓ)
2,
V 2N,k :=
N∑
i=
4(k+1)
3 ∧N+1
ji(i− k − 1)2
i−1
4∑
ℓ=1
ji−1(ℓ)
2,
V 3N,k :=
N∑
i=
4(k+1)
3 ∧N+1
ji(i− k − 1)2
i−k−2∑
ℓ= i+34
ji−1(ℓ)
2.
For V 1N,k, we use Lemma 2.1 to obtain, that
V 1N,k ≤ C41
4(k+1)
3∑
i=k+2
1
(i− 1)8−8H(i− k − 1)2H−1
i−k−2∑
ℓ=1
1
ℓ2H−1
≤ C
4
1
(2− 2H)
4(k+1)
3∑
i=k+2
(i− k − 2)2−2H
(i− 1)8−8H(i− k − 1)2H−1
≤ C
4
1
(2− 2H)(k + 1)6−6H
4(k+1)
3∑
i=k+2
1
(i− k − 1)2H−1 ≤
Ĉ1
(k + 1)4−4H
,
16 FERNANDO CORDERO AND LAVINIA PEREZ-OSTAFE
where Ĉ1 > 0 is an appropriate constant. For the other terms, we assume that
4(k+1)
3 ≤ N , otherwise they are trivially equal to zero. Thus, for V 2N,k, we have
V 2N,k ≤
(C1 C2)
2
(k + 1)3−2H
N∑
i=
4(k+1)
3 +1
1
(i− 1)4−4H
i−1
4∑
ℓ=1
1
ℓ2H−1
≤ (C1 C2)
2
(2− 2H)(k + 1)3−2H
N∑
i=2
1
(i− 1)2−2H ≤
Ĉ2N
2H−1
(k + 1)3−2H
,
where Ĉ2 > 0 is a well chosen constant. Similarly, for the last term we have
V 3N,k ≤
C22
(k + 1)3−2H
N∑
i=
4(k+1)
3 +1
3(i−1)
4∑
ℓ=k+1
ji−1(i− 1− ℓ)2 ≤ Ĉ3N
(k + 1)5−4H
,
where Ĉ3 > 0 is a well chosen constant. We conclude that, there exists C0 > 0 such
that
VN,k ≤ C0N
(k + 1)5−4H
.
for all k ≤ N − 2. An upper bound of the same order for WN,k can be obtained
using similar arguments. Therefore, there is C∗ > 0, such that
Var(YN,k) ≤ C
∗N
(k + 1)5−4H
.
The result follows by plugging this upper bound in (3.14) with ak := (k+1)
−1. 
As a consequence of the previous results, we obtain the following analogue of
Lemma 3.7 for T
(N,4)
εN .
Corollary 3.11. There is a constant C(4) > 0 such that
P
(
T (N,4)εN ≤ N
)
≤ C
(4) ln(N)
N4−4Hε2N
.
Proof. First, note that,
E
[
S(4)n
]
=
n∑
k=3
k−2∑
i=1
jk(i)jk−1(i) ≥ 0.
Therefore, we have that
S(4)n = S∗n + E[S(4)n ] ≥ S∗n.
Consequently, if we define the stopping time T
(N,∗)
εN as follows
T (N,∗)εN := inf
{
k ∈ {1, . . . , N} : 1
N
|S∗k | > εN
}
,
then T
(N,4)
εN ≥ T (N,∗)εN . In particular, we deduce that
P
(
T (N,4)εN ≤ N
)
≤ P
(
T (N,∗)εN ≤ N
)
= P
(
sup
n≤N
1
N
|S∗n| > εN
)
.
The result follows as an application of the Tchebychev inequality and Lemma 3.10.

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3.3. A strong asymptotic arbitrage. In this section, using the results of sec-
tion 3.2, we modify the sequence (ϕN )N≥1 constructed in section 3.1, in order to
construct an explicit strong asymptotic arbitrage. A first modification will lead to
a sequence of self-financing strategies (ϕˆN )N≥1 providing a strictly positive profit
with probability arbitrarily close to one and verifying the admissibility conditions.
Finally, after a second modification, we will obtain a new sequence of self-financing
strategies (ψN )N≥1 leading to the desired strong asymptotic arbitrage.
The sequence (ϕˆN )N≥1 is defined as follows. The position in stock is given by
ϕˆ1,Nk := 1{k<TN}ϕ
1,N
k , k ∈ {−1, 0, ..., N},
where
TN := T
(N,1)
εN ∧ T (N,2)εN ∧
(
T (N,3)εN − 1
)
∧
(
T (N,4)εN − 1
)
, (3.15)
and the position in bond is derived from (2.7) setting λN = 0 and ϕˆ
0,N
−1 = 0. Note
that, since the random variables S(3)n and S(4)n are Fn−1-measurable, T (N,3)εN −1 and
T
(N,4)
εN − 1 are stopping times with respect to (Fn)Nn=0. Clearly, T (N,1)εN and T (N,2)εN
are also stopping times with respect to (Fn)Nn=0, and consequently, TN as well.
By construction, the corresponding value process is given by
Vn(ϕˆ
N ) =
1
N
4∑
i=1
S(i)n∧TN .
In particular, we have
Vn(ϕˆ
N ) = Vn∧TN (ϕ
N ) ≥ −4 εN + 1
N
(
θ
(1)
TN
+ θ
(2)
TN
)
1{n≥TN}. (3.16)
Next lemma provides a uniform control for the second term on the right-hand side
of (3.16).
Lemma 3.12. For i = 1, 2, 3, there exists a constant Cθi > 0 such that
sup
1≤n≤N
|θ(i)n | ≤ Cθi NH−
1
2 .
Proof. It follows from the definition of the random variables θ
(i)
n and Lemma 2.1.

Now, motivated by our previous results, we choose
εN :=
ln(N)
N
1
2∧(2−2H)
and cˆN := 4εN +
C1,2
N
3
2−H
,
where C1,2 = C
θ
1 + C
θ
2 .
Finally, for each N ≥ 1, we define ψN = (ψ0,N , ψ1,N) as follows. The position
in stock, ψ1,N , is given by:
ψ1,Nk :=
1√
cˆN
ϕˆ1,Nk , k ∈ {−1, 0, ..., N}, (3.17)
and the position in bond, ψ0,N , is constructed as before, through the self-financing
conditions (2.7), setting λN = 0 and ψ
0,N
−1 = 0.
Theorem 3.13. The sequence of self-financing strategies (ψN )N≥1 provides a
strong asymptotic arbitrage in the large fractional binary market.
Proof. In order to have a strong asymptotic arbitrage, we need to show that the
two conditions of Definition 2.6 are satisfied. More precisely, we prove that these
two conditions are verified for
cN :=
√
cˆN −−−−→
N→∞
0 and CN :=
ϑ
2
√
cˆN
−−−−→
N→∞
∞.
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Note that, from Lemma 3.12 and equation (3.16), the self-financing strategy ϕˆN is
cˆN -admissible. Since, in addition
Vk(ψ
N ) =
1
cN
Vk(ϕˆ
N ), k ∈ {0, ..., N},
we deduce that ψN is cN -admissible. Regarding the second condition, we use the
convergence behaviour of VN (ϕ
N ) given in Corollary 3.5. First, note that
{T (N,i)εN − 1 ≤ N} = {T (N,i)εN ≤ N},
and then, from the choice of εN and Lemma 3.7 and Corollary 3.11, we obtain that
P (TN ≤ N) ≤
4∑
i=1
P
(
T (N,i)εN ≤ N
)
−−−−→
N→∞
0. (3.18)
On the other side, over the set {N < TN}, we have
VN (ψ
N ) =
1
cN
VN (ϕ
N ).
In particular, we get
P
(
VN (ϕ
N ) > ϑ/2
)
= P
({VN (ϕN ) > ϑ/2} ∩ {TN ≤ N})
+ P
({VN (ϕN ) > ϑ/2} ∩ {TN > N})
≤ P (TN ≤ N) + P
(
VN (ψ
N ) > CN
)
.
Letting now N → ∞ and applying the results of Corollary 3.5 and (3.18), we get
that
lim
N→∞
P
(
VN (ψ
N ) > CN
)
= 1.
The desired result is then proven. 
4. Strong asymptotic arbitrage with transaction costs
In this section, we let each N -fractional binary market be subject to λN trans-
action costs, and we show that there exists a strong asymptotic arbitrage if the
sequence of transaction costs (λN )N≥1 converges to zero fast enough. The corre-
sponding sequence of self-financing strategies (ψN (λN ))N≥1 is constructed as fol-
lows. The position in stock is given by ψ1,N , as in (3.17) of the frictionless case. The
position in bond, ψ0,N (λN ), is constructed from ψ
1,N through the λN -self-financing
conditions (2.7), setting ψ0,N−1 (λN ) := 0.
Theorem 4.1. The self-financing strategies (ψN (λN ))N≥1, where
λN = o
( √
lnN
N (2H−
1
4 )∧(H+
1
2 )
)
,
provide a strong asymptotic arbitrage in the large fractional binary markets with
(λN )N≥1 transaction costs.
Proof. In order to show the first condition of Definition 2.6, we have to make sure
that the admissibility condition in the presence of transaction costs is fulfilled. Since
ψ1,Nk =
1
cN
ϕˆ1,Nk , we have that
V λNn (ψ
N (λN )) =
1
cN
V λNn (ϕˆ
N (λN )), (4.1)
where ϕˆN (λN ) = (ϕˆ
0,N (λN ), ϕˆ
1,N ) and ϕˆ0,N (λN ) is determined from ϕˆ
1,N by
means of the λN -self-financing conditions (2.7). Additionally, from (2.8) we de-
duce that
V λNn (ϕˆ
N (λN )) = V
λN
0 (ϕˆ
N (λN )) + Vn(ϕˆ
N )− λN
(V1n + V2n + V3n) , (4.2)
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where
V1n :=
n∑
k=1
1I{∆kϕˆ1,N≥0}∆k
[
(ϕˆ1,N )
+
SN
]
,
V2n :=
n∑
k=1
1I{∆kϕˆ1,N<0}∆k
[
(ϕˆ1,N )
−
SN
]
,
V3n :=
n∑
k=1
1I{∆kϕˆ1,N<0} ϕˆ
1,N
k−1∆kS
N .
Using (2.9) and that ϕ1,N0 = 0, we see that V
λN
0 (ϕˆ
N (λN )) = 0. The second term in
(4.2) is exactly the value process with 0 transaction costs for the trading strategy
ϕˆN and then, from the results of the previous section we have
Vn(ϕˆ
N ) ≥ −cˆN .
For the third term, we proceed as follows. Using that |ϕˆ1,Nk | ≤ |ϕ1,Nk |, we obtain
that
|V1n| ≤
n∑
k=1
|ϕ1,Nk |SNk +
n∑
k=1
|ϕ1,Nk−1|SNk−1
≤ 1
N1−H
(
n∑
k=1
|Xk|+
n∑
k=2
|Xk−1|
)
. (4.3)
For the latter sums, we use the estimates in Lemma 2.2 and Lemma 2.1 to obtain
n∑
k=1
|Xk| ≤
n∑
k=1
k−1∑
l=1
jk(l) +
n∑
k=1
gk
≤
n∑
k=1
 C1
k2−2H
k
4∑
l=1
1
lH−
1
2
+ C2
3k
4∑
l=1
1
l
3
2−H
+ 2H− 12 g n
≤ C˜
n∑
k=1
kH−
1
2 + 2H−
1
2 g n
≤ Cˆ1 nH+ 12 , (4.4)
where C˜ and Cˆ1 are appropriate strictly positive constants. Similarly, we have
n∑
k=2
|Xk−1| ≤ Cˆ1 nH+ 12 .
Hence, we deduce that
|V1n| ≤ Cˆ1
nH+
1
2
N1−H
≤ Cˆ1N2H− 12 . (4.5)
For the term V2n in (4.2), we proceed in a similar way, and we obtain, for some
constant Cˆ2 > 0, that
|V2n| ≤ Cˆ2N2H−
1
2 . (4.6)
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It is left to find an estimate for V3n. Using (3.1) we write
|V3n| ≤
n∑
k=1
|ϕ1,Nk−1∆kSN | =
1
N
n∑
k=1
|Xk−1Xk|
≤ 1
N
n∑
k=1
∣∣∣θ(1)k + θ(2)k + θ(3)k ∣∣∣+ 1N
n∑
k=1
∣∣∣θ(4)k ∣∣∣ . (4.7)
From Lemma 3.12, we have, for C1,2,3 = C
θ
1 + C
θ
2 + C
θ
3 > 0, that
sup
1≤k≤N
∣∣∣θ(1)k + θ(2)k + θ(3)k ∣∣∣ ≤ C1,2,3NH− 12 .
We conclude that
1
N
n∑
k=1
∣∣∣θ(1)k + θ(2)k + θ(3)k ∣∣∣ ≤ C1,2,3NH− 12
For the last term in (4.7), we first notice that, using Lemma 2.1 and performing
a similar calculation like in (4.4), one gets that
∑k−1
ℓ=1 jk(ℓ) ≤ C¯kH−
1
2 , for some
constant C¯ > 0. Using this and the definition of θ
(4)
k , we obtain
1
N
n∑
k=1
∣∣∣θ(4)k ∣∣∣ ≤ C¯2N
n∑
k=1
k2H−1 ≤ C¯2N2H−1.
Hence, we derived that
|V3n| ≤ Cˆ3N2H−1, (4.8)
for an appropriate constant Cˆ3 > 0.
From (4.2) we deduce that:
V λNn (ϕˆ
N (λN )) ≥ Vn(ϕˆN )− c∗λN N2H− 12 , (4.9)
for some constant c∗ > 0.
We return to the self-financing trading strategy ψN . Thanks to (4.1), we get
V λNn (ψ
N (λN )) ≥ Vn(ψN )− c∗λN
cN
N2H−
1
2 . (4.10)
Since ψN is cN -admissible, we deduce that
V λNn (ψ
N (λN )) ≥ −cN − c∗λN
cN
N2H−
1
2 =: −cN (λN ),
or equivalently, that ψN (λN ) is cN (λN )-admissible. Note that, it is enough to
choose
λN = o
(
cN
N2H−
1
2
)
= o
( √
lnN
N (2H−
1
4 )∧(H+
1
2 )
)
,
to have cN (λN ) −−−−→
N→∞
0.
The second condition of Definition 2.6 follows immediately. Indeed, defining
CN (λN ) := CN − c∗ λN
cN
N2H−
1
2 −−−−→
N→∞
∞,
and using (4.10), we obtain that
P
(
V λNN (ψ
N (λN )) ≥ CN (λN )
)
≥ P (VN (ψN ) ≥ CN) .
The second condition follows from the properties of (ψN )N≥1, and the desired result
is proven. 
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