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Abstract— Academic success for a student is influenced by 
many factors during their study period. Factors such as 
student gender, student absenteeism, parental satisfaction with 
schools, relations and parents who are responsible for students 
can influence student success in the academic field. 
Researchers try to find out what are the most dominant factors 
in determining academic success for a student at different 
levels of education such as elementary, middle and high school 
level. Previous research grouped the level of student academic 
success into three levels, namely low, medium, high and 
obtained 15 Association Rules Generated By Apriori 
Algorithm. This study tried to find out and predict the possible 
level of academic success of students by using 9 Association 
Rules Generated By Apriori Algorithm from previous 
research. The method used to predict the level of student 
academic success is case based reasoning with the nearest 
neighbor algorithm. By using the Association Rules Generated 
By Image Algorithm and with the data set from the 
xAPIEducational Mining Dataset the case similarity value was 
obtained with knowledge data that is 1 with a percentage of 
81%, and data that had a similarity value of less than 1 was 
19%. While in the previous study the best classification 
accuracy was 80.6% by the Voting classifier. And the grouping 
of success data is divided into two, namely low and high. 
Keywords—Student, Academic Success, Case Based 
Reasoning (CBR), Similarity, Nearest Neighbor, Education. 
I. INTRODUCTION 
National Education System Act Number 20 Articles 1 (1) 
of 2003 states that education is one of the most important 
needs in improving the welfare of human life, the potential to 
have religious spiritual power, self-control, personality, 
noble ethic intelligence and skills needed by him , society, 
nation and state. Based on the act, the aim of national 
education is an ideal condition which is always pursued 
through the education process, especially in schools at the 
basic, secondary and vocational level. According to [1] the 
success of education can be achieved through formal and 
non-formal channels. Formal education is generally taken by 
academic channels in schools ranging from the level of 
childhood education to higher education. The process of 
education in schools makes students as subjects of education 
who are educated and taught classically by teachers or 
educators with the aim of developing the potential that exists 
in students. 
Basically every student wants the value of success in the 
academic field, of course this cannot be achieved easily. 
There are several aspects that need to be considered in 
achieving academic success, such as student absenteeism, 
relationships with parents, parents' relationships with schools 
and many others. According to [2] The success of 
educational goals depends on the process passed by students 
as one of the elements in the learning process. Through 
learning students gain an experience, both in the form of 
changes in behavior, skills, values, and attitudes. 
According to [3] to improve student academic 
performance, we first need to determine which factors are 
most effective than academic success. For this purpose, 
various data mining methods have been applied to several 
previously prepared data sets. At present, new data sets 
continue to be produced, and new data mining techniques are 
applied to get better results. 
In this study, educational datasets (xAPI) were generated 
from the e-learning system by [4]. The dataset includes 
information about 480 students from various levels such as 
the elementary, middle, upper and upper levels and contains 
16 attributes. There were 305 male students and 175 female 
students from 14 different countries such as Kuwait, Jordan, 
Iraq, etc. 
From the research [3] produced 15 Rules Generated By 
Apriori Algorithm Associations, but in this study 9 rules 
were used. As in Table I. 
TABLE I. ASSOCIATION RULES GENERATED BY APRIORI 
ALGORITHM 
No Rules Prediction Success 
1 
gender = Male, Relation = Father, 
ParrentAnswerSurvey = No, 
ParrentschoolStatisfaction = Bad, 
StudentAbsenceDays = Above-7 
Low (L) 
2 
gender = Male, Relation = Mother, 
ParrentschoolStatisfaction = 
Good, StudentAbsenceDays = 
Under-7 
High (H) 
3 
ParrentAnswerSurvey = Yes, 
ParrentschoolStatisfaction = 
Good, StudentAbsenceDays = 
Under-7 
High (H) 
4 Relation = Father, Low 
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No Rules Prediction Success 
ParrentAnswerSurvey = No, 
ParrentschoolStatisfaction = Bad 
5 
ParrentschoolStatisfaction = 
Good, StudentAbsenceDays = 
Under-7 
High (H) 
6 
Relation = Mother, 
ParrentschoolStatisfaction = 
Good, StudentAbsenceDays = 
Under-7 
High (H) 
7 gender = Female, StudentAbsenceDays = Under-7 High (H) 
8 ParrentschoolStatisfaction = Bad, StudentAbsenceDays = Above-7 Low 
9 
gender = Female, Relation = 
Father, StudentAbsenceDays = 
Above-7 
Low 
 
 According to [4] classifying the success rate of students 
into three categories as "low", "medium", or "high". To 
check this data set there are many methods that can be used. 
However, this dataset is actually made for classification. 
Thus, most researchers handle this dataset using the 
classification method. However, in this study using the case 
based reasoning method to predict the level of student 
academic success based on the Association Rules Generated 
By Apriori Algorithm [3] by classifying it in two categories 
namely "low" and "high". 
II. LITERATURE REVIEW 
A. Case Based Reasoning (CBR) 
In the study [5] the CBR algorithm used prior knowledge 
of experiences or similar situations to solve new problems. 
This is based on how humans will solve problems in certain 
situations. Solutions to problems that we have encountered 
beforehand can help guide us to make decisions for new 
problems. 
The essence of case-based reasoning is to solve problems 
based on past data. In addition, CBR knowledge is also 
dynamic because there is always additional knowledge about 
basic cases. Case-Based Reasoning can also be oriented as a 
process cycle as shown in Figure 1, which is divided into 
four sub-processes [6], namely: 
1. Retrieve  
Take the most similar or relevant (similar) case with 
the new case. 
2. Reuse  
Reuse knowledge and information in cases to solve 
problems. 
3. Revise  
Revise the proposed solution 
4. Retain  
Save experience for future purposes in other cases. 
 
To clearly understand the CBR cycle can be seen in Figure 1. 
 
 
 
Figure 1 Case Cycle Reasoning (CBR) Cycle 
B. Nearest Neighbor Algorithm 
According to [7] the nearest neighbor algorithm is an 
approach to look for cases with the closeness between new 
cases and old cases, that is based on the weight matching of a 
number of features. This method looks for the distance to the 
destination of data that has been previously stored. After 
getting the distance, then find the closest distance. The 
closest distance is used to find the destination identity as 
shown in Figure 2. 
 
Figure 2. Illustration of the Nearest Neighbor Algorithm 
 From figure 2 the illustration above can be explained that 
there are 4 old patients symbolized by (A, B, C and D). 
When there are new patients, the solution taken is the 
solution to the case of the old patient who has the greatest 
closeness. For example j1 is the distance between a new 
patient and patient A, j2 is the distance between a new 
patient and patient B, j3 is the distance between a new 
patient and patient C, j4 is the distance between a new 
patient and patient D. From the illustration the j1 is the 
closest with a new case. Thus the solution to the case of 
patient A will be used as a solution for the new patient. 
 The formulas used in the calculation of proximity 
(similarity) as in the formula or formula (1): 
Similarity (problem,case) = (𝑠1∗𝑤1)+(𝑠2∗𝑤2)+⋯+(𝑠𝑛∗𝑤𝑛)
𝑤1+𝑤2+⋯+𝑤𝑛
      (1)  
S  = Similarity 
W  = Weight (Weight given) 
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 In this study the application of the nearest neighbor 
algorithm in predicting student academic success is when 
searching for the similarity of cases to rules that have been 
stored in the knowledge base. The programming language 
used is java, and the IDE uses IntelliJ IDEA.  
C. Slovin Method 
 From the data obtained, sampling will be carried out by 
the Slovin method from a valid number of samples. The 
Slovin formula used to determine the number of valid data 
samples is stated in equation (2) [8] (where, n is a number of 
valid samples, N is the total respondents who received the 
questionnaire, and e is the tolerance level: 0,1 or 0,2. 
n = (   )  (2) 
 
In this study the data used were 480 students and taken data 
samples from 305 male students and 175 female students 
using the Slovin method. 
III. RESEARCH METHODS 
In this study the dataset includes information about 480 
students from various levels such as elementary, secondary, 
upper and contains 16 attributes. There were 305 male 
students and 175 female students from 14 different countries 
such as Kuwait, Jordan, Iraq, etc. With existing data, the 
success rate of students will be predicted using the Case 
Based Reasoning method using the Nearest Neighbor 
algorithm. 
A. Application of Case Based Reasoning with Nearest 
Neighbor Algorithm 
Broadly speaking, the workings of CBR with the Nearest 
Neighbor algorithm in this adaptive E-learning are as in 
Figure 3. 
 
Figure 3 How the CBR Works Using the Nearest Neighbor 
Algorithm 
In Figure 3, it is explained that the old data stored in the 
knowledge base are attributes of gender, relations, Parent 
Answer Survey, Parents School Statisfaction, and Student 
Absence. The CBR workflow itself is as follows. 
1. Retrieve process : this process is to find the 
similarity value of new data that is owned by 
students with rule of prediction stored in the 
knowledge base using the Neirest Neighbor 
algorithm. 
2. Reuse process : this process is to predict the level of 
student academic success. 
3. Revise : this process is to revise the prediction that 
has been given is in accordance with the character 
of the student. 
4. Retain : this process is to save characters whose 
solutions have been found. 
B. Represetation of the Retrieve and Reuse Process 
Because in this case using the Association Rules 
Generated By Apriori Algorithm, each attribute is given the 
same weight, namely 5. For more details, see the table in 
each case. For more details like Table II. 
TABLE II.  WEIGHT OF EACH ATTRIBUTE 
5
5
5
5
5
Weight of Attributes
Gender (A1)
Relasi (A2)
Parent Answer Survey (A3)
Parents School Statisfaction (A4)
Student Absence (A5)  
 The next process is the calculation of the value of the 
new case semillarity (s) with the old case data that has been 
stored and provides recommendations for material suitable 
for new cases. To calculate the resemblance value by 
summing all the results of the semillarity (s) with weight or 
weight (w) and then dividing by the total number of weights 
of each character. Then after that the case matching process 
is based on the similarity (s) of the new case with the old 
case. For explanations such as Table III, Table IV, Table V, 
Table VI, Table VII, Table VIII, Table IX, Table X, Table 
XI. 
TABLE III.  SIMILARITY OF NEW CASES WITH CASE 1 
A1 A2 A3 A4 A5
M Father No Bad Above-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
Value 
Similaritas
125 25
Value 
S(K1,KB)
Total Weight of 
Attributes (K1)
NEW CASE (KB)
Prediction Academic Success Is ….........
CASE 1 (K1)
Prediction Academic Success Is Low
 
From Table III, the value of the similarity of the new case 
and case 1 is 1, the similarity value is obtained from the 
calculation of the similarity value (K1, KB) divided by the 
total weight of the attribute. 
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TABLE IV.  SIMILARITY OF NEW CASES WITH CASE 2 
A1 A2 A3
F Mother Good
A1 A2 A3 A4 A5
M Father No Bad Above-7
20 0
Value 
Similaritas
0
Total Weight of 
Attributes (K2)
Value 
S(K2,KB)
NEW CASE (KB)
Prediction Academic Success Is ….........
CASE 2
Prediction Academic Success Is High
A4
Under-7
 
 From Table IV, the similarity value of the new case is 
obtained and case 2 is 0, the similarity value is obtained from 
the calculation of the similarity value (K2, KB) divided by 
the total attribute weight. 
TABLE V.  SIMILARITY OF NEW CASES WITH CASE 3 
A3 A4 A5
Yes Good Under-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
15 0 0
Total Weight of 
Attributes (K3)
Value 
S(K3,KB)
Value 
Similaritas
NEW CASE (KB)
Prediction Academic Success Is ….........
CASE 3
Prediction Academic Success Is High
 
 From Table V, the similarity value of the new case and 
case 3 is 0, the similarity value is obtained from the 
calculation of the similarity value (K3, KB) divided by the 
total attribute weight (K3). 
 From Table VI, the similarity value of the new case and 
case 3 is 1, the similarity value is obtained from the 
calculation of the similarity value (K4, KB) divided by the 
total weight of the attribute. 
TABLE VI.  SIMILARITY OF NEW CASES WITH CASE 4 
A2 A3 A4
Father No Bad
A1 A2 A3 A4 A5
M Father No Bad Above-7
1
Value 
Similaritas
Total Weight of 
Attributes (K4)
Value 
S(K4,KB)
15 15
Prediction Academic Success Is ….........
NEW CASE (KB)
CASE 4
Prediction Academic Success Is Low
 
TABLE VII.  SIMILARITY OF NEW CASES WITH CASE 5 
A4 A5
Good Under-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
0010
Value 
Similaritas
Total Weight of 
Attributes (K5)
Value 
S(K5,KB)
NEW CASE (KB)
Prediction Academic Success Is ….........
CASE 5
Prediction Academic Success Is High
 
 From Table VII, the similarity value of the new case and 
case 3 is 0, the similarity value is obtained from the 
calculation of the similarity value (K5, KB) divided by the 
total weight of the attribute. 
TABLE VIII.  SIMILARITY OF NEW CASES WITH CASE 6 
A2 A4 A5
Mother Good Under-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
015 0
Value 
Similaritas
Total Weight of 
Attributes (K6)
Value 
S(K6,KB)
Prediction Academic Success Is ….........
NEW CASE (KB)
CASE 6
Prediction Academic Success Is High
 
 From Table VIII, the similarity value of the new case and 
case 3 is 0, the similarity value is obtained from the 
calculation of the similarity value (K6, KB) divided by the 
total weight of the attribute. 
TABLE IX.  SIMILARITY OF NEW CASES WITH CASE 7 
A1
F
A1 A2 A3 A4 A5
M Father No Bad Above-7
0010
Value 
Similaritas
Total Weight of 
Attributes (K7)
Value 
S(K7,KB)
NEW CASE (KB)
Prediction Academic Success Is ….........
CASE 7
A5
Under-7
Prediction Academic Success Is High
 
 From Table IX, the similarity value of the new case and 
case 3 is 0, the similarity value is obtained from the 
calculation of the similarity value (K7, KB) divided by the 
total weight of the attribute. 
TABLE X.  SIMILARITY OF NEW CASES WITH CASE 8 
A2 A4 A5
Mother Bad Above-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
15 10
Value 
Similaritas
0.666666667
Total Weight of 
Attributes (K8)
Value 
S(K8,KB)
NEW CASE (KB)
Prediction Academic Success Is ….........
Prediction Academic Success Is Low
CASE 8
 
 From Table X, the similarity value of the new case and 
case 3 is 0.666666667, the similarity value is obtained from 
the calculation of the similarity value (K8, KB) divided by 
the total attribute weight. 
TABLE XI.  SIMILARITY OF NEW CASES WITH CASE 9 
A1 A2 A5
M Father Above-7
A1 A2 A3 A4 A5
M Father No Bad Above-7
115 15
Value 
Similaritas
Value 
S(K9,KB)
Prediction Academic Success Is ….........
NEW CASE (KB)
Total Weight of 
Attributes (K9)
CASE 9
Prediction Academic Success Is Low
 
 From Table XI, the value of the similarity of the new 
case and case 3 is 1, the similarity value is obtained from the 
calculation of the similarity value (K9, KB) divided by the 
total weight of the attribute 
 From the description of Table III, IV, V, VI, VII, VIII, 
IX, X, XI, the highest similarity (s) of new cases with cases 1 
through 9 are obtained in 1 in case 1 (K1), case 4 (K4). ) and 
case 10 (K10). So from that the new case has the same level 
of similarity with cases 1.4 and 10 with predictions of the 
level of student academic success is Low (L). 
C. Revice Process 
 The revision process is done if the trust value generated 
in the retrieval process has a low level of trust. In the case 
above the similarity value in the new case is 1 meaning it can 
be said to have similarities with the old case. 
D. Retain Process 
 In this process, if the new case is found a solution, then 
the data will be stored in the knowledge data. 
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IV. RESULTS AND DISCUSSION 
A. Set Data Test Results 
For data sets totaling 480 divided into two classes, 
namely the type of male and female. For male students as 
many as 305 people and 171 female students. For student 
sampling carried out by the Slovin method with a 5% error 
margin or around 0.05. For n (m) or male values a sample of 
173 students was taken, and for n (f) or women 121 samples 
were taken. 
n(m) = (  305
1+(305∗(0.05∗0.05))
 ) = 173 
 
n(f) = (  175
1+(175∗(0.05∗0.05))
 ) = 121 
 
After data collection is obtained, the population testing data 
is 294 students. 
 From the existing data set, 480 students were taken 294 
data for data sampling, this data was further divided by sex, 
namely 173 men and 121 women. And for the results of 
application to male students as in Table 11, and for the 
results of application to female students as shown in Table 
12. 
TABLE XII.  TEST RESULTS FOR MALE STUDENTS 
No A1 A2 A3 A4 A5 Class S PAS 
1 M Father Yes Good Under-7 M 1 H 
2 M Father Yes Good Under-7 M 1 H 
3 M Father No Bad Above-7 L 1 L 
4 M Father No Bad Above-7 L 1 L 
5 M Father No Bad Above-7 M 1 L 
6 M Father No Bad Above-7 L 1 L 
7 M Father Yes Good Under-7 M 1 H 
8 M Father Yes Good Under-7 H 1 H 
9 M Father Yes Good Under-7 M 1 H 
10 M Father No Bad Above-7 L 1 L 
.. .. …..... …. …. …....... …. …. …... 
165 M Mum Yes Bad Under-7 H 0.7 H 
166 M Father Yes Good Under-7 M 1 H 
167 M Father No Bad Above-7 L 1 L 
168 M Father No Bad Above-7 M 1 L 
169 M Mum Yes Bad Under-7 H 0.7 H 
170 M Father No Good Above-7 M 1 L 
171 M Father Yes Good Under-7 H 1 H 
172 M Mum No Good Above-7 L 0.7 L 
173 M Father No Bad Above-7 L 1 L 
 
From Table 11 there are 173 students, for the prediction 
of academic success students the highest similarity (s) value 
is 1, there are 135 students who have a similarity value (s) 1, 
and there are 38 students who have a similarity value (s) 
under 1, and for Prediction Academic Success (PAS), 
variations are Low (L) and High (H). 
 
TABLE XIII.  TEST RESULTS FOR FEMALE STUDENTS 
 
No A1 A2 A3 A4 A5 Class S PAS 
1 F Father Yes Bad Above-7 M 0.7 L 
2 F Father Yes Good Under-7 M 1 H 
3 F Father Yes Good Under-7 M 1 H 
4 F Mum No Bad Above-7 H 0.7 L 
5 F Father Yes Good Under-7 M 1 H 
6 F Mum Yes Good Under-7 M 1 H 
7 F Father No Bad Above-7 M 1 L 
8 F Father No Bad Under-7 M 1 L 
9 F Father No Bad Under-7 M 1 L 
10 F Father Yes Good Under-7 H 1 H 
11 F Father Yes Good Above-7 L 0.7 H 
12 F Father Yes Good Under-7 M 1 H 
13 F Father Yes Good Under-7 M 1 H 
14 F Father No Bad Above-7 L 1 L 
15 F Father Yes Good Under-7 M 1 H 
16 F Father No Bad Under-7 M 1 L 
17 F Mum Yes Good Under-7 H 1 H 
18 F Mum Yes Good Under-7 H 1 H 
19 F Father Yes Good Under-7 M 1 H 
20 F Father No Bad Above-7 L 1 L 
.. .. .. .. .. .. .. .. .. 
100 F Mum No Good Under-7 H 1 H 
101 F Mum No Good Under-7 H 1 H 
102 F Mum No Bad Under-7 M 1 H 
103 F Mum No Bad Under-7 M 1 H 
104 F Father Yes Bad Under-7 M 1 H 
105 F Father Yes Bad Under-7 M 1 H 
106 F Mum Yes Good Under-7 H 1 H 
107 F Mum Yes Good Under-7 H 1 H 
108 F Mum Yes Good Under-7 H 1 H 
109 F Mum Yes Good Under-7 H 1 H 
110 F Mum Yes Good Under-7 H 1 H 
111 F Mum Yes Good Under-7 H 1 H 
112 F Mum Yes Good Above-7 M 0.7 H 
113 F Mum Yes Good Above-7 M 0.7 H 
114 F Mum Yes Good Under-7 M 1 H 
115 F Mum Yes Good Under-7 M 1 H 
116 F Mum No Good Under-7 M 1 H 
117 F Mum No Good Under-7 M 1 H 
118 F Mum No Good Under-7 M 1 H 
Proc. EECSI 2019 - Bandung, Indonesia, 18-20 Sept 2019
175
No A1 A2 A3 A4 A5 Class S PAS 
119 F Mum No Good Under-7 M 1 H 
120 F Father No Good Under-7 M 1 H 
121 F Father No Good Under-7 M 1 H 
  
From Table 12 there are 121 students, for the prediction 
of academic success students the highest similarity (s) value 
is 1, there are 103 students who have a similarity value (s) 1, 
and there are 18 students who have a similarity value (s) 
below 1, and for Prediction Academic Success (PAS), 
variations are Low (L) and High (H). 
From the data obtained from Table 11 and Table 12 for 
the value of similarity with a value of 1 amounting to 238 
students and the similarity value under 1 totaled 56 students. 
Thus the similarity value predictions of students' academic 
success from the data set of 294 samples from the original 
data set of 480 data using the nearest neighbor algorithm 
that is equal to 81%. 
V. CONCLUSIONS AND RECOMMENDATIONS 
From the explanation above, it can be concluded that by 
using the Tules Generated By Apriori Algorithm Association 
from the research [3] and with the data set from [4] the case 
similarity value is obtained with knowledge data that is 1 
with 81% percentage, and data having less than 1 is 19%. 
This means that the Rules Generated By Apriori Algorithm 
Association by using the Case Based Reasoning method has 
been able to predict the success rate of students in the 
academic field. 
For future suggestions in developing existing data sets, 
we can use an Artificial Intelligence (AI) algorithm in 
addition to Case Based Reasoning (CBR), and also this CBR 
method can be developed with a new dataset. 
Thus the suggestions that the author can give, hopefully 
these suggestions can be used as input material that can be 
useful for writers in particular and generally for the wider 
community. 
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