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ABSTRACT
Generalized Finite Element Method (GFEM) is a Partition of Unity Method where
shape functions are constructed by the product of standard finite element shape
function and some additional shape functions. These additional shape functions
take the benefit of some prior knowledge of the solution. They are especially use-
ful in fracture mechanics problems where crack singularities are addressed. A
crack can be represented with the help of discontinuous and singular shape func-
tions. This gives a great flexibility to the user in a choice of an appropriate mesh.
Stress intensity factor is an important quantity in fracture mechanics which is used
to predict the stress state around a crack front. This report presents a comprehen-
sive study of stress intensity factor extraction techniques: The Contour Integral
Method (CIM), the Cut-off Function Method (CFM) and the Displacement Corre-
lation Method (DCM). A few techniques are also shown to improve Displacement
Correlation Method with the use of additional sampling points.
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CHAPTER 1
INTRODUCTION
1.1 Generalized finite element method
Generalized Finite Element Method (GFEM) [3] is a Partition of Unity Method
[4, 5] where additional functions are augmented on standard finite element shape
functions. These additional functions usually have a priori knowledge about the
solution which makes the shape functions much more useful for the problem at
hand. A GFEM shape function φαi is constructed as the product of standard finite
element shape function φα(x) and an enrichment function Lαi(x),
φαi(x) = φα(x)Lαi(x) (1.1)
where, φαi is the GFEM Shape function, φα(x) is the PoU shape function and
Lαi(x) is the enrichment function.
ˆLα i
ˆφα i
ϕα
xα
Figure 1.1: Construction of the GFEM shape function. Here, φα is the standard
FE shape function shown on the top, Lαi(x) is the enrichment function shown in
the middle and φαi is the generalized FE shape function shown on the bottom.
1
Generalized finite element shape functions are quite useful in fracture mechan-
ics problems where a crack is present in the domain. In standard finite element
method, the mesh would have to be such that it fits the crack geometry. How-
ever, we can use discontinuous and singular shape functions to model a crack in
generalized finite element methods which gives a lot of flexibility in choosing an
appropriate mesh.
ϕα
xα
˜φα i
H × ˆLα i
Figure 1.2: Construction of the GFEM shape function using a discontinuous en-
richment function.
1.2 Overview
Stress intensity factors is an important parameter for fracture mechanics prob-
lems. There are several methods that have been reported in literature for extract-
ing stress intensity factors. The Contour Integral Method [1], the Cut-off Func-
tion Method [1] and the Displacement Correlation Method [6] are some of the
popular ones. Chapter 2 provides an overview of the extraction techniques. Few
studies have shown the performance of Displacement Correlation Method in the
context of GFEM. Section 2.2 provides the details about the method. This thesis
compares these extraction techniques using representative numerical experiments.
The comparison between the techniques is shown in Chapter 4. Chapter 3 shows
the importance of crack surface approximation and the enrichment function while
extracting SIFs. Conclusions of Chapter 3 are used to design the numerical exper-
iments of Chapter 4.
2
CHAPTER 2
EXTRACTION OF STRESS INTENSITY
FACTORS
In this chapter, an overview of SIF extraction techniques is presented. Section
2.2 presents Displacement Correlation Method and Section 2.3 presents strategies
to improve Displacement Correlation Method. These strategies are used in the
numerical experiments presented in Chapter 4.
Garzon et al. [1] show the extraction of stress intensity factors in a 3-D domain.
A cracked three dimensional elastic domainΩ and coordinate systems (x,y,z) and
(x1,x2,x3) as illustrated in Figure 2.1. A penny-shaped crack surface is located at
interior of the 3D body.
x1
x2
x3
θ
r
ρ2  
ρ1  
Γ2
Γ1
Γ3
Γ4
Ωs
Ω
a)
Ω
b)
c)
y
x
z
crack front
crack faces
extraction domain
Γ5
Γ6
Figure 2.1: a) Penny-shaped internal crack domain Ω. b) Cutting plane view. c)
Coordinated systems, and neighborhood Ωs around the crack tip, Adapted from
[1].
Let u denote the displacement field in Ω written in terms of the local Cartesian
3
coordinates u(x1,x2,x3).
u(x1,x2,x3) =

u1(x1,x2,x3)
u2(x1,x2,x3)
u3(x1,x2,x3)

Let u¯ denote the displacement field in Ωs written in terms of the local polar coor-
dinates (r,θ).
u¯(r,θ) =

u¯1(r,θ)
u¯2(r,θ)
u¯3(r,θ)

Herein, bar quantities, “¯”, are defined in terms of local polar coordinates. If the
internal radius, ρ1, of the subdomain Ωs is sufficiently small, the displacement
field on Γ1 can be approximated by
u¯(r,θ) =

u¯1(r,θ)
u¯2(r,θ)
u¯3(r,θ)
=
KI
2G
√
2pi
√
r

(κ− 12)cosθ2 − 12cos3θ2
(κ+ 12)sin
θ
2 − 12sin3θ2
0

+ KII
2G
√
2pi
√
r

(κ+ 32)sin
θ
2 +
1
2sin
3θ
2
−(κ− 32)cosθ2 − 12cos3θ2
0

+KIIIG
√
2r
pi

0
0
sinθ2

(2.1)
where (r,θ) are the polar coordinates indicated in Fig. 2.1. The traction vector
computed from the displacement field u¯(r,θ) is denoted by T¯ (u¯)(r,θ).
Based on the displacement field presented in Eq. 2.1, the so-called extraction
functions for mode I, II and III are defined, respectively, by [7]
v¯−I(r,θ) =
[
v¯−I1 (r,θ)
v¯−I2 (r,θ)
]
= B
−I
2G
√
2pi
1√
r
[
(κ− 32)cosθ2 + 12cos5θ2
−(κ+ 32)sinθ2 + 12sin5θ2
]
(2.2)
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v¯−II(r,θ) =
[
v¯−II1 (r,θ)
v¯−II2 (r,θ)
]
= B
−II
2G
√
2pi
1√
r
[
−(κ+ 12)sinθ2 − 12sin5θ2
−(κ− 12)cosθ2 + 12cos5θ2
]
(2.3)
v¯−III(r,θ) =
[
v¯−III3 (r,θ)
]
= B
−III
G
√
2
rpi
[
sinθ2
]
(2.4)
where B−I , B−II and B−III are constants. A detailed procedure showing how to
define the extraction functions can be found in [7].
2.1 Contour Integral Method
Derivation for stress intensity factors for Contour Integral Method can be found
in [1] and are given by:
KI =
∫
Γ2
T (u)i v
−I
i dΓ−
∫
Γ2
T (v
−I)
k uk dΓ+
∫
Γ3
p3i v
−I
i dΓ+
∫
Γ4
p4i v
−I
i dΓ (2.5)
KII =
∫
Γ2
T (u)i v
−II
i dΓ−
∫
Γ2
T (v
−II)
k uk dΓ+
∫
Γ3
p3i v
−II
i dΓ+
∫
Γ4
p4i v
−II
i dΓ (2.6)
KIII =
∫
Γ2
T (u)i v
−III
i dΓ−
∫
Γ2
T (v
−III)
k uk dΓ+
∫
Γ3
p3i v
−III
i dΓ+
∫
Γ4
p4i v
−III
i dΓ
(2.7)
where, Tractions are prescribed on the crack faces and are denoted by
T¯ (u¯) =
{
p¯3 on Γ3
p¯4 on Γ4
Contour Integral Method (CIM) is a line integral method where an integral is
computed along a contour around the crack front as shown in Figure 2.2. The
integral over the line is computed numerically. Typically 25-50 points are used
for the numerical integration.
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Ω
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s
Figure 2.2: Extraction for path Contour Integral Method (CIM), adapted from [1].
2.1.1 Cutoff Function Method
Derivation for stress intensity factors for Cutoff Function Method (CFM) can be
found in [1] and are given by:
KI =
∫
Ωs
σ(w
−I)
kl,l uk dΩ+
∫
Γ3
p3i w
−I
i dΓ+
∫
Γ4
p4i w
−I
i dΓ (2.8)
−
∫
Γ3
T (w
−I)
k uk dΓ−
∫
Γ4
T (w
−I)
k uk dΓ (2.9)
KII =
∫
Ωs
σ(w
−II)
kl,l uk dΩ+
∫
Γ3
p3i w
−II
i dΓ+
∫
Γ4
p4i w
−II
i dΓ (2.10)
−
∫
Γ3
T (w
−II)
k uk dΓ−
∫
Γ4
T (w
−II)
k ukdΓ (2.11)
KIII =
∫
Ωs
σ(w
−III)
kl,l uk dΩ+
∫
Γ3
p3i w
−III
i dΓ+
∫
Γ4
p4i w
−III
i dΓ (2.12)
−
∫
Γ3
T (w
−III)
k uk dΓ−
∫
Γ4
T (w
−III)
k uk dΓ (2.13)
Unlike CIM, Cut-off Function Method uses a domain integral to evaluate stress
intensity factors. The domain is shown in figure 2.3. To define the domain, three
parameters are used: inner radius (ρ1), outer radius (ρ2) and length of the domain
(t). CFM provides good results when inner radius is kept small and outer radius
6
is large. Depending upon the size of the domain, for numerical integration, 400-
2500 points are used in this method.
crack front
crack faces
extraction domain
Figure 2.3: Extraction domain Cut-off function Method (CFM), adapted from [1].
Due to the requirement of large number of points, Cut-off Function Method is
usually much more computationally expensive as compared to CIM. Hereafter,
Cutoff Function Method is abbreviated as CFM.
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2.2 Displacement correlation method
Unlike the other two methods, which use an integral to compute stress intensity
factors, Displacement Correlation Method directly relates stress intensity factors
to the jump in displacement field across a crack surface. The displacement field
adjacent to the crack tip, assuming plane strain conditions, is given by Equation
2.1.
ρ
ρ
ρ
Figure 2.4: Local Cartesian coordinate system at the crack front vertex j along a
curved crack front and the displacement jump across the crack faces, ∆u(ρa) =
u(ρa,θ= pi)−u(ρa,θ=−pi) at a distance, ρa, behind the crack front in the local
crack front coordinate system.
Once the displacement field is computed, it is used to compute SIFs. For a
crack front vertex j, the displacement jump across the crack faces, ∆u(ρa) =
u(ρa,θ= pi)−u(ρa,θ=−pi) is computed at a distance ρa, behind the crack front
in the local crack front coordinate system as shown in Figure 2.4. The SIFs at
crack front vertex j are then approximated using the following correlation [6]:
K jI,ρa =
√
2pi
ρa
(
µ
κ+1
)
∆v(ρa)
K jII,ρa =
√
2pi
ρa
(
µ
κ+1
)
∆u(ρa)
K jIII,ρa =
√
2pi
ρa
(µ
4
)
∆w(ρa)
(2.14)
where ∆u(ρa) ,∆v(ρa) and ∆w(ρa) are the displacement jump in x,y and z direc-
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tions across the crack faces at a distance ρa behind the crack front in the local
coordinate system xyz, as shown in Figure 2.4. Similarly, the SIFs are also ap-
proximated at another distance ρb, larger than ρa, behind the crack front in the
local coordinate system for crack front vertex j. The SIF approximations are then
extrapolated to the crack tip using Richardson extrapolation [8] given by,
K jI =
ρb
ρb−ρa
(
K jI,ρa−
ρa
ρb
K jI,ρb
)
K jII =
ρb
ρb−ρa
(
K jII,ρa−
ρa
ρb
K jII,ρb
)
K jIII =
ρb
ρb−ρa
(
K jIII,ρa−
ρa
ρb
K jIII,ρb
) (2.15)
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2.3 Strategies to improve Displacement Correlation
Method
Strategies to improve DCM with some additional sampling points are presented
here. These are used in the examples presented in Chapter 3 and 4. Stress In-
tensity Factors are extracted with DCM using two parameters: ρa and ρb and the
difference between the two is denoted as ∆= ρb−ρa.
Averaging scheme
In this strategy, SIFs are extracted at several sampling points and a simple av-
erage is computed for each crack front vertex. Let’s say SIFs are extracted at ρa =
ρk and ∆ = ∆k where k = 1,2,3.....Nk. Note that ρb = ρa+∆ and number of distinct
extraction distance used is (Nk+1).
Let K jik be the the SIF for mode i at crack front vertex j for ρa = ρk. A simple
average of the SIFs computed at the different sampling points is computed to give
the final value, denoted as K ji, f . It is given by:
K ji, f =
Nk
∑
k=1
K jik
Nk
(2.16)
Linear Least Square Extrapolation
In this strategy, SIFs are extracted at several sampling points. A linear regres-
sion is done using the sampling points to extrapolate SIF to the crack front. Let K jik
be the SIF for mode i at crack front vertex j evaluated at ρa = ρk and ∆ = ∆k where
k = 1,2,3,4...Nk. Note that ρb = ρa+∆ and number of distinct extraction distance
used is NL−S = Nk+1. A linear least square regression is done to extrapolate SIFs
to ρa = 0.
Let K ji,y =C1ρk+C2 is the linear function to be obtained after linear regression.
To compute the constantsC1 andC2, sum of squared residuals is minimized. Sum
of squared residuals, S is given by:
S=
Nk
∑
k=1
(K ji,y−K jik)2
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Lowest deviation from Mean
In this strategy, SIFs are computed at several sampling points. Thereafter, an
average is computed as in the averaging scheme shown earlier. The sampling
point with the higher deviation from this average value is computed. This point
is discarded from the set of sampling points used earlier. An average is computed
again from this set of sampling points.
Let K jik be the SIF for mode i at crack front vertex j evaluated at ρ = ρk and ∆ =
∆k where k = 1,2,3,4...Nk
The mean SIF over Nk points at ρ = ρ1 is given by:
K ji1,mean =
Nk
∑
k=1
K jik
Nk
(2.17)
For each crack front vertex j, we evaluate the SIF value that has the maximum
deviation from the mean, K jir .
K jir−K ji1,mean = maxk (K
j
ik−K ji1,mean)
Hence, final value is given by:
K ji1, f =
Nk
∑
k=1
K jik−K jir
Nk−1
2.4 Motivation of the study
The main motivation of this study is explore Displacement Correlation Method
(DCM) and compare its performance with CIM and CFM. As we saw earlier,
CIM and CFM use an integral to compute SIFs. For CIM, we need 25-50 points
while for CFM we need 400-2500 points for numerical integration. Contrast to
this, DCM is a direct method and uses displacement field solution at a few points.
This makes DCM much more computationally cheap compared to CIM and CFM.
Few studies have tested the performance of DCM using generalized finite element
method. Furthermore, since CIM and CFM use a region around the crack front, in
cases where crack is close to the domain boundary, both of these methods cease
to work. Figure 2.5 shows one example where the crack is close to the domain
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boundary.
Figure 2.5: Example with crack close to domain boundary.
In such cases, we have to resort to Displacement correlation method (DCM).
(a)
(b)
Figure 2.6: a) Enlarged view of the problem b) Crack representation.
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CHAPTER 3
EFFECT OF CRACK APPROXIMATION
AND GFEM ENRICHMENT SPACE
Stress intensity factors depend on the geometry of the crack. Therefore, it is
important to represent crack geometry with accuracy. In this chapter, numerical
experiments are presented to study the effect of crack surface approximation and
GFEM enrichment space. In the first example, a mixed mode problem with a
curved front and a planar surface is solved. In another example, a mixed mode
problem with a curved front and a curved surface is solved and the importance
of the crack surface approximation and GFEM enrichment is shown. Conclusion
of this chapter are used to design the numerical experiments for the next chapter
where a comparison is made between the three methods CIM, DCM and CFM. For
the examples shown in this chapter, Displacement Correlation Method (DCM) is
used. To avoid numerical integration errors, singular integration rule is used with
1331 points. More details about singular rule can be found in [9].
3.1 Inclined Elliptical Crack
In this problem, an elliptical crack is simulated inside a cube with an inclination
of 45◦ as shown in figure 3.1 . A uniform traction σ = 1.0 is applied on the top
and bottom faces of the cube. The ratio of the major and minor axis of the crack
surface c/a = 2 and the ratio of the edge of the cube to the major axis of the crack
surface is b/c = 20. Young’s Modulus is taken as 1.0×103 and Poisson’s ratio, ν
= 0.3 .
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Right view
Top view
c
b b
b
=45
Figure 3.1: Inclined elliptical crack example: Mesh with boundary conditions and
crack surface representation.
The stress intensity factors for modes I, II, and III of an inclined elliptical
crack embedded in an infinite domain are taken as reference. These SIFs are
given by [10]
Kinf.I =
σsin2α
√
pia
E(k)
[
sin2θ+
(a
c
)2
cos2θ
] 1
4
Kinf.II = −
σsinαcosα
√
piak2[
sin2θ+
(a
c
)2
cos2θ
] 1
4
[
k′
B
cosωcosθ+
1
C
sinωsinθ
]
Kinf.III =
σsinαcosα
√
pia(1−ν)k2[
sin2θ+
(a
c
)2
cos2θ
] 1
4
[
1
B
cosωsinθ− k
′
C
sinωcosθ
]
where B, C are defined as
B= (k2−ν)E(k)+νk′2K(k), C = (k2+νk′2)E(k)−νk′2K(k),
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where K(k) and E(k) are defined as
K(k) =
∫ pi
2
0
dϕ√
1− k2 sin2ϕ
, E(k) =
∫ pi
2
0
√
1− k2 sin2ϕdϕ ,
and k2 = 1− k′2, k′ = a/c and θ is the parametric angle. For this example,
α = pi/4 and ω = pi/2. The domain is discretized using 4-noded tetrahedrals. A
non-uniform mesh is used in this example with hmin/c= 1.6x10−2 and hmax/c=
2.88x10−2 where hmin is the minimum and hmax is the maximum edge size of the
elements intersected by the crack front.
3.1.1 Effect of crack surface approximation
Two triangulations of the crack surface are studied here. Since the the crack tri-
angulation is completely independent of the volume mesh, refining the crack tri-
angulation do not increase the number of degrees of the system. Also, it becomes
important to sufficiently represent the curvature of the ellipse since the reference
solution is for the exact geometry. In parametric coordinates, curvature of an el-
lipse is given by:
k(θ) =
ac
(a2 cos2θ+ c2 sin2θ)3/2
For this example, the highest curvature is at θ= 0 and equal to k(0) = 40 and the
lowest curvature is at θ= pi/2 and equal to k(pi/2) = 5.
For the coarse crack triangulation, the ratio of the average crack front edge size to
the minimum element size of the volume mesh is h f ront/hmin = 6.27 and the ratio
of the average crack front edge size to the major axis of the ellipse is h f ront/c = 0.1
. For the refined crack triangulation, the ratio of the average crack front edge size
to the minimum element size of the volume mesh is h f ront/hmin = 1.53 and ratio of
the average crack front edge size to the major axis of the ellipse is h f ront/c = 0.025
where h f ront is the average size of the crack front edge. The crack triangulations
are shown in figure 3.2.
To quantify the error of the stress intensity factor solution along the crack front,
a normalized L2-norm of the difference between the GFEM and the reference
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(a)
(b)
Figure 3.2: a) Coarse elliptical crack triangulation b) Refined elliptical crack tri-
angulation.
solution defined by
er(Ki) :=
‖ei‖L2
‖Kˆi‖L2
=
√√√√Next∑
j=1
(
K ji − Kˆ ji
)2
√√√√Next∑
j=1
(
Kˆ ji
)2 (3.1)
where Next is the number of extraction points along the crack front, Kˆ
j
i and K
j
i are
the reference and GFEM stress intensity factor values for mode i at the crack front
point j, respectively. The quantity er(Ki) is referred to as a normalized or relative
error.
3.1.2 Enrichment spaces
To study the effect of enrichment functions, three types of enrichment functions,
namely, "OD", "CurvedOD" (C-OD) and "CurvedBB" (C-BB)" are used. The
comparison is shown in the next section. Here, the different functions are defined.
A more detailed explanation of enrichment spaces can be found in [2].
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Oden and Duarte branch enrichment functions (OD) are given by:
{Lαi}2i=1 =

LODfront−x¯ in crack front direction x¯
LODfront−y¯ in crack front direction y¯
LODfront−z¯ in crack front direction z¯
where
LODfront−x¯ =
{√
r
[(
κ− 1
2
)
cos
θ
2
− 1
2
cos
3θ
2
]
,
√
r
[(
κ+
3
2
)
sin
θ
2
+
1
2
sin
3θ
2
]}
LODfront−y¯ =
{√
r
[(
κ+
1
2
)
sin
θ
2
− 1
2
sin
3θ
2
]
,
√
r
[(
κ− 3
2
)
cos
θ
2
+
1
2
cos
3θ
2
]}
LODfront−z¯ =
{√
r
[
sin
θ
2
]
,r2 [cos2θ]
}
(3.2)
where (x¯, y¯, z¯) denotes the local crack front Cartesian coordinate system shown
in Figure 3.3. The LODfront−x¯, L
OD
front−y¯, L
OD
front−z¯ branch functions are used at nodes
around a crack front to enrich the displacement vector components in the local x¯,
y¯ and z¯ directions, respectively.
r
tz/2
−tz/2
θ
Crack front
y¯
x¯
z¯
Figure 3.3: Crack front Cartesian and cylindrical coordinate systems, adapted
from [2].
Belytschko and Black branch functions (hereafter denoted by BB):
{Lαi}4i=1 = LBBfront =
{√
r sin
θ
2
,
√
r cos
θ
2
,
√
r sin
θ
2
sinθ,
√
r cos
θ
2
sinθ
}
. (3.3)
While OD and CurvedOD (C-OD) use the same enrichment functions as given
above, there is a subtle difference between the two. In OD, a rectangular Cartesian
coordinate system is used while in CurvedOD curvilinear coordinate system is
used.
GFEM approximation order is represented as "p order" and signifies the overall
order after enriching and is varied from p = 2 to p = 4. A convergence study
is also presented to see the effect of increasing the order of the approximation.
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Tables 3.1, 3.2 and 3.3 show the L2 norm of error in stress intensity factors for
OD, CurvedBB and CurvedOD enrichments respectively.
er(KI), DCM OD
porder Coarse Refined
2 2.4% 2.4%
3 1.4% 1.1%
4 1.3% 0.9%
(a)
er(KII), DCM OD
porder Coarse Refined
2 1.2% 1.3%
3 0.8% 0.4%
4 0.9% 0.4%
(b)
er(KIII), DCM OD
porder Coarse Refined
2 4.6% 3.8%
3 3.4% 2.5%
4 3.1% 2.0%
(c)
Table 3.1: Results for coarse and refined surface triangulations for OD enrichment
a) KI , DCM with ρa = 2.1hmin and ρb = 2.3hmin b) KII , DCM with ρa = 2.1hmin
and ρb = 2.3hmin c) KIII , DCM with ρa = 2.1hmin and ρb = 2.3hmin.
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er(KI), DCM CurvedBB
porder Coarse Refined
2 3.9% 1.7%
3 3.2% 1.4%
4 3.4% 1.4%
(a)
er(KII), DCM CurvedBB
porder Coarse Refined
2 2.9% 1.2%
3 1.4% 0.6%
4 2.3% 0.7%
(b)
er(KIII), DCM CurvedBB
porder Coarse Refined
2 6.5% 3.0%
3 6.8% 2.9%
4 6.3% 2.9%
(c)
Table 3.2: Results for coarse and refined surface triangulations for CurvedBB
enrichment a) KI , DCM with ρa = 2.1hmin and ρb = 2.3hmin b) KII , DCM with
ρa = 2.1hmin and ρb = 2.3hmin c) KIII , DCM with ρa = 2.1hmin and ρb = 2.3hmin.
er(KI), DCM CurvedOD
porder Coarse Refined
2 5.5% 2.9%
3 4.3% 1.7%
4 4% 1.6%
(a)
er(KII), DCM CurvedOD
porder Coarse Refined
2 3.3% 1.5%
3 2.3% 0.6%
4 2.2% 0.7%
(b)
er(KIII), DCM CurvedOD
porder Coarse Refined
2 8.7% 4.6%
3 7.2% 3.4%
4 7.0% 3.1%
(c)
Table 3.3: Results for coarse and refined surface triangulations for CurvedOD
enrichment a) KI , DCM with ρa = 2.1hmin and ρb = 2.3hmin b) KII , DCM with
ρa = 2.1hmin and ρb = 2.3hmin c) KIII , DCM with ρa = 2.1hmin and ρb = 2.3hmin.
19
2 3 4
p order
0
1
2
3
4
5
6
7
8
L2
 
n
o
rm
 o
f t
he
 e
rro
r (
%)
KI for Coarse crack mesh: DCM, OD
KI for Refined crack mesh: DCM, OD
KII for Coarse crack mesh: DCM, OD
KII for Refined crack mesh: DCM, OD
KIII for Coarse crack mesh: DCM, OD
KIII for Refined crack mesh: DCM, OD
Figure 3.4: L2 norm of the relative error in SIF for DCM, OD enrichment.
Figures 3.4, 3.5, 3.6 show the plots for the L2 norm of error in stress intensity
factors for OD, CurvedBB and CurvedOD enrichments respectively. It can be
seen that the error tend to decrease as we increase the order of the approximating
polynomial. However, the primary interest of this study is p = 2 and results are
compared for this case only.
Also, errors tend to reduce as we choose a better approximation for the ellipse, that
is, the refined crack surface triangulation results in lower errors than the coarse tri-
angulation. This effect is much more pronounced with CurvedBB and CurvedOD
enrichments as shown in Figure 3.5 and 3.6.. The largest errors, and the improve-
ment with refinement is largest in KIII .
Although, the results are presented for OD, CurvedBB and CurvedOD, we use
CurvedOD enrichment only in the next chapter to compare its performance with
CIM and CFM.
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Figure 3.5: L2 norm of the relative error in SIF for DCM, CurvedBB enrichment.
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KI for Refined crack mesh: DCM, CurvedOD
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KII for Refined crack mesh: DCM, CurvedOD
KIII for Coarse crack mesh: DCM, CurvedOD
KIII for Refined crack mesh: DCM, CurvedOD
Figure 3.6: L2 norm of the relative error in SIF for DCM, CurvedOD enrichment.
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Figure 3.7: KI variation for DCM, CurvedOD for coarse crack surface triangula-
tion with ρa = 4.1hmin and ρb = 4.2hmin; refined crack surface triangulation with
ρa = 4.1hmin and ρb = 4.2hmin.
Figure 3.7 shows the variation in KI for CurvedOD enrichment for the coarse
and refined crack surface triangulation. It can be seen that there is significant er-
rors on the points of higher curvature. The errors on the points of higher curvature
are much lower with the refined crack surface triangulation as compared to the
coarse triangulation. However, there is a “small spike” for the refined crack sur-
face triangulation case which may be attributed to the fact that here, DCM just
uses two points for extraction and a small error in the displacements might cause
large errors in SIF since extrapolation would magnify the effect. This issue is
addressed in the next chapter.
3.1.3 Effect of the enrichment functions : CurvedOD, CurvedBB,
OD
The same data as presented in the previous section is used here to focus on the
effect of enrichment functions. Table 3.4 shows the error levels for coarse trian-
gulation for KI , KII and KIII respectively. It can be seen that errors are in this
order: CurvedOD > CurvedBB > OD.
Since it is a coarse triangulation, there are large errors due to the points on the
higher curvature. As it was seen earlier, effect of curvature is significant for
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CurvedBB and CurvedOD.
er(KI), DCM
porder C-OD OD C-BB
2 5.5% 2.4% 3.9%
3 4.3% 1.4% 3.2%
4 4.0% 1.3% 3.4%
(a)
er(KII), DCM
porder C-OD OD C-BB
2 3.3% 1.2% 2.9%
3 2.3% 0.8% 1.4%
4 2.2% 0.9% 2.3%
(b)
er(KIII), DCM
porder C-OD OD C-BB
2 8.7% 4.6% 6.5%
3 7.2% 3.4% 6.8%
4 7.0% 3.1% 6.3%
(c)
Table 3.4: Results for coarse crack surface triangulation a) KI , DCM with ρa =
2.1hmin and ρb = 2.3hmin b) KII , DCM with ρa = 2.1hmin and ρb = 2.3hmin c) KIII ,
DCM with ρa = 2.1hmin and ρb = 2.3hmin.
Table 3.5 show the error levels for refined triangulation for KI , KII and KIII
respectively. It can be seen that errors are in this order: CurvedOD > OD >
CurvedBB.
Using the refined crack surface triangulation lowered the errors in all the three
cases but the extent was greater in CurvedBB and CurvedOD than OD.
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er(KI), DCM
porder C-OD OD C-BB
2 2.9% 2.4% 1.7%
3 1.7% 1.1% 1.4%
4 1.6% 0.9% 1.4%
(a)
er(KII), DCM
porder C-OD OD C-BB
2 1.5% 1.3% 1.2%
3 0.6% 0.4% 0.6%
4 0.7% 0.4% 0.7%
(b)
er(KIII), DCM
porder C-OD OD C-BB
2 4.6% 3.8% 3.0%
3 3.4% 2.5% 2.9%
4 3.1% 2.0% 2.9%
(c)
Table 3.5: a) Results for refined crack surface triangulation a) KI , DCM with ρa =
2.1hmin and ρb = 2.3hmin b) KII , DCM with ρa = 2.1hmin and ρb = 2.3hmin c) KIII ,
DCM with ρa = 2.1hmin and ρb = 2.3hmin.
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3.2 Lens Shaped Crack
For this problem, a lens shaped crack is simulated in an elastic cube. The lens
crack has a curved front as well as a curved surface. Young’s modulus is taken as
68.9x109 and Poisson’s ratio ν is 0.22 . All the cube faces are pulled with a unit
traction (hydrostatic) with L/R = 5 and α = 45◦ as shown in figure 3.8.
x
z
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x
y
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2L
Figure 3.8: Lens crack example: Mesh with boundary conditions and crack sur-
face representation.
For this problem too, two crack surface triangulations are considered. In this
problem, refined triangulation not only represents crack front better but also the
crack surface.
The stress intensity factor for an infinite domain are taken as reference and can be
found in [11]. These SIFs are given by:
Kinf.I = 0.877×
2
pi
×σ√pia
Kinf.II = 0.235×
2
pi
×σ√pia
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The stress intensity factors are normalized as:
K¯I =
KI
2
pi ×σ
√
pia
K¯II =
KII
2
pi ×σ
√
pia
The domain is discretized using 4-noded tetrahedrals. A non-uniform mesh is used
in this example with hmin/R = 8.45×10−3 and hmax/R = 1.4×10−2 where hmin
is the minimum and hmax is the maximum edge size of the elements intersected
by the crack front. These are similar parameters as were shown in the elliptical
crack example. Also, singular rule with 1331 points is used here as well to avoid
numerical integration errors.
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3.2.1 Effect of crack surface triangulation
For the coarse triangulation, the ratio of the crack front edge size to the minimum
element size of the volume mesh is h f ront/hmin = 19.47 and the ratio h f ront/R =
0.165. For the refined triangulation, the ratio of the crack front edge size to the
minimum element size of the volume mesh is h f ront/hmin = 3.31 and the ratio
h f ront/R = 0.028 where h f ront is the average size of the crack front edge. The
crack triangulations are shown in figure 3.9. Tables 3.6, 3.7 and 3.8 show the L2
(a)
(b)
Figure 3.9: a) Coarse Lens crack surface triangulation b) Refined Lens crack sur-
face triangulation.
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norm of error for OD, CurvedBB and CurvedOD enrichment respectively. With
refined crack surface triangulation, error increases for OD enrichment as can be
seen in Table 3.6 signifying that just by refining the crack surface triangulation
may not improve the solution.
er(KI), DCM OD
porder Coarse Refined
2 7.2% 8.6%
3 4.0% 6.1%
4 4.0% 4.5%
(a)
er(KII), DCM OD
porder Coarse Refined
2 15.7% 18%
3 13.8% 15.6%
4 8.8% 12.2%
(b)
Table 3.6: Results for coarse and refined crack surface triangulation with OD
enrichment a) KI , DCM with ρa = 2.0hmin and ρb = 2.2hmin b) KII , DCM with ρa
= 2.0hmin and ρb = 2.2hmin.
er(KI), DCM CurvedBB
porder Coarse Refined
2 2.7% 1.2%
3 2.1% 2.1%
4 1.9% 2.3%
(a)
er(KII), DCM CurvedBB
porder Coarse Refined
2 28.4% 2.5%
3 26.9% 3.3%
4 26.5% 3.6%
(b)
Table 3.7: Results for coarse and refined crack surface triangulation with
CurvedBB enrichment a) KI , DCM with ρa = 2.0hmin and ρb = 2.2hmin b) KII ,
DCM with ρa = 2.0hmin and ρb = 2.2hmin.
er(KII), DCM CurvedOD
porder Coarse Refined
2 3.9% 0.7%
3 2.5% 1.7%
4 2.3% 2.0%
(a)
er(KII), DCM CurvedOD
porder Coarse Refined
2 28.3% 3.6%
3 28.0% 3.0%
4 28.0% 2.9%
(b)
Table 3.8: Results for coarse and refined crack surface triangulation with Curve-
dOD enrichment a) KI , DCM with ρa = 2.0hmin and ρb = 2.2hmin b) KII , DCM
with ρa = 2.0hmin and ρb = 2.2hmin.
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However, refining the crack surface triangulation for CurvedOD and CurvedBB
enrichment improves the solution drastically. The errors for KII are much higher
as compared to KI as the absolute magnitude is smaller for this case. We are only
interested the case for p=2 and the discussion is presented for this case only.
Figures 3.10 and 3.11 show KI and KII for CurvedOD case with p=2. As it can
be seen, the solution for the coarse triangulation is way off as it is not able to
sufficiently represent the exact crack geometry.
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Figure 3.10: KI variation for DCM, CurvedOD for coarse triangulation (er(KI) =
3.9%) with ρ = 2.0hmin and ρb = 2.2hmin and refined triangulation (er(KI) = 0.7%)
with ρa = 2.0hmin and ρb = 2.2hmin.
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Figure 3.11: KII variation for DCM, CurvedOD for coarse triangulation (er(KII)
= 28.3%) with ρa = 2.0hmin and ρb = 2.2hmin and refined triangulation (er(KII) =
3.6%) with ρa = 2.0hmin and ρb = 2.2hmin.
3.2.2 Effect of the enrichment functions (CurvedOD, CurvedBB
and OD)
The same data as presented in the previous subsection is shown here to focus
on the effect of enrichment functions. CurvedOD and CurvedBB perform better
than OD for KI but they yield high errors in KII which does not improve upon p-
refinement. Using the refined the crack surface triangulation drastically improves
er(KI), DCM
porder C-OD OD C-BB
2 3.9% 7.2% 2.7%
3 2.5% 4.0% 2.1%
4 2.3% 3.0% 1.9%
(a)
er(KII), DCM
porder C-OD OD C-BB
2 28.3% 15.7% 28.4%
3 28.0% 13.8% 26.9%
4 28.0% 8.8% 26.5%
(b)
Table 3.9: Results for coarse crack surface triangulation a) KI , DCM with ρa =
2.0hmin and ρb = 2.2hmin b) KII , DCM with ρa = 2.0hmin and ρb = 2.2hmin.
the error levels in CurvedOD and CurvedBB suggesting that the coarse triangu-
lation is not representing crack geometry sufficiently. This improvement in SIF
upon crack mesh refinement is consistent with the behavior seen in the earlier
problem with the elliptical crack as well.
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er(KI), DCM
porder C-OD OD C-BB
2 0.7% 8.6% 1.2%
3 1.7% 6.1% 2.1%
4 2.0% 4.5% 2.3%
(a)
er(KII), DCM
porder C-OD OD C-BB
2 3.6% 18.0% 2.5%
3 3.0% 15.6% 3.3%
4 2.9% 12.2% 3.6%
(b)
Table 3.10: Results for refined crack surface triangulation a) KI , DCM with ρa =
2.0hmin and ρb = 2.2hmin b) KII , DCM with ρa = 2.0hmin and ρb = 2.2hmin.
As we saw in elliptical crack example that there is a need of using a crack
surface triangulation which can sufficiently represent crack geometry, therefore
we adopt the refined triangulation. Figures 3.12 and 3.13 show the variation in KI
and KII for the coarse triangulation. With the coarse crack triangulation, all the
three enrichments OD, CurvedOD and CurvedBB show large errors. CurvedOD
and CurvedBB have lower errors for KI than OD and they are higher for KII .
Figures 3.14 and 3.15 show the variation in KI and KII for the refined triangu-
lation. With refined crack surface triangulation, CurvedOD and CurvedBB gives
much better results than OD. It can be seen that solution for OD is way off even
with refined triangulation. This issue is not resolved by refining the crack triangu-
lation even further. A highly refined crack triangulation was used with h f ront/hmin
= 1.49 with OD enrichment to see if further refining the crack surface triangula-
tion resolves this issue with OD. It yields an error of er(KI) = 10.6% and er(KII)
= 20.0%. It signifies that here, OD does not provide good results irrespective of
the crack triangulation.
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Figure 3.12: KI variation for coarse crack triangulation: DCM OD (er(KI) =
7.2%) with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedOD (er(KI) = 3.9%) with
ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedBB (er(KI) = 2.7%) with ρa = 2.0hmin
and ρb = 2.2hmin.
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Figure 3.13: KII variation for coarse crack triangulation: DCM OD (er(KII) =
15.7%) with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedOD (er(KII) = 28.3%)
with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedBB (er(KII) = 28.4%) with ρa
= 2.0hmin and ρb = 2.2hmin.
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Figure 3.14: KI variation for refined crack triangulation: DCM OD (er(KI) =
8.6%) with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedOD (er(KI) = 0.7%) with
ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedBB (er(KI) = 1.2%) with ρa = 2.0hmin
and ρb = 2.2hmin.
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Figure 3.15: KII variation for refined crack triangulation: DCM OD (er(KII) =
18%) with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedOD (er(KII) = 3.6%)
with ρa = 2.0hmin and ρb = 2.2hmin, DCM CurvedBB (er(KII) = 2.5%) with ρa =
2.0hmin and ρb = 2.2hmin.
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CHAPTER 4
NUMERICAL EXPERIMENTS
In this chapter, a comparison is shown between CIM, CFM and DCM for three
representative examples. Firstly, a Mode I problem with a curved front and a
planar crack surface is solved. Thereafter, a mixed mode problem with a curved
front and a planar surface is solved. And finally a mixed mode problem with a
curved front and a curved surface is solved. CurvedOD enrichment with p=2 is
used for the examples shown here. Also, singular rule for numerical integration
with 1331 points is adopted.
4.1 Half penny shaped crack
a
Top View
2L
L2L
Figure 4.1: Geometry for the half penny shaped crack problem, GFEM mesh and
prescribed tractions.
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For this problem, a half penny shaped crack in a prism is studied. The ratio of
the half penny with the characteristic length is L/a = 5 . The radius of the half
penny is equal to, a= 0.2. A unit traction is applied on two opposite faces of the
prism as shown in Figure 4.1. Young’s Modulus is taken as unity and Poisson’s
ratio, ν = 0.25 . Here, the efficacy of DCM with different parameters is presented
and a comparison with CIM and CFM is made. The domain is discretized using
4-noded tetrahedrals. A non-uniform mesh is used with hmin/a = 2.96×10−2 and
hmax/a = 5.33× 10−2. It was shown in the previous chapter that an appropriate
crack surface triangulation is important for good results. In this example, crack
surface triangulation with h f ront/hmin = 2.11 and h f ront/a = 0.0628 is used. A
reference solution was computed using FEM with quarter-point elements and a
highly refined mesh. Relative error is defined using Equation 3.1.
Firstly, a cylindrical enrichment region is adopted as shown in Figure 4.2. The
center-line of this curved cylinder is the crack front. Nodes inside this enrichment
zone are enriched with branch functions.
Rgeom
Figure 4.2: Geometrical enrichment zone.
Figure 4.3 show the nodes enriched with branch functions and Figure 4.4 show
the L2 norm of error for enrichment in a cylindrical zone with radius of the cylin-
der, Rgeom = 4hmax where hmax is the maximum edge size of the elements cut by
the crack front. Since CIM, DCM and CFM utilize different parameters, the ex-
traction distance is normalized so that they can be compared on the same scale as
shown in Figure 4.4.
Extraction parameter for CIM is taken as ρ/hmin where ρ is the radius of extrac-
tion and hmin is the minimum edge size of the elements cut by the crack front.
Extraction parameter for DCM is taken as ρa/hmin where ρa is the smaller pair of
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the extraction distance used for extrapolation. Also, ∆= ρb−ρa, the difference of
the extraction distances used for extrapolation is kept constant at 0.01hmin unless
specified in this example.
Extraction parameter for CFM is ρ2/hmin, the larger extraction radius of the do-
main used in CFM while ρ1, the smaller extraction radius is kept small and con-
stant.
Figure 4.3: Singular enrichments for Rgeom = 4hmax.
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Figure 4.4: Relative error in L2 norm of KI for CIM, CFM and DCM (CurvedOD
geometrical enrichment with Rgeom= 4hmax, hmax being the maximum edge length
of the elements cut by the crack front).
It can be observed from Figure 4.4, CFM shows path independence and has the
lowest errors. CIM, on the other hand, is path dependent and errors increase with
the extraction parameter and lowest errors are in the case when we are extracting
very close to the crack front. However for DCM, there exists a region where it
performs well and is nearly path independent, after which error suddenly jumps
to much higher values. This is related to the size of the enrichment zone. The first
few extraction distances where error is still higher represents the extraction in the
elements cut by the crack front while error starts going down as we move out of
these elements. Then we start observing a region of path independent behavior
from DCM and it suddenly disrupts as soon as we reach the blending elements
where the enrichment zone ends. Therefore, a strategy is developed for specifying
the size of enrichment zone so we may utilize this path independent behavior
of DCM. For further comparison, enrichments are used for a specified number
of layers of elements around the crack front to study the effect of enrichment
region. Figure 4.5 show the nodes enriched with branch functions as the number
of layers enriched are increased. The number of layers of elements enriched is
varied from Nlayers = 2 to 4. It is noted that one layer of enrichment corresponds
to topological enrichment. Two layers corresponds to additionally enriching the
nodes of elements that have at least one node enriched in the one layer enrichment
case. Similarly process is adopted for additional layers of enrichment. Since,
increasing the number of layers also increase the degrees of freedom, it becomes
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important to quantify this variation. Figure 4.6 show the variation in L2 norm of
error with the number of degrees of freedom.
(a)
(b)
(c)
(d)
Figure 4.5: Enrichment in a) 1 layer (topological) b) 2 layers b) 3 layers d) 4
layers of enrichment around the crack front.
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Figure 4.6: Error vs Number of degrees of freedom for two, three and four layers
of enrichment around the crack front (log-log scale).
With a 3.25% increase in the number of degrees of freedom, error drops from
2.87% to 1.01% , that is, we increase the number of layers of enrichment from
2 to 4. It justifies the use of additional layers of enrichment around the crack
front. The error for one layer, that is, topological enrichment case is even higher
and equal to 11.5% when extracted within the element cut by the crack front (the
enrichment zone). The error plot is shown for representative parameters, that is,
solution is extracted from the enrichment zone where DCM displays nearly path
independent behavior. Figures 4.7, 4.8 and 4.9 show the relative error in L2 norm
of KI for CIM, DCM and CFM for the three cases considered depending on the
number of layers enriched.
As it can be seen, CFM, is path independent for all the cases shown while for
CIM, errors tend to increase with extraction distance. DCM, however, have an
optimal range where it is path independent and have errors as low as CFM. For
DCM, we try to choose the extraction parameter such that the points of extraction
lie within the enrichment zone for all crack front points. But with two layers of
enrichment, due to curved front, it is highly unlikely to find all the points in the
second layer for all the crack front points as some of them would still lie inside the
elements cut by the crack front and some in the blending element irrespective of
the extraction parameter chosen. Therefore, this path independent behavior is not
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fully developed here. While in the other cases, this region of path independence
is quite clear. In fact, with the case with 4 layers, we have a very wide range over
which DCM shows path independence and errors as low as the CFM case.
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Figure 4.7: Relative error in L2 norm of KI for CIM, CFM and DCM ( CurvedOD
enrichment in 2 layers, that is, topological+1 layers).
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Figure 4.8: Relative error in L2 norm of KI for CIM, CFM and DCM (CurvedOD
enrichment in 3 layers, that is, topological+2 layers).
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Figure 4.9: Relative error in L2 norm of KI for CIM, CFM and DCM (CurvedOD
enrichment in 4 layers, that is, topological+3 layers).
It is to be noted that CurvedOD enrichment is used everywhere unless spec-
ified. Since with four layers (or topological+3) we have a relatively large zone
of path independence for DCM, for further examples, this strategy is explored.
Let’s choose the region where 4 < extraction parameter < 6 as the optimal re-
gion where DCM displays path independent behavior. This is further explored in
examples shown later.
Figure 4.10 shows the variation in KI for CIM, DCM and CFM for some rep-
resentative cases (representative cases being, extraction distance very close to the
crack front for CIM, typically less than hmin, hmin being the minimum edge dis-
tance of the elements cut by the crack front while for DCM and CFM it would
the region of path independence). It can be clearly seen that while CFM produces
the most smooth SIF while DCM produces a much smoother SIF as compared to
CIM.
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Figure 4.10: KI variation for: CFM with ρ1 = 0.3hmin, ρ2 = 5.2hmin ; CIM with ρ
= 0.3hmin ; DCM with ρa = 4.1hmin and ∆ = 0.01hmin.
Parameter ∆, the difference in extraction distances used for extrapolation in
DCM, is usually constant and small. However, the results are usually not very dif-
ferent if this parameter is changed. To see this effect, two strategies are adopted.
Strategy 1 represents the case with ∆ = constant and equal to 0.01hmin while Strat-
egy 2 represents the case with ∆ = 0.01ρa where ρa is the smaller extraction dis-
tance. Figure 4.11 shows that the choice of extrapolation distance does not have a
significant effect on L2 norm of error and the two strategies do not show a signifi-
cant difference. Figure 4.12 show the variation for KI for the two strategies.
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Figure 4.11: DCM with (a) Strategy 1: Difference in extrapolation distances (∆)
used is kept constant at 0.01hmin (b) Strategy 2: Difference in extrapolation dis-
tances used is varied and equal to 0.01ρa.
10 45 90 135 170
θ
1
1.05
1.1
1.15
1.2
K
I
Reference
DCM strategy 1 with extraction distance = 4.06hmin
DCM strategy 2 with extraction distance = 4.06hmin
Figure 4.12: KI for DCM with strategies 1 and 2 and ρa = 4.06hmin.
Since extrapolation strategy is used with DCM, the same is explored for CIM
which is presented here. As shown in Figure 4.13 extrapolation makes the solution
even worse. Therefore, extrapolation strategy is discarded for CIM.
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Figure 4.13: KI variation for: CIM with ρ = 0.3hmin ; CIM with ρ = 0.5hmin ; CIM
with extrapolation using ρ = 0.3hmin and ρ = 0.5hmin.
Figure 4.14 show the use of averaging strategy for CIM. A simple average is
taken for SIFs extracted at different radii similar to that for DCM presented in
Chapter 2. The averaging strategy lowers down the errors for CIM to some extent.
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Figure 4.14: KI variation for: CIM with ρ = 0.3hmin (er(KI) = 1.45%) ; CIM with
ρ = 0.5hmin (er(KI) = 1.88%); CIM with ρ = 0.7hmin (er(KI) = 2.06%); CIM with
averaging using ρ = 0.3hmin, ρ = 0.5hmin and ρ = 0.7hmin (er(KI) = 1.33%).
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To see if numerical integration affects our solution, Simpson’s rule is used. CIM
uses an integral of a discontinuous function as the contour used for the integral
usually cuts element boundaries. Gauss quadrature is usually good for smooth
continuous functions, therefore, Simpson’s rule is explored which contains the
error in the localized region where the contour cuts the elements. As Figure 4.15
and Figure 4.16 show that using Simpson’s rule does not improve the SIF for CIM.
Therefore, Gauss rule is used for further examples.
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Figure 4.15: Relative error in L2 norm of KI for CIM.
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Figure 4.16: KI variation for CIM compared with Simpson’s rule.
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Figure 4.17 shows the use of averaging and least square extrapolation strate-
gies presented in Chapter 2, Section 2.3 for DCM. Both strategies give similar
results in this example. To make the SIFs even smoother, a Moving Least Square
operation is performed on the SIFs obtained from the two strategies. A detailed
explanation of MLS can be found in [12].
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Figure 4.17: KI variation for: DCM with ρa = 4.0hmin and ∆ = 0.2hmin and Nk =
10 (er(KI) = 1.07%) ; DCM with ρa = 4.0hmin and ∆= 0.2hmin and Nk = 10 with
MLS (er(KI) = 1.05%); DCM with ρa = 4.0hmin and ∆ = 0.2hmin and NLS = 11
(er(KI) = 1.10%); DCM with ρa = 4.0hmin and ∆ = 0.2hmin and NLS = 11 with
MLS (er(KI) = 1.08%).
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4.2 Inclined Elliptical Crack
The same problem as was introduced in the previous chapter shown in Figure 3.1
is solved here. The domain is discretized using 4-noded tetrahedrals. A non-
uniform mesh is used in this example with hmin/c = 1.6x10−2 and hmax/c =
2.88x10−2 where hmin is the minimum and hmax is the maximum edge size of
the elements intersected by the crack front and c is the major axis of the elliptical
crack. Table 4.1 shows the number of degrees of freedom depending upon number
of layers enriched.
Number of layers enriched Number of degrees of freedom
1 (topological) 113976
2 123096
3 130410
4 137400
Table 4.1: Number of degrees of freedom with number of layers enriched.
In this example we adopt 4 layers of enrichment everywhere. Figure 4.18 shows
that using an appropriate crack surface approximation is important. As it can be
seen, at the points of higher curvature, coarser triangulation has higher errors.
Therefore, for comparison with CFM and CIM, the refined crack surface triangu-
lation is used.
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Figure 4.18: KI variation for (a) coarse triangulation with ρa = 4.1hmin and ∆ =
0.1hmin(b) refined triangulation with ρa = 4.1hmin and ∆ = 0.1hmin.
However, as seen in figure 4.18 there is a localized spike when we use refined
triangulation. This was also shown in the previous chapter. Since the localized
peak occurs only at a few points, one immediate solution is using an averaging
scheme presented in Chapter 2, Section 2.3. The idea is that the spike occurs at
a few points and adding more sampling points eliminates this issue. This yields
good values as can be seen in Figure 4.19 where number of datasets used for
averaging, Nk = 4.
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Figure 4.19: KI variation for: coarse triangulation with ρa = 4.1hmin and and ∆
= 0.1hmin ; refined triangulation with ρa = 4.1hmin and and ∆ = 0.1hmin; refined
triangulation using averaging strategy with ρa = 4.1hmin and ∆ = 0.1hmin and Nk =
4.
Another of the potential factors that may effect the stress intensity factors is
presented next.
4.2.1 Extraction with distance from crack front edges
For extracting stress intensity factors, distance ρ is usually taken from the crack
front vertex in the radial direction defined in the coordinate system shown in Fig-
ure 3.3. It is referred as "Extraction on Vertex" case. This approach is used every-
where unless specified. Another approach is to take the distance ρ from the crack
front edge instead of the vertex. It is referred as "Extraction on edge" case. Figure
4.20 shows the relative error in L2 norm of error in KI for these two cases. We are
only interested in the zone where DCM shows nearly path independent behavior.
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Figure 4.20: Relative error in L2 norm of KI (a) Extraction on vertices (b) Extrac-
tion on edges.
The two cases show similar behavior except for the localized peaks which oc-
cur in the blue curve shown. Figures 4.21 and 4.22 show the curves for KII and
KIII , respectively. For KI and KIII , the two cases have similar error values while
for KII , extraction on vertices performs better than the extraction on edges case.
Figures 4.23, 4.24 and 4.25 show the variation for the two cases for KI , KII and
KIII respectively for some representative cases. As it can be seen, the two cases
perform in similar way, therefore, for further simulations, extraction on edges is
discarded. The variation in SIF is shown for ρa = 6.5hmin which has the lowest
errors for DCM.
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Figure 4.21: Relative error in L2 norm of KII (a) Extraction on vertices (b) Extrac-
tion on edges.
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Figure 4.22: Relative error in L2 norm of KIII (a) Extraction on vertices (b) Ex-
traction on edges.
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Figure 4.23: Variation in KI (a) Extraction on vertices with ρa = 6.5hmin and ∆ =
0.1hmin (b) Extraction on edges with ρa = 6.5hmin and ∆ = 0.1hmin.
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Figure 4.24: Variation in KII (a) Extraction on vertices with ρa = 6.5hmin and ∆ =
0.1hmin (b) Extraction on edges with ρa = 6.5hmin and ∆ = 0.1hmin.
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Figure 4.25: Variation in KIII (a) Extraction on vertices with ρa = 6.5hmin and ∆ =
0.1hmin (b) Extraction on edges with ρa = 6.5hmin and ∆ = 0.1hmin.
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4.2.2 CIM, DCM and CFM: Comparison
Figure 4.26, 4.27 and 4.28 show the L2 norm of error variation with extraction pa-
rameter for KI , KII and KIII respectively. While, CFM again shows path indepen-
dence throughout, errors for CIM increase with the extraction parameter. DCM,
also displays path independence behavior in the optimal range mentioned before,
where 4hmin < ρa < 6hmin. The difference between extraction distances, ∆ is kept
constant at 0.1hmin unless specified. Although, DCM continues to show this path
independent behavior till the end of the enrichment zone (and when blending ele-
ment starts), we would focus on this chosen range only.
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Figure 4.26: Relative error in L2 norm of KI .
It was seen in the previous example that DCM error levels were as good as
those of CFM. For this example, as it can be seen in figures 4.26 and 4.28, DCM
outperforms CFM for KI and KIII but CFM shows lower errors for KII .
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Figure 4.27: Relative error in L2 norm of KII .
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Figure 4.28: Relative error in L2 norm of KIII .
Smoothness of stress intensity factors is also considered important. Figures
4.29, 4.30 and 4.31 show the variation in KI , KII and KIII respectively for the
three methods. CFM, though, have larger errors than DCM, display smoother
SIFs as can be seen in Figure 4.29 and 4.31. Also, DCM produces much more
smooth SIFs as compared to CIM.
This is consistent with the previous example as well. Therefore, we establish that
DCM not only produces similar or often lower errors than CIM for an appropri-
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ate choice of parameters but also produces much smoother SIFs. Since the cost
of using DCM is much lower than using CIM, DCM can be seen as a superior
method if all the factors including accuracy, smoothness and computational effort
is considered.
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Figure 4.29: KI Variation for (a) CFM with ρ1 = 1.5hmin, ρ2 = 7.0hmin (b) CIM
with ρ = 0.9hmin (c) DCM with ρa = 4.1hmin and ∆ = 0.1hmin and Nk = 4.
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Figure 4.30: KII Variation for (a) CFM with ρ1 = 1.5hmin, ρ2 = 7.0hmin (b) CIM
with ρ = 0.9hmin (c) DCM with ρa = 4.1hmin and ∆ = 0.1hmin and Nk = 4.
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Figure 4.31: KIII Variation for (a) CFM with ρ1 = 1.5hmin, ρ2 = 7.0hmin (b) CIM
with ρ = 0.9hmin (c) DCM with ρa = 4.1hmin and ∆ = 0.1hmin and Nk = 4.
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As we have seen earlier, DCM suffers from the issue of localized spikes. The
strategies are presented in Section 2.3 are used to eliminate this issue and make
SIFs smoother.
Firstly, the averaging scheme is used to improve SIFs for DCM. Equation 2.16
shows the computation for this strategy. Figure 4.32 shows the use of the averag-
ing scheme with Nk = 10. To make the SIFs even smoother, a moving least square
(MLS) operation [12] is performed on the dataset obtained by averaging scheme
and is also shown in the Figure 4.32.
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Figure 4.32: KI Variation for: DCM with ρa = 4.0hmin and ∆ = 0.2hmin ; DCM with
averaging strategy, ρa = 4.0hmin, ∆ = 0.2hmin and Nk = 10 ; DCM with averaging
strategy with MLS, ρa = 4.0hmin, ∆ = 0.2hmin and Nk = 10.
Another strategy presented in Section 2.3 can be used to eliminate the localized
spikes. We eliminate the SIF with the largest deviation from the mean, which
is most often the one causing spikes in the dataset. Equation 2.17 shows the
computation of SIFs using this strategy. Figure 4.33 shows the use of this strategy
to eliminate the localized spike.
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Figure 4.33: KI Variation for: DCM with ρ = 4.1hmin and ∆ = 0.1hmin ; DCM with
ρ = 4.1hmin, ∆ = 0.1hmin using lowest deviation of mean strategy.
Figure 4.34 shows the use of averaging and least square extrapolation strategies
presented in Section 2.3. Both the strategies give similar results in this example.
To make the SIFs even smoother, a Moving Least Square operation is performed
on the SIFs obtained from the two strategies.
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Figure 4.34: KI variation for: DCM with ρa = 4.0hmin and ∆ = 0.1hmin and Nk =
10 (er(KI) = 2.02%) ; DCM with ρa = 4.0hmin and ∆= 0.1hmin and Nk = 10 with
MLS (er(KI) = 1.97%); DCM with ρa = 4.0hmin and ∆ = 0.1hmin and NLS = 11
(er(KI) = 2.03%); DCM with ρa = 4.0hmin and ∆ = 0.1hmin and NLS = 11 with
MLS (er(KI) = 1.98%).
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4.3 Lens Shaped Crack
The same problem as was introduced in the previous chapter shown in Figure 3.8
is solved here. The domain is discretized using 4-noded tetrahedrals. A non-
uniform mesh is used in this example with hmin/R = 8.45× 10−3 and hmax/R =
1.4×10−2 where hmin is the minimum and hmax is the maximum edge size of the
elements intersected by the crack front. Due to curvature of the surface, CFM
formulation is not applicable here.
Table 4.2 shows the number of degrees of freedom depending upon number of
layers enriched.
Number of layers enriched Number of degrees of freedom
1 (topological) 210468
2 221124
3 233268
4 239292
Table 4.2: Number of degrees of freedom with number of layers enriched.
In this example we adopt 4 layers of enrichment everywhere.
Figures 4.35 and 4.36 show the L2 norm of error in KI and KII respectively.
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Figure 4.35: Relative error in L2 norm of KI with 4 layers of enrichment.
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Figure 4.36: Relative error in L2 norm of KII with 4 layers of enrichment.
We again focus here on the optimal range, where 4hmin < ρa < 6hmin. CIM again
shows path dependent behavior. Although error are lower at large distances in this
example for CIM, it is generally not the case as was seen in previous examples.
DCM clearly shows path independence for KI while we see some varying behav-
ior for KII which is due to the fact that absolute values for KII are smaller.
Figures 4.37 and 4.38 show the variation for KI and KII respectively. The aver-
aging scheme as defined in Section 2.3 is also shown in figures 4.37 and 4.38.
DCM (er(kI)=1.14% and (er(kII)=2.70%)) is more smoother and have lower er-
rors as compared to CIM where errors are er(kI)=1.31% and er(kII)=2.73%. Us-
ing the averaging scheme lowers down the error even further to er(kI)=0.96% and
er(kI)=2.41%.
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Figure 4.37: KI Variation for: CIM with ρ = 0.95hmin (er(KI)=1.31%); DCM with
ρa = 4.1hmin and ∆ = 0.1hmin (er(KI)=1.14%); DCM with averaging, ρa = 4.1hmin
and ∆ = 0.1hmin and Nk = 10 (er(KI)=0.96%).
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Figure 4.38: KII Variation for: CIM with ρ = 0.95hmin (er(KII)=2.73%); DCM
with ρa = 4.1hmin and ∆ = 0.1hmin (er(KII)=2.70%); DCM with averaging, ρa =
4.1hmin and ∆ = 0.1hmin and Nk = 10 (er(KII)=2.41%).
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CHAPTER 5
CONCLUSIONS
Appropriate crack surface approximation is very important as SIFs depend on
crack geometry. It was shown that sufficiently refined crack triangulation is needed
to have good results for SIF. It was shown for the elliptical crack example in Chap-
ter 3 that significant errors are there in the region of high curvature for the coarse
crack surface triangulation. Moreover, appropriate enrichment function is also
needed to have good results. It was shown for the lens crack example that even
with proper approximation of crack surface, if OD enrichment is used, it will not
provide good values for SIFs. Therefore CurvedOD and CurvedBB is to be used
with sufficiently refined crack surface triangulation to get good results for SIF.
Displacement Correlation Method is a very computationally cheap method for
extracting SIFs. Enriching nodes with branch functions in a region around the
crack front provides good solution in the enrichment zone. It was shown that
DCM develops path independent behavior and gives lowest errors in this enrich-
ment zone. A strategy was developed to enrich specified number of layer of el-
ements around the crack front to utilize this path independent behavior of DCM.
Using representative numerical experiments it was shown that in this optimal zone
where DCM is nearly path independent, it gives errors as low as CFM. Also, SIFs
are much smoother for DCM as compared to CIM. DCM has some issues like
localized spikes as it does not use many points in computation of SIFs.
With the use of a moderate number of sampling points, DCM gets rid of the
issues of localized spikes posed with strategies presented in Chapter 2. Also, CFM
cannot be used when crack is close to a domain boundary and in curved crack
surfaces, therefore, DCM proves to be a versatile method applicable everywhere
and provides good results with appropriate usage.
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