A Gaussian error assumption, i.e., an assumption that the data are observed up to Gaussian noise, can bias any parameter estimation in the presence of outliers. A heavy tailed error assumption based on Student's t distribution helps reduce the bias. However, it may be less efficient in estimating parameters if the heavy tailed assumption is uniformly applied to all of the data when most of them are normally observed. We propose a mixture error assumption that selectively converts Gaussian errors into Student's t errors according to latent outlier indicators, leveraging the best of the Gaussian and Student's t errors; a parameter estimation can be not only robust but also accurate. Using simulated hospital profiling data and astronomical time series of brightness data, we demonstrate the potential for the proposed mixture error assumption to estimate parameters accurately in the presence of outliers. Supplementary materials are available online.
Introduction
An assumption that the data are observed up to Gaussian noise is widely used due to its mathematical and computational simplicity despite its sensitivity to outliers. There are two types of mixture models commonly used to account for outliers. The first type is a mixture of Gaussian distributions. Aitkin and Wilson (1980) propose a mixture of a finite number of Gaussian distributions with the same mean and different variances 1 so that individual
Gaussian errors can have larger variances for outlying observations. Hogg et al. (2010) and Vallisneri and van Haasteren (2017) use this idea to detect and model outliers in analyzing astronomical time series data. This approach, however, fixes the inflation factor of the variance for outliers at a constant (or its estimate) without accounting for its uncertainty.
The second type of model is a scale mixture of Gaussian and inverse-Gamma distributions that converts all of the Gaussian errors into Student's t errors for a robust inference (Andrews and Mallows, 1974; West, 1984; Peel and McLachlan, 2000; Gelman et al., 2014) .
This scale mixture has been widely used in various fields such as a robust Kalman-filtering (Meinhold and Singpurwalla, 1989; Girón and Rojano, 1994; Roth et al., 2013) and image registration processing (Gerogiannis et al., 2009) . However, converting all of the Gaussian errors into Student's t errors does not provide information about outlying observations (i.e., outlier detection) and may result in less efficient parameter estimation when a majority of the errors are concentrated at zero.
We propose a mixture error assumption that selectively converts a Gaussian error into a Student's t error to complement both types of errors. This mixture error can be derived from a mixture of two Gaussian errors with different variances by accounting for the uncertainty of the variance inflation for outliers via a scale mixture of Gaussian and inverseGamma distributions. Thus, the proposed mixture error is (marginally) a mixture of two errors that share the same location and scale parameters, while one follows a Gaussian distribution and the other follows a heavy tailed Student's t distribution. This mixture error takes advantage of Gaussian and Student's t errors, i.e., a mixture error model can be more robust than a Gaussian error model and lead to more accurate parameter estimation than a Student's t error model. Also, under the mixture framework it is straightforward to introduce latent outlier indicators that are useful for detecting outliers.
For example, suppose we observe two data sets; one is composed of twenty i.i.d. realizations of N(0, 1) and the other is the same data whose last observation is incorrectly recorded as 10. Pretending that the mean of the generative Gaussian distribution is an unknown parameter of interest, we set up a model, y i = µ + i , where y i is the i-th observation, µ is the unknown location parameter, and i is an error term. A Gaussian error model sets i ∼ N(0, σ 2 i ), where σ i is the known scale of the i-th error. A t ν error model assumes i ∼ σ i t ν , where ν denotes the known degrees of freedom. A mixture error model sets i ∼ N(0, σ 2 i ) with probability 1 − θ and i ∼ σ i t ν otherwise. For simplicity, we set σ i = 1, ν = 4, and θ = 0.1 without introducing latent outlier indicators. With an improper flat prior (Lebesgue) on µ, we fit these three error models on each of the two data sets.
In each panel of Figure 1 , different types of curves denote the marginal posterior densities of µ obtained with the three different error models; see Appendix A for details of these marginal posterior densities and their posterior propriety. The generative value, µ = 0, is denoted by a vertical dot-dashed line. In the first panel, the dashed curve (Gaussian) concentrates more on the generative value than the other curves because the data are normally observed without an outlier. The solid curve (t 4 ) has the widest spread due to the unnecessarily heavy tailed errors for the normally observed data. Without an outlier, the intervenes between the other two curves because the mixture error is a weighted average of the other two errors. When there is an outlier, the dotted curve (mixture) puts more mass near µ = 0 with less spread than the solid curve (t 4 ) as shown in the second panel.
dotted curve (mixture) intervenes between the dashed (Gaussian) and solid (t 4 ) curves, but more closely to the dashed (Gaussian) one. This is because the mixture error is a weighted average of the other two errors and the data are normally observed with no outliers. In the second panel, the marginal densities of both mixture and t 4 error models hardly change in the presence of an outlier, while the Gaussian error model biases the inference. This indicates that the parameter estimation with the mixture error can be more accurate than that with the t 4 error and more robust than that with the Gaussian error.
The rest of this article is organized as follows. In Section 2, we specify the proposed mixture error in a more general setting and suggest an implementation scheme via a Gibbs sampler, especially for a case where users already have their own Gibbs samplers based on Gaussian error models. Using simulated hospital profiling data and astronomical stochastic time series of brightness data, we compare the performance of the proposed mixture error with that of Gaussian, t ν , and mixture of two Gaussian errors in Section 3.
A mixture of Gaussian and Student's t ν errors
A commonly-used p-dimensional heteroskedastic Gaussian error i is defined as
where 0 is the vector of zeros with length p and measurement covariance matrix V i is a known or accurately estimated p × p covariance matrix of datum i (i = 1, 2, . . . , n). For a more robust error, we may adopt a heavy tailed p-dimensional t ν -distribution, i.e.,
where V 0.5
= V i and t p,ν denotes a p-dimensional multivariate t ν distribution. Although the degrees of freedom ν can be treated as either a known constant or an unknown parameter, here we consider ν as an unknown parameter. Converting all of Gaussian errors into Student's t ν errors improves the robustness to outliers, but can be less efficient in estimating parameters if the heavy tail assumption is redundant for most of the normally observed data. Also, it is challenging to detect outliers in this framework.
Thus, we propose mixing both errors via a latent outlier indicator z i as follows:
where θ is the probability of being an outlier (i.e., of using a t p,v error) and z i is a latent outlier indicator that is 1 if datum i is an outlying observation and 0 otherwise. This mixture error in (3) reduces to the Gaussian error in (1) if θ = 0 and to the t ν error in (2) if θ = 1 with a Uniform(1, 40) prior on ν. We put a Beta(km, k(1 − m)) prior distribution on θ, whose mean and variance are m and m(1−m)/(k +1), respectively. We interpret k as the number of pseudo observations that affects the precision of the Beta prior distribution (Tak and Morris, 2017) , and set m = 0.01 to reflect on our prior belief that the proportion of outlying observations is small.
The resulting posterior inference tends to be sensitive to the shape of the Beta prior on θ, and thus we conduct extensive sensitivity analyses for each numerical illustration in Section 3. These analyses show that the resulting posterior inference becomes similar to that with the t ν error if the Beta prior approaches the Uniform(0, 1) prior. When the data size is large, the resulting inference tends to be more accurate with a large value of k, e.g., k = n, because it hinders errors from being heavy tailed unless there is strong evidence for outliers. However, if the data size is small and outlier proportion is large, e.g, n = 20 with 20% outliers, the Beta prior with a large value of k may dominate the resulting posterior inference, incorrectly designating Gaussian errors to outliers. In this case, the resulting inference becomes biased as the Gaussian error model does. Therefore, when the data size is small it is desirable to use a Uniform(0, 1) prior on θ to prevent such biased inference.
For computational convenience, we re-express V 0.5 i t p,ν in (3) by a scale mixture of Gaussian and inverse-Gamma distributions, introducing an auxiliary variable α i as follows:
Marginally, (4) is equivalent to (3). This mixture error in (4) also reduces to a mixture of two Gaussian errors with the same mean and different variances if α i is fixed at a constant or at its MLE (Aitkin and Wilson, 1980; Hogg et al., 2010; Vallisneri and van Haasteren, 2017) ; the key difference is whether we account for the uncertainty of α i or not. Any Gaussian error model with (1) can be converted to the proposed mixture error model with (4) simply via multiplying α z i i by the known variance component V i in (1). The extra cost of using this mixture error is to account for the uncertainties of the additional unknown parameters, z, θ, α, and ν in (4). Handling these additional parameters is not computationally expensive. For example, suppose we have a Gibbs sampler for a Gaussian error model that adopts (1). Multiplying α z i i by V i changes the original Gibbs sampler in two ways. First, we replace V i with α z i i V i in the original Gibbs sampler to update parameters other than z, θ, α, and ν. This implies that we can keep using the original sampler with a slight modification. Second, we additionally update z, θ, α, and ν at the end of each iteration of the (modified) original Gibbs sampler using their conditional posterior distributions, i.e., for i = 1, 2, . . . , n,
where ν ∈ (1, 40). Here, the parameter of the Bernoulli distribution p i is a proportion of θ-weighted Gaussian densities with the same case-specific mean and different variances, V i and α i V i . The scale parameter of the inverse-Gamma distribution w i is also case-specific but easy to compute. Since the conditional posterior distribution of ν is not a standard family distribution, we sample ν from a Metropolis-Hastings kernel that is invariant to π(ν | α, θ, z, other parameters, data). Consequently, these additional updates form a bigger Gibbs loop that encompasses the original Gibbs loop with a slight modification.
Converting a Gaussian error to a mixture error via multiplying α z i i by V i extends the original joint posterior distribution incorporating additional parameters z, α, θ, and ν.
(The extended model does not reduce to the Gaussian error model unless we fix θ at 0.) Posterior propriety of this extended joint posterior distribution is guaranteed if the original Gaussian error model adopts jointly proper prior distributions for all of the unknown parameters. This is because the additional parameters also have proper prior distributions as specified in (4). However, it is challenging to prove posterior propriety of the extended joint posterior distribution when the original model adopts jointly improper prior distributions except for some trivial cases such as our toy example in Section 1. This is because marginalizing parameters from the product of the mixtures of Gaussian and t ν densities is mathematically complicated. In the following numerical illustrations, we use proper prior distributions for unknown parameters to avoid potential posterior impropriety.
Numerical illustrations 3.1. A two-level Gaussian hierarchical model
Here we generate a simulated data set using the data and model of Morris and Lysy (2012), given certain values of population parameters, and focus on estimating these parameters in the presence of synthetic outliers. Morris and Lysy (2012) To analyze these data, Morris and Lysy (2012) set up a two-level Gaussian hierarchical model, i.e., for i = 1, 2, . . . , 31,
where they assume V i is known, considering the large number of patients in each hospital, µ i denotes the unknown random effect of hospital i, and β and A are the unknown mean and variance of the prior (population) distribution for random effects. Our goal is to estimate β and A accurately in the presence of outlying observations. Although Morris and Lysy (2012) set an improper joint prior h(β, A) ∝ 1, we adopt a proper one that can mimic their improper choice and guarantee posterior propriety of a mixture error model:
where β follows a diffuse Gaussian distribution, A follows a uniform shrinkage prior distri-2 The New York State Department of Health annually releases such data to help people choose hospitals and to improve the quality of medical services (www.health.ny.gov/statistics/diseases/cardiovascular). The resulting full posterior density is
where µ = (µ 1 , µ 2 , . . . , µ 31 ), y = (y 1 , y 2 , . . . , y 31 ), the distribution for h is specified in (7), and the distributions for f and g are in (6). Posterior propriety holds because we use the proper prior distributions for µ, β, and A. We sample this full posterior distribution using a Gibbs sampler that iteratively samples the following conditional posterior distributions:
We specify details of these conditional posterior distributions in Appendix B.1.
The proposed mixture error model and its implementation
The Gaussian error in (6) can be converted to the proposed mixture error simply via multiplying α (6) with prior distributions on the additional parameters, i.e.,
where we set k = 31 and m = 0.01; we conduct sensitivity analyses on k and m in Appendix B.2, including a case where the data are generated with t 4 errors. Using this model, we also check the sensitivity according to both data size and outlier proportion in Appendix B.3. The resulting extended full posterior distribution is
where the distributions for f * and q are specified in (10). Posterior propriety holds because prior densities, q, h, and g, are jointly proper. We sample this extended full posterior distribution, using an extended Gibbs sampler that encompasses the original Gibbs sampler.
At each iteration, we first sample µ, β, and A via (9) after replacing
with α
Then we update the additional parameters using their conditional posterior distributions outlined in (5), i.e., for i = 1, 2, . . . , 31,
where the notation N 1 (w | a, b) denotes the Gaussian density of w with mean a and variance b, and the conditional distributions of θ and ν are the same as those specified in (5).
We use this extended Gibbs sampler to obtain the outcomes based on the Gaussian, t ν , and mixture of two Gaussian errors. Running the extended Gibbs sampler by fixing z i = 0 for all i without updating the additional parameters, θ, α, and ν, results in the outcomes based on the Gaussian error. Similarly, the extended Gibbs sampler that fixes z i = 1 for all i without updating θ leads to the outcomes based on the t ν error. As for the mixture of two Gaussian errors, we assume that α j = α, following Aitkin and Wilson (1980) , and implement the extended Gibbs sampler after fixing α at its MLE without updating ν; see Appendix B.1 for details of the MLE.
Generation and analysis of simulated data
To compare the performance of the proposed mixture error with that of the Gaussian, t ν , and mixture of two Gaussian errors, we generate pseudo-data y sim ≡ {y To compare the estimation accuracy numerically in the presence of outliers, we summarize the sampling results of β and log(A) in Table 2 that are obtained by fitting the four error models on y out . We list the posterior mean, its Monte Carlo error and bias, mean-squared error (MSE) ratio, 95% posterior interval and its length, and the CPU time in seconds; see the caption of Table 2 for details of their definitions. With the synthetic outliers, the proposed mixture error model results in smaller bias, smaller MSE, and shorter 95% posterior interval for both parameters than the other error models. Using the proposed mixture error model, however, takes 1.54 times more CPU time than the Gaussian mixture Table 2 : Numerical summaries of the sampling results obtained by fitting the four error models on y out . First, we compute the average of 100,000 posterior samples of β or log(A) for each of thirty Markov chains. The listed posterior mean is the mean of these thirty averages and the Monte Carlo error in the parentheses is the standard deviation of these thirty averages. The bias is the absolute difference between the posterior mean and the generative value. The (Monte Carlo estimate of the) MSE is the bias squared plus the Monte Carlo error squared, and the MSE ratio is the MSE obtained with the Gaussian, t ν , or Gaussian mixture error model divided by that obtained with the proposed mixture error model. The 95% posterior interval (P.I.) is based on 0.025 and 0.975 quantiles of the combined three million posterior samples. The CPU time in seconds is averaged over the CPU times for the thirty runs. The proposed mixture error model outperforms the other error models in terms of bias, MSE, and 95% P.I. though it takes more CPU time. 
A state-space model of an Ornstein-Uhlenbeck process
We analyze irregularly observed time series data of the brightness of a MACHO (Massive Compact Halo Objects) quasar 4 that is a highly luminous galaxy with an actively accreting supermassive black hole at the center (Geha et al., 2003) . The brightness time series data of MACHO source 70.11469.82 are irregularly observed via an R-band optical filter on 242 nights for 7.5 years since 1992. The data are composed of the magnitudes, an astronomical logarithmic measure of brightness, and their reported measurement standard deviations.
The left panel of Figure 4 denotes the magnitudes by empty circles and their measurement standard deviations by the half lengths of vertical lines around the empty circles.
We use the notation t = {t 1 , t 2 , . . . , t n } to denote the observation times and y = {y 1 , y 2 , . . . , y n } to denote the observed magnitudes (n = 242). In analyzing the photometric data, the reported measurement variances denoted by V = {V 1 , V 2 , . . . , V n } are typically assumed to be known (Kelly, 2007) . We also assume that the latent magnitudes denoted by
. . , Y (t n )} have generated the observed data y with heteroskedastic Gaussian errors, i.e., for i = 1, 2, . . . , 242, 
where µ and σ are the overall mean and short-term variability of the process on the magnitude scale, respectively, τ is a timescale in days, and B(t) is standard Brownian motion.
Our goal is to estimate σ and τ accurately because these are known to be associated with (14) provides Gaussian prior distributions of the latent magnitudes:
, and for i = 2, 3, . . . , 242,
where a i ≡ exp(−(t i −t i−1 )/τ ) is a shrinkage factor that depends on the observation cadence and τ . Following Tak et al. (2017b), we adopt independent, weakly informative, and proper prior distributions for the O-U parameters, µ, σ 2 , and τ , i.e.,
The resulting full posterior density of the unknown parameters is proportional to the product of probability densities of the data and parameters, i.e.,
where the distributions of f , g, and h are specified in (13), (15), and (16), respectively. The full posterior distribution is proper because all of the prior distributions are jointly proper.
We sample this full posterior distribution using a Gibbs sampler specified in Appendix C.1 that iteratively samples the following four conditional posterior distributions:
The proposed mixture error model and its implementation
To convert Gaussian errors into mixture errors, we multiply α
i by V i in (13) with independent prior distributions on the additional parameters, i.e., for i = 1, 2, . . . , 242,
where k = 242 and m = 0.01; see Appendix C.2 for sensitivity analyses on k and m, including a case where we generate another data set with t 4 errors. The full posterior distribution in (17) is extended to
where the distributions of q and f * are defined in (19). The extended full posterior distribution is also proper because the prior densities, q, h, and g, are jointly proper. An extended Gibbs sampler to sample (20) keeps using the original Gibbs sampler, iteratively sampling Y (t), µ, σ 2 , and τ using (18) after replacing
At the end of each iteration of the modified original Gibbs sampler, we update z, θ, α, and ν using their conditional posterior distributions, i.e., for i = 1, 2, . . . , n,
and the conditional posterior distributions of θ and ν are specified in (5). We suppress conditioning on Y (t), µ, σ 2 , τ, and y in (21).
We use this extended Gibbs sampler to obtain the outcomes based on Gaussian, t ν , and mixture of two Gaussian errors. For the Gaussian error model, we set z i = 0 for all i without updating θ, α, and ν. Similarly, for the t ν error model, we fix z i = 1 for all i and do not update θ. Following Vallisneri and van Haasteren (2017), we fix α i at an arbitrarily large constant, 10 2 , for the Gaussian mixture error model. We fit the four error models on both y sim and y. For each error model, we independently run thirty Markov chains each with length 550,000 and discard the first 50,000 as burnin iterations. We thin each Markov chain from length 500,000 to 100,000. We display and summarize the sampling results using the combined three million posterior samples of each parameter for both simulated and real data analyses; see Appendix C.3 for details of Markov chain convergence diagnostics. and proposed mixture (dotted curve) error models on y sim . The vertical lines indicate the generative values, µ gen , log(σ gen ), and log(τ gen ). In estimating the location parameter µ in the first panel, the t ν , Gaussian and proposed mixture error models produce posterior distributions of µ that have a wider spread but concentrate closer to µ gen than the Gaussian error model. In the second panel, the mode of the posterior distribution of log(σ) obtained with Gaussian error is much larger than log(σ gen ) because the short-term variability σ is anticipated to vastly increase to account for the outliers under the Gaussian error assumption. In the third panel, the opposite occurs for the posterior distribution of log(τ ) obtained with Gaussian error because of the negative association between σ and τ a posteriori (Kelly et al., 2009; MacLeod et al., 2010) . Thus, the Gaussian error assumption leads to severe biases for the parameters of interest, σ and τ , in the presence of outliers.
When it comes to the comparison between the robust choices, the posterior distributions of the three parameters obtained by the proposed mixture error model puts more mass near the generative values than those obtained by the t ν and Gaussian mixture error models.
Bar plots in Figure 6 display the posterior means of 242 outlier indicators. Most bars in the first panel have almost zero heights, while those in the second panel are slightly higher. This implies that the Gaussian mixture error model outperforms the proposed mixture error model in designating non-inflated Gaussian errors to non-outlying observations. However, when it comes to certain bars that are noticeably higher than the others, the Gaussian mixture error model tends to designate inflated Gaussian errors to them (i.e., down-weighting larger observations) more often than the proposed mixture error model does. This makes the Gaussian mixture error model produce a smaller estimate of log (σ) and a larger estimate of log(τ ) (due to negative association) than the proposed mixture error model as shown in the second and third panels of Figure 5 . Table 3 summarizes numerical results including the posterior mean, bias, MSE ratio, 95% posterior interval and its length, and the CPU time in seconds; see the caption of Table 2 for details of their definitions. As for the parameters of interest, σ and τ , the proposed mixture error model significantly improves estimation accuracy compared to the 1, 2 , . . . , 242). Although the Gaussian mixture error model works better than the proposed mixture error model in terms of designating non-inflated Gaussian errors to non-outlying observations correctly, it tends to designate inflated Gaussian errors to larger observations more often. Table 2 for the definitions of these summaries. As for the parameters of interest, i.e., log(σ) and log(τ ), the proposed mixture error model produces the most accurate estimates, considering that the MSE ratios are greater than 1, although it does not produce the shortest posterior interval for log(σ). Also, it takes about 7% more CPU time than the Gaussian mixture or t ν error model. other error models, considering that the MSE ratios are greater than 1. Also, implementing the proposed mixture error model takes just about 7% more CPU time than running the Gaussian mixture or t ν error model. However, it turns out that the 95% posterior interval for log(σ) obtained with the proposed mixture error model is not the shortest.
Analysis of the observed data of MACHO 70.11469.82
Finally, we fit the four error models on the data for MACHO 70.11469.82. The sampling results are displayed in Figure 7 and are numerically summarized in Table 4 . These results Figure 7 : The posterior distributions of µ, log(σ), and log(τ ) (from the left panel) obtained by fitting Gaussian (dot-dashed), t ν (solid), Gaussian mixture (dashed), and proposed mixture (dotted) error models on the observed data y. These results are almost identical to the outcomes of the simulation study displayed in Figure 5 .
are quite similar to those of the simulation study shown and summarized in Figure 5 and Table 3 , respectively. For example, the posterior distributions of log(σ) and log(τ ) from the Gaussian mixture error model in the second and third panel of Figure 7 , respectively, are located between those from the t ν error model and those from the proposed mixture error model, as is the case in Figure 5 . Thus, even though we do not know the generative values for these MACHO time series data, it is likely that the proposed mixture error model might produce more accurate estimates than the other error models for these data, analogous to the simulation study in Section 3.2.2. Though not shown here, the result of outlier detection is also similar to that of the simulation study displayed in Figure 6 .
Concluding remarks
A heavy tailed error assumption based on Student's t distribution is well known for its robustness in parameter estimation compared to a commonly-used Gaussian error assumption. However, it may be inefficient to apply the heavy tailed error assumption to most of Table 4 : Numerical summaries obtained by fitting the four error models on the observed data y; see the caption of Table 2 for the computational details. Overall, these results are similar to those of the simulation study summarized in Table 3 . the data when majority of the errors are concentrated at zero. Thus we propose mixing the Gaussian and Student's t errors by introducing latent outlier indicators, converting Gaussian errors to t errors only when the observed data are evaluated to be outliers. This mixture error assumption leverages the best of the Gaussian and t error assumptions in that the resulting parameter estimation can be not only robust but also accurate. Using a Gaussian hierarchical model to fit the simulated hospital profiling data and a state-space model of an Ornstein-Uhlenbeck process to fit the brightness time series data of a MACHO quasar, we have empirically shown that this mixture error can achieve both robustness and accuracy in estimating parameters.
There are several opportunities to build upon this work. First, we can extend the proposed mixture error in (4) to even more general mixture errors by allowing any scale mixture family of a Gaussian distribution (Andrews and Mallows, 1974; West, 1987) . For example, if the prior distribution of α i in (4) is an Exponential(w 2 ) distribution instead of the inverse-Gamma(ν/2, ν/2) distribution, then the second mixture component in (3) becomes a Laplace(w) distribution that is used for a Bayesian Lasso (Park and Casella, 2008) . Second, converting Gaussian errors into mixture errors can be simply achieved as illustrated, but it is unclear whether the conversion automatically guarantees posterior propriety when the original Gaussian error model guarantees it with jointly improper prior distributions. Another avenue for further improvement is to derive an optimization-based inference for a mixture error model using an EM algorithm (Dempster et al., 1977) as is usually done for mixture models (Aitkin and Wilson, 1980) . Finally, for some cases it is desirable to consider the measurement covariance matrix V i in (4) as unknown. We invite interested readers to explore these possibilities.
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The full posterior distribution based on the t 4 error model is
where q(µ) ∝ 1 and h(α) is proportional to the product of inverse-Gamma(ν/2, ν/2) prior densities of α i 's. With ν = 4, the marginal posterior density of µ with α integrated out from (22) is
where the right-hand side is the product of the densities of a shifted t 4 -distribution. This posterior density of µ is proper because an upper bound of (23), i.e., (1 + (y 1 − µ) 2 /4) −2.5 , results in a finite integral with respect to µ. Thus the joint posterior in (22) is also proper.
The full posterior distribution based on the mixture error model is
where q and h are the same density functions used in (22), and p is proportional to the product of Bernoulli(0.1) prior mass functions of z i 's. With ν = 4, the posterior density of µ and α with z integrated out from (24) is
The marginal posterior density of µ with α integrated out from (25) is
whose tails decay as a power law, (1 + |µ|) −100 , and thus the integral of π * 3 (µ | y) with respect to µ is finite. Consequently, the full posterior distribution in (24) is proper.
APPENDIX B . Details in Section 3.1 B.1 The Gibbs sampler
To sample the full posterior distribution in (8) that is based on a Gaussian error assumption, we derive a Gibbs sampler that iteratively samples the three conditional posterior distributions outlined in (9), i.e., for i = 1, . . . , 31,
where
is a shrinkage factor andμ is the sample mean of µ. Since the conditional posterior distribution of A cannot be sampled directly, we use a MetropolisHastings algorithm to sample A within the Gibbs sampler (Tierney, 1994) . We draw a proposal log(A * ) from N 1 (log(A (i−1) ) | σ 2 ) at iteration i, where the proposal scale σ is adaptively set to produce the acceptance rate around 0.35 for all of the error models in each case. We set A (i) to A * with a probability
and set (28) is the Hastings ratio for the update of A on a logarithmic scale.
The extended full posterior distribution based on a mixture error assumption is specified in (11). An extended Gibbs sampler uses the conditional posterior distributions of the original Gibbs sampler in (27) to sample µ, β, and A after replacing V i (including those in
i V i in the conditional posterior distribution of µ i . After updating µ, β, and A, the extended Gibbs sampler updates the additional parameters, i.e., z and α via (12) and θ and ν via (5). As for the initial values of this extended Gibbs sampler, we set µ
01 for all i. We use this extended Gibbs sampler to obtain sampling results for all of the error models; see Section 3.1.1 for details.
The Gaussian mixture error model assumes that α i = α for all i. Based on this assumption, the marginalized likelihood function for β, θ, A, and α is
We obtain the maximum likelihood estimates,β,θ,Â, andα, that jointly maximize (29).
To obtain the sampling result of the Gaussian mixture error model, we set α We also conduct another sensitivity analysis to see the impact of the data generation assumption. This time we newly simulate a data set with t 4 errors instead of Gaussian errors; we sample µ sim given β gen = 0 and A gen = 0.722 using (6) is the scale parameter of the t 4 distribution. We do not introduce synthetic outliers. according to the designated proportions, and replace the simulated data with these outliers.
For the case of n = 20 and 10% outliers, for example, the data set is composed of the first 20 values of y sim , and we replace its first two values with two synthetic outliers generated from N 1 (0, 20 2 ).
We fit both t ν and mixture error models on the nine data sets with three different Beta priors on θ for the mixture model as is the case in Section B.2; we consider m = 0.01 if applicable. For each model and case, we run a single Markov chain with length 550,000 and discard the first 50,000 as burn-in. We summarize the sampling result of β in Figure 10 and that of log(A) in Figure 11 . The mixture error model with k = n or k = n/5 performs Figure 10 : The result of sensitivity analysis for the posterior density of β according to the data size and outlier proportion. Each panel shows four density curves obtained by different error models. It shows that a weak prior on θ, e.g., Uniform(0, 1), can prevent a misleading inference when the date size is small and outlier proportion is large; see the second and third panels in the first column.
poorly under the cases where n = 20 with large proportions of outliers (20%, 30%). It results in an extremely wide spread for the density of β and severe bias for the density of log(A); see the second and third panels in the first column of Figure 10 and those of Figure 11 . Notice that this result is similar to the inference of the Gaussian error model in the presence of outliers in Section 3.1.2. This happens because the Beta(km, k(1−m)) prior Figure 11 : The result of sensitivity analysis for the posterior density of log(A) according to the data size and outlier proportion. Each panel shows four density curves obtained by different error models. It shows that a weak prior on θ, e.g., Uniform(0, 1), can prevent a misleading inference when the date size is small; see the second and third panels in the first column.
with k = n (or k = n/5) and m = 0.01 is strong enough to designate Gaussian errors to outlying observations a posteriori, making the resulting inference similar to that obtained with Gaussian errors. These results indicate that a weak prior on θ, e.g., Uniform(0, 1), is desirable and safe when the data size is small. In other cases, the strong Beta prior with k = n (or k = n/5) tend to produce more accurate inference.
B.4 MCMC convergence diagnostics
We check the convergence of the Markov chain that was used in Section 3.1.2. For the posterior inference, we independently implemented 30 Markov chains each for 1,050,000
iterations and discarded the first 50,000 as burn-in iterations. We thinned each chain from length 1,000,000 to 100,000 and combined the 30 thinned Markov chains. Thus, the length of the combined Markov chain is 3,000,000.
The first row of Figure 12 shows four auto-correlation functions of β obtained by four different error models under the case without an outlier. Their effective sample sizes per the total number of iterations are 0.790, 0.621, 0.799, and 0.770 from the left, and those per Figure 12 : The auto-correlation functions of β obtained by four different error models, i.e., Gaussian (N), t ν (t), Gaussian mixture (N+N), and proposed mixture (N+t) error models. The length of (thinned and combined) Markov chain is 3,000,000. The upper panels show the case without an outlier and the bottom panels exhibit the case with three synthetic outliers. These auto-correlation functions decrease quickly, and thus the Markov chain convergence appears satisfactory. In Figure 13 , we display the auto-correlation functions of log(A) in the same format as The auto-correlation functions of θ obtained by Gaussian (N+N) and proposed (N+t) mixture error models. The length of (thinned and combined) Markov chain is 3,000,000. The first two panels show the case without an outlier and the last two panels exhibit the case with three synthetic outliers. These functions decrease to zero immediately.
not consider the smallest effective sample size as the evidence of the lack of convergence.
C.1.2 Conditional posterior distributions of the O-U parameters
We use the same notation Y (t i ) and a i as in Appendix C.1.1. We sample π 2 in (30) using a truncated Gaussian posterior distribution whose support is (−30, 30) :
We sample π 3 (σ 2 | µ, Y (t), τ, y) in (30) using the following inverse-Gamma distribution: .
At iteration i, we draw a proposal log(τ * ) from N 1 (log(τ (i−1) ), φ 2 ), where φ is the proposal scale. We set τ (i) to τ * with a probability min 1,
and set τ (i) to τ (i−1) otherwise. The proposal scale φ is adaptively set to produce an acceptance rate around 0.35.
C.2 Sensitivity analyses according to k, m, and the data generation assumption
First, we conduct a sensitivity analysis according to the various values of k and m of the Beta(km, k(1 − m)) prior distribution on θ. The setting is the same as that in Section B.2; in addition to the Uniform(0, 1) prior on θ, we try k = n and k = n/5, and three values of m, i.e., 0.01, 0.05, and 0.1. We fit the models on the simulated data, y sim . Figure 15 displays the result. Each panel on the first row exhibits four marginal densities Figure 15 : The result of sensitivity analysis on log(σ) (first row) and log(τ ) (second row). Each panel shows four marginal posterior densities obtained by the t ν error and proposed mixture error model with different priors on θ. Clearly, the posterior densities obtained by the proposed mixture error model become similar to the density obtained by the t ν error model as the Beta prior approaches the Uniform(0, 1) prior.
of log(σ) obtained by the t ν error and proposed mixture error models (with different priors on θ), and each panel on the second row shows those of log(τ ). Clearly, the marginal posterior density of the proposed mixture error model approaches the corresponding density of the t ν error model as k decreases or m increases. It confirms again that as the Beta prior on θ becomes close to the Uniform(0, 1), the resulting inference of the proposed mixture error model becomes similar to that of the t ν error model.
We also check the data generation assumption by simulating a new data set via t 4 errors instead of Gaussian errors. i t 4 for all i. Using these newly simulated data, we repeat the sensitivity analysis, fitting the t ν error and proposed mixture error models. Figure 16 displays the result of the sensitivity analysis. Regardless of the values of m, the t ν error model produces a posterior distribution of log(σ) that concentrates more on log(σ gen ) than the others, while that of log(τ ) does not put more mass near log(τ gen ) than the others due to the negative association between σ and τ a posteriori. Overall, the inference of the proposed mixture error model is similar to that of the t ν error model, considering that the data are generated by t 4 errors.
C.3 Markov chain convergence diagnostics
We check the convergence of the (thinned and combined) Markov chains used in Sections 3.2.2 (simulated data) and 3.2.3 (MACHO data). Figure 17 displays the auto-correlation functions of µ (first row), those of log(σ) (second row), and those of log(τ ) (third row) obtained by fitting four different error models on y sim , and Figure 18 shows those fitted on the MACHO data y. The auto-correlation functions decrease quickly for all cases. Also, though not shown here, the effective sample sizes do not show the evidence of the lack of Figure 16 : The result of checking the sensitivity when a new data set is generated by t 4 errors instead of Gaussian errors. Each panel shows four marginal densities of log(σ) (first row) or log(τ ) (second row). It turns out that the density of log(σ) obtained by the t ν error model results in the most accurate inference, while that of log(τ ) does not due to the negative association between σ and τ . However, the posterior distributions from the t ν and mixture error models differ little, considering that the data are generated by t 4 errors.
convergence. sim (the first two panels) and on y (the last two panels). All of the auto-correlation functions decrease quickly, although the auto-correlation function of the proposed mixture error model decreases more slowly than that of the Gaussian mixture error model.
