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Abstract
Quasi-linear functions generate sequence transformation methods whose conditioning depends upon the nature of the
sequence to be accelerated. These methods are often well conditioned when they are applied to alternating sequences;
however, they are relatively ill-conditioned in case of monotonic convergence. The condition numbers of the Shanks trans-
formation ek(sn) are given in order to prove that the closely related -algorithm to a such transformation is ill-conditioned
when performed on the set of totally monotonic sequences. In the same way, we show that this algorithm is well condi-
tioned on the set of totally oscillating sequences. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Condition number; -algorithm; Hankel determinant; Shanks transformation; Totally monotonic (oscillating)
sequence
1. Introduction
Nonlinear sequence transformations are generally used for the extrapolation and convergence ac-
celeration of slowly convergent sequences and series, and may also be applied for the summation
of divergent series. Introductions to methods of such problems are reported in textbooks by several
authors as Brezinski and Redivo-Zaglia [9], Wimp [23], or Weniger [22].
The implementation for extrapolation or convergence acceleration methods leads to important
questions related to cancellation errors appearing from the >nite precision of computers. It is well
known that many of these methods are relatively unstable numerically. For this purpose, a stability
analysis of such methods is required and may have several applications. The study of such problems
was initiated by Wynn in 1959 [25]. In this work, the author has investigated the propagation of
errors in certain nonlinear algorithms, especially those referred to as the lozenge diagram, as it is
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the case for the famous -algorithm. The latter is a device proposed by Wynn [24] to accelerate
the convergence of slowly convergent sequences and is also applied for summing divergent series
[5,9,22,23]. This method is, in fact, a very practical way to construct Shanks transformation ek(sn)
[19], without the necessity of evaluating determinants. A suEcient condition for the instability of
the -algorithm was given by Wynn [26]. Particular rules proposed by Wynn [27], more stable than
the initial one, were extended later by Cordellier [10] by using the homographic invariance of the
-algorithm. Wynn has pursued his work on the stability of this algorithm by studying deeply the
subject of stability when this method is applied to Newton and Dirichlet series [28].
Several other studies on the stability of nonlinear sequence transformations have been done by
diGerent authors. We can mention the study of Bell and Phillips [3] on the conditioning of the
popular Aitken’s I2-process [1,2]. The authors have shown that this method is well conditioned on
alternating series. Other works of Sidi [20,21] on the d(1) transformation [17] and, more generally,
on generalizations of the Richardson extrapolation process were carried out as far as the stability
is concerned. More recently, the stability of the Homeier J transformation [13] is analyzed in
[15]. It is proved that many important algorithms that were shown to be special cases of the J
transformation are S-stable, as de>ned in [15]. It is the case for the pJ transformation [14], the
Weniger S transformation [22, Eqs. (8:2) and (8:3)], the Levin L transformation [16,22].
The conditioning of a large class of quasi-linear sequence transformations and their application
to both classes of linear and logarithmic sequences, has recently been analyzed in [18]. From this
study, one can conclude that convergence acceleration methods are well conditioned when they
are applied to alternating sequences, whereas they are relatively ill-conditioned when applied to
monotonic sequences.
This paper deals with a conditioning analysis of the Shanks transformation and its closely related
-algorithm. The diEculty of making a stability analysis of this algorithm in its application to gen-
eral sequences is mentioned by Wimp [23, p. 142]. It has been proved by Brezinski [4] that the
sequences formed by columns and diagonals of the -array converge faster than the initial sequence
for nonlogarithmic totally monotonic sequences, or converging totally oscillating sequences. There-
fore, it is important to make a conditioning analysis of the Shanks transformation in its application
to totally monotonic and totally oscillating sequences. For that purpose, regarding the transformation
ek as a function of 2k +1 arguments, the condition number is de>ned as the 1-norm of the gradient
of this function. A compact expression of the condition number is derived in terms of minors of
certain determinants and some auxiliary matrices (see formula (13)). The formalism is applied to e1,
i.e., the noniterated Aitken’s I2 process. Further, the conditioning of the -algorithm in its applica-
tion to totally monotonic and to totally oscillating sequences is discussed. The given results justify
theoretically those reported by Wynn [28]. We observe particularly that our condition numbers may
also be expressed in terms of values of an orthogonal polynomial. In the >nal part of this work,
some concluding remarks are given.
2. The function ek and its condition number
In this section, following the de>nition of the function ek , the condition number C(ek) is expressed
as a norm of the gradient of ek . By manipulation of minors of Hankel determinants, the calculus
of the partial derivatives of ek will enable us to formulate the function C(ek).
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2.1. The function ek
Let us consider the following determinants:
H0(u0) = 1; Hk(u0) =
∣∣∣∣∣∣∣∣∣
u0 u1 : : : uk−1
u1 u2 : : : uk
...
...
...
uk−1 uk : : : u2k−2
∣∣∣∣∣∣∣∣∣
; k = 1; 2; : : : ; (1)
Hk(u0) denotes the so-called Hankel determinant considered here as a function of the (2k − 1) real
variables u0; u1; : : : ; u2k−2. A second form of Hk+1(u0) is
Hk+1(u0) =
∣∣∣∣∣∣∣∣∣
u0 Iu0 : : : Iuk−1
u1 Iu1 : : : Iuk
...
...
...
uk Iuk : : : Iu2k−1
∣∣∣∣∣∣∣∣∣
; (2)
where, for any sequence (xn), the operator I is de>ned by I0xn = xn; n = 0; 1; : : : ; and Ik+1xn =
Ikxn+1 −Ikxn, for n; k = 0; 1; : : : : In the same way,
Hk(I2u0) =
∣∣∣∣∣∣∣∣∣
1 Iu0 : : : Iuk−1
1 Iu1 : : : Iuk
...
...
...
1 Iuk : : : Iu2k−1
∣∣∣∣∣∣∣∣∣
: (3)
The function ek of the (2k + 1) variables u0; u1; : : : ; u2k is de>ned as the ratio of the determinants
respectively given by Eqs. (2) and (3):
ek(u0; u1; : : : ; u2k) =
Hk+1(u0)
Hk (I2u0)
; k = 0; 1; 2; : : : : (4)
When applied to a particular sequence s = (sj)j¿0 of real (or complex) numbers, the function ek
will give rise to the Shanks transformation usually denoted by ek(sn) (i.e. ek where u0; u1; : : : ; u2k are
changed by sn; sn+1; : : : ; sn+2k).
For the reasons given in introduction, the Shanks transformation ek(sn) is usually implemented by
the -algorithm of Wynn [24] which consists in computing the numbers (n)k by
(n)−1 = 0; 
(n)
0 = sn; n= 0; 1; : : :
(n)k+1 = 
(n+1)
k−1 +
1
(n+1)k − (n)k
; k; n= 0; 1; : : :
The following result is fundamental. Wynn [24] has shown that the -algorithm is related to the
Shanks transformation by
Lemma 2.1.
(n)2k = ek(sn); n; k = 0; 1; 2; : : : : (5)
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Let us designate by Ak the subset of R2k+1 on which ek is de>ned, i.e., such that Hk(I2u0) = 0.
The function ek satis>es the following conditions on its domain Ak , which are:
(a) a condition of translativity on Ak , that is
∀(u0; u1; : : : ; u2k) ∈ Ak; ∀b ∈ R; ek(u0 + b; u1 + b; : : : ; u2k + b) = ek(u0; u1; : : : ; u2k) + b; (6)
(b) a condition of homogeneity on Ak , that is
∀(u0; u1; : : : ; u2k) ∈ Ak; ∀a ∈ R; ek(au0; au1; : : : ; au2k) = aek(u0; u1; : : : ; u2k):
Sequence transformation which are translative and homogeneous are called quasi-linear. Such
transformations have been introduced by Germain-Bonne [12] and studied by Brezinski [8].
Lemma 2.2. For all k¿1;
2k∑
j=0
@ek
@uj
(U ) = 1; (7)
where U = (u0; u1; : : : ; u2k) belongs to Ak .
Proof. For a given k¿1, let us designate by D the operator D = @=@u0 + · · · + @=@u2k and prove
that Dek = 1 identically. Since the function ek is twice diGerentiable on its domain Ak , by Taylor’s
formula we have
ek(u0 + b; : : : ; u2k + b) = ek(u0; : : : ; u2k) + bDek(u0; : : : ; u2k) + b2D2ek(u0 + b0; : : : ; u2k + b2k)=2
with bi ∈ [0; b], for i = 0; : : : ; 2k. Thus, by the translativity of ek ,
1 = (ek(u0 + b; : : : ; u2k + b)−ek(u0; : : : ; u2k))=b
=Dek(u0; : : : ; u2k + bD2ek(u0 + b0; : : : ; u2k + b2k)=2:
Letting b tend to zero, we see that Dek = 1, identically.
2.2. The associated condition number function of ek
According to the de>nition of the condition number given in [18], we de>ne the following func-
tional:
Denition 2.3. The condition number of the function ek is the function C(ek) of the variables
u0; u1; : : : ; u2k which is is de>ned by
C(ek)(u0; u1; : : : ; u2k) =
2k∑
j=0
∣∣∣∣∣@ek@uj (u0; u1; : : : ; u2k)
∣∣∣∣∣ : (8)
Remark 2.4. The condition number C(ek) is, in fact, substantially related to the gradient ek of
the function ek by
C(ek)= ‖ ek ‖1 :
As a consequence of Lemma 2.2, we obtain a lower bound of the condition number:
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Corollary 2.5. For all k¿1
16C(ek):
Proof. Let k¿1. By using Lemma 2.2, we have obviously for U ∈ Ak ,
1 =
2k∑
j=0
@ek
@uj
(U )6
2k∑
j=0
∣∣∣∣∣@ek@uj (U )
∣∣∣∣∣ :
As we shall see below, this lower bound is reached by C(ek) with sign condition on components
of ek . This situation corresponds to the case when ek is well conditioned.
Property 2.6. A necessary and su?cient condition to have C(ek) = 1; ∀k¿1; is that
@ek
@uj
¿0; ∀j = 0; : : : ; 2k;
with all these derivatives not simultaneously equal to zero.
Proof. Let k¿1. Firstly, all the partial derivatives @ek=@ui; i=0; : : : ; 2k; cannot vanish simultaneously
on Ak , otherwise Lemma 2.2 would not be satis>ed.
Let us set Z = {u0; : : : ; u2k} and suppose that there exists Y ⊂Z; ∅ = Y = Z , such that for all
U ∈ Ak , we have @ek=@uj(U )¡ 0; ∀j ∈ Y; and @ek=@ui(U )¿0; ∀i ∈ Z \ Y . The condition number
is rewritten as
C(ek)(U ) =
∑
i∈Z\Y
@ek
@ui
(U )−
∑
i∈Y
@ek
@ui
(U ) =
2k∑
j=0
@ek
@uj
(U )− 2
∑
i∈Y
@ek
@ui
(U ):
Since @ek=@ui(U )¡ 0; ∀i ∈ Y , it follows by Lemma 2.2 that C(ek)(U )¿ 1. The possibility Y = Z
is excluded, otherwise
C(ek)(U ) =−
2k∑
j=0
@ek
@uj
(U ) =−1;
in virtue of Lemma 2.2. This last equality is impossible since the condition number is nonnegative.
Conversely, the result is obviously a consequence of the de>nition of the function condition number
and Lemma 2.2.
In other words, a necessary and suEcient condition that ek be well conditioned (i.e. C(ek)=1) is
that all the partial derivatives of ek be nonnegative. Therefore we will adopt the convention that ek
be ill-conditioned if and only if C(ek)¿ 1, i.e. there exists at least one negative partial derivative
of ek .
When C(ek) is applied to the 2k + 1 consecutive terms sn; sn+1; : : : ; ; sn+2k of a sequence s, let us
denote for simplicity
Cn(ek ; s) =
2k∑
j=0
∣∣∣∣∣@ek@uj (sn; sn+1; : : : ; sn+2k)
∣∣∣∣∣ ; n= 0; 1; 2; : : : : (9)
46 M.N. Senhadji / Journal of Computational and Applied Mathematics 135 (2001) 41–61
Cn(ek ; s) designates, in fact, for any n ∈ N, the condition number of ek at the nth step of the transfor-
mation. This quantity represents, the ampli>cation factor of the errors on the terms
sn; : : : ; sn+2k .
In case of convergence of the sequence (Cn(ek ; s))n¿0, the asymptotic condition number exists
and is given by
C∞(ek ; s) = lim
n→+∞ Cn(ek ; s):
2.3. Calculus of the partial derivatives
The sign of each partial derivative will inNuence the conditioning of the process required to
compute the function ek at the point (sn; sn+1; : : : ; sn+2k). Hence, we will calculate all the partial
derivatives of ek and >nd the conditions on the sequence s on which ek is applied. Necessarily, one
of the two following cases occurs:
• the sequence s is such that all the partial derivatives of ek are nonnegative, i.e., ek well-conditioned
for s,
• the sequence s is such that there exists, at least one negative partial derivative of ek , i.e., ek
ill-conditioned for s.
In order to capture the sign of each partial derivatives of ek , we will need the following result
due to Cordellier [11]:
Lemma 2.7. Let N (u) and D(u) be two determinants of the same order (k + 1); diAering only
by their Brst column and whose (k + 1):(k + 2) elements are diAerentiable functions of the real
variable u:
N (u) =
∣∣∣∣∣∣∣∣∣
b0 a01 · · · a0k
b1 a11 · · · a1k
...
...
...
bk ak1 · · · akk
∣∣∣∣∣∣∣∣∣
and D(u) =
∣∣∣∣∣∣∣∣∣
a00 a01 · · · a0k
a10 a11 · · · a1k
...
...
...
ak0 ak1 · · · akk
∣∣∣∣∣∣∣∣∣
:
If D(u) = 0; the function f(u) = N (u)=D(u) is diAerentiable and
f′(u) =
M (u)
(D(u))2
with M (u) =
∣∣∣∣∣∣∣∣∣
" #0 : : : #k
b0 a00 : : : a0k
...
...
...
bk ak0 : : : akk
∣∣∣∣∣∣∣∣∣
;
where
" =
∣∣∣∣∣∣∣∣∣
b′0 a01 : : : a0k
b′1 a11 : : : a1k
...
...
...
b′k ak1 : : : akk
∣∣∣∣∣∣∣∣∣
and #l =
∣∣∣∣∣∣∣∣∣
a′0l a01 : : : a0k
a′1l a11 : : : a1k
...
...
...
a′kl ak1 : : : akk
∣∣∣∣∣∣∣∣∣
for l= 0; : : : ; k:
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Let us denote by Il the minor of bl in N (u). We rewrite as
M (u) =
∣∣∣∣∣∣∣∣∣∣∣∣
k∑
l=0
(−1)lb′lIl
k∑
l=0
(−1)la′l0Il : : :
k∑
l=0
(−1)la′lkIl
b0 a00 : : : a0k
...
...
...
bk ak0 : : : akk
∣∣∣∣∣∣∣∣∣∣∣∣
: (10)
2.3.1. The partial derivatives of ek
We will apply the previous lemma with successively u = u0; u1; : : : ; uk ; N (u) = Hk+1(u0) (of the
form (2)) and D(u) = Hk(I2u0) (of the form (3)). As de>ned in this lemma, Il designates the
minor of ul in the same Hk+1(u0); 06l6k.
Thus, for 06j6k; we obtain the numerator of @ek=@uj:
M (uj) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)jIj 0 (−1)j−1(Ij−1+Ij) : : : (I0+I1) −I0 0 : : : 0
u0 1 Iu0 : : : Iuj−1 Iuj Iuj+1 : : : Iuk−1
u1 1 Iu1 : : : Iuj Iuj+1 Iuj+2 : : : Iuk
...
...
... . .
. . . . . . . . . .
...
...
...
uj 1 Iuj
uj+1 1 Iuj+1
uj+2 1 Iuj+2
...
...
...
...
uk 1 Iuk : : : : : : Iu2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
By rows manipulations and expanding with respect to the second column, we obtain
M (uj) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)jIj (−1)j−1(Ij−1 + Ij) : : : (I0 + I1) −I0 0 : : : 0
Iu0 I2u0 : : : I2uj−1 I2uj I2uj+1 : : : I2uk−1
...
... . .
. . . . . . . . . .
Iuj−1 I2uj−1
Iuj I2uj
Iuj+1 I2uj+1
...
...
...
Iuk−1 I2uk−1 : : : : : : I2u2k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
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Finally, by columns manipulations we get
M (uj) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)jIj (−1)j−1Ij−1 (−1)j−2Ij−2 : : : I0 0 : : : 0
Iu0 Iu1 Iu2 : : : Iuj Iuj+1 : : : Iuk
Iu1 Iu2 Iu3 : : : Iuj+1 Iuj+2 : : : Iuk+1
...
...
... . .
. . . . . . .
Iuj−1 Iuj Iuj+1
Iuj Iuj+1 Iuj+2
...
...
...
...
Iuk−1 Iuk Iuk+1 : : : : : : Iu2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
We remark that the minors of the quantities (−1)j−iIj−i ; are precisely the quantities Ii ; 06i6j.
We deduce the >rst expression of the partial derivatives with respect to the >rst (k + 1) variables:
@ek
@uj
(u0; : : :; u2k)=
∑
p;q¿0;p+q=j(−1)p+qIpIq
(
∑k
i=0(−1)iIi)2
; j=0;1; : : : ;k; (11)
and the same quantities Ij−i are also the minors of terms of the >rst row of the denominator D(u),
that is Hk(I2u0). Let us now give an expression of the other partial derivatives @ek=@uk+1; : : : ; @ek=@u2k .
Since ek is a symmetric function of its arguments, then
@ek
@u2k−j
(u0; : : : ; u2k) =
@ek
@uj
(u2k ; : : : ; u0); 06j6k:
From (11), we have
@ek
@uj
(u2k ; : : : ; u0) =
∑
p;q¿0;p+q=j(−1)p+qI˜pI˜q
(
∑k
i=0(−1)iI˜i)2
; j = 0; 1; : : : ; k;
where I˜i is the minor of u2k−i ; 06i6k; in the following determinant:
Hk+1(u0) =
∣∣∣∣∣∣∣∣∣
−Iu0 −Iu1 : : : −Iuk
...
...
...
−Iuk−1 −Iuk : : : −Iu2k−1
uk uk−1 : : : u2k
∣∣∣∣∣∣∣∣∣
:
The same determinant is rewritten as
Hk+1(u0) =
∣∣∣∣∣∣∣∣∣
uk uk+1 : : : u2k
Iu0 Iu1 : : : Iuk
...
...
...
Iuk−1 Iuk : : : Iu2k−1
∣∣∣∣∣∣∣∣∣
;
and consequently we have
I˜i =Ik−i 06i6k:
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Finally, the other partial derivatives of ek are
@ek
@u2k−j
(u0; : : : ; u2k) =
∑
p;q¿0;p+q=j(−1)p+qIk−pIk−q
(
∑k
i=0(−1)iIi)2
; j = 0; 1; : : : ; k: (12)
2.3.2. A global form of the partial derivatives
We consider the matrices M (i)k+1 ∈ R(k+1)×(k+1); 06i62k; such that
[M (i)k+1]p;q =
{
1 if p+ q= i + 2;
0 otherwise:
Those matrices are of the following form:
M (i)k+1 =
row p →
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
column q
↓
0 : : : : : 0 1 0 : : : 0
: : : : :
: : : : :
: : 1 : :
: : : : :
0 : : :
: : :
1 : :
: :
: :
: :
0 :
: :
: :
: :
0 : : : : : : : : : : : : : : 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; p+ q= i + 2; 06i62k:
Let us denote by Dk+1 the following vector of Rk+1:
Dk+1 =t ((0; (1; : : : ; (k) with (l = (−1)lIl; 06l6k:
Thus, any partial derivatives of ek ; given above by (11) or (12), are expressible as
@ek
@ui
=
tDk+1: M
(i)
k+1: Dk+1
tDk+1: Mk+1: Dk+1
; i = 0; 1; : : : ; 2k;
where Mk+1 is the auxiliary matrix de>ned by
[Mk+1]p;q = 1; 16p; q6k + 1:
Remark 2.8. Not surprisingly, Lemma 2.2 is found again since we have
2k∑
i=0
@ek
@ui
=
tDk+1:(
∑2k
i=0M
(i)
k+1):Dk+1
tDk+1: Mk+1: Dk+1
= 1; k = 0; 1; 2; : : : :
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2.3.3. Condition number of ek
From formula (8) of the condition number, and from the last expression of partial derivatives, we
deduce the essential formula of the condition number:
Property 2.9. The condition number of the Shanks function ek is the function
C(ek) =
∑2k
i=0 |tDk+1: M (i)k+1:Dk+1|
tDk+1: Mk+1: Dk+1
; k = 1; 2; : : : : (13)
The advantage of the previous formula is the compact form of the condition number.
3. Applications
3.1. Condition numbers of the Shanks transformation ek(sn)
Let s=(sj)j¿0 be a sequence of real numbers. The function ek is applied to the point (sn; : : : ; sn+2k);
for n= 0; 1; 2; : : : : For a given i ∈ {0; : : : ; k}; we denote by
• D(i)k (sn) the minor of sn+i in the form (2) of the determinant Hk+1(sn),
• Dk+1(sn) the vector of Rk+1 whose components are the cofactors (−1)iD(i)k (sn); 06i6k.
In fact, D(i)k (sn) and Dk+1(sn) are, respectively, the quantities Ii and Dk+1 when u0; : : : ; u2k are
changed by sn; : : : ; sn+2k .
Property 3.1. Let k¿1. When ek is computed with sn; : : : ; sn+2k ; the value of the condition number
is given by
Cn(ek ; s) =
∑2k
i=0 |tDk+1(sn): M (i)k+1: Dk+1(sn)|
tDk+1(sn):Mk+1: Dk+1(sn)
; n= 0; 1; 2; : : : : (14)
3.2. Example: The Aitken’s I2-process condition number
Now, according to the de>nition given in [9, p. 43], the sequence s is assumed to converge
linearly, that is
∃); 0¡ |)|¡ 1 and lim
n→∞
sn+1 − s∗
sn − s∗ = );
where s∗ is the limit of the sequence s. Taking k=1 in ek gives the well-known Aitken’s I2-process
[1,2] which corresponds to the transformation given by the >rst even column of the -array:
e1(sn) = 
(n)
2 =
snsn+2 − s2n+1
sn+2 − 2sn+1 + sn ; n= 0; 1; 2; : : : :
The -algorithm as the *-algorithm [5,9], more generally the E-algorithm [6], and many other
processes are methods which generalize Aitken’s process.
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The sequence s is accelerated by the I2-process which is known to accelerate the linear con-
vergence. Now, let us give the condition numbers of e1. Here we have tD2(sn) = (Isn+1;−Isn);
n= 0; 1; 2; : : : : By applying formula (14) to the sequence s with k = 1; we have
Cn(e1; s) =
∑2
i=0 |tD2(sn): M (i)2 : D2(sn)|
tD2(sn): M2: D2(sn)
=
(Isn+1)2 + 2|Isn+1Isn|+ (Isn)2
(Isn+1)2 − 2Isn+1Isn + (Isn)2 =
(1 + |)n|)2
(1− )n)2 ;
where )n =Isn+1=Isn. Since ) = 1; a necessary and suEcient condition that
lim
n→∞
sn+1 − s∗
sn − s∗ = )
is that limn→+∞ )n = ) (see [9, p. 47]). Hence, the asymptotic condition number is
C∞(e1; s) =
(
1 + |)|
1− )
)2
: (15)
Not surprisingly, we found again the same formula of the condition number than that of Aitken’s
I2-process, as established in [18].
According to (15), note that Aitken’s process is well conditioned when applied to alternating
sequences (i.e. −1¡)¡ 0), while it becomes strongly ill-conditioned if the asymptotic ratio ) of
the sequence to accelerate is close to 1.
3.3. The eAect of the -algorithm on TM and TO
Denition 3.2. A sequence (xn) is said to be totally monotonic if (−1)kIkxn¿0; for n; k=0; 1; 2; : : :
We shall write (xn) ∈ TM.
Denition 3.3. A sequence (xn) is said to be totally oscillating if ((−1)nxn) ∈ TM. We shall write
(xn) ∈ TO.
By studying particularly the stability of the -algorithm on some classical sequences families of
TM and TO, Wynn [28] had shown that this method is stable when used on the sequences of TO,
but unstable when used on those of TM.
In the same way, we will prove that the -algorithm is well-conditioned when applied to all
totally oscillating sequences, but relatively ill-conditioned for totally monotonic sequences. For
that, we will examine separately the cases where s is a totally monotonic or a totally oscillating
sequence.
Let k¿1. For a >xed n ∈ N; let us denote for simplicity, in the form (2) of the determinant
Hk+1(sn),
di =Isn+i ; 06i62k − 1:
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Thus the minors of sn+i, 06i6k; are written as
D(i)k (sn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d0 d1 : : : dk−1
d1 d2 : : : dk
...
...
...
di−1 di : : : di+k−2
di+1 di+2 : : : di+k
...
...
...
dk−1 dk : : : d2k−2
dk dk+1 : : : d2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; 06i6k: (16)
Remark 3.4. The determinants D(0)k (sn) and D
(k)
k (sn) are of Hankel form:
D(0)k (sn) = Hk(Isn+1) and D
(k)
k (sn) = Hk(Isn):
Remark 3.5. The determinants (−1)iD(i)k (sn); i = 0; 1; : : : ; k, are also deduced from the form (1) of
the determinant Hk+1(sn) by replacing all the terms of the (i+1)st column (or row) by the value 1:
(−1)iD(i)k (sn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sn sn+1 : : : sn+k
...
...
...
sn+i−1 sn+i : : : sn+i+k−1
1 1 : : : 1
sn+i+1 sn+i+2 : : : sn+i+k+1
...
...
...
sn+k sn+k+1 : : : sn+2k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; 06i6k: (17)
Denoting by Mini(dj); j=0; : : : ; k; j = i, the minors of the terms dj of the >rst column of D(i)k (sn)
(of the form (16)), then for a >xed i ∈ {1; : : : ; k − 1}, we have particularly
Mini(d0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d2 : : : dk
...
...
di : : : di+k−2
di+2 : : : di+k
...
...
dk+1 : : : d2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= D(i−1)k−1 (sn+2); (18)
and
Mini(dk) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1 : : : dk−1
...
...
di : : : di+k−2
di+2 : : : di+k
...
...
dk : : : d2k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= D(i)k−1(sn+1): (19)
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Fig. 1.
Fig. 2.
Notice that for i ∈ {1; : : : ; k − 1}, only those two preceding minors of D(i)k (sn) are of the form
D(l)k−1(sm).
(k; i; n) designates now the sign of D(i)k (sn). To evaluate it for all i ∈ {0; : : : ; k}, the following
lemma will be helpful in both cases where (sj)j¿0 is a totally monotonic or a totally oscillating
sequence.
Lemma 3.6. If we have; for all integer k¿2; for all n ∈ N; for all i ∈ {1; : : : ; k − 1};
(k − 1; i; n+ 1):(k; 0; n) = (k − 1; i − 1; n+ 2):(k; k; n); (20)
then
(k; i; n) = ˜(k; i; n):(k − 1; 0; n+ 1) = ˜(k; i; n):(k − 1; k − 1; n+ 2); (21)
where ˜(k; i; n) stands for the left or the right member of Eq. (20).
Remark 3.7. These relations may be easily visualized by the symbolic schemes, Fig. 1 for the >rst
equality of (21) and Fig. 2 for the second one. Here (h; j; m) is roughly represented by its own
minor D( j)h (sm), of course by striking out the adequate row(s) and column(s) from the form (2) of
Hk+1(sn).
Proof. Let i ∈ {1; : : : ; k − 1}. We have obviously
(k − 1; i; n+ 1):(k; 0; n): D(i)k−1(sn+1): D(0)k (sn)¿0:
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We multiply the last row of D(0)k (sn) by D
(i)
k−1(sn+1). By (19), by rows manipulation and by de>nition
of ˜(k; i; n), the previous inequality becomes
(−1)k−1˜(k; i; n):
∣∣∣∣∣∣∣∣∣
dk Mini(dk) : : : d2k−1 Mini(dk)
d1 : : : dk
...
...
dk−1 : : : d2k−2
∣∣∣∣∣∣∣∣∣
¿0: (22)
Similarly, we also have
(k − 1; i − 1; n+ 2):(k; k; n): D(i−1)k−1 (sn+2): D(k)k (sn)¿0:
By multiplying the >rst row of D(k)k (sn) by D
(i−1)
k−1 (sn+2), by (18) and by the de>nition of ˜(k; i; n),
analogously to (22) we obtain
˜(k; i; n):
∣∣∣∣∣∣∣∣∣
d0Mini(d0) : : : dk−1Mini(d0)
d1 : : : dk
...
...
dk−1 : : : d2k−2
∣∣∣∣∣∣∣∣∣
¿0: (23)
Denoting
#(i)j = dj Mini(d0) + (−1)k−1dj+k Mini(dk); 06j6k − 1; (24)
and adding (22) to (23), we obtain
˜(k; i; n):
∣∣∣∣∣∣∣∣∣∣∣∣
#(i)0 #
(i)
1 : : : #
(i)
k–1
d1 d2 : : : dk
d2 d3 : : : dk+1
...
...
...
dk−1 dk : : : d2k−2
∣∣∣∣∣∣∣∣∣∣∣∣
¿0: (25)
We have particularly
#(i)0 = D
(i)
k (sn)−
(
i−1∑
l=1
(−1)ldlMini(dl) +
k−1∑
l=i+1
(−1)l−1 dlMini(dl)
)
: (26)
Let us estimate the other quantities #(i)j ; 16j6k− 1. By replacing in the determinant D(i)k (sn) the
>rst column by the (j + 1)st one, we obviously have∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dj d1 : : : dk−1
...
...
...
di+j−1 di : : : di+k−2
di+j+1 di+2 : : : di+k
...
...
...
dk+j dk+1 : : : d2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0; 16j6k − 1:
Expanding this determinant with respect to the >rst column, we have
i−1∑
l=0
(−1)ldj+lMini(dl) +
k∑
l=i+1
(−1)l−1 dj+1Mini(dl) = 0:
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In the left-hand side of the previous equation, by separating in the sums the terms corresponding to
l= 0 and l= k from all the others, we deduce from (24) that
#(i)j =−
(
i−1∑
l=1
(−1)ldj+lMini(dl) +
k−1∑
l=i+1
(−1)l−1dj+lMini(dl)
)
; 16j6k − 1: (27)
By using formulas (26) and (27) in inequality (25), we obtain
˜(k; i; n):


∣∣∣∣∣∣∣∣∣∣
D(i)k (sn) 0 : : : 0
d1 d2 : : : dk
...
...
...
dk−1 dk : : : d2k−2
∣∣∣∣∣∣∣∣∣∣
−
∣∣∣∣∣∣∣∣∣∣
∑(i)
0
∑(i)
1
: : :
∑(i)
k−1
d1 d2 : : : dk
...
...
...
dk−1 dk : : : d2k−2
∣∣∣∣∣∣∣∣∣∣

¿0; (28)
where
(i)∑
j
=
i−1∑
l=1
(−1)ldj+lMini(dl) +
k−1∑
l=i+1
(−1)l−1dj+lMini(dl); 06j6k − 1:
The >rst row of the second determinant of (28) is a linear combination of all the others except the
(i+1)st one. Therefore the value of this determinant is equal to 0. By expanding the >rst determinant
of (28), that inequality becomes
˜(k; i; n): D(i)k (sn): Hk−1(Isn+2)¿0: (29)
The determinant Hk−1(Isn+2) may be regarded as a minor from two points of view:
Hk−1(Isn+2) = D
(0)
k−1(sn+1) = D
(k−1)
k−1 (sn+2): (30)
Therefore, we deduce from (29) and (30) the sign of D(i)k (sn):
(k; i; n) = ˜(k; i; n):(k − 1; 0; n+ 1) = ˜(k; i; n):(k − 1; k − 1; n+ 2):
3.3.1. The eAect of the -algorithm on TM
Assume now the sequence (sj)j¿0 to be totally monotonic and recall the following properties (see
[5]):
Lemma 3.8. Let (sj)j¿0 ∈ TM. For all k¿1; for all n ∈ N; we have
Hk(I2psn)¿0 and (−1)kHk(I2p+1sn)¿0: (31)
From Remark 3.4 and this previous lemma, under the same assumptions, we deduce the following
corollary.
Corollary 3.9.
(−1)kD(0)k (sn)¿0 and (−1)kD(k)k (sn)¿0: (32)
The next result is an extension of inequalities (32) to all the intermediate quantities of the form
(−1)kD(i)k (sn); 16i6k − 1.
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Lemma 3.10. Let s= (sj)j¿0 ∈ TM. We have; for all n ∈ N; for all integer k¿1;
(−1)kD(i)k (sn)¿0; ∀i ∈ {0; 1; : : : ; k}: (33)
Proof. Let us show by induction on order k that
∀n ∈ N; (k; i; n) = (−1)k ; 06i6k: (34)
For that, let us call (pk) property (34) at order k. Since s ∈ TM, then by Corollary 3.9,
∀n ∈ N; −D(0)1 (sn)¿0 and − D(1)1 (sn)¿0:
Thus, (p1) is true. Now, assume that we have (pk−1) and prove (pk). By Corollary 3.9, we have
for n ∈ N,
(k; 0; n) = (k; k; n) = (−1)k : (35)
By (pk−1), we have
(k−1; i; n+1) = (k−1; i−1; n+2) = (k−1; k−1; n+2) = (−1)k−1; 16i6k−1:
(36)
Thanks to equalities (35) and (36), condition (20) of Lemma 3.6 is satis>ed since we have
(k − 1; i; n+ 1):(k; 0; n) =−1 = (k − 1; i − 1; n+ 2):(k; k; n):
Finally, (pk) is proved by applying Lemma 3.6 with ˜(k; i; n) =−1 and (36).
Theorem 3.11. When the Shanks transformation is applied to a totally monotonic sequence s; the
condition numbers are such that;
∀k¿1; Cn(ek ; s)¿ 1; n= 0; 1; 2; : : :
Proof. Let k¿1. By Property 2:6, a suEcient condition for ek to be ill-conditioned (i.e., to have
C(ek)¿ 1); is that there exists at least one negative partial derivative of ek .
Consider now Ii =D
(i)
k (Sn); i=0; : : : ; k, in formulas (11) and (12), or in the global form (13) of
the partial derivatives of ek . Since ek is applied to a sequence s of TM, then by Lemma 3.10, the
sign of @ek=@uj is negative while j is odd, 16j6k.
From the de>nition of the condition number and from Theorem 3.11, the following is now im-
mediate for all integer k¿1:
Corollary 3.12. If the -algorithm is applied to a totally monotonic sequence s; and if a perturba-
tion -i occurs in each term 
(i)
0 ; i=n; : : : ; n+2k; of the initial column of the -array; then the resulting
perturbation in (n)2k is of modulus greater than the maximum perturbation in 
(n)
0 ; 
(n+1)
0 ; : : : ; 
(n+2k)
0 .
The previous result is important in the sense that for a >xed k¿1, term (n)2k in the even columns
of the -array, may be aGected by ever rising rounding errors with an ampli>cation factor equal to
the condition number Cn(ek ; s).
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3.3.2. Condition numbers in terms of solution of a linear system of equations
For s ∈ TM, we show now for a given integer n¿0, that there exists a connection between the
condition number Cn(ek ; s) and the components x
(k)
i ; i = 0; : : : ; k, of the solution x(k) ∈ Rk+1 of the
linear system of equations
Hk+1(sn)x(k) = b; (37)
where Hk+1(sn) is the Hankel matrix whose determinant is Hk+1(sn) and b=t (1; : : : ; 1) ∈ Rk+1.
It is shown in [5, pp. 51–55] that Hk(I2(sn)) = 0 implies ∑ki=0 x(k)i = 0 and reciprocally. Moreover,
it is proved that
(n)2k = 1
/
k∑
i=0
x(k)i : (38)
By (38), the condition
∑k
i=0 x
(k)
i = 0 is suEcient to have Hk+1(sn) = 0, or in other words, to have
Hk+1(sn) a nonsingular matrix.
Property 3.13. If s= (sj)j¿0 is a totally monotonic sequence; then we have
Cn(ek ; s) =
( ∑k
i=0D
(i)
k (sn)∑k
i=0(−1)iD(i)k (sn)
)2
: (39)
Proof. Since s ∈ TM, then @ek=@uj is negative while j is odd. Thus, expanding the condition number
by (8), we have
C(ek) =
2k∑
j=0
(−1)j @ek
@uj
: (40)
Consider now formulas (11) and (12) (of (13)) or partial derivatives with Ii=D
(i)
k (sn); i=0; : : : ; k.
By substituting these expressions into (40), one can easily obtain (39).
As a consequence of Property 3:13, let us express now the condition numbers Cn(ek ; s); n¿0, in
terms of components of the solution of the linear system of equations (37):
Corollary 3.14. If s= (sj)j¿0 is a totally monotonic sequence; then we have
Cn(ek ; s) =
(
1− 2(n)2k :
( ∑
162l+16k
x(k)2l+1
))2
; n= 0; 1; 2; : : : : (41)
Proof. By rearranging terms of numerator in (39), we write
Cn(ek ; s) =
(
1 + 2
(∑
162l+16k D
(2l+1)
k (sn)∑k
i=0(−1)iD(i)k (sn)
))2
; n= 0; 1; 2; : : : : (42)
Using Cramer’s rules and (17), the solutions of the linear system (37) are written as
x(k)i =
(−1)iD(i)k (sn)
Hk+1(sn)
; i = 0; : : : ; k:
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Thus, by summing these components and using formula (38), we express the denominator of formula
(42) with the quantity (n)2k , and deduce easily (41).
3.3.3. The eAect of the  -algorithm on TO
In the same way as in the totally monotonic case, we need the following result (see [5]):
Lemma 3.15. Let s= (sj)j¿0 ∈ TO. We have; for all integer k¿1; for all n ∈ N;
(−1)nk : Hk(I2psn)¿0 and (−1)(n+1)k : Hk(I2p+1sn)¿0:
Thus, from this Lemma and Remark 3.4, we obtain the
Corollary 3.16.
(−1)nk : D(0)k (sn)¿0 and (−1)(n+1)k : D(k)k (sn)¿0: (43)
In a manner similar to the monotonic case, we have the
Lemma 3.17. Let s= (sj)j¿0 ∈ TO. We have; for all integer k¿1; for all n ∈ N;
(−1)nk+i : D(i)k (sn)¿0; ∀i ∈ {0; 1; : : : ; k}:
Proof. For a given n ∈ N, we designate by (pk) the following property at order k:
(k; i; n) = (−1)nk+i ; 06i6k:
Since (sj)j¿0 ∈ TO, then by Corollary 3.16,
(−1)nD(0)1 (sn)¿0 and (−1)n+1D(1)1 (sn)¿0:
Thus, (p1) is true. Now, assume we have (pk−1) and prove (pk). By (43) we have
(k; 0; n) = (−1)nk and (k; k; n) = (−1)nk+k
By (pk−1), we have for 16i6k − 1,
(k − 1; i; n+ 1) = (−1)(n+1) (k−1)+i ;
(k − 1; i − 1; n+ 2) = (−1)(n+2) (k−1)+i−1:
Thus condition (20) of Lemma 3.6 holds since
(k − 1; i; n+ 1):(k; 0; n) = (k − 1; i − 1; n+ 1):(k; k; n) = (−1)k−n+i−1: (44)
On the other hand we also have
(k − 1; k − 1; n+ 2) = (−1)(n+3) (k−1) = (−1)(n+1) (k−1) = (k − 1; 0; n+ 1): (45)
Therefore, (pk) is immediate by Lemma 3.6 with (44) and (45).
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Theorem 3.18. When the Shanks transformation is applied to a totally oscillating sequence s; the
condition numbers are such that;
∀k¿1; Cn(ek ; s) = 1; n= 0; 1; 2; : : : ;
and consequently; the asymptotic condition number exists and satisBes
C∞(ek ; s) = 1:
Proof. Let k¿1. Since ek is applied to a sequence s of TO, by applying formulas (11) and (12)
with Ii=D
(i)
k (sn), i=0; : : : ; k, then by Lemma 3.17, one can easily see that all the partial derivatives
of ek are nonnegatives. This is, of course, a suEcient condition for ek to be well conditioned (i.e.,
to have C(ek) = 1).
From the de>nition of the condition number and from Theorem 3.18, the following important
result stands for any integer k¿1:
Corollary 3.19. If the -algorithm is applied to a totally oscillating sequence s; and if a pertur-
bation -i occurs in each term 
(i)
0 ; i = n; : : : ; n + 2k; of the initial column of the -array; then the
resulting perturbation in (n)2k is bounded by the maximum perturbation in 
(n)
0 ; 
(n+1)
0 ; : : : ; 
(n+2k)
0 .
Contrarily to the case of totally monotonic sequences, we are assured that the -algorithm is well
conditioned when applied to any totally oscillating sequence.
3.3.4. Condition numbers in terms of orthogonal polynomials
A connection between condition numbers and orthogonal polynomials (see [7] for the theory)
seems to arise from what preceeds. In fact, we remark that the condition numbers also expressed
with these polynomials.
To see that, we shall use the standard notations of this theory. For a >xed n ∈ N, instead of the
previous notation di, we denote now ci =Isn+i ; i = 0; 1; : : : :
The functional c on the set of complex polynomials is de>ned by c(/i)=ci; i=0; 1; : : : : For k¿1,
we consider the quantity
Qk(/) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 / : : : /k
c0 c1 : : : ck
...
...
...
ck−1 ck : : : c2k−1
1 1 : : : 1
c0 c1 : : : ck
...
...
...
ck−1 ck : : : c2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (46)
The denominator is of course Hk(I2(sn)). This Hankel determinant is assumed to be diGerent from
zero for all k. This implies that for all k, polynomials Qk exist and are unique. If, for some k,
Hk(I2(sn)) = 0, then the condition numbers do not exist and neither Qk . In this particular case,
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a breakdown occurs in the -algorithm and it is not our purpose here to study this situation. It is
easy to see that
c(/iQk(/)) = 0 for i = 0; : : : ; k − 1:
These conditions show that Qk is a polynomial of degree at most k belonging to the family of formal
orthogonal polynomials with respect to the linear functional c. These polynomials are normalized by
the condition Qk(1) = 1. We have:
Property 3.20. For all k¿1; the condition numbers of ek are such that
∀n ∈ N; Cn(ek ; s) =
{
(Qk(−1))2¿ 1 if s ∈ TM;
(Qk(1))2 = 1 if s ∈ TO:
(47)
Proof. If s ∈ TM, then (47) is obtained by rewriting the condition number given in (39) under its
determinant form. On the other hand, if s ∈ TO, then (47) is obviously derived from Theorem 3.18
and the condition Qk(1) = 1.
4. Conclusion
In this work, the de>nition of the condition number has been successfully used, and its calculation
for the Shanks transformation ek(sn) has been performed and led to a compact form. We have
demonstrated that this transformation is well conditioned only for totally oscillating sequences, but
ill-conditioned for totally monotonic ones. In case of its application to totally monotonic sequences,
we have proposed two diGerent expressions for the condition number.
The >rst expression gives the possibility to evaluate the condition number in terms of components
of the solution of a linear system of equations. Nevertheless, in practice the cost of its calculation
would be obviously prohibitive. The second expression of the condition number, i.e., with orthogonal
polynomials, seems to be more promising in the sense that orthogonal polynomials are satisfying
a three-term recurrence relationship [7]. This may be helpful to evaluate eEciently the condition
numbers along the even columns of the -array, and to see if either or not, the values of these
condition numbers grow by jumping from an even column to the following one.
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