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Abstract
We study a problem of optimal investment/consumption over an infinite horizon
in a market with two possibly correlated assets : one liquid and one illiquid. The
liquid asset is observed and can be traded continuously, while the illiquid one can be
traded only at discrete random times, corresponding to the jumps of a Poisson process
with intensity λ, is observed at the trading dates, and is partially observed between
two different trading dates. The problem is a nonstandard mixed discrete/continuous
optimal control problem, which we solve by a dynamic programming approach. When
the utility has a general form, we prove that the value function is the unique viscosity
solution of the associated Hamilton-Jacobi-Bellman (HJB) equation and characterize
the optimal allocation in the illiquid asset. In the case of power utility, we establish
the regularity of the value function needed to prove the verification theorem, providing
the complete theoretical solution of the problem. This enables us to perform numerical
simulations, so as to analyze the impact of time illiquidity and how this impact is
affected by the degree of observation.
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1 Introduction
Following the seminal works of Merton on portfolio management, a classical assumption in
mathematical finance is to suppose that assets can be continuously traded by the agents
operating in the market. However, this assumption is unrealistic in practice, especially in
the case of less liquid markets, where investors cannot buy and sell assets immediately, and
have to wait before being able to unwind a position.
In the recent years, several articles have studied the impact of this type of illiquidity.
Rogers and Zane [25], Matsumoto [21], Pham and Tankov [23] (see also [7, 24]) consider
an investment model where the discrete trading times are given by the jump times of
a Poisson process with constant intensity λ > 0. Bayraktar and Ludkovski [3] study a
portfolio liquidation problem in a similar context.
The aforementioned papers focus on an agent investing exclusively in an illiquid asset.
However, in practice it is common to have several correlated tradable assets with different
liquidity. For instance, an index fund over some given financial market will usually be more
liquid than the individual tracked assets, while sharing a positive correlation with those
assets. An investor in this market will then have the possibility of hedging his exposure in
the less liquid assets by investing in the index and rebalancing his position frequently.
To our knowledge few papers consider the case of a market with two (possibly correlated)
assets, one liquid and one illiquid. This is the case of Longstaff [20], who analyzes a two
agents portfolio problem in a market with a liquid asset and another asset that becomes
non tradable for a given time period. Schwartz and Tebaldi [26] consider a market with a
liquid asset that can be traded continuously, and an illiquid asset that cannot be traded
and is liquidated at a terminal date. In a recent paper, Ang, Papanikolaou and Westerfield
[1], in an infinite horizon framework with discounted power utility of consumption, take
a less restrictive point of view on the tradability of the illiquid asset, assuming, as in
[7, 14, 21, 23, 25], that it may be traded at discrete random times.
Following [1, 26], we also consider a market with a liquid asset and an illiquid one. In
particular, as in [1], the illiquid asset can be traded at some discrete random dates. From
the modeling side, the main novelty of our paper is that it treats the case of incomplete
observation of the illiquid asset price between trading dates, modeled through an observa-
tion parameter interpolating the two extreme cases of full and no observation. This new
feature leads us to follow a different methodology than [1], relying on the tool of viscosity
solutions to study the associated HJB equation.
More precisely, we study a problem of optimal investment/consumption over an infinite
horizon in a market consisting of a liquid and an illiquid asset. The liquid asset is con-
tinuously observed and can be continuously traded. The illiquid asset is correlated with
the liquid one, with correlation parameter ρ ∈ (−1, 1), and can be traded only at discrete
random times, corresponding to the jumps of a Poisson process with intensity λ > 0. We
assume that the illiquid asset can be observed at the trading dates (as in [7, 14, 21, 23]),
but introduce a new feature in the model - with respect to the aforementioned literature
- allowing the possibility of partial information between trading dates. We introduce a
parameter, γ ∈ [0, 1], measuring the degree of observation of the illiquid asset between
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two trading dates. The limit cases, γ = 0 and γ = 1, correspond, respectively, to the
observation settings of [7, 23, 24] and [1, 25, 26].
The mathematical problem is a nonstandard mixed discrete/continuous optimal control
problem. By means of a suitable use of Dynamic Programming, extending the idea of [23],
we show that the stochastic control problem between trading times can be written as an
infinite horizon stochastic time-inhomogeneous control problem. Then, we apply the usual
machinery of DP for such problems and, using some results of [9],1 characterize the value
function V̂ of this auxiliary problem as the unique viscosity solution of a HJB equation.
At this stage, the viscosity characterization only pertains to the optimal allocation in the
illiquid asset.2 In order to go further and characterize the optimal feedback allocation in the
liquid asset and the optimal feedback consumption strategy, we need to prove a regularity
result for V̂ . This nonstandard regularity result and the related analysis of the optimal
consumption and allocation in the liquid asset were left out of the analysis in [9]. Here we
provide this result - Theorem 4.6, which is the main theoretical contribution of the paper
- in the special case of power utility.3 It gives a full theoretical solution to the problem. A
numerical scheme is proposed for implementation and numerical results are then provided
and discussed for different values of the relevant parameters γ, λ, ρ.
Section 2 describes the market model and formulates the investment/consumption prob-
lem. Section 3 shows how, by a suitable dynamic programming principle, the problem can
be reduced to a standard continuous time stochastic control problem; it presents useful
properties of the value functions - the original one and the auxiliary one - and characterizes
them by means of viscosity solutions; finally, it characterizes the optimal investment in the
illiquid asset. Section 4 solves the problem in the case of power utility and provides an
iterative scheme. Finally, Section 5 is devoted to the discussion of the numerical results
obtained.
2 Model and optimization problem
Consider a complete filtered probability space (Ω,F , (Ft)t≥0,P) satisfying the usual condi-
tions, on which are defined:
- A Poisson process (Nt)t≥0, with intensity λ > 0. We denote by (τk)k≥1 its jump
times; moreover we set τ0 = 0.
- Two independent standard Brownian motions (Bt)t≥0, (Wt)t≥0, independent also of
the Poisson process (Nt)t≥0.
2.1 Market model
The market model consists of two risky assets with correlation ρ ∈ (−1, 1):
1In [9], these results are proved for γ = 0. Their extension to the general case γ ∈ [0, 1] is straightforward,
see Subsection 3.2.
2The outcome of this part of the analysis is already in [9], in the special case γ = 0.
3Our assumption on the utility function covers only the case of positive power, unlike [1]. However the
method can be modified to cover the case of negative power as well (see also Remark 2.5).
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- A liquid risky asset that can be traded continuously; given bL, σL > 0, its price Lt
evolves according to
dLt = Lt (bLdt+ σLdWt). (2.1)
- An illiquid risky asset that can only be traded at the trading times τk; given bI , σI > 0,
its price It evolves according to
dIt = It
(
bIdt+ σI (ρdWt +
√
1− ρ2dBt)
)
. (2.2)
Without loss of generality, we assume L0 = I0 = 1. We also suppose the availability of a
riskless asset with deterministic dynamics. For simplicity, we assume that the interest rate
on this asset is constant and equal to 0.
Remark 2.1. If the riskless interest rate is not 0, one needs to add an extra term in all
the equations. In the special case of power utility in Section 4, the assumption that the rate
is null is without loss of generality, as it can be eliminated through the discount factor of
the objective functional (the constant β in (2.10) below) by a suitable change of variables
(see in [16, p. 189, Remark 2]).
2.2 Information
The information setting is the following.
- The liquid asset L is continuously observed.
- The illiquid asset I is observed at the trading random times (τk)k∈N.
- The illiquid asset I is partially observed in the time interval (τk, τk+1).
To formalize the last issue, we suppose that the Brownian motion Bt can be split as
Bt = γB
(1)
t +
√
1− γ2B(2)t , γ ∈ [0, 1],
where B(1), B(2) are mutually independent Brownian motions, also independent of W,N ,
with B(1) observed and B(2) unobserved. Let (Nt)t≥0, (Wt)t≥0, (B(1)t )t≥0 be the filtrations
generated, respectively, by N , W , B(1). Define the σ-algebra It = σ
(
Iτk1{τk≤t}, k ∈ N
)
,
t ≥ 0, and the filtration
G0 := (G0t )t≥0; G0t = Nt ∨ It ∨Wt ∨ B(1)t = σ(τk, Iτk ; τk ≤ t) ∨Wt ∨ B(1)t .
The observation filtration is G = (Gt)t≥0, where Gt = G0t ∨ σ(P-null sets). This means that,
at time t, the agent has :
- full information on the past of the liquid asset up to time t;
- full information on the trading dates of the illiquid asset realized before t and on the
price of the illiquid asset at such trading dates;
- partial information (as described above) on the price of the illiquid asset at t.
The parameter γ measures how much information on I is available in the random interval
(τk, τk+1). The limit cases are:
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- γ = 0, corresponding to having no information on B in the interval (τk, τk+1) (as in
the information setting of [24]);
- γ = 1, corresponding to full information and recovering the information setting of [1].
Remark 2.2. In order to motivate this setting, note that the observation of L corresponds
to the observation of the process W , while the “observation” of B(1) should be understood
as follows. The price of the illiquid asset is observed at (τk)k∈N (as in [7, 23, 24]), while,
at different times t ∈ (τk, τk+1), the agent observes I(1)t , evolving according to
dI
(1)
t = I
(1)
t
(
bIdt+ σI(ρ dWt +
√
1− ρ2 γ dB(1)t )
)
, I(1)τk = Iτk .
Then It = I
(1)
t · I(2)t , where dI(2)t = I(2)t σI
√
1− ρ2
√
1− γ2 dB(2)t , I(2)τk = 1, is an unobserved
component of I. Between two trading dates, the price I is partially known: the factor
I(1) is observed, but I(2) is not. Within the interval (τk, τk+1) the knowledge of (L, I
(1))
is equivalent to the knowledge of (W,B(1)). In this sense Wand B(1) are observed and the
observation filtration is G.
2.3 Trading/consumption strategies and wealth dynamics
Define the set of admissible trading/consumption strategies as follows. Consider all the
triplets (c, pi, α) such that
(h1) c = (ct)t≥0 is a continuous-time nonnegative process, (Gt)t≥0-predictable, with locally
integrable trajectories; ct represents the consumption rate at time t;
(h2) pi = (pit)t≥0 is a continuous-time process, (Gt)t≥0-predictable, with locally square
integrable trajectories; pit represents the amount of money invested in the liquid asset
at time t;
(h3) α = (αk)k∈N, is a discrete process, where αk is Gτk -measurable; αk represents the
amount of money invested in the illiquid asset in the interval (τk, τk+1].
Given an initial wealth r ≥ 0 and a triplet (c, pi, α) satisfying (h1)–(h3), the wealth process
R is obtained by recursion on k ∈ N :
R0 = r, (2.3)
Rt = Rτk +
∫ t
τk
(
pis(bLds + σLdWs)− csds
)
+ αk
(
It
Iτk
− 1
)
, t ∈ (τk, τk+1]. (2.4)
In general R is not G-predictable (unless γ = 1), as I is not. Following [1, Sec. 3, p. 9] and
[26, Sec. 2, p. 7], we split R into:
- a liquid part X (observable), containing the money held in the liquid asset, the money
held in the bank account and the consumption;
- an illiquid part At (partially observable).
They are defined in the intervals [τk, τk+1), k ∈ N, as
Xt = Rτk − αk +
∫ t
τk
(
pis(bLds+ σLdWs)− csds
)
, (2.5)
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At = αk
It
Iτk
. (2.6)
Obviously
Rt = Xt +At, ∀t ≥ 0. (2.7)
Observe that the process R is continuous, while the processes X,A are not, due to the
rebalancing. Moreover, at time τk the process R does not depend on the value of αk,
whereas the processes X,A do.
The class of admissible controls is the set of triplets of processes (c, pi, α) satisfying
(h1)–(h3) and such that the corresponding wealth process R is nonnegative (no-bankruptcy
constraint). The latter class depends on the initial wealth r. Denote it by A(r) and note
that it is not empty for every r ≥ 0, as the null strategy (c, pi, α) = (0, 0, 0) belongs to it.
As ρ ∈ (−1, 1), the illiquid asset may become very large or small, independently of what
happens to the liquid asset. Hence, having a short position in the illiquid asset or having a
negative liquid wealth implies a positive probability of negative wealth. These facts suggest
that requiring the positivity of R should be equivalent to requiring the positivity of both
X and A.
Proposition 2.3. Let r ≥ 0. The following facts are equivalent:
1. (c, pi, α) ∈ A(r);
2. Xt ≥ 0, At ≥ 0, for every t ≥ 0;
3. (c, pi, α) fulfills (h1)–(h3), 0 ≤ αk ≤ Rτk for every k ∈ N, and
−
∫ t
τk
(
pis(bLds+ σLdWs)− csds
) ≤ Rτk − αk, ∀t ∈ [τk, τk+1), ∀k ∈ N.
Proof. 3⇔ 2⇒ 1 is straightforward, so it only remains to prove 1⇒ 2. Fix (c, pi, α) ∈
A(r) and t ≥ 0. Let s > t, k ∈ N, and consider the non-negligible event Es,k := {τk ≤ t <
s < τk+1} and the probability Ps,k(·) = P(·∩Es,k)P(Es,k) . As ∪s>t, k∈NEs,k = Ω, it suffices to show
that, for each s > t and k ∈ N, we have Xt ≥ 0 and At ≥ 0, Ps,k − a.s.. So we work on
the probability space (Es,k, F ∩Es,k, Ps,k) and consider, in the interval [t, s], the filtration
H := (Hu)u∈[t,s], with Hu := Gu ∨ σ(Br; r ≥ 0), where, with an abuse of notation, we still
indicate by Gu the σ-algebra Gu restricted to Es,k. The idea behind the use of the filtration
H is that, as the fluctuations of I due to B cannot be hedged, the agent who wants to check
at time t the admissibility of a strategy has to take into account all the possible scenarios
of B. So, conditioning the future wealth with respect to (the present information Gt and)
B, the agent must get an almost surely nonnegative random variable. In the rest of the
proof, all the equalities and inequalities are intended Ps,k-a.s..
As B, W , N are independent, W is still a Brownian motion under this filtration in the
probability space defined above. By a Girsanov change of measure, if necessary, without loss
of generality we can take bL = 0. Then, letting Tn := inf
{
u ∈ [t, s] | ∫ ut pirσLdWr ≤ −n},
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the process
(∫ u∧Tn
t pirσLdWr − crdr
)
t≤u≤s
is a H-supermartingale, thus from (2.5) it follows
Es,k[Xs∧Tn |Ht] ≤ Xt. Hence, from (2.6)-(2.7), conditioning with respect to Ht,
Es,k
[
Rs∧Tn
∣∣ Ht] = Es,k [Xs∧Tn +As∧Tn ∣∣ Ht] ≤ Xt + αkEs,k [Is∧Tn ∣∣ Ht]Iτk .
Letting n→∞, we can apply Fatou’s lemma on the left hand side (by assumption R ≥ 0)
and dominated convergence on the right hand side, obtaining
Es,k
[
Rs
∣∣Ht] ≤ Xt + αkEs,k [Is ∣∣Ht]
Iτk
.
As (c, pi, α) ∈ A(r), we obtain
0 ≤ Xt + αk
Es,k
[
Is
∣∣Ht]
Iτk
. (2.8)
Let us exploit this inequality by looking at the conditional law of its right hand side given
Gt. On Es,k we can decompose Is = I(1)s I(2)s I(3)s , where
I(1)s = e
(bI−σ
2
I
/2)s+σI (ρWt+
√
1−ρ2Bt), I(2)s = e
σI
√
1−ρ2(Bs−Bt), I(3)s = e
σIρ(Ws−Wt).
I
(i)
s , for i = 1, 2, 3, are lognormal and, resp., Gt-measurable, σ(Bu − Bt, u ∈ [t, s])-
measurable, and σ(Wu − Wt, t ≤ u ≤ s)-measurable. As W· − Wt is independent of
Ht, we have Es,k
[
Is
∣∣Ht] = I(1)s I(2)s E[I(3)s ] and (2.8) becomes
0 ≤ Xt + αk
Iτk
E[I(3)s ]I
(1)
s I
(2)
s . (2.9)
Note that I
(1)
s ,Xt, αk, Iτk are Gt-measurable. On the other hand, I(2)s is independent of Gt,
hence the conditional law of I
(2)
s given Gt is lognormal and nondegenerate, as |ρ| < 1. In
particular, it has full support in (0,∞). Then, taking into account that Iτk > 0, I(1)s > 0,
E[I(3)] > 0, it is clear that, to have (2.9), it must be Xt ≥ 0 and αk ≥ 0. The latter is
equivalent to At ≥ 0 and we conclude. 
2.4 Optimization problem
The optimization problem consists in maximizing, over the set A(r), the expected dis-
counted utility of consumption over an infinite horizon : given a utility function U and a
discount factor β > 0, the optimization problem is
Maximize E
[∫ ∞
0
e−βsU(cs)ds
]
, over (c, pi, α) ∈ A(r). (2.10)
Assumption 2.4. The preferences of the agent are described by a utility function U :
R+ → R continuous, nondecreasing, concave, such that U(0) = 0, and the following growth
condition holds : there exist KU > 0, p ∈ (0, 1) such that U(c) ≤ KU cpp .
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Remark 2.5. In applications one is often interested in power utility functions U(c) = c
p
p ,
p ∈ (−∞, 1), with the convention that U(c) = log c when p = 0. Assumption 2.4 includes
only the case p ∈ (0, 1). The case of negative exponent is interesting as well, as it seems to
capture agents’ behavior (see [2]). We work with Assumption 2.4, but stress that the case
p ≤ 0 can be treated similarly by suitable modifications, even if a bit more difficult to handle
(see also Remark 2.6 in [7]). It is treated in [1] under full observation.
Assumption 2.6. The discount factor β is such that β > kp, where
kp := sup
uL∈R,uI∈[0,1]
{
p(uLbL + uIbI)− p(1− p)
2
(u2Lσ
2
L + u
2
Iσ
2
I + 2ρuLuIσLσI)
}
. (2.11)
Remark 2.7. The assumption on β is related to the investment/consumption problem in
a liquid market. Let p ∈ (0, 1) and consider an agent with initial wealth r, consuming at
rate ct, investing in Lt, It continuously, with respective proportions u
L
t , u
I
t , and under the
constraint that uIt ∈ [0, 1]. Suppose that preferences are represented by the utility function
U (p)(c) = cp/p, with p ∈ (0, 1). Denote by AMert(r) the set of strategies keeping wealth
nonnegative and define
V
(p)
Mert(r) := sup
(uL,uI ,c)∈AMert(r)
E
[∫ ∞
0
e−βtU (p)(ct)dt
]
, (2.12)
This is a constrained Merton problem which dominates our problem, in the sense that
V
(p)
Mert(r) is higher than the optimal value of our problem, up to the multiplicative con-
stant KU of Assumption 2.4. One can see (for instance solving the HJB equation) that
V
(p)
Mert is finite if and only if Assumption 2.6 is satisfied and that, in this case, V
(p)
Mert(r) =(
1−p
β−kp
)1−p
rp. Therefore, Assumption 2.6 guarantees, together with the growth condition of
Assumption 2.4, finiteness for our problem too.
Further note that the constrained liquid investment/consumption problem described above
can always be reduced to the case where the two assets are independent, because
dXt = Xt
(
uLt
dLt
Lt
+ uIt
dIt
It
)
= Xt
((
uLt +
ρbLσI
σL
uIt
)dLt
Lt
+ uIt
dJt
Jt
)
,
where J is the process defined below in (3.7) (taking γ = 0), and the problem is equivalent
to an agent investing in L and J , with the same constraint for the proportion invested in
I. However, this reduction does not work for the illiquid problem that we consider: neither
the observation constraint (the integrand in L being G-adapted), nor the trading constraint
(the amount held in the illiquid asset being constant between τk and τk+1) are preserved by
this transformation.
From now on Assumptions 2.4 and 2.6 will be standing assumptions.
3 Dynamic Programming
We denote the value function of the optimal stochastic control problem (2.10) by V :
V (r) := sup
(c,pi,α)∈A(r)
E
[∫ ∞
0
e−βsU(cs)ds
]
, r ≥ 0. (3.1)
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Proposition 3.1. V is everywhere finite, concave, p-Ho¨lder continuous and nondecreasing.
Moreover, there exists KV > 0 such that
V (r) ≤ KV rp, r ≥ 0. (3.2)
Proof. As observed in Remark 2.7, finiteness and (3.2) follow from the growth con-
dition of Assumption 2.4 and Assumption 2.6, by comparing with a constrained Merton
problem. Concavity of V follows, by standards arguments, from concavity of U and linear-
ity of the state equation. Monotonicity follows, by standard arguments, from monotonicity
of U . Finally, p-Ho¨lder continuity follows from concavity, monotonicity of V , and (3.2). 
Following [23], we state a Dynamic Programming Principle (DPP) to reduce our mixed
discrete/continuous problem to a standard one between two trading times.
Proposition 3.2 (DPP). We have
V (r) = sup
(c,pi,α)∈A(r)
E
[∫ τ1
0
e−βsU(cs)ds+ e
−βτ1V (Rτ1)
]
, ∀ r ≥ 0. (3.3)
Proof. The proof parallels [24]. We only indicate modifications. The main difference is
that, in our setting, there is some additional information between τn and τn+1 brought by
(W· ∨ B(1)· ), so that the processes are no longer deterministic on (τn, τn+1] given Gτn , but
only predictable with respect to (W· ∨ B(1)· ). Then, one has to use the fact that a process
(ξt)t≥0 is G-predictable if and only if it admits a decomposition (see, e.g., Lemma 2.1 in
[22]),
ξt(·) = f0(s, ·)1{t≤τ1} +
∑
n≥1
fn(s, ·, τ1, Iτ1 , . . . , τn, Iτn)1{τn<t≤τn+1},
where each fn is PW,B(1) ⊗ B(R2n)-measurable, PW,B(1) being the predictable σ-algebra
corresponding to (W· ∨ B(1)· ). Then, one proceeds as in [24], by considering conditional
controls and using a countable selection (one needs, in addition, a technical result similar
to Lemma 3.2 in [27] for the shifting procedure). 
Remark 3.3. Our control problem is similar to the one in [22] (see also [5]), so that a
similar approach seems possible. However, it does not perfectly fit that setting for several
reasons. First, our controls αk are measurable with respect to Gτk , whereas, in [22], they
are measurable with respect to Gτ−
k
. Second, we have an infinite number of trading times
τk, whereas [22] considers a finite number. Third, we consider an infinite horizon, so the
backward recursive approach cannot be employed.
We use DPP to relate our original problem to a continuous-time control problem. For
each x ≥ 0, let A0(x) be the set of couples of stochastic processes (cs, pis)s≥0 such that
- (cs)s≥0 is (Ws ∨ B(1)s )s≥0-predictable, nonnegative, and has locally integrable trajec-
tories;
- (pis)s≥0 is (Ws ∨ B(1)s )s≥0-predictable, and has locally square-integrable trajectories;
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- x+
∫ ·
0(−csds+ pis(bLds + σLdWs)) ≥ 0.
By Lemma A.1, (3.3) becomes
V (r) = sup
0≤a≤r
sup
(c,pi)∈A0(r−a)
E
[∫ τ1
0
e−βsU(cs)ds + e
−βτ1V (Rτ1)
]
. (3.4)
We rewrite the inner optimization problem in (3.4), i.e.
sup
(c,pi)∈A0(r−a)
E
[∫ τ1
0
e−βsU(cs)ds+ e
−βτ1V (Rτ1)
]
. (3.5)
Define (see Remark 3.4(i) for explanations)
bY := γ
2bI + (1− γ2)ρbLσI
σL
, bJ := (1− γ2)
(
bI − ρbLσI
σL
)
, (3.6)
and, given x, y ≥ 0 and (c, pi) ∈ A0(x), define J, X˜x,c,pi, Y˜ y as solutions to
dJt = Jt
(
bJdt+ σI
√
1− ρ2
√
1− γ2dB(2)t
)
, J0 = 1, (3.7)
dX˜t = −ctds+ pit(bLdt+ σLdWt), X˜0 = x, (3.8)
dY˜t = Y˜t
(
bY dt+ σI
(
ρdWt +
√
1− ρ2 γdB(1)t
))
, Y˜0 = y. (3.9)
Then, for each t ∈ [0, τ1), we haveXt = X˜r−α0,c,pit , At = Y˜ α0t ·Jt. SetW∞ :=
∨
t≥0Wt, B(1)∞ :=∨
t≥0 B(1)t , B(2)∞ :=
∨
t≥0 B(2)t . As τ1 is independent of W∞ ∨B(1)∞ ∨B(2)∞ and has distribution
E(λ), whereas c, J , X˜x,c,pi, Y˜ y are (W∞ ∨ B(1)∞ ∨ B(2)∞ )-measurable, we have
E
[∫ τ1
0
e−βsU(cs)ds+ e
−βτ1V (Rτ1)
∣∣∣ W∞ ∨ B(1)∞ ∨ B(2)∞ ]
=
∫ ∞
0
λe−λt
(∫ t
0
e−βsU(cs)ds+ e
−βtV (X˜r−a,c,pit + Jt · Y˜ at )
)
dt
=
∫ ∞
0
e−βsU(cs)
∫ ∞
s
λe−λtdt ds+
∫ ∞
0
λe−(λ+β)tV (X˜r−a,c,pit + Jt · Y˜ at )dt
=
∫ ∞
0
e−(β+λ)t
(
U(ct) + λV (X˜
r−a,c,pi
t + Jt · Y˜ at )
)
dt,
where, in the second equality, we used Fubini’s Theorem. On the other hand, as J is
independent of W∞ ∨B(1)∞ , whereas c, X˜x,c,pi, Y˜ y are (W∞ ∨B(1)∞ )-measurable, conditioning
the equality above with respect to W∞ ∨ B(1)∞ , we get
E
[∫ τ1
0
e−βsU(cs)ds+ e
−βτ1V (Rτ1)
∣∣∣ W∞ ∨ B(1)∞ ]
= E
[∫ ∞
0
e−(β+λ)t
(
U(ct) + λV (X˜
r−a,c,pi
t + Jt · Y˜ at )
)
dt
∣∣∣ W∞ ∨ B(1)∞ ] ,
=
∫ ∞
0
e−(β+λ)t
(
U(ct) + λGγ [V ](t, X˜
r−a,c,pi
t , Y˜
a
t )
)
dt,
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where Gγ [V ](t, x, y) := E [V (x+ yJt)] (the dependence on γ coming from the dependence
on γ of J). Then, we can rewrite (3.5) as
sup
(c,pi)∈A0(r−a)
E
[∫ ∞
0
e−(β+λ)t
(
U(ct) + λGγ [V ](t, X˜
r−a,c,pi
t , Y˜
a
t )
)
dt
]
. (3.10)
It is useful to define Gγ as a linear operator from the space M1(R+;R) of measurable
functions with at most linear growth to the space of measurable functions M(R3+;R) :
Gγ : M1(R+;R) −→ M(R3+;R) (3.11)
ψ 7−→ Gγ [ψ](t, x, y) := E [ψ(x+ yJt)] .
Useful properties of Gγ are listed in Proposition A.2.
3.1 The auxiliary control problem
The optimization problem (3.10) is a continuous, non autonomous, stochastic control prob-
lem over an infinite horizon that we call auxiliary problem. One can apply the dynamic
programming approach to this problem defining the same problem for generic initial data.
For each t ≥ 0, consider the couples of stochastic processes (c, pi) such that
(h1)′ (cs)s≥t is (Ws ∨ B(1)s )s≥t-predictable, nonnegative, and has locally integrable trajec-
tories,
(h2)′ (pis)s≥t is (Ws ∨ B(1)s )s≥t-predictable, and has locally square-integrable trajectories,
and define, for x ≥ 0,
At(x) :=
{
(c, pi) fulfilling (h1)′ − (h2)′ ∣∣ x+ ∫ ·
t
(−csds+ pis(bLds+ σLdWs)) ≥ 0
}
.
Let (t, x, y) ∈ R3+. Given (c, pi) ∈ At(x), let (X˜t,x,c,pis )s≥0, (Y˜ t,ys )s≥0 be the solutions to
dX˜s = −csds+ pis(bLds+ σLdWs), X˜t = x, (3.12)
dY˜s = Y˜s
(
bY ds+ σI
(
ρdWs +
√
1− ρ2 γdB(1)s
))
, Y˜t = y. (3.13)
By definition of At(x), we have X˜t,x,c,pi ≥ 0. Moreover, Y˜ t,y ≥ 0. Define the (auxiliary)
value function
V̂ (t, x, y) := sup
(c,pi)∈At(x)
E
[∫ ∞
t
e−(β+λ)(s−t)
(
U(cs) + λGγ [V ](s, X˜
t,x,c,pi
s , Y˜
t,y
s
)
ds
]
. (3.14)
Associating to every locally bounded function vˆ on R3+, the function, defined for r ≥ 0,
[Hvˆ](r) := sup0≤a≤r vˆ(0, r − a, a), by (3.4) and (3.14), we get
V (r) = [HV̂ ](r), ∀r ≥ 0. (3.15)
The problems (3.14)-(3.15) are coupled : V̂ is defined in terms of V in (3.14) and V is
expressed in terms of V̂ in (3.15).
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Remark 3.4. (i) The choices for the drifts bY and bJ in (3.6) are motivated by the fact
that we need a couple of processes (Y˜ , J) such that: (i) Y˜ · J = A on [0, τ1), where A is
defined in (2.6); (ii) Y˜ is G-adapted; (iii) J is independent of G. Therefore, it is natural to
consider the processes (3.7) and (3.9), with bY , bJ that can be chosen under the constraint
bJ + bY = bI . Define the constants
kL,Y,p := sup
uL∈R,uY ∈[0,1]
{
p(uLbL + uY bY )
− p(1− p)
2
(u2Lσ
2
L + u
2
Y σ
2
I (ρ
2 + γ2(1− ρ2)) + 2ρuLuY σLσI)
}
, (3.16)
kJ,p := sup
uJ∈[0,1]
{
pbJuJ − p(1− p)
2
σ2I (1− ρ2)(1 − γ2)u2J
}
. (3.17)
These constants naturally appear, respectively, in Lemma A.3 and Proposition A.2-(v).
Combining these two results with (3.2), one gets an estimate on the growth of V̂ (see (3.20)
below) under the condition that β > kL,Y,p + kJ,p. In Lemma A.4, it is proved that, for our
choice of bY , bJ ,
kL,Y,p + kJ,p = kp, (3.18)
which is the minimum possible value of kL,Y,p+ kJ,p. So our drift choices enable us to treat
the auxiliary problem without restrictions on β other than Assumption 2.6.
(ii) The auxiliary problem (3.14) is not autonomous, due to the dependence of Gγ [V ] on
time (in general). In the case of full observation (γ = 1), one has J ≡ 1 and G1[V ](t, x, y) =
V (x+ y), hence, consistent with [1], we get an autonomous problem : 4
sup
(c,pi)∈A0(x)
E
[∫ ∞
0
e−(β+λ)s
(
U(cs) + λV
(
X˜0,x,pi,cs + Y˜
0,y
s
))
ds
]
.
Therefore, time inhomogeneity of our auxiliary problem is due to the lack of full information.
We also note that we take, in (3.14), the discount e−(β+λ)(s−t) in place of the usual e−(β+λ)s
with this choice, we can get rid of the exponential terms in the HJB equation.
(iii) The value function V̂ at time t = 0 is the analogue of the value function of [1],
where the agent starts with given initial liquid endowment x and initial illiquid endowment
y (in [1], t = 0 is not a rebalancing time, so, unlike our case, the agent is not allowed to
split the total endowment r = x+ y in a different proportion at t = 0). In that regard, note
that there is no loss of generality in assuming that t = 0 is a trading time of the illiquid
asset : to treat the problem where t = 0 is not a trading date for the illiquid asset and the
initial endowment in liquid and illiquid are respectively x and y, it suffices to not perform
the first static optimization (3.15).
4Our dynamic programming approach differs from [1]. Our approach seems to be the only one possible
to deal with partial information (γ < 1). Hence, the differential problem we get is different from the one
in [1]; this difference remains when our control problem coincides with one of [1] (γ = 1 and power utility).
Nevertheless, as intuitively expected, our problem is autonomous like the one in [1], when the two control
problems coincide.
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3.2 HJB equation and viscosity characterization of V̂
This section characterizes V̂ as unique constrained viscosity solution of an associated HJB
equation. First, we state some qualitative properties of V̂ . We omit the proof, which
parallels [9], where only the case γ = 0 is considered.
Proposition 3.5. For every t ≥ 0, V̂ (t, ·, ·) is concave with respect to (x, y) and nonde-
creasing with respect to x and y. Moreover, it satisfies the boundary condition
V̂ (t, 0, y) = E
[∫ ∞
t
e−(β+λ)(s−t)λGγ [V ](s, 0, Y˜
t,y
s )ds
]
, ∀t ≥ 0, ∀y ≥ 0. (3.19)
Finally, V̂ is continuous on R3+ and satisfies, for some KV̂ > 0, the growth condition
0 ≤ V̂ (t, x, y) ≤ KV̂ ekJ,pt(x+ y)p, ∀(t, x, y) ∈ R3+. (3.20)
Let S2 denote the space of real symmetric 2×2 matrices. Standard arguments of stochastic
control (see, e.g., [27, Ch. 4]) associate to V̂ the HJB equation5
− vˆt + (β + λ)vˆ − λGγ [Hvˆ]− sup
c≥0,pi∈R
Hcv(y,D(x,y)vˆ, D
2
(x,y)vˆ; c, pi) = 0, (3.21)
where, for (y, q,Q) ∈ R+ × R2 × S2, c ≥ 0, pi ∈ R, the function Hcv is defined as
Hcv(y, q,Q; c, pi)
:= U(c) + (pibL − c)q1 + bY yq2 + σ
2
Lpi
2
2
Q11 + piρσIσLyQ12 + (ρ
2 + γ2(1− ρ2))σ
2
I
2
y2Q22.
Remark 3.6. Equation (3.21) has two nonlocal terms : H and Gγ [·]. The first is due to
illiquidity, the second to partial observation and it disappears in the case of full observation
(see Remark 3.4(ii)).
Definition 3.7. (1) An upper-semicontinuous (resp., lower-semicontinuous) function v is
a viscosity subsolution (resp., supersolution) to (3.21) at (t, x, y) ∈ R3+, if
−ϕt(t, x, y) + (β + λ)ϕ(t, x, y) − λGγ [Hv](t, x, y)
− sup
c≥0,pi∈R
Hcv(y,D(x,y)ϕ(t, x, y),D
2
(x,y)ϕ(t, x, y); c, pi) ≤ 0 (resp., ≥ 0),
for each ϕ ∈ C1,2(R3+;R) such that ϕ(t, x, y) = v(t, x, y) and ϕ ≥ v (resp., ≤) on [t, t+ε)×O,
for some neighborhood O ⊂ R2+ of (x, y) and some ε > 0.
(2) A continuous function v is a constrained viscosity solution to (3.21), if it is a
subsolution at all (t, x, y) ∈ R3+, a supersolution at all (t, x, y) ∈ R+ × (0,+∞) × R+, and
satisfies the boundary condition
vˆ(t, 0, y) = E
[ ∫ ∞
t
e−(β+λ)(s−t)λGγ [Hvˆ](s, 0, Y˜ t,ys )ds
]
, ∀t ≥ 0, ∀y ≥ 0. (3.22)
5In the standard derivation of the HJB equation, one gets −λGγ [V ] in place of the third term. Therefore,
the HJB equation is coupled with (3.15), as in [23, 24]. We insert the nonlocal term (3.15) directly in the
equation.
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Remark 3.8. (i) To simplify proofs, we use a definition of viscosity solution that differs
from the usual one. In the standard definition (see [6]), the test functions ϕ stay above v
in a neighborhood of (t, x, y), whereas the property in our case is required only for s ≥ t.
Our definition is more restrictive, as we enlarge the set of test functions. Nevertheless, the
two definitions are equivalent if the comparison principle for viscosity solutions holds for
the standard definition (see [15]).
(ii) The notion of constrained viscosity solution is specific to our stochastic control
problem. The boundaries B1 := {(x, y) ∈ R2+ : x = 0, y > 0} and B2 := {(x, y) ∈ R2+ :
x > 0, y = 0} are both absorbing (that is, state trajectories staring on Bi remain on Bi),
although differently. When the initial state is on B2, the control problem degenerates to a
one dimensional control problem whose HJB equation is (3.21) restricted to B2. For this
reason, the value function must satisfy viscosity sub- and supersolution properties. When
the initial state is on B1, the control problem vanishes, as At(0) = {(0, 0)}, and the natural
condition to impose is of Dirichlet type. However, the viscosity subsolution property holds
on B1 : for this reason, we require it in our definition, even if it is redundant for the purpose
of establishing a comparison property.
Theorem 3.9. V̂ is the unique constrained viscosity solution to (3.21) satisfying (3.20).
Proof. The proof that V̂ is a viscosity subsolution on R3+ and a viscosity supersolution
on R+ × (0,+∞)2 parallels, e.g., [27, Ch. 4, Th. 5.2] (see also [4] for an approach via the
stochastic Perron method, which requires only a viscosity comparison property and no
Dynamic Programming Principle). The Dirichlet boundary condition (3.22) follows from
(3.19) and (3.15). The growth condition (3.20) was proven. When y = 0, as noted in
Remark 3.8(ii), the control problem is one-dimensional and V̂ is a viscosity supersolution
by standard arguments.
Uniqueness is a consequence of the comparison principle (Proposition 3.10), whose proof
parallels [9], where only the case γ = 0 is treated. 
Proposition 3.10. Let v1 (resp., v2) be a viscosity subsolution (resp., supersolution) to
(3.21) on R+ × (0,+∞) ×R+. Assume that v1, v2 satisfy the growth condition (3.20) and
v1(t, 0, y) ≤ E
[ ∫ ∞
t
e−(β+λ)(s−t)λGγ [Hv1](s, 0, Y t,ys )ds
]
(3.23)
(resp., ≥ for v2). Then v1 ≤ v2 on R3+.
3.3 Optimal policy in the illiquid asset
The results obtained above characterize the optimal allocation policy in the illiquid asset.
If V̂ can be computed numerically as a viscosity solution of (3.21) (see Section 4.6), then
the optimal allocation policy (α∗k)k∈N in the illiquid asset can be derived. At time t = 0,
(3.15) implies that α∗0 is an optimal allocation in the illiquid asset if and only if α
∗
0 ∈
argmax 0≤a≤r V̂ (0, r − a, a). Note that the case α∗0 = 0 cannot be ruled out at this stage.
The property can be generalized to the random trading dates τk : α
∗
k is an optimal allocation
in the illiquid asset if and only if
α∗k ∈ argmax 0≤a≤Rτk V̂ (0, Rτk − a, a), k ∈ N, (3.24)
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as a consequence of the Markov property. We omit the proof for brevity.
4 Power utility
To characterize optimal policies, smoothness of V̂ is needed. Unfortunately, the HJB equa-
tion (3.21) is degenerate, as the control problem has two state variables and a one di-
mensional Brownian motion, and the regularity theory for PDEs does not cover that case.
Hence, to proceed, we assume that the utility function U is of power type, so that, as in
[1, 26], the problem reduces to one spatial dimension.
Assumption 4.1. U(c) = c
p
p , p ∈ (0, 1).
Assumption 4.1 holds from here on.
Remark 4.2. When p ≤ 0, the problem is investigated in [1] assuming full observation of
the illiquid asset, which corresponds to our case γ = 1.
4.1 Reduction to one spatial variable
Proposition 4.3. There exists KV > 0 such that
V (r) = KV r
p, ∀r ≥ 0. (4.1)
Hence
Gγ [V ](t, ξx, ξy) = ξ
pGγ [V ](t, x, y), ∀t ≥ 0, ∀(x, y) ∈ R2+, ∀ξ ≥ 0, (4.2)
and
V̂ (t, ξx, ξy) = ξp V̂ (t, x, y), ∀ξ ≥ 0, ∀x, y ≥ 0. (4.3)
Proof. By linearity of the state equations, A(ξr) = ξA(r) for every ξ ≥ 0 and r ≥ 0.
By homogeneity of U , we get (4.1); then (4.2) follows from (A.1). Again by linearity,
At(ξx) = ξAt(x) for every ξ ≥ 0 and x ≥ 0. Then (4.3) follows from (4.1) and (4.2). 
Under Assumption 4.1, (4.3) becomes
V̂ (t, x, y) = sup
(c,pi)∈At(x)
E
[∫ ∞
t
e−(β+λ)(s−t)
(
cps
p
+ λGγ [V ](s, X˜
t,x,c,pi
s , Y˜
t,y
s
)
ds
]
. (4.4)
If y = 0, then Y˜ t,ys ≡ 0. So, by Proposition 4.3,
V̂ (t, x, 0) = sup
(c,pi)∈At(x)
E
[∫ ∞
t
e−(β+λ)(s−t)
(
cps
p
+ λKV [X˜
t,x,c,pi
s ]
p
)
ds
]
. (4.5)
This is a standard homogeneous Merton type problem, for which V̂ (t, x, 0) = K0x
p for some
K0 > 0. We omit to treat this case.
6
6 A necessary and sufficient condition excluding the case y = 0 is given in Proposition 4.12 below.
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If y > 0, then Y˜ t,ys > 0 for every s ≥ t. In view of (4.3), we consider a new state process
Z, defined as the ratio of X˜ and Y˜ . More precisely, let (c, pi) ∈ At(x), X˜ := X˜t,x,c,pi,
Y˜ := Y˜ t,y, Zs :=
X˜s
Y˜s
. Itoˆ’s formula yields
dZs = −cˆsds+ pˆis(K̂1ds + σLdWs) + Zs(K̂2ds+KγdB(1)s ), (4.6)
where 
cˆs :=
cs
Y˜s
,
pˆis :=
pis
Y˜s
− ρσIσL
X˜s
Y˜s
,
K̂1 := bL − ρσIσL,
K̂2 := γ
2
(
−bI + ρbLσIσL + (1− ρ2)σ2I
)
,
Kγ := −σIγ
√
1− ρ2.
(4.7)
Then, by Proposition 4.3, and for fγ(t, z) := Gγ [ξ 7→ ξp](t, z, 1), (4.4) becomes
V̂ (t, x, y) = sup
(c,pi)∈At(x)
E
[∫ ∞
t
e−(β+λ)(s−t)(Y˜s)
p
(
cˆps
p
+ λKV fγ(s, Zs)
)
ds
]
. (4.8)
In order to simplify (4.8), we change probability measure. Let P̂ be the measure with density
process (Y˜s)
p
E[(Y˜s)p]
. Under P̂, the processes Ŵs := Ws − pρσIs and B̂(1)s := B(1)s − γ
√
1− ρ2 s
are Brownian motions and the dynamics of Z can be written as
dZs = −cˆsds+ pˆis(K1ds + σLdŴs) + Zs(K2ds+KγdB̂(1)s ), (4.9)
where
K1 := bL − ρσIσL(1− p), K2 := γ2
(
−bI + ρbLσI
σL
+ (1− ρ2)(1− p)σ2I
)
. (4.10)
Moreover, (4.8) becomes
V̂ (t, x, y) = yp · sup
(c,pi)∈At(x)
Ê
[∫ ∞
t
e−Kλ(s−t)
(
cˆps
p
+ λKV f
γ(s, Zs)
)
ds
]
, (4.11)
where Ê is the expectation under P̂ and
Kλ := β + λ+
(ρ2 + γ2(1− ρ2))σ2I
2
p(1− p)− pρbLσI
σL
− γ2p
(
bI − ρbLσI
σL
)
.
Given z ≥ 0, we consider (4.9) with initial datum z as a controlled equation with controls
(cˆ, pˆi), where7
(h1)′′ (cˆs)s≥t is (Ws ∨ B(1)s )s≥t-predictable, nonnegative, and has locally integrable trajec-
tories;
(h2)′′ (pˆis)s≥t is (Ws ∨ B(1)s )s≥t-predictable, and has locally square-integrable trajectories.
7The filtration generated by (Ŵ , B̂(1)) is the same as the filtration generated by (W,B(1)).
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Let Zt,z,cˆ,pˆi be the solution to (4.9), starting from z at time t and under a control (cˆ, pˆi)
fulfilling (h1)′′ − (h2)′′. Set
Aˆt(z) := {(cˆ, pˆi) fulfilling (h1)′′ − (h2)′′ | Zt,z,cˆ,pˆi ≥ 0},
and consider the one-dimensional stochastic control problem
Φ(t, z) := sup
(cˆ,pˆi)∈Aˆt(z)
Ê
[∫ ∞
t
e−Kλ(s−t)
(
cˆps
p
+ λKV f
γ(s, Zt,z,cˆ,pˆis )
)
ds
]
. (4.12)
Proposition 4.4. Let x ≥ 0, y > 0 and z := x/y.
1. (c, pi) ∈ At(x) if and only if (cˆ, pˆi) ∈ Aˆt(z), where cˆs = csY˜ t,ys , pˆis =
pis
Y˜ t,ys
− ρσIσL
X˜t,x,c,pis
Y˜ t,ys
.
2. (c∗, pi∗) ∈ At(x) is optimal for (4.4) if and only if (cˆ∗, pˆi∗) ∈ Aˆt(z) is optimal for
(4.12), where cˆ∗s =
c∗s
Y˜ t,ys
pˆi∗s =
pi∗s
Y˜ t,ys
− ρσIσL
X˜t,x,c
∗,pi∗
s
Y˜ t,ys
.
3. V̂ (t, x, y) = yp Φ(t, z), for every t ≥ 0.
Proof. All the claims follow from the arguments above. 
In view of Proposition 4.4, from here on we study the optimization problem (4.12).
Denote byMp(R2+,R) the space of measurable functions ψ such that |ψ(t, z)| ≤ C0(1+|z|)p,
and consider the nonlinear functional H0 :Mp(R2+,R)→ R, ψ 7→ H0[ψ] := supz≥0 ψ(0,z)(1+z)p .
Then V (r) = H[V̂ ](r) = H0[Φ]rp, so that
KV = H0[Φ], (4.13)
where KV is the constant in (4.1). As Aˆt(0) = {(c, pi) ≡ (0, 0)}, we get the boundary
condition for Φ
Φ(t, 0) = KV
∫ ∞
t
e−Kλ(s−t)λfγ(s, 0)ds. (4.14)
By (3.20) and Proposition (4.4)(3),8 we get the growth condition for Φ
Φ(t, z) ≤ KV̂ ekJ,pt(1 + z)p. (4.15)
The HJB equation associated to (4.12) is
− ϕt +Kλϕ− λKV fγ(t, z)− sup
cˆ≥0, pˆi∈R
H0cv(z, ϕ, ϕz , ϕzz) = 0, (4.16)
where
H0cv(z, ϕ, ϕz , ϕzz; cˆ, pˆi) =
cˆp
p
− cˆϕz + K1pˆiϕz + 1
2
σ2Lpˆi
2ϕzz + K2zϕz +
1
2
K2γz
2ϕzz.
8It could also be proven by dealing directly with the control problem (4.12).
17
By (4.13), we can replace KV with H0[ϕ] in (4.16) and also consider the equation with a
nonlocal term
− ϕt +Kλϕ−K2zϕz − λfγ(t, z)H0[ϕ]− sup
cˆ≥0, pˆi∈R
H0cv(z, ϕ, ϕz , ϕzz) = 0. (4.17)
Similarly, we can replace KV with H0[ϕ] in (4.14) and get an implicit nonlocal boundary
condition :
Φ(t, 0) = H0[Φ]
∫ ∞
t
e−Kλ(s−t)λfγ(s, 0)ds. (4.18)
Proposition 4.5. The function Φ is the unique continuous viscosity solution 9 over R+×
(0,+∞) to (4.16) fulfilling (4.14) and (4.15). Equivalently, Φ is the unique continuous
viscosity solution over R+ × (0,+∞) to (4.17) fulfilling (4.18) and (4.15).
Proof. The first fact follows from Proposition 4.4(3) and Theorem 3.9. The equivalence
between the equations follows from uniqueness and (4.13). 
4.2 Smoothness of the value function
This subsection shows that the value function Φ is smooth. As the classification of the
HJB equation (4.16) is sensitive to γ, we need to distinguish, from the point of view of
PDE theory, the cases γ = 0 and γ 6= 0. Due to the presence of the term K2γ2 z2ϕzz, in
the case γ 6= 0 (Kγ > 0), the PDE is a fully nonlinear (locally) nondegenerate parabolic
equation, whereas, in the case γ = 0 (Kγ = 0), it is degenerate. In both cases, we prove
that the solution is sufficiently smooth to construct optimal policies in feedback form. The
degenerate case, γ = 0, is investigated by means of the dual problem illustrated in Remark
4.7 and discussed in detail in [10, Sec. 6]. For the nondegenerate case, γ 6= 0, we first localize
the equation by restricting the set of controls to a compact one and then apply a result by
Krylov (see Appendix). Hereafter, we denote by C1,k the class of functions which are once
differentiable with respect to the time variable and k-times differentiable with respect to
spatial variable, with continuous derivatives.
Theorem 4.6. Φ ∈ C1,3(R+ × (0,+∞);R) and Φz ∈ C1,2(R+ × (0,+∞);R), with Φz > 0
and Φzz < 0 over R+ × (0,+∞).
Proof. We prove the claim in the case γ 6= 0, referring to [10] and Remark 4.7 below
for the case γ = 0. Given (t¯, z¯) ∈ R+× (0,+∞) and ε ∈ (0, z¯), consider Dε(t¯, z¯), defined in
(A.9), and let P(Dε(t¯, z¯)) be the parabolic boundary of Dε(t¯, z¯) :
P(Dε(t¯, z¯)) := {t¯+ ε} × [z¯ − ε, z¯ + ε] ∪ [t¯, t¯+ ε]× {z¯ − ε, z¯ + ε}.
By Propositions 4.5 and A.6, and by standard comparison results for viscosity solutions
(see e.g. [6, 12]), Φ is the unique continuous viscosity solution on Dε(t¯, z¯) to the HJB
9The definition of viscosity solution is analogous to Definition 3.7(1).
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equation (A.19) - the same as (4.16), but with constraints on the set of the variables cˆ, pˆi -
with Dirichlet continuous boundary condition
ϕ = Φ, on P(Dε(t¯, z¯)). (4.19)
On the other hand, by Theorem A.8, there exists a solution C1,2(Dε(t¯, z¯);R) to (A.19) with
boundary condition (4.19). As such a solution needs to be a viscosity solution,
Φ ∈ C1,2(Dε(t¯, z¯);R). (4.20)
Moreover, by Lemma A.5, we have for (t, z) ∈ Dε(t¯, z¯)
Φz(t, z) ≥ mε > 0, Φzz(t, z) ≤ −δε < 0. (4.21)
Due to (4.20)-(4.21) and Proposition 4.5, and by arbitrariness of (t¯, z¯) ∈ R+ × (0,+∞),
the function Φ is a classical solution to (4.16) and Φz > 0, Φzz < 0 in R+ × (0,+∞). As
a consequence the supremum in (4.16) can be made explicit, so that Φ satisfies, in the
classical sense,
− Φt +KλΦ−K2zΦz − λKV fγ(t, z)− U˜(Φz) + 1
2
K21
σ2L
Φ2z
Φzz
− K
2
γ
2
z2Φzz = 0, (4.22)
where U˜(w) := 1−pp w
− p
1−p , w > 0, is the Legendre transform of U . By Lemma A.7, we
differentiate (4.22) and deduce that Φz is a viscosity solution to
− gt +
(
Kλ +K2 +
K21
σ2L
)
g + (K2 −K2γ)zgz + U˜ ′(g)gz
−
(K2γ
2
z2 +
K21
2σ2L
g2
g2z
)
gzz + λKV (fγ)z = 0, (4.23)
with Dirichlet continuous boundary condition g = Φz on P(Dε(t¯, z¯)). Again, by stan-
dard comparison results for viscosity solutions, the function Φz is the unique viscosity
solution to this problem. On the other hand, Theorem A.810 implies that this problem
admits a C1,2(Dε(t¯, z¯);R) solution. As before, we deduce Φz ∈ C1,2(Dε(t¯, z¯);R), hence
Φ ∈ C1,3(Dε(t¯, z¯);R). We finally get the claim by arbitrariness of (t¯, z¯) ∈ R+ × (0,+∞).
✷
Remark 4.7. The equation (4.16), when γ = 0, is degenerate, as the second order term
can vanish, but Φ is still a viscosity solution of it. Motivated by the fact that Φz > 0 and
Φzz < 0, one rewrites the equation as
− ϕt +Kλϕ−K2zϕz − λKV f0(t, z)− U˜(ϕz) + 1
2
K21
σ2L
ϕ2z
ϕzz
= 0. (4.24)
10 Note that U˜ ′(g)gz and g
2/g2z are not well-defined for g ≤ 0 or gz = 0. We can use (4.21) to replace
these terms by functions of (g, gz) everywhere defined, with as much smoothness as needed, coinciding with
(g, gz) whenever mε ≤ g ≤Mε, gz ≤ −δε, and satisfying the assumptions of Theorem A.8.
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Define the dual function ψ(t, w) := supz≥0{ϕ(t, z)−wz}, w > 0. From (4.24), one formally
gets the equation for ψ
− ψt +Kλψ + (K2 −Kλ)wψw − K
2
1
2σ2L
w2ψww − U˜(w)− λKV f0(t,−ψw) = 0 (4.25)
(boundary and growth conditions for ϕ also have a dual counterpart for ψ). The equation
(4.25) is semilinear and (locally) nondegenerate, so the PDE theory for classical solutions
can be used. Moreover, (4.25) is still of HJB type, itself associated with another (dual)
control problem. Once the existence of a sufficiently smooth solution Ψ to (4.25) is derived,
one may try to show that Ψ˜(t, z) := infw>0{Ψ(t, w) + zw} is a classical solution to (4.24),
and identify it with Φ. All these steps are nontrivial (see [10]).
4.3 Closed loop equation
The candidate optimal feedback maps provided by maximization in the HJB equation
(4.16), for z > 0, and by the fact that Aˆt(0) = {(0, 0)}, for z = 0, are
Ĉ∗(s, z) =
{
(U ′)−1 (Φz(s, z)) , if z > 0,
0, if z = 0,
Π̂∗(s, z) =
{
− K1Φz(s,z)σLΦzz(s,z) , if z > 0,
0, if z = 0.
(4.26)
These maps are measurable. Moreover, due to Theorem 4.6, Ĉ∗(s, ·) and Π̂∗(s, ·) are locally
Lipschitz continuous in (0,+∞), uniformly in s ∈ [0, T ], for all T > 0. The associated closed
loop equation isdZs = −Ĉ∗(s, Zs)ds+ Π̂∗(s, Zs)
(
K1ds+ σLdŴs
)
+ Zs(K2ds+KγdB̂
(1)
s ),
Zt = z.
(4.27)
Proposition 4.8. For every (t, z) ∈ R2+, there exists a unique nonnegative strong solution
Zt,z,∗ to (4.27) in (Ω,F , P̂).
Proof. Existence. If z = 0, the claim follows by setting Zt,z,∗ ≡ 0. Let z > 0 and T > 0.
The local Lipschitz continuity of Ĉ∗(s, ·), Π̂∗(s, ·) and standard SDEs theory (see, e.g., [18,
Ch. 5, Th. 2.9]) give, for each ε ∈ (0, z), the existence of a unique solution Zt,z,ε ∈ [ε, ε−1] in
the stochastic interval [t, τTε ), where τ
T
ε is implicitly defined as τ
T
ε := inf {s ∈ [t, T ] | Zt,z,εs ≤
ε or Zt,z,εs ≥ ε−1}, with the convention inf ∅ = T . If ε < ε′, we have τTε > τTε′ and
Zt,z,εs ≡ Zt,z,ε
′
s on [t, τ
T
ε′ ), ∀ 0 < ε < ε′. (4.28)
Set τT := limε↓0 τ
T
ε . By (4.28), there exists a unique solution Z
t,z,∗ ≥ 0 in the interval [t, τT ).
We show that Zt,z,∗ can be extended to [t, T ], which implies the claim, by arbitrariness of
T . By a Girsanov transformation, there exists a probability Q̂T , locally equivalent to P̂,
and Q̂T -Brownian motions Ŵ Q̂
T
and B̂(1),Q̂
T
such that (4.27) is rewritten in [0, T ] as
dZs = −Ĉ∗(s, Zs)ds + σLΠ̂∗(s, Zs)dŴ Q̂Ts +KγZsdB̂(1),Q̂
T
s .
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By nonnegativity of Ĉ∗ and Zt,z,∗, the process Zt,z,∗ is a nonnegative Q̂T -supermartingale
on [t, τT ). It can be extended to a Q̂T -supermartingale (L1(Q̂T )-bounded) on [t, T ] by
setting Zt,z,∗ ≡ 0 in [τT , T ]. Hence, by Doob’s convergence Theorem (the usual proof for
deterministic intervals - see e.g. Theorem 6.18 in [17] - can be adapted to our stochastic
interval [t, τT )), there exists a finite random variable Zt,z,∗
τT
such that limsրτT Z
t,z,∗
s =
Zt,z,∗
τT
, Q̂T -a.s.. As Q̂T ∼ P̂, we also have
lim
sրτT
Zt,z,∗s = Z
t,z,∗
τT
, P̂-a.s.. (4.29)
Hence, (4.29) yields the desired extension on {τT = T}. Consider now the set {τT < T}.
In this set, Zt,z,∗
τTε
∈ {ε, ε−1}, so, by (4.29), necessarily Zt,z,∗
τT
= 0 P-a.s.. This clearly implies
limsրτ Z
t,z,∗
s = 0, P̂−a.s. on {τT < T}. Hence, we can extend Zt,z,∗ to a solution defined
over [t, T ] on {τT < T}, by setting Zt,z,∗s ≡ 0 for s ∈ [τT , T ].
Uniqueness. The solution is unique on the stochastic interval [t, τT ), defined in the
existence part. On the set {τT < T}, when it reaches 0, it must stay there, as it is a
nonnegative Q̂T -supermartingale. Therefore, we have uniqueness on [t, T ] for all T > t,
hence on [t,+∞). 
4.4 Verification theorem
Theorem 4.9. Let Zt,z,∗ be the unique nonnegative solution to (4.27) and let Ĉ∗, Π̂∗ be the
feedback maps defined in (4.26). Define the feedback strategies
cˆ∗s := Ĉ
∗(s, Zt,z,∗s ), pˆi
∗
s := Π
∗(s, Zt,z,∗s ), s ≥ t. (4.30)
Then (cˆ∗, pˆi∗) ∈ Aˆt(z), and it is the unique optimal control for (4.12).
Proof. Admissibility. As (4.27) has a well-defined solution, then cˆ∗ and pˆi∗ satisfy
the required integrability conditions (h1)′′ − (h2)′′. On the other hand, by uniqueness of
solutions to (4.27), we must have Zt,x,cˆ
∗,pˆi∗ = Zt,z,∗. As Zt,z,∗ ≥ 0, we conclude (cˆ∗, pˆi∗) ∈
Aˆt(z).
Optimality. To prove optimality we distinguish two cases : z = 0 and z > 0.
(i) Case z = 0. Then Zt,z,∗ ≡ 0, so also (cˆ∗, pˆi∗) ≡ (0, 0). On the other hand, Aˆt(0) =
{(0, 0)}, hence we conclude.
(ii) Case z > 0. Let τ := inf{s ≥ t |Zt,z,cˆ∗,pˆi∗s = 0}, with the convention inf ∅ =
+∞. Due to Theorem 4.6, we can apply Dynkin’s formula to s 7→ e−Kλ(s−t)Φ(s, Zt,z,cˆ∗,pˆi∗s )
in [t, τ ∧ T ), for all T > t. By Proposition 4.5 and Theorem 4.6, Φ solves (4.16) in
classical sense. Hence, using the definition of (cˆ∗, pˆi∗) and arguing as in standard verification
theorems we get
Φ(t, z) − Ê
[
e−Kλ((τ∧T )−t)Φ(τ ∧ T,Zt,z,cˆ∗,pˆi∗τ∧T )
]
= Ê
[∫ τ∧T
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
.
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Splitting on the sets AT = {τ < T} and AcT = {τ ≥ T}, we write
Φ(t, z) − Ê
[
1AT e
−Kλ(τ−t)Φ(τ, Zt,z,cˆ
∗,pˆi∗
τ ) + 1AcT e
−Kλ(T−t)Φ(T,Zt,z,cˆ
∗,pˆi∗
T )
]
= Ê
[
1AT
∫ τ
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
+ 1Ac
T
∫ T
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
. (4.31)
Noting that Zt,z,cˆ
∗,pˆi∗ ≡ 0 and cˆ∗ ≡ 0, from τ on, using (4.14) we get
Ê
[
1AT
(
e−Kλ(τ−t)Φ(τ, Zt,z,cˆ
∗,pˆi∗
τ ) +
∫ τ
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
)]
= Ê
[
1AT
∫ ∞
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
.
Hence, moving the term corresponding to 1AT to the right hand side in (4.31), and adding
and subtracting Ê
[
1Ac
T
∫ +∞
T e
−Kλ(s−t)
(
(cˆ∗s)
p
p + λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
, we get
Φ(t, z) − Ê
[
1Ac
T
e−Kλ(T−t)Φ(T,Zt,z,cˆ
∗,pˆi∗
T )
]
= Ê
[ ∫ ∞
t
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
− Ê
[
1Ac
T
∫ +∞
T
e−Kλ(s−t)
(
(cˆ∗s)
p
p
+ λKV fγ(s, Z
t,z,cˆ∗,pˆi∗
s )
)
ds
]
. (4.32)
Take T → ∞ in (4.32). The second term of the left hand side goes to 0 by dominated
convergence, due to Assumption 2.6, (3.18), (4.15); the second term of the right hand side
goes to 0 by monotone convergence. So we conclude.
Uniqueness. As V is strictly concave (it is of power form), fγ(s, ·) is also strictly concave.
Let (cˆ∗1, pˆi
∗
1) and (cˆ
∗
2, pˆi
∗
2) be optimal for (4.12). Strict concavity of c 7→ cp/p yields cˆ∗1 = cˆ∗2.
Strict concavity of fγ(s, ·), for every s ≥ t, yields Zt,z,cˆ∗1,pˆi∗1 = Zt,z,cˆ∗2,pˆi∗2 , from which pˆi∗1 = pˆi∗2
follows. ✷
4.5 Optimal policies for the original problem
First, we characterize the optimal policy in the illiquid asset.
Proposition 4.10. The optimal allocation policy α∗k in the illiquid asset at time τk is
α∗k = a
∗(Rτk), where a
∗(r) is the unique maximizer over [0, r] of the function 7→ g(a; r) =
apΦ(0, ra − 1).
Proof. As Φ ≥ 0, Φz > 0, and Φzz < 0, a computation of ∂2g/∂a2 shows that g(·; r) is
strictly concave in (0, r), so it admits a unique maximizer in [0, r]. The claim follows from
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Proposition 4.4(3) and (3.24). 
We prove two important properties of the optimal allocation in the illiquid asset.
Proposition 4.11. The optimal rebalancing proportion
X∗τk
α∗
k
at the trading times of the
illiquid asset (τk)k∈N is constant :
X∗τk
α∗k
=
R∗τk − α∗k
α∗k
= z∗ := argmaxz≥0
Φ(0, z)
(1 + z)p
, ∀k ∈ N,
where the value z∗ above is well defined, under the convention that z∗ =∞ if the supremum
of Φ(0,z)(1+z)p is not attained (in this case, there is no investment in the illiquid asset).
Consequently, at (τk)k∈N, the optimal allocation proportions in liquid and illiquid assets
over total wealth are also constant:
α∗
k
R∗τk
= 11+z∗ ,
X∗τk
R∗τk
= z
∗
1+z∗ , for every k ∈ N, with the
conventions 1∞ = 0,
∞
∞ = 1.
Proof. Consider h(z) := Φ(z)(1+z)p , z ≥ 0.We have h( ra−1) = g(a; r) for a ∈ (0, r], where g
is defined in Proposition 4.10. As g is continuous, limz→+∞ h(z) exists and is equal to g(0).
So, setting h(+∞) := g(0), we consider the diffeomorphism [0, r] → [0,+∞], a 7→ ra − 1,
and note that a maximizes g over [0, r] if and only if z = ra − 1 maximizes h over [0,+∞].
The maximizer of g over [0, r] is unique, hence the maximizer of h over [0,+∞] is also
unique. Calling it z∗, from the correspondence above, we get z∗ = r−a
∗(r)
a∗(r) , where a
∗(r) is
defined in Proposition 4.10. ✷
Proposition 4.12.
1. α∗0 < r (if and only if r > 0).
2. α∗0 > 0 if and only if
bI
σI
> ρbLσL .
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Proof. 1. If r = 0, then α∗0 = 0, due to the state constraint. Let r > 0 and assume, by
contradiction, that α∗0 = r. This would yield z
∗ = 0 in Proposition 4.11, hence α∗k = R,τk
for all k ∈ N. We should conclude, by the state constraint, that c∗t ≡ 0. But this strategy
cannot be optimal, as V (r) > 0.
2. Necessity. Consider the Merton problem described in Remark 2.7 and call its value
function V M,2. The optimal investment proportions in L and I for this problem are
(u∗L, u
∗
I) = argmax
uL∈R, uI∈[0,1]
{
p(uLbL + uIbI)− p(1− p)
2
(u2Lσ
2
L + u
2
Iσ
2
I + 2ρuLuIσLσI)
}
Taking first the supremum on uL, one sees that u
∗
I = 0 if and only if bI ≤ ρbLσIσL . In
this case, denoting by VM,1 the value function for an agent investing only in L, we have
V M,2 = VM,1. As VM,1 ≤ V ≤ VM,2, we obtain V = VM,1, and the optimal strategy for
our original problem never invests in the illiquid asset I.
11This condition is the same as in the Merton (liquid) problem with two assets. The same result is
obtained in [1] in the case of full observation.
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Sufficiency. Assume bIσI >
ρbL
σL
and set h(a) := V̂ (0, 1 − a, a), a ∈ [0, 1]. By (4.3), it
suffices to show that h′(0+) > 0. We have
h′(0+) = lim
η→0
V̂ (0, 1 − η, η) − V̂ (0, 1, 0)
η
= lim
η→0
(1− η)p
η
(
V̂ (0, 1,
η
1− η )− V̂ (0, 1 +
η
1− η , 0)
)
=
(
lim
η→0
(1− η)p−1
) (
lim
δ→0
1
δ
(
V̂ (0, 1, δ) − V̂ (0, 1 + δ, 0)))
= V̂y(0, 1, 0
+)− V̂x(0, 1+, 0).
We will show that the latter is strictly positive. Consider the auxiliary problem with initial
data (t, x, y) = (0, 1, 0). In this case the problem is the Merton type problem (4.5), with
value function V̂ (0, x, 0) = K0x
p, so V̂x(0, 1
+, 0) = pK0. By solving the HJB equation for
this problem, one finds K0 as unique positive solution to(
β + λ− pb
2
L
2(1 − p)σ2L
)
K0 − (1− p)p−
1
1−pK
− p
1−p
0 = λKV , (4.33)
and the corresponding optimal wealth process is
dX˜∗t = −c∗t dt+ pi∗t
dLt
Lt
, (4.34)
where
c∗t = p
− 1
1−pK
− 1
1−p
0 X˜
∗
t , pi
∗
t =
bL
σ2L(1− p)
X˜∗t . (4.35)
Considering an agent with initial wealth (1, δ), who chooses the same investment/consumption
strategy, we get
V̂ (0, 1, δ) ≥ E
[ ∫ ∞
0
e−(β+λ)t
(
(c∗t )
p
p
+ λGγ [V ](t, X˜
∗
t , Y˜
0,δ
t )
)
dt
]
.
Therefore
V̂ (0, 1, δ) − V̂ (0, 1, 0)
δ
≥ λ
δ
E
[∫ ∞
0
e−(β+λ)t
(
G[V ](t, X˜∗t , Y˜
0,δ
t )−G[V ](t, X˜∗t , 0)
)
dt
]
= λKV
∫ ∞
0
e−(β+λ)t E
[
(X˜∗t + Y˜
0,δ
t Jt)
p − (X˜∗t )p
δ
]
dt. (4.36)
Let δ → 0 in (4.36). Applying Fatou’s Lemma and observing that Y˜ 0,δJt = δIt,
V̂y(0, 1, 0
+) ≥ pKV λ
∫ ∞
0
e−(β+λ)tE
[
(X˜∗t )
p−1It
]
dt
= pKV λ
∫ ∞
0
exp
(
− (λKV
K0
− (bI − ρbLσI
σL
)
)
t
)
dt
> pK0 = V̂x(0, 1
+, 0),
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where the middle equality uses (2.1), (2.2), (4.33), (4.34) and (4.35), and the strict inequality
uses bIσI >
ρbL
σL
. 
When the two assets are uncorrelated, the result above says, in particular, that there
is investment in the illiquid asset even if the Sharpe ratio of the liquid asset is higher than
that of the illiquid asset. Let us now deal with the optimal consumption and investment in
the liquid asset. Set, for any x ≥ 0, y > 0,12
C∗(s, x, y) := y Ĉ∗
(
s,
x
y
)
, Π∗(s, x, y) := y Π̂∗
(
s,
x
y
)
+
ρσI
σL
x
y
,
and set X˜∗,t,x := Z∗,t,x/yY˜ t,y. From the above results, we get the following theorem. 13
Theorem 4.13. Let bIσI >
ρbL
σL
. The unique optimal control (α∗, c∗, pi∗) for (2.10) is
α∗k =
Rτk
1 + z∗
, k ∈ N,
c∗s = C
∗(s− τk, X˜∗,τk ,Rτk−α
∗
k
s , Y˜
τk ,α
∗
k
s ), s ∈ [τk, τk+1), k ∈ N,
pi∗s = Π
∗(s− τk, X˜∗,τk ,Rτk−α
∗
k
,
s , Y˜
τk ,α
∗
k
s ), s ∈ [τk, τk+1), k ∈ N.
Proof. The expression for α∗k follows from Proposition 4.11. The proof that (c
∗, pi∗)
is the unique optimal control in each random interval (τk, τk+1) follows by doing again,
but in the opposite direction, the transformations leading to the equivalence between the
original problem (2.10) and the transformed one (4.12) (via the first transformation (4.4)).
Precisely, using Proposition 4.4, Theorem 4.9, Proposition 3.2, and the Markov nature of
our problem, one shows, by induction, that V (r) = E
[∫ τk
0 e
−βsU(c∗s)ds
]
+E
[
e−βτkV
(
R∗τk
)]
,
for all k ∈ N. Then, (4.1) implies that the second term on the right hand side goes to 0 for
k →∞, hence (α∗, c∗, pi∗) is optimal. 
4.6 Numerical approximations
This subsection presents an iterative scheme to approximate KV and Φ. The procedure is
illustrated more extensively, in the case γ = 0, in [9, 13]. Because of the nonlocal term
H0[ϕ] in (4.17), we cannot approximate the value function Φ directly as a viscosity solution
of a PDE, but need to define an iterative scheme. Fixing T > 0 and starting with K0,TV := 0,
define, inductively on n ∈ N, the sequence (Kn,TV ,Φn,T ) as follows.
- Given n ∈ N and Kn,TV , let Φn,T on R2+ be the unique constrained viscosity solution
on [0, T ]× R+ to
− Φn,Tt +KλΦn,T − λKn,TV fγ(t, z)− sup
cˆ≥0,pˆi∈R
H0cv(z,Φ
n,T ,Φn,Tz ,Φ
n,T
zz ; cˆ, pˆi) = 0, (4.1)
12For the case y = 0, see the discussion after (4.5).
13We make the assumption bI
σI
> ρbL
σL
to make the problem meaningful in view of Proposition 4.12 (see
again the discussion after (4.5)). In this case z∗ <∞.
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with boundary and terminal conditions
Φn,T (t, 0) = Kn,TV
∫ T
t
e−Kλ(s−t)λfγ(s, 0)ds, t ∈ [0, T ], (4.2)
Φn,T (T, z) = 0, z ≥ 0. (4.3)
- Given n ∈ N and Φn,T , let Kn+1,TV := H0[Φn,T ].
Then one proves, following [13, Ch. 3, Sec. 6], the following estimate ensuring the conver-
gence of our scheme when T →∞ and n→∞.
Proposition 4.14. Let δ := λλ+β−kp . For all (t, z) in [0, T ]× R+,∣∣(Φ− Φn,T )(t, z)∣∣ ≤ C0ekJ,pt(1 + z)p(δn + e−(λ+β−kp)T
1− δ + e
−(λ+β−kp)(T−t)
)
,
where C0 = V
(p)
Mert(1) (see Remark 2.7).
Proposition 4.14 provides a rate of convergence sensitive to the value of λ :
- the larger is λ, the slower is the convergence in n;
- the smaller is λ, the slower is the convergence in T .
5 Discussion
This section provides and discusses some numerical experiments performed, in the case of
power utility, by means of the iterative approximation procedure described in Subsection
4.6. The discussion is limited to key features, in order to show how our methodology can
be applied. We choose the parameters
β = 0.2, p = 0.5, bL = 0.15, σL = 1, bI = 0.2, σI = 1.
With these values, Assumption 2.6 is satisfied for every ρ ∈ (−1, 1). It is reasonable to
let the illiquid asset have a higher Sharpe ratio than the liquid one. This is economically
intuitive and ensures that, for every value of the correlation ρ, it is always optimal to
invest in the illiquid asset (Proposition 4.12(2)). We solved the PDE (4.1) using an explicit
finite-difference scheme, after the change of variable R+ → [0, 1), z 7→ z˜ = zz+1 , inducing a
corresponding transformation Φ 7→ Φ˜, to work with the bounded domain [0, 1). We fixed
beforehand T between 1 and 10, depending on λ according to what we said at the end of
Subsection 4.6 : for the extreme cases λ = 1 and λ = 50, we took, respectively, T = 10
and T = 1, as with these choices the terms involving T and T − t in Proposition 4.14
become reasonably negligible (resp., of order 10−5 and 10−22). We used a uniform grid on
[0, T ]× [0, 1] with time step length 5 ·10−4 and space step length 0.02. The numbers fγ(t, z˜)
were computed beforehand at each point of the grid, using an L2-optimal quantization
grid for the gaussian law with N = 5000 points. Finally, almost all the numerical tests
below were performed for t = 0, so Proposition 4.14 was used with t = 0 to estimate the
error. The only numerical tests performed with t > 0 are the ones regarding the optimal
consumption and investment in the liquid asset in Subsection 5.2, where λ = 5 and t = 1;
in this case, T = 5 in order to control the error.
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5.1 Value function and cost of illiquidity
To study the cost of illiquidity, we consider quantities related to the value function V . The
first measure of illiquidity cost is the difference between the value functions corresponding
to different values of λ.14 As V (r) = rpV (1), we study V (1). Table 1 reports it for different
values of λ and for γ = 0 or γ = 1.
λ 1 5 10 50 Constr./Unconstr. Merton
γ = 0 1.66755 1.70493 1.71257 1.71945 1.72133
γ = 1 1.67179 1.71121 1.71656 1.72036 1.72133
Table 1: V (1) for various γ, λ, and fixed ρ = 0.
Another measure of illiquidity cost is given by - see [23] - the extra amount of initial
wealth e(r) needed to reach the same level of expected utility as an investor without trading
restrictions and with the same initial capital r. Hence, it corresponds to the solution to
the equation V (r + e(r)) = VM (r), where VM is the value function of the corresponding
unconstrained Merton problem. As e(r) is proportional to r, we study e(1). Table 2 reports
e(1) for different values of λ and for γ = 0 or γ = 1.
λ 1 5 10 50
γ = 0 0.066 0.0193 0.0103 0.00218
γ = 1 0.060 0.0119 0.0056 0.00112
Table 2: e(1) for various γ, λ, and fixed ρ = 0.
Concerning the impact of the observation parameter γ, we observe that:
1. The impact of γ on the absolute cost of liquidity, measured as V (1) or as e(1), is not
high, but shows a peak for intermediate values of λ. This is expected: when λ is low,
the illiquid asset is very rarely traded, so it is less useful to have information on it;
when λ is high, the discrete information on I at trading dates is frequently updated,
so the continuous part of the information on I is less relevant.
2. The relative impact of γ on e(1), i.e. the quantity e
γ=0(1)−eγ=1(1)
eγ=0(1) , for λ ≥ 5 is of the
order of 50%.
5.2 Optimal policies
Again, without loss of generality, we assume that r = 1. Figure 1 represents the optimal
allocation policy in the illiquid asset, expressed as a proportion of wealth - i.e. the quantity
14We stress that one cannot always expect convergence to Merton’s unconstrained solution when λ→∞.
The presence of illiquidity - even in the case of high λ (high trading frequency) - induces a constraint on the
investment strategies in I , in order to satisfy the state constraint. This fact can produce a gap between the
fully liquid case and the limit of the illiquid one. In general, the limit case for λ → ∞ corresponds to the
constrained fully liquid Merton problem, i.e. the Merton problem with the constraint that the investment
in I does not admit borrowing or short selling. When the optimal solution of the unconstrained Merton
problem satisfies this constraint, the constrained and unconstrained Merton problems are equivalent : hence,
in the latter case, we have convergence to the (unconstrained) Merton solution for λ→∞.
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zˆ := 11+z∗ - and as function of ρ, for fixed γ = 0. The different lines correspond to different
values of λ. When λ is low, zˆ is close to 0; when λ is high, zˆ is close to the corresponding
value in the constrained Merton problem. For increasing values of λ, the graphs lie between
these two extreme cases, increasing with it.
0
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0.4
0.6
0.8
1
1.2
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
λ = 1
λ = 5
λ = 10
Constr. Merton
Unconstr. Merton
Figure 1: Optimal investment proportion zˆ in the illiquid asset, as function of ρ, for γ = 0.
The impact of the observation parameter on the optimal allocation proportion in the
illiquid asset is shown in Table 3 for different values of λ, considering the extreme cases
γ = 0 and γ = 1, for fixed ρ = 0. The agent invests more in the illiquid asset if she/he
can observe it continuously. The impact of γ is negligible in the extreme cases λ = 1 and
λ = 50; of the order of 6%, when λ = 3, 5, 10.
λ = 1 λ = 3 λ = 5 λ = 10 λ = 50 Constr./Unconstr. Merton
γ = 0 0.18 0.3 0.34 0.36 0.4 0.4
γ = 1 0.18 0.32 0.36 0.38 0.4 0.4
Table 3: Optimal investment (proportion over the wealth) in the illiquid asset, for various γ, λ and
fixed ρ = 0.
Let us analyze the feedback maps C∗, Π∗. We need to be careful comparing these maps
for different values of γ, when t > 0. Indeed, they are defined on y, which refers to the
stochastic process Y˜ . But Y˜ depends on γ, so the feedback maps C∗,Π∗ do not read the
same input for different values of γ. To overcome this problem, one would need to perform
Monte-Carlo simulations to study the distributions of the optimal strategies.15 However,
15As our auxiliary control problem is not autonomous, we cannot look at the stationary distribution as
in [1].
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such an approach would be numerically intensive; for simplicity, we consider the dependence
of the feedback maps on the extra observation B(1), for different values of γ, which still
enables us to illustrate the effect of partial observation. As we are mainly interested in
the impact of γ on the strategies, we fix the other parameters, taking λ = 5 and ρ = 0.
We consider an agent who, at time t = 1, owns a liquid wealth X˜1 = 0.5, having invested
α0 = Y˜0 = 0.5 in illiquid wealth at time t = 0 (assuming that τ1 has not occurred yet).
We plot the optimal consumption and investment in the liquid asset as functions of the
additional information B
(1)
1 , which determines, together with γ, the value of Y˜1.
16 To be
more explicit, we compute C∗(1, X˜1, Y˜1), Π
∗(1, X˜1, Y˜1) as functions of B
(1)
1 and γ. As,
from (3.9), Y˜1 = Y˜0 exp
(
bY − (1−ρ
2)γ2
2 +
√
1− ρ2 γB(1)1
)
, we get the function to plot by
substitution.
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Figure 2: Optimal consumption rate, as function of B(1)1 , for various γ (setting λ = 5, ρ = 0, X˜1 = .5,
Y˜0 = .5).
Figure 2 graphs the consumption rate : it is increasing in B(1), which illustrates the
unsurprising fact that, when the agent knows that her/his illiquid investment is doing well,
she/he should consume more. This effect is considerably stronger, when information about
the illiquid asset increases (γ close to 1). The impact of the observation on the investment
in the liquid asset can be studied in a similar way. We omit the resulting graph, as it has
the same qualitative features as Figure 2 (when the agent knows her/his illiquid investment
is doing well, she/he can take more risk with her/his investment in the other risky asset).
16This is true as ρ = 0, so that Y˜ does not depend on W .
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5.3 Conclusions
From the analysis performed, we can extract the following behaviour with respect to the
relevant parameters γ, λ.
1. The impact of γ on the cost of illiquidity and on the investment in the illiquid asset
is negligible for low and high value of λ, and has a peak for intermediate values of λ.
2. The investment in the illiquid asset is increasing in λ and γ.
3. The consumption and the investment in the liquid asset are very sensitive with respect
to γ for intermediate values of λ.
A Appendix
A.1 Technical results
Lemma A.1. Given r ≥ 0, for any (c, pi, α) ∈ A(r), there exists (c0, pi0) ∈ A0(r−α0) such
that (c, pi)1{t≤τ1} = (c
0, pi0)1{t≤τ1} (P ⊗ ds− a.e.).
Proof. Using the definition of G, by a monotone class argument, for each (Gt)t≥0-
predictable process (c, pi), we can find a (Wt∨B(1)t )t≥0-predictable process (c0, pi0) satisfying
(c, pi)1{t≤τ1} = (c
0, pi0)1{t≤τ1}. The fact that (c, pi, α) ∈ A(r) implies (c0, pi0) ∈ A0(r − α0)
is straightforward. ✷
Proposition A.2.
(i) Gγ is well defined on the set of measurable functions with at most linear growth.
(ii) Gγ is linear and positive, in the sense that it maps positive functions to positive ones.
As a consequence, Gγ is increasing, in the sense that φ ≤ ψ ⇒ Gγ [φ] ≤ Gγ [ψ].
(iii) Gγ maps increasing functions to functions increasing with respect to both x and y.
(iv) Gγ maps concave functions to functions concave with respect to (x, y).
(v) If ψ(r) = rp, p ∈ (0, 1), then (kJ,p is defined in (3.17))
Gγ [ψ](t, ξx, ξy) = ξ
pGγ [ψ](t, x, y), ∀t ≥ 0, ∀(x, y) ∈ R2+, ∀ξ ≥ 0. (A.1)
0 ≤ Gγ [ψ](t, x, y) ≤ ekJ,pt(x+ y)p, ∀t ≥ 0, ∀(x, y) ∈ R2+. (A.2)
(vi) Let p ∈ (0, 1], and let ψ be a p-Ho¨lder continuous function on R+. Then, there exists
some constant C ≥ 0 such that, for all t ≥ 0, x, x′, y, y′ > 0, and 0 ≤ h ≤ 1,
|Gγ [ψ](t, x, y) −Gγ [ψ](t, x′, y)| ≤ C|x− x′|p, (A.3)
|Gγ [ψ](t, x, y) −Gγ [ψ](t, x, y′)| ≤ CekJ,pt|y − y′|p, (A.4)
|Gγ [ψ](t, x, y) −Gγ [ψ](t+ h, x, y)| ≤ C1ekJ,ptyphp/2, (A.5)
Proof. It parallels [9], where the statement is proved in the case γ = 0. ✷
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Lemma A.3. Let p ∈ (0, 1) and let kL,Y,p, kJ,p be defined as in (3.16)-(3.17). For every
(t, x, y) ∈ R3+ and (c, pi) ∈ At(x), we have
E
[
(X˜t,x,c,pis + Y˜
t,y
s )
p
]
≤ ekL,Y,p(s−t)(x+ y)p, ∀s ≥ t. (A.6)
In particular, combining (A.6) with Proposition A.2(v) and denoting ϕ(r) := rp, we have
E
[
Gγ [ϕ](s, X˜
t,x,c,pi
s , Y˜
t,y
s )
]
≤ ekJ,pte(kL,Y,p+kJ,p)(s−t)(x+ y)p. (A.7)
Proof. It parallels [9], where the statement is proved in the case γ = 0. ✷
Lemma A.4. Set
f(uL, uI) := p(uLbL + uIbI)− p(1− p)
2
(u2Lσ
2
L + u
2
Iσ
2
I + 2ρuLuIσLσI).
Recalling (2.11), we have kp = supuL∈R,uI∈[0,1] f(uL, uI). For any b
′
Y , b
′
J such that b
′
Y +b
′
J =
bI , define
fb′
Y
(uL, uY ) := p(uLbL + uY b
′
Y )−
p(1− p)
2
(u2Lσ
2
L + u
2
Y σ
2
I (ρ
2 + γ2(1− ρ2)) + 2ρuLuY σLσI),
fb′
J
(uJ) := pb
′
JuJ −
p(1− p)
2
σ2I (1− ρ2)(1− γ2)u2J ,
and k′L,Y,p := supuL∈R,uY ∈[0,1] fb′Y (uL, uY ), k
′
J,p := fb′J (uJ ). Then kp ≤ k′L,Y,p+ k′J,p and this
inequality is an equality if we choose
b′Y = γ
2bI + (1− γ2)bLρσI
σL
. (A.8)
Proof. As fb′
Y
(uL, uI) + fb′
J
(uI) = f(uL, uI), by definition of kp, k
′
L,Y,p, k
′
J,p, we have
kp = sup
uL∈R,uI∈[0,1]
(
fb′
Y
(uL, uI) + fb′
J
(uI)
) ≤ k′L,Y,p + k′J,p.
The maximizers of f, fb′
Y
, fb′
J
always exist, so the inequality above becomes an equality if
and only if there exist a maximizer (u∗L, u
∗
Y ) of fb′Y and a maximizer u
∗
J of fb′J such that
u∗Y = u
∗
J . If γ ∈ (0, 1), by strict convexity of f ′b′
Y
and fb′
J
, these maximizers are unique and
can be computed explicitly with the first-order conditions, as
u∗J = Proj[0,1]
(
b′J
(1− p)σ2I (1− ρ2)(1− γ2)
)
, u∗Y = Proj[0,1]
(
b′Y − bLρσIσL
(1− p)σ2I (1− ρ2)γ2
)
,
As b′Y + b
′
J = bI , (A.8) can be rewritten as
b′J
(1−γ2)
= 1
γ2
(
b′Y − bLρσIσL
)
, which implies
u∗J = u
∗
Y . To conclude, it remains to notice that, under (A.8), for γ = 0 (respectively,
γ = 1), the function fb′
Y
does not depend on uY (respectively, the function fb′
J
does not
depend on uJ), so we can choose u
∗
Y = u
∗
J . ✷
Given (t¯, z¯) ∈ R+ × (0,+∞) and ε ∈ (0, z¯), we denote
Dε(t¯, z¯) := [t¯, t¯+ ε)× (z¯ − ε, z¯ + ε) ⊂ R+ × (0,+∞). (A.9)
31
Lemma A.5. Let (t¯, z¯) ∈ R+ × (0,+∞) and ε ∈ (0, z¯).
1. There exists Nε > 0 such that
lim sup
h→0+
∣∣∣∣Φ(t+ h, z) − Φ(t, z)h
∣∣∣∣ ≤ Nε, ∀ (t, z) ∈ Dε(t¯, z¯). (A.10)
2. Φ(t, ·) ∈ C1((z¯ − ε, z¯ + ε);R), for every t ∈ [t¯, t¯+ ε), and there exist mε,Mε > 0 such
that
mε ≤ Φz(t, z) ≤ Mε, ∀(t, z) ∈ Dε(t¯, z¯). (A.11)
3. Φ(t, ·) is twice differentiable a.e. in (z¯ − ε, z¯ + ε), for every t ∈ [t¯, t¯ + ε). Moreover,
denoting by Oεt ⊂ (z¯− ε, z¯+ ε) the set where Φ(t, ·) is twice differentiable, there exists
δε > 0 such that
Φzz(t, z) ≤ −δε, ∀t ∈ [t¯, t¯+ ε), z ∈ Oεt . (A.12)
Proof. 1. Set
J (t, z; cˆ, pˆi) := Ê
[∫ ∞
0
e−Kλs
(
cˆps
p
+ λfγ(t+ s, Z
0,z,cˆ,pˆi
s
)
ds
]
. (A.13)
As the SDE for Z is autonomous, we have
Φ(t, z) = sup
(cˆ,pˆi)∈Aˆ0(z))
J (t, z; cˆ, pˆi). (A.14)
Recall that fγ(t, z) = KV E(z + Jt)
p. Applying Dynkin’s formula to KV (z + Jt)
p, we see
that fγ(·, z) is differentiable and∣∣∣∣ ∂∂tfγ(t, z)
∣∣∣∣ ≤ CJ,pfγ(t, z), (A.15)
where CJ,p = |bJ |p + 12p(1 − p)σ2J . So we can differentiate (A.13) with respect to t and,
using (A.15), we get
∣∣ ∂
∂t J (t, x, y; c, pi)
∣∣ ≤ CJ,p Φ(t, z). The latter estimate is uniform in
(cˆ, pˆi) ∈ Aˆ0(z), so from (A.14) and the fact that
|Φ(t+ h, z) − Φ(t, z)| ≤ sup
(cˆ,pˆi)∈Aˆ0(z)
|J (t+ h, z; cˆ, pˆi)− J (t, z; cˆ, pˆi)|,
we get the claim with Nε = CJ,p · supDε(t¯,z¯)Φ(t, z).
2. Let (t, z) ∈ Dε(t¯, z¯). Φ(t, ·) is strictly increasing for each t : this follows from
the fact that it is concave, nondecreasing (it inherits these properties from V̂ ), and that
limz→+∞Φ(t, z) = +∞. Hence, strict monotonicity and concavity yield the existence of the
left and right derivatives Φ−z (t, z), Φ
+
z (t, z), and the inequalities Φ
−
z (t, z) ≥ Φ+z (t, z) > 0.
Then, to show that Φ(t, ·) is differentiable at z, we need to prove that the first of the previous
inequality is actually an equality. Assume, by contradiction, that Φ−z (t, z) > Φ
+
z (t, z). Let
δ > 0 and consider the function, defined for z1 ∈ (z¯ − ε, z¯ + ε), t1 ∈ [t, t¯+ ε),
ϕδ(t1, z1) := Φ(t, z) +
Φ−z (t, z) + Φ
−
z (t, z)
2
(z1 − z)− 1
2δ
(z1 − z)2 + (Nε + δ)(t1 − t).
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Due to item 1, the function Φ−ϕδ has a local maximum at (t, z) in (z¯− ε, z¯+ ε)× [t, t¯+ ε).
Therefore, the subsolution viscosity property at (t, z) implies
−Nε − δ +KλΦ(t, z)−K2zΦ
−
z (t, z) + Φ
−
z (t, z)
2
− λKV fγ(t, z) +
K2γ
2
z2
1
δ
− sup
cˆ≥0, pˆi∈R
H1cv
(
Φ−z (t, z) + Φ
+
z (t, z)
2
,−1
δ
; cˆ, pˆi
)
≤ 0,
where H1cv(r, q; cˆ, pˆi) =
cˆp
p − cˆr + K1pˆir + 12σ2Lpˆi22q. Letting δ → 0, we get a contradiction
as
K2γ
2 z
2 1
δ → +∞, whereas the other terms are bounded uniformly in δ. So Φ(t, ·) is
differentiable at each z ∈ (z¯ − ε, z¯ + ε) for every t ∈ [t¯, t¯ + ε). The fact that Φ(t, ·) ∈
C1((z¯ − ε, z¯ + ε);R), for every t ∈ [t¯, t¯ + ε), follows from concavity. Finally, let us show
(A.11). Let δ = z¯−ε2 . By concavity of Φ(t, ·), we have, for every z ∈ (z¯ − ε, z¯ + ε) and
t ∈ [t¯, t¯+ ε),
Φ(t, z¯ − ε)− Φ(t, z¯ − ε− δ)
δ
≤ Φz(t, z) ≤ Φ(t, z¯ + ε+ δ)− Φ(t, z¯ + ε)
δ
, (A.16)
and, by concavity and strict monotonicity,
Φ(t, z¯ − ε)− Φ(t, z¯ − ε− δ)
δ
< +∞, Φ(t, z¯ + ε+ δ)− Φ(t, z¯ + ε)
δ
> 0.
Calling Mε := supt∈[t¯,t¯+ε)
Φ(t,z¯−ε)−Φ(t,z¯−ε−δ)
δ , mε := inft∈[t¯,t¯+ε)
Φ(t,z¯+ε+δ)−Φ(t,z¯+ε)
δ , by con-
tinuity of Φ, we have 0 < mε ≤Mε <∞, so the claim follows by (A.16).
3. Let (t, z) ∈ Dε(t¯, z¯). The fact that there exists a set Oεt with full Lebesgue measure
such that Φ(t, ·) is differentiable at the points of Oεt follows from concavity of Φ(t, ·) and
Alexandrov’s Theorem. Assume z ∈ Oεt . Letting δ > 0 and δ1 > 0, consider the function
defined, for z1 ∈ (z¯ − ε, z¯ + ε), t1 ∈ [t, t¯+ ε), as
ϕδ(t1, z1) := Φ(t, z) + Φz(t, z)(z1 − z) + 1
2
(Φzz(t, z)− δ)(z1 − z)2 − (Nε + δ1)(t1 − t).
Due to item 1, the function Φ−ϕδ has a local minimum at (t, z) in (z¯− ε, z¯+ ε)× [t, t¯+ ε),
for each δ > 0. Therefore, the supersolution viscosity property at (t, z) and item 2 imply
Nε + δ1 +KλΦ(t, z)−K2zmε − λKV fγ(t, z) −
K2γ
2
z2(Φzz(t, z)− δ)
− U˜(Mε) + 1
2
K21
σ2L
m2ε
Φzz(t, z) − δ ≥ 0. (A.17)
Note that, given a0, b0 > 0 and c0 ∈ R, there exists α0 > 0 such that
a0ξ − b0
ξ
≤ c0, ξ ≤ 0 =⇒ ξ ≤ −α0. (A.18)
As Φzz ≤ 0, from (A.17) we see that (A.18) holds for ξ = Φzz(t, z) − δ. So we get the
existence of δε > 0, independent of (t, z) ∈ Dε(t¯, z¯) and of δ, such that Φzz(t, z) ≤ δ − δε.
By arbitrariness of δ we get the claim. ✷
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Proposition A.6. Φ is a viscosity solution in Dε(t¯, z¯) of
− ϕt +Kλϕ−λfγ(t, z)KV − sup
cˆ∈[0,cM ], pˆi∈[−piM ,piM ]
H0cv(z, ϕz , ϕzz; cˆ, pˆi) = 0, (A.19)
where cM := (U
′)−1(mε), piM :=
|K1|Mε
σ2
L
δε
.
Proof. The fact that Φ is a supersolution of (A.19) in Dε(t¯, z¯) follows from the fact that
it is a supersolution of (4.16), as the supremum is taken over a smaller set in (A.19). Let us
show that it is a subsolution in Dε(t¯, z¯). Take (t, z) ∈ Dε(t¯, z¯) and let ϕ ∈ C1,2(Dε(t¯, z¯);R)
be such that ϕ(t, z) = Φ(t, z) and ϕ ≥ Φ in Dε(t¯, z¯). As Φ is differentiable with respect to
z, it must be ϕz(t, z) = Φz(t, z). If ϕzz ≤ −δε, then
sup
cˆ≥0, pˆi∈R
H0cv(z, ϕz , ϕzz; cˆ, pˆi) = sup
cˆ∈[0,cM ], pˆi∈[−piM ,piM ]
H0cv(z, ϕz , ϕzz; cˆ, pˆi), (A.20)
so we have the desired subsolution inequality. Otherwise, assume ϕzz(t, z) > −δε and
consider the function ϕ˜ defined, for z1 ∈ (z¯ − ε, z¯ + ε), t1 ∈ [t, t¯+ ε), as
ϕ˜(t1, z1) := ϕ(t1, z) + Φz(t1, z)(z1 − z)− 1
2
δε(z1 − z)2. (A.21)
We have
ϕ˜(t1, z) ≥ ϕ(t1, z) ≥ Φ(t1, z), ∀ t1 ∈ [t, t¯+ ε). (A.22)
Fix t1 ∈ [t, t¯ + ε). Consider, for z1 ∈ (z¯ − ε, z¯ + ε), the Dini derivative of Φz at z1, i.e.
D+z Φz(t1, z1) := lim suph→0
Φz(t1,z1+h)−Φz(t1,z1)
h . As Φ(t1, ·) is concave, we have
D+z Φz(t1, z1) ≤ 0, ∀ z1 ∈ (z¯ − ε, z¯ + ε). (A.23)
Moreover, by Lemma A.5(3), we have
D+z Φz(t1, z1) ≤ −δε, ∀ z1 ∈ Oεt1 . (A.24)
From (A.23)-(A.24), from the fact that Oεt1 has full measure, and from Lemma 3.3 in [11],
we get, by integrating twice (A.24),
Φ(t1, z1) ≤ Φ(t1, z) + Φz(t1, z)(z1 − z)− 1
2
δε(z1 − z)2. (A.25)
Combining (A.25) with (A.21)-(A.22), we get ϕ˜(t, z) = Φ(t, z) and ϕ˜ ≥ Φ in (z¯− ε, z¯+ ε)×
[t, t¯+ ε). As Φ is a viscosity subsolution of (4.16), we have
−ϕ˜t +Kλϕ˜− λKV fγ(t, z) − sup
cˆ≥0, pˆi∈R
H0cv(z, ϕ˜z , ϕ˜zz; cˆ, pˆi) ≤ 0.
On the other hand,
sup
cˆ≥0, pˆi∈R
H0cv(z, ϕ˜z , ϕ˜zz ; cˆ, pˆi) = sup
cˆ∈[0,cM ], pˆi∈[−piM ,piM ]
H0cv(z, ϕ˜z , ϕ˜zz ; cˆ, pˆi),
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so also
− ϕ˜t +Kλϕ˜− λKV fγ(t, z)− sup
cˆ∈[0,cM ], pˆi∈[−piM ,piM ]
H0cv(z, ϕ˜z , ϕ˜zz; cˆ, pˆi) ≤ 0. (A.26)
Noting that
ϕ(t, z) = ϕ˜(t, z), ϕz(t, z) = ϕ˜z(t, z), ϕzz(t, z) > −δε = ϕ˜zz(t, z), (A.27)
and taking into account that H0cv is nondecreasing in the last argument, combining (A.26)
and (A.27), we get the subsolution inequality for ϕ. ✷
Lemma A.7. Let a < b and let F : [0, T )× (a, b)×R3 → R, (t, x, r, p, q) 7→ F (t, x, r, p, q),
be continuous, continuously differentiable in (x, r, p, q), and proper degenerate elliptic (i.e.
nondecreasing in r and nonincreasing in q). Let u ∈ C1,2([0, T ) × (a, b);R) be a classical
solution in [0, T )× (a, b) to
ut + F (t, x, u, ux, uxx) = 0. (A.28)
Then the space derivative v := ux is a viscosity solution in [0, T )× (a, b) to
vt +∇F (t, x, u(t, x), v, vx) · (1, v, vx, vxx) = 0, (A.29)
where ∇F = (Fx, Fr, Fp, Fq).
Proof. For x ∈ (a, b) and sufficiently small h > 0, define uh(t, x) := u(t, x + h) and
vh := u
h−u
h . Then, due to continuous differentiability of u, we have v
h → v locally uniformly
in [0, T ) × (a, b), when h → 0+. Furthermore, as u is a solution to (A.28) and using the
differentiability of F , we see that
vht =
1
h
(
F (t, x, uh, uhx, u
h
xx)− F (t, x, u, ux, uxx)
)
=
(
∇F (t, x, u, vh, vhx) + Eh(t, x)
)
· (1, vh, vhx , vhxx),
where
Eh(t, x) :=∫
1
0
∇F (t, x+ hs, (1− s)uh(t, x) + su(t, x), (1 − s)uh
x
(t, x) + sux(t, x), (1 − s)uhxx(t, x) + suxx(t, x))ds
−F (t, x, u(t, x), vh(t, x), vhx(t, x)).
By continuity of F and of u, ux, uxx, and by the fact that v
h (respectively, vhx) goes to ux
(respectively, to uxx), as h → 0+, we see that Eh → 0+, as h → 0+, locally uniformly in
[0, T ) × (a, b). Applying the stability result for viscosity solutions (see, e.g., [27, Prop. 5.9,
Ch .4]), we get that v is a viscosity solution to (A.29). ✷
35
A.2 A result by Kryolv on existence of classical solutions to fully non-
linear parabolic equations
Theorem A.8. Let Θ be an index set and let Q := (0, T ) ×O, with O ⊂ RN open. Let
a = (ai,j)i,j=1,...,N : Θ× (0, T )×O × R× RN → RN×N ,
b : Θ× (0, T ) ×O × R×RN → R,
and call (θ, t, x, r, q) their formal arguments. Assume the following conditions.
1. For every θ ∈ Θ, the functions a, b are continuously differentiable with respect to
(t, x, r, q), and, for every (θ, t) ∈ Θ× (0, T ), they are twice continuously differentiable
with respect to (x, r, q).
2. The first derivatives of a, b with respect to t and the second derivatives of a, b with
respect to (x, r, q) are bounded in every set of the form
SM := {(θ, t, x, r, q) ∈ Θ× (0, T )×O × R× RN : θ ∈ Θ, (t, x) ∈ Q, r + |q| ≤M}.
3. The function a satisfies a uniform ellipticity condition : for some constants Λ ≥ ε > 0,
ε|ξ|2 ≤
∑
i,j
ai,jξiξj ≤ Λ|ξ|2, ∀(θ, t, x, r, q) ∈ Θ× (0, T )×O × R× RN , ∀ξ ∈ RN .
4. There exists a continuous function h such that, for every (θ, t, x, r, q) ∈ Θ × (0, T ) ×
O × R×RN ,
|Dqai,j|(1 + |q|) + |Drai,j|+ |Dxai,j|(1 + |q|)−1 ≤ h(r), ∀i, j = 1, ..., N,
|Dqb|(1 + |q|) + |b|+ |Drb|+ |Dxb|(1 + |q|)−1 ≤ h(r)(1 + |q|2).
5. There exist constants δ0 > 0 and M0 > 0 such that
b(θ, t, x,−M0, 0) ≥ δ0, b(θ, t, x,M0, 0) ≤ −δ0, ∀(θ, t, x) ∈ Θ×Q.
Then, for each φ in C(Q¯), there exists a unique u ∈ C1,2(Q) ∩ C(Q¯) solution to
−∂tu− sup
θ∈Θ
{
Tr
(
a(θ, t, x, u,Du)D2u
)
+ b(θ, t, x, u,Du)
}
= 0 in Q,
with Dirichlet boundary condition u = φ on PQ := {T} × O ∪ (0, T ) × ∂O.
Proof. See [19, Th. 3, Sec. 6.4, p. 301]. The conditions are those in Example 8, Section
6.1, p. 279, of the same book. 
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