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Abstract
We study a partial differential operator H with analytic coefﬁcients, which is of the form
‘‘sum of squares’’. H is hypoelliptic on any open subset of R3; yet possesses the following
properties: (1)H is not analytic hypoelliptic on any open subset of R3 that contains 0. (2) If u
is any distribution deﬁned near 0AR3 with the property thatHu is analytic near 0, then u must
be analytic near 0. (3) The point 0 lies on the projection of an inﬁnite number of Treves curves
(bicharacteristics).
These results are consistent with the Treves conjectures. However, it follows that the analog
of Treves conjecture, in the sense of germs, is false.
As far as we know, H is the ﬁrst example of a ‘‘sum of squares’’ operator which is not
analytic hypoelliptic in the usual sense, yet is analytic hypoelliptic in the sense of germs.
r 2003 Elsevier Inc. All rights reserved.
MSC: primary 35H10; secondary 32T27
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1. Introduction
Let M be a real analytic manifold and let X1;y; Xr be real analytic vector ﬁelds
onM: Our study concerns operators P of the form ‘‘sum of squares’’. That is P has
the form
P ¼ X 21 þ?þ X 2r :
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Deﬁnition 1. We say that P is analytic hypoelliptic (in the strong sense) onM if for
every open OCM we have the following: Pu analytic on O implies that u is analytic
on O: Here u is a distribution on O:
We always assume that the Xj satisfy a ‘‘ﬁnite type’’ condition. That is, at each
point of M; the Lie algebra generated by the Xj (under the commutation bracket)
has dimension equal to dimM:
Under these conditions a classical result of Ho¨rmander [16] guarantees the
hypoellipticity of P: However analytic hypoellipticity will not hold unless further
assumptions are made.
We have the following example on R3 due to Baouendi–Goulaouic [1]:
B ¼ @2t þ @2y þ t2@2x: ð1Þ
This operator is not analytic hypoelliptic on any open set that intersects the
hyperplane ft ¼ 0g:
In an attempt to understand this example, Treves introduced the following idea:
Indeed, let ð0; 1ÞCR denote the open unit interval. We have the following:
Deﬁnition 2. Let SCTM be an analytic submanifold and let g : ð0; 1Þ-S be a non-
constant analytic curve. We call g a Treves curve for S if
dg
dt
ðtÞAðTgðtÞSÞ> ð2Þ
for all tAð0; 1Þ: Note that TgðtÞS is the tangent space to S at the point gðtÞ: Also
ðTgðtÞSÞ> is the orthogonal space, with respect to the natural symplectic form on the
cotangent space TM:
In [27], Treves conjectured that when the characteristic set S is a manifold which
contains such curves, the associated operator is not analytic hypoelliptic. Later,
Treves [28], extended his conjecture. Both conjectures are still open at this time. See
also [4].
Deﬁnition 3. We say that P is globally analytic hypoelliptic on M if for every
distribution u on M we have the following: Pu analytic on M implies that u is
analytic on M:
We have the surprising fact that the Baouendi–Goulaouic operator is globally
analytic hypoelliptic on the three-dimensional torus T3: This result is due to
Cordaro–Himonas [11].
Later, Tartakoff [25] proved that the Baouendi–Goulaouic operator is globally
analytic hypoelliptic on
S1  V :
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Here S1 is the circle in y space and V is any open set in ðx; tÞ space. Note that in these
two cases the Treves curves are compact.
Deﬁnition 4. We say that P is analytic hypoelliptic at xAM if we have the following: Pu
analytic near x implies that u is analytic near x: Here u is a distribution deﬁned near x:
Note that the Baouendi–Goulaouic operator is not analytic hypoelliptic at any
point ðx; y; tÞ where t ¼ 0:
Besides the articles already mentioned, we have been inspired by many papers on
analytic regularity. Trepreau’s work on principal type operators [26] is fundamental.
Analytic hypoellipticity in the sense of germs was studied for ﬁrst-order over-
determined systems by Baouendi–Treves, see for example [2]. The papers of Treves
[27] and Tartakoff [24] are classic. Early fundamental work is due to Me´tivier [19,20].
Results on global analytic hypoellipticity for degenerate elliptic operators have been
obtained by Bergamasco [3], Christ [8,9], Cordaro–Himonas [11,12]. Work in the
ﬁeld of several complex variables is also important here. The work of Chen [5,6] is
particularly interesting. The results of Christ–Geller [10] and Christ [7] relate analytic
hypoellipticity to the Bergman and Szego¨ projections. The role of the Treves curves
for related problems is studied in Francsics–Hanges [13,14].
The results we present here were announced at the Workshop on Geometric
Analysis of PDE and Several Complex Variables, Serra Negra SP, Brazil, August
2001. The article [15] is an expanded version of that lecture.
This article proceeds as follows. In Section 2, we introduce the operator H and
discuss the symplectic geometry of its characteristic set. Then we state our main
results. In Section 3, we prove Theorem 1. The argument is indirect. We use the
method of ‘‘blowing up’’ an inequality. The section ends with Lemma 1, a result on
the asymptotic behavior of Bessel functions of imaginary order. This is proved using
stationary phase methods. Note that here the phase is not homogeneous in the large
parameter. Furthermore, there are an inﬁnite number of complex critical points that
accumulate on the real space. In Section 4, we discuss a family of Hermite type
operators. These were introduced in much greater generality in [27]. In Section 5, we
discuss the estimates from [27] that are speciﬁc to our needs. In Section 6, we
construct E; a left inverse ofH: The main result of the section is Proposition 1, at the
end of the section. In Section 7, we study the microlocal analytic singularities of E;
the distribution kernel of E: Here we make use of our integral representation of E:
The contour deformation methods are inspired by Sjo¨strand [22]. In Section 8, we
complete the proofs of Theorems 2 and 3.
2. Statements of results
Let ðx1; x2; tÞ be coordinates on R3 and let
H ¼ 	 @
2
@t2
	 t2Wx 	 @
2
@y2
;
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where
@
@y
¼ x1 @
@x2
	 x2 @
@x1
and
Wx ¼ @
@x1
 2
þ @
@x2
 2
:
Let OCR3 be open. If O-ft ¼ 0g ¼ |; thenH is elliptic, and both hypoellipticity
and analytic hypoellipticity follow. On the other hand,H is hypoelliptic with loss of
one derivative on any open O; see [16]. We focus our study near ft ¼ 0g:
If we denote natural coordinates on TR3\0 by ðx1; x2; t; x1; x2; tÞ; we see that the
characteristic set of H is given by
S ¼ ft ¼ t ¼ x1x2 	 x2x1 ¼ 0g-ðTR3\0Þ:
Observe that xa0 on S; hence S is foliated by Treves curves. Indeed, S is an analytic
hypersurface in the symplectic manifold ft ¼ t ¼ 0g:
The Treves curves (bicharacteristics) are contained in S and are integral curves of
the non-degenerate vector ﬁeld
x1
@
@x2
	 x2 @
@x1
þ x1
@
@x2
	 x2
@
@x1
;
which is the Hamilton ﬁeld of the function x1x2 	 x2x1:
Characteristic points have the form
ðx; t; x; tÞ ¼ ðx0; 0; x0; 0Þ;
where
x01x
0
2 	 x02x01 ¼ 0:
The Treves curve through such a point is given by the equations t ¼ 0; t ¼ 0 and
x1ðsÞ ¼ x01 cosðsÞ 	 x02 sinðsÞ;
x2ðsÞ ¼ x02 cosðsÞ þ x01 sinðsÞ;
x1ðsÞ ¼ x01 cosðsÞ 	 x02 sinðsÞ;
x2ðsÞ ¼ x02 cosðsÞ þ x01 sinðsÞ;
where 0psp2p:
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Note that these curves are always compact.
When x0a0; each curve is the intersection of S with the torus
jxj2 ¼ jx0j2; jxj2 ¼ jx0j2:
When x0 ¼ 0; each curve is a circle in x space, centered at 0, with radius equal
to jx0j:
In particular, the origin is the projection of an inﬁnite number of compact Treves
curves.
Given p; q40 we deﬁne
Op;q ¼ fðx; tÞAR3 : jxj2op2; t2oq2g:
We have the following results concerning the operator H:
Theorem 1. Let OCR3 be open. If O-ft ¼ 0ga|; then H is not analytic hypoelliptic
(in the strong sense) on O:
Theorem 2. The operator H is globally analytic hypoelliptic on Op;q for every p; q40:
Theorem 3. The operator H is analytic hypoelliptic at the origin.
Note that Theorem 1 is consistent with the Treves conjectures. Also observe that
Theorem 3 is an immediate consequence of Theorem 2.
Even though the origin is the projection of an inﬁnite number of Treves curves, it
is impossible to ﬁnd a solution that is singular there. That is, the analog of Treves
conjecture in the sense of germs, is false. Also note that, as far as we know,H is the
ﬁrst example of a ‘‘sum of squares’’ operator which is not analytic hypoelliptic in the
strong sense, yet is analytic hypoelliptic in the sense of germs.
We will study the equation
Hu ¼ f ð3Þ
by constructing a left inverse for H: A careful study of this inverse will yield
Theorem 2. We begin with a proof of Theorem 1.
3. The proof of Theorem 1
The proof will be by contradiction. We are motivated by an argument of Oleinik.
See [21, p. 277].
To prove Theorem 1, let ðx0; 0ÞAR3 with x0a0: We write x0 ¼
ðr0 cosðy0Þ; r0 sinðy0ÞÞ: Let Oe be the small open neighborhood of ðx0; 0Þ given by
Oe ¼ fðx; tÞAR3 : jx 	 x0joe and jtjoeg:
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We choose e40 small enough so that r and y are real analytic functions on Oe; with
x ¼ ðr cosðyÞ; r sinðyÞÞ: In particular, r is bounded away from 0. From now on e40 is
ﬁxed, and we write O ¼ Oe:
Now assume that H is analytic hypoelliptic on O: Then, for each open relatively
compact O1CO; there exists *O1; an open complex neighborhood of O1; and C40
such that whenever Hu ¼ 0 on O we have
sup
*O1
ju˜jpC sup
O
juj: ð4Þ
Here C40 and *O1 are independent of u: We use the notation u˜ to denote the
holomorphic extension of u to *O1: Estimate (4) follows from Theorem 1, p. 274 of
[21].
Now consider for k ¼ 1; 2;y the following family of analytic functions on O:
ukðr; y; tÞ ¼ Jikðrk2Þe	
k2t2
2
	ky	Ck;
where Jik is the Bessel function of imaginary index ik: A simple calculation shows
that Huk ¼ 0 for all k ¼ 1; 2;y and all C40: See Eq. (20).
Now if C40 is sufﬁciently large (independent of k), there exists C140 such that
jukðr; y; tÞjpC1
for all ðr; y; tÞAO and all k ¼ 1; 2;y : This follows from our estimate for Jikðrk2Þ
which comes from Lemma 1. This lemma follows shortly.
We now show that Inequality (4) cannot hold. First observe that there exists d40
such that
sup
*O1
ju˜kjXjukðr0; y0; idÞj ¼ jJikðr0k2Þjed
2k2=2e	ky0	Ck:
Hence H is not analytic hypoelliptic on O: Indeed, (4) fails, since
lim
k-N
jJikðr0k2Þjed
2k2=2e	ky0	Ck ¼N:
This again follows from Lemma 1.
We now proceed with Lemma 1. The proof follows from stationary phase
arguments. This is (slightly) non-standard because the phase is not homogeneous in
the parameter k; and there are an inﬁnite number of critical points in the complex
domain that accumulate on the real space. See also the comments in [23, p. 357].
Lemma 1. Let r40: Then there exists constants cr40; Cr40 and a complex number
ara0 such that we may write
Jikðrk2Þ ¼ 1p ðX1 þ X2Þ 	
sin ðikpÞ
p
I2
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and we have for large k:
X2 ¼ ekp ar
k2
þ O 1
k3
  
I2 ¼ 1
rk2
þ O 1
k3
 
:
Furthermore, given e40 there exists ke such that
cre
kðp=2	eÞ
k
pjX1jpCre
kðp=2þeÞ
k
for k4ke: We have cr; Cr independent of e:
Proof. We begin with an integral formula for Jikðrk2Þ: We use a formula due to
Schla¨ﬂi (1871), which can be found, for example, in [29, p. 362]. We have
Jikðrk2Þ ¼ 1p I1 	
sinðikpÞ
p
I2; ð5Þ
where we deﬁne
I1 ¼
Z p
0
cosðiky	 rk2 sinyÞ dy
and
I2 ¼
Z N
0
e	iky	rk
2 sinh y dy:
We begin with I2: Note that
d
dyðrk2 sinh yÞXrk2 for all y: Hence after integrating by
parts three times, we see that we have
I2 ¼ 1
rk2
þ O 1
k3
 
: ð6Þ
Note that the main term comes from the endpoint at 0.
We now turn our attention to I1: To begin we deﬁne F by
Fðr; k; uÞ ¼ ku þ irk2 sin u:
Using elementary identities it is easy to see that
I1 ¼ 1
2
Z p
0
eFðr;k;uÞ du þ 1
2
Z p
0
e	Fðr;k;uÞ du:
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We will study these two terms using stationary phase methods. The analysis for each
is almost the same. However, as we will see, the ﬁrst term gives the major
contribution, while the second is negligible. We will focus on X which we
deﬁne as
X ¼
Z p
0
eFðr;k;uÞ du:
We deﬁne
X1 ¼
Z p
0
eFðr;k;uÞwðuÞ du
and
X2 ¼
Z p
0
eFðr;k;uÞð1	 wðuÞÞ du:
Here wACN0 ðRÞ; and w ¼ 1 in a small neighborhood of p=2:
We calculate the critical points of the phase F;
F0u ¼ k þ irk2 cos u:
Note that the critical points are given by the equation
cos u ¼ i=rk:
We see that there are an inﬁnite number of complex critical points accumulating at
u ¼ p=2:
We ﬁrst study X2: We see that there exists C40; independent of k such that
jF0ujXCk2 near the support of 1	 w: After integrating by parts (as we did for I2) we
see that
X2 ¼ ekp 1	irk2 þ O
1
k3
  
:
It remains to study X1: We deﬁne uk; the sequence of critical points near p=2; by
the equation cos uk ¼ i=rk: Note that uk ¼ p=2þ Oð1=kÞ:
The Taylor expansion of F is as follows
Fðr; k; uÞ ¼ Fðr; k; ukÞ 	 irk2ðu 	 ukÞ2Qðu; ukÞ=2:
We use the notation
Qðu; ukÞ ¼ sin uk 	 ðu 	 ukÞ
Z 1
0
cosðlu þ ð1	 lÞukÞðl	 1Þ2 dl:
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Note that when u is near p=2 and k is large, we have C40 such that
jQðu; ukÞjXC:
We now write X1 ¼ eFðr;k;ukÞX3; where we deﬁne
X3 ¼
Z N
	N
e	irk
2ðu	ukÞ2Qðu;ukÞ=2wðuÞ du:
To study X3; we make the change of contour
u-
uﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Qðu; ukÞ
p þ uk:
We obtain
X3 ¼
Z N
	N
e	irk
2u2=2gðuÞ du þ R;
where
gðuÞ ¼ *w uﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Qðu; ukÞ
p þ uk
 !
d
du
uﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Qðu; ukÞ
p þ uk
 !
:
Also, *w is an almost-analytic extension of w; as in [18]. In particular, *w is smooth with
compact support, equal to 1 in a complex neighborhood of p=2: It also has the
property that for complex u we have %@*wðuÞ ¼ OððIuÞNÞ for all N: Furthermore, R is
the error which results after applying Stokes theorem. The above remarks guarantee
that R ¼ Oð1=kNÞ for all N:
Recall that the Fourier transform of
s-e	irk
2s2=2;
regarded as a tempered distribution is given by
s-
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p=irk2
p
eis
2=2rk2 :
Now applying Parseval’s formula, we obtain
X3 	 R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p=irk2
p Z N
	N
eis
2=2rk2 %ˆgðsÞ ds=2p:
Write Z N
	N
eis
2=2rk2 %ˆgðsÞ ds=2p ¼ Ak þ Bk;
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where
Ak ¼
Z N
	N
%ˆgðsÞ ds=2p
and
Bk ¼
Z N
	N
ðeis2=2rk2 	 1Þ %ˆgðsÞ ds=2p:
We see that
Ak ¼ gð0Þ ¼ *wðukÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sin uk
p
¼ 1þ Oð1=kÞ:
It is easy to see that there exists Cr40 such that
jBkjpCr=k2
for k large. In summary, we see that
X1 ¼ eFðr;k;ukÞð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p=irk2
p
þ Oð1=k2ÞÞ:
We complete the proof by noting that sin uk is real, since cos uk ¼ i=rk: Hence we
have jeFðr;k;ukÞj ¼ ekRuk : Since limk-N Ruk ¼ p=2; we have for any e40;
ekðp=2	eÞpjeFðr;k;ukÞjpekðp=2þeÞ;
for large enough k: &
4. The Hermite operator
We begin with some preliminary remarks concerning the Hermite operator.
Let yAR and deﬁne
L ¼ @
@y
	 y
and
L ¼ 	 @
@y
	 y
and
HB ¼ LL þ B ¼ 	 @
2
@y2
þ y2 þ B 	 1:
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Here B is a positive constant. Note that when B ¼ 1 we have the classical Hermite
operator
H1 ¼ 	 @
2
@y2
þ y2:
Recall that the eigenvalues of H1 are given by 1; 3; 5;y : Thus when B40; it follows
that HB is an isomorphism of the Schwartz space SðRÞ:
We introduce Kðs; y; y0Þ which we deﬁne to be the solution to the following initial
value problem:
@K
@s
þ LLK ¼ 0;
Kð0; y; y0Þ ¼ dðy 	 y0Þ:
We next deﬁne
KBðs; y; y0Þ ¼ e	sBKðs; y; y0Þ:
It follows that
@KB
@s
þ HBKB ¼ 0;
KBð0; y; y0Þ ¼ dðy 	 y0Þ:
If we deﬁne
KBðy; y0Þ ¼
Z N
0
KBðs; y; y0Þ ds; ð7Þ
we see that
HBKB ¼ dðy 	 y0Þ
as long as B40: Note that KB is real and we have
KBðy; y0Þ ¼ KBðy0; yÞ: ð8Þ
This follows from [27, p. 513, formula II.2.21].
Next we introduce
Ha;b ¼ 	 @
2
@t2
þ at2 þ b;
with a40 and bX0 constants. One checks immediately that, given fAS; the unique
solution uAS to the equation
Ha;bu ¼ f
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is given by the formula
uðtÞ ¼ a	1=4
Z
KBða1=4t; a1=4t0Þf ðt0Þ dt0; ð9Þ
where B ¼ 1þ b= ﬃﬃﬃap :
5. Estimates for KB
The work [27] gives precise formulas and estimates for KBðs; y; y0Þ: We discuss here
the results of [27] that are speciﬁc to our needs.
We begin by deﬁning
AðsÞ ¼ 1	 e	4s
and
Qðs; y; y0Þ ¼ ðy02 	 y2Þ=2þ ðy 	 e	2sy0Þ2=AðsÞ:
Observe that
Qðs; y; y0Þ ¼ ðy 	 e
	2sy0Þ2 þ ðy0 	 e	2syÞ2
2AðsÞ X0; ð10Þ
for s40: We also have
Qðs; y; y0Þ ¼ Qðs; y0; yÞ ð11Þ
and
Qðs; t ﬃﬃﬃrp ; t0 ﬃﬃﬃrp Þ ¼ rQðs; t; t0Þ ð12Þ
for all t; t0AR and all s; r40:
We have
KBðs; y; y0Þ ¼ e
	Qðs;y;y0Þ	sBﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pAðsÞp : ð13Þ
We have the following estimates on KB: For j; k; j
0; k0AZþ we will denote by
M ¼ j þ k þ j0 þ k0
and
l ¼ j þ k0 	 j0 	 k:
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Lemma 2. There exist C; c40 such that for all j; k; j0; k0AZþ all y; y0AR and all s41
we have
jy jy0 j0@ky@k
0
y0 KBðs; y; y0ÞjpCMþ1
ﬃﬃﬃﬃﬃﬃﬃ
M!
p
e	cðsþy
2þy02Þ:
Note that Lemma 2 only gives us estimates for s41: The behavior for 0oso1 is
more subtle. We introduce Q0 which we deﬁne as
Q0ðs; y; y0Þ ¼ y2=4s þ sðy0Þ2:
We then deﬁne Q1 by
Q1ðs; y 	 y0; y0Þ ¼ Qðs; y; y0Þ 	 Q0ðs; y 	 y0; y0Þ:
Note that Q1 is analytic in all arguments (especially near s ¼ 0) and we have
Q1ð0; y 	 y0; y0Þ ¼ 0 ð14Þ
for all y; y0AR:
Next we introduce kernels G and G1: We deﬁne
Gðs; y; y0Þ ¼ e
	Q0ðs;y;y0Þ	sBﬃﬃﬃﬃﬃﬃﬃ
4ps
p
and
G1ðs; y; y0Þ ¼ 1	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4s
AðsÞ
s
e	Q1ðs;y;y
0Þ
" #
Gðs; y; y0Þ:
Note that we have
KBðs; y þ y0; y0Þ ¼ Gðs; y; y0Þ 	 G1ðs; y; y0Þ: ð15Þ
Observe that the function 1	
ﬃﬃﬃﬃﬃﬃ
4s
AðsÞ
q
e	Q1ðs;y;y
0Þ is analytic in all arguments (especially
near s ¼ 0) and vanishes when s ¼ 0 for all y; y0AR:
Lemma 3. Let rAR be given. Then there exist C; c40 such that for all j; k; j0; k0AZþ
all y; y0AR and all 0oso1 we have
jy jy0 j0@ky@k
0
y0 s
r=2Gðs; y; y0ÞjpCMþ1
ﬃﬃﬃﬃﬃﬃﬃ
M!
p
s	1	ð	1	l	rÞ
þ=2e	c½y
2=sþsð1þy2þy02Þ
and
jy jy0 j0@ky@k
0
y0 s
r=2G1ðs; y; y0ÞjpCMþ1
ﬃﬃﬃﬃﬃﬃﬃ
M!
p
s	ð	1	l	rÞ
þ=2e	c½y
2=sþsð1þy2þy02Þ:
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We use the notation kþ ¼ supðk; 0Þ and k	 ¼ supð	k; 0Þ: We combine Lemma 3
with Eq. (15) to obtain
Lemma 4. Let rAR be given. Then there exist C; c40 such that for all j; k; j0; k0AZþ
all y; y0AR and all 0oso1 we have
jðy 	 y0Þ jy0 j0@ky ð@y þ @y0 Þk
0
sr=2KBðs; y; y0Þj
pCMþ1
ﬃﬃﬃﬃﬃﬃﬃ
M!
p
s	1	ð	1	l	rÞ
þ=2e	c½ðy	y
0Þ2=sþsð1þðy	y0Þ2þy02Þ:
We also have the following classical result.
Lemma 5. For arbitrary a; b40 and k real define
Ikða; bÞ ¼
Z N
0
s	1	k=2e	a
2=s	b2s ds:
There exists C40; independent of a; b; k such that
I0ða; bÞpCð1þ jlogðabÞjÞe	2ab
and
Ikða; bÞpCjkjþ1Gðjkj=2Þa	kþb	k	e	2ab; ka0:
6. Construction of the inverse of H
If uAS; the Schwartz space of rapidly decreasing functions on R3; we deﬁne the
partial Fourier transform by
uˆðx; tÞ ¼
Z
R2
e	i/x;xSuðx; tÞ dx:
We will use polar coordinates ðr;jÞ in x space, that is
x1 ¼ r cosðjÞ; x2 ¼ r sinðjÞ:
If we have u; fAS such that Hu ¼ f ; then this is equivalent to
	 @
2uˆ
@j2
ðr;j; tÞ 	 @
2uˆ
@t2
ðr;j; tÞ þ t2r2uˆðr;j; tÞ ¼ fˆðr;j; tÞ:
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Next we expand uˆ; fˆ in Fourier series
uˆðr;j; tÞ ¼
XN
k¼	N
uˆkðr; tÞeikj; fˆðr;j; tÞ ¼
XN
k¼	N
fˆkðr; tÞeikj:
It follows that
Hr2;k2 uˆkðr; tÞ ¼ fˆkðr; tÞ:
Hence we have
uˆkðr; tÞ ¼
Z N
	N
Kk;rðt; t0Þfˆkðr; t0Þ dt0;
where we deﬁne
Kk;rðt; t0Þ ¼ ð1= ﬃﬃﬃrp ÞKBðt ﬃﬃﬃrp ; t0 ﬃﬃﬃrp Þ: ð16Þ
Here
B ¼ 1þ k2=r:
Hence the solution u to (3) is given by
uðx; tÞ ¼
Z N
0
Z 2p
0
eiðx1r cosðjÞþx2r sinðjÞÞ
XN
k¼	N
eikj

Z N
	N
Kk;rðt; t0Þfˆkðr; t0Þ dt0 r dr djð2pÞ2 : ð17Þ
We will write u ¼ Ef where
ðEf Þðx; tÞ ¼
Z
R3
Eðx; t; x0; t0Þf ðx0; t0Þ dx0 dt0;
where the kernel E is deﬁned by the formula
Eðx; t; x0; t0Þ ¼
Z N
0
Z 2p
0
eiðx1r cosðjÞþx2r sinðjÞÞ
XN
k¼	N
eikjKk;rðt; t0Þ

Z 2p
0
e	ikj
0	iðx0
1
r cosðj0Þþx0
2
r sinðj0ÞÞ dj
0
2p
r dr dj
ð2pÞ2 : ð18Þ
We may also write E in terms of Jk; the Bessel functions of integral order. Recall
that
JkðtÞ ¼ 1
2p
Z 2p
0
e	ikjþit sinðjÞ dj ð19Þ
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satisﬁes Bessel’s equation
J 00k ðrÞ þ
1
r
J 0kðrÞ þ ð1	 k2=r2ÞJkðrÞ ¼ 0: ð20Þ
A simple calculation shows that
1
2p
Z 2p
0
e	ikje	iðx1r cosðjÞþx2r sinðjÞÞ dj ¼ ð	iÞke	ikyJkðrrÞ:
Hence it follows that
Eðx; t; x0; t0Þ ¼
Z N
0
XN
k¼	N
eikðy	y
0ÞJkðrrÞ Jkðr0rÞKk;rðt; t0Þ r dr
2p
:
It is clear from this that E is self-adjoint, that is
Eðx; t; x0; t0Þ ¼ Eðx0; t0; x; tÞ: ð21Þ
This follows from (8). Note that it follows from (7) and (16) that
Kk;rðt; t0Þ ¼ ð1= ﬃﬃﬃrp Þ
Z N
0
e	sk
2=rK1ðs; t ﬃﬃﬃrp ; t0 ﬃﬃﬃrp Þ ds: ð22Þ
Note that we have
XN
k¼	N
e	sk
2=rp1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pr=s
p
: ð23Þ
Indeed,
XN
k¼	N
e	sk
2=r ¼ 1þ 2
XN
k¼1
e	sk
2=rp1þ 2
Z N
0
e	sx
2=r dx
¼ 1þ 2
ﬃﬃﬃﬃﬃﬃﬃ
r=s
p Z N
0
e	y
2
dy ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pr=s
p
:
More generally, we have the following lemma.
Lemma 6. Let a40 and pX0: Then there exists C40; independent of a and p; such
that
XN
k¼	N
jkjpe	ak2p1þ 1
aðpþ1Þ=2
Cpþ1Gððp þ 1Þ=2Þ:
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Proof. Note that the maximum of the function xpe	ax
2
occurs when x ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃp=ð2aÞp :
Hence for all xX0 we have
xpe	ax
2p 1
ð2aÞp=2
ðp=eÞp=2:
Also note that
Z N
0
xpe	ax
2 ¼ 1
2aðpþ1Þ=2
Gððp þ 1Þ=2Þ:
We see that
XN
k¼	N
jkjpe	ak2p 1þ 2
XN
k¼1
kpe	ak
2p1þ 2
Xﬃﬃﬃﬃﬃﬃﬃﬃﬃp=ð2aÞp
k¼1
kpe	ak
2 þ 2
XN
k¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p=ð2aÞ
p k
pe	ak
2
p 1þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p=ð2aÞ
p 1
ð2aÞp=2
ðp=eÞp=2 þ 2 1
2aðpþ1Þ=2
Gððp þ 1Þ=2Þ:
Now the result follows from Stirling’s formula. &
The main result of this section is the next proposition. Recall that SðR3Þ denotes
the Schwartz space of rapidly decreasing functions on R3: I will denote the identity
operator on this space.
Proposition 1. The operator E is a continuous map of SðR3Þ to itself such that
EH ¼ I
on SðR3Þ: Furthermore, H is injective on SðR3Þ:
Proof. First we will show thatH is injective onSðR3Þ: Let /u; vS denote the inner
product on L2ðR3Þ with Lebesque measure. Then if uASðR3Þ we have
/Hu; uS ¼
Z
R3
ðjutj2 þ t2jux1 j2 þ t2jux2 j2 þ juyj2Þ:
If in addition Hu ¼ 0; then u ¼ 0:
Next we will show that E is continuous on SðR3Þ: Let fASðR3Þ: If we write
u ¼ Ef as in (17), we must estimate
ðxaDbxt jDnt uÞðx; tÞ; ð24Þ
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where j; n are positive integers and a ¼ ða1; a2Þ; b ¼ ðb1; b2Þ are multi-indices. In
order to estimate (24) we introduce the two vector ﬁelds
L1 ¼ 	i cos j@r 	 sin jr @j
 
and
L2 ¼ 	i sin j@r þ cos jr @j
 
:
Note that for each j ¼ 1; 2 we have
xje
iðx1r cos jþx2r sin jÞ ¼ Ljðeiðx1r cos jþx2r sin jÞÞ:
This identity allows us to integrate by parts in the integral expression for (24). The
required estimates can be obtained using Lemmas 2, 4, 5 and 6. We leave the
straightforward details to the reader.
Once we know that E is continuous on SðR3Þ; it follows by our construction in
this section, that E is a left inverse for H: &
7. The analytic singularities of E
We will denote natural coordinates on TR3  TR3 by ðx; t; x; t; x0; t0; x0; t0Þ: We
will denote the diagonal of TR3  TR3 by D: Also Z will denote the zero section,
that is
Z ¼ fðx; t; 0; 0ÞATR3g:
We begin by observing that
ðHðx0; t0; Dx0 ; Dt0 ÞEÞðx; t; x0; t0Þ ¼ dðx 	 x0Þ#dðt 	 t0Þ: ð25Þ
This follows from Proposition 1 and the fact that H is self-adjoint. Taking
conjugates, and using (21) we obtain
ðHðx; t; Dx; DtÞEÞðx; t; x0; t0Þ ¼ dðx 	 x0Þ#dðt 	 t0Þ: ð26Þ
Combining this with Theorem 8.6.1 of [17] we obtain immediately
Lemma 7. Let S denote the characteristic set of H: Then we have
WF 0aðEÞCD,ðS SÞ,ðS ZÞ,ðZ  SÞ:
Note that WF 0aðEÞ denotes the analytic wave front relation of E; see [17].
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We have the following:
Proposition 2. Let ðx0; t0; x0; 0; x00; t00; x00; 0ÞATR3  TR3:
If jx0jajx00j; then ðx0; t0; x0; 0; x00; t00; x00; 0ÞeWF 0aðEÞ:
Proof. We must consider Iðx; t; x; t; x0; t0; x0; t0Þ which we deﬁne by the following
formula: Z
ei½ðt	sÞtþðt
0	s0Þt0þ/x	y;xSþ/x0	y0;x0S	l½ðt	sÞ2þðt0	s0Þ2þjx	yj2þjx0	y0 j2ðcEÞ
 ðy; s; y0; s0Þ dy ds dy0 ds0;
where by deﬁnition
l ¼ jtj þ jt0j þ jxj þ jx0j:
Here c is a smooth function with small compact support near ðx0; t0; x00; t00Þ: We
assume that c is equal to 1 near ðx0; t0; x00; t00Þ:
Throughout the proof the vector ðx; x0Þ will vary in the cone deﬁned by the
inequality
jjxj 	 jx0jj
jxj þ jx0jXð1=2Þ
jjx0j 	 jx00jj
jx0j þ jx00j
40: ð27Þ
We also assume that jtjpjxj and jt0jpjx0j:
We will change the contour of integration in the deﬁnition of
Iðx; t; x; t; x0; t0; x0; t0Þ: We make the change as follows:
y-y þ ia;
y0-y0 þ ia0;
where
a ¼ 	ewðy; y0Þ x	 yjx	 yj
and
a0 ¼ 	ewðy; y0Þ x
0 þ y0
jx0 þ y0j:
Here w is a smooth real function with small compact support near ðx0; x00Þ: We
assume that w is equal to 1 near ðx0; x00Þ: Also e40 is small, to be chosen later. The
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vectors y ¼ ðy1; y2Þ and y0 ¼ ðy01; y02Þ are deﬁned as follows:
y1 ¼ r cos j; y2 ¼ r sin j;
y01 ¼ r cos j0; y02 ¼ r sin j0:
Note that we always have
jyj ¼ jy0j:
After performing the change of contour, we see that the real part of the exponent
in Iðx; t; x; t; x0; t0; x0; t0Þ is equal to
/a; x	 ySþ/a0; x0 þ y0S	 lðjx 	 yj2 	 jaj2 þ jx0 	 y0j2 	 ja0j2Þ
¼ 	ewðjx	 yj þ jx0 þ y0jÞ 	 lðjx 	 yj2 þ jx0 	 y0j2 	 2e2w2Þ: ð28Þ
Note that jx	 yj þ jx0 þ y0ja0 as long as jyj ¼ jy0j and ðx; x0Þ satisﬁes (27). Hence
there exists C40 such that for all such y; y0; x; x0 we have
jx	 yj þ jx0 þ y0jXCðjyj þ jy0j þ jxj þ jx0jÞ:
Since we assume that jtjpjxj and jt0jpjx0j; there exists C040 such that
jx	 yj þ jx0 þ y0jXC0ðlþ jyjÞ:
We continue to estimate the real part of the exponent; that is (28) is less than or
equal to
	 lðewðC0 	 2ewÞ þ jx 	 yj2 þ jx0 	 y0j2Þ
p	 lðewC00 þ jx 	 yj2 þ jx0 	 y0j2Þ
p	 lC000:
Note that C0040 is chosen once e40 is small enough. Then C00040 is chosen
depending on w and the fact that ðx; x0Þ is near ðx0; x00Þ:
The last estimate yields the exponential decay of Iðx; t; x; t; x0; t0; x0; t0Þ; and the
proposition follows. &
We follow with another microlocal regularity result for E:
Proposition 3. Let ðx0; t0; x0; 0; x00; t00; x00; 0ÞATR3  TR3:
If jx0jajx00j; then ðx0; t0; x0; 0; x00; t00; x00; 0ÞeWF 0aðEÞ:
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Proof. Let c be a smooth function with small compact support near ðt0; t00Þ: We
assume that c is equal to 1 near ðt0; t00Þ: Let a; a0 be multi-indices. We will study
ðDaxDa
0
x0IÞðx; x0Þ; where I is deﬁned as follows:
Iðx; x0Þ ¼
Z Z
Eðx; t; x0; t0Þcðt; t0Þ dt dt0: ð29Þ
We will study I by making a change of contour in the integral deﬁning E: We begin
by introducing rectangular coordinates in the r;j integration in (18). That is, we
deﬁne the vectors y ¼ ðy1; y2Þ and y0 ¼ ðy01; y02Þ as follows:
y1 ¼ r cos j; y2 ¼ r sin j;
y01 ¼ r cos j0; y02 ¼ r sin j0:
Note that we always have
jyj ¼ jy0j:
We always assume that ðx; x0Þ varies in a small neighborhood of ðx0; x00Þ: In case
jx0j4jx00j; we will use the change of contour
y-yþ ijkj %z0jz0j jyj ¼
*y: ð30Þ
Here z0 ¼ x0 þ iy0 is a ﬁxed vector, with y0 to be chosen appropriately. The index k
is the same used in the inﬁnite series deﬁning E:
We will prove the proposition when jx0j4jx00j: The result for the case when
jx00j4jx0j then follows immediately, using the fact that E is self-adjoint. See Eq. (21).
We see that after the contour deformation (30), the form dy14dy2 is replaced by
1þ ik %z0jz0j;
y
jyj
  
dy14dy2: ð31Þ
Again, after the contour deformation (30), the real function jyj is replaced by
jkjjyjW ; where W 2 is the complex function given by
RðW 2Þ ¼ jy0j
2 	 jx0j2
jz0j2
þ 2jkj
y0
jz0j;
y
jyj
 
þ 1
k2
and
IðW 2Þ ¼ 2 x0jz0j;
y
jkjjyj þ
y0
jz0j
 
:
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Note that when y0 is small and jkj is large, we have W 2 near 	1: We also have
lim
jkj-N
IðW 2Þ ¼ 2/x0; y0Sjz0j2
:
We now choose y0 ¼ ex0 where e40 is chosen so small that we have IðW 2ÞXe for
large jkj: Taking the main branch of the square root, we see that there exists Ce40;
such that for jkj large enough we have
RðWÞXCe: ð32Þ
Next we examine the term eikj: Note that eij ¼ y1þiy2jyj ; has norm larger than 1 after
deformation (30). The estimates above yield the existence of 0oC1oC2; such that
for all sufﬁciently large k we have
C1p
*y1 þ i*y2
j*yj

pC2: ð33Þ
Next we estimate the quantity V1 which is deﬁned as
V1 ¼ ei/x;*yS	i/x0; *y
0S: ð34Þ
We have
jV1jpeR1 ;
where we deﬁne
R1 ¼ 	 jkjjyjjz0j /x; x0Sþ jx
0jjkjjyjjW j:
Letting x ¼ x0 and x0 ¼ x00 for the moment, we see that
R1 ¼ 	jkjjyj jx0j
2
jz0j 1	 jx
0
0jjW j
jz0j
jx0j2
 !
:
For jkj large and e40 small, jW j is as close to 1 as we like, and z0 is as close to x0 as
we like. Since jx0j4jx00j; we see that there exists a C40 and e40 such that for all k
large we have
1	 jx00jjW j
jz0j
jx0j2
XC:
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Hence there exists C40 and e40 such that for all ðx; x0Þ near ðx0; x00Þ and all k
large we have
jV1jpe	Cjkjjyj: ð35Þ
Next we estimate
jV1j
*y1 þ i *y2
j*yj


k
pe	Cjkjjyjþjkj log C0
for some C041 (using (33)). Hence there exists C040; such that for all large y; we
have
jV1j
*y1 þ i*y2
j*yj


k
pe	C0jkjjyj: ð36Þ
Next we will estimate Kk;j*yj: First we have C240 such that
je	sk2=jkjjyjW jpe	C2sjkj=jyj: ð37Þ
This follows from (32). We have then C1; C340 such that
jKk;j*yjðt; t0Þjp
C1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjkjjyjp
Z N
0
e	C2sjkj=jyj	C3jyjjkjQðs;t;t
0Þ	sAðsÞ	1=2 ds: ð38Þ
This follows from (10), (12), (13), (16), (22), (37).
We now begin to estimate I : We have
jðDaxDa
0
x0IÞðx; x0Þj
pCjaþa0 jþ10
Z
jyjXC1
Z Z X
k
jkyjjaþa0je	C2jkjjyjjKk;j*yjðt; t0Þjjcðt; t0Þj dt dt0jkj dy:
We change variables in the y integration to obtain
C
	jaþa0j	1
0 jðDaxDa
0
x0IÞðx; x0Þj
p
Z Z Z
jyjjaþa0je	C2jyj 1ﬃﬃﬃﬃﬃjyjp

Z N
0
X
k
1
jkj e
	C4sk2=jyj	C3Qðs;t;t0Þ	sAðsÞ	1=2 dsjcðt; t0Þj dt dt0 dy:
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Using (23), we see that
X
k
1
jkj e
	C4sk2=jyjpC
ﬃﬃﬃﬃﬃ
jyj
p
1þ 1ﬃﬃ
s
p
 
:
We have a C40 such thatZ Z Z N
0
1þ 1ﬃﬃ
s
p
 
e	C3Qðs;t;t
0Þ	sAðsÞ	1=2 dsjcðt; t0Þj dt dt0pC:
This follows from the four lemmas of Section 5. See also Propositions II.3.5 and
II.3.6 of [27].
Finally there exists C40 such that for all ðx; x0Þ near ðx0; x00Þ we have
C
	jaþa0j	1
0 jðDaxDa
0
x0IÞðx; x0Þj
p
Z
jyjjaþa0je	C2jyj dypCjaþa0 jþ1jaþ a0j!
So we see that I is a real analytic function for ðx; x0Þ near ðx0; x00Þ:
The proof can be completed in a standard way. If we study Iðx; t; x; t; x0; t0; x0; t0Þ
as in Proposition 2, we can now make the following contour deformation in the
ðy; y0Þ variables:
y-y 	 ie x0jx0j
;
y0-y0 	 ie0 x
0
0
jx00j
;
where e; e040 are small. It is an exercise to show that Iðx; t; x; t; x0; t0; x0; t0Þ has
exponential decay in a conic neighborhood of ðx0; t0; x0; 0; x00; t00; x00; 0Þ: &
If we combine Lemma 7 with Propositions 2 and 3 we obtain
Proposition 4. Let S denote the characteristic set of H: Then we have
WF 0aðEÞCD,fðx; 0; x; 0; x0; 0; x0; 0ÞAS S : jxj ¼ jx0j and jxj ¼ jx0jg:
8. The proofs of Theorems 2 and 3
We are now in position to prove Theorem 2. Suppose that f is a function which is
analytic on Op;q: Assume that u is a distribution deﬁned on Op;q such that Hu ¼ f :
Choose arbitrarily 0op0op; 0oq0oq: Let wACN0 ðOp;qÞ such that w ¼ 1 in a
neighborhood of the closure of Op0;q0 : Then deﬁne g by the equation HðwuÞ ¼ g:
Note that gACN0 ðOp;qÞ and that g ¼ f on Op0;q0 : It follows from Proposition 1 that we
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have wu ¼ Eg: Now applying Proposition 4 and Theorem 8.5.5 of [17] we see that
WFaðwuÞCfðx; t; x; tÞATR3 : jxjXp0 or jtjXq0g:
Hence u is analytic on Op0;q0 : Theorem 2 now follows, since p0 and q0 are arbitrary.
Note that Theorem 3 is an immediate consequence of Theorem 2, since the family
of sets Op;q forms a basis of neighborhoods of the origin.
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