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Introduction
The Fermi-Pasta-Ulam (FPU) lattice is a discrete model of particles with quadratic force term, introduced by Fermi et al [1] for studying the possible thermalization. Today we would prefer to to say that the problem is about the ergodicity [2] . There is enormous bulk of literature since FPU pioneering work and another milestone on this extremely interesting field is the concept of solitons introduced by Zabusky and Kruskal [3] . Although they have used periodic boundary condition instead of the fixed end-points of the FPU problem, their derivation of the Korteweg-de Vries (KdV) equation is a starting point of another avenue of research, solitonics for short. Actually both problems are closely related to the behaviour of integrable Hamiltonian systems and the Kolmogorov-Arnold-Moser (KAM) theorem [2, 4] .
One of the problems related to ergodicity is the problem of recurrence of the harmonic initial condition either in the original FPU lattice or in solutions of the KdV equation or its generalizations. Basically this problem can be handled in terms of modal representation but for the continuous problem, i.e. KdV equation also in terms of emerging solitons [3] .
The purpose of this paper is to show, how beside the recurrence problem a certain periodicity can characterize the long-time evolution of soliton train according to the KdV model. In addition, the completeness of the soliton train is analysed. Starting from the harmonic initial condition, the soliton train is formed by visible and hidden solitons [5] [otsi parem viide]. The latter are visible only for a short time because of the fluctuating level of reference due to the initial condition and affect the phase-shifts of visible solitons. They become important in a force field, when additional harmonic excitation may amplify all or some of the emerging solitons.
The analysis is based on the standard KdV equation with a r.h.s.
where d is the dispersion parameter and f (u) denotes the external excitation.
The periodic boundary conditions
are assumed and the harmonic initial condition
is used. It is more convenient to use a logarithmic dispersion parameter
The KdV equation (1) is solved numerically by the pseudospectral method [6, 7] . Space derivatives are found making use the discrete Fourier transform (DFT) and for integration in time two different ODE solvers are used. In case of short time numerical simulation (t ≤ 200) the Fast Fourier Transform (FFT) algorithm is applied for DFT and the fourth-and fifth-order embedded Runge-Kutta-Fehlberg formulas for integration with respect to time. In the case of long time numerical simulation the Fastest Fourier Transform in the West (FFTW) and the variable-coefficient ODE solver with the implicit Adam method and the functional corrector-iteration method are applied respectively. In the simulation, the second invariant I 2 is kept under control. The relative difference of I 2 with regard to its initial value is of the order 10 −10 , ..., 10 −13 (for 0.6 ≤ d l ≤ 3.0). The number of grid points is kept minimal keeping indicated accuracy, but it still goes up to 1024 for higher values of d l .
The paper is organized as follows. Section 2 deals with the periodic patterns of trajectories in the standard KdV case (f (u) = 0). Section 3 is devoted to the amplification of visible and hidden solitons in the presence of an external force (f (u) = α sin βu). Brief summary is given in Section 4.
Periodical patterns of trajectories
The periodicity in the KdV problem is usually related to the recurrence phenomenon, mentioned already in [3] . It has been shown by many authors [8] [9] [10] that recurrence in incomplete but super-recurrence can be found. Recurrence can be measured in terms of spectral densities S 1 (t) = [SA 1 (t)] 2 , where SA 1 = 2|U (1, t)|/N is the first spectral amplitude. U (ω, t) is the discrete Fourier transform of u(x, t), N is the number of grid-points in space and ω = 0, ±1, ±2, ..., ±(N/2 − 1), −N/2. Ideally, S 1 (t) should be equal to 1 in the case of recurrence (of the initial sine wave). Recurrence time t R k is defined as a time moment when S 1 (t) has a local maximum close to value 1. In this context t R ≡ t R 1 . The recurrence at t R k is called super-recurrence if
. Our calculations [11] [12] [13] have shown that for relatively strong dispersion (d l ≤ 0.7), the recurrence is easily identified both in wave profiles and spectral characteristics. For weaker dispersion (d l > 0.7), the situation is more complicated -the higher the value of d l , the worse the superrecurrence. For (d l ≥ 1.9) super-recurrence can not be detected in the time interval 0 ≤ t ≤ 5000. If the recurrence is lost then the question may by posed about the existence of possible periodicity at all in this seminal problem. The numerical calculations performed over long time, up to t max > 700t R have shown another type of periodicity. This striking feature is the periodicity of soliton trajectories. The trajectories in the x − t plane are influenced by the phase-shifts during the interactions [3, [8] [9] [10] [11] [12] [13] . If two single solitons are interacting then the higher one is phase-shifted to the right (accelerated) and the smaller one to the left (decelerated). However, in the case of harmonic initial conditions not single solitons but solitons ensembles (trains of interacting solitons) form. Analysis over wide range of dispersion parameters 0 ≤ d l ≤ 3 show that for d l < 0.8 all emerging solitons are moving to the right, but for d l ≥ 0.8 a certain number of higher amplitude solitons are going to the right (see [12] for details). If the number of emerging solitons is larger than two then for some solitons phase-shifts to the right are balanced by that to the left and their trajectories can be approximated by straight lines over long time and space intervals. Furthermore, if minimum two solitons are going to the right those straight lines form a regular rhombus-like pattern (RLP) in the x − t plane. As a rule, a RLP is formed by the last soliton in the emerged train going to the right and by the first soliton going to the left. The RLP for (d l = 2.3209) (cf. [3] ) is shown in Fig. 1 for the beginning of the emergence (0 ≤ t ≤ 1000) and for the end of the integration interval (4000 ≤ t ≤ 5000). We introduce pattern time t P marking the time when indicated balanced trajectories intersect first time. For d l = 2.3209 we have t P = 30.24 while t R = 29.97. Hence, the values of quantities t P and t R are close but t P > t R . So, a rhombus in the x − t plane has the space periodicity 2π-dictated by the period of the initial excitation, and time periodicity 2t P (t P > t R )-dictated by the balanced trajectories.
Amplification of hidden solitons
In the conservative case (f (u) = 0), Zabusky and Kruskal [3] have identified the soliton train emerging from a harmonic initial excitation with a certain number of solitons (quasiparticles). The number of solitons in a train depends upon the dispersion coefficient d. Several studies have clarified the mechanism of emergence of solitons and their number [14] [15] [16] . Generally speaking in terms of the Inverse Scattering Transform (IST) [17] the number of solitons is related to the number of isolated high values of the associated Schrödinger equation. In case of the harmonic initial excitation the isolated eigenvalues are absent. Kalda [15] has proposed to consider a large but finite number of periods and has so determined the corresponding eigenvalues. Based on this [15] and numerical calculations of [5, 12, 16, 18, 19] , we distinguish visible and hidden solitons in a soliton train. In other words, beside clearly visible solitons (cf. [3] ), which interact with each other, there exist also solitons that either are visible only for a short time due to the fluctuation of the reference level [19] or can be detected only by their influence to other solitons, i.e. by changes in phase-shifts. The number of these hidden solitons over the large ⇐ Küsimus? range of dispersion parameters is determined by making use of time dependences of soliton amplitudes, trajectories and spectral densities and presented in [16, 18, 20] . The following concept has been used [5, 19] : (i) hidden solitons can emerge from a harmonic excitations and have the same physical background as visible solitons; (ii) hidden solitons can be detected in wave profiles for a short time interval only when several soliton interactions have taken place and the reference state is fluctuating; (iii) hidden solitons cause changes, specific to soliton-type interaction, in amplitude and trajectories of other solitons interacting with them.
It is not only the theoretical interest to find out all the components of a soliton train because hidden solitons serve as hidden "energy pockets" that may become visible and important in nonconservative cases. If f (u) = 0 is a harmonic function then an amplified soliton train may consist both visible and hidden solitons of the respective conservative case. Below we analyse the changes in a soliton train for
where α and β are constants. Nonperiodic cases of f (u) have been studied in connection of propagation of solitary waves in water over the changing bottom topography [21] or in a microstructured layer with energy influx like seismic waves in lithosphere [22] . The harmonic function (5) brings the ideas of the external periodic field like in the sine -Gordon equation into the analysis. Clearly, the r.h.s of eq (1) in the form of (5) introduces additional nonlinearity and dispersion into the system.
The numerical simulation of (1)- (3), (5) permits to distinguish weak, moderate, strong and dominating field [5] . The typical features of those fields are the following.
(a)
0 0.5π π 1.5π 2π 2.5π 3π 3.5π 4π Weak field. The driven field is weak if the number of emerging solitons does not exceed the number of visible solitons of the corresponding conservative system (f (u) = 0). An example of the influence of the weak field is presented in Fig. 2 . In the conservative case (α = 0) the number of visible solitons for d l = 2.2 is eight and the number of hidden solitons is two [5, 16] . In the present case, i.e. for d l = 2.2, α = 0.1, β = 7, five solitons (per 2π space period) forms from the initial sine wave. In the other words, due to the driven field all hidden solitons and three visible ones are supressed, but five higher amplitude KdV solitons are amplified to three different amplitude levels. In Fig. 2 (a) the solitonic character of the solution (phase shifts and amplitude changes during interactions) is clearly detecteble. Solitons amplified to the first and the second level (the higher amplified solitons) are going to the right and solitons amplified to the third level to the left. In Fig. 2 (b) a single waveprofile demonstrating five separated solitons per 2π space period is presented.
Moderate field. The driven field is moderate if the number of emerging solitons does not exceed the total number of solitons (visible and hidden) but is higher than the number of visible solitons of the corresponding conservative system. The formation of moderate field solution is presented in Fig. 3 (a) , the stabilised solution in Fig. 3 (b) and single waveprofile at t = 46.9 in Fig. 3 (c) .
In the present case two solitons are amplified to the second level and seven solitons to the third level. However, the first level solitons are absent.
Strong field. The driven field is strong if the number of emerging solitons is higher than the total number of solitons of the corresponding conservative system. Formation of the strong field solution is presented in Fig. 4 (a) and a single waveprofile at t = 47.0 in Fig. 4 (b) for d l = 1.4, α = 50 and β = 0.25.
In the corresponding conservative case (d l = 1.4 and α = 0) the total number of emerging solitons (per 2π space period) is four, but now, due to the strong driven field the total number of solitons is seven (one is going to the right and six to the left).
Dominating field. The driven field is dominating if the character of the solution is not solitonic. In the weak, moderate and strong field cases a stabilised solution of solitary waves forms after a certain formation period. Emegred solitary waves interact because they can be amplified to three different amplitude levels and have therefore different velocities. The interaction of these solitary waves is elastic and therefore one can name them solitons. having solitonic character emerges after a certain formation period. In the case of dominating field the stabilised solution is not solitonic any more-either an oscillating wave package (Fig. 5) or single rectangular waveprofile with Gibbs phenomenon-like oscillations forms (Fig. 6 ).
Discussion
Patterns and coherence in complex nonlinear systems are remarkable phenomena. Newman et al [23] have stressed that a pattern "reflects a multitude of distinct phenomena which differ in many fundamental ways". Indeed, patterns may show up certain clustering, certain potential symmetries or invariants. One cannot forget that the underlying problem for a standard KdV case is the energy staring between the modes, i.e. the FPU problem [1] . One possibility is to look for a freezing of the energy of a subsystem which consists of (a)
0 0.5π π 1.5π 2π 2.5π 3π 3.5π 4π a group of modes or to find some adiabatic invariants in the thermodynamic limit [24] [22 veel ]. Using the pseudospectral method for numerics, the spectral modes are easily found. If we normalise time with respect to t R , then the positions of maxima of modes within [0,1] are actually distributed according to Farey tree algorithm [12] , given in terms of multiple unperturbed modes (1/2, vrs 2/4, 3/6, 4/8, ...; 1/3 vrs 2/6, 3/9, ...). The asymmetry in positions is caused by phase-shifts due to interaction.
Nevertheless, in the long run the standard KdV system reveals periodic patterns of the trajectories (Fig. 1) . This is the evidence of the coherence for d l > 1.9 when even the recurrence phenomenon and (quasi)periodic behaviour of spectral densities are not observed [12] .
The periodicity is evidently largely influenced by the concentration of energy into visible solitons. The situation is completely changed in the presence of an external force (f (u) = 0). The hidden and visible solitons are all together influenced by the external field and hidden solitons are actually additional "energy pockets" for accumulating energy influx. The amplified driven fields (see Section 3) give an example of "dispersion management" [25] when the underlying KdV structure is modified to new stable shapes. This is actually a possibility to extend the FPU energy sharing modes to more complicated cases.
