Abstract-This paper applied computer aided technique to do the image recognition work of the welding-line's defects. And this paper uses aspect ratio, roundness, compactness, symmetry, steepness, gray contrast of defect and the background, position of the defect as the defects' eigenvalues. And this paper applied BP neural network to recognize the defects. And experiments are used to get the best values of the eigenvalues.
INTRODUCTION
The neural network has been widely used in image classification and recognition in recent years. However, the practical application effect is unsatisfactory. In this paper, an improved three-layer feed-forward BP neural network is adopted, and the network parameters are obtained by experiments, which gains good results in the defects identify of the in-service pipeline's welding-line.
II. FEATURE SELECTION AND EXTRACTION OF THE DEFECTS OF THE IN-SERVICE PIPELINE
Due to the influence of the energy of the X-rays, tube wall thickness, welding methods, location, radiographic angles and other external factors, there are big differences in the defects' images of the in-service pipeline's welding-line. In order to achieve the purpose of the classification and identification of the defects, it can analysis and judge form the imaging geometry, density distribution and the flaws of the image on the film location [1] .
Fault features are important bases for correct classification and identification. And according to GB 6417-86, Classification and Description of Weld Defects in Fusion Welding of Metal, the defects of the in-service pipeline's welding-line can be divided into five major categories: crack, incomplete penetration, incomplete fusion, porosity, inclusion. And there are obvious differences in the image geometry, density distribution and position in the picture of the above five kinds of defects in the X-ray film, and according which, it proposes 7 feature vectors (roundness, length and width ratio, filling degree, tip sharpness, symmetry, gray scale ratio and the position of the center of the center of gravity of the center of gravity of the center of the defect), which are not related to each feature value, to represent the defects.
III. BP Neural Network and Its Improved Algorithm BP (Back Propagation) neural network, which is the learning process of back propagation algorithm of error back propagation, is a neural network learning algorithm. The theoretical study of neural network [2] [3] shows that, the feedforward neural network with a single hidden layer can approximate any nonlinear continuous function with arbitrary precision. And the theory of neural network has become a hot spot in the field of image classification and recognition in recent years.
A. Structure of BP Neural Network
Among all kinds of neural network models, BP neural network is the most representative neural network model [4] , which has been widely used. Structurally, it belongs to a typical forward network, which is composed of input layer, output layer and a number of hidden layers. The adjacent two layers of neurons form a complete mutual connection, and the same layer of neurons are not connected, as shown in figure 1.
Input Layer
Hidden Layer Output Layer Each layer is made up of a certain number of neurons in the BP neural network, and the neuron nodes in each layer are connected by the corresponding connection weights. And the optimal structure of BP neural network is bound to be encountered, when BP neural network is to be used.
B. BP Algorithm
The general idea of the BP algorithm is the forward propagation of the working signal and the back propagation of the error signal. And the working principle of the forward propagation of the working signal and the back propagation of the error signal in BP algorithm will be described below as shown in figure 2. Usually a neuron has more than one input. And the neuron with R inputs is shown in Figure 3 . The input 1 2 , , , R p p p ⋅⋅⋅ respectively corresponding to the weight matrix
The neuron has a bias value of b, and the neuron is weighted and accumulated with all inputs, which forms the net input n .
This expression can also be written in matrix form:
The weight matrix of single neuron W has only one column. The output of neurons can be written:
C. Multilayer Network
If the output of one layer is the output of the whole network, the layer is called the output layer, and the other layer is called the hidden layer. The network as shown in Figure 3 has one output layer, one hidden layer and one input layer, which is a three layer structure neural network.
Input layer
First layer Second layer In a multi-layer network, the superscript is used for labeling the level. For example, the first layer of the weight matrix is labeled as 1 W , and the second weight matrix is labeled as 2 W , etc.. Due to the bias value to network to provide the additional variables in order to reduce the number of network parameters, can generally ignore bias b value, but some special cases, for example, when the network input p is 0 bias values can change the characteristics of the network and the input is not 0.
Multilayer networks are much more effective than single layer networks. For example, a network whose first layer is a S shaped transfer function, the second layer is a linear transfer function, can achieve any approximation of the accuracy of the majority of functions after training, however the single layer network cannot do this.
Working Signal
Error Signal
The second item on the right of the formula above is the correction of the conventional BP algorithm, and the third item is the momentum term, and α is the momentum coefficient (Momentum factor, adjustment factor or inertia factor), and 0< α <1. So the above formula can be written as follow.
While: requirement. In summary, it is obvious that the introduction of momentum term can speed up the pace of learning.
IV. DETERMINATION OF PARAMETERS OF BP NEURAL NETWORK

A. Determination of the Number of Learning Samples
If the number of learning samples is too small, the neural network cannot get the rules and relationships in the process of learning, and cannot get reasonable results in the validation sample set; and if the number of samples is too large, it will affect the learning time of neural network, and make the network and learning data is too close, so the network to the rule and the relationship between the induction ability to draw down. At present, there is still no uniform requirement for the number of samples in the study sample. And the relationship between the number of general learning samples and the network topology is shown as follow. It should be noted that if the number of samples is exactly equal to the value calculated by the above formula, then the neural network becomes a "statically determinate structure "; If the result calculated by the above formula is larger than that of the network, the network becomes a "statically indeterminate structure". And through the calculation, it is found that the network can improve the performance of the network when the network is statically indeterminate.
( 1)
Firstly, it is assumed that the sample number is 15, according to the samples to determine the number of network hidden layer nodes of the network structure parameters and according to determine the hidden layer node number and input and output layer node number estimation of sample size, judge assumes that the sample number is in design network statically determinate structure. And if not, the number should be modified. In this paper, the sample parameters are shown in Table1. 
B. Determination of Number of Hidden Layer
At present, the hidden layer of neural network is generally 1~2 layer, and there is little between 3 or more layers. The increase of the number of layers can increase the accuracy, but the calculation is more complicated and the computation time is increased. So in view of the two types of network in this paper, there are 7 parameters, the output is 5 data, so this paper choose 1 hidden layer.
C. Criterion for Determining the Number of Hidden Layer Nodes
The nodes in the hidden layer can be extracted from the samples and stored in their inherent law, each of the hidden layer nodes have a number of weights. And each weight is a parameter to enhance the ability of network mapping. If the number of hidden nodes is too small, the network from the sample to obtain the information ability is poor, not enough to summarize and reflect the training set of samples of the law; And if the hidden nodes number is too large, the network will learn and remember the non regularity content of the samples, which reduces the generalization ability. In addition, too many hidden nodes will increase the training time. And the method for estimating the number of single hidden layer nodes is shown as follow [5] [6] [7] . At present, for the hidden layer nodes are determined is not a unified theoretical formula, more research in this area, the calculation node pruning method and increase the node method [8] but these methods are not able to accurately as from Watanabe and Shimizu [9] proposed a number of hidden nodes. And the paper proposes an estimation formula of the hidden layer nodes in the reference [10] , which is based on a large number of experiments. P N -Number of Samples. Although the calculation results are relatively accurate, there is a certain gap between the calculated and the optimal values of different structures. The more commonly used the estimated using formula (11), but because of the value of a range of large, resulting in the uncertainty range, to sum up, first to formula (11) were estimated to determine the range of nodes in the hidden layer is put forward in this paper. Then the formula (12) for estimating the center value, and in not more than formula (11), in computing center value near the actual experiment to determine the hidden layer node number. And in this way, the number of nodes in the hidden layer of the specific network structure can be obtained, and the number of experiments can be reduced.
The experiment is carried out to determine the hidden layer nodes in the network, In the condition of the training sample number is 15. And there are 7 defects characteristic parameters in the input layer of the network, and 5 types of the defects (output layer node number 5). Firstly, the number of hidden layer nodes is determined by the formula (11), and the range of which is 5~14, then the calculated value of the formula (12) is 13. The number of nodes in the hidden layer is 0.9, the momentum coefficient is 0.9, the error accuracy is 0.00001, and the network training results are shown in Table 2 . It is can be seen from table 2, that when the hidden layer has 14 neurons, the network can converge quickly when the number of hidden layer nodes is 1, and the deviation of the calculated center value is more than a certain value, and the number of iteration calculation is obviously increased, so as to verify the proposed BP neural network to determine the number of hidden layer nodes.
Compared the number of the selected samples and the calculated value which is gained from formula (8) (the number of hidden nodes = 14; input nodes = 7; output nodes = 5), it shows that the design network is in the static structure when the sample is selected and the design network is 14.
D. Determination of the Step Length
Step length is also known as the learning rate. And the choice of step size directly affects the network training time, both too small and too big step length can affect the network convergence speed. However, there is still not a unified standard to determine the step size among the academic circles, and this paper experiments with different step of BP neural network to determine the applicable to the step size of the network. The iteration number of BP network is shown in table 3 (the implicit layer node = 14; the momentum coefficient = 0.90; the error accuracy = 0.00001.) In this paper, the step length is 1, the network can obtain the minimum convergence time, and the convergence effect is the best through the experimental data.
E. Determination of the Momentum Coefficient
The momentum coefficient still obtained by experiments. Table 4 shows the number of network iterations corresponding to different momentum coefficients in the condition (the hidden layer node number = 14, the step length = 1, and the error=0.00001). Known from the analysis of the experimental data, when the setting of the momentum coefficient is small, The number of iterations of the training gets more, the convergence time is long. And with the momentum coefficient increasing, the iteration number gets less, and when the momentum coefficient is 0.95, the iteration number reaches the minimum value and the convergence time reaches the minimum value. But with the further increase of the momentum coefficient, the network will not converge. So 0.95 is selected for this paper to design the momentum coefficient of the BP neural network.
F. Test Experiment of the BP Neural Network
The designed BP neural network can identify and classify the fault defect types by using the test sample data in the design of the trained network. And the test data and the corresponding neural network output are shown in the table 5. In this paper, roundness, length and width ratio, filling degree, tip sharpness, symmetry, gray scale ratio and the position of the center of the center of gravity of the center of gravity of the center of the defect, such 7 parameter is proposed as the characteristic value of the fault of the inservice pipeline., which can effectively characterize different fault types. And the number of hidden layer nodes is determined by the number of hidden layer nodes. The number of hidden layer nodes is determined and the other parameters of the network can be reduced effectively. And By using the network parameters which are gained by experiments, the neural network can effectively classify and identify the five types of the in-served pipeline weld's defects, but the identification of the crack defects is not so effective.
