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あらまし
本論文は，巡回セールスマン問題（TSP）に対する並列ハイブリッド遺伝的アルゴリズ
ム（ParaUelHybridGeneticAlgorithms,ＰＨＧＡ）を用いて計算時間の短縮による加速
率および効率性について記述する。具体的な効率性評価のために３つの優れた交叉法を取
り上げる｡比較に用いた３つの交叉法は,ＴＳＰに対して現在最も有望とされるMiihlenbein
らの交叉（Miih-X）と，Starkweatherらの分析によって優れた交叉法とされる，改良さ
れたEdgeRecombinationCrossover(IER-X)，最近提案された交叉法，完全サブツアー
交換交叉（CompleteSubtourExchangeCrossover,CSE-X）である。本実験では，ある
定められた枠組みの下で各交叉法を用いて並列化による効率性を示す。
１．まえがき
組合せ最適化問題の多くはＮＰ－完全なクラスに属し，大規模な問題に対して多項式時間
で最適解を得ることは不可能であるとされている。しかしながら，理論的に最適解を多項
式時間で求める解法が存在しなくても，経験的に比較的良好な解を求めるアルゴリズムは
数多く提案されている。その－つとして，生物の進化過程にヒントを得た遺伝的アルゴリ
ズム（GeneticAlgorithm,ＧＡ）’'2,3)が近年注目を集めている。ＧＡは確率的探索原理によ
り，さまざまな組合せ最適化問題や応用問題4)に適用され，その成果を上げつつある探索ア
ルゴリズムの一つである。一般的にＧＡは，遺伝的操作(選択，交叉，突然変異）を持ち，
解空間に対して大域的な探索が非常に優れ，良好な解を算出できる解法である。
強力なロバスト性を誇るＧＡは，扱う問題に対して合致した構造を取りやすく，アルゴ
リズムの詳細な部分にわたり，いろいろな工夫を施すことで更に高性能なＧＡを開発する
ことが可能である。そのようなＧＡアプローチの一つとして，ハイブリッドＧＡ（Hybrid
GA,ＨＧＡ）の研究が数多く行われている7,8,18)。ＨＧＡは探索効率の向上を図り，高精度な
解を得る目的で，局所的な探索に優れるLocalSearch（局所探索法）を組み込んだ，ＧＡ
の拡張版である。
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並列処理は逐次処理の操作手順を分割することによって効率よく処理を行い，逐次処理
で得られる解を劣化させることなく計算時間の短縮を計るものである。一般的にＧＡは複
数の候補解を常に保持しているので，逐次処理においてはかなりの計算時間を必要とし，
更にLocalSearchをハイブリッドすることにより膨大な計算時間を必要とする場合が少
なくない。よって本論文の検討事項として，ＨＧＡで保持される候補解の集団を並列化する
ことにより，どの程度の計算時間の短縮が期待できるか，並列計算機を使用して，その加
速率および効率性を示す。
その効率`性評価の具体例として，巡回セールスマン問題(TravelingSalesmanProblem，
TSP）に対して現在有望とされるMiihlenbeinら交叉と最近提案された新しい交叉法，完
全サブツアー交換交叉をＨＧＡに施した場合を検討する。片山らは，交叉性能を評価する
ＨＧＡの枠組みを提案している20)。従って本論文ではその枠組みを利用し，ＨＧＡで保持さ
れる候補解の集団をサブ集団に分割した並列化による，各交叉法のアプローチの違いによ
って生じる効率性の相違を検討する。
２．巡回セールスマン問題
組合せ最適化問題を代表する巡回セールスマン問題（TSP)5,15)とは，〃個の点から構成
される無向完全グラフＧ＝（Ｖ,Ｅ)，枝上の距離関数α：Ｅ→Ｚ＋が与えられたとき，す
べての点をちょうど１度ずつ経由する巡回路(Hamilton閉路)で，枝上の総距離を最短と
する巡回路を求める最小化問題である。本論文で扱うＴＳＰは，２点/,ノ間の双方向の距
離が等しい(c,/kﾉｰﾛﾙｶﾞ)対称巡回セールスマン問題（symmetricTSP）である。実行可能解
の数は，（〃－１)!/２に上る。
proceduregeneticalgorithms
O1：ｂｅｇｉｎ
Ｏ２：虎：＝０；
０３：Ｐ(ん):＝asetofinitialfeasiblesolutions；
０４：evaluatestructuresinP(ん)；
０５：whilestopping-criterion≠ｙｅｓｄｏ
Ｏ６：ｂｅｇｉｎ
Ｏ７： ｈ：＝ん＋1；
０８： Ｐ(ん）:＝selectfromP(ん－１)；
０９：alterstructuresinP(ん)bycrossover；
１０：alterstructuresinP(ん)bymutation；
１１：evaluatestructuresinP(ん)；
１２：ｅｎｄ
ｌ３：returnthebestsolution；
１４：ｅｎｄ
図１一般的な遺伝的アルゴリズム
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３．遺伝的アルゴリズム
遺伝的アルゴリズム（ＧＡ）は，問題に対する候補解を記号列からなる個体アルゴリズム（ＧＡ）は，問題に対する候補解を記号列からなる個体（individual）
に対応させるためのコード化を必要とする。すなわち，問題空間とＧＡ空間での対応づけ
を意味する。そこでは，問題空間での実際の解を表現型，ＧＡ空間での記号列の個体を遺
伝子型とよぶ。ＧＡの基本的な流れを図１に示す。ＧＡでは，世代虎において，複数個の
遺伝子型から構成される個体Ｉを保持し，それを集団（population）Ｐ(ん)＝{If,…,１$｝
とよぶ｡更に各個体は一つまたは複数の染色体(chromosome)を持ち,複数の遺伝子(gene）
の並びによって特徴づけられる｡あらかじめ定められた環境に適応した個体が,子孫(offspring）
を残す確率が高くなるように世代交代を繰り返し，遺伝子およびその集団を進化させる過
程をとる。なお，各個体がその環境に適応する度合を適応度(fitness)，染色体と適応度を
対応させる関数を適応度関数(fitnessfunction)とよぶ｡基本的にＧＡは，選択(selection)，
交叉(crossover)，突然変異(mutation）とよばれる遺伝的操作(geneticoperations）を，
生物進化における淘汰，繁殖などの原理として持っている。
４．並列ハイブリッド遺伝的アルゴリズム
並列ハイブリッド遺伝的アルゴリズム（ParallelHybridGA,ＰＨＧＡ）について記述す
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る。並列化に際しては，ＧＡで用いるすべての候補解（個体）の集団をいくつかのサブ集
団で構成する方法などさまざま考えられる2,3,7,8)。本実験において，ＰＨＧＡで並列化の対象
とするのは，主として交叉とハイブリッドされたLocalSearchの処理部分であり，分割
されたサブ集団に対して各世代ごと行われる。つまり，対象となる個体集団に対して，複
数個のＣＰＵで並列化する場合,各CPUは,學鰐個の個体で基本的に構成される。
以下,並列化に関する実験の詳細について記述する。実験では並列計算機を使用し，ＣＰＵ
数が最大32までの場合を検討する（なお,処理中に保持されるＧＡの全個体数は32)｡ＰＨＧＡ
で並列化の対象となるのは，交叉とハイブリッドされたLocalSearchの処理部分である
ので，１ＣＰＵに割り当てられる個体数は，ＣＰＵ数１，２，４，８，１６，３２に対して，そ
れぞれ32(16)，１６(8)，８(4)，４(2)，２(1)，１(1)個の個体がLocalSearchに適用され
る。（）内の数値は交叉を適用する際に１ＣＰＵに割り当てられるペアー数を示す｡つまり，
交叉を適用する際には最低で､もこつの個体が必要となるので，ＧＡで保持される全個体数
に対しては,竿個のペアーで構成される。よって,CPU数16,32で,そのペアー数は１
になることに注意されたい。なお，図２は，３２個のＣＰＵを用いて並列化を行った場合の
処理手順を表す。本ＰＨＧＡでは，交叉の部分，LocalSearchの部分を並列化しており，
それぞれで最後に処理が終了したＣＰＵに合わせて同期を取っている。
５．比較する交叉法について
ＴＳＰに対する交叉にはさまざまな方法が提案されている。その多くは交叉により実行不
可能解になることを回避する工夫が施される。以下に取り上げる３つの交叉は常に実行可
能解を保証した方法である。特にMUhlenbeinらの交叉は，現在ＴＳＰで最も有望とされ
る方法として多くの紹介がある'2,13,15）。
５．１Ｍ(jhlenbeinらの交叉
図３にMiihlenbeinらの交叉（MUh-X）７)の簡単な例を示し説明する。長さ〃の２つ
の親（順列）に対して－つの順列に基準を置き，交叉が行われる。図３では，親１に基準
を置く。親１の順列に対して長さ10から〃/２のサブツアーをランダムに決定し切り取る(S,，
S2,ｓ3が切り取られた親１のサブツアー)。そのサブツアーに含まれない点を，親２で構成
された順番（α,６，ｃ,α,ｅ）を壊さないように組み込むことにより子孫を生成する。また，
Miih-Xは，LocalSearchとのハイブリッド化を強く要求する交叉法である。
５．２ImprovedEdgeRecombinationCrossover
ImprovedER-X（IER-X)'6''7)は，二つの順列に含まれる点と点の間のリンク状態を示
すEdgeTableを作成し，それに含まれるＥｄｇｅの少ない点，または強くリンクされてい
る点を次の候補点として子孫を生成する。図４にＩＥＲ－Ｘの簡単な例を示し説明する。
図４では，親１（α,６，ｃ,Cl/,ｅ,／,ｇ山）と親２（９，ｃ,６，ＣＭノル,／,ｅ）に対して，Edge
Tableを作成する。親１では，Ｃｉｔｙαのリンクは，６と〃である。また親２では，６とロノ
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図３Miihlenbeinらの交叉の一例 図４改良edgerecombinationcrossoverの一例
である。その状況から，親１と親２には互いに６が含まれているので，この場合にEdge
Tableではマイナスの記号をつけることで，強くリンクされていること示す。このような
処理を行いEdgeTableを作成し，子孫を生成する。子孫生成に際しては，ランダムを使
用する。仮にＣｉｔｙ／がランダムに選ばれた場合には，EdgeTableのＣｉｔｙ／の欄を見る。
そこでは，ｃｉｔｙ／の次の候補都市-e,ｇｊが含まれている。次の都市を選ぶ場合には，そ
の候補都市からマイナス記号のついた都市を優先する。また，複数ついている場合や全く
ついていない場合には，その候補都市のそれぞれの欄をチェックし，候補都市の数の少な
い都市を選び，子孫を完成させる処理過程をとる。使用された都市はその都度，このEdge
Tableから削除されていく。よって，そのような条件から，Ｃｉｔｙ／の次の都市はＣｉｔｙｅ
となり，次々に都市が決定されていく。なお，上述した条件が満足されないことがまれに
現れる。この例ではｃｉｔｙＱ/とｈがｃｉｔｙαの次の候補都市として現れる。その場合には，
ランダムにCitＷ/とノjの都市が選ばれる。よって，子孫は（/,ｅ,９，ｃ,６，６ＭＭ）もし
くは，（/,℃,９，ｃ,６，α山,ｄ）の場合があり得る。
５．３完全サプツアー交換交叉
完全サブツアー交換交叉（completesubtourexchangecrossover,CSE-X）’9)は，２
つの親に共通する全く同じ方向性を有するサブツアー（逆方向のサブツアーも含む）を共
有サブツアーと考慮して子孫を生成する。以下，簡単にその特徴を挙げる。
・共有サブツアーの列挙が極めて高速なＯ(")の時間で可能
・交叉で生成される最良の子孫を次世代に残すが,子孫の生成法は順列に対するＴＳＰの
２－Opt操作'3,15)に相当，またはそれが可能
図５は，対象となる共有サブツアーが両親に２つ存在する場合のCSE-Xの交叉例を示
す｡図５で対象となる共有サブツアーは,親Aの回と匹亟,親Bのl7Z-瓦~刀と□で
ある。CSE-Xで対象となる共有サブツアーは，その部分集合の方向性が互いに同順及び逆
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順になる場合のみが考慮される｡例えば,子1では親Bの回を親Aの□の部分へ組み
込む操作を施している。また,子4では親Aの画を親Bの『三コの部分へ組み込ん
でいる。残りの子孫も，同様な操作により生成する。つまり，山村らによるサブツアー交
換交叉6)で対象とされた共有サブツアーの選び方を－部簡略化したものと考えられる。そう
することによって，さまざまなメリットが文献'9)で報告されている。
６．実験
６．１実行環境
本実験では並列ハイブリッド遺伝的アルゴリズム（ＰＨＧＡ）を検討している。並列計算
機は，インテル社のＭＩＭＤ処理方式の超並列計算機ParagonXP/S1５（プロセッサ数：
296,各プロセッサ演算性能：７５MFlops,各プロセッサメモリー：３２ＭＢ,通信速度：２５０
ＭＢ/S）を使用した。使用言語はすべてＣ言語である。
６．２パラメータ設定と実験の詳細
本実験では，並列化による３つの交叉法によりＰＨＧＡの効率性を検討するので，交叉
法以外のＰＨＧＡ操作は同一にしておく必要がある。そこで，文献20)で示された交叉性能
を評価するＨＧＡの枠組みを利用する。その枠組みの概要を以下に示す。
・制御パラメータなしの基本的な近傍操作を有したLocalSearchをハイブリッドする
・極端に多様性をもたらす突然変異ではなく，一般的に使用されるものを採用
・エリート保存戦略を採用
ＧＡはいくつかのパラメータを必要とする。基本的には個体数ＲＳ，交叉確率，c，突然
変異確率伽である。このようなパラメータはユーザー自身が計算機環境や必要とする解
の精度，問題規模などのさまざまな要因に応じて決定しなければならない。また最適なパ
ラメータ設定は，最適な探索を行う上で必要不可欠である。しかしながら，本実験で利用
する枠組みにおいては，パラメータの違いによる正確な評価の困難を避けるために，ＰＳ：
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32,ＰＣ：１．０，内：0.005とすべて一定とした。またその枠組みから，ＧＡにおける選択に
はエリート保存戦略1,2)を採用する。突然変異については，ＴＳＰに対して一般的な一回の２
－Opt近傍の交換をランダムに施す｡対象とした問題は,ＴＳＰのベンチマーク問題集TSPLIB11）
から最適解既知の問題を31間選び，各問題，各アルゴリズムに対して20回の試行を行う。
ＰＨＧＡ処理の終了条件は，200世代で計算を打ち切る。
６．３並列計算の評価
本節では，各交叉法を有するＰＨＧＡに対してＣＰＵ数がｌから32までの場合を検討す
る。（詳細は４に記述）
表１，２，３は，kroA100問題に対する，各ＰＨＧＡが保持するＣＰＵ数別の解の質(最
良，最悪，平均値)，平均の計算時間，加速率および最適解算出回数を示し，図６，７は，
kroA100問題を用いた各ＰＨＧＡのＣＰＵ数の変化による加速率と計算時間の変化につい
表１ＣＰＵ数別のＰＨＧＡ（Miih-X）の実験結果（試行回数：各20回）
ＰＨＧＡ(Muh-X)(％）
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最算CPU数
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
１
２
４
８
咀
躯
１．９
３．４
５．８
９．２
１２．８
表２ＣＰＵ数別のＰＨＧＡ（IER-X）の実験結果（試行回数：各20回）
ＰＨＧＡ(IER-X)（％）
Ｍｉｎ Ｍａｘ・ Avg、
０．００００．４２８０．１１７
０００００．３０１0.027
00000.3480.025
0.0000.4090.073
０．００００．１０８０．０３５
０．００００．４２８０．０６６
ＣｐｕＴｉｍｅ(sec）
Avg，
１８４５．７
９９０．３
５６８．２
３４７．０
２３１．８
１７３．３
加速率
Avg．
最適解
算出回数
９
１５
１７
１０
９
１２
CPU数
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
１
２
４
８
咀
釦
１．９
３．２
５．３
８．０
１０．７
表３ＣＰＵ数別のＰＨＧＡ（CSE-X）の実験結果（試行回数：各20回）
ＰＨＧＡ（CSE-X）（％）
Ｍｉｎ・ Ｍａｘ・ Ａｖｇ
0００００．３０１０．０３０
０．００００．３０１０．０５０
０．００００．３０１０．０４４
０００００．３０１０．０５９
０．００００．３０１０．０１５
０．００００．３０１０．０６０
ＣｐｕＴｉｍｅ(sec）
Ａｖｇ
１０６５．６
５７２．９
３１７．０
１９５．５
１３６．０
１０７．８
加速率
Avg．
最適解
算出回数
１８
１６
１７
１６
１９
１６
CPU数
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｕ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｐ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
Ｃ
１
２
４
８
蛆
犯
９
４
５
８
９
●
Ｃ
●
●
●
１
３
５
７
９
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て表す｡なお,初期解はＴＳＰ専用アルゴリズムで實欲性に基づくNearestNeighbor(ＮＮ）
法により生成されている。まず解の質については，３つのＰＨＧＡで算出される解の質と
最適解算出回数に若干の違いは見られるものの，各ＰＨＧＡについては複数に並列化を行
おうが得られる解に違いはほとんど見られず，並列化によって解の劣化は確認されない。
次に計算時間および加速率では,ＣＰＵ数増加に伴う並列化によって計算時間の短縮に成功
している。しかし図６から加速率では，理想値から徐々に離れる傾向があり，１ＣＰＵに対
して32CPUの場合では，約１／１３，１／１１，１／10の時間をそれぞれのＰＨＧＡは要するこ
とを確認した。またＰＨＧＡ（Muh-X）が加速率は優れているが，図７から全体の計算時
間では，ＰＨＧＡ（CSE-X）が他の交叉法より約１／2～２／３の計算時間で終了し，更に各
ＰＨＧＡもほぼ同程度の解を算出している。しかし，最適解算出回数ではＰＨＧＡ(CSE-X）
が,頻繁に最適解を算出していることが確認できる。なお,解の質はi…篭讓適鱒×'00％
で算出し，１Ｖ個のCPUに対するスピードアップ(加速率)ｓ(jv)は，〃器鵲碧鵜鬮で１Ｖ個のＣＰＵに対するスピードアップ（加速率）Ｓ(jV)は，
算出した。
２
８
４
０
６
２
８
４
０
３
２
２
２
１
１
冊鯛巨《
８ １６
０PU数
2４ 3２
図６加速率の変化（kroA100）
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０
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０
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図７計算時間の変化（kroA100）
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６．４ＴＳＰＬＩＢによる評価
表４にTSPLIBから都市サイズ48～2392都市までの30問を取り上げ，ＮＮ法で得られれ
た初期解に対して，３２個のＣＰＵを使用し，ＰＨＧＡ(MUh-X)，ＰＨＧＡ(IER-X)とＰＨＧＡ
（CSE-X)が算出した，解の質(最良，最悪，平均値)を示し，図８は，都市サイズ48～2392
都市の計算時間の変化を表す。表４から，Miih-X，ＩＥＲ－ＸとCSE-Xを比較した場合，
問題サイズが比較的小さい場合では解の質にあまり大きな違いは見られないが，問題サイ
ズが大きくなるに従い徐々にCSE-Xが良好な解を算出していることがわかる。さらに図
８から，比較的都市サイズが小さいときに各ＰＨＧＡは視覚的に見るとあまり計算時間に
差はないが，都市サイズが大きくなるにつれてＰＨＧＡ（MUh-X）はＰＨＧＡ（CSE-X）
の約２倍，ＰＨＧＡ（IER-X）はＰＨＧＡ（CSE-X）の約３倍もの計算時間が必要になると
いうことがわかる。
表４各ＰＨＧＡの実験結果（試行回数：各20回，３２CPU使用）
ＰＨＧＡ(MUh-X)（％）
ＭｉｎＭａｘ．Avg．
ＰＨＧＡ(IER-X）（％）
ＭｉｎＭａｘ．Avg．
ＰＨＧＡ(CSE-X)（％）
Ｍｉｎ Ｍａｘ．Avg．
Ｏ0000.0000.000
0.0000.704０．２２３
０．００００．６７２０．１２０
０．００００．３０１０．０６０
0.0000.696０．３３５
００００１．７３２0.331
0000１．４３１0.350
00000.1530.008
0.0000.3050.063
0.0000.078０．００４
０．０１３１．５８３０．４１２
０．００００．００００．０００
０．０００１．８１７０．５７２
０．０００１．２８６０．４１４
０００００．１８５０．１０２
０．１３６０．８０４０．３３４
０．０７１２．３０７１．１８７
０．００００．３０２0.020
0.000１．０８９０．２０２
０２６８１．０８９０．６８９
０．７４２２．４７６１．６２６
０．２４２２．５３８１．１７１
０．９２０２．２７４１．５８７
０．８４２２．８７９２．１３６
２．３１４４．２５７３．１０１
１．９１９３．２１９２．５８３
２．９４１４．０２０３．４８８
２．８７６４．８０２３．６５９
2.183３．４５６２．９０７
２．９０６４．６７６３．７８１
４．３０１５．３５２５．００２
ＴＳＰＬＩＢ
att48
eil51
pr76
kroA100
kroB100
rdlOO
eillO1
1inlO5
prlO7
prl24
prl36
prl44
kroA150
kroB150
prl52
kroA200
kroB200
pr226
pr264
pr299
1in318
pr439
d493
att532
u574
rat575
rat783
dsjlOOO
prlOO2
ulO60
pr2392
10628
４２６
108159
21282
22141
７９１０
６２９
14379
44303
59030
96772
58537
26524
26130
73682
29368
29437
80369
49135
48191
42029
107217
35002
27686
36905
６６７３
8806
18659688
259045
224094
378032
0.000
0.000
0000
0.000
0.000
0.000
0.159
0.000
0.000
0.000
0.245
0.000
0.385
0.134
0.000
0.439
0.866
0.005
0.041
1.260
1.190
1.166
１．９２６
3.319
3.346
3.794
4.826
4.521
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0．０００
０．４６９
０．２３７
０．３０１
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０．０６５
0.090
０．２３５
０．２８１
１．１５３
０．０４３
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図８計算時間の変化
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６．５考察
表１，２，３，図６，７から，加速率と計算時間に対して考察する。３つの交叉法につ
いて，１ＣＰＵでの計算時間を比較すると，ＰＨＧＡ（MUh-X）とＰＨＧＡ（IER-X）は，
PＨＧＡ（CSE-X）の約２倍もの計算時間が必要となってくる。これは，ＰＨＧＡ（Miih-X）
の場合ハイブリッドしたLocalSearchの処理部分でかなりの計算時間が必要になり,ＰＨＧＡ
（IER-X)の場合は，交叉の処理部分でかなりの計算時間が必要になるからだと思われる。
またＣＰＵ数を増やし，３２CPUを用いた並列化の場合では，ＰＨＧＡ（MUh-X）はＰＨＧＡ
（CSE-X）の約1.5倍，ＰＨＧＡ（IER-X）はＰＨＧＡ（CSE-X）の約1.7倍の計算時間を要
している。ＰＨＧＡ（MUh-X）は，並列処理部分が高い割合で並列化きれ，１ＣＰＵのとき
に比べ効率的にＰＨＧＡ（MUh-X）に働いたものと考えられる。次に加速率については，
32CPUのとき，MUh-Xで12.8倍，ＩＥＲ－Ｘで10.7倍，CSE-Xで9.9倍であった。このこ
とより，ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）よりＰＨＧＡ（Miih-X）が，並列処理す
ることにより高い割合で並列化が行われていることがわかる。これは，LocalSearchの処
理部分においてＣＰＵの数を増やすことにより計算時間が効率よく分散されていくからだ
と考えられる。ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）がＰＨＧＡ（MUh-X）より加速率
が劣るのは，ＰＨＧＡ（CSE-X）とＰＨＧＡ（IER-X）においてそれほどLocalSearchの
処理部分で計算時間を費やしていないことが考えられる。しかし，図８では，ＰＨＧＡ(Ｍｉｉｈ
－Ｘ）よりＰＨＧＡ（IER-X）の方が計算時間を必要としているのは，ＰＨＧＡ（IER-X）は交
叉の処理部分（EdgeTableの作成，子孫の生成）でかなりの計算時間を費やしていると
考えられる。また，CSE-XとＩＥＲ－Ｘは交叉時にあまり親から離れていない子孫を生成
し，Miih-Xは，ＣＳＥ－ＸとＩＥＲ－Ｘより比較的離れた子孫を生成しているために，Local
Searchで局所最適解を算出する処理に時間が必要なのである｡表４に示した比較的大きな
問題群にも同様なことが考察できる。
次に，これらの加速率を更に向上させる方法について考察する。本ＰＨＧＡでは，最後
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に処理が終了したＣＰＵに合わせて同期を取っている。よって，ＣＰＵ数を増加しても加速
率は上がらないと考えられる。交叉とLocalSearchの処理部分では，LocalSearchの方
が処理を終える時間がまちまちなので,LocalSearchの処理部分において計算時間のかか
るＣＰＵを無視し，いくつかのＣＰＵが処理を終了した時点で次の処理に移ることによっ
て，ある程度のスピードアップが可能であると考えられる。
更にＧＡの並列化に関しては，さまざまな場合が考えられる。LocalSearch（LS）を
複数回繰り返す方法として，MultipleStartLocalSearch（MSLS）がある。これは比較
的簡単に実装でき(並列処理も可能)，その効果については極めて期待できる'3,15)。従って，
今回取り上げたＨＧＡを，MultipleStartHGA（ＭＳＨＧＡ）として，並列処理すること
などが考えられる。つまり，ＨＧＡ処理を各プロセッサに割り当て実行し，最良の結果を算
出する方法である。
７．むすび
本論文は，巡回セールスマン問題（TSP）に対する並列ハイブリッド遺伝的アルゴリズ
ム（ＰＨＧＡ）について検討した。ＰＨＧＡの実験では，逐次処理で算出された解の精度を劣
化することなく並列化したことを確認し,並列化による計算時間の短縮が逐次処理に比べ，
32個のＣＰＵを使用した我々の並列化実装形態においては，MUhlenbeinらの交叉（ＭＵｈ－
Ｘ）で約１／13,改良されたEdgeRecombinationCrossover（IER-X）で約１／11,完全
サブツアー交換交叉(CSE-X)で約１／10の時間で算出可能であることを示した。更に，基
本的な枠組みを用いて，ＴＳＰに対して有望とされるMiihlenbeinらの交叉（Mtih-X）と，
Starkweatherらの分析によって優れた交叉法とされる,改良されたEdgeRecombination
Crossover（IER-X）そして最近提案された完全サブツアー交換交叉（CSE-X）の並列化
における効率性の相違を比較した結果そこでは，各交叉法のアプローチの相違によって，
並列化に対して加速率や計算時間に大きな違いが表れることなどを示した。
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Inthispaper，weinvestigateparallelefficiencｙｏｆｔｈｅｃｏｍｐｕｔａｔｉｏｎｔｉｍｅａｎｄｔｈｅ
ａｃｃelerationpercentageforthecrossoveroperatorofgeneticalgorithm(ＧＡ).There
havebeenproposedvariouscrossoversoperatorforthetravelingsalesmanproblem
(TSP).Amongthesecrossoveroperators，followingthreecrossoveroperatorsare
consideredtobemostcompetentones：acrossoverofMUhlenbeinetaL（MUh-X),an
improvededgerecombinationcrossover(IER-X),andacompletesubtourexchange
crossover(CSE-X）
Wepresentthecomputationresultsofefficiencyofthesethreecrossoveroperators
byusingaparallelsupercornputer，Paragon,IntelCorporationandcomparethem
Asaconsequenceofthecomparisonfortheabovementionedpromisingcrossover
operators,ourproposedCSE-Xisconcludedasmostefficientone．
