Abstract Blur distortion appears in multimedia content due to acquisition, compression or transmission errors. In this paper, a method is proposed to predict blur severity based on the contraction errors of local contrast maps. The proposed method is developed from the observation that histogram distribution of natural image would contract according to the degree of blur distortion. In order to quantify the level of contraction, an efficient method of determining local contrast boundaries is used. The upper and lower bounds of local histogram distribution are defined for the original image, and outlying points beyond these bounds are used to form the local contrast map. For the corresponding patch of a blur image, the same values of upper and lower bounds are used and the local contrast map for the blur image could be produced. Total difference between local contrast maps of the original and blur images is the contraction errors which are used to derive the blur score. The proposed method has advantages in terms of computation efficiency, and is performed in the spatial domain without the need of data transformation, conversion or filtering. In addition, prior training is not required at all for the model. Implementation of the proposed method as a multimedia tool is useful for estimating blur severity in multimedia content. The performance of the proposed method is verified by using three different blur databases and compared to popular state-of-the-art methods. Experiment results show that the proposed blur metric has high correlation with human perception of blurriness.
compression-decompression errors or transmission problems. Image acquisition processes such as unstable camera settings, motion caused by moving subjects and contextual issues are some causes of blur artefacts. Another common cause is due to the use of compression technology in digital imaging. For instance, wavelet-based techniques compress an image by decomposing it into a multi-resolution image. Incomplete composition and decomposition could produce blur distortion in the image. On the other hand, transmission problems are often caused by bit drop errors and loss of data, which could also give blur effect to the image.
Assessment of blurriness in digital image is not something new. Numerous techniques have been proposed with each of them having their own advantages and merits. For digital images, they are displayed to the end viewers in the spatial domain. Here, we categorize the assessment methods as techniques in either the non-spatial or the spatial domains. Techniques that assess images in the non-spatial domain require transformation or conversion of the test image to another data space or representation. These techniques would then extract certain features or information from the transformed data. The content of the transformed data is useful for blur assessment, but is redundant and does not carry the intended image information to the end viewers. Some examples of non-spatial techniques are methods from: [1, 2, 18] for the wavelet-based domain; [3, 19] for frequency-based domain; [14] for discrete cosine transform (DCT); and [22] for Radon transform.
Despite the accuracy of blur assessment methods in the non-spatial domain, implementation in this domain is not efficient due to the extra computational complexity. Figure 1 depicts the image delivery processes from the stage of generation, compression, transmission, decompression and display to the end viewers. Display of the image to the end viewers is carried out in the spatial domain, while the compression and transmission processes are carried out in the nonspatial or transformed domain. Numerous locations along the image delivery path could be used for blur measurement. However, due to the fact that image data is displayed in the spatial domain, a more accurate and efficient assessment shall be performed by using this domain and not in the compressed or transformed domain. In addition, transformed or converted data is redundant to the end viewers, and posed extra burden to the system's memory or storage. The dotted arrow in Fig. 1 represents additional processes and computational efforts to transform the test image into data in the non-spatial domain. In practice, blur assessment at locations of the non-spatial domain could not reflect the actual blur quality as seen by the end viewers. On the other hand, spatial domain techniques can assess images without any kind of data transformation. These techniques assess the pixel values directly, and perform computation to estimate the blur severity. Advantages of techniques in the spatial domain are obvious -data redundancy is avoided by not owning data which is deemed unnecessary for the end viewers; computational power or complexity is reduced by not relying on data transformation; and reduced burden to the system's memory and storage as no redundant data is produced. All the advantages are important factors for practical implementation without the use of extensive computational device. One example of these techniques is the classical mean squared error (MSE) or its equivalence, the peak signal to noise ratio (PSNR). This is perhaps the most widely used method in the spatial domain which derives the quality score by directly comparing the same pixels from the original and blur images. The differences of all pixels are then pooled to produce the final score. Despite the ease in implementation, MSE or PSNR method is understood to have low correlation for blur assessment in relation to human perception [10, 20] . Other than the MSE or PSNR method, currently there are very limited blur metrics in the spatial domain and are elucidated in Section 2.
In this paper, we propose a new method for blur assessment in the spatial domain. Distortion of any kind, including blurriness, could affect the natural statistics of an image [5] . Thus, spatial histogram of blur image would be altered accordingly. First, we perform simulation on test images with varying degree of blur, and show that the histogram distribution of blur image exhibits contraction at the tails of the distribution. In order to quantify this contraction, we propose local contrast map where the lower and upper bounds are defined based on cumulative distribution of the local data. Any data points that are on and beyond these bounds are considered as the contrast outliers. Quantification of the outliers for the original and test images is carried out separately, compared and then pooled to derive the final blur metric. The proposed method is implemented in the spatial domain by directly using the pixel values without the need for image transformation. In addition, the model can be implemented with simple algorithm and does not require any prior training.
The remaining of the paper is organized as follows: Section 2 discusses and compares blur assessment techniques in the spatial domain, Section 3 explains the observation of blur effect which has become the main motivation for our proposed method. Section 4 gives details of the proposed method. Section 5 explains the implementation of the proposed method in terms of computational complexity. Experiment details, results and comparison to other methods in the spatial domain are presented in Section 6. Concluding remarks are given in Section 7.
Related works in the spatial domain
The advantages for blur assessment in the spatial domain are in terms of reduced computational complexity and memory capacity. These advantages are crucial for the assessment of multimedia content in gadgets with low computational power such as mobile phones and dashtops. Albeit having these advantages, very few attempts were made to assess blur distortion by directly using pixel values in the spatial domain, and at the same time outperform the conventional PSNR method. Two of the early attempts to assess blur in the spatial domain are the Maziliano's method [10] and Structural Similarity Index (SSIM) [15, 21] .
Marziliano's method measures the spread of local edges to produce blur metric. First, vertical edge filter is applied on the luminance component to produce a gradient image. The gradient image is scanned line by line to measure the width of the detected edges. Finally, the blur measure is calculated by taking the sum of all the edge widths and divided by the number of edges. Experiment results show that Marziliano's method is better than the PSNR method in terms of correlation with human perception.
The popular Structural Similarity Index (SSIM) [15, 21] was proposed by Wang et al. for image quality assessment based on the philosophy that the human vision system is highly adapted to extract structural information from the image. Thus, a measure on the changes of structural information can be a good estimation to human perception of image quality. SSIM is a full reference metric which combines the luminance, contrast and structural comparison functions. The luminance comparison is a function of mean intensities; the contrast comparison is a function of standard deviations for the intensities; while the structural comparison is a function of standard deviations for normalized luminance variances. SSIM method also outperforms the PSNR method for the correlation with human perception. From SSIM, the idea of using structural information has since gained widespread recognition with the use of different formulas as the structural data, such as the LU factorization method in [6] .
A few new methods in the spatial domain have been proposed in recent years such as the Q metric [8] , BRISQUE [11] , JNB [4] and CPBD [12] . Q metric combines measurements of sensitivity, edge, structural and contrast to form the quality metric. Experiments by the authors showed that Q metric performs better than both PSNR and SSIM methods for some sample images, but the method was not tested with benchmark images. BRISQUE is a no-reference and transform-free method which uses locally normalized luminance coefficients to quantify distortions in the image. This method has low computational complexity, but uses a support vector machine (SVM) regressor in the mapping of feature space to quality scores. The SVM regressor is trained by using 80% of randomly chosen images from LIVE database [11] .
Just Noticeable Blur (JNB) [4] is based on the notion that the human vision system masks blurriness around an edge up to a certain threshold, and this threshold is referred as just noticeable blur. The standard deviation of this threshold is determined from the subjective experiments by using human observers. Subsequently, edge widths from the original and the just noticeable blur images are used to calculate the JNB score. The idea of JNB method is later improved with cumulative probability in [12] , termed as the Cumulative Probability of Blur Detection (CPBD). Table 1 is a summary of the features for blur metrics that are implemented in the spatial domain. It can be noticed from this table that currently, there are not many spatial domain-based blur assessments which are totally filter-free and training-free. 
Blur severity and its effect
A blur image g(x,y), in its simplest form, can be modeled as a convolution of the original image f(x,y) with a point spread function (PSF) h(i,j), and subsequently added with noise n(x,y) as follows:
PSF acts like a low pass filter, reduces the sharpness of the original image based on two parameters: its blur kernel size, S h , and standard deviation, σ h . The values of S h and σ h could directly influence the degree of blur that one perceives. In [5] , Geisler had shown that for natural images, there are corresponding natural statistics that come with the images. Thus, distortion of any kind would disturb this natural statistics. For blur distortion, the effect of h(i,j) has resulted in reduced sharpness of the original image and poorer quality perception by human observers. The perceptibility of blurriness could vary widely, from the minimal unnoticeable to the maximal intolerable. However, previous efforts to measure blurriness in the spatial domain often do not correlate well with human perception, for instance, by using the conventional PSNR method [1] . Despite the poor performance of the PSNR method, it is still popular due to its simplicity and practicality in implementation [20] . If the PSNR method could not measure blur perception accurately, what are the alternatives for measuring blur in the spatial domain?
We approach this challenge from the perspective of the image spatial statistics. We believe the effect of h(i,j) could be observed not only in the blur image itself, but also from its spatial histogram distribution. With this in mind, we test our hypothesis by simulating blur for an image, and then compare the local histograms of the original and blur images. Symmetrical Gaussian low pass filter with incremental values of S h and σ h are used according to Table 2 to create blur images of cameraman. Figure 2 shows the original image and its corresponding blur versions, which represent three levels of distortion: mild, moderate and severe. In order to illustrate the changes of local histogram distribution under different image content and texture, we select four different image patches (p1, p2, p3 and p4) of size 16×16 as marked in Fig. 2 . Patch p1 is a plain background, represents smooth area of the image. Patch p2 is the area of the camera, represents highly textured area. Patch p3 is the background building, represents textured area with the presence of edges. Patch p4 is the background field, represents mildly textured area.
The statistics of an original image would be modified when the image is blurred, and resulted in different shapes of the local histograms. The changes of the distribution shapes imply different standard deviations, means and other statistical parameters for different degrees of blurriness. Figures 3, 4 , 5 and 6 show the histogram distribution of patch p1, p2, p3 and p4 respectively for every image in Fig. 2 . In addition to the statistical changes, it could be observed from these figures that contraction happens at the tails of the histogram distribution. In fact, the quantum of contraction increases with the degree of blurriness. Also, image patch with a wider dynamic range such as patch p2 shows more contraction as compared to that with a narrower range (such as patch p1). This observation of contraction becomes the main motivation for our proposed model.
The proposed method
In Section 3, we have shown that spatial statistics and histogram distribution would change according to blur severity. A number of features could be used to measure these spatial changes such as the standard deviations, mean values and dynamic ranges. Besides these statistical values, we have also observed changes in the shape of the histogram distribution. In this section, we propose to measure blur distortion by quantifying the contraction at both end tails. The tails of the local histogram represent the high and low intensity regions of an image patch and form the contrast regions. Our proposed method is closely related to contrast measurement. However, we define contrast from the perspective of luminance histogram. Human vision system is extremely sensitive to image contrast, and this sensitivity becomes a fundamental factor for quality perception [7] . The knowledge of this sensitivity is extensively used in many scientific applications, for instance: scanning electron microscope (SEM) images in material science, fundus images in ophthalmology, fluorescent and magnetic resonance images in medical imaging, etc. Thus, it is not a surprise that image contrast could be used for the purpose of blur assessment. Let us assume the size of an original image I is divided into a x b blocks, each block with a size of 16x16 pixels. The blur image I' has the same size of a x b blocks. The image patch window is moved on I or I' from left to right, top to bottom with a 50% overlapping shift-step of the block size. In total, we have M=(2a-1) x (2b-1) image patches of the same size that could be segmented from I and I' respectively. We denote I m as the mth local patch from the have the same cardinality of N data as in Eq. (2), and m is the lexicographical order of the image patch. Each sorted data point in I m has a gray intensity of I m(i) , where i is the distinct numeric label given according to the sorted gray intensity of each pixel and ranges from 1 to N. Similar to the concept of the statistical control chart, lower control limit (LCL) and upper 
The upper and lower bounds, L m and U m , are determined through an inverse cumulative distribution function F (4) and (5) respectively. In other words, L m represents the first pth percentile point and U m is the (100-p)th percentile point of a cumulative density function from the histogram distribution.
Measurement of the contraction is demonstrated through Fig. 7 , by using histograms of patches p1 which are taken from the original and blur (S h =4, σ h =0.6) images of Fig. 2 . In this example, p is set to 10, thus L m is the 10 th percentile point and U m is the 90 th percentile point of the histogram distribution of the original image patch. The same locations of L m and U m are used in the histogram of the blur image. These two boundaries are indicated as the solid lines in Fig. 7 . Data points on and outside L m and U m are considered as outlying points. A data point which has gray intensity of less than or equal to L m is the lower-bound outlier, LO m(i) (as in Eq. (6)) while a point which has gray intensity of greater than or equal to U m is the upperbound outlier, UO m(i) (as in Eq. (7)). LO m(i) and UO m(i) are used in the quantitative counts of the outliers, with 1≤i≤N and 1≤m≤M . The outliers are labeled with green color in Fig. 7 . We can easily notice that due to the contraction of the histogram tails for the blur image, there are fewer outliers in the blur image compared to the original image.
The final blur score is pooled from the outlier counts. First, we take the sum of LO m(i) and UO m(i) of all the image patches. Then, this total sum is divided by the number of image patches, M. As a result, we have the mean value of outliers as shown in Eq. (8) . For the original image, we denote this mean value as μ, and for the blur image as μ', with both μ, μ' ∈ [0, 2pN/100]. The final score is denoted as the Contraction Error Blur Score (CEBS). It represents the difference between μ and μ' as shown in Eq. (9) .
The proposed method requires p to be given a pre-determined value. Intuitively, the value of p directly influences the number of lower and upper-bound outliers in the original image. A low value of p detects only a small portion of the distribution tails but a high value of p would include a large portion. Since the detection of the outliers is at both sides of the lower and upper bounds, in generally, p shall be set to<50 to avoid confusion and overlapping of the outliers. However, extra caution must be taken when a very low value of p is used. This is because a severely blurred image would have huge contraction at the histogram tails and this could cause the number of outlier to approach zero when the value of p is too low. At this point, the blur detection reaches the saturation level, and hence becomes less sensitive. In general, a high value of p is preferred in order to escape from the saturation level. For our subsequent experiments, we use this general intuition to test three different values of p which represent the low, medium and high levels of saturation, and compare the performance of the proposed method under different settings of p. Since this paper focuses on the blur assessment based on the contraction changes, a high value of p (close to 50) is intuitively regarded as a good setting. Specific method to train or optimize the value of p is avoided at this stage. Also, any training or optimization process would increase computational complexity and is generally less preferred for practical implementation.
The lower and upper bounds separate the low and high intensity regions in the image patch. In other words, these two regions could be viewed as the local contrast regions, and the outlying points LO m(i) and UO m(i) are the contrast outliers. A local contrast map could be obtained by highlighting the contrast outliers of an image patch. To visualize the presence of the contrast outliers for the whole image instead of an image patch, one can fuse all the local contrast maps. Figure 8(a) shows the local contrast maps for the original cameraman image with the contrast outliers highlighted in green. Figure 8 It can be noticed that the green regions become less with the increment of blur severity, indicating more contraction of the local contrast maps. The differences of the local contrast maps between the original and blur images are the contraction errors, as shown in Fig. 8(c) , (e) and (g). White pixels in these images are the contraction elements which "disappear" from the local contrast maps of the original image. It can be observed that the contraction errors increase when a test image has higher degree of blurriness.
Efficient implementation
An efficient implementation of blur assessment requires a method to rely less on complex computation and memory capacity. In addition, a proposed model shall not have parameters that depend too much on prior training. In this section, we show that the proposed method could be implemented efficiently and takes minimal computational effort. Also, the proposed method does not need any training, making it suitable for implementation as a multimedia tool for blur assessment. For every original image patch, L m and U m can be determined by simply sort out all the data in ascending order, identify the pth percentile and (100-p)th percentile points, and then obtain their corresponding grayscale values. These grayscale values shall be used as L m and U m . The whole process of determining L m and U m is illustrated in Fig. 9 (a) and (b) by using an example of p equals to 25. Thus, the 25th percentile point is at location N/4 and the 75th percentile point is at location 3N/4 as highlighted in Fig. 9(b) . The next step is to find the exact number of lower and upper bound outliers, ΣLO m(i) and ΣUO m(i) for 1≤i≤N. As a rule of thumb, ΣLO m(i) or ΣUO m(i) has to be equal to or more than pN/100. This is done by finding nearest neighbors of pth percentile and (100-p)th percentile points that have value I m(i) >L m and I m(i) <U m respectively. The lower and upper bound outliers, ΣLO m(i) and ΣUO m(i) , can then be counted easily as the exact numbers which fulfill I m(i) >L m and I m(i) <U m respectively as illustrated in the flow diagrams of Fig. 10 . Take note that the processes in Figs. 9 and 10 simplify the proposed method of Section 4, and avoid the use of histogram plots and calculations which involve probability density functions.
Next, the values of L m and U m are transmitted as reduced reference data, and used in the test image. Again, a simple method is used to count the number of outliers in the corresponding blur image patch. First, the data is sorted in ascending order. Then, the data is compared one by one to L m until a data with its value more than L m is found (data X). Using the definition from Eq. (6), the number of lower-bound outliers is simply X-1. The same process goes for the upper-bound outliers, where a data with its value more than U m is found (data Y). Again, based on Eq. (7), this simply gives the number of upper-bound outliers as N-(Y-1). The processes are illustrated in Fig. 11 . Again, histogram plots and calculations of probability density functions are simplified through these processes. The same processes are repeated for M image patches and the final blur score is pooled by taking the mean value of all the local outliers by using Eq. (8) . The final score, CEBS, is the difference of the mean values between the original and blur image. The proposed implementation has advantages in the sense that it does not require any kind of data transformation, and only relies on simple addition and 
Experiments results

By using simulated blur images
The proposed method is tested on simulated images to observe the monotonicity of CEBS against the blur severities. Two test images, cameraman.tif and eight.tif (shown in Fig. 2a and Fig. 12 ) are artificially blurred using rotationally symmetric Gaussian lowpass filter with varying degree of blur in terms of S h and σ h . The severity of blur is divided into twenty equal steps, with σ h ranges from 0.3 to 6.0 and S h ranges from 3 to 22. Then, the blurriness of each image is measured by using the proposed method. Figures 13 and 14 illustrate the results based on p=25 (medium saturation level) and p=40 (high saturation level). The horizontal axis represents the severity of blur (in step size) and the vertical axis represents the blur score. It is observed that for every increment of blur step, the resultant blur score increases accordingly. Thus, the monotonicity of the blur scores with reference to blur severities is well preserved.
By using benchmark databases
The experiments in Section 6.1 merely present the results of monotonicity between the proposed blur scores and blur severities. However, a very important aspect in gauging blur distortion is human perception. A reliable blur metric should be able to produce objective scores that are consistent with human perception, and yield high correlation with the human subjective scores. Here, we test the proposed method by using three image databases that come with human rated subjective scores -LIVE [16] , TID2008 [13] and CSIQ [9] . Human rated score is based on either mean opinion score (MOS) or difference mean opinion score (DMOS). LIVE and CSIQ use DMOS where a high score indicates high degree of blur perception. On the other hand, TID2008 uses MOS where a high score corresponds to high degree of sharpness. The number of blur images, reference images and blur distortion levels for these three databases are summarized in Table 3 . The proposed method is used to assess the test images from these three databases, and correlation analysis between CEBS and MOS (or DMOS) is performed. A logistic function, as suggested by the Video Quality Experts Group [17] , is used for the nonlinear mapping of CEBS and is given by:
where β 1 , β 2 , β 3 and β 4 are the model parameters that minimize errors between CEBS and MOS. and for OD is: Fig. 15 Scatter plots of subjective score versus CEBS for blur images from: a LIVE database b TID2008 database c CSIQ database
As recommended in Section 4, p shall be set to a value of less than 50 to avoid confusion and overlapping of the contrast outliers. Intuitively, the value of p shall not be too small such that blur detection is performed only with a small number of contrast outliers. In this case, blur detection would not be sensitive because the contraction would reach the saturation level easily even with the presence of low blurriness. In this experiment, we evaluate the proposed method by setting p=10, 25 and 40 which represent the low, medium and high levels of saturation respectively. We also evaluate other popular and state-of-the-art spatial domain methods for comparison purpose. Five methods with publicly available codes are chosen, namely the PSNR, SSIM [21] , JNB [4] , CPBD [12] and BRISQUE [11] . Since BRISQUE is a method which extracts parameters from the training of LIVE images, it is evaluated for TID2008 and CSIQ images only. Table 4 , 5 and 6 are summaries of the correlation results for LIVE, TID2008 and CSIQ database respectively. From the tables, CEBS with p=40 has relatively high correlation values compared to the other methods. In addition, CEBS with p=40 outperforms the other methods for all benchmark databases with only one exception. This exception is for the case of TID2008 database where the PLCC value of CEBS p=40 is slightly lower than the PLCC of SSIM by about 0.02 unit. In contrast, CEBS p=40 outperforms SSIM by about 0.05 and 0.02 units for LIVE and CSIQ database respectively. From the tables, we can notice that the correlation results for the proposed method get better with a higher value of p. This is because a higher p corresponds to more contrast outliers for the original image. Thus, a higher contraction error could be recorded before the outlier count reaches the saturation level. Scatter plots of the subjective scores versus CEBS for the three benchmark databases are shown in Fig. 15 . The solid curves are obtained from the nonlinear mappings of Eq. (10).
Memory loading and computational complexity
All the evaluated techniques in Tables 4, 5 and 6 are spatial domain methods which do not rely on the conversion of the image data. Hence, they do not produce data which is redundant to the end viewers as compared to transform-based methods. However, each of these methods uses different amount of undistorted reference data. The use of undistorted reference data creates additional loads for the transmission channel and burdens the transmission bandwidth. The transmission memory loads for all the techniques are summarized in Table 7 by using an uncompressed 512×512 RGB original image as the basic factor. Thus, a factor of 1.33 in Table 7 means additional 33% memory requirement on top of the transmitted image. This is the factor for PSNR and SSIM methods as they require the grayscale plane of the original image, which occupies about 33% of the original memory size. On the other hand, CEBS has a low factor of 1.02 as compared to PSNR and SSIM methods. We also analyze computational complexity of all methods by running the respective algorithms on images from LIVE, TID2008 and CSIQ databases. For each image, the measurement is repeated for ten times to get the average. Thus, total images for this analysis are 1450 from LIVE database, 960 from TID2008 database and 1500 from CSIQ database. All the algorithms are performed by using the MATLAB platform and are executed on a 32-bit computer. The computer has an Intel Core 2 Duo processor with a speed of 2.20GHz and a RAM size of 3.00GB. Average computation time per image for each database is summarized in Table 8 . From the analysis, CEBS is relatively fast as compared to most recently developed methods. It is faster than JNB and CPBD, and on par with BRISQUE. Even though PSNR and SSIM methods are faster than CEBS, they require high memory factor of 1.33 for the reference data.
The optimum p value
The experiment in Section 6.2 uses the values of p=10, 25 and 40 to represent low, medium and high levels of saturation. As explained in Section 4, a high value of p (close to 50) is regarded as a good setting. In this section, we attempt to find the optimum value of p for the three benchmark databases. This is done by repeating the experiment in Section 6.2 and use p=40, 41, …, 49 to find out the respective PLCC result. Table 9 shows the result of this experiment. For each p, the average PLCC (Mean(PLCC)) for the three databases is calculated. From Table 9 , the optimum p value is 47 which yields an average PLCC of 0.9517. In general, PLCC value is slightly higher when p is close to 50.
Conclusion
In this paper, we have proposed a method to measure blur distortion in spatial domain based on the contraction errors of local contrast maps. The proposed method is performed in the spatial domain without the need of image transformation. In addition, it does not require any training. The method can be implemented easily, thus making it feasible for objective blur assessment of multimedia content without relying on high computing power. Experiment results show that the method yields monotonicity with blur severity, and high correlation with human subjective evaluation.
