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A system of two-species, one-dimensional fermions, with an attractive two-body interaction of
the derivative-delta type, features a scale anomaly. In contrast to the well-known two-dimensional
case with contact interactions, and its one-dimensional cousin with three-body interactions (studied
recently by some of us and others), the present case displays dimensional transmutation featuring
a power-law rather than a logarithmic behavior. We calculate the impact of the quantum anomaly
(which appears as the binding energy of the two-body problem, or equivalently as Tan’s contact) on
the equation of state and on other universal relations. In addition, we show that the scale anomaly
controls the behavior of the second-order virial coefficient (which we calculate analytically) in a way
that is markedly different from the other well-known scale-anomalous systems.
I. INTRODUCTION
The study of manifestations of scaling SO(2,1) anoma-
lies in nonrelativistic systems has received considerable
attention in recent years. Anomalies appear when a sym-
metry is present at the classical level, but is broken
by quantum fluctuations; the prime examples in non-
relativistic physics are the two-dimensional (2D) Fermi
gas with attractive contact interactions [1–5] and dipole-
bound anions of polar molecules [6]. On the experimental
side, ultracold-atom experiments have shed light on the
thermodynamic, collective-mode, and transport proper-
ties of that 2D system [7–21] (see also [22, 23]). On the
theory side, there have been multiple non-perturbative
studies of basic ground-state [24–26] and thermodynamic
quantities [27–31], and transport [32–34].
In this work, we study a system of one-dimensional (1D)
fermions with an attractive two-body derivative-contact
interaction. We will show that such a system presents a
scale anomaly similar to that of 2D fermions with a con-
ventional delta-type contact interaction, or the 1D case
with a three-body contact interaction [35], but with im-
portant differences. We focus on the unpolarized case
with no mass asymmetry or population imbalance, leav-
ing generalizations to more species and asymmetric cases
to future studies.
The remaining sections are organized as follows: In
Sec. I A we define the model and set the relevant notation.
In Secs. I B – I C we review, for pedagogical reasons, the
standard solution of the two-body problem (both bound
and scattering states) for the conventional delta poten-
tial as well as the derivative delta potential. In Sec. II
we present our results for the second-order virial coeffi-
cient, high-temperature thermodynamics, Tan’s contact,
and universal relations. Finally, in Sec. III we summarize
and present our conclusions.
A. Hamiltonian
The Hamiltonian we study is Hˆ = Tˆ + Vˆ , where
Tˆ =
∑
s=↑,↓
∫
dp (p) aˆ†s,paˆs,p, (1)
with (p) = ~2p2/2m, and
Vˆ = g
∫
dx dx′ δ′(x− x′)nˆ↑(x)nˆ↓(x′). (2)
Here, aˆ†s,p and aˆs,p are the fermionic creation and annihi-
lation operators for particles of spin s =↑, ↓ and momen-
tum p, and nˆs(x) is the corresponding density at position
x. We will choose natural units with ~ = kB = m = 1.
Since δ′(x) carries dimensions of inverse length squared,
while the 1D density has dimensions of inverse length, the
bare coupling g is dimensionless, which reflects the classi-
cal scale invariance of Hˆ. As we show below, however, the
coupling runs non-trivially with the cutoff, such that the
physical coupling (dimensionally transmuted scale [36])
is the binding energy of the two-body problem.
B. The two-body problem: bound states
1. Standard delta interaction
As a starting point, it is useful to review the standard
solution to the 1D two-particle Schro¨dinger equation for
the simple delta-type interaction, namely[−1
2m¯
d2
dx2
+ gδ(x)
]
ψ(x) = Eψ(x). (3)
In our units, 2m¯ = m = 1, and g carries dimensions of
inverse length. Transforming to momentum space via a
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2Fourier transform ψ(x) =
∫
eipxψ˜(p)dp/2pi and δ(x) =∫
eipxdp/2pi, one obtains(
p2 − E) ψ˜(p) = −gψ(0). (4)
Solving for ψ˜(p) and integrating over p one obtains the
eigenvalue condition
−g
2pi
∫
dp
p2 − E = 1. (5)
At this point, we specialize to the case of bound states
and search for a solution where E = −B < 0 for g < 0
(we discuss the scattering states further below). Carrying
out the (convergent) integral, we obtain a single bound
state
B =
g2
4
. (6)
If instead of integrating ψ˜(p), we integrate |ψ˜(p)|2, then
the (bound-state) normalization condition yields ψ(0) in
terms of B up to an irrelevant phase, namely,
ψ(0) =
√
|g|
2
= (B)
1/4
. (7)
This completes the solution of the bound-state wavefunc-
tion in momentum space,
ψ˜(p) = −g ψ(0)
p2 + B
. (8)
Fourier transforming back to coordinate space, one ob-
tains the full wave function,
ψ(x) = ψ(0)e−|x|
√
B , (9)
which completes the solution of the problem for the
bound state.
2. Derivative delta interaction
For the 1D derivative delta interaction, the two-
particle Schro¨dinger equation is[−1
2m¯
d2
dx2
+ gδ′(x)
]
ψ(x) = Eψ(x), (10)
where now g is dimensionless. This equation has been
analyzed before by several authors, with various propos-
als [37], including the insightful overview of Ref. [38].
In this paper, we specifically interpret the potential
V (x) = gδ′(x) as representing the derivative of the delta
function, whose its properties are handled by straight-
forward use of a momentum representation via Fourier
transforms. We begin by identifying the possible exis-
tence of a bound state just as for the standard delta in-
teraction above, but allowing for a running coupling con-
stant. This is mathematically equivalent to the early reg-
ularized proposal of Ref. [39] and similar to the treatment
in Ref. [40]. It should be noted that this is also distinctly
different from an alternative definition of the delta prime
potential within the 4-parameter family of self-adjoint
extensions of the generalized point interaction [41] and
from the delta derivative potential with fixed coupling as
limit of generalized sequences of regularizing potentials,
leading to nontrivial transmission coefficients [42, 43].
The Fourier transform of Eq. (10) is obtained through
multiplication by e−ipx and integrating over x, leading
to
ψ˜(p) = g
ψ′(0)− ipψ(0)
p2 + B
. (11)
Here, again, we have specialized to the case of bound
states, i.e. the binding energy is B = −E. Integrating
both sides with respect to p yields
ψ(0) =
g
2
√
B
ψ′(0). (12)
Alternatively, we may multiply by ip and then integrate,
which gives us access to the analogue of Eq. (12) but
where ψ′(0) appears naturally on the left-hand side:
ψ′(0) = gψ(0)
(
Λ
pi
−
√
B
2
)
. (13)
Here we have imposed an ultraviolet momentum cutoff
Λ since the resulting integral over p is not convergent (to
be contrasted with the standard delta potential case).
The system of equations (12) and (13) have a non-trivial
solution if
det
 1 −
g
2
√
B
g
(
Λ
pi
−
√
B
2
)
−1
 = 0. (14)
From the above, it is easy to see how the coupling g runs
at large Λ:
B
Λ2
=
g4
4pi2
. (15)
In other words, g varies with the square root of the cutoff
Λ rather than logarithmically. The above power-law be-
havior is to be contrasted with the other famous anoma-
lous case, namely that of particles in 2D interacting with
a conventional delta-function interaction; there, the ana-
logue result is instead [1, 44]

(2D)
B
Λ2
= e4pi/g, with g<0. (16)
Using the above relation(s), one identifies the binding
energy B as the physical coupling, and as the emerging
scale that breaks the original (classical) scale invariance
for the 2D case with standard delta interaction, or 1D
with derivative delta interaction.
3To complete the solution for the bound-state case, we
require a proper normalization condition for ψ˜(p) by in-
tegrating over |ψ˜(p)|2, which yields (in the large-Λ limit),
ψ(0) = (B)
1/4
, (17)
such that
ψ′(0) =
√
2Λ
pi
√
B . (18)
Finally, Fourier transforming Eq. (11) back to coordinate
space, we obtain the bound-state wave function
ψ(x) = ψ(0)e−|x|
√
B
[
1 +
√
pi
2Λ
(B)
1/4
sgn(x)
]
, (19)
where the signum function sgn(x) yields values sgn(x) =
x/|x| for x 6= 0 and is zero for x = 0.
Some remarks are in order regarding the nature and in-
terpretation of the solution. The regularization process
involves a running coupling given from Eq. (15), so that
g → 0 as Λ → ∞. While it would seem that the sec-
ond term in Eq. (19) is vanishing by enforcing this limit-
ing procedure, its presence is nonetheless critical for the
wave function to formally satisfy the Schro¨dinger equa-
tion. The discontinuous function sgn(x) is the source
that guarantees this result. In addition, the Fourier in-
tegrals above involve discontinuous functions at the ori-
gin, as required by the matching boundary conditions
around the singular point [42, 45]. Thus, writing ψ(0)
and ψ′(0) is an abuse of notation. For a representation
of the delta function as a limit of a sequence of even func-
tions, the values ψ(0) and ψ′(0) are in fact the averages
F (0) ≡ [F (0−) + F (0+)] /2, where F = ψ,ψ′. In the case
of the wave function, ψ(0±) approach a common limit,
but this is not the case for ψ′(x).
C. The two-body problem: scattering states
1. Standard delta interaction
The scattering wave function for delta function can be
written as
ψ(x) =
{
eikx +Re−ikx x < 0
Teikx x ≥ 0, (20)
where R and T are the reflection and transmission ampli-
tude respectively. To find out these coefficients we start
with the Fourier space wave function,
ψ˜(p) = 2piδ(p− k)− g
p2 − k2 − iψ(0), (21)
where k2 = E is the scattering state wave number and the
δ-function corresponds to straight-through propagation
without scattering. The i prescription provides the nec-
essary boundary conditions for outgoing scattered waves.
Multiplying Eq. (21) by dp/2pi and integrating both sides
we get
ψ(0) =
1
1 + gi/2k
. (22)
Now, using the result Eq. (22) to perform an inverse
Fourier transform on Eq. (21), we can get the wave func-
tion in position space.∫
dp
2pi
ψ˜(p)eipx = eikx − lim
→0
gψ(0)
∫
dp
2pi
eipx
p2 − k2 − i
(23)
ψ(x) = eikx +
g
ik − g e
ik|x|
= eikx − κ
κ+ ik
eik|x|,
where κ =
√
B = −g/2 is the bound state wave vector
for the delta potential, and as expected the scattered
wave is an outgoing 1D spherical wave. We can rewrite
the wavefunction as:
ψ(x) = eikx − κ
κ+ ik
eik|x| (24)
=

eikx − κ
κ+ ik
e−ikx x < 0
(
1− κ
κ+ ik
)
eikx x ≥ 0.
Hence, comparing the wave function (24) with the form
(20) in the different regimes we get
R = − κ
κ+ ik
(25)
T =
ik
κ+ ik
.
We can also extract the phase shifts by diagonalizing the
S-matrix which for a symmetric potential takes the form
S =
(
T R
R T
)
→
(
e2iδs 0
0 e2iδp
)
=
(−κ+ik
κ+ik 0
0 1
)
, (26)
which leads respectively to the s- and p- phase shifts
δs = arctan
(κ
k
)
(27)
δp = 0.
2. Derivative delta interaction
The Schro¨dinger equation for the 1D derivative delta
interaction is[
− d
2
dx2
+ gδ′(x)
]
ψ(x) = Eψ(x), (28)
4which takes the form(
p2 − E
)
ψ˜(p) = g
[
ψ′(0)− ipψ(0)] (29)
in momentum space. For the scattering sector, E = k2,
and we take the following form of the wave function,
ψ˜(p) = 2piδ(p− k) + g
p2 − k2 − i
[
ψ′(0)− ipψ(0)
]
. (30)
Integrating both sides of Eq. (30) after multiplying by
dp/2pi and taking the limit → 0, we get a first equation
relating ψ(0) and ψ′(0),
ψ(0) = 1 +
gi
2k
ψ′(0). (31)
A second relationship is obtained by multiplying both
sides of Eq. (30) by ip dp/2pi and integrating,
ψ′(0) = ik + gψ(0)
(
Λ
pi
+
ik
2
)
. (32)
The values of ψ(0) and ψ′(0) are thus given by solving
the system of Eqs. (31) and (32), i.e.,
ψ(0) =
pik(1− g/2)
pig2k/4− ig2Λ/2 + pik (33)
ψ′(0) =
i
(
pigk2/2− igkΛ + pik2)
pig2k/4− ig2Λ/2 + pik . (34)
From Eq (30), and using a Fourier transform, the wave
function becomes
ψ(x) =
∫
dp
2pi
ψ˜(p)eipx (35)
= eikx + g
∫
dp
2pi
eipx
p2 − k2 − i
[
ψ′(0)− ipψ(0)]
= eikx + g
[
ψ′(0)ieik|x|
2k
+
ψ(0)eik|x|
2
sgn(x)
]
.
In the regime x < 0, this gives
ψ(x) = eikx + g
[
ψ′(0)ie−ikx
2k
− ψ(0)e
−ikx
2
]
. (36)
Here, the reflection amplitude can be found by comparing
Eq. (36) with the functional form of ψ(x) = eikx+Re−ikx
and we get,
R = g
[
ψ′(0)i
2k
− ψ(0)
2
]
(37)
= − κ
κ+ ik
. (38)
The last step involves using Eqs. (33) and (34) in the limit
Λ → ∞ and substituting the bound state wave number
relation κ =
√
B = Λg
2/2pi.
Similarly, in the regime x > 0,
ψ(x) = eikx + g
[
ψ′(0)ieikx
2k
+
ψ(0)eikx
2
]
. (39)
Comparing with the wave function ansatz ψ(x) = Teikx,
this gives the transmission amplitude
T = 1 + g
[
ψ′(0)i
2k
+
ψ(0)
2
]
(40)
=
ik
κ+ ik
. (41)
Here, we have used the same limits and values as were
needed for the reflection amplitude. It should be noted
that the transmission amplitude and the reflection am-
plitude are related by the expression
T = 1 +R. (42)
The above relation suggests isotropic scattering. This
can be seen by noting that
ψ(x) =
{
eikx +Re−ikx x < 0
Teikx x > 0,
(43)
with T = 1+R, can be written compactly in both regions
as
ψ(x) = eikx +Reik|x|. (44)
The most general (anisotropic) form can be written as
ψ(x) = eikx + f(xˆ)eik|x|, (45)
where the scattering amplitude f(xˆ) depends on the an-
gle xˆ = x|x| which for 1-dimensions is either 0 or 180
degrees. Comparing (44) and (45) we conclude the scat-
tering is s-wave. Indeed, one can directly calculate and
obtain the partial wave decomposition:
ψ(x) = eikx +Reik|x| (46)
= eikx − κ
κ+ ik
eik|x|
=
i
ik + κ
√
k2 + κ2
[
cos
(
k|x| − (0)pi
2
+ δ0
)]
+ i
x
|x| cos
(
k|x| − (1)pi
2
+ δ1
)
,
where δ0 = arctan
(√
b
k
)
and δ1 = 0, which is the same
result for the symmetric delta potential in Eq. (27).
Also, it is noteworthy that these expressions are the same
as for the δ function potential—in other words, their scat-
tering data (after renormalization) are identical.
5II. RESULTS
A. Second-order virial coefficient
Using the above analysis of the two-body problem,
in combination with the celebrated Beth-Uhlenbeck for-
mula [46], we obtain an exact expression for the second-
order virial coefficient b2, which we have not been able
to find in the extant literature. The Beth-Uhlenbeck for-
mula relates the binding energy B and the derivative of
the scattering phase shifts δ` with respect to momentum
with the change in b2 due to interactions; specifically,
√
2∆b2 =
∑
j
eβB(j) +
1
pi
∑
`=0,1
∫
dk
dδ`
dk
e−βk
2
, (47)
where β is the inverse temperature, the sum over j cov-
ers all the bound states (there is only one in our case),
and the sum over ` = 0, 1 goes over the even (symmet-
ric, s-wave) and odd (anti-symmetric, p-wave) scattering
channels in 1D, respectively.
As we saw earlier, δ1 = 0, and
δ0(k) = arctan
(√
B
k
)
. (48)
Then, (47) gives
√
2∆b2 =
1
2
eβB
(
1 + erf
(√
βB
))
. (49)
Notice that lim
B→0
√
2∆b = 1/2, and not zero as expected
(free case limit). The same happens to the delta func-
tion case since δ0(k) is the same. Calculations of ∆b2
using path-integral methods (using second quantization)
do give an answer that has the right limit [47, 48]
√
2∆b2 = −1
2
+
1
2
eβB
(
1 + erf
(√
βB
))
. (50)
There are subtleties in 1D systems that make taking the
b → 0 limit of the Beth-Uhlenbeck formula a very del-
icate process. Integrating by parts (47) would lead to
the appearance of δ0(k = 0), and at least for symmet-
ric potentials (like the delta function), it is known that
Levinson’s theorem gives two different values depending
upon whether B 6= 0 (even infinitesimally), or B = 0
from the outset [48, 49]:
{
δ0(k = 0) = pi/2, B 6= 0 (non-critical case)
δ0(k = 0) = pi, B = 0 (critical case).
(51)
We feel that it is worth investigating this issue further.
B. Beyond the second order in the virial expansion
To go beyond the second order in the virial expansion,
we note that
∆b3 =
∆Q3
Q1
−Q1∆b2, (52)
where Qn is the n-particle canonical partition function,
and the change in Q3 due to interactions is given by
∆Q3 = 2∆Q21, (53)
where Q21 is the canonical partition function for 2 parti-
cles of one species and 1 particle of the other.
Using the second-quantized form of the kinetic and po-
tential energy operators, Eqs. 1 and 2, one may evalu-
ate the above by carrying out a leading-order semiclassi-
cal approximation along the lines of Ref. [50], such that
e−βHˆ ' e−βTˆ e−βVˆ . Within such an approximation, and
using a complete set of two-particle states to evaluate
Q21, we obtain
∆b3 = −
√
2∆b2. (54)
C. High-temperature thermodynamics
From the above, we obtain the low-fugacity behavior
of the pressure and Tan’s contact using their virial ex-
pansions, namely
β(P−P0)=Q1
L
∞∑
k=1
∆bkz
k, βC=Q1
L
∞∑
k=1
ckz
k, (55)
where ck = 2∂bk/∂ ln(βB). This is plotted in Fig. 1.
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Figure 1: Pressure change ∆P due to interactions, in units
of βL/Q1, of the 1D anomalous system at βB = 1.0, as a
function of βµ, in the virial expansion. The curves show the
results of that expansion up to second and third order, using
the exact ∆b2 and the approximate ∆b3 obtained with the
semiclassical approximation.
6D. Anomaly in the equation of state
In truly scale invariant systems, such as noninteract-
ing ones, the pressure P may be written in terms of the
inverse temperature β and the chemical potential µ as
P = βαf(βµ), where α = −d/2 − 1 and d is the num-
ber of spatial dimensions. The advantage of isolating
the dependence on the dimensionful parameter β is that
one readily derives, using thermodynamic identities and
partial differentiation with respect to β and µ, the well-
known result
P =
2
d
E
V
, (56)
where E is the total energy and V is the d-dimensional
volume. In scale-anomalous systems like the one put for-
ward here, the pressure acquires a second physical, di-
mensionless parameter via the anomaly, which we will
write as βB . Therefore, P = β
αf(βµ, βB). Following
the derivation outlined above,
P − 2
d
E
V
=
2
d
βα
∂f
∂(βB)
βB =
2
d
βα
∂f
∂ ln(βB)
, (57)
which shows that the emergence of the second parameter
results in a contribution to the equation of state that
breaks the scale invariant result of Eq. (56).
E. Anomaly as Tan’s contact
In our case, the anomalous term in Eq. (57) is pro-
portional to Tan’s contact. Since βPV = lnZ, where
V = L is the volume and Z = Tr exp
[
−β(Hˆ − µNˆ)
]
is
the grand-canonical partition function, the only way in
which f can depend on B is through the dimensionless
bare coupling g that appears in Hˆ:
∂f
∂ ln(βB)
=
√
β
L
∂ lnZ
∂g
∂g
∂ ln(βB)
, (58)
where
1
βL
∂ lnZ
∂g
= − 1
L
∫
dx
〈
dnˆ↑(x)
dx
nˆ↓(x)
〉
= −
〈
dnˆ↑(0)
dx
nˆ↓(0)
〉
, (59)
and the angle brackets denote a thermal expectation
value in the grand-canonical ensemble; we also assume
the system is spatially homogeneous. Thus, for our scale-
anomalous 1D system
P − 2E
L
= C, (60)
where Tan’s contact [51–54] is
C ≡ 2 ∂P
∂ ln(βB)
= −2 ∂g
∂ ln(βB)
〈
dnˆ↑(0)
dx
nˆ↓(0)
〉
. (61)
Note that the dimensions of the contact density are those
of pressure or energy density, which in 1D amounts to
1/L3. As in other cases, the contact factorizes into a two-
body piece: ∂g/∂ ln(βB), which gives the β-independent
contribution; and a many-body piece: the thermal expec-
tation value of the double-occupancy operator. For the
former, Eq. (15) gives
∂g
∂ ln(βB)
=
g
4
, (62)
in the continuum. Plugging Eq. (62) into Eq. (60) gives
a contact-term expression similar to the 2D one:
P − 2E
L
= −g
2
〈
dnˆ↑(0)
dx
nˆ↓(0)
〉
. (63)
F. Universal relations
The contact determines the short-distance behavior of
theories with short-range interactions. The analogue of
the well-known set of universal relations can be expected
to exist for the present system. Following the derivations
of Ref. [54], we see that the short-distance behavior of
the N -particle wavefunction is given by
ψ(x1, x2, . . . , xN ) → f(rij√B) (64)
×Aij(Rij , {xq}) +O(rij)
where f(x) gives the short-distance asymptotic behavior
of the two-body wavefunction. Here {xq} = (xq)q 6=i,j
and rij = xi − xj measures the distance between par-
ticles i, j, where each index corresponds to a different
particle species; Rij = (xi + xj)/2 is the center-of-mass
coordinate of particles i, j; and Aij is the regular part of
the wavefunction. The above form is expected at short
distances (as a result of the short-range behavior of the
two-body problem), i.e. for rij
√
B  1.
A more complete derivation of universal relations will be
given elsewhere; however, we outline here how one would
proceed for the dimer distribution function, given by
g
(2)
12 (R, r) =
∫
dx1 . . . dxN |ψ(x1, x2, . . . , xN )|2 (65)
×
N1,N2∑
i1,i2
δ(xi1 − f1)δ(xi2 − f2),
where i1, i2 vary over the particles in each of the two
different species, f1 = R+r/2, and f2 = R−r/2. Insert-
ing Eq. (64) into the above expression for g
(2)
12 (R, r), we
find that, when r → 0, each term in g(2)12 (R, r) is seen to
be dominated by the divergent part of the wavefunction.
Thus,
g
(2)
12 (R, r)→ f2(r
√
B) F (R), (66)
7where
F (R) =
N1,N2∑
i1,i2
∫ ∏
k 6=i1,i2
dxk|Ai1,i2(R, {xq})|2, (67)
where {xq} = (xq)q 6=i,j . Finally, integrating over R,
the integrated dimer distribution function G
(2)
12 (r) is ob-
tained, which takes its short-distance behavior from g
(2)
12 ,
i.e.
G
(2)
12 (r) ≡
∫
dR g
(2)
12 (R, r)→ f2(r
√
B) J . (68)
The constant J is determined by the contact (up to
a coupling-independent factor). The contact can also
be derived from Eq. (64) by evaluating the expectation
value of the Hamiltonian. The central point of the above
derivation is that
√
B sets the scale for the short-distance
behavior. Therefore, once the divergent piece has been
factored out, the remaining factors are proportional to
|Ai1,i2(R, {xq})|2.
III. SUMMARY AND CONCLUSIONS
In this work we have analyzed in the scale anomaly
in a quantum system of nonrelativistic particles with a
pairwise derivative-delta interaction. For completeness,
we have reviewed the calculation of the ground and scat-
tering states of the standard delta and derivative delta
systems for the two-body problem. With that informa-
tion at hand, we calculated the second-order virial coef-
ficient and, in a semiclassical approximation, the third
order coefficient as well. Within that approximation, we
determined the high-temperature thermodynamics as en-
coded in the pressure and in Tan’s contact. Finally, we
studied the impact of Tan’s contact on the equation of
state and universal relations such as the density-density
correlation function.
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