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ABSTRACT
Integration of Electrical Impedance Spectroscopy for Multichannel Cell Culture
Measurement
Conrad Chan

Electrical Impedance Spectroscopy (EIS) has been widely used to study the electrical properties of biological material due to its non-invasive nature and experimental reliability. However, most of the precision impedance analyzers used in EIS
only provide single- or two-channel measurements which is inadequate for larger-scale
multiplexed measurements, such as those found in modern microfluidic cell culture
experiments. The Biomedical Microsystems Laboratory has developed a 16-channel
cell culture platform with integrated electrode arrays for monitoring cell growth and
electrical properties (i.e., the so-called “electrical phenotype”). In this paper, a system consisting of a 16-channel solid-state analog multiplexer (MUX) paired with a
low-cost, impedance analyzer is developed to replace high cost physical relay MUX
and impedance analyzer systems. System requirements and design constraints for
monitoring biological systems are considered and a prototype device was fabricated.
Initial testing was performed on a breadboard to verify the feasibility of the design
idea. Results identified measurement errors due to parasitic elements in the system.
Software compensation successfully corrected for parasitic capacitance in the analog
MUX design. The accuracy of the measurement system was evaluated on a developed
Printed Circuit Board Assembly (PCBA) by comparing theoretical values to MUX
compensated data. Finally, an EIS experiment was carried out on tap water with the
PCBA system, and measurement results were analyzed using an Equivalent Circuit
Model (ECM). These results successfully captured the dynamics of charge transport
in the electrical double layer, consistent with a modified-Randle cell ECM.
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Chapter 1
INTRODUCTION

The concept of Electrical Impedance Spectroscopy (EIS) was first presented by
Oliver Heaviside in 1886 [1, 2]. This technique is grounded on the concept of applying various frequencies of the excitation voltage and measuring the resulting current
response of the Device Under Test (DUT). Due its apparent simplicity, it has become
chosen for a range of applications in researches related to electrochemistry and materials science. The varies advantages of EIS including its non-optical, non-destructive
nature and ease of implementation have made EIS an attractive option for the study
of nano-objects, and research of biological materials [3–7].

1.1

Development of EIS in Biological Materials

The earliest works of the subject can be traced back to Höber, when he demonstrated the existence of the cellular membrane electrically [8–10]. Later, Fricke established the mathematical models of electrical conductivity and capacitance of disperse
systems in a series of papers written in 1924 and 1925 [11–19]. Schwan then identified
the three major dispersion zones of biological material by extending the measurement
frequency to 1GHz [20, 21] (Appendix A). By introducing the electrical cell-substrate
impedance sensing (ECIS) method, Charles Keese and Ivar Giaever made EIS measurement feasible to living cells [22, 23]. ECIS uses a device made of a modified Petri
dish with planar electrodes attached to the bottom, where living cells are having
direct contact to. Benefited from the direct contact between the living cells and
the electrode, ECIS significantly improved the measurement sensitivity to impedance
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changes, hence making the study of the electrical properties and biological evolution
of cells possible.

1.2

Applications of EIS in Living Cell Research

One of the applications using EIS is the detection of living cells and their concentration estimation based on the Equivalent Circuit Model (ECM) parameters. Parameters such as Rct , Cdl , CPE (Section 2.2.4.1→2.2.4.2) are shown to have strong correlation to the concentration of the living cell in a solution [24–26]. In one study [27],
X. Fan et al. were able to perform lipopolysaccharide (LPS) detection based on the
measured changes in Rct . From the measurement results, the authors observed a
logarithmic relationship between ∆Rct and the concentration of LPS. Hence, the concentration of the LPS can be estimated from Rct . In another study [26], Hassen et
al. successfully measured the concentration of influenza A virus (IAV) in different
solutions mixtures from the changes of Rct with high sensitivity (2.5–3.5 ng/mL),
provided evidence for higher efficiency of virus detection than other methods such as
polymerase chain reaction (PCR) and enzyme-linked immunosorbent assay (ELISA).
Besides virus detection, another application for EIS is the monitor of pesticides in
food. In this paper [28], J. Miao et al. designed an system utilized EIS to detect different types of Dichlorodiphenyltrichloroethane (DDT)s, a widely used insecticide in
agriculture, in the food sample. In the paper, the authors observed a strong correlation (R2 = 0.9903) between Rct and the concentration of DDT, therefore were able to
determine the concentration of DDT from the value of Rct . EIS has also been used as
a tool in treating spinal cord injury. In this paper [29], A. Elghajiji et al. used EIS to
monitor the cell formation phases in the treatment of central nervous system injury.
The authors were able to distinguish the cell sedimentation and attachment, the cell
differentiation, and the cell maturation phases based on the values of CPE and Rct
2

over time. They therefore successfully developed the first approach to characterize,
and predict the cell adhesive process to provide a non-invasive way for implantable
therapies.

1.3

Objective

Recent studies by L.-G. Zamfir, L. Zha et al. [24–26], as well as the papers mentioned in Section 1.2 showed that the growth of cells could be monitored by the change
of the ECM parameters (Rct , Cdl , CPE) derived from the impedance measurement.
Therefore in this thesis, we would used EIS as a tool for cell culture monitoring, the
system should be able to measure impedance over a frequency up to 1.5MHz on the
cell samples in a 16-chamber cell culture plate. Because cell sample in each chamber
grow in different ways, we would need a system that is capable to perform impedance
measurements on all the 16 cell samples concurrently on the cell culture plate (Section 3.3.2). Several commercial impedance analyzers were investigated (Table 3.2),
however, none of them provided the functionality of a 16-channel measurement. To
achieve this functionality, a custom PCBA would need to be designed to extend the
functionality of a commercial impedance analyzer. Therefore, one approach in this
thesis is to design a PCBA with an integrated analog MUX to switch between the 16
chambers of cell samples on the DUT as well as providing real time feedback on microfluidic cell culture system. Furthermore, since the ECM parameters could be used
to predict the cell population as well as the properties of the cells. The other goal of
this thesis is to develop an algorithm to approximate an ECM from the impedance
measurement values and to extract the parameters from the ECM to approximate
the cell properties (cell population, cell growth rate, type of cell) for the purpose of
cell culture monitoring.
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Chapter 2
THEORY

2.1

Theory of EIS

In EIS, a sinusoidal voltage is applied to an Electro-Chemical Cell (ECC) and its
current response is being measured. From the measured current response, we could
obtain an impedance spectrum of the ECC at various frequency, hence estimate the
physical properties of the ECC. Typically, the applied sinusoidal voltage is represented
as V (t) = V0 sin(ωt), and the measured current response is represented as I(t) =
I0 sin(ωt + θ), where V0 and I0 are the maximum values of the voltage and current.
If the Device Under Test (DUT) is a pure resistive element, the phase shift in the
current will be 0◦ . However, because of the physical properties of the ECC, a phase
shift will appear in the current response, usually as an indication of the existence of a
capacitive element due to double layer capacitance formed by the separation of ionic
charges (Section 2.3).

2.1.1

Complex Impedance

Complex impedance, or impedance, is a frequency-dependent complex value which
consists of a real and imaginary part. It is defined by the ratio of the applied voltage
and the current response as shown in Equation 2.1 below.

Z(t) =

V (t)
V0 sin(ωt)
=
I(t)
I0 sin(ωt + θ)

Where ω is the excitation frequency in radian, i.e. ω = 2πf .
4

(2.1)

2.1.1.1

Lissajous Figure

Prior to the existence of automated measurement systems, the Lissajous Figure
observed from oscilloscopes was used to measure the impedance of the ECC [30]. A
Lissajous Figure is an oval-shaped curve constructed by plotting the current response
on y-axis and the applied voltage on the x-axis, in this way, the impedance can be
obtained by the inverse of the slope of the curve in the Lissajous Figure. The Lissajous
Figure is shown in Figure 2.1 below.

Figure 2.1: Lissajous Figure

2.1.1.2

Linearity in EIS

One important assumption for calculating the impedance in Equation 2.1 is that
the current response has to be linear, i.e., the amplitude of the current response has to
be in proportion to the amplitude of the applied voltage. Therefore, in EIS, linearity
of the current response is often required to obtain valid impedance value. For a
non-linear system, multiple harmonics will be included in the current response [31],
resulting in an invalid impedance result.
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2.1.1.3

Charge Transfer on Electrode Interfacial Region

The cause of the formation of the non-linear curve can be explained by the charge
transfer process on the electrode interface. When a metal electrode is submerged into
an electrolyte, the metal in the electrode will dissolve into the electrolyte in a red-ox
reaction, becoming metal ions, as shown in Equation 2.2

M e ⇔ M en+ + ne−

(2.2)

The metal ions are then diffused into the electrolyte, where the speed of the diffusion is determined by the concentration, temperature of the electrolyte, which are
characterized by the Warburg impedance (Section 2.2.4.3).
Based on the the charge transfer process, the current response can be related to the
applied voltage potential by the Butler-Volmer [32] Equation 2.3.

i = i0 (exp(α

nF
nF
η) − exp(−(1 − α)
η))
RT
RT

Where

• i0 : exchange current density
• η: over-potential (applied voltage - open circuit voltage)
• F : Faraday constant, 23,060 cal/V
• T : Temperature in Kelvin
• R: Ideal Gas constant, 1.986 cal/mole K
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(2.3)

• α: Reaction order
• n: number of electrons involved

The plot of the current–overpotential equation [32] is shown in Figure 2.2

Figure 2.2: Current vs Over-potential curves

In order to maintain a linear current response, the amplitude of the applied voltage
is limited to ±100mV in order to be able to apply the small signal approximation
on the current response. Hence, if the current response is bounded within the linear
region, Equation 2.3 can simplified to Equation 2.4

i = i0

nF
η
RT

(2.4)

Further, the charge transfer resistance (Rct ) (Section 2.2.4.1) can be calculated from
the slope of of the simplified current–overpotential Equation, i.e.,

Rct =

i
RT
=
η
nF i0
7

(2.5)

2.1.2

Nyquist Plot

A Nyquist plot that is also known as an immittance locus, composed of the imaginary and the real parts of an immittance. Nyquist plots are parametric plots of these
functions with the parameter being the frequency.
Expressed in the phasor form , impedance can be described as:

Z(ω) =

V0 jθ
e
I0

(2.6)

Using Eulers relationship:
ejθ = cosθ + jsinθ

Where Equation 2.6 can be decomposed to its real (Z 0 (ω)) and imaginary (Z 00 (ω))
parts:
Z(ω) = Z0 ejθ = Z0 (cosθ + jsinθ) = Z 0 (ω) + Z 00 (ω)

(2.7)

From the real and imaginary impedance components in Equation 2.7, a Nyquist plot is
constructed. The Nyquist plot is a powerful tool to identify the combination of circuit
elements since usually several geometrical shapes such as semi-circle and linear slope
can be observed from it. Such shapes convey important information for estimating an
ECM, as well as representing physical meanings to the electrode-electrolyte interface.
Therefore, Nyquist plot is widely used in EIS as a tool for Equivalent Circuit Model
(ECM) analysis. Figure 2.3 shows an example of the Nyquist plot of a RC-parallel
circuit.

8

Figure 2.3: Example of a Nyquist Plot of a RC Parallel Circuit [33]

From Figure 2.3, three parameters are significant for analysis, which are the phase
angle (arg Z), the two zero crossing points, and the minimum of the imaginary value.
In general, the frequency is highest at the origin and decreases along the x-axis.
The two zero crossing points indicates that at certain frequencies the DUT is purely
resistive. The phase angle (θ) is represented as an angle between the vector and
the x-axis. Even though the Nyquist plot is useful for circuit model analysis, the
major shortcoming is that it does not provide the frequency for the impedance points.
Therefore, a Bode plot (Section 2.1.3) is sometimes used together to provide frequency
information to estimate the values of the circuit elements derived from the Nyquist
plot.

2.1.3

Bode Plot

The Bode plot is another tool to analyze the impedance and the phase angle of a
system in response to various frequencies. It contains a magnitude plot and a phase
plot. In the magnitude plot, the logarithm of the impedance (log10 |Z|) is plotted on
the y-axis of a bode plot and the angular frequency (ω) is plotted on the x-axis of
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the plot, where as in the phase plot, the phase angle (θ) is plotted on the y-axis and
the angular frequency is plotted on the x-axis. An example of the bode plot of a first
order system is shown in Figure 2.4 below.

Figure 2.4: Bode Plot of a First Order System [33]

2.2

Equivalent Circuit Model (ECM)

In the study of biological systems, the concept of an equivalent circuit is often
used to interpret experimental data. The main focus of research with the equivalent
circuit is to model the interaction between metallic electrodes, electrolytes, and biological matter (cell membranes, tissues) since they are the fundamental components
in most of the EIS applications. In such an interface, it is possible and important to
construct an equivalent circuit that captures the physical, chemical, and biological
phenomena. This section describes the commonly used ECMs of the metal/electrolyte
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interface. A key element of the ECM is the use of electrical components with known
impedance [34], such components are summarized in the table below:
Table 2.1: Elements Used in Equivalent Circuit Models
Equivalent Element
Impedance
R (Resistance)
R
C (Capacitance)
1/jωC
L (Inductance)
jωL
CPE (Constant Phase Element) 1/Q(jω)α
W (Warburg Impedance)
AW /(jω)1/2

These components must have the same impedance as the sample under study. Hence,
as the name ”equivalent circuit model” indicates, it is a representation of the physical quantities of the DUT in the electrical domain. In the scope of this paper, the
practical usage of the equivalent circuit model is to derive the physical quantities of
the biological cell samples. Furthermore, it is possible to characterize the cell samples and distinguish one sample from another by comparing their equivalent circuit
models. However, due to the multi-layer structure of the cells, the complete ECM
could be complex, moreover, a high-precision and well calibrated impedance analyzer
is required to obtain the complete ECM, since any internal parasitic components in
the analyzer can cause significant errors to the measurement and it would be difficult
to accurately derive a ECM with the combined errors.
However, ECMs can be simplified to comply with the lower accuracy of a generic
impedance analyzer. Even though these simple models do not convey all of the physical properties of the DUT, they are often sufficient for the target application of
monitoring cell population. The most common configurations of the ECM are the
followings.
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2.2.1

Series RC Circuit

In a series circuit configuration, the impedance of the ECM is the sum of the
component impedances. In the case of a series RC circuit, the total impedance is
derived as [34, 35],

Z =R+
where Z 0 = R and Z” =

1
jωC

(2.8)

1
,
jωC

Figure 2.5: Nyquist Plot of a Series RC circuit

At very low frequencies, the imaginary part of the impedance (Z”) is very large as ω is
at the denominator. As frequency increases, Z” decreases and eventually Z” reaches 0
at very high frequencies, when the total impedance Z is equal to R. The arrangement
appears to be a vertical straight line alone the Z” as shown in Figure 2.5.
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2.2.2

Parallel RC Circuit

For a parallel RC circuit model, the total impedance is derived as,

Z=

1
jωC +

1
R

(2.9)

By rearranging Equation 2.9, the real and imaginary part of the impedance are expressed as:
Z0 =

R
1 + (ωRC)2

Z” = R

ωRC
1 + (ωRC)2

(2.10)
(2.11)

Figure 2.6: Nyquist Plot of a Parallel RC circuit

A Nyquist Impedance Plot of a Parallel RC circuit shows as a inverted semicircular shape, the resistance of the equivalent circuit can be calculated from the
diameter of the circle where the minimum Z” value and the frequency at the minimum
Z” would provide the value for the parallel capacitance. Where the R and C values
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can be solved by the Equations below.

R = −2Z”(ωmin )

C=−

2.2.3

1
2Z”(ωmin )ωmin

(2.12)

(2.13)

Simple Randle circuit

A simple Randle circuit has a configuration of the serial resistor Rs , connected in
series with a parallel RC circuit, where the parallel resistor as Rp and the parallel
capacitor as Cp [36]. The total impedance of the circuit is derived as,

Z = Rs +

ωRp2 C
Rp
−
j
1 + (ωRp C)2
1 + (ωRp C)2

(2.14)

where we could derive the equation for Nyquist plot first by separating the impedance
into the real part Z’ and the imaginary part Z”,

Rp
Z = Rs +
,
1 + (ωRp C)2
0

ωRp2 C
Z” = −j
1 + (ωRp C)2

(2.15)

And remove the frequency component from 2.15 to obtain the equation for the Nyquist
plot,

(Z 0 − Rs −

Rp 2
Rp
) + Z”2 = ( )2
2
2

(x − h)2 + (y − k)2 = r2
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(2.16)

(2.17)

By comparing Equation 2.16 with the standard circle formula [37] (Equation 2.17),
a semicircle with radius Rp /2 is shifted along x-axis by Rs + Rp appears in Nyquist
plot, as shown in Figure 2.7 below.

Figure 2.7: Nyquist Plot of a simple Randle Circuit

We could obtain the component values from Equation 2.15 and Figure 2.7, Where Rp
can be obtained from the diameter of the circle, Rs can be obtained from Z 0 (ωmin )− R2p ,
2
, where ωmin represents the frequency at the
and C can be calculated from − ωmin
Rp

minimum Z” value.

2.2.4

Randle Cell Model

In the case of where diffusion occurs, a simple Randle’s circuit is not fully capable
to describe this behavior using resistors and capacitors. In order solve this problem,
J.E.B. Randles [38], proposed the Randle’s cell model, which consist of a Warburg
impedance (W), which acts as a non-ideal capacitor to provide a better fit for the
linear slope in a Nyquist plot. This model is commonly used to describe a system
with a Nyquist plot of a semi-circular shape and a 45◦ slope as shown in Figure 2.8.
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Figure 2.8: Randle Cell Model

In the ECM of the Randle’s cell model, the solution resistance (Ri ), represents the
ionic resistance between the electrode and the electrolyte. The charge transfer resistance (Rct ), represents the resistance for transferring charges of the metal ions between
the electrode and electrolyte in the Electrical Double Layer (EDL) (Section 2.3), and
the Cdl , is the double layer capacitance occurs in the process of charging the EDL.
Lastly, the Warburg Impedance (ZW ), represents the diffusion resistance on the electrode surface. It is in series with Rct because of the assumption that the rate of charge
transfer is determined by the diffusion rate of the reactant on the electrode interface.

2.2.4.1

Charge Transfer Resistance (Rct )

Charge transfer resistance (Rct ) occurs when the metal is diffused into the electrolyte under oxidation. (Forward reaction in Equation 2.2), where charges are transferred between the metal molecules on the electrode and the electrolyte. Since the
charge transfer rate is characterized by the Butler-Volmer Equation (Equation 2.3),
the exchange current density could be obtained from the value of Rct , using Equation 2.5.
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2.2.4.2

Constant Phase Element (CPE)

Figure 2.9: Constant Phase in Nyquist Plot

In the case of an electrode interfacing with electrolytes, mass transfer can occur
due to diffusion (Appendix A). This diffusion can be observed as constant phase, linear
slope in the Nyquist plot [39]. A Constant Phase Element (CPE) has an impedance
described in Equation 2.18.

ZCP E =

1
Q(jω)α

(2.18)

where α is bounded between 0 and 1. Both Q and α represent how ideally the CPE
behaves as a capacitor. If α = 1, Q will be equal to the capacitance C, hence CPE
would behave the same as a capacitor. α is determined by the phase angle of the
linear slope in the Nyquist plot, which is calculated by Equation 2.19 below.

α=

phase angle
−90◦
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(2.19)

2.2.4.3

Warburg Impedance (ZW )

For a phase angle of -45◦ , α = 1/2, the CPE would be characterized as a Warburg
element, described by Equation 2.20 below.

ZW =

AW
(jω)1/2

(2.20)

Where AW is the Warburg coefficient, which is determined by the diffusion coefficients
of the ions on the electrode surface [33] (Appendix A). The ZW is applicable when
the diffusion layer thickness is infinite. For a diffusion layer having a finite thickness,
the Warburg Open (ZWO ) is introduced to account for the change in impedance.

2.2.4.4

Warburg Open (ZWO )

The difference between the Warburg Open (ZWO ) and the ZW is the additional
)1/2 ) to account for the finite thickness boundary condition. The
term tanh(δ( jω
D
Warburg Open (ZWO ) is shown in Equation 2.21.

ZWO = ZW tanh(δ(

jω 1/2
) )
D

Where

• δ: Nernst diffusion layer thickness
• D: average value of the diffusion coefficients of the diffusing species
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(2.21)

2.2.5

Complex Nonlinear Least Square (CNLS) Algorithm

Even though algebraic solutions were given for solving the component values for
the general ECMs mentioned above, it is challenging to deduce a simple algebraic solution for more complex ECMs. Therefore, Murbach et al. has proposed the Complex
Nonlinear Least Square (CNLS) algorithm to optimize ECM parameters by comparing them to the impedance data [40], The idea of CNLS is to approximate equivalent
circuit parameters by minimizing the objective function 2.22:

2

χ =

N
X

0
0
00
00
[Zdata
(ωn ) − Zmodel
(ωn )]2 + [Zdata
(ωn ) − Zmodel
(ωn )]2

(2.22)

n=0

0
Where Zdata
(ωn ) represents the experimentally obtained impedance at frequency n,
0
Zmodel
(ωn ) represents the equivalent circuit impedance calculated from the ECM pa-

rameters at frequency ωn . The optimized values of the ECM parameters are obtained
by minimizing χ2 .

2.3

Electric Double Layer

When an electrode is immersed in electrolyte solution, an interfacial region is
formed between the electrode and the electrolyte due to the free ions in the electrolyte
and the surface charge of the metal electrode. This region is referred to as the double
layer. It is critical to characterize the double layer in an EIS measurement since it
describes the electrochemical reaction on the electrode surface [35, 41]. Figure 2.10
shows the formation of the double layer.
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Figure 2.10: The Ions Distribution After Applying A Positive Voltage To
The Electrode

As seen in Figure 2.10, two layers were formed, the Helmholtz Layer (HL) and
the Gouy-Chapman Layer (GCL).

2.3.1

Helmholtz Layer (HL)

Figure 2.11: Helmholtz Layer

The HL was first proposed by Hermann von Helmholtz in 1853 when he observed
a capacitor-like behavior from the electrochemical reactions between the metal and
electrolyte interfaces [42]. He proposed the HL to explain the ionic distribution on
the electrode interface due to a voltage potential difference. In this model, cations
in the electrolyte are adsorbed to the anions on the anode. This ionic interaction
20

is similar to a dielectric capacitor model, with d being the thickness of the solvated
ions. The HL was modeled as a capacitor in Equation 2.23.

CHL =

εr ε0
d

(2.23)

Where εr is the relative permittivity of the electrolyte solution. Notice that the local
electric potential (Ψ) decreases linearly in proportional to increased distance as the
layer is modeled as a constant-capacitance. However, the HL did not take into account
the ionic diffusion in the bulk of the solution.

2.3.2

Gouy-Chapman Layer (GCL)

Figure 2.12: Gouy-Chapman Layer (GCL)

The GCL model was developed by Louis G. Gouy and David L. Chapman to
explain the ionic diffusion across EDL. They introduced the idea of diffusion into the
GCL model that the HL did not account for. The main idea of the GCL is that the
counterions diffuse into the liquid phase instead of forming rigid layers on the EDL,
hence the capacitance in a EDL is not constant, but depends on the applied voltage
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potential and ionic concentration. Furthermore, the local electric potential decreases
exponentially proportional to distance from the electrode due to diffusion as shown
in Figure 2.12 and followed by the Boltzman distribution in Equation 2.24 [43].

n = n0 exp(−ze

Ψ
)
kT

(2.24)

Where

• n0 : bulk concentration
• z: charge on a ion
• e: charge on a proton
• k: Boltzmann constant
• Ψ: Local electrical potential (Galvani potential)
• T: Absolute temperature

2.3.3

Stern Model

The Stern model, shown in Figure 2.13, combines the HL and the GCL to account
for the behavior of the highly charged ions on the surface, where the GCL failed to
explain in the diffusion model. In addition, Stern divided the HL into the inner
Helmholtz plane (IHP) and outer Helmholtz plane (OHP). The IHP accounts for
specifically the adsorbed ions, where the OHP accounts for the solvated ions that are
closest to the electrode [44], and the Gouy-Chapman (Diffusion) layer occurs beyond
the OHP.
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Figure 2.13: Stern Model

2.3.4

Double Layer Capacitance

The Stern model can also be modeled using a Double Layer Capacitance (Cdl ),
which is a series combination of the Helmholtz Capacitance (CH ) and Gouy-Chapman
Capacitance (CGC ), as shown in Equation 2.25
1
1
1
=
+
Cdl
CH CGC

(2.25)

In addition, a resistor Ri , has been added in series with the Cdl to represent the ionic
resistance between the electrode and the electrolyte. Hence the impedance at the
metal-electrolyte interface (Zm/e ) can be modeled as a serial RC circuit (Section 2.2.1,
as shown in Equation 2.26.

Zm/e = Ri +
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1
jωCdl

(2.26)

The representation of a metal-electrolyte interface [45], is shown in Figure 2.14 below.

Figure 2.14: Equivalent Circuit Model (ECM) of the Metal-Electrolyte
Interface
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Chapter 3
HARDWARE DESIGN

Given the ability of EIS measurements to provide insight into cell density and
viability, this project aims to collect data in a microfluidic device.

3.1

Design Requirements

The goal of the design is to simplify the current setup for EIS measurement in
order to reduce complexity, streamline maintenance procedure, and to lower the cost
of the equipment involved to the budget level available for this project. Meanwhile,
we need to maintain the measurement error within a defined tolerance range and
ensure the measurement range is wide enough to provide adequate data to capture the
characteristics of cell behavior at different frequencies. In order to be able to perform
equivalent circuit analysis, the system also needs to be able to log the measurement
data and represent the results in an easily readable format. The design requirements
for this paper are summarized below.
Table 3.1: System Design Requirements
Requirements
Measure impedance on 16 cell samples concurrently
Frequency range of 50Hz to 1.5MHz for impedance measurement
Less than 10% error in measurement value within frequency range
Communicate with the impedance analyzer to setup
impedance analyzer test parameters
Log impedance measurement results from impedance analyzer for equivalent circuit analysis
Low Cost (whole system less than $600)
Compact Impedance Analyzer (width and length less than 10cm)
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3.1.1

Frequency Range Requirement for Impedance Measurement

In order to obtain valid impedance values, we need to account for the distortion
of the measured signal of the DUT. In this case, the frequency range of the applied
signal is determined by the signal attenuation across the frequency span, and this
range of frequency covers the information we need to characterize the DUT. The
lower bound of the frequency range is determined by the information for the DUT
characterization. From Figure A.1, the 3 major dispersions of Biological Matter
occurs at 100Hz, 1MHz and 10GHz. Due to the limitations of the AD2 we would
not be able to measure impedance at 10GHz. However, since the AD2 is capable of
measuring impedance within the error range, the lower boundary of the frequency
sweep would be set at 50Hz, around 50Hz below the frequency of the α dispersion.
On the other hand, an upper bound of 1.5MHz would be sufficient to measure the β
dispersion at 1MHz.
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3.2

Design Methodology

Figure 3.1: EIS Block Diagram

The goal of the design is to simplify the current setup for EIS measurement in
order to reduce complexity, streamline maintenance procedure, and to lower the cost
of the equipment involved to the budget level available for this project. A commercially available precision impedance analyzer would provide single channel of measurement [46], and costs around $10,000 per unit. Since in our EIS setup, we have
16 chambers of cell samples needed to be monitored concurrently, we would need
16 units of the impedance analyzer to perform the measurement, which would likely
beyond the budget requirement. Therefore, one of the biggest challenges is to reduce
the cost of the impedance analyzer, because of the budget limitation, we would able
to afford only one impedance analyzer to 16 chambers of cell samples. In order to
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complete this task, the design idea is to connect 16 channels of cells to one impedance
analyzer through a multiplexer (MUX). By using a MUX, we are able to isolate one
channel of cell sample by enabling the corresponding MUX channel through SPI protocol from the Micro-Controller (MCU), while setting all the other channels off to
isolate the effects of other cell samples. In this way, we are able to perform EIS on
all 16 channels concurrently with one impedance analyzer unit. Figure 3.1 shows the
hardware configuration used to implement the EIS measurement for this paper.

3.3

Equipment

In this design approach, the setup is composed of four main pieces of equipment,
the impedance analyzer, the EIS PCBA, the device under test, and the main computer. The impedance analyzer is used to generate a sinusoidal waveform, which goes
through the analog MUX on the EIS Printed Circuit Board Assembly (PCBA) and
applied to the DUT.

3.3.1

Analog Discovery 2 Impedance Analyzer (AD2)

Four commercial impedance analyzers have been evaluated for their feasibility
for this project. However, most of them are above the budget range, or too oversize. While some of them does not meet the frequency range for measurement. The
commercial impedance analyzers evaluated were listed under Table 3.2 below.
Table 3.2: Commercial Impedance Analyzer
Model
Dimension
Frequency Range
6014-5250 [47]
—
100 KHz to 200 MHz
1260A [48]
—
10 µHz to 32MHz
MFIA [49]
28.3cm*23.2xm*10cm
1mHz to 5MHz
AD2 [50]
8.255cm x 8.255cm
100µHz to 25MHz
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Price
$1,995
$14995
$12600
$399

Among the available options, the AD2 has been chosen for this task because it
is readily available from the Cal Poly Electrical Engineering Department, compact
(8.255cm x 8.255cm), and the only device within the cost requirement (< $600). Most
importantly, its specification meets the requirements for this project, with frequency
range of 100µHz to 25MHz. To achieve better signal integrity, an external Bayonet
Neill–Concelman (BNC) adapter for Analog Discovery has been attached to the Analog Discovery 2 Impedance Analyzer (AD2). By using a BNC adapter, we were able
to connect the measurement channels on the AD2 by oscilloscope probes, which give
us significant improvements by reducing the effects of parasitic elements compared
to the original Dupont connectors. The AD2 with the BNC adapter is shown in
Figure 3.2 [51].

Figure 3.2: AD2 with BNC Adapter
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3.3.2

Device Under Test

The device under test is a 16-chamber interdigitated array of electrodes for microfluidic application. It is developed by K. Frahman in his Master Thesis for Cell
Culture [52]. The electrodes are made of Polydimethylsiloxane (PDMS). The electrodes are on the DUT are 25µm wide and separated by 25 µm [53]. By probing the
pogopins on the EIS PCBA to the electrodes on the DUT, we could measure changes
in impedance of cell cultures for the purpose of cell culture monitoring. The DUT is
shown in Figure 3.3.

Figure 3.3: Device Under Test (DUT)

3.3.3

Main Computer

The main computer is responsible for the controlling the MCU on the EIS PCBA,
as well as the communications with the AD2 for setting up the impedance analyzer
sweep parameter and data logging. The hardware communication with the peripherals
is done by Universal Serial Bus (USB). On the other hand, the software algorithm
for communicating with both the AD2 and the MCU on the EIS PCBA is done by a
program written in Python language.
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3.3.4

EIS PCBA

The main functionality of the EIS PCBA is to control the analog MUX. This task
is achieved by an Atmel SAMD21 MCU. By controlling the analog MUX, we were
able to switch the channel connecting the applied signal to the DUT. In the physical
setup, 3 oscilloscope probes are connected to the BNC adapter board and the DA
and DB pins of the analog MUX. The ground on the EIS PCBA is connected to the
ground on one of the probes, since the ground of all 3 probes are connected internally
on the adapter board, connecting only one of the probe’s ground to the EIS PCBA
ground will complete the circuit loop. The EIS PCBA is shown in Figure 3.4.

Figure 3.4: EIS PCBA
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3.4

EIS PCBA Schematics

Figure 3.5: EIS PCBA Level 1 Block Diagram

As previously mentioned, the main role of the EIS PCBA is to control the analog
MUX based on the command received from the main computer. In order to achieve
this functionality, this design approach is to use a MCU as the interface between the
main computer and the analog MUX. Moreoever, the PCBA contains a 32 spring
loaded pogo pins [54], which act as the interface between the analog MUX and the
DUTs. In addition, a power section consists of a linear regulator and USB connector
is used to provide power for the electronics. A high level block diagram of the PCBA
is shown in Figure 3.5.
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3.4.1

Power Section

Figure 3.6: EIS PCBA V1 Power Section

The power section of the EIS PCBA consists of 2 main components: the USB
connector, and the 3.3V linear regulator. The USB connector (J1) is responsible
for providing power from the USB 5V bus line to the electronics. Since the rated
voltage of the MCU is 3.3V, a 3.3V linear regulator (VR1) is added to satisfy this
requirement. The maximum output power of the 3.3V linear regulator is 800mA
and the maximum dropout voltage is 1.3V, which would satisfy the MCU’s power
requirement. Moreover, a 1A PTC resettable Fuse (F1) is added to provide overcurrent and short circuit protection. A green led (D2) is connected to the 3.3V
output to function as a power on indicator.
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3.4.2

Micro-Controller (MCU)

Figure 3.7: EIS PCBA V1 MCU Section

The main function of the MCU section is to control the analog MUX based on the
assigned DUT from the computer. This task is achieved by using a SAMD21 MCU,
which has native USB to directly talk to the computer via the USB bus. The advantage of having a native USB is the reduction of a Transistor–transistor logic (TTL) to
Universal Serial Bus (USB) Integrated Circuit (IC), since earlier MCUs mostly used
Universal Asynchronous Receiver Transmitter (UART) protocol to communicate with
the computer, they would need a TTL to USB IC to convert the UART protocol to
the USB protocol. On the other side, the MCU controls the MUX with the SPI
protocol, the advantage of using the SPI protocol over other protocols is simplicity
and the relative high speed of the protocol. Typically, SPI has a data rate of 25Mbps
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versus 20kbps provided by the UART. Before uploading the program to the MCU, we
would need to flash the bootloader to the MCU. Therefore, a 10 pin connector (J2)
has been added to connect the SEGGER J-Link Debugger to bootload the MCU. A
6-pin connector (J5) is added to provide external SPI control in case the MCU does
not work properly, we could still control the MUX using an external MCU. A green
led is added to indicate the proper operation of the MCU. A few test points were also
added for the ease of debugging.

3.4.3

Analog multiplexer (MUX)

Figure 3.8: multiplexer
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The analog MUX is used to connect the AD2 impedance measurement pins to the
assigned DUT. A Differential 16-Channel, Serially Controlled Analog Multiplexer [55]
has been chosen for this task. This specific MUX is used because it is the only MUX
available with 16 differential channels. Since one end of the DUT is connected to the
AD2 signal source and the other end is connected to the reference resistor (shown in
Figure 3.9), both ends of the DUT have to be disconnected in order to completely
isolate itself from the others. Therefore, the A side switches are connected between
the AD2 signal source and the B side switches are connected between the DUT and
the reference resistor. When DUT1 is under measurements, the channel 1 on both
the A side and the B side of the MUX will turn on, completing a signal path for
the applied signal from the AD2 through DUT to the reference resistor. While other
DUTs are isolated with -72dB at 1MHz, equivalent to a 0.063ppm error. In addition,
the ADG725 Analog Multiplexer -3dB bandwidth of 34MHz, which is sufficient for
this frequency span used in this project. A 0.1% reference resistor is used to reduce
the measurement error.

Figure 3.9: Analog Discovery 2 Impedance Analyzer (AD2) Hardware
Setup

36

Chapter 4
INITIAL TESTING

The goal of this testing is to find and eliminate error sources in the system that affect the impedance measurements. A measurement was carried out on the breadboard
to test the errors in the Analog Discovery 2 Impedance Analyzer (AD2). A whole
system test was also carried out to analyze the total error of all of the components.

4.1

Breadboard test setup

The goal of the breadboard test is to verify the functionality of the impedance
measurements using Analog Discovery 2 Impedance Analyzer (AD2). A mock up test
with the multiplexer (MUX) is then setup on the breadboard to verify the functionality of the impedance measurements of the DUT with the MUX.

4.2

Measurement on Breadboard without Analog Mux

The circuit wiring of the breadboard test setup is referenced to the schematics
in Figure 3.9. A 10KΩ 1% resistor has been chosen as the DUT and a 100KΩ 1%
resistor as the reference resistor. Figure 4.1 shows the physical wiring of the setup.
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Figure 4.1: Physical Setup of Measurement on Breadboard

The 100kΩ DUT is connected to the probe 1, and probe 2 is connected between the
DUT and the reference resistor. A 100mV peak-to-peak, 1kHz to 1MHz 501-points
impedance measurement was performed on the circuit to characterize the impedance
response of the system. The measurement result is shown in Figure 4.2.

Figure 4.2: Impedance Measurement vs Frequency of a 10kΩ 1% Resistor
on Breadboard
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Based on the measured DUT value of 9.95kΩ using AD2 and a reference resistor value
of 99.6kΩ , the measurement errors have been calculated and plotted in Figure 4.3.

Figure 4.3: Measurement Error vs Frequency of a 10kΩ 1% Resistor on
Breadboard

From the plots above, the measured impedance decreases significantly above 130kHz.
The measurement error increases corresponding to the significant drops of the impedance.
An initial assumption of the effect on the impedance could be due to the parasitic
components on the breadboard. Therefore, this test has been repeated with resistors
soldered directly onto the wires of the AD2. However, impedance values measured
with resistors soldered directly onto wires had only less than 2% difference from the
breadboard measurement. From this test result, two conclusions can be made: either parasitic components persists in the AD2 internal measurement circuit, or the
parasitic components could be dominated by parasitic series inductance or series capacitance based on the decreasing impedance at higher frequencies.
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4.3

Measurement on Breadboard with Analog Mux

A second test was performed with the analog MUX been added on both ends of the
DUT to simulate the PCBA designed for this project. An Arduino UNO was used to
power the ADG725 analog MUX, and to control the MUX to switch channels through
the SCK, MOSI, CS wires used in the SPI protocol. The physical setup is shown in
Figure 4.4.

Figure 4.4: Physical Setup of Measurement on Breadboard with Analog
Mux

For this testing, the parameters of the applied signal to the DUT would be the same
in order to obtain a comparable result with the previous test, to isolate the effects of
the MUX. The impedance measurement result is shown in Figure 4.5.
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Figure 4.5: Measurement Result with ADG725 Analog MUX on Breadboard

From the impedance measurement result, the MUX impedance measurement increases
significantly from 10kHz to 100kHz. This difference is more clear if we overlap the
results of the two tests (Figure 4.6).

Figure 4.6: Comparison of DUT Impedance with and without Analog
MUX

Initial inspection of the difference between the two measurement results gives evidence
to support the assumption that parasitic elements in the analog MUX are causing
the rise in impedance. Based on the analysis in section 5.2.1, a parasitic capacitance
could be the element causing the error. However, in order to obtain the complete
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model of the parasitic element in the system, we would need to derive an equivalent
circuit with the help of a Nyquist plot.

4.4

Constructing Equivalent Circuit Model

The goal of constructing the equivalent circuit model is to identify the parasitic components in the analog MUX, so that compensation can be applied to the
impedance measurement for corrective purposes. A key procedure in constructing the
equivalent circuit is to match the equivalent-circuit spectrum to the experimentally
observed spectrum. Among various methods, the most commonly used methods are
the graphical method [56], algebraic method [57], and CNLS method [58,59]. Among
theses methods, graphical Method is the general approach at the beginning of EIS
studies as it evaluates ECM parameters based on the immittance locus. Later, an
algebraic method was proposed and used in combination with the graphical method.
Based on this method, the parameters of the ECM are determined from the characteristics of the immittance spectrum, such as minima, maxima, and inflection points.
This information is analyzed and used to calculate the equivalent circuit parameters.
Section 2.2 summarizes the immittance, Nyquist plots, and algebraic method solutions
for the common configurations of the equivalent circuits. For the approximations of
the ECM in this current test result, the graphical method and the algebraic method
were used to determine the component parameters from the Nyquist plot of the 10kΩ
DUT impedance measurement, as shown in Figure 4.7 below.
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Figure 4.7: Nyquist Plot of the 10kΩ DUT Measurement on Breadboard
with Analog MUX

The Nyquist plot has a semi-circular shape, where the center of the semi-circle has an
offset of about 10kΩ. From initial observation, this semi-circular shape resembles the
hybrid RC circuit described in section 2.2.3. Where an initial guess of the equivalent
circuit is a resistor in series with a parallel RC circuit configuration. Based on the
data points in Figure 4.7, we obtained the component parameters in Table 4.1.
Table 4.1: Calculated Equivalent Circuit Component Values
Equivalent Element
Formula
Value
fmax
Frequency at Z”(fmax )
38kHz
Rs
Z’(ωmax )-Rp/2
9.81kΩ
Rp
Diameter of semi-circle 42.76kΩ
1
Cp
195.16pF
πfmax Rp

Based on the values calculated from Table 4.1, the following ECM for the analog
MUX is derived.
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Figure 4.8: Equivalent Circuit Model of the ADG725 Mux

The series resistor element appears to be the 10kΩ DUT in the test, the 195pF parallel
capacitor Cp and the 42.8kΩ would be consider as the parasitic elements in the analog
MUX. These parasitic elements would need to be compensated in order to correct the
errors in the impedance measurements.

4.5

Validation of Equivalent Circuit Model

To verify the accuracy of the derived ECM, a Nyquist plot has been constructed
with the obtained component values using Equation 2.15, the calculated curve from
the ECM parameters in Table 4.1 (red curve) was overlapped with the measurement
data (blue curve) in Figure 4.9 for validation.
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Figure 4.9: Comparison between Simulation and Measurement on a 10kΩ
1% Resistor Measurement on Breadboard

As shown in Figure 4.9, most parts of the two curves overlapped each other, indicating
that the derived ECM has the correct configuration for representing the system. For
furthermore validation, the percent error plot between the calculated curve and the
measurement data is shown in Figure 4.10.

Figure 4.10: Percent Error vs Frequency
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Chapter 5
SOURCE OF ERROR

Based breadboard testing in Section 4, significant errors was observed from the
measurement results. In this particular setup, the main sources of error could be
introduced by the AD2 and the MUX. This is because the applied sinusoidal signal
passes through these 2 components, whereas the other digital components do not
introduce errors to the analog signal, assuming that the PCB is carefully laid out
to minimize the Electromagnetic Interference (EMI) from the high frequency digital
signal wires. The reference resistor also affects impedance measurement result, but
various values of 0.1% 15ppm resistors are readily available from suppliers, and if
higher accuracy is required, it is also able to obtain 0.05% 10ppm resistor. Therefore,
the errors in reference resistor are negligible in the total error.

5.1

Analog multiplexer (MUX) Error

The AD725 multiplexer (MUX) used for this project is based on the most common
Complementary metal-oxide-semiconductor (CMOS) process. In this process, a Nchannel metal–oxide–semiconductor (NMOS) and a P-channel metal–oxide–semiconductor
(PMOS) are connected in parallel to form a bilateral switch (Figure 5.1).
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Figure 5.1: Analog Multiplexer Switch Circuitry

Notice that a switch driver is required to drive the switch, this is because the PMOS
and NMOS require inverted potential to operate in the low impedance state. Depending on the impedance across the switches, different kind of errors can arise. The error
also depends on the frequency of the applied signal. In the case of a high impedance
load (Rload >> RON ) under a AC signal, the main error source is caused by the drain
capacitance (CD ) in the CMOS switches [60].

Figure 5.2: Analog Multiplexer AC Equivalent Circuit Model

The transfer function obtained from the ECM (Figure 5.2) is used to analyze the
dynamic performance of the circuit,


RLOAD
A(s) =
RLOAD + RON

"

sRON CDS + 1
RLOAD RON
s( RLOAD +RON )(CLOAD + CD + CDS ) + 1
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#
(5.1)

and in the decibel form,





RLOAD
A(dB) = 20log
+ 10log ω 2 (RON CDS )2 + 1
RLOAD + RON


RLOAD
2
2
2
− 10logω (
) (CLOAD + CD + CDS ) + 1 (5.2)
RLOAD + RON

From either equation, we can obtain,

GDC =

RLOAD RON
RLOAD + RON

fZERO =

fP OLE =

1
2πRON CDS

1
2π(GDC )(CLOAD + CD + CDS )

(5.3)

(5.4)

(5.5)

where,
CDS = (CSof f + CDof f ) − CDon

(5.6)

In the case of the ADG725 used in this project, assuming a RLOAD of 820kΩ and
the parasitic components value from Table 5.1 [55], the calculated GDC = 4, fzero =
3.9GHz, and fpole = 215M Hz. It is clear that the pole and zero frequencies are
significantly larger than the frequency range for measurements. Therefore it seems
there will be no effects on the impedance measurement error. However, in our test
setup, 2 switches are connected in series with a high impedance DUT, as shown in
Figure 3.9. Which would introduce a second pole at a lower frequency. For a 10kΩ
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Rdut connecting in series before the switch, the frequency of the pole introduced by
the Rdut CD circuit could be as low as 90kHz.
Table 5.1: ADG725
Parasitic Component
CD
CSON
CDS
RON
CSof f

5.2

parameters
Capacitance
175pF
175pF
10pF
4Ω
15pF

Parasitic Components in an Oscilloscope Probe

The other source of error in the impedance measurement is the parasitic components in the oscilloscope probe. In this impedance setup (Figure 3.9), 3 oscilloscope
probes are used, one for providing sinusoidal signal to the DUT, the second probe
is for measuring the voltage before the DUT, and the third probe is connected to
the other end of the DUT to obtain the voltage across the reference resistor. Each
probe has its parasitic capacitance and inductance, the equivalent model is shown in
Figure 5.3.

Figure 5.3: Oscilloscope Probe Equivalent Circuit Model [61]
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5.2.1

Parallel Parasitic Capacitance

The probe’s parasitic capacitance can be modeled as an extra capacitor connected
to the ground in the equivalent circuit model. In fact, a first order RC low-pass filter
can be constructed with the impedance of the DUT, Zdut , and the parasitic capacitor,
Cp to evaluate this phenomenon. In the equivalent circuit model in Figure 5.4, Cp is
added between the scope 2 node and ground.

Figure 5.4: Effect of Parasitic Capacitance in Current Impedance Measurement Setup [62]

Neglecting the effect from other parasitic components, the voltage measured at Scope
2 (Vdut ) can be derived as:

Vref =

1
||Rref
j2πCp
1
Zdut + j2πCp
||Rref

·Vo

Where || is a notation for the parallel configuration of the elements, i.e. A||B =

(5.7)
1
1
1
+B
A

.

To obtain the effect on the impedance of the DUT, we would solve Zdut for the above
equation:
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Zdut =

1
Vo
||Rref · (
− 1)
j2πCp
Vref

(5.8)

where the Zdut ideal circuit model in Figure 3.9 can be represented as:

Zdut = Rref · (

Vo
− 1)
Vref

(5.9)

As frequency increases, the reactance of the capacitor decreases, the parasitic capacitance in the term

1
||Rref ,
j2πCp

which does not exist in the ideal circuit model

(Equation 5.9), will cause the increase of Zdut . As the frequency becomes higher, the
error caused by the parasitic capacitance becomes more pronounced [63].

5.3

Derived Parasitic Capacitance

Upon further analysis on the impedance measurement result in Section 4.3, the
potential sources of error could be from the Analog MUX and the oscilloscope probe.
As mentioned in section 5.1 and section 5.2, the drain capacitance of the analog MUX
and from the oscilloscope probe would form an RC filter that causes the increase in
the impedance values. Table 5.1 shows that the drain capacitance of a ADG725
channel is 175pF, with addition to the probe capacitance of 20pF [64], would equate
to the derived capacitance of 195pF in the ECM derived in Section 4.4 Table 4.1.
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Chapter 6
VALIDATION

6.1

Kramers-Kronig Frequency Domain Transformations

For a valid EIS impedance measurement, the system must satisfy linearity, stability, and causality. In general, these requirements can be validated from the harmonics
of system response in the frequency domain, or by verifying the repeatability of the
system measurement result under different applied signal amplitudes. However, these
validation methods require analyzing the applied signal and the system response during the measurement. Unfortunately, most of the lower end frequency analyzers do
not have this functionality. The Kramers-Kronig Frequency Domain Transformations
(KK Transform) provides an offline validation to the data, allowing the use of a lowcost analyzer like the AD2. Moreover, multiple analyses with different parameters
can be tested, in contrast to a one-time in-situ validation. In any real system, the
KK Transform relates the real and imaginary components of the system. The KK
Transform are defined by the following equations [40, 65]:
2ω
Z (ω) = −
π
00

2
Z (ω) = Z (∞) +
π
0

0

∞

Z

Z 0 (x) − Z 0 (ω)
dx
x2 − ω 2

0

Z

∞

0

xZ 00 (x) − Z 00 (ω)
dx
x2 − ω 2

(6.1)

(6.2)

By performing KK Transform, linearity, stability, and causality of a system response can be validated. This is because KK Transform is derived from an applied
impulse response to a system, which must also satisfy linearity, stability, and causal52

ity. More accurately, the relations between the real and imaginary part of the system
response from the impulse response came from translating the system response for
t>0 into odd and even signals for t<0. These odd and even signals have to cancel out
each other for t<0. In order to achieve this result, the system response must be equal
0 for t<0 [65, 66]. In addition, the impedance value in the frequency range of the
integral must be finite-valued, and continuous [65]. Since the impedance at ∞ frequency cannot be obtained, an alternative of using an ECM of M-cascade RC parallel
elements is proposed. In this method, each RC-element represents a time constant in
inverse relationship with the angular frequency τk , the equivalent impedance of the
ECM is shown in Equation 6.3,

Zf it (ω) =

M
X
k=0

Rf itk
1 + jωτk

(6.3)

Where M is the total number of RC-elements estimated in the ECM. The problem
with this approach is the nonlinear nature of the solution, this makes the accuracy
of the ECM largely based on the initial guess of the ECM parameters, and multiple
solutions exist [67]. Therefore the Lin-KK (Lin KK) model has been proposed to
simplify the validation.

6.2

Lin-KK (Lin KK)

The main modification of the Lin KK model is that the first RC-element is replaced
by a simple resistor to provide a linear solution to the problem. The ECM used for
Lin KK estimation [65] is shown in Figure 6.1 below,
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Figure 6.1: Equivalent Circuit Model used in Lin KK

Where the equivalent impedance of the ECM (Zf it (ω)), is represented by,

Zf it (ω) = Rf itOhm +

M
X
k=1

Rf itk
1 + jωτk

(6.4)

and each time constant τk is logarithmically distributed across the frequency span.

k−1
[log(τmin + M
∗log( ττmax )]
−1

τk = 10

6.3

min

,

k = 2, ..., M − 1

(6.5)

Validation Algorithm

A validation algorithm was developed by Murbach et al. [40] based on the Lin-KK
model described in section 6.2. The algorithm first computes the impedance values
from the Lin KK ECM with 1 RC-element, i.e. M=1. Then the ratio between positive
resistors and negative resistors are calculated using Equation 6.6 below,

P

R
µ = 1 − P k<0

Rk≥0

|Rk |
|Rk |

(6.6)

The parameter µ, is an indicator of whether the model is over-fitted (fitting included
with measurement noise) or under-fitted (M too small to fit the measurement data)
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[65]. As Schönleber mentioned, the problem of this algorithm is that the estimated
ECM can be transitioned from under-fitting to over-fitting very quickly, in just a
few increments of the RC-element. Where over-fitting is mainly due to noise in
measurements [65]. Therefore, a threshold c is set by the user to determine when the
estimated ECM fits the measurement well enough and the test is complete. If the
parameter µ is larger than the threshold, the Lin KK algorithm will repeat again with
one additional RC-element to the current ECM until the µ is smaller than threshold
c. The flowchart of the proposed algorithm [40, 65] is shown in Figure 6.2 below.

Figure 6.2: Flowchart of Lin-KK Algorithm for ECM Estimation
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6.3.1

Residuals Estimation

The residuals used to describe the validity of the ECM estimated from the lin-KK
algorithm, the measured impedance was compared to the fitted impedance from the
ECM by the equations 6.7, 6.8 [65] below,

Z 0 (ω) − Zf0 it (ω)
|Z(ω)|

(6.7)

Z 00 (ω) − Zf00it (ω)
∆Im (ω) =
|Z(ω)|

(6.8)

∆Re (ω) =

Where the Z 0 represents the real part of the impedance and Z 00 represents the imaginary part of the impedance, the smaller the value implies the better the fitting of the
model.

6.4

Validation Result

The 10kΩ resistor test result from Section 4.5 has been validated with the Lin KK
algorithm. The Nyquist plots and residual error plots from M=1 to M=9 are shown
in Figure B.1 to B.3. In addition, the plot of µ vs M has been plotted in Figure 6.3
below.
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Figure 6.3: µ vs M for Lin KK Fitting

Even though Schönleber suggested using µ = 0.85 for the threshold to avoid overfitting, it is shown in Figure 6.3 that µ re-bounced from M=4 to M=6. From graphical
inspection, M=6 has a better fitting than M=4. Therefore, in addition to the Lin
KK algorithm proposed by Schönleber, the algorithm would need to include residual
as a criteria to determine the fitting of the Lin KK. On the other hand, insignificant
improvements were shown from M=6 to M=9, which proved Schönleber’s observations
that over-fitting occurs when µ is below 0.85.
From both graphical inspections and the µ criteria, M=6 has been chosen for the
ECM without over-fitting, i.e., one resistor in series with 6 RC-elements, and the
parameter µ obtained is 0.82. To conclude, the matching results between the Lin KK
estimation and the measurement data showed that the system satisfies the linearity,
stability, and causality requirements.
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Chapter 7
COMPENSATION

To correct the measurement error, compensations in software and hardware could
be applied to the system. The advantage of software compensations is the flexibility
of the adjustment, the configuration of the ECM used for compensation can be altered
without changing the physical design, hence lower costs and quicker revisions. On
the other hand, hardware compensations might be required when the measurement
error is beyond the capability of software compensation. In this EIS system, such
errors can occur due to inappropriate value of reference resistor, causing erroneous
voltage readings from the impedance analyzer. Single rail voltage supply to the
analog mux causing the impedance analyzer readings only in the positive quadrant of
the sinusoidal signal, or parasitic components in a 2-terminal electrode configuration
significantly complicate the ECM, where constructing an ECM would be exponentially
more difficult compared to using a 4-terminal electrode configuration that would
eliminate most of the parasitic elements in the system [63].

7.1

Software Compensation

The 3 software compensation methods used in this project are open circuit compensation, and short circuit compensation, and probe capacitance compensation. In
the ECM of the EIS system, the residual impedance can be modeled as an open circuit
impedance, a short circuit impedance, and a load impedance. The ECM is shown in
Figure 7.1 below.
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Figure 7.1: Equivalent Circuit Model (ECM) with Residual Impedance

In general, the open circuit impedance ZOC can be viewed as a residual impedance
in parallel with the actual impedance of the DUT (ZDU T ), whereas the short circuit
impedance in series with ZDU T . ZOC can be caused by the capacitance of the cables,
and ZSC are caused by the resistance and inductance in the cable [68]. These residual
impedance can be compensated by performing the open circuit compensation and
short circuit compensation separately.

7.1.1

Open Circuit Compensation

As the name suggests, to perform an open circuit compensation, the DUT will
be disconnected from the circuit. In this way, the only impedance measured in the
ECM would be through the ZOC . Open circuit compensation will be required if
high frequency is involved in the impedance measurement, as the low impedance of
parallel capacitance can cause significant error at higher frequencies. To setup the
open circuit compensation in AD2, we would need to define several parameters such
as the reference resistor value, frequency range, average, etc. The detailed procedure
is given in the AD2 user manual [69].
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7.1.2

Short Circuit Compensation

In the case of a short circuit compensation, the residual impedance is modeled as a
series element with the ZDU T . Therefore, ZDU T will be bypassed in order to measure
the ZSC . More accurately, the impedance measured represents a parallel impedance
of ZSC and ZOC . In most cases, the impedance of ZOC is orders of magnitude larger
than ZSC , therefore, the effect of ZOC to ZSC will be insignificant. But an accurate
ZSC can also be calculated by solving ZSC from the parallel formula of multiple
impedances. Note that the open circuit compensation and short circuit compensation
need to be performed again if any measurement parameter for the actual impedance
measurement has been changed [69].

7.1.3

Compensation Formula Derivation

From the ECM in Figure 7.1, the equivalent impedance ZM seen from the source
can be viewed as the ZOC in parallel with the series configuration of ZSC and ZDU T .
The formula is derived in Equation 7.1

ZM =

ZOC ∗ (ZSC + ZDU T )
ZOC + (ZSC + ZDU T )

(7.1)

solving ZDU T from Equation 7.1, we obtained,

ZDU T =

ZM − ZSC
1 − (ZM − ZSC )/ZOC
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(7.2)

Since ZOC and ZSC are obtained from the open circuit compensation and short circuit
compensation. A more accurate DUT impedance (ZDU T ) can be transformed from
the actual impedance measurement of the DUT (ZM ).

7.1.4

Capacitance Compensation

The idea of the capacitance compensation is to correct for the error due to the
parasitic capacitance in the system. The parasitic capacitance Cp and parasitic resistance Rp in the ECM of an oscilloscope form a parallel RC circuit, as shown in
Figure 5.3, causing significant error in the impedance measurement at higher frequencies. As a result, , the AD2 used in this project has provided a software adjustment
option for the probe capacitance compensation in the user interface [70] and as a
function in the Python Application Programming Interface (API) [62]. Currently,
the probe capacitance compensation value is estimated from the Parallel Capacitance
(Cp ) in section 4.4.

7.2

Compensation Result

7.2.1

Open and Close Circuit Compensation

To verify to effectiveness of the open and closed circuit compensation. A 100kΩ
1% resistor is measured with open, closed, open and closed circuit compensation. A
measurement without any compensation is also performed as a control measurement
for analysis. The measurement result of each compensation method and the percent
errors are shown in Figure 7.2 and 7.3 below.
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Figure 7.2: Results of Open and Closed Circuit Compensation

Figure 7.3: Percent Error of Open and Closed Circuit Compensation

Numerical analysis is also provided by calculating the Root Mean Square Error
(RMSE) between the calculated curve and the measurement data has been calculated
for all compensation techniques using Equation 7.3 [40] to evaluate the improvement
of each technique.

v
u n
u1 X
RM SE = t
(Zi − Zf iti )2
n i=1
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(7.3)

where

• i: individual points in vectors Z and Zf it
• n: size of vector Z
• Z: vector of measured DUT impedance
• Zf it : vector of calculated impedance based on the Equivalent Circuit Model
(ECM)

The RMSE and percent improvement of each measurement is summarized under
Table 7.1.
Table 7.1: Improvements of Open and Short
Capacitance Compensation Only
Compensation
Capacitance Compensation Only
Capacitance Compensation+Short
Capacitance Compensation+Open
Capacitance Compensation+Open+Short

Circuit Compensations Over
RMSE
46323
41296
41357
41208

% Improvement
10.85%
10.72%
11.04%

The compensation results showed that for a DUT in the range of 100kΩ, both open
circuit and short circuit compensations provided about 10% overall improvements over
capacitance Compensation Only. Based on the graphical analysis in Figure 7.2, open
circuit compensation had a slightly wider measurement bandwidth than short circuit
compensation. Meanwhile, impedance measurement with all compensations applied
had the best improvement with 11% over capacitance Compensation Only.

7.2.2

Probe Capacitance Compensation

The probe capacitance compensation is evaluated separately from the open and
close circuit compensation because from measurement data (Figure 4.5). Since the
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open and close circuit compensation algorithm in AD2 was not able to compensate for
the parasitic capacitance in the system. Significant errors still existed at frequency
range beyond 1kHz without Probe Capacitance Compensation. By applying the
parallel capacitance of 195pF obtained in Section 4.4 to the Probe Capacitance Compensation. We were able to compensate for the error in the system below 300kHz.
However, significant impedance roll of above 300kHz was not compensated by the
probe capacitance compensation, it is assumed that this roll-off is due to the bandwidth limit of the analog MUX. The result of the Probe Capacitance Compensation
on a 100kΩ resistor is shown in Figure 7.4.

Figure 7.4: Probe Capacitance Compensation Results

Table 7.2: Improvements of Capacitance Compensation Over No Compensation
Compensation
RMSE % Improvement
No Compensation
213898
Capacitance Compensation Only 46323
78.34%
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As shown the Table 7.2, capacitance compensation provided 98.9% improvements
over no-compensation. After the compensation, the measurement extended the frequency limit of 10% error from 3kHz to around 200kHz.
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Chapter 8
EIS PCBA TESTING

Once the breadboard tests provided adequate evidence that using the AD2 with
the analog MUX provide accurate measurements of the DUT after compensation,
an EIS PCBA was designed (detail in Section 3.3.4) and fabricated for testing. In
order to characterize the PCBA developed for this paper, test board has been designed to interface with the main EIS PCBA pogopins (in section 8.1). Moreover, the
measurement results will be analyzed for validity and the ECMs will be estimated.
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8.1

EIS Characterization Board Design

Figure 8.1: Tester Board for EIS PCBA

The test board consists of three 1% resistors of 1kΩ, 10kΩ, 100kΩ, a RC-parallel
circuit (Section 2.2.2), and a simple Randle circuit (Section 2.2.2). The three precision
resistors were used for system error compensation at different ranges of impedance
measurements. The component values chosen for the RC-parallel and Randle circuit
model were based on the impedance data in these literature on biological measurement [53, 71–73]. The fabricated test board is shown in Figure 8.1.
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8.2

Test Setup

Figure 8.2: EIS PCBA Characterization Setup

The test setup of the EIS PCBA consists of an AD2, the EIS PCBA and the
Tester Board. Three oscilloscope probes are attached to the input and output of
the EIS PCBA to apply the signal W1 and measure the voltages of the signal and
DUT through CH1 and CH2. The circuit connection is referenced to Figure 3.9. The
physical setup is shown in Figure 8.2.

8.3

EIS PCBA Test Results

The impedance measurement is performed by sweeping an 100mVp−p signal to
the DUT, the measurements are compensated with open circuit compensation, closed
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circuit compensation, and 345pF compensation for parasitic capacitance. The test
matrix for each of the DUT is shown in Table 8.1 below.
Table 8.1: PCBA Test Matrix
Rp [Ω] Cp [F] Reference Resistor [Ω]
10k
10k
10k
51k
22n
10k
510
51k
22n
10k

Rs [Ω]
1k
10k
100k

8.3.1

1kΩ Resistor Test Results

Figure 8.3: EIS PCBA 1kΩ Test Result

Figure 8.4: EIS PCBA 1kΩ Test Perceent Error
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The 1kΩ Test shows a flat response from 1kHz to 3MHz, and the error is within
5% until 3MHz. The error is larger than the error of a 10kΩ DUT (Figure 8.6), it is
because the reference resistor has a 10 times larger resistance than the DUT, so that
the voltage measurement at the DUT would be 10 times smaller compared to using
a 1kΩ reference resistor. This error could be minimized by using a reference resistor
of similar resistance as the DUT.

8.3.2

10kΩ Resistor Test Results

Figure 8.5: EIS PCBA 10kΩ Test Result
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Figure 8.6: EIS PCBA 10kΩ Test Perceent Error

The 10kΩ Resistor shows the lowest error among all DUTs, this is because the
reference resistor has the closest resistance to the 10kΩ DUT. Since the impedance is
calculated based on the voltage ratio of the DUT to the reference resistor, the best
accuracy is achieved when the measured voltages is maximized, i.e., both DUT and
reference resistor having similar impedances.

8.3.3

100kΩ Resistor Test Results

Figure 8.7: EIS PCBA 100kΩ Test Result
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Figure 8.8: EIS PCBA 100kΩ Test Perceent Error

The 100kΩ resistor shows a significant error throughout the measurement. This
is due to the much smaller reference resistor value (10kΩ) compared to the DUT
impedance. This assumption is proven by comparing the measurement result using
the 100kΩ reference resistor, which is shown in Figure 8.9 and 8.10.

Figure 8.9: Measurement Results of 100kΩ Resistor using 10kΩ and 100kΩ
Reference Resistor
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Figure 8.10: Percent Error of 100kΩ Resistor using 10kΩ and 100kΩ Reference Resistor

Figure 8.9 shows the impedance measurement results of 100kΩ resistor using 10kΩ and
100kΩ reference resistor and Figure 8.10 shows the percent error of the measurement
results. It is shown that using a reference resistor value equals to the DUT’s value
improved the accuracy by 10% at lower frequencies. For frequencies above 300kHz,
the improvement became less significant due to the fact that measurement error is
dominated by the bandwidth of the analog MUX.

8.3.4

RC Parallel Circuit Test Result

Figure 8.11: RC Parallel Circuit Test Result
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Figure 8.12: RC Parallel Circuit Residual Error

Because of the changing impedance of a RC parallel circuit, the accuracy of the
measurement was evaluated by the ECM fitting (Figure 8.11) as it is easier to visualize
the fitting than on a frequency plot. From the residual error plot (Figure 8.12), the
error of the real part of the impedance increases significantly above 100kHz due to
the small impedance value (|Z| < 20Ω) at higher frequencies. Therefore, the percent
error would be more sensitive to small changes in the absolute measured impedance
value.

8.3.5

Pseudo-Randle Circuit Test Result

Figure 8.13: Pseudo-Randle Circuit Test Result
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Figure 8.14: Pseudo-Randle Circuit Residual Error

A 510Ω resistor is added in series with the RC-parallel circuit model to simulate
the Randle circuit model. The component values are chosen based on the measured
impedance range in the studies of oxidation of BPA and the cell suspension in cell
media [53,73]. Due to the series 510Ω resistor, the impedance measurement is less sensitive to small changes in the absolute measured impedance value at high frequencies.
Hence obtaining a better the percent error than the RC Parallel Circuit Test.
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Chapter 9
TAP WATER TESTS

Further EIS have been carried out with tap water as a DUT. The test setup
utilized the planar electrode in the EIS test board. Using a plastic pipette, water
droplets were dispensed on top of the electrodes as shown in Figure 9.1.

Figure 9.1: Tap Water Test Setup with Water Droplet Dispensed on the
Au Electrode

The parameters for testing are shown in Table 9.1 below.
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Table 9.1: Tap Water Measurement Setting
Reference Resistor
10kΩ
Amplitude
100mV
Frequency Range 100Hz-25MHz

9.1

Tap Water Test Results

Figure 9.2: Nyquist Plot from the Tap Water Impedance Measurement

The Nyquist plot has been obtained from the measurement (Figure 9.2), and a
linear line and a small semicircle are observed. Based on the EDL model in section 2.3
and a similar experiment [74], the ECM in Figure 9.3 is assumed for model fitting.
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Figure 9.3: Equivalent Circuit Model of Tap Water

9.1.1

Lin KK Validation

Before performing ECM fitting on the meausrement data, Lin KK has been performed to verify that the data fit the linearity, stability, and causality requirements
(See Section 6.2). The result of the Lin KK validation is shown in Figure 9.4 below.
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Figure 9.4: Lin KK Fitting

The result showed that the measurement data was able to be fitted with a ECM
of M=22 and µ = 0.46, indicating that the system is linear, stable, and causal. In
addition, the residual error of the Lin KK fitting is shown in Figure 9.5 below.
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Figure 9.5: Tap Water Lin KK Residual Error

The maximum residual error is less than 10%. However, the error increases substantially from 100kHz to 4MHz, this is assumed to be due to measurement inaccuracy
under the transition from the constant phase element to the RC-parallel element in
the ECM.

9.1.2

ECM fitting

In order to simplify the difficulties of model fitting, the data are separated into 2
parts based on the shape of the impedance data. The semi-circle is analyzed first with
the assumption of a simple Randle circuit model (Section 2.2.3), where the elements
Ri , Rct , and Cdl correspond to the ionic resistance of the electrode, charge transfer
resistance, and the double layer capacitance discussed in Section 2.3. The result of
the least squares fitting is shown in Figure 9.6.
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Figure 9.6: Curve Fit for Randle Circuit Component of Tap Water Data

The linear slope in the Nyquist plot, can be considered as a Constant Phase
Element (CPE) in parallel with a ZW . Recall from Section 2.2.4.2 that the parameter
α in the CPE can be derived from the phase angle of the linear slope. Using a trendline fir in Excel, a slope of -1.958 is obtained. Therefore, the phase angle is 63◦ and
the α is calculated as 0.7. The Q parameter can be obtained by the inverse of the
intercept, and is found to be 1.727mΩ−1 sα . The curve fit of the measurement based
on the calculated parameters is shown in Figure 9.7.
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Figure 9.7: Curve Fit for Constant Phase Element Component of Tap
Water Data

Lastly, all the parameters obtained from the previous curve fit were used in the
ECM in Figure 9.3 for evaluation of the complete model of the tap water. The result
is shown in Figure 9.8.
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Figure 9.8: Curve Fit for Complete ECM for Analysis of Tap Water
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Figure 9.9: Tap Water Data Residual Error

The parameters obtained from the ECM is summarized in Table 9.2 below.
Table 9.2: Parameters Extracted from the ECM for Tap Water Analysis
Element
Value
Ri
73Ω
Rct
212Ω
Cdl
17.4nF
CPE(Q) 1.727mΩ−1 seca
α
0.695
ZWo
1.024MΩ
B
0.28sec

Overall, the ECM for the tap water measurement shows a residual error from
10.2% to -14% and RMSE of 19.28 From this measurement, it is validated that the
EIS PCBA is able to measure an electrolyte and provide valid data for ECM estimation. Moreover, this measurement results showed that the tap water impedance data
followed the Stern Electrical Double Layer (EDL), which provide an initial insight for
further investigation of the ionic behavior in an electrolyte.
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Chapter 10
SALT WATER ANALYSIS

Further EIS analysis has been performed on salt water. Salt water has been chosen
to be the DUT because of the ease of access. Moreover, because the stability of salt
water, the current responses should be the same under multiple tests. The goal of
the salt water analysis is to identify the effects of salinity to different parameters in
the ECM.
The hardware configuration of the test was identical as the tap water test in
Chapter 9. Samples with incremental salinity from 5µg/100mL to 10mg/100mL were
tested. The measurement setting is the same as Table 9.1. The measurement results
are fitted with an modified Randle cell ECM, where a CPE is used instead of a
Warburg Impedance (ZW ) because of the changing phase angle for different salinity.
The fitting results are shown in Table 10.1 below. In addition, the Nyquist plot and
residual plot for each salinity is included in Section C.2.
Table 10.1: Salt Water
Salinity [mg/100mL] Rct [Ω]
Cdl [F]
0.005
20724.26 9.79E-07
0.01
16461.09 8.35E-07
0.04
13588.88 8.04E-07
0.2
8785.853 5.38E-07
1
4699.034 5.53E-07
5
1454.413 5.19E-07
10
984.5181 4.61E-07
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Test Result
α
Q(CPE)[Ω−1 · sα ]
0.673008
1.00E-10
0.658489
1.00E-10
0.680824
1.00E-10
0.727324
5.62E-11
0.729569
5.58E-11
0.735864
9.13E-11
0.750661
3.73E-11

10.1

Salt Water Test Result Analysis

Further analysis on the effects of salinity on impedance is performed by evaluating
the correlation of each parameter to salinity. The evaluation was done in graphical
analysis and correlation analysis. For graphical analysis the plots of each parameter
vs salinity is shown in Section C.1. For correlation analysis the correlation matrix of
each ECM parameter is shown in Table 10.2.
Table 10.2: Correlation between ECM parameters and log(Salinity)
Rct
Cdl
α
Q(CPE)
log(Salinity) -0.99 -0.94 0.95
-0.70

Both the graphical and correlation analysis methods showed that Rct and Cdl
change corresponding to different salinity. When Salinity increases both Rct and Cdl
decreases. These correlations are in agreements with the results in this paper [75],
where N. N. Rupiasih et al. has suggested that the exchange ion density increases logarithmically with the increases of salt concentration. Since the exchange ion density
is inversely proportional to the charge transfer resistance (Equation 2.5), decreases in
Rct is observed with increasing salinity. On the other hand, Y. Li et al. [76] suggested
that the decreases in Cdl with increased salinity were due to more dissociated cations
into the electrolyte, causing a decreases in the dielectric. In addition, M. Sani et al.
suggested that the thickness of the double layer also increases with increased salinity,
hence decreasing the relative dielectric of electrolyte, which is proportional to the Cdl .
Overall, the salt water test successfully captured the effects of salinity to different
parameters in the ECM, which served as a base model for further developments in
using ECM parameters for monitoring cell culture.
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Chapter 11
CONCLUSION

11.1

Conclusion

In this thesis, a system has been designed with the goal of measuring the impedance
of multiple cell culture samples by integrating an analog MUX to the system. From
the test measurement, causes of measurement error with the addition of the MUX
have been identified and corrected by open circuit compensation, closed circuit compensation, and capacitance compensation. As a result, the system was able to measure
a 10kΩ resistor within 2% error up to around 1.5MHz. Furthermore, the calibrated
system was used to measure the impedance of tap water and salt water. From the
Nyquist plot of the measurement results, a modified Randle circuit model has been
identified. Based on the modified Randle circuit model, the ECM circuit parameters
were extracted using a Python algorithm [40]. In the salt water experiment, strong
correlation between charge transfer resistance (Rct ), CPE and salinity was observed.
From this observation, it could be proved that the system is capable of measuring
changes in concentration in an electrolyte accurately.

11.2

Future Work

Throughout the project, several improvements have been discovered as they are
described below.
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11.2.1

Analog MUX Replacement

Due to insertion loss in the analog MUX, the impedance rolls off from 1.5MHz,
causing significant error in the measurement which is too large to be compensated.
Therefore, a different analog MUX would need to be investigated to extend the bandwidth of the system. Two of the proposed replacements are the ADGS1209 [77] and
the ADG659 [78]. The ADGS1209, having low drain on capacitance of 8pF, would
significantly extend the frequency of the pole, in combination with a -3dB insertion loss at 550MHz, the new analog MUX would significantly reduce signal loss at
maximum measurement frequency of 25MHz. Although the second option, ADG659,
has a higher drain capacitance of 19pF and lower -3dB cutoff frequency at 400MHz,
provides 10 times smaller ON-resistance and much less variations in ON-resistance,
which becomes critical to reduce the measurement error for small DUT impedance
at high frequency. In the future, two PCBAs should be designed and fabricated to
evaluate the performance of the above 2 options. In this paper, due to timeline and
budget, the initial evaluation was performed on a breadboard. However, testing on
a breadboard may not be viable at the Mega Hertz range due to effect of parasitic
inductance in the connections within a breadboard. The performance of the analog
MUX will be evaluated by their RMSE and residual error in impedance.

11.2.2

Integrate Temperature Sensor on the PCBA

Currently, the temperature of the cells are measured by inserting a thermocouple
through a small hole in the aluminum fixture and attached to the cell culture plate.
Using this method might introduce inconsistency in temperature measurement since
each time the location as well as the height of the thermocouple relative to the board
would be slightly different. Due to thermocondutivity of the cell culture plate and
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convection, the temperature would slightly vary at different locations. Moreover, the
operator would need to install the thermocouple to the cell culture plate for each
experiment. By integration of the temperature sensor on the PCBA, we could ensure
the temperature measurement point is the same for each experiment. Moreover, this
integrated setup would simplify the procedure of the test setup by installing less
components. In addition, the integrate temperature sensor is capable of measuring
the temperature as accurate as 0.5◦ C [79], improving measurement accuracy of the
current setup. The layout of the integrated temperature sensor in shown in Figure 11.1
below.

Figure 11.1: Integrated Temperature Sensor

11.2.3

Cell Culture Growth Monitoring By ECM Parameters

It is shown in recent studies [24, 25] that charge transfer resistance (Rct ) and
Constant Phase Element (CPE) can be used to monitor cell culture. In addition, the
result in Chapter 10 shows similar correlation of Rct and CPE with salinity. Therefore,
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the next approach would be repeat the salt water test and analysis with the DUT
being living cells. In this test, the impedance of the cell will be monitored over
time and parameters will be extracted from ECM for each impedance measurement.
The change of parameters over time will be evaluated. Ideally, two objectives will be
accomplished from the parameters: to derive a formula that correlates cell population
to estimate the cell growth rate and to identify the type of cell based on their ECM
parameters and corresponding cell growth rate.
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APPENDICES

Appendix A
DISPERSION OF DOUBLE CAPACITANCE

In the GCL, Gouy and Chapman provided an ECM of the metal-electrolyte interface. From the ECM parameters, the Debye length can be approximated experimentally. Debye length is the length where ions are under the effect of the electric
potential from the electrode, while the density of cations and anions are balanced
beyond this length [83]. However, it has been found that the Gouy-Chapman model
no longer satisfies the measurement data across the frequency spectrum. Experiment
results showed that the biological cells exhibit different dispersions of the relative
dielectric constant ε [120]. These changes in dielectric constant occur at specific frequency ranges and are attributed to particular physical phenomena known as the
capacitive dispersion [97, 98].

Figure A.1: Three Major Dispersions of Biological Matter [21]

Figure A.1 shows three major dispersions at specific frequency example. The first
dispersion, denoted as α dispersion, is attributed to ionic diffusion. In the megahertz
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range, dispersion related to the polarization of cellular membrane is annotated as
β dispersion example. The third dispersion happens at gigahertz range denoted as
γ dispersion, occurs from the dipole polarization of the electrical dipole moment of
the molecules. In order to account for the capacitive dispersion, the impedance of a
metal-electrolyte interface is described by a modified Randle circuit, which consists
of a resistor in series with a CPE, as shown in Equation A.1:

ZCP E = Ri +

1
Q(jω)α

(A.1)

Where Ri is the bulk resistance of electrolyte, α is known as the non-ideality parameter, and Q is the pseudo-capacitance with dimension Ω−1 s−α . The CPE in
Equation A.1 that accounts for the capacitive dispersion is known as the constant
phase element (CPE). Named so due to the fact that it contains a constant phase
component of −90◦ · α, which phase remains unchanged regardless of frequency.
Even though varies research was studied in the subject of dispersion [99–101],
the cause of capacitive dispersion remains unclear. In spite of this, two categories
of models are proposed to partially explain this phenomenon. The first category is
based on the diffusion and chemical reaction, and the second category is based on the
spatial nonuniformity of current flowing through an electrode. In the first category,
diffusion and chemical reaction are involved, whereas in the second category, the
models focuses on the nonuniform current flowing through an electrode.
In the first category, the Warburg impedance model [128] is the most widely
used model. According to this model, the surface ion concentration drifts away from
equilibrium when a small voltage is applied to the electrode. Due to these changes in
equilibrium, caused by the electrochemical reaction between the electrolyte ions and
electrode, a concentration difference can be formed. Consequently, this difference in
113

concentration will result in a diffusion current. For the electrode/electrolyte interface
this diffusion current J is described by Fick’s first law in Equation A.2 [102]:

J = −D

∂η(x, t)
∂x

(A.2)
x=0

and the time dependent concentration in the electrode is given by Fick’s second law
in Equation A.3:

D

∂2
∂
η(x, t) = η(x, t)
2
∂x
∂t

(A.3)

Where D is the diffusion coefficient, and η(x, t) is the ion concentration.
Equation A.3 shows proportional relationship between the concentration of ions on
the electrode surface and the magnitude of the applied voltage. Under the condition
that ions have a single-dimensional distribution and a sinusoidal voltage (V0 ejωt ) is
applied, the following set of equations are derived.




D ∂ 22 η(x, t) = ∂ η(x, t)

∂x
∂t




η(x, t)
= γV0 ejωt

x=0






=0
η(x, t)
x=+∞

Where

• γ: The proportional constant that relates the ion concentration and excitation
voltage at the surface of electrode

Solving the set of Equations gives us the expression for the ion concentration
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η(x, t) = γV0 ejωt e−

√ jω
D

x

(A.4)

In the final step, the Warburg Impedance (ZW ) is determined by calculating the
current through the electrode surface using Fick’s first law at boundary conditions,
, then relating it to the excitation voltage (V0 ejωt ), to
i.e., x = 0 and J = −D η(x)
dx
obtain the result in Equation A.5.

ZW = −

Where η 0 (x = 0) = −γV0

q

jω jωt
e .
D

V0 ejωt
Dη 0 (x = 0)

(A.5)

By substituting the result of η 0 (x = 0) in Equa-

tion A.5 and simplifying, we obtain the Warburg Impedance (ZW ) in Equation A.6.

ZW =

1
γ(jωD)1/2

(A.6)

1
Comparing the CPE ( Q(jω)
α ) in Equation A.1 with Equation A.6 we can see that the

non-ideality parameter α =

1
2

and Q = γD1/2 , takes the diffusion effects in capacitance

dispersion into account. Therefore, we can conclude that the effect of capacitance
dispersion can be explained by the diffusion current due to ion concentration gradient
and can be characterized by ZW .
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Appendix B
LIN KK FITTING REUSLT FOR M FROM 1→9

Figure B.1: Lin KK Fitting for M=1→3

Figure B.2: Lin KK Fitting for M=4→6
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Figure B.3: Lin KK Fitting for M=7→9
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Appendix C
SALT WATER FITTING RESULTS

C.1

ECM Parameters vs Salinity Plots

Figure C.1: charge transfer resistance (Rct ) vs Salinity

Figure C.2: Double Layer Capacitance (Cdl ) vs Salinity
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Figure C.3: Constant Phase Element (Q) vs Salinity

Figure C.4: α vs Salinity
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C.2

Salt Water ECM Fitting Results

Figure C.5: Nyquist Plot and Residual of 0.005mg/100mL Salt Water

Figure C.6: Nyquist Plot and Residual of 0.01mg/100mL Salt Water

Figure C.7: Nyquist Plot and Residual of 0.04mg/100mL Salt Water
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Figure C.8: Nyquist Plot and Residual of 0.2mg/100mL Salt Water

Figure C.9: Nyquist Plot and Residual of 1mg/100mL Salt Water

Figure C.10: Nyquist Plot and Residual of 5mg/100mL Salt Water
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Figure C.11: Nyquist Plot and Residual of 10mg/100mL Salt Water
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