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Abstract—This paper investigates the use of a sensor net-
work for estimating the location of an event that propagates
over a large region. The sensors nodes are binary in nature
and report the presence of the event when the measured signal
strength at their location exceeds a certain threshold. Based on
these indication values a likelihood matrix is constructed in a
distributed fashion by exchanging local information between
the sensor nodes. The maximum of this likelihood function
points to the event location. The main contribution of this
work is the distributed way of constructing the likelihood
matrix by adding positive contributions from the sensors that
have sensed and subtracting negative contributions from the
sensors that have not. This simple estimation procedure can
localize the event location within a small area and proves to be
fault tolerant to sensor nodes exhibiting Byzantine behavior.
I. INTRODUCTION
This paper investigates the use of a wireless sensor
network (WSN) for estimating the location of an event
source that releases a certain signal or substance in the
environment which is then propagated over a large area.
We assume that the measured intensity of the signal at the
sensor locations is inversely proportional to the distance
from the source. The sensor nodes are binary in nature
and become alarmed when their measured intensity exceeds
a predeﬁned local detection threshold. This threshold is
calculated as in [1], so that a certain probability of false
alarms constrain is attained. We assume the source of
the event has been correctly detected by a large number
of sensor nodes. The proposed sensor network can deal
with a number of environmental monitoring and tracking
applications including acoustic source localization, toxic
source identiﬁcation, early detection of ﬁres and so on [2],
[3], [4].
The motivation of this problem stems from the general
problem of estimating the location of an event given a
large number of alarmed sensor nodes which are densely
deployed in the region of interest. This situation can result
for example, after the release of a toxic plume. In situations
like this, we need to be able to identify the event location as
fast as possible, so that immediate action can be taken by the
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proper authorities. Moreover, due to the limited energy of
our sensor nodes, it is important to limit the communication
within the network. Finally, due to the simple nature of
the nodes, they can easily fail or become compromised, so
our estimation algorithm needs to be robust to a number of
misbehaving sensor nodes. To summarize we need a simple,
distributed, fault tolerant algorithm that can quickly identify
the event location using only binary data from the sensor
nodes.
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Fig. 1. SNAP estimator example with 8 randomly deployed sensor nodes,
3 of which have detected the event and are shown in solid red. The event
is correctly localized in the grid cell with the maximum value +3.
SNAP (Subtract Negative Add Positive) is one such
algorithm and the main contribution of this paper. We
ﬁrst divide the area in k x k grid cells as shown in
Fig. 1. The number of cells is a tradeoff between estimation
accuracy and complexity. Then, for each cell we calculate
the likelihood of a source occurring in the middle of the
particular cell based on the measurements received by the
sensor nodes. The maximum of this likelihood matrix points
to the estimated event location.
We now describe in more detail the construction of the
likelihood matrix. We deﬁne a Region Of Inﬂuence (ROI)around each sensor node, as the area with all the possible
event locations. For the purposes of this paper ROI is
approximated by a square around the sensor node location
as shown in Fig. 1. The size of the square is proportional
to the magnitude of the event and can be approximated
using the number of alarmed sensor nodes in the ﬁeld. The
main idea behind the SNAP algorithm is to incorporate all
available data in constructing the likelihood matrix over
the area. By that we mean getting information from both
the sensors that did and the sensors that did not sense the
event. Each alarmed sensor provides a positive one (+1)
contribution to the cells inside its ROI, while every sensor
which did not sense the event provides a negative one (-
1) contribution. The sum of the contributions of all sensor
nodes in a particular cell gives a value corresponding to
the likelihood of a source occurring in that particular cell.
Fig. 1 shows an example of the resulting likelihood matrix
after adding and subtracting the contributions of 8 randomly
deployed sensors using SNAP.
SNAP is a simple, fast, fault-tolerant algorithm (see
Section II) that can be applied for time-critical applications.
Moreover, for the construction of the likelihood matrix we
only need local information exchange of 1-bit information
between the sensor nodes which conserves both bandwidth
and energy.
II. PRELIMINARY RESULTS
To test the fault tolerance of SNAP we set-up an exper-
iment where we vary the number of Byzantine faults. The
sensor nodes exhibiting Byzantine behavior are randomly
chosen and their original belief is simply reversed. An
example is shown in Fig. 2.
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Fig. 2. A ﬁeld with 200 randomly placed sensor nodes and a source
placed at position (25,25). Alarmed sensors are indicated on the plot with
red circles. 50 of the sensor nodes exhibit Byzantine behavior and are
indicated on the plot as false positives (red squares) and false negatives
(black squares)
We compare the performance of SNAP against 2 other
estimators: A centralized Maximum Likelihood estimator
(ML) proposed in [5] and a Centroid Estimator (CE) where
the source position is estimated as the centroid of the
alarmed sensor nodes positions. Fig. 3 displays the results
for the fault tolerance analysis of the 3 estimators. In the
absence of faults the performance of ML and SNAP is
very similar. As the number of faults increase however, the
ML is very sensitive to sensor faults and looses accuracy
continuously. For sensor faults as few as 10 it starts loosing
accuracy and for sensor faults greater than 20 its perfor-
mance is worse than the CE. SNAP however, as it can be
seen from the plot, displays a fault tolerant behavior and
looses very little in accuracy even when 25%, or 50 out
of the 200 sensor nodes exhibit Byzantine behavior. The
intelligent construction of the likelihood function makes in-
dividual sensor faults unimportant in estimating the correct
result.
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Fig. 3. Fault Tolerance analysis (RMS Error reported is the average for
500 Monte-Carlo simulations)
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