A graph G = (V, E) is isometrically embeddable into a graph G = (V , E ) if there exists a mapping ϕ : V → V such that d G (ϕ(u), ϕ(v)) = d G (u, v) for all vertices u, v ∈ V . The image of G under ϕ is called an isometric or a distance-preserving subgraph of G . More generally, for a positive integer k, a scale k embedding of a graph G into a graph G is a mapping ϕ :
A hypercube H(Λ) is a graph having the finite subsets of a set Λ as vertices and two such sets A, B are adjacent in H(Λ) iff |A B| = 1. A half-cube G = (V, E) can be isometrically embedded into a hypercube iff G is bipartite and for any edge uv, the (disjoint) sets W (u, v) and W (v, u), where
are convex. If G is bipartite, then W (u, v) ∪ W (v, u) = V , whence W (u, v) and W (v, u) are complementary convex subsets of G, called convex halfspaces. To establish an isometric embedding of G into a hypercube, Djoković [10] introduces the following binary relation θ on the edges of G: for two edges e = uv and e = u v we set eθe iff u ∈ W (u, v) and v ∈ W (v, u). Under the conditions of the theorem, it can be shown that eθe iff W (u, v) = W (u , v ) and W (v, u) = W (v , u ), whence θ is an equivalence relation. Let E = {E i : i ∈ Λ} be the equivalence classes of θ and let b be an arbitrary fixed vertex taken as the basepoint of G. For an equivalence class E i ∈ E, let W i = {H In nonbipartite graphs, for an edge uv the sets W (u, v) and W (v, u) no longer partition V (G), therefore the set
can be nonempty. Answering a question of Winkler [19] , the following Djoković-style characterization of distance-preserving subgraphs of Hamming graphs (Cartesian products of complete graphs) was provided in [7] : a graph G is isometrically embeddable into a Hamming graph iff for any edge uv of G the sets W (u, v), W (v, u), W = (u, v), and their complements are convex (other characterizations were obtained in [18] and [7] ).
1.3. Djoković-Winkler relation and canonical metric representation. Winkler [19] extended the Djoković relation θ to all (not necessarily bipartite) graphs G: eθe for two edges e = uv and
He proved that θ is transitive iff G isometrically embeds into a Cartesian product of K 3 's. Djoković-Winkler relation θ plays a determinant role in the Graham and Winkler's [12] canonical metric representation of graphs: it was shown in [12] that any finite connected graph G has a unique isometric embedding ϕ into the Cartesian product Π m i=1 G i in which each factor G i is irreducible (i.e., not further decomposable this way). The factors and the embedding ϕ are defined in the following way. Let E = {E i : i ∈ Λ} be the equivalence classes of the transitive closure θ * of the Djoković-Winkler relation θ and let m := |Λ|. For each equivalence class E i ∈ E, let G i be the graph whose vertex-set is the set of connected components of the graph G * i = (V, E \ E i ) (G * i is the graph obtained from G by removing the edges of E i ) and two such components are adjacent in G i if at least one edge of E i has its ends in both components. For a vertex v of G, the ith coordinate of ϕ(v) is the connected component of G * i containing v. 1.5. Atom graph. An important ingredient in the proof of Shpectorov's theorem and in the recognition algorithm of [9] is the notion of the atom graph [17] , which can be defined as follows. Given two edges e = uv and e = u v of G, set
1.4.
The quantity < e, e > takes the values 0, ±1, ±2. Set eθ 1 e iff < e, e >= ±2 and set eθ 2 e iff < e, e >= ±1. Note that eθ 1 e coincides with the original Djoković relation in the sense that eθ 1 e iff u ∈ W (u, v) and v ∈ W (v, u). Let b be an arbitrary vertex of G, which we consider as a basepoint. We call an edge e = uv of G vertical (with respect to
and denote by E 0 the set of all vertical edges of G. In the assumption that θ 1 is an equivalence relation on E 0 , the atom graph Σ has the set E := {E i : i ∈ Υ} of all equivalence classes of θ 1 as the vertex-set and two classes E i and E j are adjacent in Σ iff eθ 2 e for all edges e ∈ E i and e ∈ E j . If G is a distance-preserving subgraph of a half-cube, then Σ is well-defined and is a line-graph (recall that the line-graph L(D) of a graph D has the edges of D as the vertex-set and two edges e, e of D are adjacent in L(D) iff e and e share a common end). This property is crucial in the construction of the isometric embedding of G into a half-cube; for details see [8, 9, 17 ]. [8] , a split in phylogenetic combinatorics [3, 11] , and a wall in geometric group theory [13] . In this paper, we will adopt the last name. A wallspace is a set Ω, together with a collection W = {W i = (H i , H i ) : i ∈ Λ} of bipartitions of Ω, called walls; the two sets in each bipartition are called halfspaces. Additionally, it is required that any pair of points x, y ∈ Ω is separated by a finite number of walls (a wall W i = (H i , H i ) separates x and y if x ∈ H i and y ∈ H i ). The wall-distance d W (x, y) between two points x, y ∈ Ω is the number of walls separating x and y. A signed wallspace 
consists of complementary convex halfspaces of G; (AGC) (Atom graph condition) for some (in fact, for any) basepoint b of G the atom graph Σ is the line-graph of a bipartite graph D = (A, B; F ) with one of the sets A, B is finite.
Basis graphs of matroids are the most important examples of distance-preserving subgraphs of Johnson graphs. A matroid on a finite set Λ is a collection B of subsets of Λ, called bases, satisfying the following exchange property: for all A, B ∈ B and i ∈ A \ B there exists j ∈ B \ A such that A \ {i} ∪ {j} ∈ B. All the bases of a matroid have the same cardinality. The basis graph of a matroid B is the graph whose vertices are the bases of B and edges are the pairs A, B of bases such that |A B| = 2. Maurer [16] characterized the basis graphs of matroids as the graphs satisfying the following three conditions: the interval condition (IC), the positioning condition (PC), and the link condition (LC). The link condition (LC) is a local version of (AGC): it asserts that the neighbors of some (in fact, of any) vertex b induce a line-graph of a bipartite graph. The interval condition (IC) asserts that for any two vertices u, v at distance 2, I(u, v) induces a square, a pyramid, or a 3-dimensional octahedron. Finally, the positioning condition (PC) asserts that for any basepoint b and any
It was shown recently in [6] that (LC) is implied by the two other Maurer's conditions (IC) and (PC). We will show below that the wall condition (WC) implies the positioning condition (PC). Together with the results of [16] and [6] , this leads to the following characterization of basis graphs of matroids: Corollary 1. G is the basis graph of a matroid if and only if G satisfies (WC) and (IC).
Proof of Theorem 1
2.1. Properties of graphs satisfying (WC). We start with some properties of graphs G satisfying (WC). We will use the notations W = (u, v) and W = (u, v) for the connected components of W = (u, v) even in the case when one or both these sets are empty.
is the intersection of two convex sets, one halfspace from each of the walls W uv and W uv . 
In particular, the relation θ 1 is transitive.
Proof. From the definition of θ 1 it follows that eθ 1 e iff u and v belongs to different sets W (u, v) and
, we obtain a contradiction with the convexity of W (u, v). Thus eθ 1 e is equivalent to the inclusions u ∈ W (u, v) and v ∈ W (v, u). This is equivalent to the equalities
, we conclude that eθ 1 e iff < e, e >= 2, establishing the equivalence of (i) and (ii). Now, we prove the equivalence of (i) and (iii). Let
, and u ∈ I(v, x), we obtain a contradiction with the convexity of
(2.3) For two edges e = uv and e = u v of G we have
For two vertical edges e = uv and e = u v of G with b ∈ W (u, v) ∩ W (u , v ), the following conditions are equivalent: , v) , whence < e, e >= 0. Hence we can assume that v ∈ W (v, u).
whence < e, e >= 0. Therefore, eθ 2 e and v ∈ W (v, u) imply that u ∈ W = (u, v). Conversely, suppose that v ∈ W (v, u) and
whence < e, e >= 1, yielding eθ 2 e . Now suppose that e = uv and e = u v are two vertical edges of G with b ∈ W (u, v) ∩ W (u , v ). In view of the first assertion, to establish the equivalence of (i) and (iii), it suffices to show that if eθ 2 e , then u / ∈ W (v, u) and v / ∈ W (u, v). Indeed, if u ∈ W (v, u), then by the first assertion we infer that v ∈ W = (u, v). Since b ∈ W (u, v) and u ∈ I(b, v ), we obtain a contradiction with the convexity of u ) and < e, e >= 1 again.
From (2.2), θ 1 is an equivalence relation on the set E 0 of vertical edges of G; let E := {E i : i ∈ Λ} denote the equivalence classes of θ 1 on E 0 . Hence the atom graph Σ introduced in Subsection 1.5 is well-defined. In fact, we show next that the inclusion of a couple E i , E j ∈ E as an edge of Σ depends only of the value of < e, e > of an arbitrary pair of edges e ∈ E i and e ∈ E j : (2.4) E i and E j are adjacent in Σ iff < e, e >= 1 for a pair of edges e = uv ∈ E i and
Proof. Pick any edge e = u v ∈ E i and let
In the first case, v ∈ W (v , u ) and u ∈ W = (u , v ). In the second case, u ∈ W (u , v ) and v ∈ W = (u , v ). Hence e θ 2 e by the first assertion and < e , e >= 1 by the second assertion of (2.3). By symmetry, if e is an edge of E j , then < e, e >= 1. Consequently, E i and E j are adjacent in Σ.
2.2. Necessity. Next we will prove that any graph G isometrically embeddable into a Johnson graph J(m, Λ) satisfies the conditions (WC) and (AGC). Let ϕ be an isometric embedding of G into J(m, Λ). Then ϕ is also a scale 2 embedding of G into the hypercube H(Λ). For a vertex x of G, we denote by the uppercase X the finite set encoding x, i.e., X := ϕ(x). For an edge e = uv of G, set γ(e) := U V . Since |U | = |V | = m, there exist i, j ∈ Λ such that γ(e) = {i, j} and V = U − i + j (this notation stands for U \ {i} ∪ {j}). 
Since u ∈ I(v, x) in G, U belongs to the interval between V and X of the hypercube H(Λ). This means that V ∩ X ⊆ U ⊆ V ∪ X. Since i ∈ U \ V and j ∈ V \ U , this implies that i ∈ X and j / ∈ X, whence x ∈ G Proof. From (2.6) we conclude that . Let E = {E λ : λ ∈ Υ} be the set of equivalence classes of θ 1 with respect to b and let Σ be the atom graph of G.
(2.9) For two vertical edges e = uv and e = u v of G, eθ 1 e iff γ(e ) = γ(e).
Proof. Let γ(e) = {i, j} with V = U − i + j. First suppose that eθ 1 e and let u ∈ W (u, v) and v ∈ W (v, u). By (2.8) and (2.2) 
, and by (2.2) we conclude that eθ 1 e . By (2.9), we can set γ(E λ ) = {i, j} iff γ(e) = {i, j} for an arbitrary (and thus for any) edge e = uv ∈ E λ with b ∈ W (u, v). If V = U − i + j, then set γ * (E λ ) := {j}. Set A := λ∈Υ γ * (E λ ). Let D := (A ∪ B, F ) be the graph having A ∪ B as the vertex-set and i ∈ B and j ∈ A are adjacent in D (i.e., ij ∈ F ) iff there exists E λ ∈ E such that γ(E λ ) = {i, j}. Proof. First we prove that D is bipartite. Pick any vertex j ∈ A. By the definition of A and (2.9), there exists an equivalence class E λ and a vertical edge e = uv ∈ E λ such that γ(E λ ) = γ(e) = {i, j} and γ * (E λ ) = {j}. If we assume without loss of generality that b ∈ W (u, v), then this implies that V = U − i + j. Now, if also j ∈ B, then this would imply that b, v ∈ G Now we will prove that the graphs Σ and L(D) are isomorphic, namely, that γ is an isomorphism between Σ and L(D). First, consider any edge E λ E λ of Σ and pick arbitrary edges e = uv ∈ E λ , e = u v ∈ E λ , where b ∈ W (u, v) ∩ W (u , v ). We will show that |γ(e) ∩ γ(e )| = 1. Suppose that γ(e) = γ(E λ ) = {i, j}, where i ∈ B and j ∈ A. Then V = U −i+j. By (2.9), γ(e) = γ(e ). By (2.3), the edge u v has one end in W (u, v)∪W (v, u) and another end in W = (u, v). We distinguish two cases:
then U V = {i , j} for some i ∈ B and we conclude that γ(E λ ) = γ(e ) = {i , j}, thus E λ E λ corresponds to edges ij and i j of D. Hence, we can suppose that u ∈ G
and γ(E λ ) = γ(e ) = {i, j , }, thus E λ E λ corresponds to edges ij and ij of D.
, then V = U − i + j , and consequently γ(E λ ) = γ(e ) = {i, j , }, whence E λ E λ corresponds to edges ij and ij of D. On the other hand, if v ∈ G
On the other hand, since u ∈ I(v, u ) and v ∈ G + j , u ∈ G − j , from the convexity of G + j we deduce that u ∈ G − j . Hence V = U −i +j and γ(E λ ) = γ(e ) = {i , j, }, thus E λ E λ corresponds to edges ij and i j of D.
Conversely, pick an edge of L(D) corresponding to two incident edges ij and i j of D, where i, i ∈ B and j, j ∈ A. By definition of D, there exist two equivalence classes E λ and E λ of E such that γ(E λ ) = {i, j} and γ(E λ ) = {i , j }. We will prove that E λ and E λ are adjacent in Σ. Pick two edges e = uv ∈ E λ and e = u v ∈ E λ such that b ∈ W (u, v) ∩ W (u , v ). Then V = U − i + j and V = U − i + j . Again, we distinguishes two cases: Case 3: i = i and j = j . The convexity of G , u) , then eθ 1 e and from (2.9) we deduce that γ(e) = γ(e ), thus j = j , which is impossible. Hence v ∈ W = (u, v) and by (2.3) we have eθ 2 e . By (2.4), E λ E λ is an edge of Σ. Now suppose that u ∈ W = (u, v). If v ∈ W (v, u), then analogously we can conclude that E λ and E λ are adjacent in Σ. Therefore it remains to consider the case when v ∈ W = (u, v). 2.3. Sufficiency. We will prove the converse implication that a graph G = (V, E) satisfying the conditions (WC) and (AGC) is isometrically embeddable into a Johnson graph. By (WC) and (2.2), the relation θ 1 is transitive, thus the atom graph Σ in condition (AGC) is welldefined. Let E = {E λ : λ ∈ Υ} denote the vertex-set of Σ, i.e., the set of equivalence classes of θ 1 . By (2.4), E λ and E λ are adjacent in Σ iff eθ 2 e for arbitrary edges e ∈ E λ and e ∈ E λ . Suppose that Σ is the line-graph of a bipartite graph D = (A, B; Υ), where the set B is finite, say |B| = m. Set Λ := A ∪ B. Let b be an arbitrary vertex of G and let T be a spanning tree of
. Therefore e belongs to some E λ ∈ E. Then E λ is a vertex of Σ corresponding to some edge ij of D with i ∈ B and j ∈ A. Set γ(e) = γ(E λ ) := {i, j} and call it the label of the edge e. We construct an isometric embedding ϕ of G into J(m, Λ) inductively, according to the distance d G (v, b) from the current vertex v to b. Set ϕ(b) := B. In the assumption that uv is an edge of T with
(2.11) For any two vertical edges e = uv and e = u v of G with b ∈ W (u, v) ∩ W (u , v ), |γ(e) ∩ γ(e )| =< e, e >.
Proof. First note that γ(e) = γ(e ) iff e and e belong to the same equivalence class of E, i.e., < e , e >= 2 by (2.2). If |γ(e) ∩ γ(e )| = 1, then e and e belong to different classes E λ , E λ of E corresponding to two adjacent vertices of Σ, whence < e, e >= 1 by (2.3). Conversely, let < e, e >= 1. Then e and e belong to different equivalent classes E λ and E λ of E. By (2.4), E λ and E λ are adjacent vertices of Σ. Therefore E λ and E λ correspond to two incident edges of D, hence |γ(e) ∩ γ(e )| = |γ(E λ ) ∩ γ(E λ )| = 1. Consequently, |γ(e) ∩ γ(e )| = 0 iff the edges e and e are not in relation θ 1 or θ 2 , i.e., < e, e >= 0.
(2.12) For any vertex v of G, the labels of all edges of the path P v are pairwise disjoint. Consequently, |V | = m and |V B| = 2d G (v, b).
Proof. Pick any two edges e and e of P v . Since P v is a shortest path of G, e and e are not in relation θ 1 or θ 2 ; By (2.11), |γ(e) ∩ γ(e )| =< e, e >= 0. Let u be the neighbor of v in P v . Since γ(uv) = {i, j} and i ∈ B, from the definition of ϕ we conclude that i and j do not occur in the labels of the edges of the path P u . Hence i ∈ U and j / ∈ U . Since V = U − i + j, we obtain |V | = |U | = m. While moving along P v from b to v, when we traverse an edge we remove an element of B and add an element of A. Since the removed and added elements are pairwise distinct, |V B| is twice the length of P v , i.e., 2d G (v, b).
Hence ϕ maps the vertices of G to vertices of J(m, Λ). It remains to show that ϕ is an isometric embedding, i.e., for any two vertices x, y of G, |ϕ(x) ϕ(y)| = |X Y | = 2d G (x, y). For technical conveniences, we proceed in as follows. First, we define the mapping ψ from the hypercube H(Λ) to itself by setting X = ψ(X) := X B for each finite set X. Since X Y = (X B) (Y B) = X Y , ψ is an isometry of H(Λ). Since (X B) B = X, ψ is an involution. Note that ψ maps isometrically the half-cube containing the vertexset of J(m, Λ) to the half-cube containing B = ∅. Therefore, for two vertices x, y of G, the equality |X Y | = 2d G (x, y) holds iff |X Y | = 2d G (x, y). We will prove this second equality following quite literally an analogous proof from [17] and [8, Proof. First, summarizing (2.11) and (2.12), we conclude that for any vertex v of G, we have |V | = |V B | = |V B| = 2d G (v, b) and that V is the union of labels γ(e) of all edges on the path P v of T . Therefore, we can suppose that x and y are different from b. We prove 2d y) . Let x 1 be the neighbor of x in P x and y 1 be the neighbor of y in P y . Set e := x 1 x and e := y 1 y. Let X , Y , X 1 , and Y 1 be the images of X, Y, X 1 , and Y 1 (and thus of x, y, x 1 and y 1 ) under the map ψ. By the induction assumption, we have
Since 2|V ∩ W | = |V | + |W | − |V W | and V B = V , W B = W hold for arbitrary finite subsets V and W of Λ, from (4) we obtain: Replacing the three equalities of (5) in (6) and then inserting the obtained result in (7), we obtain y 1 ) − |γ(e) ∩ γ(e )|). (8) By (2.11) and (3), |γ(e) ∩ γ(e )| =< e, e >= d G (x, y 1 ) + d G (x 1 , y) − d G (x, y) − d G (x 1 , y 1 ) . Therefore, the right-hand side of (8) equals to 2d G (x, y), establishing the required equality |X Y | = 2d G (x, y).
This concludes the proof of Theorem 1. Figure 1 (a) shows that (LC) cannot replace (AGC). Indeed, G 1 satisfies (WC) and (LC). On the other hand, if we pick the bottom vertex of G 1 as the basepoint b, then the atom graph of G 1 is not the line-graph of a bipartite graph. (3.6) Many important graph classes are isometrically embeddable into hypercubes. Among them we can mention the graphs of regions of hyperplane arrangements in R d , and, more generally, the tope graphs of oriented matroids [5] , the median graphs (alias 1-skeleta of CAT(0) cube complexes) [2, 14] , the graphs of lopsided sets [4, 15] , and the 1-skeleta of CAT(0) Coxeter zonotopal complexes [13] (for examples of 1 -graphs see the book [8] and the survey [2] ).
