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Three-dimensional microwave waveguide cavities are essential tools for many cavity quantum
electrodynamics experiments. However, the need to control quantum emitters with dc magnetic
fields inside the cavity often limits such experiments to normal-conducting cavities with relatively
low quality factors of about 104. Similarly, controlling quantum emitters with dc electric fields in
normal- and superconducting waveguide cavities has so far been difficult, because the insertion of
dc electrodes has strongly limited the quality factor. Here, we present a method to apply dc electric
fields within a superconducting waveguide cavity, which is based on the insertion of dc electrodes
at the nodes of the microwave electric field. Moreover, we present a method to apply dc magnetic
fields within the same cavity by trapping the magnetic flux in holes positioned in facing walls of the
cavity. We demonstrate that the TE301 mode of such a superconducting, rectangular cavity made
from niobium maintains a high internal quality factor of Qint ∼ 1.7 · 106 at the few photon level and
a base temperature of 3 K. A cloud of Rydberg atoms coupled to the microwave electric field of the
cavity is used to probe the applied dc electric and magnetic fields via the quadratic Stark effect and
the Zeeman effect, respectively.
I. INTRODUCTION
Three-dimensional (3D) microwave resonators play
an important role in cavity quantum electrodynamics
(QED) [1] and for applications in quantum information
processing [2]. Superconducting Fabry-Perot resonators
with photon lifetimes of 100 milliseconds have been ex-
tensively used in cavity QED experiments with Rydberg
atoms [3]. While their open structure (gap between the
two mirrors) allows the application of dc electric and
magnetic fields within the cavity, the design and fabrica-
tion is considerably more demanding than, e.g., for wave-
guide resonators of rectangular and cylindrical shape.
Such (closed) waveguide cavities have in recent years at-
tracted considerable interest in the context of supercon-
ducting quantum circuits because of increased coherence
times [4, 5] and long single photon lifetimes on the order
of milliseconds [6], which has enabled key experiments in
circuit QED [7–9] and led to new directions in quantum
information processing [10–12]. More recently, the ho-
mogeneous spatial distribution of microwave fields inside
waveguide 3D resonators was exploited to demonstrate
strong coupling between photons and spin ensembles in
nitrogen vacancy centers [13], in a YIG sphere [14] and
in rare-earth-doped crystals [15], which enabled the re-
alization of a hybrid quantum system between supercon-
ducting qubits and magnons [16].
Many quantum emitters that can be coupled to wave-
guide cavities share a common feature: their transition
frequencies can be controlled by either dc magnetic fields
(superconducting qubits and spin ensembles), dc electric
fields (nanomechanical resonators [17] for optomechan-
ics [18]) or both (nitrogen vacancy centers [19] and Ryd-
berg atoms [20]). However, the application of dc mag-
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netic fields in superconducting waveguide cavities is chal-
lenging, since magnetic field lines can not penetrate the
walls of a superconducting cavity due to the Meissner ef-
fect. One solution to this problem is a hybrid cavity [21],
where a copper insert facilitates the penetration of mag-
netic fields, but also reduces the cavity’s quality factor.
The incorporation of dc electric field bias into a super-
conducting 3D cavity is considerably more challenging.
Indeed, each resonator mode has a characteristic distri-
bution of surface currents on the inner walls of the cavity
and a change of this distribution, e.g. by introducing a
hole for an electrode, can alter the resonator mode it-
self. Furthermore, electrodes inserted into a cavity can
cause substantial radiation losses, because they act as
antennas that couple to the microwave field inside the
cavity. Initial attempts to position multiple on-chip dc
bias lines into a rectangular 3D cavity [22] have shown
a large reduction of the cavity’s quality factor down to
about 103. Cohen et al. [23] have recently presented a
method that circumvents the need for intra-cavity elec-
trodes and allows the application of a single dc voltage
bias in a superconducting 3D cavity. In their study they
used two isolated halves of a split, rectangular cavity as
electrodes and achieved a high internal quality factor of
9 · 105 at the single photon level.
Here, we present a method for incorporating dc bias
voltages into a 3D cavity, which is based on the insertion
of dc electrodes at the nodes of the microwave electric
field of a superconducting cavity. We further devise a
way of applying static magnetic fields using two holes
in opposite walls of the cavity, where the magnetic flux
can be trapped when the cavity is cooled down in an
external magnetic field. The combination of both meth-
ods enables the study of quantum emitters coupled to
the microwave electric field of a superconducting cavity
in dc electric and magnetic fields. We demonstrate that
the TE301 mode of a superconducting, rectangular cavity
with two inserted dc electrodes and two holes for mag-
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2netic field application maintains a high internal quality
factor of' 1.7·106 at the few photon level, as measured at
T = 3 K. We prove the robustness of the methods against
imperfections, e.g. limited precision in positioning of the
dc electrodes, with the insertion of a high-purity sapphire
cylinder, which affects the electric and magnetic field dis-
tribution of the cavity mode used, while the quality factor
is unaltered.
II. CAVITY DESIGN AND FIELD
SIMULATIONS
In Fig. 1(a,b), we show one of the two symmetric, rect-
angular cavity halves, which are milled out of high-purity
FIG. 1. (a) Photograph of one half of the rectangular niobium
3D cavity in its copper mounting bracket also used for ther-
malization. Variable insertion depth of the low-microwave-
loss sapphire cylinder on the left into the cavity permits the
tuning of its resonance frequencies. (b) Detail from (a): Inside
the cavity two niobium dc electrodes are mounted at the nodes
of the electric field of the TE301 mode. A 3-mm-diameter
access hole (see text) is centered in the cavity wall. The 1-
mm feedthrough in the upper cavity wall hosts one of two
microwave evanescent couplers. (c,d) The simulated TE301
mode’s electric (c) and magnetic (d) field amplitude distribu-
tion plotted in the plane of the cavity electrodes. Black arrows
indicate the orientation of the microwave field vectors Emw
and Bmw. (e,f) Simulation of the dc electric (e) and mag-
netic (f) fields, Edc and Bdc, in a small region (green dashed
box in (c)) around the cavity center (coordinates xc, yc and
zc relative to the latter). The simulated field vectors (black)
are plotted on top of the relative deviations, ∆Edc/Edc and
∆Bdc/Bdc, of the field magnitudes from the values in the cen-
ter, Edc and Bdc (see text for details). Black circles represent
access holes and blue lines indicate the region, where field
distributions are probed by Rydberg atoms (see text).
(RRR = 300) niobium, aligned with stainless steel posts
mounted in the cavity walls and fixed to each other by
a set of stainless steel screws. The cavity dimensions
(Lx × Ly × Lz ' 25.6 mm × 7 mm × 14 mm) deter-
mine the resonance spectrum with the lowest frequency
transverse electric modes TE101, TE201 and TE301. Two
cylindrical dc electrodes with a diameter of 0.5 mm are
inserted at the electric field nodes of the TE301 mode and
allow the application of dc electric fields inside the cavity.
Each dc electrode is formed by a microwave coaxial ca-
ble, the stripped center conductor of which enters the
cavity, while an additional length of coaxial cable (about
30 mm) is clamped with a copper plate outside the cavity
for thermalization. Two 3-mm-diameter access holes, one
in each cavity half, are used to trap dc magnetic fields and
allow Rydberg atoms to enter and exit the cavity. Ad-
ditionally, the cavity features a 2.3-mm-diameter hole on
the left side, through which we insert a 1.9-mm-diameter
cylinder of either low-microwave-loss sapphire (shown)
or superconducting niobium, with a variable depth set
by a translation stage. Two microwave evanescent cou-
plers (retracted in the holes used as a feedthrough, see
Fig. 1(b)), symmetrically coupled to the cavity, are used
to inject microwave radiation into and extract it from the
cavity in transmission measurements.
At the electric field nodes the TE301 mode is compli-
ant with conducting boundary conditions imposed by the
dc electrodes mounted in the cavity. As a consequence
we expect a minimal perturbation of the mode’s field
distribution. To confirm this expectation, we perform
finite-element simulations [24] of the cavity fields with a
sapphire rod inserted up to a depth of δxS = 2 mm (dis-
tance between the tip of the sapphire and wall) into the
cavity. The simulated electric and magnetic field ampli-
tude distributions plotted in the plane of the electrodes
(see Figure 1(c,d)) closely resemble the ideal distribu-
tions, e.g. Emw = | sin(3pix/Lx) sin(piz/Lz)| for the elec-
tric field. A quantitative comparison between the sim-
ulated and the ideal field distributions shows that the
introduction of the sapphire cylinder, access holes and,
most importantly, dc electrodes cause less than ' 8 %
relative deviations in the electric and magnetic field am-
plitudes at all positions separated by more than 2 mm
from the listed perturbing objects.
We then study spatial distributions of applied dc
electric and magnetic fields by finite element simula-
tions [25] in a small region around the cavity center (see
Fig. 1(e,f)). The electric field is simulated with poten-
tial differences V1 = −1 V and V2 = 1 V of the first
and second cavity electrode to the cavity, respectively.
It is oriented in x-direction and reasonably homogeneous
with less than 10 % averaged modulus of relative devia-
tion of the field magnitude from the value in the cavity
center Edc = 0.95 V/cm. Realistic simulations of mag-
netic fields in the presence of type 2 superconductors,
like niobium, are challenging due to vortex trapping [26],
which leads to non-zero magnetic field in the bulk ma-
terial. Here, we consider the worst case scenario for the
3homogeneity of the magnetic field by choosing a perfectly
diamagnetic material for the cavity, which models a type
1 superconductor. Indeed, in this case, all magnetic field
lines enter and leave the cavity through the access holes;
their dilution inside the cavity leads to an inhomogeneous
magnetic field. In an external magnetic field of 10 G
pointing in z-direction, the simulation still predicts an
almost homogeneous magnetic field at the cavity center
with less than ±4 % relative deviation of the field mag-
nitude from the center value Bdc = 4.50 G.
III. LOSSES INDUCED BY DC ELECTRODES
We experimentally investigate the effect of the super-
conducting dc electrodes on the resonator modes. We use
a vector network analyzer to perform transmission mea-
surements on the cavity without frequency tuning cylin-
der in an evacuated dipstick at temperatures between
4.5 K and 5.2 K. We subtract the frequency-dependent
losses of the microwave cables from the transmission spec-
tra of the TE101, TE201 and TE301 modes of the empty
cavity with the access holes and fit the resulting spec-
tra (see black points in Fig. 2(a)) with Lorentzians. We
thereby obtain the resonance frequencies ν1 = 12.08 GHz,
ν2 = 15.86 GHz and ν3 = 20.59 GHz and the cavity
linewidths κ1/(2pi) = 5.1(1) kHz, κ2/(2pi) = 7.6(1) kHz
and κ3/(2pi) = 11.9(1) kHz for the TE101, TE201 and
TE301 mode, respectively. The extracted linewidths cor-
respond to high quality factors between Q3 ∼ 1.7·106 and
Q1 ∼ 2.4·106, which are almost identical with the internal
quality factors (Q3,int ∼ 1.9·106 and Q1,int ' 2.4·106) de-
termined from the insertion losses. We analyze the origin
of the loss rates by performing finite-element simulations,
which indicate that microwave field leakage through the
access holes only causes negligible loss rates of less than
0.3 kHz for the three considered modes. This suggests
that the measured quality factors are limited by losses
in the cavity walls, e.g. residual resistivity and surface
defects.
We investigated transmission spectra of the cavity with
two superconducting dc electrodes, each of which is ter-
minated with a 50-Ω impedance to avoid unwanted re-
flections from the end of the cable. We show two sets of
measurements (green and blue data points in Fig. 2(a)),
in between which we have unmounted and remounted
the dc electrodes, with an estimated positioning accu-
racy of 0.1 mm, to test the reproducibility of the results.
In both datasets all three modes have negligible shifts
in the resonance frequencies (about two per mille) com-
pared to the empty cavity. The cavity linewidths, how-
ever, vary substantially between the datasets, except for
the TE301 mode, which shows a narrow, temperature-
dependent cavity linewidth of κNb,3/(2pi) = 24.8(1) kHz
at 4.5 K and κNb,3/(2pi) = 28.2(2) kHz at 5.2 K in all
datasets. To understand the variation in cavity linewidth
of the TE101 and TE201 modes we perform simulations,
which show that the antenna coupling between the mi-
FIG. 2. (a) Measured S21 transmission spectra of the under-
coupled 3D cavity at a temperature of 4.5 K without (black)
and with the superconducting dc electrodes installed (green,
offset by -30 dB). An additional dataset (blue, offset by -
20 dB) at a temperature of 5.2 K was taken after unmount-
ing and remounting the dc electrodes. Lorentzian fits of the
transmission spectra for the cavity without (red) and with the
dc electrodes mounted (white). Resonance frequencies of the
empty cavity are displayed on the top axis. The green dashed
line indicates that the fundamental mode could not be mea-
sured here. (b) Transmission spectra of the TE301 mode at
4.5 K for the undercoupled 3D cavity with superconducting
niobium (green), silver-plated copper-weld (SPCW, purple)
and stainless steel (gray) dc electrodes. Lorentzian fits are
plotted in white.
crowave field in the cavity and the dc electrodes critically
depends on their relative alignment.
Then, we study the influence of dissipation, which in-
creases the cavity linewidth by an amount that is propor-
tional to the surface of the dc electrodes and the surface
resistivity Rs =
√
µ0ω/σ [27]. The latter depends on
the microwave frequency ω and the electrode conductiv-
ity σ, µ0 is the vacuum permeability. In Fig. 2(b) we
compare transmission spectra of the TE301 mode for the
cavity with 50-Ω-terminated dc electrodes of same di-
mensions made from niobium (Nb, green points), silver-
plated copper weld (SPCW, purple points) and stainless
4steel (SS, gray points). The extracted cavity linewidths,
κNb,3/(2pi) = 24.8(1) kHz, κSPCW,3/(2pi) = 58.2(2) kHz
and κSS,3/(2pi) = 649(3) kHz show that the cavity losses
depend on the conductivity of the electrode material. To
better understand the data we perform simulations, in
which the dissipation on the electrode surface is the only
loss mechanism, and obtain the scaling of the electrode
losses ∆κσ,3/(2pi) = 121(2) kHz/
√
σ/(5.8 · 107 S/m)
with the electrode conductivity for the TE301 mode. As-
suming only dissipative losses we can use the scaling
to convert the measured increase in cavity linewidth,
e.g. ∆κSS,3/(2pi) = (κSS,3 − κ3)/(2pi), to obtain con-
ductivities for stainless steel σSS ' 2.1 · 106 S/m and
silver-plated copper weld σSPCW ' 4.0 · 108 S/m at
T ' 5 K, which are, respectively, compatible with the
literature [28] and a residual resistance ratio of RRR ' 7.
Tuning of the cavity frequency is a useful feature [29,
30] in cavity QED experiments, where the frequency de-
tuning between the emitter and the cavity mode is of
fundamental importance. Here, we implement two ap-
proaches to tune the resonance frequency of the rectan-
gular waveguide cavity: (i) by inserting a low-microwave-
loss sapphire cylinder with dielectric constant r ' 9 (mi-
crowave electric field perpendicular to the c-axis of the
crystal), which increases the effective permittivity of the
cavity and thereby lowers the resonance frequency; (ii)
by inserting a superconducting niobium cylinder, which
reduces the cavity volume and thus increases the reso-
nance frequency. Indeed, the cavity frequency decreases
monotonically (see Figure 3(a)) with increasing insertion
length δxS of the sapphire cylinder into the cavity. The
sapphire insertion leads to a shift in resonance frequency
of up to δν3,S = −230 MHz for δxS = 4.2 mm, while the
cavity linewidth remains unaffected at κ3 = 28(1) kHz.
We conclude from the measurements that the TE301
mode is robust against losses that may arise from antenna
coupling caused by small imperfections in the positioning
of the electrodes with respect to the field distribution. In
Fig. 3(b), we present a room temperature measurement
of the shift in resonance frequency δν3 as a function of
the niobium insertion length δxN, which shows a positive
frequency shift that saturates at δxN = 1.55 mm with
a maximal shift of δν3,N = 54 MHz. For this insertion
length, we have measured the transmission spectrum at
T = 5.2 K (see the inset), which displays a small in-
crease in cavity linewidth, κ3 = 42(2) kHz compared to
the cavity without inserting the niobium rod. We at-
tribute this increased linewidth to small radiation losses
caused by antenna coupling between the niobium rod and
the field in the cavity.
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FIG. 3. Tuning the cavity frequency: (a) Measurements of
shift in resonance frequency δν3 (black data points and left
axis) and cavity linewidth κ3/2pi (blue data points and right
axis) of the TE301 mode at T = 5.2 K versus length δxS of
sapphire cylinder inserted into the cavity. (b) Measurement
of δν3 at T = 300 K versus length δxN of inserted niobium
cylinder. The inset shows the power transmission spectrum of
the TE301 mode at T = 5.2 K for a niobium insertion length
of δxN = 1.55 mm.
IV. PROBING DC ELECTRIC AND
MAGNETIC FIELDS WITH RYDBERG ATOMS
As a demonstration of these techniques, we study Ryd-
berg atoms that are coupled to the microwave electric
field of the cavity in the presence of controlled dc elec-
tric and magnetic fields. Rydberg atoms, which are sent
through the cavity via the access holes, are a sensitive
probe for the applied electric and magnetic fields due
to Stark and Zeeman effects, respectively. In the setup
sketched in Fig. 4(a) (see [31, 32] for details), in each
experimental cycle, we prepare Rydberg atoms, apply a
pulsed microwave tone to the cavity when the atoms are
within the cavity and detect the atoms after they exited
the cavity. A supersonic sample of 4He
∗
atoms in the
metastable triplet state (1s12s1 3S1) travels at a speed of
vz = 900 ± 13 m s−1 in an ultrahigh vacuum, cryogenic
environment at 3 K, where the 3D cavity is mounted be-
tween two pairs of circular electrodes. Between the first
pair of electrodes we employ two-photon excitation (see
level diagram in 4(b)) in a magnetic field of Bexc ' 5 G
using a 500-ns-long laser pulse at wavelength 389 nm and
a continuous-wave laser of wavelength 788 nm to trans-
fer He∗ atoms to the 42s Rydberg state (1s142s1 3S) with
spin and angular momentum projections ms = +1 and
ml = 0, respectively. When the atom cloud arrives at the
cavity center it has an approximate size of ' 1.5 mm in
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FIG. 4. (a) Schematic diagram of the experimental setup (not to scale). Within the cryogenic environment at T = 3 K
(blue dots) the rectangular 3D cavity (gray) is mounted between two pairs of circular electrodes (yellow). The TE301 mode
field amplitude is depicted in red and the embedded electrodes in black. The dc electric and magnetic field vectors, Edc and
Bdc, are indicated in green and cyan, respectively. The black arrow illustrates the magnetic field Bexc at the laser excitation.
Dark-green arrows represent the pulsed field ionization of the Rydberg atoms, which creates ionization electrons detected on
a microchannel plate (MCP). (b) Level diagram for the generation of helium triplet Rydberg states: two-photon excitation to
the 42s ml = 0 state (S = 1, ms = 1) by the blue and red laser. A microwave tone, applied to the cavity drives the atoms
to the 42p states (S = 1, ms = 1) with ml = 1 and ml = −1 at transition frequencies ν1 and ν−1, respectively. (c) Sketch
of the quadratic electric field dependence (Stark effect) of the 42s and 42p levels with indication of the transition frequencies
ν1 and ν−1. (d) Sketch of the linear magnetic field dependence of ν1 and ν−1 in the Paschen-Back regime. Red dashed lines
indicate the region of small magnetic field (regime of anomalous Zeeman effect). (e,f) Measurement of transition frequencies,
ν1(blue data points) and ν−1 (black data points), relative to the field-free transition frequency ν0, as a function of the applied
magnetic (e) and electric field (f). Full red lines are fits of the Zeeman effect in the Paschen-Back regime to the data ((e),
extrapolated with dashed lines) and the quadratic Stark effect (f), which facilitate the calibration between top and bottom axes
in both plots. Green bars indicate the full widths at half maximum of the fitted atomic spectral lines, examples of which are
displayed in (e) for Bdc ' 0 G, Bdc ' 3.1 G and Bdc ' 7.2 G with gray data points and black fits. The measurements in (f)
are conducted in a magnetic field of Bdc ' 9.8 G and with the other electrode at a constant potential of V1 = 0.6V.
both longitudinal and transversal directions, determined
by the laser pulse length, beam waist and the expan-
sion after an 0.5-mm-diameter skimmer. Here, we coher-
ently transfer a fraction of the atoms to the 42p Rydberg
states (1s142p1 3P) in the applied magnetic and electric
fields by injecting a 500-ns-long microwave pulse into the
cavity. We use low microwave powers adjusted to com-
pensate the frequency-dependent resonance curve of the
cavity TE301 mode, which is tuned to ν3 = 20.558 GHz
by the insertion of a niobium cylinder. After leaving the
cavity, the Rydberg atoms are ionized with a pulsed field
at the second pair of electrodes and the resulting elec-
trons are detected on a microchannel plate (MCP). The
signal from the MCP, current-amplified and digitally in-
tegrated over a 70-ns-long time window, creates a signal,
S, which is state-dependent because of different field ion-
ization thresholds for the s- and p-Rydberg states. It thus
results in a spectral line S(ν), when the frequency ν of
the microwave pulse is scanned over an atomic transition
frequency.
6The dc magnetic and electric fields applied in the
cavity, Bdc and Edc, shift the atomic energy levels
through the Zeeman effect (in the Paschen-Back regime)
and the quadratic Stark effect, which are schematically
outlined in Fig. 4(c) and (d), respectively.
The magnetic field is generated by a pair of 60-cm-
diameter Helmholtz coils, aligned with the beam axis
outside of the vacuum system of the experiment, and
then trapped in the access holes during the cooldown of
the cavity below the superconducting transition temper-
ature Tc ' 9.2 K of niobium. We can reset the trapped
magnetic flux and thus the resulting field by heating the
cavity to temperatures a few degrees above Tc, changing
the current in the Helmholtz coils and cooling the cavity
down again to the base temperature of 3 K, an operation
which takes about five minutes in our cryogenic system.
In contrast, the dc electric field is aligned perpendicu-
lar to the atomic beam axis and can be changed rapidly
by applying potentials V1 and V2 to the intra-cavity elec-
trodes. Indeed, electrostatic simulations show that the
total capacitance of the electrode C ' 4 pF is dominated
by the coaxial microwave cable (length ' 30 mm) needed
for thermalization and connection, which leads to a rise
time of ' 0.4 ns (bandwidth ' 800 MHz), when driven
with a voltage source of 50-Ω impedance.
In Fig. 4(e) we study the dependence of atomic transi-
tion frequencies on the applied magnetic field. With com-
pensated stray electric fields using potentials V1 = 0 V
and V2 = 0.4 V at the intra-cavity electrodes we mea-
sure the normalized MCP signal S (gray data points)
as a function of the frequency detuning ν − ν0 between
the drive tone and the (magnetic and electric) field-free
transition frequency ν0 = 20.542 GHz. In zero applied
magnetic field we observe a single transition in the mea-
sured spectral line S(ν− ν0), which is Stark-shifted from
ν0 by ' −2.0 MHz, because of a residual stray electric
field of magnitude Eres ' 100 mV/cm. At magnetic
fields above a threshold of ' 3 G the data clearly dis-
plays two transitions and fits of the spectral lines with a
double Gaussian (black lines) allow the extraction of the
resonance frequencies, ν1 and ν−1 (blue and black data
points), and full widths at half maximum (green bars)
of the transitions to the 42p states with ml = 1 and
ml = −1, respectively. The linear dependence of both
transition frequencies in the applied magnetic field is in
agreement with the Zeeman effect in the Paschen-Back
regime, ν±1 = ν0,±1±µBgLBdc/h, where µB, gL ' 1 and
h are the Bohr magneton, the orbital Lande´ g-factor and
the Planck constant, respectively.
Fitting the Zeeman effect to our data (red lines) we ob-
tain a conversion relation of 5.1(1) G/A between the mag-
netic field inside the cavity and the applied coil current.
The relation agrees within the experimental uncertainty
with the magnetic field per applied current analytically
calculated for the used pair of Helmholtz coils. The fit
also determines the zero-field offsets ν0,1 ' −2.5 MHz
and ν0,−1 ' −0.5 MHz, which have the same order of
magnitude as the fine structure between the different J-
states (maximal splitting 2.9 MHz). The width of the
atomic spectral lines σν ' 3.3(6) MHz is determined by
the inhomogeneous distribution of the residual electric
field and shows no significant dependence on the mag-
netic field strength. This is in agreement with the mag-
netic field simulations shown in Fig. 1(f), where the in-
homogeneity of the magnetic field over the size of the
atom cloud (estimated extension ' 1.5 mm) is less than
one percent, which even for the highest applied magnetic
field would lead to a negligible inhomogeneous broaden-
ing of σν,B ' 0.1 MHz.
In Fig. 4(f) we present measurements of the transition
frequencies, ν1 and ν−1 (blue and black data points),
and the corresponding spectral linewidths (green bars)
as a function of the applied dc electric field in a con-
stant magnetic field of Bdc ' 9.8 G. Here, the off-
set potentials V1,0 = 0.6 V and V2,0 = 0.73 V at the
intra-cavity electrodes minimize the residual stray elec-
tric field to Eres ' 40 mV/cm as extracted from the
Stark shift of ' −0.4 MHz. In this situation we in-
crease only the potential of the second electrode by an
amount ∆V2 (V2 = V2,0+∆V2), which leads to an applied
electric field Edc = β∆V2 with a geometry-dependent
factor β. We fit the shifts on both transition frequen-
cies, ∆ν±1(Edc) = ν±1(Edc) − ν±1(0) with the same
quadratic Stark effect, ∆ν(Edc) = −0.5δα(β∆V2)2, (red
lines), which allows the calibration of the electric fields
indicated at the bottom axis using the calculated differ-
ence in polarizability δα = −444 MHz/(V/cm)2 between
the 42s and 42p Rydberg states. The spatial distribution
of the applied electric field causes a visible broadening
σν,E = (σν(Edc)
2 − σν(0)2)1/2 of the atomic linewidth
σν(Edc), which exceeds the initial linewidth σν(0) by a
factor four for the highest electric fields. In this limit the
inhomogeneous broadening is proportional to the Stark
shift and allows the calculation of the relative field in-
homogeneity σE/Edc = σν,E/(2∆ν(Edc)) = 0.13(1). We
then perform an electric field simulation (similar to the
one shown in Fig. 1(e)) using V1 = 0 V and V2 = 1 V,
which approximates the experimental conditions by ne-
glecting the small stray electric field and the compen-
sation thereof. The experimental results for the pro-
portionality factor β = 0.67(1) cm−1 between electric
field and applied potential and the relative field inhomo-
geneity are both compatible with this simulation, when
the simulated electric field distribution is averaged over
an atomic cloud of transversal diameter 1.1 mm that is
slightly smaller than previously estimated and offset from
the cavity center by 0.7 mm in x-direction.
The presented measurements clearly show that dc elec-
tric and magnetic fields can be applied simultaneously
in the center of the superconducting cavity facilitating
the efficient control of the transition frequencies in Ryd-
berg atoms, while maintaining a high cavity quality fac-
tor. The effect of dc electric fields on superconduct-
ing waveguide cavities was studied in [23], where elec-
tric fields of a few kV/cm were shown to have no im-
pact on the quality factor. A trapped magnetic field,
7Btrap, in the bulk material of the niobium cavity is ex-
pected to increase the surface resistivity by an amount
Rres = 2.2 nΩ/µT ·Btrap
√
ν/GHz (see [26]) and thereby
limit the quality factor. For the presented cavity we es-
timate a quality factor limited to 106 for a trapped mag-
netic field of ' 20 mT, which is an order of magnitude
higher than the fields applied in our experiments. This
makes the presented niobium cavity suitable for cavity
QED experiments with superconducting qubits, NV cen-
ters [13, 19] and other quantum emitters that can be con-
trolled with magnetic fields below the critical magnetic
field Bc ' 200 mT of niobium.
V. CAVITY QUALITY FACTOR AT THE FEW
PHOTON LEVEL
Cavity QED experiments typically require low pho-
ton numbers in the cavity, where cavity losses can be
enhanced by the presence of unsaturated two-level sys-
tems [33, 34]. To measure the photon number dependence
of the internal losses in the TE301 mode we mount the
cavity, with 50-Ω-terminated superconducting dc elec-
trodes and the sapphire cylinder inserted by 1.6 mm,
into a cryogenic environment at 3 K. We perform trans-
mission measurements with thermalized attenuators and
circulators on the input and output line, respectively,
which provide sufficient thermalization of external black-
body radiation to have only about three thermal photons
populating the cavity on average. The microwave signal
transmitted through the cavity is amplified with a high-
electron-mobility amplifier at 3 K, before it undergoes
further amplification and filtering at room temperature,
followed by heterodyne downconversion using an analog
mixer and digital homodyne downconversion (see [31] for
details). In Fig. 5, we show the dependence of the cavity
linewidth κ3/2pi on the number of injected photons nc,
which is calculated from input-output relations and the
power Pc applied to the cavity. The cavity linewidths are
determined from measurements of the normalized trans-
mission coefficient An as a function of the probe detuning
(ω − ω3)/2pi, which are shown in the inset for the low-
est (nc = 1, black) and the highest (nc = 10
8, blue)
photon numbers. The data clearly shows a very narrow
cavity linewidth of κ3/2pi = 12.4(1) kHz (quality factor
of Q = 1.65(1) · 106), which is independent of the pho-
ton number in the 3D cavity (in agreement with [12]).
The increase in quality factor compared to the previously
shown measurements is due to improved thermalization
of cavity and dc electrodes in the presented setup.
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FIG. 5. Photon number dependence of the cavity linewidth
κ3/2pi at T = 3 K for the TE301 mode. The photon number
nc is calculated from input-output relations and the power Pc
applied to the cavity. The inset shows measurements of the
normalized transmission coefficient An as a function of the
probe detuning (ω − ω3)/2pi for the lowest (nc = 1, black)
and the highest (nc = 10
8, blue) photon numbers populating
the cavity. For better visibility only one Lorentzian fit (light
blue) is shown. The red dashed line indicates the number of
thermal photons in the cavity.
VI. CONCLUSIONS AND OUTLOOK
We conclude that the TE301 mode of the superconduct-
ing cavity with holes for magnetic field access, electrodes
for dc voltage bias and an inserted sapphire cylinder for
resonance frequency tuning is able to maintain internal
quality factors up to Qint ' 1.7 · 106 at the few photon
level, when it is thermalized at a temperature of 3 K.
The measurements presented in this article show the
feasibility of applying magnetic and electric field bias
in superconducting cavities without compromising their
quality factor at the few photon level. We believe that
the presented results will be useful for cavity QED ex-
periments with Rydberg atoms, superconducting qubits,
NV-centers and opto-mechanical systems using 3D cavi-
ties. As one application, we have demonstrated the pre-
cise control of atomic transition frequencies in Rydberg
atoms. We stress that the methods introduced here can
most likely be adapted to apply magnetic and, more im-
portantly, electric fields inside other three-dimensional
cavity geometries, like for instance, cylindrical cavities.
The simulated bandwidth (' 800 MHz) for signals on
the dc electrodes could also allow the manipulation of
quantum systems with radio-frequency signals, such as
e.g. Rydberg Stark deceleration and trapping [35] and
ion trapping [36]. Last but not least, we believe that the
system can be adjusted to apply more complex electric
and magnetic field configurations, since there is no ob-
vious reason that prevents the insertion of multiple dc
electrodes at the microwave electric field nodes and the
8use of multiple access holes in a superconducting cavity
with quality factors of about one million.
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