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Abstract 
In this paper, we study the concurrent behaviors of timers with arbitrary delays. Timers 
are modeled as synchronized products of automata, and we investigate formal languages 
satisfying constraints on the delays of each timer. Under very general assumptions, we prove 
that the concurrent behavior of two timers is rational. We give explicit automata to recognize 
these languages, which can be used as models in the specification and verification of timed 
processes. 
1. Introduction 
Formal descriptions of real-time systems have been extensively investigated in the 
recent years. Researchers have explored several techniques of incorporating timing 
constraints to qualitative models of discrete systems, such as automata or Petri nets. 
Many early techniques are based on introducing discrete time actions - or tick events 
- directly into the model. By treating the timing events at the same level as other 
events in the system, this approach allows the definition of associated formal lan- 
guages in a natural and elegant way. 
However, the necessity of expressing continuous properties of timing constraints 
leads to models allowing for dense time domains [l, 4,6]. In these models, a subset of 
[w” - the possible clock values - is associated to each state of a finite automaton 
describing a process. Transitions in this hybrid system are constrained by both the 
state of the automaton, and particular clock values. When the time constants used to 
define the sets of clock values are rationally related, the infinite transition system 
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admits a finite quotient that recognizes the set of behaviors of the process consistent 
with the timing constraints. 
In these approaches, the models are dependent on timing constants that are 
basically integers. However, in many cases, it is possible to reason about timing 
properties of a process without assigning particular values to timing constants. 
Consider, for example, the following specification of a process where actions A and 
B alternate. “Action B occurs within a delay dI of action A, and two occurrences of 
action A are always separated by a delay greater than dz.” 
A sequence of actions performed over time by this process can be represented by the 
following time line: 
Two timers are simultaneously started at each occurrence of action A. Action 
B must occur before the first timer times out, and another occurrence of action A must 
wait after the B times out. It seems intuitively clear that this process should behave in 
a similar manner if the values of the two delays is the pair (2, 3), or if it is (1, a). 
Indeed if dI < dz, there are only three fundamental states which capture the properties 
of the timed system, and they are characterized by the following relations between the 
timers: (1) Both timers are inactive; (2) Both timers are running; (3) Only the second 
timer is running. 
Considering the possible clocks values, we have the following partition of the states 
which is consistent with the possible behavior of the system. 
In this paper, we investigate problems related to the concurrent behaviors of two 
timers with arbitrary delays. These behaviors are described with the formalism of 
synchronized products [2] where transitions between states of an automaton repres- 
ents simultaneous events of different processes. Given delays dI, d2 for each timer, we 
construct automata that describe all possible sequences of events that can occur. The 
main result is that these automata are always finite, and ‘small’. This is particularly 
interesting for specification and verification purposes, since most of the results 
obtained in the theory of timed automata [l, 5,7] yield decidability only with restrict- 
ive conditions. 
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Fig. 1 An analog timer. 
2. Timers as automata 
A timer is a device for measuring delays between events or actions. Usually, one sets 
the timer to a desired period of time, starts the device while performing a first action 
(“Put egg in boiling water.“), and executes a second action (“Remove egg from boiling 
water.“) when the device has timed out. It is widely accepted that if such a sequence of 
instruction is correctly executed, the delay between the two actions will be at least 
equal to the period of time the timer was set to, independently of the particular 
actions, and of the particular period of time. 
A wide range of devices are used for measuring such delays. However, most of them 
share basic features with the elementary timer of Fig. 1. Since we are not particularly 
interested in the amount of sand, or its flowing rate, we will distinguish only two 
states: Inactive, and Active. When the timer is inactive, we can start it by turning it 
upside down. This event will be denoted S. After a certain amount of time d, the sand 
will stop running. This time out event will be denoted T. The events S and T are 
obvious transitions between the states Inactive and Active. For synchronization 
purposes, we will also consider null events e, that loop on each state. Null events can 
be interpreted as synchronized with external events occurring while the timer is either 
inactive or active. 
Definition 2.1. A timer Ud is given by a delay d E R+, and by the following automaton 
T on the event set C = {S, T, e}. 
The initial state of the automata is Inactive, and the language recognized by the 
automaton is denoted L. Both states are considered to be final. 
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The language Q contains the logical sequences of actions that can be executed, e.g., 
eSeeTeSeT 
The basic intuition about timers is that if an action is synchronized with the start 
event S and if a second action is executed after the time out T, the delay between the 
two actions will be greater than the delay of the timer; and if the second action is 
executed while the timer is running, the delay will be less than the delay of the timer. 
These intuitions are captured by the following definition. 
Definition 2.2. Let y E [L, a stamping of y with respect o a delay d is a function S on the 
set p(y) of prefixes of the sequence y: 
such that the following three axioms hold: 
(AO) S&a) > S(x), where r~ is an event, 
(Al) S(xSe*T) - S(xS) = d, 
(A2) @Se*) - S(xS) < d. 
Closely related to the stamping of a sequence y is the reading of a timer after the 
sequence of events y. The reading of a timer corresponds, in physical terms, to the 
amount of sand in the lowest bulb of the hourglass. When the timer is inactive, the 
reading is arbitrarily set to d. 
A timer is active at the end of a sequence y is of the form xSe*, that is the last 
non-null event of y is an S event. 
Definition 2.3. If y E II and if S is a stamping of y, the reading R,(y) at y is defined by 
if y = xSe* then R,(y) = @Se*) - S(B) 
else R,(y) = d. 
3. Products of timers 
In this section, we will be interested in automata recognizing sequences of actions 
that can be executed with two timers. States will be a pairs of states of T, and events 
will be vectors of the form: 
where ei is a transition in T, and both (TV and e2 are performed ‘simultaneously’. The 
set IL2 of all sequences of such events is the language recognized by the automaton 
U2 of Fig. 2, with initial state (Inactive, Inactive). 
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Fig. 2. The automaton T’. 
If y is a sequence in L2, we denote by pi(y) (respectively p2(y)) the sequence xecuted 
by the first (resp. second) timer. Let D = (d,, d2) represents the delays of the two 
timers, then some sequences in L2 are ‘physically’ impossible. For example, in the 
sequence: 
timer 2 was started after timer 1, and timed out before. Such a sequence of actions is 
possible only if d2 < dl. On the other hand, the sequence: 
is always impossible since it would imply that d2 < dl and dl < d2. Given D = (d,, d2), 
we will be interested in the language iln of possible sequences. 
Definition 3.1. Let D ~([w+)~, and y E 11’. A sequence yE L2 is possible if there exists 
a function S defined on the prefixes p(y) of y: 
such that S is a stamping with respect to di for each component pi(y) of y. Such 
a function will also be called a stamping. The set of possible sequences with respect o 
D is denoted LD. If S is a stamping, then each timer has a reading after pi(y) denoted 
WY). 
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Given D, our goal is to construct an automaton that recognizes [ID. We first prove 
that it is sufficient to recognize sequences that contain only significant events. 
A signijcant event is a vector that contains at least one non-null event. If y E [L’, let 
n,(y) be the sequence obtained by stripping from y all the null events of the form: 
e [I e ’ 
We have the following: 
Proposition 3.2. ye [L, if and only if q(y) E [LD. 
Proof. The only if part is simple since any stamping of y yields a stamping rc,(y). On 
the other hand, we show that if y is a sequence in [LD, it is always possible to add a null 
event e to y. If y is empty, then e can be stamped. Suppose that S is a stamping of y, 
and suppose that y can be factorized as uav. Then the sequence ueav can be stamped 
by extending S with 
S(uea) = a[S(ua) - S(u)] where CI E (0, 1). 
In this case, all three axioms are easily verified. If e is added after the last event of y, 
let m be the minimum of the values (d; - R,ly)) for active timers, m represents the 
minimal delay before one of the active timers times out. We set: 
S(ye) = S(y) + am where CI E (0, 1). 
Axioms A0 and Al are easily verified. The last axiom states that the reading of any 
active timer is less than its delay. Which is a direct consequence of the choice of m. 0 
The next step is to associate to each sequence in 11’ a set of points in R2 that will be 
identified with a state of an automaton recognizing ILD. For y in [L’, we define BY to be 
the set of pairs (Rsl(y), R,,(y)) f or all possible stampings S. The next lemma shows that 
the set B,, can be computed from the sets B, with the help of the three elementary 
operations. 
Let the vector of active timers at y be defined as A, = (6,, 6,) where 6i = 1 if timer 
i is active, else 6i = 0. The set: 
P, = B, + cd, 
is the set of points of the form b + aA, where CI > 0 and bell,. In a sense, this set 
represents possible readings when time ‘passes’ after y. For example, if y is the 
sequence 
S e 
[ I[ 1 e S 
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To obtain Bya, the possible readings at ya, we set to 0 the coordinates of timers 
started in g, and we keep only points that have coordinates di if timer i is inactive after 
ya. These operations are formalized in the following manner: 
If cr is an event, let Proj,(xl, x2) = (xi, x;j where xi = 0 if timer i is started in 0, and 
equal to Xi otherwise, and let T, = I1 x I2 where Ii = [0, di) if timer i is active after y, 
and equal to (di) otherwise. 
Lemma 3.3. B,, = Proj,(P,)nT,,. 
Proof. Let (&,(~a), R,Jyo)) E B,, be a pair of readings at ya, then S is also a stamping 
of y. Setting ~1 = S(yo) - S(y), we have that: 
(&,(Y), R&(Y)) + aA, E p,. 
Let (xi, XL) = Proj,((R,,(y), R,,(y)) + WI,), then if timer i is started in G, we have 
R,(ya) = 0 = xi. If timer i is not started in (T, then Rs,(ya) = R,(y) + M6i = xi. Thus 
(&,(~a), R,,(yo)) is in Proj,(P,). Finally, since S is a stamping, we always have (&,(~a), 
Rs,(Y4) E T,0. 
On the other hand, let (x;, xi) E Proj,(P,)n T,,. Then there exists (x1, x2) E PY such 
that Proj,(xl, x2) = (xi, xi). By construction of P,,, there exists a stamping S and CI > 0 
such that (x1, x2) = (R,,(y), &(y)) + aA,,. We define the following extension of S on 
ya: 
S(Y4 = S(Y) + a 
Then S is a stamping of ya: axiom A0 is immediate since c( > 0. Suppose that timer 
i times out in rr, that is, pi(ya) is of the form xSe*T. We have 
S(xSe*T) - S(XS) = S(xSe*) + u - S(XS) = R,,(y) + CI = xi = X: 
since (x;, X;)E T,, then xi = di because i is inactive after yo. 
Now suppose that timer i is active after both y and ya. Then pi(ya) is of the form 
xSe*e and we have again: 
S(xSe*e) - S(XS) = S(xSe*) + CI - S(XS) = R,;(y) + 12 = Xi = Xi 
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but since (xi, xi) E r,,, xi < di. Finally, if timer i is started in cr, then xi = 0. Thus S is 
a stamping of ya, and we have (xi, XL) = (R,,(yo), &,(~a)) implying (x;, X;)E BYO. 0 
Consider now the automaton UD whose states are the sets B,, with initial state 
{(d,, d,)}, final states non-empty sets, and whose transition function is defined by 
B,.a = B,,. 
Theorem 3.4. The automaton UD recognizes [LD. 
Proof. We must first show that the transition function By* g = B,, is well defined, i.e., 
if B, = B,, then B,, = B,,, for any event G. From Lemma 3.3, it is sufficient to show 
that the set of active timers after ya and y’o are equal, implying that A, = A,, and 
T,, = T,,,. Suppose that timer i is active after ya, if i is started in 0, then timer i is also 
active after y’a; if timer i is not started in (T, then it is active after y, implying that B, 
contains values less than di in its ith component. Since B, = B,,, then timer i must also 
be active after y’. 
To complete the proof, remark that y E [LD if and only if B, # $3, and if y contains 
no event, then B, = {(d,, d2)}. 0 
4. [L, is rational 
Theorem 4.1. Let D = (d,, d2) then the automaton UD isjnite. If dl d dZ, the number of 
states ofUD is at most L8 + 2(d,/d,)J. 
Proof. Suppose that dl I dz, finiteness of UD comes from the fact that there are 
only 10 basic forms for the sets B,. These are either points in R2, or segments parallel 
to the axis, which will be denoted by (a, b) - (c, d) = {(xl, x2) I a -c x1 < c, 
b < x2 < d}. 
First note that for any sequence y, if yo is possible and if 0 is one of the following 
events: 
then the sets B,, are, respectively, ((0, 0)}, {(d,, d,)}, ((0, d,)} and {(d,, O)}. For other 
values of c, Table 1 lists all possible forms for B, and corresponding values for B,,. 
The 8th form is given by (0, d2) - (x, d2): f or any value of X, 0 < x < dl, all these states 
are equivalent since they have the same transition function for all possible events. 
In the last two lines of Table 1, k is an integer 2 0. These sets are not empty if 
kd, < d2. This relation gives a bound on the number of states of UD, which has at most 
(8 + 2n) states, where n is the largest integer smaller than d2/dl. q 
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Table 1 
Values of B,, in terms of B, 
S 
0= [I T fl= e [I e e IT= il e CT= S [i T 
(4, 4) 
(4, &I 
b&,0) 
b&,0) - (4, dt) 
(07 0) 
(0, 4) 
(0, 0) - (4, 0) 
(0, d,) - (.w, d,) 
(0, Ml - C-4 4 
(4, W - G&,4) 
(0, &I 
(0, 4) - (0, 4) 
(0, 0) - (O.d2) 
(0, 0) - (4 4) 
; 
; 
0 
(0, W - 6-k 4) 
(4, 4) 
(4, &I 
(4, 0) - (4, &I 
(4, 4) 
(4, fk + Ud,) - (4, 4) 
0 
(4, 0) 
0 
; 
0 
K&O) - (d,, 0) 
0 
(0, 0) -WI> 0) 
ii 
0 
(dl, 4) 
(di,d,) 
@I.&) 
0 
; 
0 
(0, 4) - (x>&) 
id,> 4) 
5. Conclusions 
This paper shows that when only two timers are involved, it is possible to analyze 
their concurrent behavior with ‘small’ finite automata. It is quite straightforward to 
generalize to n concurrent imers definitions and results up to Section 4 [3]. However, 
rationality results do not hold for higher dimensions without additional constraints 
on delays. 
We are currently studying the result of synchroni~ng timers with other processes. 
In this case, since transitions in the system impose constraints on the possible 
behaviors of the timers, we can obtain rationality results with more than two timers. 
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