The Ramsey properties for Grassmannians over $\mathbb R$, $\mathbb C$ by Bartošová, Dana et al.
ar
X
iv
:1
91
0.
00
31
1v
1 
 [m
ath
.C
O]
  1
 O
ct 
20
19
THE RAMSEY PROPERTIES FOR GRASSMANNIANS OVER R, C
DANA BARTOSˇOVA´, JORDI LOPEZ-ABAD, MARTINO LUPINI, AND BRICE MBOMBO
Abstract. In this note we study and obtain factorization theorems for colorings of matrices
and Grassmannians over R and C, which can be considered metric versions of the Dual Ramsey
Theorem for Boolean matrices and of the Graham-Leeb-Rothschild Theorem for Grassmannians
over a finite field.
Introduction
One of the most powerful principles in Ramsey theory is the dual Ramsey theorem of R. L.
Graham and B. L. Rothschild [9]. It trivially implies the classical Ramsey theorem or the much
more involved Hales-Jewett Theorem. The Dual Ramsey theorem is the particular instance of
the Rota’s conjecture for Grassmannians over the boolean field F2, and it indeed implies the
Rota’s conjecture for an arbitrary finite field, proved by Graham, Leeb and Rothschild (GLR)
in [8]. These statements can be categorized as a structural Ramsey theorem, the Dual Ramsey
as the result for finite Boolean algebras or for finite dimensional vector spaces over the boolean
field F2, and the (GLR) Theorem as its natural generalization to finite dimensional vector spaces
over an arbitrary finite field Fp. In this paper we study the case of the infinite fields F “ R,C
in its metric form: Suppose that we endow the n-dimensional vector space Fn with a norm m.
We can naturally identify each k-dimensional subspace V of Fn with its unit ball BallpV, mq, i.e.,
the centered section of V with the BallpFn, mq “ tv P Fn : mpvq ď 1u. Thus, we can measure the
distance between V and W by computing the Hausdorff distance Λm between the compact and
convex sets BallpV, mq and BallpW, mq. Instead of trying to understand only discrete colorings
c : Grpk,Fnq Ñ r :“ t0, 1, ¨ ¨ ¨ , r ´ 1u we can now work with 1-Lipschitz mappings, called here
compact colorings, c : pGrpk,Fnq,Λmq Ñ pK,dKq into a compact metric space pK,dKq and ask
how the restrictions of c to Grassmannians Grpk, V q that are congruent to Grpk,Fmq look like.
In this context, a reasonable notion of congruence Grpk, V q „m Grpk,W q is that pV, mq and
pW, mq are linearly isometric, or equivalently when there is an affine and symmetric bijection
sending the pV, V 1q-polar of BallpV, mq onto the pW,W 1q-polar of BallpW, mq. Notice that the set-
mapping associated to a linear isometry from V onto W defines a Λm-isometry from Grpk, V q
onto Grpk,W q. The corresponding quotient Grpk,Fnq{ „m is canonically identified with the class
BkpFn, mq of isometric types of k-dimensional subspaces of pFn, mq, a closed subset of the Banach-
Mazur compactum Bk. In this paper we show that for the p-norms }pajqj}p :“ p
ř
j |aj|pq1{p,
if p P r1,8rzp2N ` 4q, and for the sup norm }pajqj}8 :“ maxj |aj | we have that on each
quotient BkpFn, } ¨ }pq there is a compatible “Gromov-Hausdorff”-metric γp, called here extrinsic
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metric, such that for every k,m P N every compact metric space pK,dKq and every ε ą 0
there is a dimension n such that for every compact coloring c : pGrpk,Fnq,Λ}¨}pq Ñ pK,dKq
there is some V P Grpm,Fnq that is } ¨ }p-congruent to Fm and there is a compact coloringpc : pBkpFn, } ¨ }pq, γpq Ñ pK,dKq such that dKppcprW s„mq, cpW qq ď ε for every W P Grpk, V q.
In a similar way, we study factorizations of compact colorings of matrices of two kinds: nˆk-
full rank matrices and n-square matrices of rank k, denoted by Mkn,k and by M
k
n , respectively.
When the field F is finite, we show that for large enough n, for every coloring c :Mkn,k Ñ r there
is some matrix R P Mmn,m in reduced column echelon form and a unique pc : GLpFkq Ñ r such
that cpR ¨ Aq “ pcpredpAqq for every A P Mkm,k, where redpAq is the k-square invertible matrix
such that A ¨ redpAq is in reduced column echelon form. We prove that colorings of Mkn are
factorized in a similar way by, in addition, using the full rank factorization of matrices. We then
analyze the colorings of these matrices over the fields R,C, and we compute the corresponding
Ramsey factors in the metric context for the p-norms.
The proofs for the infinite fields are based on the crucial fact that when m is a norm on
the vector space F8, the space of sequences panqn with finitely many non-zero entries, have
an approximate Ramsey property called steady approximate Ramsey property, then there is a
unique Banach space pE such that E :“ pF8, mq can be linearly isometrically embedded into pE,
BkpEq is dense in Bkp pEq, and such that the group Isop pEq of linear isometries of pE, with its
strong operator topology, is extremely amenable, that is, every continuous action of Isop pEq on
a compact space has a fixed point. The corresponding spaces to the p-norms are the Lebesgue
space Lpr0, 1s if p ă 8, and the Gurarij space for the sup-norm.
The use of tools from topological dynamics on a pure approximate Ramsey problem is not
accidental. The recent Kechris-Pestov-Todorcevic correspondence in its discrete and metric
versions characterizes the extreme amenability of the automorphism groups of Fra¨ısse´ (dis-
crete/metric) structures in terms of the (approximate) Ramsey property of the collection of
finitely generated substructures (see [6, 12, 13]).
The paper is organized as follows. We first study Ramsey properties of matrices over F2 and
then over an arbitrary finite field F. In particular, we provide in Theorem 1.7 another proof
of the Rota’s conjecture as a straightforward consequence of the Dual Ramsey theorem. To
do this, we use basic tools from linear algebra, mainly the reduced column echelon form, that
interestingly corresponds to some surjection being rigid with respect to the antilexicographical
ordering, and that determines the Ramsey property (Proposition 1.9). We finish this section
by introducing in Proposition 1.14 a uniqueness principle for these Ramsey factorizations. The
second section is devoted to the study of Ramsey factorizations of matrices and Grassmannians
over the fields R,C. We introduce the main concepts, namely ε-factors, and the Ramsey factors,
including the extrinsic metrics, for full rank nˆk-matrices, Grassmannians, and nˆn-matrices
of rank k, and we present our main results in Theorem 2.7, Theorem 2.13 and Theorem 2.22,
respectively. The third section is devoted to the proofs of the factorization results exposed in
section two. We recall the steady approximate Ramsey property pSARP`q of a family of finite
dimensional normed spaces and the extreme amenability of a topological group. We explain in
Corollary 3.10 when a normed space of the form E “ pF8, mq has associated a unique Banach
space pE that is Fra¨ısse´, has a group of isometries that is extremely amenable, and how that
gives Ramsey factors. In Subsection 3.1 we analyze these factors and we prove that they are the
ones presented in Section two (Theorem 3.11). We finish with an appendix where we analyze
the special case of the sup-norm, and we give explicit definitions of extrinsic metrics.
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1. The Dual Ramsey Theorem and matrices over finite fields
To keep the notation unified, let F8 be the vector space over F consisting of all eventually
zero sequences panqnPN. Let punqnPN be the unit basis of F8, that is, each un is the sequence
whose only non-zero entry is 1 at the nth-coordinate. In this way we identify Fn with the
subspace xujyjăn of F8, and then F8 with the increasing union of all Fn.
Given α, β P NYt8u, let Mα,βpFq be the collection of αˆβ-matrices with finitely many non-
zero entries. In a similar manner as before, Mα,βpFq “
Ť
nďα,mďβMn,mpFq, increasing union.
Let Mkα,βpFq be the set of all αˆβ-matrices of rank k with entries in F To lighten the notation,
when there is no possible confusion, we will write Mα,β , M
k
α,β ,... to denote Mα,βpFq, Mkα,βpFq,...
There are several equivalent ways to present the dual Ramsey theorem (DRT) of Graham
and Rothschild [9]. Among these, there is a factorization result for Boolean matrices stated
below as Theorem 1.4. Motivated by this, we study Ramsey-theoretical factorization results for
colorings of other classes of matrices. We begin with matrices with entries in a finite field, and
then conclude, in the next section, with matrices over R or C.
It is well known, for example using the Gauss-Jordan elimination method, that an n ˆ m-
matrix A has a unique decomposition A “ redpAq ¨ τpAq where redpAq is in reduced column
echelon form and τpAq is an invertible m ˆm-matrix. We prove that when the field is finite
any finite coloring of matrices over a finite field is determined, in a precise way, by τ . This
can be seen as an extension of the well known result of Graham, Leeb, and Rothschild on
Grassmannians over a finite field [8].
Definition 1.1 (Factors). Let X be a set and r P N. An r-coloring of X is a mapping
c : X Ñ r “ t0, 1 . . . , r´ 1u. A subset Y of X is c-monochromatic if c is constant on Y . We say
that a mapping π : X Ñ K is a factor of c : X Ñ r if there is some rc : K Ñ r such that c “ rc˝π.
Finally, π is a factor of c in Y Ď X if π ↾Y is a factor of c ↾Y . So, Y is c-monochromatic when
the trivial constant map π : X Ñ t0u “ 1 is a factor of c in Y .
We now recall the Dual Ramsey Theorem (DRT) of Graham and Rothschild [9] (see also [14],
[19]). For convenience, we present its formulation in terms of rigid surjections between finite
linear orderings. Given two linear orderings pR,ăRq and pS,ăSq, a surjective map f : R Ñ S
is called a rigid surjection when min f´1ps0q ăR min f´1ps1q for every s0, s1 P S such that
s0 ăS s1. We let EpipR,Sq be the collection of rigid surjections from R to S.
Theorem 1.2 (Graham–Rothschild). For every finite linear orderings R and S such that #R ă
#S and every r P N there exists an integer n ą #S such that, considering n naturally ordered,
every r-coloring of Epipn,Rq has a monochromatic set of the form EpipS,Rq ˝ γ “ tσ ˝ γ :
σ P EpipS,Rqu for some γ P Epipn, Sq.
1.1. Ramsey properties of colorings of Boolean matrices. Perhaps the most common
formulation of the dual Ramsey Theorem of Graham and Rothschild is done in terms of par-
titions. Given k,m, n P N, let Empnq be the set of all partitions of n into m pieces. Given
P P Empnq, let xPyk be the set of all partitions Q of n with k pieces that are coarser than P,
i.e., such that each piece of Q is a union of pieces of P.
Theorem (DRT, partitions version). For every k,m P N and r P N there is n P N such that
every r-coloring of Ekpnq has a monochromatic set of the form xPyk for some P P Empnq.
The following three reformulations of the Dual Ramsey Theorem are structural Ramsey results
for finite Boolean algebras.
Theorem (DRT, Boolean algebras). Let A and B be finite Boolean algebras, and let r P N. Then
there exists a finite Boolean algebra C such that every r-coloring of the set
`
C
A
˘
of isomorphic
copies of A inside C admits a monochromatic set of the form
`
B0
A
˘
for some B0 P
`
C
B
˘
.
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Let A be a finite Boolean algebra. Any a P A is represented as
a “
ł
xPΓa
x,
for a unique set of atoms Γa. So, any linear ordering ă on the sets of atoms AtpAq of A
extends to A by defining a ă b iff minăpΓa△Γbq P Γa. Following [12], we will say that pA,ăq
is a canonically ordered (c.o.) Boolean algebra. Given c.o. Boolean algebras A and B, let
EmbăpA,Bq be the collection of ordering-preserving embeddings from A into B, respectively.
Theorem 1.3 (DRT, canonically ordered Boolean algebras). Given c.o. Boolean algebras A
and B and r P N, there is a c.o. Boolean algebra C such that each r-coloring of EmbăpA, Cq has
a monochromatic set of the form ̺ ˝ EmbăpA,Bq for some ̺ P EmbăpB, Cq.
Suppose that A and B are finite Boolean algebras with k and n atoms, respectively. Any
embedding from A to B has a corresponding representing n ˆ k matrix with entries in t0, 1u.
We call the matrices arising in this fashion Boolean matrices. The set of nˆk Boolean matrices
will be denoted by Mban,k, i.e., the set of n ˆ k matrix with entries in t0, 1u whose columns
(which can be identified with subsets of n) form a k-partition of n. We let Moban,k be the set of
Boolean nˆ k-matrices that correspond to order-preserving embeddings between c.o. Boolean
algebras. These are precisely the set of Boolean matrices whose columns pPiqiPk furthermore
satisfy minPi ă minPi`1 for i ă k ´ 1.
In the following, we identify a permutation σ of k with the associated k ˆ k permutation
matrix. This allows one to identify the group Sk of permutations of k with a group of unitary
matrices. Let π :Mban,k Ñ Sk be the function assigning to a matrix A the unique element πpAq
of Sk such that A “ Aă ¨ πpAq for some (uniquely determined) matrix Aă P Moban,k . Given an
nˆm-matrix A, we let A ¨Mbam,k “ tA ¨ B : B PMbam,ku.
Theorem 1.4 (DRT, Boolean matrices). For every k,m P N and r P N there is n such that for
every c :Mban,k Ñ r there is R PMoban,m such that π is a factor of c in R ¨Mbam,k. That is, the color
of R ¨B depends only on πpBq “ πpR ¨Bq for every B PMbam,k.
Proof. Let C be a c.o. Boolean algebra obtained by applying the Dual Ramsey Theorem for c.o.
Boolean algebras—Theorem 1.3—to the power sets Ppkq, Ppmq canonically ordered as above
by s ă t if and only if minps△tq P s, and to the number of colors rSk . Without loss of generality
we can assume that C is equal to Ppnq for some n P ω, since any c.o. Boolean algebra is of
this form. We claim that such an n satisfies the desired conclusions. Indeed, fix a coloring
c : Mban,k Ñ r. This induces a coloring f : EmbăpPpkq,Ppnqq Ñ rSk as follows. Let γ be an
element of EmbăpPpkq,Ppnqq, and let Aγ P Mban,k be the corresponding representing matrix.
Define then fpγq to be the element pcpAγ ¨σqqσPSk of rSk . By the choice of C “ Ppnq there exists
̺ P EmbăpPpmq,Ppnqq such that f is constant on ̺ ˝ EmbăpPpkq,Ppmqq. Let now rc P rSk be
the constant value of f . It is now easy to see that cpA̺ ¨Bq “ rcpπpBqq for every B PMbam,k. 
1.2. Ramsey properties of colorings of matrices over a finite field. It is natural to
consider Ramsey properties of other classes of matrices over a field F. We are going to see
that for F finite there is a factorization result similar to the DRT for Boolean matrices, that
extends the well known theorem by Graham, Leeb and Rothschild on Grassmannians Grpk, V q,
the family of all k-dimensional subspaces of a vector space V over F. In the following, given a
sequence pxiq in a vector space E, we let xxiy be its linear span inside E.
Theorem 1.5 (Graham-Leeb-Rothschild [8]). Given k,m, r P N there is n P N such that every
r-coloring of Grpk,Fnq has a monochromatic set of the form Grpk,Rq for some R P Grpm,Fnq.
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This result is a particular case of the factorization theorem for injective matrices. Recall that
a p ˆ q-matrix A “ paijq is in reduced row echelon form (RREF) when there is p0 ď p and (a
unique) strictly increasing sequence pjiqiăp0 of integers ă q such that
i) A ¨ uji “ ui for every i ă p0 and
ii) xA ¨ ujyjăji “ xulylăi for every i ă p0.
When A is in RREF and it has rank p, we define IA as the q ˆ p-matrix with entries in t0, 1u,
and whose nonzero entries are in the positions pji, iq (i ă p). For example for the field F5 and
A “
¨
˝ 1 2 0 3 0 10 0 1 4 0 2
0 0 0 0 1 3
˛
‚ we have IA “
¨
˚˚˚
˚˚˚
˚˝
1 0 0
0 0 0
0 1 0
0 0 0
0 0 1
0 0 0
˛
‹‹‹‹‹‹‹‚
(1)
It follows that IA is a right inverse to A, i.e., A ¨ IA “ Idp. A matrix A is in reduced column
echelon form (RCEF) when its transpose At is in RREF. Let En,mpFq, EpFq be the collection of
nˆm-matrices of rank m in RCEF and of full rank matrices in RCEF, respectively.
Definition 1.6. Let τ :Mk8,k Ñ GLpFkq be the mapping that assigns to each A PMk8,kpFq the
unique kˆk-invertible matrix τpAq such that A ¨ τpAq is in RCEF. Let also redcpAq :“ A ¨ τpAq.
Theorem 1.7 (Factorization of colorings of full rank matrices over a finite field). Given k,m, r P
N there is n P N such that for every c :Mkn,kpFq Ñ r there is R P En,mpFq such that τ is a factor
of c in R ¨Mkm,kpFq.
This gives immediately the Graham-Leeb-Rothschild Theorem—Theorem 1.5—as every k-
dimensional subspace of Fn can be represented as the linear span of the columns of a matrix in
RCEF. The proof of Theorem 1.7 is a direct consequence of the DRT and the next propositions.
In the following, we fix an ordering ă on the finite field F such that 0 ă 1 are the first two
elements of F. We let Fk be endowed with the corresponding antilexicographic order ăalex and
we define Φn,k : Epipn,Fkq Ñ Mkn,k as the function assigning to each rigid surjection f the
matrix whose rows are fpjq for every j ă n.
Lemma 1.8. Φn,kpfq is a full rank matrix in RCEF.
Proof. It is clear that Φn,kpfq is a full rank matrix. We prove that it is in RCEF. Let A be the
transpose of Φn,kpfq. For each i P k, let ji :“ mintj ă n : A ¨ uj “ uiu. Then pjiqiăk is strictly
increasing, since f is a rigid surjection, and if j ă ji, then A ¨ uj ăalex ui, by the definition of
ji, and the rigidity of f . Therefore A ¨ uj P xulylăi. Consequently, A is in RREF. 
The next is the key relation between matrices in RREF and rigid surjections that will allow
us to use the dual Ramsey Theorem and prove Theorem 1.7.
Proposition 1.9. For A PMkk,npFq the following are equivalent.
i) A is in RREF.
ii) The linear map TA : F
n Ñ Fk represented by A in the corresponding unit bases is a rigid
surjection and for every i ă k there is a column of A equal to ui.
In particular we have the following.
Corollary 1.10. Suppose that A PMmn,mpFq and B PMkm,kpFq.
a) If A and B are in RCEF (resp. RREF) then A ¨B is also in RCEF (resp. RREF).
b) If A is in RCEF then τpA ¨ Bq “ τpBq. 
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Proof of Proposition 1.9. i)ñii) Suppose that A is in RREF. We will prove that the canonical
linear operator TA : F
n Ñ Fk, TApuiq :“ A ¨ ui for i ă n is a rigid surjection from Fn to Fk
endowed with the antilexicographical order ăalex described before. Let pjiqiăk be the strictly
increasing sequence in n witnessing that A is in RREF. By linearity, TAp0q “ 0. Fix now w P Fk.
Claim 1.10.1. minăalexpTAq´1pwq “ IA ¨ w.
From this, since IA : F
k Ñ Fn is ăalex-increasing, we obtain that TA is a rigid surjection.
Proof of Claim: Applied to the example in (1) and to w “ p1, 2, 3q, it should be clear that the
spread IA ¨ p1, 2, 3q “ p1, 0, 2, 0, 3, 0q of p1, 2, 3q is the ăalex-least element of the preimage of
p1, 2, 3q under TA. We give a detailed proof. Suppose that pvjqjăn “ v¯ “ minăalextv P Fn :
A ¨ v “ wu. Set z “ pzjqj :“ IApwq. We prove by induction on i ă k that vj “ zj for every
j ě jk´i´1. Suppose that i “ 0. Since for every j ą jk´1 one has that zj “ 0, we obtain
that vj “ 0, by ăalex-minimality of v¯. Let pAqk´1 be the pk ´ 1qth-row of A. It follows that
pAqk´1 “ ujk´1 ` y, where y P xujyjąjk´1. Hence,
zjk´1 “ wk´1 “ pAqk´1 ¨ v¯ “ vjk´1.
Suppose that the conclusion holds for i, that is, vj “ zj for every j ě jk´i´1. We will prove
that it also holds for i ` 1. Since v ďalex z, and zj “ 0 for every jk´i1´2 ă j ă jk´i1´1 and
0 ď i1 ď i, we obtain that vj “ 0 for such j’s. Then the pk ´ i ´ 2qnd row of A is of the form
pAqk´i´2 “ ujk´i´2 ` y with y in the span of tuj : j ą jk´i´2, j ‰ jp for all pu. It follows that
zjk´i´2 “ wk´i´2 “ pAqk´i´2 ¨ v¯ “ vjk´i´2. 
ii)ñi) Now suppose that TA is a rigid surjection from Fn to Fk with respect to the antilex-
icographical orderings, and that for every i ă k a column of A is ui. For each i ă k, let ji be
the first such column of A. We prove that pjiqiăk witnesses that A is in RREF, that is:
Claim 1.10.2. TAxujyjăji “ xulylăi for every i ă k.
Proof of Claim: The proof is by induction on i. If i “ 0, then TAxujyjăj0 “ t0u because u0 is the
second element of Fn in the antilex ordering, while the first element is the zero vector. Suppose
the result is true for i, and let us extend it to i` 1. In particular, we know that ji`1 ą ji, and
it is clear that xulylďi Ď TAxujyjďji Ď xujyjăji`1. Suppose towards a contradiction that there
exists j such that ji ă j ă ji`1 and TApujq R xulylďi. Denote by ξ the least such j. Thus,
ui`1 ďalex TApuξq, hence there is some x ďalex uξ such that TApxq “ ui`1. This means, by the
minimality of ξ, that TApuξq “ y`ui`1 with y P xulylďi. We know that y ‰ 0 by the minimality
of ji`1; so ui`1 ăalex y ` ui`1. Hence,
minpTAq´1pui`1q ăalex minpTAq´1py ` ui`1q “ uξ.
So, there is x P xujyjăξ with TApxq “ ui`1, which is impossible by the minimality of ξ.  
Proof of Theorem 1.7. Fix all parameters. We consider Fk and Fm antilexicographically ordered
byăalex (as explained before). Let n be obtained from the linear orderings pFk,ăalexq, pFm,ăalex
q and the number of colors rλ, where λ “ śk´1i“0 ppk ´ piq is the order of the group GLpFkq, by
applying the Dual Ramsey Theorem for rigid surjections (Theorem 1.2). We claim that n
satisfies the desired conclusions. Fix a coloring c : Mkn,kpFq Ñ r. Let c0 : Epipn,Fkq Ñ rGLpF
kq
be the coloring defined by c0pσq :“ pcpΦk,npσq ¨ Γ´1qqΓPGLpFkq for σ P Epipn,Fkq. By the choice
of n, there exists ̺ P Epipn,Fmq such that c0 is constant on EpipFm,Fkq ˝ ̺ with constant valuerc P rGLpFkq. Let R :“ Φn,mp̺q. We claim that R and rc satisfy the conclusion of the statement
in the theorem. It follows from Proposition 1.8 that R P En,mpFq. Now let A P Mkm,kpFq. We
have to prove that cpR ¨ Aq “ rcpτpR ¨ Aqq. First, note that τpR ¨ Aq “ τpAq, because R is in
RCEF. Let B be the transpose of redcpAq (i.e., B is the RREF of the transpose of A), and let
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TB : F
m Ñ Fk be the linear operator defined by B in the corresponding canonical bases. We
know by Proposition 1.9 that TB P EpipFm,Fkq.
Claim 1.10.3. Φn,kpTB ˝ ̺q “ R ¨ redcpAq.
Proof of Claim: Fix j ă m. Then the jth-row pΦn,kpTB ˝ ̺qqj of Φn,kpTB ˝ ̺q is the row vector
TBp̺pjqq. Hence,
pΦn,kpTB ˝ ̺qqj “ TBp̺pjqq “ ppredcpAqqt ¨ ppRqjqtqt “ pRqj ¨ redcpAq “ pR ¨ redcpAqqj . 
So, given Γ P GLkpFq we have that
cpR ¨ Aq “ cpR ¨ redcA ¨ τpAq´1q “ pc0pR ¨ redcAqqpτpAqq “ rcpτpAqq “ rcpτpR ¨ Aqq. 
1.2.1. Square matrices of rank k. We present the Ramsey factorization for finite colorings of
square matrices. Recall that every n ˆ m-matrix A of rank k has a full rank decomposition
A “ B ¨ C where B PMkn,k and C PMkk,m.
Definition 1.11. Given k and n, let τ p2q : Mkn,n Ñ GLpFkq be the mapping uniquely defined
by the relation A “ A0 ¨ τ p2qpAq ¨ At1 for some A0, A1 P En,kpFq.
It is routine to see that τ p2q is well defined.
Theorem 1.12 (Factorization of colorings of square matrices over a finite field). For every
k,m, r P N there is n P N such that for every c : Mkn,npFq Ñ r there are R0, R1 P En,mpFq such
that τ p2q is a factor of c in R0 ¨Mkm,mpFq ¨Rt1.
Proof. Given integers k,m and r, let nFpk,m, rq be the minimal number n such that the
factorization statement in Theorem 1.7 holds for the parameters k,m and r, and now let
n0 :“ nFpk,m, rGLpFkqq, and let n :“ nFpk, n0, rM
k
n0,kpFqq. We claim that n works. Fix any
r-coloring f :Mkn,npFq Ñ r and P P En,n0pFq. We define the coloring c :Mkn,kpFq Ñ rM
k
n0,k
pFq
by
cpAq :“ pfpA ¨ Bt ¨ P tqqBPMk
n0,k
pFq.
The coloring c is well defined because A ¨ Bt ¨ P t has rank k. Let R P En,n0 and c0 : GLpFkq Ñ
r
Mk
n0,k
pFq
be such that cpR ¨Aq “ c0pτpAqq for A PMkn0,kpFq. Define d :Mkn0,kpFq Ñ rGLpF
kq by
dpBq :“ pc0pΓqpBqqΓPGLpFkq.
Let S P En1,mpFq and d0 : GLpFkq Ñ rGLpF
kq be such that dpS ¨ Bq “ d0pτpBqq for every
B P Mkm,kpFq. Set R0 “ R ¨ Q and R1 :“ P ¨ S, where Q P En0,mpFq is arbitrary. Finally, let
g : GLpFkq Ñ r be defined by gpΓq “ d0pΓ0qpΓ1q, where Γ “ Γ0 ¨ Γt1 are arbitrary. Notice that
if Γ “ Γ1 ¨ Γt0, then it follows that
d0pΓ0qpΓ1q “dpS ¨ P0 ¨ Γ0qpΓ1q “ c0pΓ1qpS ¨ P0 ¨ Γ0q “ cpR ¨ P1 ¨ Γ1qpS ¨ P0 ¨ Γ0q “
“fpR ¨ P1 ¨ Γ1 ¨ Γt0 ¨ P t0 ¨ Rt1q “ fpR ¨ P1 ¨ Γ ¨ P t0 ¨Rt1q
where P0 P Em,kpFq and P1 P En0,kpFq are arbitrary. So, g does not depend on the decomposition
Γ “ Γ1 ¨ Γt0. Similarly one proves that gpτ p2qpAqq “ fpR0 ¨ A ¨Rt1q for all A PMkm,mpFq. 
1.2.2. Uniqueness. We see that in a natural way the factors we presented are unique. We
introduce the abstract notion of Ramsey factor in this context.
Definition 1.13. Given µ :Mk8,kpFq Ñ X, X finite, and A Ď
Ť
n,mMn,mpFq, we say that the
couple pµ,Aq is a k-Ramsey factor when
i) µpMk8,kpFqq “ X.
ii) µpR ¨ Aq “ µpAq for every A PMkm,kpFq and every R P AXMmn,mpFq.
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iii) For every m, r P N there is some n P N such that for every r-coloring c of Mkn,kpFq there is
R P AXMmn,mpFq such that µ is a factor of c in R ¨Mkm,kpFq.
We call X the set of colors of µ, denoted by Xµ.
It follows that pτ, Eq is a k-Ramsey factor, and it is the minimal one in the following precise
sense.
Proposition 1.14. Suppose that pµ,Aq, pν,Bq are k-Ramsey factors.
a) #Xµ ě #GLpFkq “
śk´1
j“0pp#Fqk ´ p#Fqjq.
b) If A Ď B, then there is a surjection θ : Xµ Ñ Xν such that µ ˝ θ “ ν.
c) If A “ B, then there is a bijection θ : Xµ Ñ Xν such that µ ˝ θ “ ν.
Proof. a): In fact, we prove that if pµ,Aq satisfies c) of Definition 1.13, then #X ě #GLpFkq “śk´1
j“0pp#Fqk´p#Fqjq. Find n ě k, θ : X Ñ GLpFkq and R P AX such that τpR¨Aq “ θpµpR¨Aqq
for every A P Mkk,kpFq. It is easy to see that τ : R ¨Mkk,kpFq Ñ GLpFkq is surjective, hence θ
is also surjective. b): With same strategy one easily proves b). c): From b) we have that
#Xµ “ #Xν , and θ in b) must be a bijection. 
2. Matrices and Grassmannians over R,C
We present factorization results of compact colorings of matrices and Grassmannians over the
fields F “ R,C. There are several such results, depending on the chosen metric on the objects
we color. These factorizations are approximate, because, as we deal with infinite fields, it is
easily seen that the exact ones are not true; on the other hand, they apply to arbitrary colorings
given by Lipschitz mappings with values in a compact metric space. Given α, β P NY t8u, the
collection of matrices Mα,βpFq can be naturally turned into a metric space by fixing two norms
m and n on Fα and Fβ, respectively, and identifying a matrix A PMα,β with the linear operator
TA : F
β Ñ Fα, TApxq :“ A ¨ x, x as column vector (i.e., a β ˆ 1-matrix). This allows to define
the norm }A}m,n :“ }TA}pFβ ,mq,pFα,nq, and the corresponding distance dm,npA,Bq :“ }A´B}m,n “
}TA ´ TB}pFβ ,mq,pFα,nq. Also, in this way each full rank α ˆ k-matrix A defines a norm νpAq on
F
k, νpAqpxq :“ npA ¨ xq. When m is a norm on F8, by identifying each Fk with xujyjăk, let mk
be the norm on Fk, mkppajqjăkq :“ mp
ř
jăk ajujq. When there is no possible misunderstanding,
we will write dm to denote dmβ ,mα .
Recall that in general, given two normed spaces X “ pV, mq and Y “ pW, nq, LpX,Y q denotes
the space of continuous (equivalently bounded) linear operators from X to Y , that is again a
normed space by considering the norm }T } :“ supxPBallpXq npT pxqq, where BallpXq “ tx P X :
mpxq ď 1u denotes the unit ball of X. Let LkpX,Y q is the set of those operators of rank k. Since
when V is finite dimensional every linear mapping from V to W is automatically continuous,
in this case, we will use also LpV,W q and LkpV,W q, to denote the collection of linear mappings
from V to W , and those of rank k, respectively. By an isometric embedding we mean a linear
mapping T : X Ñ Y such that npT pxqq “ mpxq for every x P X. The space of these operators is
denoted by EmbpX,Y q.
Of particular importance will be the p-norms. Recall that for every 1 ď p ď 8, ℓnp is the
normed space pFn, } ¨ }pq, where }pajqjăn}p :“ p
ř
jăn |aj |pq1{p for p ă 8 and }pajqjăn}8 :“
maxjăn |aj |. Similarly one defines the p-norms on F8, that we denote as ℓ8p :“ pF8, } ¨ }pq, and
their completions are usually denoted by ℓp, for p ă 8 and by c0, when p “ 8.
Roughly speaking, our factorization theorem for full rank matrices (Theorem 2.7) states
that every coloring of such matrices, endowed with the p-metrics for p P r1,`8sz2pN ` 2q is
“approximately determined” by the corresponding ν described above.
Similarly, once a norm m is fixed in Fα, Grpk,Fαq turns into a metric space by considering
a Hausdorff metric, and each k-dimensional subspace V of Fα determines a member of the
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Banach-Mazur compactum Bk, that is, the isometry class τmpV q of all k-dimensional normed
spaces isometric to pV, mq. We prove that when choosing p-norms on each Fn for n large enough,
any coloring of the k-Grassmannians of Fn is approximately determined by τm on some GrpV, kq.
We introduce a more appropriate terminology, in particular we extend the type of colorings to
work with. A metric coloring of a pseudo-metric space M is a 1-Lipschitz map c from M to a
metric space pK,dKq. We will say that c is a K-coloring. Following [13], a continuous coloring
is a metric coloring whose target space is the closed unit interval r0, 1s. A compact coloring is a
metric coloring whose target space is a compact metric space. For a subset X of a metric space
pK,dKq and ε ą 0, the ε-fattening Xε “ tp P K : there is some q P X with dpp, qq ď εu.
The oscillation oscpc ↾ F q of a compact coloring c :M Ñ pK,dKq on a subset F of M is the
supremum of dKpcpyq, cpy1qq where y, y1 range within F . When oscpc ↾ F q ď ε we also say that c
ε-stabilizes on F , or that F is ε-monochromatic for c. A finite coloring of M is a function from
c from M to a finite set X; in the particular case when the target space is a natural number r
(identified with the set t0, 1, . . . , r ´ 1u of its predecessors), we will say that c is an r-coloring.
Given a finite coloring c :M Ñ X and ε ě 0, we say that a subset F of M is ε-monochromatic
for c, or that c ε-stabilizes on F , if there exists some x P X such that F is included in the
ε-neighborhood pc´1pxqqε of c´1pxq. When ε “ 0 we will omit the use of the prefix “0-”.
Definition 2.1 (Approximate factors). Let pM,dM q, pN, dN q and pP, dP q be metric spaces,
ε ą 0, and c : pM,dM q Ñ pN, dN q and π : pM,dM q Ñ pP, dP q be metric colorings, i.e., 1-
Lipschitz maps. We say that π is an ε-approximate factor (or simply ε-factor) of c if there is
some coloring rc : pP, dP q Ñ pN, dN q such that
sup
xPM
dN pcpxq,rcpπpxqqq ď ε.
That is, “up to ε” c “ rc ˝ π. Given M0 Ď M we say that π is an ε-factor of c in M0 if
π ↾M0 : M0 Ñ P is an ε-factor of c ↾ M0, i.e., there is some coloring rc : P Ñ N such that
supxPM0 dN pcpxq,rcpπpxqqq ď ε.
2.1. The statements. Ramsey factors. As discussed above, given norms m, n on Fm and
F
n respectively, we regard Mn,m as a metric space by considering a n ˆ m-matrix A as the
particular representation of a linear operator TA in the unit bases of suitable normed spaces
pFm, mq and pFn, nq, and then by considering the corresponding operator norm.
2.1.1. Full rank matrices. Given a vector space V , let NV be the set of all norms on V , endowed
with the topology of pointwise convergence. When dim V ă 8, a compatible metric on NV is
ωpm, nq :“ logmaxt}Id}pV,mq,pV,nq, }Id}pV,nq,pV,mqu,
that will be called the intrinsic metric on NV . It is easy to see that the metric space pNV , ωq has
the Heine-Borel property, that is, every closed and bounded set of it is compact. In particular,
each closed ω-ball is compact. Given a normed space E “ pW, } ¨ }q, let NV pEq be the collection
of norms m on V such that there exists a linear isometry T : pV, mq Ñ E. In general, NV pEq is
not closed in NV , although in some natural cases is. We will write Nα to denote NFα
Definition 2.2. Suppose that V is finite dimensional, E “ pW, } ¨ }q a normed space. Let
νV,E : L
dimV pV,W q Ñ NV pEq
be the mapping that assigns to a 1-1 linear mapping T : V Ñ W the norm νV,EpT q on V ,
defined by pνV,EpT qqpxq :“ }T pxq}, that is, the norm on V that makes T an isometric em-
bedding. With a slight abuse of notation, we also write νk,pFα,}¨}q to denote the mapping
A P Mkα,k ÞÑ νFk,pFα,}¨}qpTAq that assigns to a such matrix A the norm defined for each x P Fk
by pνk,EpAqqpxq :“ }A ¨ x}.
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Given a finite dimensional normed space X “ pX, } ¨ }Xq and a normed space E “ pV, } ¨ }Eq,
we define on NXpEq ˆNXpEq the E-extrinsic function
BX,Epm, nq :“ inft}T ´ U}X,E : T P EmbppX, mq, Eq, U P EmbppX, nq, Equ.
So, BX,Epm, nq computes the minimal distance dX,EpT,Uq between possible representations of m
and n, νX,EpT q “ m, νX,EpUq “ n. In general BX,E is not a compatible metric. Note that BX,E
is a metric when BX,E satisfies the triangle inequality. The following is easy to prove.
Proposition 2.3. If BX,E is compatible, νX,E : pLdimXpX,Eq, dX,Eq Ñ pNXpEq, BX,Eq is 1-
Lipschitz. 
Recall that given a linear operator T : X Ñ Y between normed spaces X and Y ,
}T } “ mintλ ě 0 : T pBallpXqq Ď λ ¨ BallpY qu,
and when X is finite dimensional, let
}T´1} “ mintλ ě 0 : BallpT pXqq Ď λ ¨ T pBallpXqqu.
When T is 1-1, }T´1} “ }U}, where U : TX Ñ X is the inverse operator of T . Given
α, β P N Y t8u, and a norm m P N8, let Mkα,βpm;λq be the collection of matrices in Mkα,β such
that the corresponding linear operator TA : pFβ, mq Ñ pFα, mq satisfies that }TA}, }T´1A } ď λ.
λ´1BallpImTAq Ď TApBallpF8, mqq Ď λBallpF8, mq.
Let alsoMkα,kpm;ăλq “
Ť
1ďµăλM
k
α,kpm, µq, that is, the matrices A PMkα,k such }TA}, }T´1A } ă λ.
Notice that the boundary Mkα,kpm; 1q is the collection of matrices A defining isometric embed-
dings TA : pFk, mq Ñ pF8, mq, and it will be denoted by Eα,kpmq, and Epmq :“
Ť
něm En,mpmq. The
following is easy to prove, and highlights the interest of this collection.
Proposition 2.4. Let R PMmα,m.
a) The multiplication by R operator µA : pMkm,k, dmq Ñ pMkα,k, dmq, A ÞÑ µRpAq :“ R ¨A defines
an isometry if and only if R P Eα,mpmq.
b) If R PMα,mpmq, then νk,pFα,mq ˝ µR “ νk,pFm,mq. 
Proof. a): Suppose that X is a normed space of finite dimension k, Y,Z normed spaces and
suppose that T P LpY,Zq is such that the composition operator U P LkpX,Y q ÞÑ T ˝U P LpX,Zq
is an isometry with respect to the norm metrics. Let us prove that T must be an isometry.
Fix a non-zero vector y P Y . Let pxjqjăk be an Auerbach basis of X, i.e., a basis consisting
of normalized vectors such that its biorthogonal sequence px˚j qjăk is also normalized (see [5,
Chapter 4, Theorem 13]). Let pyjqjăk be a linearly independent sequence in Y with y0 “ y.
For each n ě 1, let Tnpxq “ x˚0pxqy ` p1{nq
řk´1
j“1 x
˚
j pxqyj . It is clear that Tn, p1{nqTn are
1´ 1. Then, }U ˝ Tn ´ U ˝ p1{nq ¨ Tn} ´ }U ˝ Tn} Ñn 0, and }U ˝ Tn ´ U ˝ p1{nq ¨ Tn} ´ }Tn} “
}Tn´p1{nq ¨Tn}´}Tn} Ñn 0, hence }U ˝Tn}´}Tn} Ñn 0. It follows that }Tn} Ñn }x˚0}˚}y} and
similarly }U ˝ Tn} Ñn }x˚0}˚}Upyq}. Since }x˚0}˚ “ 1, we obtain }Upyq} “ }y}. b) is trivial. 
Given a normed space E “ pF8, } ¨ }Eq, let NkpE;λq (NkpE;ăλq) be the closed (resp. open)
ball of NkpEq with respect to the intrinsic metric ω centered on the norm } ¨ }E in Fk and with
radius λ, i.e., NkpE;λq “ tn P NkpEq : ωpn, } ¨ }E ↾ xujyjăkq ď log λu, similarly for NkpE;ăλq.
Proposition 2.5. a) NkpE;λq “ νk,EpMkα,kp} ¨ }E;λqq and NkpE;ăλq “ νk,EpMkα,kp} ¨ }E ;ăλqq.
b) If BX,E and ω are uniformly equivalent on ω-bounded subsets of NXpEq, then every ω-bounded
set is BX,E-totally bounded, thus, the BpFk,mq,E-completion of NkpE;λq and NkpE;ă λq are
compact.
Proof. b): Suppose that A Ď NXpEq is ω-bounded. Since pNX , ωq has the Heine-Borel property,
A is ω-totally bounded. BX,E is uniformly equivalent to ω onA, soA is BX,E-totally bounded. 
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Definition 2.6 (Ramsey factors for full-rank matrices). Let m be a metric on F8, set Eα :“
pFα, mq for every α ď 8. We say that m produces Ramsey factors for colorings of full rank
matrices, when
i) BEk ,E8 is a compatible metric on NkpE8q uniformly equivalent to ω on ω-bounded sets.
ii) Given k,m P N, ε ą 0, λ ą 1 and a compact metric space pK,dKq there is n P N such
that for every K-coloring c of pMkn,kpm;λq, dmq there is R P En,mpmq such that the restriction
νFk,E8 : M
k
8,kpm;ăλq Ñ NkpE8;ăλq is an ε-factor of c in R ¨Mkm,kpm;ăλq; that is, there
is a coloring rc : pNkpE8;ăλq, BEm,E8q Ñ pK,dKq such that dKpcpR ¨ Aq,rcpνppAqqq ď ε for
every A PMkm,kpm;ăλq.
Theorem 2.7 (p-Factorization of colorings of full rank matrices over R, C). For 1 ď p ď 8,
p R 2N` 4, the p-norm } ¨ }p P N8 produces Ramsey factors for colorings of full rank matrices.
2.1.2. Grassmannians. Given a normed space E “ pV, } ¨ }Eq the k-Grassmannian Grpk, V q of
V is naturally a topological space, as it can be identified with the corresponding topological
quotient of Ek by the relation pxjqjăk „ pyjqjăk iff xxjyjăk “ xyjyjăk. If in addition E is
separable, this turns Grpk,Eq :“ Grpk, V q into a polish space. A natural compatible metric
is the gap (or opening) metric (see [11]), Λk,EpU,W q defined as the Hausdorff distance, with
respect to the norm metric in E, between the unit balls BallpU, mq and BallpW, mq, that is,
Λk,EpU,W q :“ maxt max
uPBallpU,}¨}Eq
min
wPBallpW,}¨}Eq
}u´ w}E , max
wPBallpW,}¨}Eq
min
uPBallpU,}¨}Eq
}w ´ u}Eu.
Let GLpV qy NV be the canonical action p∆ ¨ mqpvq :“ mp∆´1pxqq for every x P V . Notice that
the intrinsic metric ω is invariant under this action. Let BV :“ NV {{GLpV q be the quotient
space. Since ω is invariant under the action and NV has the Heine-Borel property, so is BV
with its quotient metric. Observe that given a norm m on V of dimension k there is a linear
transformation ∆ such that p∆pujqqjăk is an Auerbach basis of pV, mq, i.e., a normalized sequence
such that mpřjăk aj∆pujqq ě maxjăk |aj | for every sequence of scalars pajqjăk. This implies
that given two norms m, n P NV there is a linear transformation ∆ such that ωp∆ ¨ m, nq ď log k,
and consequently the diameter of BV is at most log k, hence it is compact, called the Banach-
Mazur compactum. The quotient metric corresponding to ω is 2-Lipschitz equivalent to the
well-known Banach-Mazur metric
dBMpm, nq :“ log inf
∆PGLpV q
}∆}pV,mq,pV,nq ¨ }∆´1}pV,nq,pV,mq.
Let BV pEq denote the Banach-Mazur classes corresponding to norms in NV pEq, or, in other
words, the isometric types of finite dimensional subspaces of E of the same dimension than V .
We write Bk, BkpEq and Grpk,Eq to denote BFk , BFkpEq and Grpk, V q, respectively.
Definition 2.8. Let τk,E : Grpk,Eq Ñ BkpEq be the mapping that assigns to each k-dimensional
normed subspace W of E the isometric type of pW, } ¨ }Eq.
In other words, for W P Grpk,Eq, τk,EpW q “ rνk,EpT qsBM for some 1-1 linear function
T : Fk ÑW such that ImT “W . We define the E-Kadets mapping γk,E on BkpEq ˆBkpEq by
γk,Eprms, rnsq :“ inftΛk,EpU,W q : U,W P Grpk,Eq, pU, } ¨ }Eq ” pFk, mq, pW, } ¨ }Eq ” pFk, nqu.
Definition 2.9. γk,E is the E-Kadets metric when it is a compatible metric on BkpEq.
In the literature the Kadets metric γ corresponds to the metric γCr0,1s for Grassmannians of
the universal space of continuous functions on the unit interval Cr0, 1s (see [11]).
Proposition 2.10. If γk,E is Kadets, τk,E : pGrpk,Eq,ΛEq Ñ pBkpEq, γk,Eq is 1-Lipschitz. 
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Given E “ pFα, mq, we write Grmpk,Fαq to denote the set of k-dimensional subspaces W of
F
α so that pW, mq is isometric to pFk, mq, i.e., τk,EpW q “ rm ↾ xujyjăks. The next explains the
interest of Grmpk,Fαq and it is proved similarly to Proposition 2.4.
Proposition 2.11. Fix k ď m and W P Grpm,Eq.
a) An invertible linear operator θ : W Ñ Fm defines an isometry Θ : pGrpk,W q,Λk,Eq Ñ
pGrpk,Fmq,Λk,Eq, V ÞÑ θpV q, if and only if θ : pW, mq Ñ pFm, mq is an isometry.
b) τk,pW,mq “ τk,E ↾ Grpk,W q.
Definition 2.12 (Ramsey factors for Grassmannians). A norm m on F8, E “ pF8, mq, produces
Ramsey factors for colorings of Grassmannians when
i) γk,E is a compatible metric.
ii) For every k P N, ε ą 0, and every compact metric pK,dKq there is n such that for every
c : pGrpk,Fnq,Λk,Eq Ñ pK,dKq there is V P Grmpm,Fnq such that τk,E is an ε-factor of c in
Grpk, V q.
Theorem 2.13 (Factorization of Grassmannians over R, C). For 1 ď p ď 8, p R 2N ` 4, the
p-norm } ¨ }p P N8 produces Ramsey factors for colorings of Grassmannians.
Geometrically, the previous result states that restrictions of compact colorings of Grassman-
nians depend on shapes of their unit balls. The following statement can be considered as a
version of the Graham-Leeb-Rothschild Theorem for the fields R,C.
Corollary 2.14 (Graham-Leeb-Rothschild for R, C). For every 1 ď p ď 8, p R 2N ` 4, every
k,m P N, every ε ą 0 and every compact metric space pK,dKq there is n such that every coloring
c : pGrpk,Fnq,Λk,ℓ8p q Ñ pK,dKq ε-stabilizes on Grpk,W q for some W P Grpm,Fnq.
Proof. This is direct consequence of Theorem 2.13 and the facts that for large r the space ℓrp
contains almost isometric copies of ℓm2 and that Bkpℓm2 q consists of a point. 
Remark 2.15. Recall that Dvoretzky’s Theorem asserts that any finite-dimensional normed
space X of dimension r contains almost isometric copies of ℓm2 with m proportional to logprq
(see [1, Theorem 12.3.6]). This means that Corollary 2.14 remains true for every norm m on F8.
2.1.3. Square matrices. Given a vector space V , let V ˚ be its (algebraic) dual, the vector space
of linear functions f : V Ñ F; if in addition X “ pV, mq is a normed space, X˚ will denote the
(normed) dual space LpX, pF, | ¨ |qq, that is, the vector space of continuous linear functionals
f : V Ñ F endowed with the dual norm m˚pfq :“ sup
mpxqď1 |fpxq|. Let GLpV q y NV ˚ be
the canonical action p∆ ¨ nqpfq :“ np∆˚pfqq for f P V ˚. Observe that the dual mapping
¨˚ : pNV , ωq Ñ pNV ˚ , ωq is a GLpV q-equivariant isometry, that is, given m P NV , p∆¨mq˚ “ ∆¨m˚.
Let GLpV q y NV ˆNV ˚ be the action ∆ ¨ pm, nq :“ p∆ ¨ m,∆ ¨ nq and let DV be the quotient
space pNV ˆNV ˚q{{GLpV q. With the compatible metric ω2ppm, nq, pp, qqq :“ ωpm, pq`ωpn, qq the
product NV ˆNV ˚ has the Heine-Borel property, so with the corresponding quotient metric rω2,
DV also has this property. Given a normed space E, let DV pEq :“ pNV pEqˆNV ˚pEqq{{GLpV q.
Its orbits will be denoted by rms “ rpm0, m1qs. In the next E :“ pFα, } ¨ }Eq and Dk, DkpEq
denote DFk and DFkpEq, respectively.
Definition 2.16. Let ν2k,E :M
k
α Ñ DkpEq be the function that assigns to an α-squared matrix
A of rank k, the class GLpFkq-orbit of the pair pνppBq, νppCqq for B,C PMkα,k with A “ B ¨C˚.
The fact that ν2k,E is well defined follows from the full-rank factorization of matrices.
Proposition 2.17. rpνFk,EpT0q, νpFkq˚,EpT1qqs “ tpνFk,EpU0q, νpFkq˚,EpU1qq : U0 ˝U˚1 “ T0 ˝T ˚1 u.
Proof. If U0, U1 : F
k Ñ E are linear operators of rank k then T0 ˝ T ˚1 “ U0 ˝ U˚1 if and only if
there is some ∆ P GLpFkq such that U0 “ T0 ˝∆´1 and U1 “ T1 ˝∆˚. 
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We define on DkpEq ˆDkpEq the function dk,E
dk,Eprms, rnsqq :“ inf
T,U
}T ´ U}E˚,E
where the infimum is over bounded linear mappings T,U : E˚ Ñ E of rank k admitting
decompositions T “ T0 ˝T ˚1 and U “ U0 ˝U˚1 with T0, U0 : Fk Ñ E and T1, U1 : Fk Ñ E of rank
k for j “ 0, 1 and such that pνFk,EpT0q, νpFkq˚,EpT1qq P rms and pνFk,EpU0q, νpFkq˚,EpU1qq P rns.
In the previous, we are identifying canonically pFkq˚ with Fk. The following is easy to prove.
Proposition 2.18. If dk,E is compatible, ν
2
k,E : pMkα , dE˚,Eq Ñ pDkpEq, dk,Eq is 1-Lipschitz. 
Given a norm m P NFα, let Mkαpm;λq be the collection of A P Mkα such that }TA}, }T´1A } ď λ.
The next has a similar proof to that of Proposition 2.4, so we leave the details to the reader.
Proposition 2.19. Let L PMkα,m and R PMkm,α.
a) The multiplication by L and R function µL,R : pMkm, dE˚,Eq Ñ pMkα , dE˚,Eq, A P Mkm ÞÑ
µL,RpAq :“ L ¨A ¨R PMkα is an isometry if and only if L,R˚ P Eα,mp} ¨ }Eq.
b) If L,R˚ P En,mp} ¨ }Eq, then ν2k,pFα,}¨}Eq ˝ µL,R “ ν2k,pFm,}¨}Eq. 
Given λ ě 1, let Dkpλq :“ trpm, nqs P Dk : ωpm˚, nq ď λu, Dkpăλq :“ trpm, nqs P Dk :
ωpm˚, nq ă λu, and let DkpE;λq :“ Dkpλq XDkpEq, and DkpE;ăλq :“ Dkpăλq XDkpEq.
Proposition 2.20. a) Dkpλq and Dkpăλq are well defined.
b) Dkpλq is compact.
c) DkpE;λq “ ν2k,EpMkαp} ¨ }E;λqq and DkpE;ăλq “ ν2k,EpMkαp} ¨ }E;ăλqq.
Proof. a) follows from the fact that given ∆ P GLpFkq, ωpp∆ ¨ mq˚,∆ ¨ nq “ ωp∆ ¨ m˚,∆ ¨ nq “
ωpm˚, nq. b): It is clear that Dkpλq is closed, so by the Heine-Borel property of pDk, rω2q, we just
have to prove that Dkpλq is rω2-bounded: Fix rpm, nqs, rpp, qqs P Dkpλq, let ∆ P GLpFkq be such
that ωp∆ ¨m, pq ď λ. Then it follows that ωp∆ ¨n, qq ď ωp∆ ¨n,∆ ¨m˚q`ωp∆ ¨m˚, p˚q`ωpp˚, qq ď
2λ` k. c) will be proved in Lemma 3.12. 
Definition 2.21. A norm m on F8 produces Ramsey factors for colorings of square matrices if
i) dk,E8 is a compatible metric on DkpEq uniformly equivalent to ω2 on ω2-bounded sets.
ii) Given k,m P N, real numbers ε ą 0, λ ě 1, and a compact metric space pK,dKq, there
is n P N such that for every coloring c : pMknpm;λq, dE˚8,E8q Ñ pK,dKq there are R0, R1 P
En,mpmq such that the restriction ν2k,E8 : Mk8pm;ăλq Ñ DkpE8;ăλq is an ε-factor of c in
R0 ¨Mkmpm,ăλq ¨R˚1 .
Theorem 2.22 (Factorization of colorings of square matrices over R, C). For 1 ď p ď 8,
p R 2N ` 4, the p- norm } ¨ }p P N8 produces Ramsey factors for colorings of square matrices.
2.1.4. Uniqueness. We see now how when the metric on matrices/Grassmannians is fixed there
are not so many options of being a Ramsey factor. Suppose that m P N8, k P N and λ ą 1.
A pk, m, λq-Ramsey factor is a pair pµ,Aq where µ : pMk8,kpm;ăλq, dmq Ñ pKµ, dµq is a coloring
(i.e., 1-Lipschitz mapping) to a compact metric space pKµ, dµq, A Ď Epmq, and
i) The image of µ is dense in Kµ.
ii) µpRAq “ µpAq for every R P AXMmn,m and A PMkm,kpm;λq.
iii) For every m, ε ą 0 and every compact metric pL, dLq there is n P N such that if c :
pMkn,kpm;λq, dmq Ñ pL, dLq is a coloring then there is some R P A such that the restriction
µ : R ¨Mkm,kpm;ăλq Ñ pKµ, dµq is an ε-factor of c in R ¨Mkm,kpm;ăλq.
Suppose that m produces Ramsey factors for full rank matrices and set Eα :“ pFα, mq for α ď 8.
We have that νFk,E8pMk8,kpm;ăλqq “ NkpE;ăλq is BEk,E8-totally bounded: This is because
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BEk,E8 and ω are, by hypothesis, uniformly equivalent to ω on NkpE;ăλq, and this set is ω-
totally bounded because is a ω-bounded set of Nk. This implies that the completion {NkpE;ăλq
is a compact space. Then it is obvious from the definition of producing Ramsey factors that
νFk,E8 :M
k
8,kpm;ăλq Ñ {NkpE;ăλq is a pk, m, λq-Ramsey factor, and in fact is the minimal one:
Proposition 2.23. Suppose that m produces Ramsey factors for full rank matrices, and suppose
that pµ,Aq is a pk, m, λq-Ramsey factor.
a) There is some surjective coloring θ : Kµ Ñ {NkpE8;ăλq such that νFk,E8 “ θ ˝ µ.
b) If A “ Epmq, then there is a surjective isometry θ : Kµ Ñ NkpEp;λq such that νFk,E8 “ θ ˝µ.
Proof. a): For each m we can find 1-Lipschitz mappings θm : pK,dK q Ñ {NkpE8;λq and Rm P
Enm,mpmq such that BFk,ℓ8p pθmpµpRm ¨ Aqq, νFk ,E8pRm ¨ Aqq ď 1{2m for every A P Mkm,kpm;ăλq.
By the coherence properties of µ and νFk,E8 , we obtain that
BFk,ℓ8p pθmpµpAqq, νk,ℓ8p pAqq ď 1{2m for every A PMkm,kpm;ăλq. (2)
Given A PMk8,kpm;ăλq, set x :“ µpAq, and let n be such that A PMn,k. Then we know from (2)
that pθmpµpAqqqměn is a Cauchy sequence, and let θpxq P {NkpE8;ăλq be its limit. Notice that
θpµpAqq “ νFk,E8pAq, so, since νFk,E8pMk8,kpm;ăλqq is dense in {NkpE8;ăλq, we can conclude
that θ is onto. b) is an easy consequence of a). 
With the obvious definitions of Ramsey factors for Grassmannians and for square matrices,
the corresponding statements on τk,E8 and ν
2
k,E8
are also true.
Remark 2.24. For some norms m, for example the p-norms, the completion {NkpE;ăλq is exactly
NkpE;λq. A sufficient condition is that for every finite dimensional subspaces X and Y of E8
there is a finite dimensional subspace Z of E8 that has isometric copies X0 and Y0 of X and
Y , respectively, such that X0 X Y0 “ t0u.
3. The proofs: Approximate Ramsey properties and extreme amenability
In Ramsey theory, the usual strategy to prove that a list of colorings is the canonical one
is, given a coloring of a class of embeddings, use the Ramsey property for an appropriate
good class of embeddings and an enlarged number of colors that take now into account the
transformation necessary to make an arbitrary embedding a good one. This is exactly what
we did for full rank matrices over a finite field. On the approximate case, one may follow the
same direct approach and obtain similar results to the ones we presented, but now obliged
to deal with several approximation arguments that make the proofs somehow unnecessarily
complicated. Instead, our approach is to apply a topological principe that is equivalent to a
strong version of an approximate Ramsey property, and that makes the computations much
more clear. This is the extreme amenability of the group of linear isometries of appropriate
Banach spaces that locally are like ℓ8p , for p R 2N` 4. We introduce some relevant terminology
and concepts. Recall that a Banach space is a complete normed space. Given Banach spaces
X “ pX, } ¨ }Xq and Y “ pY, } ¨ }Y q, and given δ ě 1, let EmbδpX,Y q be the collection of all
linear functions T : X Ñ Y such that p1 ` δq´1}x}X ď }T pxq}Y ď p1 ` δq}x}X . Notice that
when dimX “ k ă 8 this definition corresponds to Lk1`δpX,Y q presented before. The following
concept was introduced in [6, Definition 5.1] (see also [3] ,[4]).
Definition 3.1. A family G of finite dimensional normed spaces has the Steady Approximate
Ramsey Property` pSARP`q when for every k P N and every ε ą 0 there is δ :“ δpk, εq ą 0 such
that if X,Y P G and dimX “ k, then there exists Z P G such that every continuous coloring c
of EmbδpX,Zq ε-stabilizes on γ ˝ EmbδpX,Y q for some γ P EmbpY,Zq.
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The pSARP`q of the classes tℓnpun can be seen as a multidimensional Borsuk-Ulam principle
(see [6, §§§5.1.1]). In general, for a family F is a strong form of amalgamation: Recall that G is
an amalgamation class when t0u P G and for every ε ą 0 and k P N there is δ ą 0 such that if
X P G has dimension k, Y,Z P G, and γ P EmbδpX,Y q, η P EmbδpX,Zq, then there are V P G,
i P EmbpY, V q and j P EmbpZ, V q such that }i ˝ γ ´ j ˝ η} ď ε. It is not difficult to see that if
F has the pSARP`q then it is an amalgamation class.
To an amalgamation class G it corresponds a unique separable “generic” Banach space E
whose family of finite dimensional substructures, denoted by AgepEq, is minimal containing G.
This is the content of the Fra¨ısse´ correspondence on the category of Banach spaces. We write
GE to denote the class of subspaces of E that are isometric to some element of G, and G
Ď
to
denote the class of subspaces of elements of G; we write X P G” when some element of G is
isometric to X, and we say that G is hereditary if Y P G, and EmbpX,Y q ‰ H, then X P G”.
Finally, G ĺ H means that every space in G is isometric to some element of H, and G ” H to
denote that G ĺ H ĺ G. Note that if G ” H, then G has the pSARP`q (is an amalgamation
class) if and only if H has the pSARP`q (resp. is an amalgamation class).
Theorem 3.2 (Fra¨ısse´ correspondence; [4], [6]). Let G be a class of finite dimensional normed
spaces.
a) If G is an amalgamation class, then there is a unique separable Banach space E, called the
G-Fra¨ısse´ limit, and denoted by FLim G, such that GE
Ď
is ΛE-dense in AgepEq and E is
Fra¨ısse´, that is for every ε ą 0 and k P N there is δ ą 0 such that the natural action
IsopEqy EmbδpX,Eq is ε-transitive (given γ, η P EmbδpX,Eq there is g P IsopEq such that
}g ˝ η ´ γ} ď ε).
b) The following are equivalent:
i) G is hereditary amalgamation class that is dBM-compact, that is, for every k, the collec-
tion of classes rms of norms m P Nk such that pFk, mq P G” is a closed subset of Bk.
ii) There is a unique separable Fra¨ısse´ Banach space E such that AgepEq ” G.
This can be considered as the Banach space version of the Fra¨ısse´ correspondence of first
order structures, that, for example, interprets several Random graphs (Rado, Henson graphs),
Boolean algebras (the countable atomless one), or metric spaces (the rational Urysohn space) as
Fra¨ısse´ limits. The known examples of families having the pSARP`q are related to the p-norms:
‚ tℓnpun for all 1 ď p ď 8: For p “ 2, this is a consequence of the fact, via the Kechris-
Pestov-Todorcevic (KPT) correspondence (see [4, Theorem 2.12], [6, Theorem 5.10]), that
the unitary group Isopℓ2q is extremely amenable, proved by M. Gromov and V. Milman [10],
and the fact that tℓn2 un is an amalgamation class (see for example [6, Example 2.4.]). The
case 1 ď p ‰ 2 ă 8 follows from the approximate Ramsey property of this class, proved in
[6] and the result of G. Schechtman in [17] stating that tℓnpun are amalgamation classes. The
case p “ 8 is proved in [4] (see also [2]) using the dual Ramsey Theorem.
‚ AgepLpr0, 1sq for p R 2N` 4: This is a byproduct of the extreme amenability of IsopLpr0, 1sq,
proved by T. Giordano and V. Pestov in [7], the (KPT) correspondence, and the fact that
AgepLpr0, 1sq is an amalgamation class, proved in [6]. On the other direction, when p P 2N`4,
it is shown in [6, Proposition 2.10.] that AgepLpr0, 1sq does not have the pSARP`q because
in these spaces there are finite dimensional isometric subspaces, one well complemented and
the other badly complemented.
‚ F “ AgepCr0, 1sq: This is proved in [4] (see also [2]), directly using injective envelopes and
some approximations, or as a byproduct of the pSARP`q of the family tℓn8un and the Kechris-
Pestov-Todorcevic correspondence for Banach spaces.
The pSARP`q characterizes norms on F8 that produce Ramsey factors.
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Theorem 3.3. Let m be a norm on F8, E :“ pF8, mq.
a) If AgepEq has the pSARP`q, then m produces Ramsey factors for colorings of full-rank ma-
trices, Grassmannians and square matrices.
b) If m produces Ramsey factors for colorings of full rank matrices, AgepEq has the pSARP`q.
To prove b) we will use the following.
Lemma 3.4. Let m be a norm on F8 that produces Ramsey factors for colorings of full rank
matrices, set E :“ pF8, mq. For every k,m, r P N, ε ą 0, and λ Ps1,8r there is some n P N
such that for every discrete coloring c :Mkn,kpm;λq Ñ r there is some R P En,mpmq such that
R ¨ B P pc´1pcpR ¨AqqqB
pFk,mq,E
pν
Fk,E
pAq,ν
Fk,E
pBqq`ε for every A,B PMkm,kpm;ăλq (3)
Proof. Fix the parameters k,m, r P N, ε, and λ. Let n P N be the outcome of property ii) in
Definition 2.6 when applied to k,m, ε{2, λ and the compact metric space K :“ 2λ1 Ballpℓr8q.
We claim that n works. Fix c : Mkn,kpm;λq Ñ r, and let f : Mkn,kpm;λq Ñ K, fpAq :“
pdpA, c´1pjqqqjăr. It is clear that f is 1-Lipschitz, so there is some R P En,mpmq and rf :
NkpE;ăλq Ñ K such that dKp rfpνFk,EpAqq, fpR ¨ Aqq ď ε{2 for every A P Mkm,kpm;ăλq. Fix
A,B PMkm,kpm;ăλq. Then, dKpfpR ¨Aq, fpR ¨ Bqq ď BpFk ,mq,EpνFk,EpAq, νFk ,EpBqq ` ε. Thus, if
j :“ cpR ¨ Aq, then the jth-coordinate of fpR ¨ Aq is zero, hence, the jth-coordinate of cpR ¨ Bq
must satisfy that dpR ¨B, c´1pjqq ď BpFk,mq,EpνFk,EpAq, νFk ,EpBqq ` ε, as desired. 
Proof of b) of Theorem 3.3. The proof of a) is more involved, and it will be done in several
steps later. Let F be the collection of normed spaces of the form pFk, nq with n P NkpEq and
such that ωpn, } ¨ }1q ď k. Since the diameter of the Banach-Mazur compactum Bk is at most
k, it follows that F ” AgepEq, so the pSARP`q of F and of AgepEq are equivalent. Moreover,
we prove the following equivalent discrete version of the pSARP`q (see [4], [6]):
For every k and ε ą 0 there is a δ ą 0 such that for every r P N and X,Y P F with dimX “ k
there is Z P F such that every discrete coloring c : EmbδpX,Zq Ñ r has an ε-monochromatic
set of the form R ˝ EmbδpX,Y q for some R P EmbpY,Zq.
Fix a dimension k and ε ą 0. Notice that the collection of spaces in F of dimension k is
a ω-bounded set, so, by hypothesis, the metrics BpFk ,mq,E and ω are uniformly equivalent on
M :“ tn P NkpEq : pFk, nq P Fu. Let δ ą 0 be such that if n, p PM are such that ωpn, pq ă δ,
then BpFk ,mq,Epn, pq ă ε{2. We claim that δ works. For suppose that X “ pFk, nq, Y “ pFm, pq P
F are such that EmbpX,Y q ‰ H, and r P N. Let m0 ě m and C P Mmm0,m be such that
n “ νFm,pFm0 ,mqpCq, and let λ ą 1 be such that TC ˝ EmbδpX,Y q Ď tTB : B PMkm0,kpm;ăλqu.
We use Lemma 3.4 for the parameters k,m0, r ` 1, ε{2 and λ to find a corresponding n; set
Z :“ pFn, mq. Now suppose that c : EmbδpX,Zq Ñ r. We define pc : Mkn,kpm;λq Ñ r ` 1 bypcpAq “ cpTAq if TA P EmbδpX,Zq and by pcpAq “ r otherwise. Let R P En,m0pmq be such that
(3) holds. Let γ :“ TR ˝ TC P EmbpY,Zq. We see that γ ˝ EmbδpX,Y q is ε-monochromatic
for c: Fix η P EmbpX,Y q, and let A P Mkm0,kpm;ăλq be such that TA “ TC ˝ η, and let
j :“ cpTR ˝ TC ˝ γq “ pcpR ¨ Aq. Now given ξ P EmbδpX,Y q, let B P Mkm,kpm;ăλq be such
that TB “ TC ˝ ξ. Then, n :“ νFk,EpAq, p :“ νFk,EpBq and therefore ωpνFk,EpAq, νFk ,EpBqq ď δ,
hence, BpFk ,mq,EpνFk,EpAq, νFk,EpBqq ď ε{2. This together with (3) gives that R¨B P ppc´1pjqqε, so
there must be D PMkn,kpm;λq such that pcpDq “ j and such that }TD´γ ˝ξ} “ }TD´TR ˝TB} “
dmpD,R ¨ Bq ď ε; since j ă r, TD P EmbpX,Zq, so cpTDq “ pcpEq “ j and we are done. 
The proof of b) of Theorem 3.3 has two main parts. The first one (Theorem 3.8) uses the
fact that if F has the pSARP`q and it is hereditary, then the isometry group G of the Fra¨ısse´
limit FLimF is extremely amenable with its topology of pointwise convergence. This property
will be used as infinitary principles can be used to conclude, via compactness arguments, the
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finitary ones (e.g. infinite vs finite Ramsey, Hindman vs Folkman theorem, etc.). The fix point
property of G will naturally provide abstract Ramsey factors that are G-quotients. The second
part of the argument is to see that these G-quotients are in fact the desired Ramsey factors.
Recall that a topological group G is called extremely amenable when every continuous action
of G on a compact Hausdorff space has a fixed point. There is a useful characterization of
extreme amenability in terms of factors through quotients that we pass to explain.
Let pM,dq be a metric space, and let GyM be a continuous action by isometries. We write
rpsG to denote the closure of the G-orbit of p PM , and M{{G to denote the space of closures of
G-orbits of M . Since G acts by isometries the formulardGprps, rqsq :“ inftdM pp0, q0q : p0 P rps, q0 P rqsu
defines the quotient pseudometric induced by the quotient map π : M ÞÑ M{{G, and as we
consider closures of orbits, rdG is a metric. It is easily seen that rdG is complete if d is complete.
Given a compact metric space pK,dKq, let LipppM,dM q, pK,dK qq be the collection of all
K-colorings of M . With the topology of pointwise convergence LipppM,dM q, pK,dK qq is a
compact space, which is metrizable when pM,dM q is separable. The continuous action G y
pM,dM q induces a natural continuous action G y LipppM,dM q, pK,dKqq, defined by setting
pg ¨cqppq :“ cpg´1 ¨pq for every c P LipppM,dM q, pK,dK qq and p PM . This is the aforementioned
characterization (see [4]).
Proposition 3.5. Suppose that G is a Polish group, and dG is a left-invariant compatible metric
on G. The following assertions are equivalent.
i) G is extremely amenable.
ii) The left translation of G on pG, dGq is finitely oscillation stable [16, Definition 1.1.11], that
is, for every continuous coloring c :M Ñ r0, 1s and every F ĎM finite and ε ą 0 there is
some g P G such that Oscpc ↾ g ¨ F q ď ε.
iii) For every action GyM of G on a metric space pM,dM q, and for every compact coloring
c : pM,dM q Ñ pK,dKq of pM,dM q, there exists a compact coloring pc : M{{G Ñ K such
that for every finite F ĎM and ε ą 0 there is some g P G such that dKpcppq,pcprpsGqq ă ε
for every p P g ¨ F .
iv) The same as iii) where F is compact.
Proof. The equivalence of i) and ii) can be found in [16, Theorem 2.1.11]. The implication
iii)ñii) is immediate, since orbit space G{{G is one point. We now establish the implication
i)ñiv): Fix a 1-Lipschitz c : pM,dM q Ñ pK,dKq. Let L be the closure of the G-orbit of
c in LipppM,dM q, pK,dK qq. By the extreme amenability of G, there is some c8 P L such
that G ¨ c8 “ tc8u, so we can define the quotient K-coloring pcprpsGq :“ c8ppq. Given a
compact subset F of M , let g P G be such that maxpPF dKpc8ppq, cpg ¨ pqq ă ε. If x P F , then
dKpcpg ¨ xq,pcprg ¨ xsGqq “ dKpcpg ¨ xq, c8pxqq ă ε. 
We apply this characterization to groups of linear isometries of a Banach space. Given two
Banach spaces X and Y , recall that LpX,Y q is the Banach space of all bounded linear operators
T : X Ñ Y , endowed with the operator norm }T } :“ sup}x}X“1 }Tx}Y , and when ImpT q of T is
finite-dimensional, }T´1} :“ minta ě 0 : BallpTXq Ď aT pBallpXqqu. In this case, }T ˚} “ }T }
and }pT ˚q´1} “ }T´1}. The special case when T : X Ñ Y is 1-1 and }T } “ }T´1} “ 1
corresponds to T being an isometric embedding. The collection of such maps is denoted by
EmbpX,Y q. Let LλpX,Y q, LăλpX,Y q, be the set of all T P LpX,Y q with finite dimensional
image such that }T }, }T´1} ď λ, resp. ă λ. Let LkpX,Y q be the set of all T P LpX,Y q whose
image is k-dimensional, and let LkλpX,Y q “ LλpX,Y q X LkpX,Y q, LkăλpX,Y q “ LăλpX,Y q X
LkpX,Y q. Let Lk,w˚pX˚,Xq be the metric space of operators T P LkpX˚,Xq such that T
admits a full rank decomposition, i.e., when T “ T0 ˝ T ˚1 for some T0, T1 P LkpFk,Xq. It is
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an exercise to prove that this is equivalent to saying that T is a w˚-to-norm continuous linear
operators from X˚ to X of rank k; let Lk,w
˚
λ pX˚,Xq :“ Lk,w
˚pX˚,Xq X LλpX˚,Xq.
Definition 3.6. Let IsopEq y LpX,Eq be the canonical action by isometries g ¨ T :“ g ˝ T ,
IsopEq2 y Lk,w˚pE˚, Eq be the canonical action by isometries pg, hq ¨ T :“ g ˝ T ˝ h˚ for
pg, hq P IsopEq2 and T P Lk,w˚pE˚, Eq, and let IsopEq y Grpk,Eq be the canonical action by
isometries g ¨ V :“ gpV q.
Note that LkλpX,Eq, LkăλpX,Eq, and Lk,w
˚
λ pX˚,Xq, Lk,w
˚
ăλ pX˚,Xq are IsopEq-closed and
IsopEq2-closed, respectively. The next readily follows from Proposition 3.5, using the fact that
if G is extremely amenable, then G2 is also extremely amenable (see [16, Corollary 6.2.10.]).
Lemma 3.7. Suppose that X,E are Banach spaces, X is finite-dimensional, and IsopEq is
extremely amenable. Let k P N, ε ą 0, 1 ď λ, Y P AgepEq”, and let pK,dKq be a compact
metric space.
a) For every K-coloring c of pLkăλpX,Eq, dX,Eq there is R P EmbpY,Eq such that the quotient
map π : LkăλpX,Eq Ñ LkăλpX,Eq{{ IsopEq is an ε-factor of c in R ˝ LkăλpX,Y q.
b) For every K-coloring c of pGrpk,Eq,ΛEq there exists V P Grpdim Y,Eq with pV, } ¨ }Eq is
isometric to Y such that the quotient map π : Grpk,Eq Ñ Grpk,Eq{{ IsopEq is an ε-factor of
c in Grpk, V q.
c) For every K-coloring c of pLk,w˚ăλ pE˚, Eq, dE˚ ,Eq there are R0, R1 P EmbpY,Eq such that
the quotient map π : Lk,w
˚
ăλ pE˚, Eq Ñ Lk,w
˚
ăλ pE˚, Eq{{ IsopEq2 is an ε-factor of c in R0 ˝
Lk,w
˚
ăλ pY ˚, Y q ˝R˚1 . 
The relationship between the pSARP`q of a clas of finite dimensional normed spaces and the
extreme amenability of the isometry group of its Fra¨ısse´ limit is the next mix of the Fra¨ısse´ and
the Kechris-Pestov-Todorcevic correspondences, that we took from [6, Corollary 5.11].
Theorem 3.8. If G is an hereditary family with the pSARP`q, then the Banach-Mazur closure
of G also has the pSARP`q and the Fra¨ısse´ limit FLim G is a Fra¨ısse´ Banach space whose
isometry group is extremely amenable with its strong operator topology. 
Definition 3.9. Given a normed space E :“ pF8, mq such that AgepEq is an amalgamation
class, we write pE to denote, the Fra¨ısse´ limit FLimAgepEq.
We will use the following notation. Given a normed space E “ pF8, mq and n P N, we set
En :“ pxujyjăn, mq, and given a normed space X we write AgepXqm to denote the collection of
subspaces of X isometric to some En. The following is the asymptotic version of Lemma 3.7.
Corollary 3.10. Suppose that E “ pF8, mq is such that AgepEq has the pSARP`q, and Agep pEqm
is an amalgamation class. Let k,m P N, ε ą 0 and 1 ă λ. Given a compact metric space pK,dKq
there is X P Agep pEqm such that
1) for every K-coloring c of LkλpEk,Xq there is R P EmbpEm,Xq such that the quotient map
π : LkăλpEk, pEq Ñ LkăλpEk, pEq{{ Isop pEq is an ε-factor of c in R ˝ LkăλpEk, Emq;
2) for every K-coloring c of pGrpk,Xq,ΛX q there is V P Grpm,Xq X Agep pEqm such that the
quotient map π : Grpk, pEq Ñ Grpk, pEq{{ Isop pEq is an ε-factor of c in Grpk, V q;
3) for every K-coloring c of Lk,w
˚
λ pX˚,Xq there are R0, R1 P EmbpEm,Xq such that the quotient
map π : Lk,w
˚
ăλ p pE˚, pEq Ñ Lk,w˚ăλ p pE˚, pEq{{ Isop pEq2 is an ε-factor of c in R0˝Lk,w˚ăλ pE˚m, Emq˝R˚1 .
Proof. For each X P Agep pEq, and each ε ą 0, let AX,ε be the collection of all Y P Agep pEqm
such that X Ďε Y . Then tAX,εuA,ε is a family of subsets of Agep pEqm with the finite inter-
section property. Let U be a non principal ultrafilter on Agep pEqm containing all AX,ε. Now
suppose for the sake of contradiction, that, for some compact space pK,dKq, there is no such
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X P Agep pEqm satisfying 1), 2) or 3). Since U is an ultrafilter there is j “ 1, 2, 3 such that the
set Bj :“ tX P Agep pEqm : X does not satisfy j)u belongs to U . Suppose that j “ 1. For each
X P B1 there exists a coloring cX : LkλpEk,Xq Ñ K providing a counterexample. For each T P
LkăλpEk, pEq, let cpT q P K be defined as follows. We say that cpT q “ x P K if and only if for every
ε ą 0 one has that tY P CT,ε : such that T P pLkλpEk, Y qqε and dKppT qε X LkλpEk, Y q, xq ď εu P
U . This is well defined because K is compact and the set of Y P B1 such that T P pLkλpEk, Y qqε
belongs to U . It is easy to see that c defines a coloring, i.e., that c is 1-Lipschitz. Let
π : LkăλpEk, pEq Ñ LkăλpEk, pEq{{ Isop pEq be the quotient mapping. By Lemma 3.7 there exist
S P EmbpEm, pEq and a coloring pc : pLkăλpEk, pEq{{ Isop pEq, pdq Ñ pK,dKq such that dKpcpS ˝
T q,pcpπpT qq ď ε{2 for every T P LkăλpEk, Emq. Since Agep pEqm is an amalgamation class, the
set C of Y P Agep pEqm such that there is SY P EmbpEm, Y q such that }SY ´ S} ď ε{3 be-
longs to U , and since LkăλpEk, Emq is pre-compact, the set D of those Y P C such that
maxtdKpcY pSY ˝ T q, cpS ˝ T qq : T P LkăλpEk, Emqu ď ε{2 also belongs to U . Then Y P D,
SY and pc contradicts the assumption that cY is a counterexample. Fix T P LkăλpEk, Emq. It
follows that
dKppcpπpT qq, cY pSY ˝ T qq “dKppcpπpSY ˝ T qq, cY pSY ˝ T qq ď dKppcpπpS ˝ T qq, cpS ˝ T qq`
` dKpcY pSY ˝ T q, cpS ˝ T qq ď ε
The cases j “ 2, 3 are proved similarly, so we leave the details to the reader. 
3.1. Orbit spaces for Fra¨ısse´ Banach spaces. We see that the orbit spaces considered in
Corollary 3.10 1, 2, and 3, are homeomorphic to Nkp pEq, Bkp pEq and Dkp pEq, respectively. We
also show that the pE-extrinsic metrics extend the corresponding E-extrinsic ones, finishing the
proof of Theorem 3.3 a).
Theorem 3.11. Suppose E “ pF8, } ¨ }Eq is such that AgepEq is an amalgamation class. Then,
a) B
X, pE is a compatible metric on NXp pEq that is uniformly equivalent to ω on ω-bounded sets,
BX,E “ BX, pE on NXpEq, and NXpEq is dense in NXp pEq for every X.
b) γ
k, pE is a compatible metric on Bkp pEq, γk, pE “ γk,E on BkpEq, and BkpEq is dense in Bkp pEq.
c) d
k, pE is a compatible metric on Dkp pEq that is uniformly equivalent to rω2 on rω2-bounded sets,
dk,E “ dk, pE on DkpEq, and DkpEq is dense in DkpEq.
Proof. a): Suppose that dimX “ k. Recall that we consider NX with its natural topology
of pointwise convergence. The mapping ν
X, pE : LkpX, pEq Ñ NXp pEq is continuous, because
the convergence in norm implies pointwise converge. We see that ν
X, pEpT q “ νX, pEpUq if and
only if rT s “ rU s. The reverse implication is clear; now suppose that ν
X, pEpT q “ νX, pEpUq.
Let Y :“ T pXq be endowed with the pE-norm, and let θ : Y Ñ X be the inverse isometry of
T : X Ñ Y . Then U ˝ θ P EmbpY,Eq; so, given ε ą 0, there is a global isometry α of E such
that }U ˝ θ ´ α ↾ Y } ď ε, or equivalently, }U ´ α ˝ T } ď ε. Since ε is arbitrary, we obtain that
U P rT s. We show that rν
X, pE is a homeomorphism. Suppose that pmjqj is a converging sequence
in NXp pEq with limit m P NXp pEq. For each j, let Tj P LkpX, pEq be such that νX, pEpTjq “ mj, and
let T P LkpX, pEq be such that ν
X, pEpT q “ m.
Claim 3.11.1. prTjsqj is a Cauchy sequence.
Notice that it follows from this, and the fact that the quotient metric rd
X, pE is complete (here
we use that X and pE are Banach spaces), that prTjsqj converges to some rU s; by the continuity
of ν
X, pE we have that νX, pEpUq “ m “ νX, pEpT q, so prTj sqj converges to rU s “ rT s. Also, given a
bounded subset A of NXp pEq, its closure A is compact, so BX, pE and ω are uniformly equivalent
on A, thus also on A.
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Let us prove the previous claim: Set Y :“ T pXq, normed as subspace of pE, and let θ : Y Ñ X
be the inverse isometry of T : X Ñ Y , and fix ε ą 0; since pE is weak-Fra¨ısse´, there is some
δ ą 0 such that the canonical action Isop pEq y EmbδpY, pEq is ε-transitive; let j0 be such that
Tj ˝ θ P EmbδpY, pEq for every j ě j0; this means that if j1, j2 ě j0, then there is α P Isop pEq
such that }Tj1 ´ α ˝ Tj2} “ }Tj1 ˝ θ ´ α ˝ Tj2 ˝ θ} ď ε, hence rdX, pEprTj1s, rTj2sq ď ε.
Let us prove now that BX,Epm, nq “ BX, pEpm, nq: Since E is isometrically embedded into pE, we
have that B
X, pEpm, nq ď BX,Epm, nq. Now suppose that νX, pEpT q “ m, νX, pEpUq “ n, and ε ą 0.
To simplify the notation, let Xm :“ pX, mq and Xn :“ pX, nq. We use the fact that AgepEq
is an amalgamation class to find δ ą 0 such that for every Y,Z, V that can be isometrically
embedded into E, with dimY “ k, and every γ P EmbδpY,Zq, η P EmbδpY, V q there is W
that can be isometrically embedded into E and i P EmbpZ,W q, j P EmbpV,W q such that
}i ˝ γ ´ j ˝ η} ď ε. Since AgepEq pE is Λ pE-dense in Agep pEq, we can find Z P AgepEq pE such that
there is θ P EmbδpY,Zq such that }θ ´ iY, pE} ď ε, where Y :“ ImT ` ImU . Then T0 :“ θ ˝ T P
EmbδpXm, Zq, U0 :“ θ ˝ U P EmbδpXn, Zq and setting Km :“ }IdX}X,Xm , Kn :“ }IdX}X,Xn,
}T0 ´ U0}X,Z ď }T ´ T0}Xm, pEKm ` }T ´ U}X, pE ` }U ´ U0}Xn, pEKn ď εpKm `Knq ` }T ´ U}X, pE.
We use now that AgepEq has the amalgamation property to find V P AgepEq pE and I P
EmbpZ, V q, T1 P EmbppX, mq, V q and T1 P EmbppX, nq, V q such that }T1´ I ˝T0}Xm,V , }U1´ I ˝
U0}Xn,V ď ε. Thus,
}T1 ´ U1}X,V “}T1 ´ U1}X, pE ď }T1 ´ I ˝ T0}Xm, pEKm ` }I ˝ T0 ´ I ˝ T1}X, pE`
`}U1 ´ I ˝ U0}Xm, pEKn ď εp2`Km `Knq ` }T ´ U}X, pE.
Since V P AgepEq pE , and ε ą 0 is arbitrary, we obtain that BX,Epm, nq ď }T ´ U}X, pE. Fi-
nally, because AgepEq pE is Λ pE-dense in Agep pEq, it follows that ŤY PAgepEq pE LkpX,Y q is dense in
LkpX,Y q, so, NXpEq is dense in NXp pEq.
b): τ
k, pE is continuous: suppose that Vn Ñ V for n Ñ 8 in Grpk,Eq in the opening metric
ΛE . Let T P LkpFk, Eq be such that ImT “ V , and for each i ă k and n choose xni P BpVn,}¨}Eq
such that }xni ´ T puiq}E Ñ 0 for n Ñ 8. It is clear that, for n large enough, pT pxni qqiăk are
linearly independent, so the mapping Tn : F
k Ñ E, Tnpuiq “ xni , belongs to LkpFk, Eq and
satisfies that dX,EpTn ´ T q Ñ 0 for n Ñ 8, where X “ pFk, νFk,EpT qq. It follows from the
continuity of νX,E that νX,EpTnq Ñ νX,EpT q, so τk,EpVnq Ñn τk,EpV q for nÑ8.
Suppose that τk,EpV q “ τk,EpW q. By the approximately ultrahomogeneity of E, for a given
ε ą 0 we can find an isometry g P AutpEq such that ΛEpV, g ¨W q ă ε, and hence V P rW s. The
fact that pτk,E is a homeomorphism follows from a).
c): We start with the continuity of ν2k,E. Suppose that Tn Ñn T in norm. Then, ImpTnq Ñ
ImpT q in the opening distance ΛE . Now fix a basis pejqjăd of ImT , and let pxjqjăk be a linearly
independent sequence in E such that T “ T0 ˝ T ˚1 , where T0 : Fk Ñ E is defined by T0pujq “ ej
and T1 : pFkq˚ Ñ E by T1pu˚j q “ xj . For large enough n choose a basis tenj ujăk of ImTn such
that enj Ñn ej for every j ă k. Similarly, we define T n0 : Fk Ñ E , T n0 pujq :“ enj , and let
T n1 : pFkq˚ Ñ E be such that Tn “ T n0 ˝ pT n1 q˚. Then T n0 Ñn T0, so by continuity of νFk,E, it
follows that νFk,EpT n0 q Ñn νFk,EpT0q. On the other hand, T0, T n0 are 1-1, so
}pT n1 q˚ ´ pT1q˚} ď }T´10 } ¨ p}T n0 ˝ pT n1 q˚ ´ T0 ˝ T ˚1 } ` }T n0 ´ T0}}pT n0 q´1} ¨ }T }q.
This implies that T n1 Ñn T1, and νpFkq˚,EpT n1 q Ñn νpFkq˚,EpT1q.
Suppose that ν2k,EpT q “ ν2k,EpUq. Decompose T “ T0 ˝ T ˚1 and U “ U0 ˝ U˚1 in a way that
νFk,EpT0q “ νFk,EpU0q and νpFkq˚,EpT1q “ νpFkq˚,EpU1q. As in the proof of 1), we can find
THE RAMSEY PROPERTY FOR GRASSMANNIANS OVER R 21
g, h P IsopEq such that }g ˝ T0 ´ U0} ď ε{p2}T1}q and }h ˝ T1 ´ U1} ď ε{p2}U0}q. Hence,
}g ˝ T ˝ h˚ ´ U} ď}g ˝ T0 ´ U0} ¨ }T1} ` }h ˝ T1 ´ U1} ¨ }U0} ď ε.
Since ε ą 0 is arbitrary, rU s “ rT s. We see now that rν2k,E is a homeomorphism. Suppose thatrν2k,EprTnsq Ñn rν2k,EprT sq P DkpEq. Our goal is to find a subsequence of prTnsqn that converges to
rT s: We first decompose T “ T0 ˝T ˚1 , with T0 P LkpFk, Eq and T1 P LkppFkq˚, Eq, a subsequence
pTnmqm and decompositions Tnm “ Tm0 ˝Tm1 in a way that both ωpνFk,EpTm0 q, νFk ,EpT0qq ă m´1
and ωpνpFkq˚,EpTm1 q, νpFkq˚,EpT1qq ă m´1 for every m P N. It follows from a) that rTm0 s Ñ rT0s
and rTm1 s Ñm rT1s. This easily implies that rTnms Ñm rT s. The fact that dk, pE is uniformly
equivalent to rω2 on rω2-bounded sets follows from the Heine-Borel property of pDk, rω2q. 
We finish with the following fact on bounded sets considered before.
Lemma 3.12. Suppose that X “ pX, mq is a normed space with dimX “ k, E is a Banach space
and λ ě 1. We have that ν2k,EpLk,w
˚
λ pE˚, Eqq “ DkpE;λq and ν2k,EpLk,w
˚
ăλ pE˚, Eqq “ DkpE;ăλq.
Proof. We will use the following simple fact.
Claim 3.12.1. If V is a vector space with dim V “ k, then pνV,EpT qq˚pfq “ mint}g}E˚ :
T ˚pgq “ fu for every T P LkpX,Eq and f P X˚.
Proof of Claim: We know that T : Y :“ pV, nq Ñ E is an isometry for n :“ νV,EpT q. Fix
f P X˚, set Z :“ pT pY q, } ¨ }Eq, and U : Z Ñ Y be the inverse of T . Let g0 P Z˚ be such that
U˚pg0q “ f , and let g P E˚ be such that }g} “ }g0}. It is easily seen that T ˚pgq “ f , and since
}T ˚}E˚,Y ˚ “ }T }Y,E “ 1, we obtain the desired equality. 
Fix rpm0, m1qs P DkpE;λq, and choose T0 P LkpFk, Eq and T1 P LkppFkq˚, Eq such that
νFk,EpT0q “ m0 and νpFkq˚,EpT1q “ m1. We claim that T0 ˝ T ˚1 P Lk,w
˚
λ pE˚, Eq. Given }g}E˚ “ 1,
}T0pT ˚1 pgqq}E “ m0pT ˚1 pgqq ď λm˚1pT ˚1 pgqq ď λ}g}E˚ ,
where the last inequality holds by Claim 3.12.1. Now suppose that }T0pT ˚1 pgqq}E ď λ´1. It
follows that m0pT ˚1 pgqq ď λ´1, so m˚1pT ˚1 pgqq ď 1. Hence, by Claim 3.12.1, there is h P E˚
such that T ˚1 phq “ T ˚1 pgq and }h}E˚ ď 1. This implies that BallpImpT0 ˝ T ˚1 qq Ď λ ¨ pT0 ˝
T ˚1 qpBallpE˚qq. Similarly one shows that ν2k,EpLk,w
˚
ăλ pE˚, Eqq “ DkpE;ăλq. 
Appendix A. Extrinsic metrics for p “ 8
The case p “ 8 is special because the Fra¨ısse´ limit that corresponds to ℓ88 is a universal
space, the Gurarij space G. We are going to see that the G-extrinsic metrics are Lipschitz
equivalent to the intrinsic ones on bounded sets. We start by analyzing BX,G. Given a finite
dimensional normed space X “ pX, } ¨ }Xq, another compatible, more geometrical, metric on
NX is the next. Having in mind that a norm is completely determined by its dual unit ball, let
αXpm, nq :“ dH,}¨}X˚ pBallppX, mq˚q,BallppX, nq˚qq,
where dH,}¨}X˚ p¨, ¨q is the Hausdorff distance with respect to the norm distance induced by }¨}X˚ .
In other words, αXpm, nq measures the d}¨}˚
X
-distance between the unit balls of pX˚, m˚q and of
pX˚, n˚q. In the next we write SphpXq “ tx P X : }x}X “ 1u to denote the unit sphere of X.
Proposition A.1. Let X “ pX, } ¨ }Xq be a finite dimensional normed space and let m, n P NX .
a) If m, n P NXpℓ88q, then BX,ℓ88pm, nq “ αXpm, nq. Consequently, in general, BX,Gpm, nq “
αXpm, nq.
b) If m, n P Bωr} ¨ }X ;λs, then λ´1 ¨ ωpm, nq ď αXpm, nq ď λ ¨ ωpm, nq.
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Proof. a): Fix ε ą 0, and let T,U P LpX, ℓ88q be such that νX,ℓ88pT q “ m and νX,ℓ88pUq “
n, and }T ´ U}X,ℓ88 ď BX,ℓ88pm, nq ` ε. Given f P BallppX, mq˚q, if g P Ballppℓ88q˚q is such
that T ˚pgq “ f , then dX˚pf,BallppX, nq˚qq ď }f ´ U˚pgq}X˚ ď }T ˚ ´ U˚} ď BX,ℓ88pm, nq ` ε.
We show that BX,ℓ88pm, nq ď αXpm, nq: Choose n P N such that ImT, ImU Ď xujyjăn. We
identify canonically xujyjăn with the induced sup-norm with ℓn8. For every 0 ď j ă n choose
fj, gj P Ballpℓn1 q such that }T ˚pu˚j q ´ U˚pgjq}X˚ “ dX˚pT ˚pu˚j q,BallppX, mq˚qq and }U˚pu˚j q ´
T ˚pfjq}X˚ “ dX˚pU˚pu˚j q,BallppX, nq˚qq. Let ξ, η P Embpℓn8, ℓ2n8 q be defined dually by ξ˚pu˚j q :“
u˚j , ξ
˚pu˚n`jq :“ f˚j , η˚pu˚j q :“ gj and η˚pu˚n`jq “ u˚j for 0 ď j ă n. Then,
BX,ℓ88pm, nq ď }ξ ˝ T ´ η ˝ U}X,ℓ2n8 “ }T ˚ ˝ ξ˚ ´ U˚ ˝ η˚}ℓ2n1 ,X˚ “ αXpm, nq.
b): As ωpm, nq “ ωpm˚, n˚q, it suffices to prove λ´1 ¨ωpm, nq ď dH,}¨}X pBallpX, mq,BallpX, nqq ď
λ ¨ ωpm, nq provided that ωp} ¨ }X , mq, ωp} ¨ }X , nq ď λ. We assume that dH,}¨}X pm, nq ą 0. Let
us show the first inequality. Without of generality we assume that there is x P SphpX, mq such
that 0 ă dH,}¨}X pBallpX, mq,BallpX, nqq “ dXpx,BallpX, nqq. Then npxq ą 1 and dH,}¨}X pm, nq ď
}x ´ x{}x}X}X ď λ|1 ´ npxq´1| “ λp1 ´ npxq´1q ď λp1 ´ expp´ωpm, nqqq ď λωpm, nq. Suppose
now that mpxq “ 1. Let y P X be such that npyq ď 1 and }x ´ y}X ď dH,}¨}X pm, nq. It follows
that npxq ď npyq ` npx ´ yq ď 1 ` λ}x ´ y}X ď 1 ` λdH,}¨}X pm, nq ď exppλ ¨ dH,}¨}X pm, nqq.
Consequently, ωpm, nq ď λdH,}¨}X pm, nq. 
We see now that γG is Lipschitz equivalent to the Banach-Mazur metric on Bk.
Corollary A.2. dBM and γk,G are Lipschitz equivalent on Bk. In fact, for m, n P Nk,
1
4k log k
dBMprms, rnsq ď γprms, rnsq ď plog kqdBMprms, rnsq.
Proof. We start with the following.
Claim A.2.1. dBMprms, rnsq ď 4k log kγk,Eprns, rnsq for every Banach space E and m, n P NkpEq.
Proof of Claim: Suppose that γk,Eprms, rnsq ă 1{p3kq. Let V,W P Grpk,Eq be such that
τk,EpV q “ rms, τk,EpW q “ rns, and γEprms, rnsq “ ΛEpV,W q. Let pxjqjăk be an Auerbach
basis of pV, } ¨ }Eq. For each j ă k, let yj P BallppV, } ¨ }Eqq be such that }xj ´ yj}E ď ΛEpV,W q.
Since
}
ÿ
jăk
λjyj}E ě}
ÿ
jăk
λjxj}E ´ }
ÿ
jăk
λjpxj ´ yjq}E ě }
ÿ
jăk
λjxj}E ´ kΛEpV,W qmax
jăk
|λj | ě
ěp1´ kΛEpV,W qq}
ÿ
jăk
λjxj}E ą 0. (4)
we obtain that pyjqjăk is a basis of W and T : V Ñ W , T pxjq :“ yj, j ă k is invertible.
In addition, from (4) we have that }T´1}pW,}¨}Eq,pV,}¨}Eq ď p1 ´ kΛEpV,W qq´1, and similarly,
}T }pV,}¨}Eq,pW,}¨}Eq ď 1 ` kΛEpV,W q. We use that p1 ` xq{p1 ´ xq ď expp9x{4q for every 0 ď
x ď 1{3, to conclude that dBMpτk,EpV q, τk,EpW qq ď p9{4qkΛEpV,W q ď 4k logpkqγk,Eprms, rnsq.
Suppose that ΛEpV,W q ě p3kq´1. Since the diameter of Bk is at most logpkq, we obtain that
dBMpτk,EpV q, τk,EpW qq ď logpkq ď 3k logpkqΛEpV,W q. In any case, dBMpτk,EpV q, τk,EpW qq ď
4k logpkqΛEpV,W q. 
Fix two norms m, n P Nk, set X :“ pFk, mq and Y :“ pFk, nq. The following result is a slight
modification of [15, Proposition 6.2].
Claim A.2.2. Suppose that E and F are two finite-dimensional normed spaces, and T : F Ñ G
is a 1-1 linear operator. There is a normed space H and I P EmbpF,Hq and J P EmbpG,Hq
such that:
i) If 1 ď }T }, }T´1}, then }I ´ J ˝ T } ď }T } ¨ }T´1} ´ 1.
THE RAMSEY PROPERTY FOR GRASSMANNIANS OVER R 23
ii) If dimF “ dimG and }T } “ 1, then ΛHpIm I, Im Jq ď }T´1} ´ 1.
Proof of Claim: Fix a 1-1 linear operator T : F Ñ G. On the direct sum F ‘G we define the
seminorm
mpx, yq :“ max
"
} Tx}T } ` y}G,maxgPD
ˇˇˇ
ˇ g}T }pyq ` pT
˚gqpxq
}T ˚g}F˚
ˇˇˇ
ˇ
*
,
where D is chosen so that pT ˚q´1p}T´1}´1 ¨ ExtpBallpF ˚qqq Ď D Ď BallpF q, and where for a
compact convex set K, ExtpKq is the set of extreme points of K. Let H by the quotient of F‘G
by the kernel of m, and let I : F Ñ H, J : GÑ H be the two canonical injections Ipxq :“ rpx, 0qs,
Jpyq :“ rp0, yqs. It is routine to check that I, J and H have the desired properties. 
Let T : X Ñ Y be such that }T } ¨ }T´1} “ exppdBMprms, rnsqq, and without loss of generality,
we assume that }T } “ 1. We apply Claim A.2.2 to T , and we obtain a normed space Z and
isometric embeddings I : X Ñ Z and J : Y Ñ Z such that (b) holds, that is, ΛZpIm I, Im Jq ď
exppdBMprms, rnsqq ´ 1. Since dBM prms, rnsq ď log k, it follows that exppdBMprms, rnsqq ´ 1 ď
log k ¨ dBMprms, rnsq. Thus γprms, rnsq ď ΛZpX,Y q ď log k ¨ dBMprms, rnsq. 
We conclude by proving that dk,G is Lipschitz equivalent to the following intrinsically defined
metric on Dkpλq. Recall that ω2 is the compatible metric ω2ppm0, m1q, pn0, n1qq :“ ωpm0, n0q `
ωpm1, n1q, and that rω2 is the corresponding quotient metric on Dk.
Proposition A.3. dk,ℓ88 and rw2 are Lipschitz equivalent on Dkpℓ88;λq. In fact,
1
2 logpλkqλ?k rω2prms, rnsq ď dk,ℓ88prms, rnsq ď k2λ3rω2prms, rnsq.
Proof. We first estimate the rω2-diameter of Dkpℓ88, λq.
Claim A.3.1. For every rpm0, m1qs, rpn0, n1qs P Dkpℓ88;λq one has thatrω2prpm0, m1qs, rpn0, n1qsq ď 2plog λ`mintdBMprm0s, rn0sq, dBMprm1s, rn1squq. (5)
Consequently, diampDkpℓ88;λqq ď 2 logpλkq.
Proof of Claim: Given rpm0, m1qs, rpn0, n1qs P Dkpℓ88;λq, ωpm0, m˚1q, ωpn0, n˚1q ď logpλq. Choose
∆ P GLpFkq with dBMprm0s, rn0sq “ ωpm0,∆ ¨ n0q. Then, ωpm1,∆ ¨ n1q ď ωpm1, m˚0q ` ωpm˚0 ,∆ ¨
n
˚
0q`ωp∆ ¨ n˚0 ,∆ ¨ n1q ď 2 log λ` dBMpm0, n0q. From here we get easily the inequality in (5). 
Claim A.3.2. Let E be a Banach space. If T,U P Lk,w˚λ pE˚, Eq are such that }T´U} ă 1{pλ
?
kq,
then, rω2pνk,EpT q, νk,EpUqq ď λ?k}T ´ U}.
Proof of Claim: Let T0, U0 P LkpFk, Eq and T1, U1 P LkppFkq˚, Eq be such that T “ T0 ˝T ˚1 and
U “ U0˝U˚1 . Define m0 :“ νFk,EpT0q, m1 :“ νpFkq˚,EpT1q, and n0 :“ νFk,EpU0q, n1 :“ νpFkq˚,EpU1q.
We use the Kadets-Snobar Theorem—see for example [1, Theorem 12.1.6]—to fix a projection
P : E Ñ ImpT1q of norm at most
?
k. Then, T ˚1 “ T ˚1 ˝ P ˚ ˝ r, where r : E˚ Ñ pImT1q˚ is the
restriction map rpgq :“ g ↾ ImT1, hence, the rank of T ˚1 ↾ ImP ˚ is k and since the dimension
of ImP ˚ is also k, it follows that θ :“ T ˚1 : ImP ˚ Ñ pFk, m0q is an isomorphism. We estimate
some norms.
‚ }θ} ď λ and }θ´1} ď λ?k: }θ} ď }T ˚1 }E˚,pFk,m0q “ }T }E˚,E ď λ. Now fix g P ImP ˚, and
suppose that 1 “ m0pT ˚1 pgqq “ }T pgq}E . Find h P E˚ with }h}E˚ ď λ such that T ˚phq “
T ˚pgq; then θpgq “ T ˚1 pgq “ T ˚1 phq “ T ˚1 ph0q “ θph0q, where h0 “ P ˚ph ↾ ImT1q. Since θ is a
bijection, g “ h0 and }g}E˚ ď }P ˚}}h}E˚ ď λ
?
k.
‚ U˚1 : ImP ˚ Ñ pFk, n0q is also isomorphism: First, }U˚1 }E˚,pFk,n0q “ }U}E˚,E ď λ, and if
g P SphpImP ˚q, then by (a), m0pT ˚1 pgqq ě 1{pλ
?
kq, and |n0pU˚1 pgqq ´ m0pT ˚1 pgqq| “ |}Tg}E ´
}Upgq}E | ď }T ´U} ă 1{pλ
?
kq. So, n0pU˚1 pgqq ą 0, hence U˚1 pgq ‰ 0, and since dim ImP ˚ “
k, it follows that U˚1 is an isomorphism. Set ∆ :“ U˚1 ˝ pT ˚1 q´1 P GLpFkq.
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‚ ∆ ¨ m1 “ n1: If f P pFkq˚, then p∆ ¨ m1qpfq “ m1p∆˚pfqq “ }T1pT´11 pU1pfqqq}E “ }U1pfq}E “
n1pfq.
‚ ωp∆ ¨ m0, n0q ď λ
?
k}T ´ U}: Fix x P Fk such that m0pxq “ 1, and set g :“ pU˚1 q´1pxq.
Notice that }g}E˚ ď λ
?
k. Then |m0p∆´1pxqq ´ n0pxq| “ |}T0pT ˚1 pgqq}E ´ }U0pU˚1 pgq}E | ď
}T ´ U}E˚,E}g}E˚ ď λ ¨
?
k ¨ }T ´ U}E˚,E . So, p∆ ¨ m0qpxq ď pλ ¨
?
k ¨ }T ´ U} ` 1qn0pxq.
Similarly, n0pxq ď pλ ¨
?
k ¨ }T ´ U} ` 1qp∆ ¨ m0qpxq. It follows that
rω2prpm0, m1qs, rpn0, n1qsq ďω2p∆ ¨ pm0, m1q, pn0, n1qq “ ωp∆ ¨ m0, n0q ď
ď logpλ ¨
?
k ¨ }T ´ U} ` 1q ď λ ¨
?
k}T ´ U}. 
From the previous two claims we have that rω2prms, rnsq ď 2 logpλkqλ?kdk,Eprms, rnsq for
rms, rns P DkpE;λq.
Claim A.3.3. For every rms, rns P Dkpℓ88;λq one has that dk,ℓ88prms, rnsq ď k2λ3rω2prms, rnsq.
Proof of Claim: Let ∆ P GLpFkq be such that rω2prpm0, m1qs, rpn0, n1qsq “ ωpm0,∆ ¨n0q`ωpm1,∆ ¨
n1q. We use Proposition A.1 to find T0, U0 P LpFk, ℓ88q, T1, U1 P LppFkq˚, ℓ88q such that:
‚ m0 “ νFk,ℓ88pT0q, ∆ ¨ n0 “ νFk,ℓ88pU0q, m1 “ νpFkq˚,ℓ88pT1q and ∆ ¨ m1 “ νpFkq˚,ℓ88pU1q;
‚ αpFk,m˚
1
qpm0,∆ ¨ n0q “ }T0 ´ U0}pFk,m˚
1
q,ℓ88
and αppFkq˚,m˚
0
qpm1,∆ ¨ n1q “ }T1 ´ U1}ppFkq˚,m˚
0
q,ℓ88
.
Let T :“ T0 ˝ T ˚1 , U :“ U0 ˝ U˚1 . It follows that ν2prT sq “ rms, ν2prU sq “ rns, and
dk,ℓ88
prms, rnsq ď }T ´ U}ℓ8
1
,ℓ88
. Now let g P Sphpℓ81 q. Then,
}pT ´ Uqpgq}ℓ88 ď}T0pT ˚1 ´ U˚1 qpgq}ℓ88 ` }pT0 ´ U0qpU˚1 pgqq}ℓ88 ď }T0}pFk,m0q,ℓ88}T ˚1 ´ U˚1 }ℓ81 ,pFk,m0q`
`}T0 ´ U0}pFk,m1q˚,ℓ88}U˚1 }ℓ81 ,pFk,m1q˚ “ αpFk,m0q˚pm1,∆ ¨ n1q ` αpFk,m1q˚pm0,∆ ¨ n0q
(6)
On the other hand, by Claim A.3.1,
maxt}Id}∆¨n1,m˚0 , }Id}∆¨n0,m˚1 u ďmaxt}Id}m1,m˚0 ¨ }Id}∆¨n1,m1 , }Id}m0,m˚1 ¨ }Id}∆¨n0,m0u ď
ďλerω2prms,rnsq ď k2λ3.
It follows from the inequality in (6) and Proposition A.1 b) that
dk,ℓ88
prms, rnsq ď }T ´U}ℓ8
1
,ℓ88
ď k2λ3pωpm1,∆ ¨ n1q`ωpm0,∆ ¨ n0qq ď k2λ3rω2prms, rnsq.  
We do not know a similar explicit description of the extrinsic metrics for p’s other than 8.
References
1. Fernando Albiac and Nigel J. Kalton, Topics in Banach space theory, Graduate Texts in
Mathematics, vol. 233, Springer, New York, 2006.
2. Dana Bartosˇova´, Jordi Lopez-Abad, Martino Lupini, and Brice Mbombo, The Ramsey
property for Banach spaces and Choquet simplices, and applications, C. R. Math. Acad. Sci.
Paris 355 (2017), no. 12, 1242–1246. MR 3730502
3. , The Ramsey property for Banach spaces, Choquet simplices, and their noncommu-
tative analogs, preprint, 2017.
4. Dana Bartosˇova´, Jordi Lo´pez-Abad, Martino Lupini, and Brice Mbombo, The Ramsey
property for Banach spaces and Choquet simplices, preprint, 2019.
5. Be´la Bolloba´s, Linear analysis, second ed., Cambridge University Press, Cambridge, 1999.
6. Valentin Ferenczi, Jordi Lopez-Abad, Brice Mbombo, and Stevo Todorcevic, Amagamation
and Ramsey properties of Lp-spaces, Preprint, 2019.
7. Thierry Giordano and Vladimir Pestov, Some extremely amenable groups related to operator
algebras and ergodic theory, Journal of the Institute of Mathematics of Jussieu 6 (2007),
no. 02, 279–315.
THE RAMSEY PROPERTY FOR GRASSMANNIANS OVER R 25
8. Ronald L. Graham, Klaus Leeb, and Bruce L. Rothschild, Ramsey’s theorem for a class of
categories, Proceedings of the National Academy of Sciences of the United States of America
69 (1972), 119–120.
9. Ronald L. Graham and Bruce L. Rothschild, Ramsey’s theorem for n-parameter sets, Trans-
actions of the American Mathematical Society 159 (1971).
10. Mikhael Gromov and Vitali D. Milman, A topological application of the isoperimetric in-
equality, American Journal of Mathematics 105 (1983), no. 4, 843–854.
11. Nigel J. Kalton and Mikhail I. Ostrovskii, Distances between banach spaces, Forum Mathe-
maticum 11 (2008), no. 1, 17–48.
12. Alexander S. Kechris, Vladimir Pestov, and Stevo Todorcevic, Fra¨ısse´ limits, Ramsey the-
ory, and topological dynamics of automorphism groups, Geometric and Functional Analysis
15 (2005), no. 1, 106–189.
13. Julien Melleray and Todor Tsankov, Extremely amenable groups via continuous logic,
arXiv:1404.4590 (2014).
14. Jaroslav Nesˇetˇril, Ramsey theory, Handbook of combinatorics, Vol. 1, 2, Elsevier Sci. B. V.,
Amsterdam, 1995, pp. 1331–1403.
15. Mikhail I. Ostrovski˘ı, Topologies on the set of all subspaces of a Banach space and related
questions of Banach space geometry, Quaestiones Math. 17 (1994), no. 3, 259–319.
16. Vladimir Pestov, Dynamics of infinite-dimensional groups, University Lecture Series,
vol. 40, American Mathematical Society, Providence, RI, 2006.
17. Gideon Schechtman, Almost isometric Lp subspaces of Lpp0, 1q, The Journal of the London
Mathematical Society 20 (1979), no. 3, 516–528.
18. Joel H. Spencer, Ramsey’s theorem for spaces, Trans. Amer. Math. Soc. 249 (1979), no. 2,
363–371. MR 525678
19. Stevo Todorcevic, Introduction to Ramsey spaces, Annals of Mathematics Studies, vol. 174,
Princeton University Press, Princeton, NJ, 2010. MR 2603812
Department of Mathematical Sciences, Carnegie Mellon University, Pennsylvania, USA
E-mail address: dbartoso@andrew.cmu.edu
Departamento de Matema´ticas Fundamentales, Facultad de Ciencias, UNED, 28040 Madrid,
Spain
E-mail address: abad@mat.uned.es
School of Mathematics and Statistics, Victoria University of Wellington, PO Box 600, Welling-
ton 6140, New Zealand
Mathematics Department, California Institute of Technology, 1200 E. California Blvd, MC
253-37, Pasadena, CA 91125
E-mail address: martino.lupini@vuw.ac.nz
URL: http://www.lupini.org/
Department of Mathematics and Statistics, University of Ottawa, Ottawa, ON, K1N 6N5,
Canada
E-mail address: bmbombod@uottawa.ca
