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Abstract
The chemical birth-death process, whose chemical master equation (CME) is ex-
actly solvable, is a paradigmatic toy problem often used to get intuition for how
stochasticity affects chemical kinetics. In a certain limit, it can be approximated by an
Ornstein-Uhlenbeck-like process which is also exactly solvable. In this paper, we use
this system to showcase eight qualitatively different ways to exactly solve continuous
stochastic systems: (i) integrating the stochastic differential equation; (ii) comput-
ing the characteristic function; (iii) eigenfunction expansion; (iv) using ladder opera-
tors; (v) the Martin-Siggia-Rose-Janssen-De Dominicis path integral; (vi) the Onsager-
Machlup path integral; (vii) semiclassically approximating the Onsager-Machlup path
integral; and (viii) approximating the solution to the corresponding CME.
1 Introduction
What is there left to say about the Ornstein-Uhlenbeck process? First written down by
Langevin [1, 2] and later studied in detail by Ornstein and Uhlenbeck [3], it has become the
prototypical toy problem for continuous stochastic dynamics, and is treated thoroughly in
many textbooks [4, 5, 6]. It has been generalized to incorporate fractional diffusion [7, 8, 9],
time delay [10], and active behavior [11]. Among other things, it has been used to model
Brownian particles experiencing friction [3, 12], Johnson noise [12], harmonically trapped
particles [13], heat baths [14], stock option prices [15], pedestrian movement [16], and active
galactic nuclei [17, 18].
In this paper, we consider a related problem: the chemical1 birth-death process with
additive noise, which is defined by the stochastic differential equation (SDE)
x˙ = k − γx+ ση(t) (1)
1We will call this problem the chemical birth-death process to distinguish it from the many other birth-
death processes that have been considered in the literature, e.g. [19, 20, 21].
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where η(t) is a Gaussian white noise term, x ∈ (−∞,∞), and k, γ, σ > 0. While Eq. 1
can trivially be changed into an Orstein-Uhlenbeck process by defining y := x − k/γ, we
will focus on it as-is, because it has much to say about the relationship between different
stochastic models, and because it is a good problem for illustrating the analytic tools in our
arsenal for solving continuous stochastic problems.
It is related to the chemical birth-death process, whose defining chemical reactions are
∅
k−→ X
X
γ−→ ∅
(2)
and whose corresponding chemical master equation (CME) reads
∂P (n, t)
∂t
= k [P (n− 1, t)− P (n, t)] + γ [(n+ 1)P (n+ 1, t)− nP (n, t)] (3)
where P (n, t) is the probability that the system has n X molecules at time t (with n ∈
{0, 1, 2, ...}). Although real biology is clearly more complicated, Eq. 3 can be used as a
first-pass model of how stochasticity influences mRNA or protein counts when gene-gene
interactions are negligible [22, 23, 24].
Specifically, Eq. 1 is related to Eq. 3 by two approximations. The first approximation
is to move to the continuous regime, and to approximate (a la Gillespie [25, 26, 27]) the
dynamics of the CME via the chemical Langevin equation (CLE)
x˙ = k − γx+
√
k + γx η(t) (4)
where x ∈
[
−k
γ
,∞
)
in this model, since the noise function has a nonzero probability of
pushing the system into negative concentrations while its magnitude is nonzero. The second
approximation is to suppose that we are sufficiently close to the steady state of the system,
µ := k
γ
, so that ǫ := x−µ
µ
is small. The noise function in Eq. 4 can then be approximated as
√
k + γx =
√
2k
√
1 +
ǫ
2
≈
√
2k
[
1 +
ǫ
4
]
=
√
2k +
√
2k
4µ
(x− µ) = σa + σm(x− µ) . (5)
Keeping both terms corresponds to a (linear) multiplicative noise approximation, while only
keeping the first term (i.e. assuming x−µ ≈ 0) corresponds to an additive noise approxima-
tion. Although we will keep the σ from Eq. 1 arbitrary, the above argument shows that the
choice of σ that best approximates the dynamics of the CME (supposing the assumptions of
the CLE hold, and that we are sufficiently close to the steady state xss = µ) is
σbest =
√
2k . (6)
Hence, we recover Eq. 1, and the domain expands to x ∈ (−∞,∞), since a constant noise
function has a nonzero probability of pushing a cell to arbitrarily negative concentrations.
The transition probability corresponding to Eq. 1 is
P (x, t; x0, t0) =
√
γ
πσ2(1− e−2γT ) exp
[
− γ
σ2
[x− x0e−γT − µ(1− e−γT )]2
(1− e−2γT )
]
(7)
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where T := t− t0. Since all questions one might ask (e.g. moments and first-passage times)
about the system described by Eq. 1 can be answered using P (x, t; x0, t0), understanding
the chemical birth-death process with additive noise in some sense reduces to computing and
analyzing Eq. 7.
For general stochastic systems, solving for P (x, t; x0, t0) is usually a nontrivial task that
requires employing all sorts of mathematical tools. In this paper, we will solve for Eq. 1 in
eight qualitatively different ways—partially to showcase various methods, and partially to
offer explicit examples of stochastic path integral [28] computations, which seem to be rare
in the literature.
In Sec. 2 and 3, we describe two typical textbook approaches. In Sec. 4 and 5, we
describe two approaches that mimic strategies usually used to solve the quantum harmonic
oscillator. In Sec. 6 through 8, we describe three path integral approaches, one of which
(the Martin-Siggia-Rose-Janssen-De Dominicis path integral, used in Sec. 6) is particularly
straightforward. Finally, in Sec. 9 we derive Eq. 1 by approximating the solution to the
CME (Eq. 3) in the large µ limit.
2 Direct SDE solution method
The additive noise birth-death process is simple enough that we can solve its SDE directly,
in exactly the same way the Ornstein-Uhlenbeck SDE is usually solved. Because the solution
has a special form (i.e. a normal distribution), we can then use that solution to find the
transition probability. This approach is textbook material; see Gardiner [5] for a reference.
In mathematicians’ notation, our SDE reads
dx = (k − γx)dt + σdW (8)
where W is a Wiener process. The trick is to use the ‘integrating factor’ eγt to eliminate the
x-dependence from the right-hand side of the SDE:
d(eγtx) = γeγtx dt+ eγt dx = γeγtx dt+ eγt [(k − γx) dt+ σ dW ] = keγt dt+ σeγt dW .
(9)
Integrating both sides, we have
eγtx(t) = x0e
γt0 + k
∫ t
t0
eγt
′
dt′ + σ
∫ t
t0
eγt
′
dWt′ . (10)
By the definition of the Ito integral [29, 5], we have
∫ t
t0
eγt
′
dWt′ := lim
N→∞
N∑
j=1
eγ[t0+(j−1)∆t]rj(0,∆t) (11)
where the rj are normal random variables with mean 0 and variance ∆t := (t− t0)/N . Using
the usual rules for manipulating linear combinations of normal random variables [25] (and
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reusing the rj labels for convenience), we have
N∑
j=1
eγ[t0+(j−1)∆t]rj(0,∆t) =
N∑
j=1
rj
(
0, e2γ[t0+(j−1)∆t]∆t
)
= R
(
0,
N∑
j=1
e2γ[t0+(j−1)∆t]∆t
)
(12)
where R is a normal random variable with mean 0 and variance
N∑
j=1
e2γ[t0+(j−1)∆t]∆t ≈
∫ t
t0
e2γt
′
dt′ =
e2γt − e2γt0
2γ
(13)
which becomes exact in the N →∞ limit. The other integral is just∫ t
t0
eγt
′
dt′ =
eγt − eγt0
γ
(14)
so we have
x(t) = x0e
−γT + µ
[
1− e−γT ]+ σe−γtR(0, e2γt − e2γt0
2γ
)
(15)
where T := t− t0. Again using what we know about linear combinations of normal random
variables, this can be rewritten as
x(t) = R
(
x0e
−γT + µ
[
1− e−γT ] , σ2
2γ
[
1− e−2γT ]) (16)
where R is normally distributed with the above mean and variance. Since
x(t) ∼ N
(
x0e
−γT + µ
[
1− e−γT ] , σ2
2γ
[
1− e−2γT ]) (17)
we recover Eq. 7 by writing down a normal distribution with the above mean and variance.
If we are just interested in moments, we do not even have to calculate the Ito integral (Eq.
11) [5]; instead, we can use
x(t) = x0e
−γT + µ
[
1− e−γT ]+ σe−γt ∫ t
t0
eγt
′
dWt′ (18)
and the properties of Ito integrals/white noise. For example,
〈x(t)〉 = 〈x0e−γT + µ [1− e−γT ]〉 + σe−γt
〈∫ t
t0
eγt
′
dWt′
〉
= x0e
−γT + µ
[
1− e−γT ] (19)
and
Var[x(t)] = σ2e−2γt
〈∫ t
t0
eγt
′
dWt′
∫ t
t0
eγs
′
dWs′
〉
= σ2e−2γt
∫ t
t0
e2γt
′
dt′ =
σ2
2γ
[
1− e−2γT ] .
(20)
4
3 Method of characteristics
The time-dependent probability density P (x, t) of the stochastic system described by Eq. 1
satisfies the Fokker-Planck equation, which reads
∂P (x, t)
∂t
= − ∂
∂x
[(k − γx)P (x, t)] + σ
2
2
∂2P (x, t)
∂x2
. (21)
The boundary conditions are:
1. limx→±∞ P (x, t) = 0, limx→±∞ P ′(x, t) = 0, and P (x, t) dies off fast enough that the
integral
∫
P (x, t)dx converges for all t.
2. P (x, 0) = P0(x) for some initial distribution P0(x).
We need no normalization requirement, since if P0(x) is normalized, the first condition
guarantees that P (x, t) will remain normalized for all times t. Because we would like to
calculate the transition probability P (x, t; x0, t0), we will be interested in the initial condition
P0(x) = δ(x− x0).
There are many ways to solve the Fokker-Planck equation; in this section, we will consider
taking its Fourier transform. This corresponds to computing the characteristic function of
our system
G(q, t) :=
〈
eiqx
〉
=
∫ ∞
−∞
dq eiqxP (x, t) (22)
which is equivalent to the original probability density function (since one can be recovered
from the other by a Fourier/inverse Fourier transform). Taking the Fourier transform of
both sides of Eq. 21, we find that G(q, t) satisfies
∂G(q, t)
∂t
+ γq
∂G(q, t)
∂q
=
[
ikq − σ
2
2
q2
]
G(q, t) (23)
subject to the initial condition2
G(q, t0) =
∫ ∞
−∞
dq eiqxδ(x− x0) = eiqx0 . (24)
The method of characteristics [4, 30], offers a way to solve first-order partial differential
equations (PDEs) like this one. It involves supposing that there are parameterized curves
along with the PDE reduces to an ordinary differential equation (ODE). In particular, we
suppose that q = q(s), t = t(s), and
d
ds
[G(q(s), t(s))] =
∂G(q, t)
∂t
dt
ds
+
∂G(q, t)
∂q
dq
ds
=
∂G(q, t)
∂t
+ γq
∂G(q, t)
∂q
(25)
2The decay at infinity conditions are already taken into account by assuming that it is possible to Fourier
transform P (x, t).
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i.e. that
dt
ds
= 1 ,
dq
ds
= γq . (26)
The solutions of these ODEs are
t(s) = t0 + s
q(s) = q0e
γs (27)
where we have chosen our parameterization so that s = 0 corresponds to t0, and s = T = t−t0
corresponds to t(s) = t.
Substituting Eq. 25 and Eq. 27 into Eq. 23 yields the first-order ODE
dG(s)
ds
=
[
ikq0e
γs − σ
2
2
q20e
2γs
]
G(s) . (28)
Proceed by separation of variables to get∫ T
0
dG
G
=
∫ T
0
ikq0e
γs − σ
2
2
q20e
2γs ds (29)
which is easily solved to obtain
G(T ) = G0 exp
{
iµq0
[
eγT − 1]− σ2
4γ
q20
[
e2γT − 1]}
= G0 exp
{
iµq
[
1− e−γT ]− σ2
4γ
q2
[
1− e−2γT ]} (30)
where we have used that q0 = q(T )e
−γT . At this point, all we have to do is incorporate our
initial condition (Eq. 24). Doing so, we have
G(s = 0) = G0 = e
iq(0)x0 = eiqx0e
−γT
(31)
so that our final answer is
G(q, t) = exp
{
iq
[
x0e
−γT + µ
(
1− e−γT )]− 1
2
q2
[
σ2
2γ
(
1− e−2γT )]} . (32)
This may look familiar; the characteristic function of a normal distribution with mean µ¯ and
variance σ¯2 is
exp
[
iµ¯q − σ¯
2
2
q2
]
. (33)
Comparing this with Eq. 32, we find that P (x, t; x0, t0) must be a normal distribution with
mean and variance given by
µ¯ := x0e
−γT + µ
(
1− e−γT )
σ¯2 :=
σ2
2γ
(
1− e−2γT ) (34)
i.e. we recover Eq. 7. Alternatively, we can just inverse Fourier transform Eq. 32 to recover
Eq. 7.
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4 Eigenfunction expansion method
Applying the standard separation of variables ansatz P (x, t) = PE(x)T (t) to the Fokker-
Planck equation (Eq. 21) yields the general solution
P (x, t) =
∑
E
cEPE(x)e
−E(t−t0) (35)
where the cE are chosen so that P (x, t0) equals some initial distribution P0(x), and where
PE(x) satisfies the time-independent Fokker-Planck equation
−EPE(x) = γPE(x)− (k − γx)∂PE(x)
∂x
+
σ2
2
∂2PE(x)
∂x2
(36)
for some constant E ≥ 0. This eigenfunction expansion technique is discussed by Risken [4]
in his monograph on the Fokker-Planck equation, and is occasionally used in the literature
[31, 32, 33, 34, 35].
4.1 Steady state Fokker-Planck solution
As a starting point, we would like to find Pss(x), the steady state solution to the Fokker-
Planck equation. Setting ∂P/∂t = 0 in Eq. 21, we have
0 = − ∂
∂x
[(k − γx)Pss(x)] + σ
2
2
∂2Pss(x)
∂x2
. (37)
Integrate both sides (and note that the arbitrary constant that appears must be zero for
both sides to vanish at infinity) to obtain the steady state Fokker-Planck equation
0 = (k − γx)Pss(x)− σ
2
2
P ′ss(x) . (38)
Solving this simple ODE and normalizing our result, we obtain
Pss(x) =
√
γ
πσ2
exp
[
− γ
σ2
(x− µ)2
]
. (39)
4.2 Eigenfunctions
Assume that the solution to Eq. 36 can be written PE(x) = QE(x)Pss(x). Substituting this
ansatz into Eq. 36 and using Eq. 38 to simplify the result yields the equation
0 =
σ2
2
Q′′E(x) + (k − γx)Q′E(x) + EQE(x) . (40)
for QE(x). Changing variables to y :=
√
γ/σ2(x− µ), our equation becomes
0 = Q′′E(y)− 2yQ′E(y) + 2E¯QE(y) (41)
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where E¯ := E/γ. A standard power series analysis3 of Eq. 41 shows that it will only have
solutions which do not blow up at infinity provided that E¯ is a nonnegative integer n. Hence,
Eq. 41 is just Hermite’s differential equation, so its solutions can be written
Qn(x) =
√
1
2nn!
Hn
(√
γ/σ2(x− µ)
)
(42)
where the prefactor is chosen for our later convenience. While the Pn = QnPss functions
can obviously not be interpreted as probability distributions in their own right, since Qn
sometimes takes negative values, they do convey information about the relative probability
of different transient solutions (i.e. solutions whose time-dependence goes like e−γnT ).
4.3 The propagator
Using Eq. 43 and Eq. 42, the general solution to the Fokker-Planck equation is
P (x, t) =
∞∑
n=0
cnPn(x)e
−En(t−t0) =
∞∑
n=0
cnQn(x)Pss(x)e
−γnT (43)
with the constants cn chosen to match the assumed initial distribution P0(x). To actually
calculate the cn, one can invoke the orthogonality of the Hermite polynomials, which reads∫ ∞
−∞
Hm(y)Hn(y)e
−y2 dy =
√
π2nn! δnm , (44)
to say that ∫ ∞
−∞
Qm(x)Qn(x)Pss(x) dx = δnm (45)
i.e. that the Qn are orthonormal with respect to the weight function Pss(x). Let’s exploit
this relationship to compute the coefficients cn for the initial distribution P0(x) = δ(x−x0).
At t = t0, we have
δ(x− x0) =
∞∑
n=0
cnQn(x)Pss(x) . (46)
Multiply both sides by Qm(x) and integrate, using Eq. 45. We get cm = Qm(x0), so our
solution is
P (x, t; x0, t0) =
√
γ
πσ2
∞∑
n=0
1
2nn!
Hn
(√
γ
σ2
(x0 − µ)
)
Hn
(√
γ
σ2
(x− µ)
)
e−
γ
σ2
(x−µ)2e−γnT .
(47)
To sum this, we can either use the integral representation [37, Eq. 18.10.10]
Hn(y) =
(−2i)ney2√
π
∫ ∞
−∞
e−t
2
tne2iyt dt (48)
3This sort of analysis is often done in textbook studies of the quantum harmonic oscillator, so we will not
reproduce it here. See Griffiths [36] for one example.
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of the Hermite polynomials, or we can explicitly invoke Mehler’s formula [38, 39], which says
that ∞∑
n=0
(ρ/2)n
n!
Hn(y0)Hn(y) =
1√
1− ρ2 exp
(
−ρ
2(y20 + y
2)− 2ρ y0y
1− ρ2
)
. (49)
Either way, we recover Eq. 7 for P (x, t; x0, t0).
5 Ladder operator method
Ladder (or raising and lowering, or creation and annihilation) operators facilitate a straight-
forward treatment of the quantum harmonic oscillator in elementary quantum mechanics [36].
Analogous methods have been used to solve the Fokker-Planck equation [40, 41, 42, 35], al-
though the approach seems to work best for simple systems (e.g. one-dimensional or having
a linear drift term).
5.1 Basic formalism
As in the previous section, we begin with a separation of variables ansatz, and seek to solve
the time-independent Fokker-Planck equation (Eq. 36). For this approach, we will (as in
[28]) work in a Hilbert space consisting of states
|φ〉 =
∫ ∞
−∞
dx c(x) |x〉 (50)
and introduce operators xˆ, pˆ and Hˆ that act as
xˆ |φ〉 :=
∫ ∞
−∞
dx xc(x) |x〉 , pˆ |φ〉 :=
∫ ∞
−∞
dx − ∂c(x)
∂x
|x〉 , Hˆ := pˆf(xˆ) + σ
2
2
pˆ2 (51)
on a general state |φ〉. Motivated by the quantum harmonic oscillator, we will also introduce
the creation and annihilation operators
aˆ+ := pˆ , aˆ := xˆ− µ− σ
2
2γ
pˆ . (52)
We stress that the operators a and a+ are not Hermitian conjugates of each other; their
conjugates will be determined in the next subsection. Since [xˆ, pˆ] = 1, aˆ and aˆ+ satisfy the
usual commutation relation
[aˆ, aˆ+] =
[
xˆ− µ− σ
2
2γ
pˆ, pˆ
]
= [xˆ, pˆ] = 1 . (53)
Also note that we can write the Hamiltonian as Hˆ = −γ aˆ+aˆ, and that the time-independent
Fokker-Planck equation says
|ψE〉 :=
∫ ∞
−∞
dx PE(x) |x〉 =⇒ Hˆ |ψE〉 = −E |ψE〉 (54)
i.e. |ψE〉 is an eigenstate of the Hamiltonian with eigenvalue −E.
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5.2 Allowed energies
Let’s run through the usual ladder operator arguments. Suppose that |ψE〉 is an eigenstate
of Hˆ with eigenvalue −E. First, note that acting on |ψE〉 with the annihilation operator aˆ
yields an eigenstate with eigenvalue −E + γ:
Hˆ aˆ |ψE〉 = −γaˆ+aˆaˆ |ψE〉 = −γ(aˆaˆ+−1)aˆ |ψE〉 = aˆ(Hˆ+γ) |ψE〉 = (−E+γ) aˆ |ψE〉 . (55)
In just the same way, one can show that acting on |ψE〉 with the creation operator aˆ+ yields
an eigenstate with eigenvalue −E − γ. This means we can take any eigenstate and use it
to generate new eigenstates with higher or lower energies E. Recall that our ‘biologically
permissible’ solutions need E > 0, or else they will blow up in time. To prevent our ladder
operators for permitting such solutions, we need it to be the case that
aˆ |ψE〉 = 0 (56)
for some eigenstate |ψE〉. But this is precisely what is true for the steady state solution we
found earlier—it is a solution with E = 0! Acting many times on this ‘ground state’ with
the creation operator yields states with energies E1 = γ, E2 = 2γ, and so on. We obtain a
countably infinite number of eigenstates with energies
En = nγ (57)
for n = 0, 1, 2, .... This must be all possible eigenstates, in fact: if there was an eigenstate
whose energy was not an integer multiple of γ, we could use the annihilation operator aˆ to
construct an eigenstate with negative energy, which is not allowed.
5.3 Proving orthonormality
Label the allowed eigenstates |ψn〉, since we know now that there are only countably many
of them. We have that
|ψn〉 := Cn(a+)n |ψ0〉 (58)
where |ψ0〉 is defined by Eq. 56 and the constants Cn are to be determined. We would like
to be able to invoke the orthogonality of the |ψn〉 in order to construct a general solution to
the time-dependent Fokker-Planck equation, Eq. 21. To do this, we will need to define an
inner product and show that the |ψn〉 are orthogonal to each other with respect to it (and
choose Cn so that they are also normalized).
Define an inner product by
〈x|y〉 := δ(x− y)
Pss(x)
(59)
so that the inner product of two arbitrary states |φ1〉 and |φ2〉 reads
〈φ1|φ2〉 =
∫ ∞
−∞
dx
∫ ∞
−∞
dy c∗1(x)c2(y) 〈x|y〉 =
∫ ∞
−∞
dx
c∗1(x)c2(x)
Pss(x)
. (60)
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Note that, with respect to this inner product, our ‘ground state’ |ψ0〉 is normalized:
〈ψ0|ψ0〉 =
∫ ∞
−∞
dx
Pss(x)Pss(x)
Pss(x)
= 1 . (61)
It is not true that the creation and annihilation operators we defined, aˆ and aˆ+, are Hermitian
conjugates with respect to this inner product. But they are almost Hermitian conjugates,
in the following sense. Note, for arbitrary states |φ1〉 and |φ2〉,
〈φ1|pˆ|φ2〉 =
∫ ∞
−∞
dx
c∗1(x)
Pss(x)
[
−dc2
dx
]
=
∫ ∞
−∞
dx c2(x)
d
dx
[
c∗1(x)
Pss(x)
]
(62)
where we have integrated by parts and thrown away the boundary terms. The boundary
terms do vanish for the states we care about, which have c(x) ∼ [polynomial] ·Pss(x). Next,
compute
d
dx
[
c∗1(x)
Pss(x)
]
=
dc∗1
dx
Pss(x)
− P
′
ss(x)c
∗
1(x)
[Pss(x)]2
=
dc∗1
dx
+ 2γ
σ2
(x− µ) c∗1(x)
Pss(x)
(63)
where we have used Eq. 38. Then
〈φ1|pˆ|φ2〉 =
∫ ∞
−∞
dx
c2(x)
[
dc∗1
dx
+ 2γ
σ2
(x− µ) c∗1(x)
]
Pss(x)
=
〈
φ2
∣∣∣∣−pˆ+ 2γσ2 (xˆ− µ)
∣∣∣∣φ1
〉∗
. (64)
In other words,
(pˆ)† = −pˆ + 2γ
σ2
(xˆ− µ) (65)
with respect to our inner product. Using Eq. 65 and that xˆ is Hermitian, we can show that
(aˆ+)† =
2γ
σ2
aˆ , (aˆ)† =
σ2
2γ
aˆ+ . (66)
These results together mean that Hˆ := −γaˆ+aˆ (along with the ‘number operator’ Nˆ := aˆ+aˆ)
is Hermitian. This can be used to show (in a slick way) that the |ψn〉 are orthogonal:
〈ψm|ψn〉 = 〈ψm|n|ψn〉
n
=
〈ψm|Nˆ |ψn〉
n
=
〈ψn|Nˆ |ψm〉∗
n
=
〈ψn|m|ψm〉∗
n
=
m
n
〈ψm|ψn〉 (67)
which for m 6= n forces 〈ψm|ψn〉 = 0. Now we should normalize the |ψn〉. Note,
〈ψn|ψn〉 =
[
Cn(aˆ
+)n |ψn〉
]†
Cn(aˆ
+)n |ψn〉 = |Cn|2
(
2γ
σ2
)n
〈ψ0|aˆn(aˆ+)n|ψ0〉 . (68)
Repeatedly use the facts that [aˆ, (aˆ+)j] = j(aˆ+)j−1 for j ∈ N and aˆ |ψ0〉 = 0 to obtain
〈ψn|ψn〉 = |Cn|2
(
2γ
σ2
)n
n! 〈ψ0|ψ0〉 = |Cn|2
(
2γ
σ2
)n
n! (69)
which means that we should choose Cn =
1√
n!
(
σ2
2γ
)n/2
. One can invoke the Rodrigues formula
of the Hermite polynomials to show that the |ψn〉 match what we found earlier (c.f. Eq. 42).
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5.4 Final comments
We can write
|ψ(t)〉 =
∞∑
n=0
cn |ψn〉 e−γnT , (70)
exploit the orthonormality of the |ψn〉 to derive the cn corresponding to the transition prob-
ability, and sum the propagator as in Sec. 4.3.
One last note about the ladder operator approach: just as in quantum mechanics, the
creation and annihilation operators are useful for calculating moments. For example, since
xˆ can be written as
xˆ =
σ2
2γ
aˆ+ + aˆ+ µ (71)
we can compute
〈x〉 = 〈ψ0|xˆ|ψ(t)〉 =
∫ ∞
−∞
dx xP (x, t) (72)
by using Eq. 70 and the properties
aˆ+ |ψn〉 =
√
2γ
σ2
√
n+ 1 |ψn+1〉 , aˆ |ψn〉 =
√
σ2
2γ
√
n |ψn−1〉 (73)
which closely resemble the properties of the analogous quantum mechanical operators [36].
6 MSRJD path integral method
The MSRJD (Martin-Siggia-Rose-Janssen-De Dominicis) path integral description [43, 44,
45, 46, 47] of continuous stochastic systems described by SDEs like Eq. 1 offers an explicit
formula for the transition probability P (x, t; x0, t0) in terms of an infinite number of integrals.
It resembles the phase space path integral [48] from quantum mechanics, in that it involves
integrating not just over all possible paths through state space, but also over auxiliary
variables pj .
Two nice features of this approach that are worth highlighting are that (i) one can bypass
the eigenfunction expansion and obtain the transition probability directly, and that (ii) no
imagination (i.e. clever substitutions or tricks) is necessary. We just need to calculate some
integrals, and we will get our answer. For a derivation of this stochastic path integral, along
with some additional discussion, see my earlier paper [28].
The MSRJD path integral corresponding to Eq. 1 reads
P = lim
N→∞
∫
dpN
2π
N−1∏
j=1
dxjdpj
2π
exp
{
−
N∑
j=1
[
ipj
(
xj − xj−1
∆t
− k + γxj−1
)
+
1
2
pj
2σ2
]
∆t
}
(74)
where ∆t := (t − t0)/N , and where we are using P as an abbreviation for P (xf , tf ; x0, t0).
If we integrate out all of the momenta first, then we just have the Onsager-Machlup path
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integral, which is discussed in the next section; hence, we will try to integrate out the
concentrations xj first. Change variables to yj = xj − µ, so that Eq. 74 becomes
P = lim
N→∞
∫
dpN
2π
N−1∏
j=1
dyjdpj
2π
exp
{
−
N∑
j=1
[
ipj
(
yj − yj−1
∆t
+ γyj−1
)
+
1
2
pj
2σ2
]
∆t
}
(75)
Define C := 1− γ∆t. The action (i.e. the argument of the exponential) can be written
−
N∑
j=1
ipj (yj − Cyj−1)+ 1
2
pj
2σ2∆t = iCy0p1−iyNpN−i
N−1∑
j=1
yj (pj − Cpj+1)− 1
2
N∑
j=1
pj
2σ2∆t .
(76)
We can easily integrate over yj for j = 1, ..., N − 1 to obtain∫ ∞
−∞
dyj
2π
e−iyj(pj−Cpj+1) = δ(pj − Cpj+1) . (77)
Enforcing the (N−1) delta function constraints leads to p1 = Cp2, p2 = Cp3, ..., pN−1 = CpN .
This means that we can write each pj in terms of the last one, pN , via
pj = C
N−jpN . (78)
Using Eq. 78, the remaining part of the action reads
iCy0p1 − iyNpN − 1
2
N∑
j=1
pj
2σ2∆t = −i (yN − CNy0) pN − 1
2
[
σ2∆t
1 − C2N
1− C2
]
p2N . (79)
All that remains of our path integral is an easily performed Gaussian integral:
P = lim
N→∞
∫
dpN
2π
e
−i(yN−CNy0)pN− 12
[
σ2∆t 1−C
2N
1−C2
]
p2
N
= lim
N→∞
√
1− C2
2∆t
1
πσ2(1− C2N ) exp
[
−
(
yN − CNy0
)2
2∆t
1−C2σ
2(1− C2N)
]
.
(80)
Using that y0 = x0 − µ, yN = x− µ, and that
lim
N→∞
1− C2
2∆t
= lim
N→∞
1− (1− γ∆t)2
2∆t
= lim
N→∞
2γ∆t− γ2∆t2
2∆t
= γ
lim
N→∞
CN = lim
N→∞
(
1− T
N
)N
= e−γT ,
(81)
we can take the N →∞ limit of Eq. 80 and recover Eq. 7 as our final answer.
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7 Onsager-Machlup path integral method
There is another path integral description of SDEs like Eq. 1 originally due to Onsager and
Machlup [49, 50, 51, 47], which only involves integrals over state space. Surprisingly, despite
it involving ‘fewer’ integrals, explicit calculations are generally significantly harder. For a
derivation of this path integral, see my earlier paper [28].
We must compute
P = lim
N→∞
(
1√
2πσ2∆t
)N ∫ [N−1∏
j=1
dxj
]
exp
{
−
N∑
j=1
[xj−xj−1
∆t
− k + γxj−1
]2
2σ2
∆t
}
(82)
where ∆t := (t − t0)/N . We will proceed by doing several changes of variables, hoping
(eventually) to reduce the action to a simple form. We could write one change of variables,
but will do several, so it is clearer why we decided what we did.
Define the constant C := 1 − γ∆t. Change variables from xj to yj, then from yj to zj ,
and then from zj to wj (for all j = 0, 1, ..., N), where
yj := xj − µ , zj := yj√
σ2∆t
, wj := C
−jzj (83)
so that the jth term in the action changes as
[xj−xj−1
∆t
− k + γxj−1
]2
2σ2/∆t
→ [yj − yj−1 + γ∆tyj−1]
2
2σ2∆t
→ [zj − Czj−1]
2
2
→ C2j [wj − wj−1]2 .
(84)
In terms of the wj, Eq. 82 reads
P = lim
N→∞
√
CN(N−1)
(2π)Nσ2∆t
∫ [N−1∏
j=1
dwj
]
exp
{
−1
2
N∑
j=1
C2j [wj − wj−1]2
}
. (85)
Since the action can be written in the form
N∑
j=1
C2j [wj − wj−1]2 =
[
C2w20 + C
2Nw2N
]
+
[−2C2w0w1 − 2C2NwNwN−1]
+
N−1∑
j=1
C2j(1 + C2)w2j +
N−2∑
j=1
−2C2(j+1)wjwj+1
(86)
we can write
− 1
2
N∑
j=1
C2j [wj − wj−1]2 = −1
2
wTAw + J · w −
[
C2w20 + C
2Nw2N
]
2
(87)
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where we define the matrix A and the vector J via
Ajj := C
2j(1 + C2) for j = 1, ..., N − 1
Aj+1,j := −C2(j+1) for j = 1, ..., N − 2
Aj,j+1 := −C2(j+1) for j = 1, ..., N − 2
Aij = 0 otherwise
J :=
(
C2w0 0 · · · 0 C2NwN
)T
.
(88)
At this point, we can invoke an integral often used in quantum field theory [52]:
∫
exp
(
−1
2
xTAx+ J · x
)
dnx =
√
(2π)n
detA
exp
(
1
2
JTA−1J
)
(89)
where A is a real, symmetric, positive-definite matrix. Using Eq. 89, we can write the
transition probability as
P = lim
N→∞
√
CN(N−1)
(2π)Nσ2∆t
√
(2π)N−1
detA
exp
{
1
2
JTA−1J −
[
C2w20 + C
2Nw2N
]
2
}
= lim
N→∞
√
CN(N−1)
2πσ2∆t detA
exp
{
1
2
JTA−1J −
[
C2w20 + C
2Nw2N
]
2
}
.
(90)
In order to make sense of this, we need to compute two things: the determinant of A, and
the quadratic form JTA−1J .
7.1 Computing the determinant
By writing out A (an N − 1×N − 1 matrix) for various sizes, one can get some intuition by
computing determinants
detA1 = C
2(1 + C2)
detA2 = C
6(1 + C2 + C4)
detA3 = C
12(1 + C2 + C4 + C6) .
(91)
The determinant of Aj+1 can shown to be related to the determinants of Aj and Aj−1
according to the recurrence relation
detAj+1 = C
2(j+1)(1 + C2) detAj − C4(j+1) detAj−1 (92)
which has solution
detAj = C
j(j+1)
[
1 + C2 + · · ·+ C2j] . (93)
This can be proven by induction. Hence, the determinant of A is
detA = CN(N−1)
[
1 + C2 + · · ·+ C2(N−1)] . (94)
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7.2 Computing the quadratic form
Since only the first and last components of J are nonzero, we have
JTA−1J = A−111 C
4w20 + A
−1
N−1,N−1C
4Nw2N +
[
A−11,N−1 + A
−1
N−1,1
]
C2(N+1)w0wN . (95)
Because A is symmetric, A−11,N−1 = A
−1
N−1,1. Components of A
−1 can be computed using the
standard cofactor formula [53]
A−1ij =
Cji
detA
(96)
where Cji is the (j, i) cofactor of A. Doing so, we obtain (after some lengthy calculations we
do not record here)
A−111 =
1− C2(N−1)
C2(1− C2N) , A
−1
N−1,N−1 =
1− C2(N−1)
C2(N−1)(1− C2N) , A
−1
1,N−1 =
1− C2
C2(1− C2N ) . (97)
After substituting Eq. 97 and Eq. 95 into Eq. 90 and doing some algebra, we obtain
1
2
JTA−1J −
[
C2w20 + C
2Nw2N
]
2
= −C
2N (1− C2)
2(1− C2N) [wN − w0]
2 . (98)
In terms of our original variable x, wN − w0 is
wN − w0 = zN − C
Nz0
CN
=
yN − CNy0
CN
√
σ2∆t
=
(x− µ)− CN(x0 − µ)
CN
√
σ2∆t
(99)
so the argument of the exponential in Eq. 90 reads
1
2
JTA−1J −
[
C2w20 + C
2Nw2N
]
2
= −1− C
2
2∆t
1
σ2(1− C2N)
[
(x− µ)− CN(x0 − µ)
]2
. (100)
7.3 Finishing the calculation
Using Eq. 94, the prefactor in Eq. 90 can be written√
CN(N−1)
2πσ2∆t detA
=
√
1− C2
2πσ2∆t [1− C2N ] (101)
so that all we have left to do is compute
P = lim
N→∞
√
1− C2
2πσ2∆t [1− C2N ] exp
{
−1 − C
2
2∆t
1
σ2(1− C2N)
[
(x− µ)− CN(x0 − µ)
]2}
.
(102)
Reusing the limits in Eq. 81 from the MSRJD path integral section, we again derive Eq. 7.
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8 WKB/semiclassical method
The WentzelKramersBrillouin (WKB) or semiclassical approach [54, 55, 56, 57] to ap-
proximating the quantum mechanical propagator can straightforwardly be adapted to ap-
proximate the transition probability P (x, t; x0, t0) by applying the usual arguments to the
Onsager-Machlup path integral. For one view of semiclassical approximations in stochastic
systems, see Assaf and Meerson [58], although we will proceed somewhat differently. Note
that this approach is somewhat distinct from WKB-type approaches intended to estimate
Pss(x) only [4, 59].
Almost as in quantum mechanics, we have
P (x, t; x0, t0) ≈ N(t) exp [−Scl] (103)
where N(t) is a time-dependent prefactor, and where the ‘classical’ action Scl is defined as
Scl(x, x0, T ) :=
∫ t
t0
L dt′ =
∫ t
t0
(x˙− k + γx)2
2σ2
dt′ (104)
i.e. as the time integral of the Onsager-Machlup Lagrangian (c.f. Eq. 82) along the most
likely trajectory x(t). The Lagrangian corresponding to the most likely transition path is
L =
(x˙− k + γx)2
2σ2
(105)
and its Euler-Lagrange equation [60, 61] can be shown to reduce to
x¨− γ2x = −kγ . (106)
This has the general solution
x(t) = c1e
γ(t−t0) + c2e
−γ(t−t0) +R (107)
where c1 and c2 are arbitrary constants and R is the particular solution. The particular
solution can be found by substitution to be µ, while c1 and c2 can be found to be (after
enforcing x(t0) = x0 and x(t) = x)
c1 =
x− (x0 − µ)e−γT − µ
eγT − e−γT
c2 = x0 − µ− c1 .
(108)
Hence, the classical action Scl is
Scl =
∫ t
t0
L dt′ =
1
2σ2
∫ t
t0
(x˙− k + γx)2 dt′ . (109)
Note that
x˙−k+γx = γc1eγ(t−t0)−γc2e−γ(t−t0)−k+γc1eγ(t−t0)+γc2e−γ(t−t0)+k = 2γc1eγ(t−t0) (110)
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so that we have
Scl =
2γ2c21
σ2
∫ t
t0
e2γ(t
′−t0) dt′ =
2γ2c21
σ2
[
e2γT − 1]
2γ
=
γ
σ2
[x− x0e−γT − µ(1− e−γT )]2
1− e−2γT . (111)
At this point, we would normally have to calculate a functional determinant in order to
evaluate N(t) [62]; however, we can take a shortcut and just guess that N(t) is what we
would get from naively normalizing the transition probability. Hence, the semiclassical
estimate for the transition probability is
P (x, t; x0, t0) =
√
γ
πσ2(1− e−2γT ) exp [−Scl] (112)
which, amazingly, exactly matches Eq. 7. In general, it will only be an approximation.
9 Approximating the CME solution
The CME for the chemical birth-death process (Eq. 3) can be solved by the Jahnke and
Huisinga ansatz [63], by the Doi-Peliti path integral approach [64], or (in principle) by a
different path integral description of the CME [65]. It can also be solved using arguments
similar to the ones we used in Sec. 4 and 5, which yield the eigenfunction expansion solution
PCME(x, t; x0, t0) =
∞∑
n=0
µn
n!
Cn(x0, µ)Cn(x, µ)P
CME
ss (x)e
−γnT , (113)
where the Cn are Charlier polynomials, which satisfy [66, 67]
∞∑
n=0
Cn(x, a)Cm(x, a) = δnm
n!eµ
µn
(114)
lim
a→∞
(2a)n/2Cn(a+ z
√
2a, a) = (−1)nHn(z) . (115)
We described in Sec. 1 how the CME (Eq. 3) is related to our SDE (Eq. 1); in this section,
we will show that the solution to the former reduces to the solution of the latter in the large
µ limit.
First, we will verify that the steady state solution to the CME reduces to Eq. 39 in the
large µ limit. The steady state probability distribution corresponding to Eq. 3 is
PCMEss (x) =
µxe−µ
x!
. (116)
Assuming that x is large and applying Stirling’s approximation, we have
PCMEss (x) ≈
1√
2πx
µxe−µ(
x
e
)x = 1√
2πx
exp
{
−x log
(
x
µ
)
+ (x− µ)
}
. (117)
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Assume that deviations from the mean are relatively small, i.e. that (x− µ)/µ≪ 1. Then
log
(
x
µ
)
= log
(
1 +
x− µ
µ
)
≈ x− µ
µ
− (x− µ)
2
2µ2
(118)
Now we have
PCMEss (x) ≈
exp
{
−x
[
x−µ
µ
− (x−µ)2
2µ2
]
+ (x− µ)
}
√
2πx
=
exp
{
− (x−µ)2
µ
− x(x−µ)2
2µ2
}
√
2πx
. (119)
At this point we approximate x as µ in two places: the prefactor, and the second term
inside the exponential. In the first place, writing
√
2πx ≈ √2πµ is harmless, because the
x-dependence of the function is dominated by the exponential anyway. In the second place,
writing x/µ ≈ 1 avoids having a term third order in x, and second order in µ (both of which
are inappropriate for our crude approximation). We get
PCMEss (x) ≈
1√
2πµ
exp
{
−(x− µ)
2
µ
− µ(x− µ)
2
2µ2
}
=
1√
2πµ
exp
{
−(x− µ)
2
2µ
}
(120)
which is just what we derived from the Fokker-Planck equation (c.f. Eq. 39) with σ2 = 2k
(see Sec. 1).
Finally, using Eq. 115, we can show that
lim
µ→∞
(2µ)n/2Cn(x, µ) = (−1)nHn
(
x− µ√
2µ
)
(121)
and hence that
PCME(x, t; x0, t0) ≈
∞∑
n=0
1
2nn!
Hn
(
x0 − µ√
2µ
)
Hn
(
x− µ√
2µ
)
Pss(x)e
−γnT , (122)
in the large µ limit (c.f. Eq. 47). Summing the propagator as in Sec. 4.3, we recover Eq. 7
with σ2 = 2k.
10 Conclusion
We solved the chemical birth-death process with additive noise analytically in eight quali-
tatively different ways. In doing so, we implicitly examined the strengths and weaknesses
of many different approaches to analytically solving problems in stochastic dynamics. The
intuition we get from the previous calculations is that these methods fall into four broad
categories: (i) simple and has potential to generalize (the MSRJD path integral, method of
characteristics, CME solution approximation); (ii) simple but hard to generalize (direct SDE
solution, semiclassical approximation); (iii) lengthy but much easier to generalize (the eigen-
function expansion methods); and (iv) hard and hard to generalize (the Onsager-Machlup
path integral). In particular, we imagine that the approaches we just identified as generaliz-
able can readily be applied to systems consisting of many interacting Ornstein-Uhlenbeck-like
processes (i.e. the additive noise SDE equivalent of a system of monomolecular reactions,
whose CME is known to be solvable analytically [63]).
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