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Abstract
We study a version of intersection and union-type assignment system, union elimination rule of
which is allowed only when subject of its major premiss is a value of call-by-value -calculus.
The system is shown to be sound and complete under some abstract notion of membership
relation de+ned over simple semantics for call-by-value -models, and to be invariant under
call-by-value -conversion of subjects. We prove it by constructing a +lter call-by-value -model.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Coppo et al. [5] introduced an intersection-type assignment system as an extension of
Curry’s simple-type assignment system (see [12, 11, 7] for expositions) to deal with the
functional characters of solvable -terms. In addition to the simple types constructed
from type-variables and → ; the intersection types contain a type-constant ! and types
constructed by a constructor ∧ (their intended meanings are universe and intersection
of two types). The intersection-type assignment system has a pleasing property that the
set of types assigned to a -term is invariant under -conversion.
Then Hindley [10] and Barendregt et al. [3] independently proved soundness and
completeness for the standard semantics in which a type is interpreted by a subset of
a -model and a -term having the type is interpreted by an element of the subset.
Barendregt et al. [3] built a +lter -model in which a -term is interpreted by the set
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of all types that can be assigned to the -term, and +lter models turn out to form a
very rich class of -models (see, for examples, [4, 17]).
Extending simple types to intersection types yields a successful framework. On the
other hand, when we further add a new constructor ∨ whose intended meaning is
union of two types, some diEculties arise in connection with classical -reduction.
The constructor was +rst introduced by MacQueen et al. [13]. Barbanera et al. [2]
extensively dealt with type assignment systems with intersection and union types, and
they introduced a type theory  which is a natural extension of that for intersection
types, and a type assignment system induced by . However as the example given in
[2] shows, types are not invariant under -reduction of subjects in that system. So they
introduced an extension  of  to get type invariance under -conversion of subjects,
and prove soundness and completeness for models in which types are interpreted by
the Beth-type interpretation, or based on intersection types. See [9, 18, 23] for other
extensions of the intersection-type assignment system.
Call-by-value evaluation would be one of the most standard strategy to reduce pro-
gram expressions, actually being adopted in various programming languages. An at-
tempt to incorporate this evaluation strategy into -calculus was +rst made by Plotkin
[16], and the framework so obtained is called call-by-value -calculus. In the call-by-
value -calculus we consider the set Val of values de+ned by
Val := Var ∪ {x:M | x ∈ Var; M ∈ 
}
where Var and 
 stand for the set of term-variables and the set of -terms respec-
tively. The call-by-value -reduction is de+ned as a restriction of usual -reduction as
follows:
(x:M)N →v M [x=N ] (N ∈ Val)
and the contextual, reHexive, symmetric and transitive closure of →v is denoted by =v.
Besides the consideration for union types mentioned above, Dezani [6] pointed out
a construction of models of the call-by-value -calculus based on intersection and
union-type assignment systems, which is a counterpart of the +lter model for classical
-calculus due to Barendregt et al. [3]. Then the idea was formalized by Motohama
[15] (more detailed explanation is given in [1]), and was presented in the MSJ regional
workshop on “Theories of Types and Proofs” held at Tokyo Institute of Technology
in 1997. On the other hand, in this paper we shall also introduce two intersection and
union-type assignment systems TA and TA− based on the idea due to Dezani. Both
the systems are intermediate between the one in [2] and Motohama’s one. Indeed our
two systems are endowed with the type theory , and are obtained by allowing union-
elimination rule only when the subject of its major premise is an element of Val in
TA and of Var in TA−, respectively.
A call-by-value -model was introduced by Egidi et al. [8] consisting of a domain
D and a subset K of D, the set of values in D, so that a -term in Val is interpreted
by an element of K . We will introduce a model of our type assignment systems based
on a call-by-value -model in which types are interpreted by subsets of K and the
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membership relation is abstracted to a relation between elements of D and subsets of
K . We shall prove soundness of TA and completeness of TA− for the semantics, and
so these two systems are equivalent and invariant under the call-by-value -conversion.
To prove completeness, we will construct a +lter call-by-value -model in which values
are prime +lters and a -term is interpreted by the set of all types that can be assigned
to the -term.
The content of this paper is as follows. Section 2 will present a Hilbert-style system
T and a Gentzen-style sequent system LT for the type theory ; these systems will
be proved to be equivalent, and desirable properties of the type theory will be proved
using LT. Section 3 will introduce type assignment systems TA and TA− and give
crucial lemmas, so-called generation lemmas, for the systems. Section 4 will de+ne
the notion of model of the type assignment systems and give soundness of TA for
the semantics. Section 5 will give a construction of a +lter call-by-value -model and
completeness of TA− for that model.
2. The type theory T
In this section, we con+ne our attention to the type theory which is a part of our
type assignment system. We will present a Hilbert-style system T and a Gentzen-style
sequent system LT, and prove that these systems are equivalent. Desirable properties
of the type theory will be proved using the system LT.
Denition 1. Assume that we have an enumeration of countably many type-variables
a; b; c; : : : ; and one type-constant . Then we de+ne types as follows:
(1) the type-constant and type-variables are types,
(2) if ;  are types, then so are (→ ), (∧ ) and (∨ ).
Greek letters ; ; ; : : : denote types, and T the set of all types. We follow usual
convention for abbreviation of parenthesis; that is, ∧ and ∨ connect stronger than →,
and → associates to the right. For example, a ∨ a → a ∧ a → a stands for the type
(a ∨ a)→ ((a ∧ a)→ a).
Denition 2. The type theory T is a Hilbert-style system whose formulas are ex-
pressions of the form 6, where  and  are types. It has the following axiom
schemes:
(1) 6,
(2) ∧ 6, ∧ 6,
(3) 6∨ , 6∨ ,
(4) ∧ (∨ )6(∧ )∨ (∧ ),
(5) (→ )∧ (→ )6→ ∧ ,
(6) (→ )∧ (→ )6∨ → ,
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and the following rules of inference:
6 6
6∧  (6∧ );
6 6
∨ 6 (∨6);
′6 6′
→ 6′→ ′ (→6→ );
6 6
6 (cut):
We write ∼ for the smallest equivalence relation including the type theory, that is
T 
  ∼  if and only if T 
 6 and T 
 6:
It is easy to see that ∧ and ∨ are associative and commutative modulo ∼. So, in order
to lighten notations for types, we syntactically identify types which are equivalent under
associative laws and commutative laws for ∧ and for ∨. Then we write ∧ni=1i and∨n
i=1i to express the equivalence class of intersections and unions of types 1; 2; : : : ; n
in any association and order, respectively.
Lemma 3. Let {i | i∈ I} and {j | j∈ J} be nonempty 4nite sets of types. Then we
have
T 
 ∨
i∈I; j∈J
(i ∧ j) ∼
( ∨
i∈I
i
)
∧
( ∨
j∈J
j
)
and
T 
 ∧
i∈I; j∈J
(i ∨ j) ∼
( ∧
i∈I
i
)
∨
( ∧
j∈J
j
)
:
Proof. Straightforward.
Next, we introduce a sequent-calculus system which turns out to be equivalent to T.
Denition 4. The type theory LT is a Gentzen-style system whose sequents are ex-
pressions of the form ⇒ , where  is a nonempty +nite sequence of types and  is
a type. It has the following axiom scheme:
; a; ⇒ a
and the following rules of inference:
; ; ; ⇒ 
; ∧ ; ⇒  (∧ ⇒);
⇒  ⇒ 
⇒ ∧  (⇒ ∧);
; ; ⇒  ; ; ⇒ 
; ∨ ; ⇒  (∨ ⇒);
⇒ 
⇒ ∨  (⇒ ∨ 1);
⇒ 
⇒ ∨  (⇒ ∨ 2);
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′⇒  ⇒ ′
; → ; ⇒ ′→ ′ (→ ⇒ → );
⇒ →  ⇒ →  ∧ ⇒ 
⇒ →  (⇒ → ∧ );
⇒ →  ⇒ →  ⇒ ∨ 
⇒ →  (⇒ ∨ → ):
In the rules above,  and  are called the context. In the conclusion of each rule,
the types not in the context are called the principal types. For example, in the axiom
scheme, both occurrences of a are principal.
Denition 5. Let  be a nonempty +nite sequence of types. Then the types
∧
 and∨
 are de+ned by
(1)
∧
 := ;
∨
 := ;
(2)
∧
(; ) := (
∧
)∧ , ∨(; ) := (∨)∨ .
Theorem 6. LT 
⇒  if and only if T

∧
6.
Proof. See the appendix.
In the rest of this section, we show some basic properties of T using the sequent
calculus system LT.
Denition 7. We inductively de+ne prime types by the following clauses:
(1) the type-constant, type-variables and types of the form (→ ) are prime types,
(2) if  and  are prime types, then so is (∧ ).
Lemma 8. If  is a type; then there exists a nonempty 4nite set {i | i∈ I} of prime
types such that T
  ∼ ∨i∈I i.
Proof. By induction on the complexity of . If ≡ ∧ , then by the induction hy-
pothesis, there exist nonempty +nite sets {j | j∈ J} and {k | k ∈K} of prime types
such that
T 
  ∼ ∨
j∈J
j and T 
  ∼
∨
k∈K
k
and hence by Lemma 3, we have
T 
  ∼ ∨
j∈J;k∈K
(j ∧ k):
Proposition 9. Let  be a prime type; and let T
 6∨ . Then either T
 6 or
T
 6.
Proof. By Theorem 6, it suEces to show that for a nonempty +nite sequence  of
prime types, LT 
⇒ ∨  implies LT 
⇒  or LT 
⇒ . We proceed by induc-
tion on the depth of a proof of ⇒ ∨ . The proof must end with (⇒∨1), (⇒∨2),
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or (∧⇒). If the proof ends with (⇒∨1) or (⇒∨2), then we are done; otherwise the
proof looks like
....
; ; ;P⇒ ∨ 
; ∧ ;P⇒ ∨  (∧ ⇒ )
where  and  must be prime, by the induction hypothesis, either
LT 
 ; ; ;P⇒  or LT 
 ; ; ;P⇒ 
and hence
LT 
 ;  ∧ ;P⇒  or LT 
 ;  ∧ ;P⇒ :
Proposition 10. Let
T 
 ∧
i∈I
(i → i)6→ :
Then there exist a 4nite set J and a 4nite set {Ij | j∈ J} of subsets of I such that
T 
 6 ∨
j∈J
∧
i∈Ij
i and T 

∨
j∈J
∧
i∈Ij
i6:
Proof. It suEces to show that LT 
 1→ 1; : : : ; m→ m⇒ →  imply T
 6∨
j∈ J
∧
i∈ Ij i and T

∨
j∈ J
∧
i∈ Ij i6 for some +nite set J and +nite set {Ij | j∈ J}
of subsets of {1; : : : ; m}. We proceed by induction on the depth of a proof of 1→
1; : : : ; m→ m⇒ → . The proof must end with (→ ⇒→), (⇒→∧), or (⇒∨→).
Case 1: The proof ends with (→⇒→). In this case, the proof looks like
....
⇒ k
....
k ⇒ 
; k → k ; ⇒ →  (→ ⇒ → );
hence set J := {1} and I1 := {k}.
Case 2: The proof ends with (⇒→∧). In this case, the proof looks like
....
#⇒ → 
....
#⇒ → ′
....
∧ ′⇒ 
#⇒ →  (⇒ → ∧ );
where #= 1→ 1; : : : ; m→ m. By the induction hypothesis, there exist +nite sets J ′
and J ′′ and +nite sets {Ij′ | j′ ∈ J ′} and {Ij′′ | j′′ ∈ J ′′} of subsets of {1; : : : ; m} such
that
T 
 6 ∨
j′∈J ′
∧
i∈Ij′
i; T 

∨
j′∈J ′
∧
i∈Ij′
i6;
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T 
 6 ∨
j′′∈J ′′
∧
i∈Ij′′
i and T 

∨
j′′∈J ′′
∧
i∈Ij′′
i6′:
Setting J := J ′× J ′′ and I( j′ ; j′′) := Ij′ ∪ Ij′′ for each (j′; j′′)∈ J , we have
T 

( ∨
j′∈J ′
∧
i∈Ij′
i
)
∧
( ∨
j′′∈J ′′
∧
i∈Ij′′
i
)
∼ ∨
(j′ ;j′′)∈J
∧
i∈I(j′ ;j′′)
i
and
T 
 ∨
(j′ ;j′′)∈J
∧
i∈I(j′ ;j′′)
i ∼
( ∨
j′∈J ′
∧
i∈Ij′
i
)
∧
( ∨
j′′∈J ′′
∧
i∈Ij′′
i
)
by Lemma 3, and hence,
T 
 6 ∨
j∈J
∧
i∈Ij
i and T 

∨
j∈J
∧
i∈Ij
i6:
Case 3: The proof ends with (⇒ ∨ →). In this case, the proof looks like
....
#⇒ → 
....
#⇒ ′→ 
....
⇒ ∨ ′
#⇒ →  (⇒ ∨ →);
where #= 1→ 1; : : : ; m→ m. By the induction hypothesis, there exist +nite sets J ′
and J ′′ and +nite sets {Ij′ | j′ ∈ J ′} and {Ij′′ | j′′ ∈ J ′′} of subsets of {1; : : : ; m} such
that
T 
 6 ∨
j′∈J ′
∧
i∈Ij′
i; T 

∨
j′∈J ′
∧
i∈Ij′
i6;
T 
 ′6 ∨
j′′∈J ′′
∧
i∈Ij′′
i and T 

∨
j′′∈J ′′
∧
i∈Ij′′
i6
and setting J := J ′ ∪ J ′′, we have
T 
 6 ∨
j∈J
∧
i∈Ij
i and T 

∨
j∈J
∧
i∈Ij
i6:
Corollary 11. Let  be a prime type; and let
T 
 ∧
i∈I
(i→ i)6→ :
Then there exists a subset J of I such that
T 
 6 ∧
j∈J
j and T 

∧
j∈J
j6:
Proof. By Propositions 9 and 10.
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3. The type assignment systems TA and TA−
In this section, we will introduce type assignment systems TA and TA−, and prove
crucial lemmas, so-called generation lemmas, for the systems.
Denition 12. The type assignment system TA is a natural deduction style system
whose formulas, called statements are expressions M :  where M is a -term and 
is a type; M is called the subject and  the predicate of the statement. It has six rules
in the natural deduction style:
M : 
() (M ∈ Val);
[x : ]....
M : 
x:M : →  (→ I);
M : →  N : 
MN : 
(→E)
;
M :  M : 
M : ∧  (∧ I);
N : ∨ 
[x : ]....
M : 
[x : ]....
M : 
M [x=N ] : 
(∨E) (N ∈ Val);
M :  T 
 6
M : 
(6)
:
When we use rule (→ I) (or (∨E)), we must cancel or discharge (enclosed in brackets)
each occurrence of x :  (and x : ) as an assumption above M :  (or M : ) that has
not been previously cancelled. These rules are allowed to be used even if there are no
occurrences of such assumption (vacuous cancellation), but must not be used if there
is an uncancelled assumption above M :  (or M : ) whose subject is x and whose
predicate is diQerent from that of the assumption to be cancelled.
The type assignment system TA− is a restricted system of TA, which consists of
the rules of TA except that the following weaker union elimination rule is used instead
of (∨E):
x : ∨ 
[x : ]....
M : 
[x : ]....
M : 
M :  (∨E)
−
:
A basic statement is a statement whose subject is a term-variable. A basis is a set of
basic statements. 2 We write  
TA M :  to express that there is a deduction of a state-
ment M :  whose uncancelled assumptions are all in a basis , and write  
TA− M : 
for the system TA−. Let  be a basis. Then, for a set X of term-variables,  X stands
2 Note that we obey unusual de+nition of basis considered in [3], and allow for bases to contain distinct
basic statements with the same subject.
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for the basis {x : ∈ | x∈X }, and \x for the basis {y : ∈ |y ≡ x}. We abbreviate
the basis ∪{x : } to ; x : , and, when using this notation, we always suppose that
there is no statement in  whose subject is x.
In both the systems above, the restrictions for union elimination rule are essential in
later discussions. Without such restrictions, it is immediate from the counterexample
in [2] that not only classical -reduction but call-by-value -reduction of subjects does
not preserve types, and so does expansion likewise. Indeed, consider the reduction
sequence
xyz:x((t:t)yz)((t:t)yz)→v xyz:x(yz)((t:t)yz)→v xyz:x(yz)(yz)
and the type
(→ → ) ∧ ( →  → )→ ((→  ∨ )→ (→ :
Without any restriction for union elimination rule, it is easy to see that we can assign
the type to terms on both side of the reduction sequence but it is not the case for the
intermediate one. On the other hand, each of the three terms does not have the type
in our systems.
Lemma 13. If ∪{x : } 
TA− M : ; ∪{x : } 
TA− M :  and  
TA− x :  ∨ ; then
 
TA− M : .
Proof. Suppose that ∪{x : } 
TA− M : ; ∪{x : } 
TA− M : ; and 
TA− x : ∨ .
Then there exist basic statements x : 1; : : : ; x : n ∈ such that
(\x); x : 1; : : : ; x : n; x :  
TA− M : 
and
(\x); x : 1; : : : ; x : n; x :  
TA− M : :
Since
T 

n∧
i=1
i ∧ ( ∨ )6
(
n∧
i=1
i ∧ 
)
∨
(
n∧
i=1
i ∧ 
)
;
we have
....
x :
∧n
i=1
i
....
x : ∨ 
x :
∧n
i=1
i ∧ (∨ )
(∧ I)
x : (
∧n
i=1
i ∧ )∨ (
∧n
i=1
i ∧ )
(6)
(\x); [x :
∧n
i=1
i ∧ ]
....
M : 
(\x); [x :
∧n
i=1
i ∧ ]
....
M : 
M : 
(∨E)−
:
The rest of this section is devoted to prove a generation lemma for the system TA−.
We straightforwardly obtain the following two statements by induction on the depth of
a deduction.
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Lemma 14. (1) If  
TA− M :  then  FV(M) 
TA− M : .
(2) If ; x : 
TA− M :  and T 
 6 then ; x : 
TA− M : .
Lemma 15.  
TA− x :  if and only if there exists x : ∈ such that T
 6.
To establish the generation lemma, we must assume some restriction on basis.
Denition 16. A basis  is said to be prime if  
TA− x : ∨  implies  
TA− x : 
or  
TA− x : .
Lemma 17. (1) Every deduction D in TA− can be replaced by a (∨E)−-last deduc-
tion D′ in TA− with the same assumptions and conclusion.
(2) If  is a prime basis and  
TA− M : ; then there exists a (∨E)−-free deduction
of  
TA− M : .
Proof. (1) By the well-known technique of eliminating or pushing (∨E)−-steps down
below (→ I), (→E), (∧ I), or (6)-steps. The only interesting case is (→ I)-step. Sup-
pose that D has a subdeduction of the form
[z : ]....
x : ∨ 
[x : ][z : ]
1
M : 
[x : ][z : ]
2
M : 
M :  (∨E)
−
z:M : →  (→ I) :
If z≡ x, then z :  does not appear as an open assumption of 1 nor 2 and T
 
6 ∨  by Lemma 15. Thus, we can replace the subdeduction by
[x : ]
1
M : 
x:M : →  (→ I)
[x : ]
2
M : 
x:M : →  (→ I)
x:M : (→ ) ∧ ( → ) (∧ I) T
 (→ ) ∧ ( → )6→ 
x:M : →  (6):
Otherwise, replace the subdeduction by
....
x : ∨ 
[x : ][z : ]....
M : 
z:M : →  (→ I)
[x : ][z : ]....
M : 
z:M : →  (→ I)
z:M :  →  (∨E)
−
:
(2) Let D be a ( ∨ E)−-last deduction of  
TA− M :  ending with
....
x : ∨ 
[x : ]
1
M : 
[x : ]
2
M : 
M : 
(∨E)−
:
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Then  
TA− x :  ∨ , and since  is prime, either  
TA− x :  or  
TA− x : . Further
from Lemma 15 we can deduce such a statement by using only (6)-rule. Thus, sub-
stituting it for either x :  in 1 or x :  in 2, we obtain another (∨E)−-last deduction
of  
TA− M : , in which the number of applications of (∨E)−-rule is less than that
of the original one. Repeating this transformation, we obtain a (∨E)−-free deduction
of  
TA− M : .
Lemma 18. Let  be a prime basis. Then
(1)  
TA− MN :  if and only if  
TA− M : →  and  
TA− N :  for some ;
(2)  
TA− x:M :  if and only if there exist prime types 1; : : : ; n and types 1;
: : : ; n such that (\x); x : i 
TA− M : i for all i = 1; : : : ; n and T

∧n
i=1(i→ i)
6;
(3)  
TA− x:M : →  if and only if (\x); x : 
TA− M : .
Proof. (1) Similar to the proof of [3, Lemma 2:8].
(2) The if part is trivial. To show the only if part, we proceed by induction on the
depth of a (∨E)−-free deduction of  
TA− x:M : . Here we only consider the case
of a deduction which ends with
[x : ]....
M : 
x:M : →  (→ I):
By Lemma 8, there exist prime types 1; : : : ; n such that T
 ∼
∨n
i=1 i. Hence setting
i := , we have
x : i T
 i6
x :  (6)....
M : 
and T
∧ni=1 (i→ i)6→ .
(3) We verify the only if part. By (2), there exist prime types 1; : : : ; n and types
1; : : : ; n such that
(\x); x : i 
TA− M : i (i = 1; : : : ; n) and T

n∧
i=1
(i→ i)6→ :
By Proposition 10, there exist a +nite set J and a +nite set {Ij | j∈ J} of subsets of
{1; : : : ; n} such that
T 
 6 ∨
j∈J
∧
i∈Ij
i and T 

∨
j∈J
∧
i∈Ij
i6
and hence, by Lemma 14(2) and rules (∧I) and (6), we have
(\x); x : ∧
i∈Ij
i 
T −M : 
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for each j∈ J . Thus by repeated application of (∨E)−-rule we have
(\x); x : ∨
j∈J
∧
i∈Ij
i 
TA− M : 
and conclude
(\x); x :  
TA− M : 
by Lemma 14(2).
We obtain the same statements of generation lemmas as the ones for intersection-type
assignment system except that bases are restricted to prime ones. However note that,
in the system TA−, types are not invariant under classical -conversion of subjects in
general. For example, considering the derivations
y : 
y : 1
(6)
[x : a]
yx : a→ d (→ E) [x : a]
yxx : d
(→ E)
y : 
y : 2
(6)
[x : b]
yx : b→ d (→ E) [x : b]
yxx : d
(→ E)
[x : a ∨ b]
yxx : d
(∨E)−
x:yxx : a ∨ b→ d (→ I)
and
u : c→ a ∨ b v : c
uv : a ∨ b (→ E)
where ≡ (a→ a→d) ∧ (b→ b→d), 1≡ a→ a→d and 2≡ b→ b→d, we obtain
y : ; u : c→ a ∨ b; v : c
TA− (x:yxx)(uv) :d: Here the latter subderivation cannot be
substituted for x : a ∨ b in the former, and y : ; u : c→ a ∨ b; v : c 
 TA−y(uv)(uv) :d.
This is mainly because uv is not a value and have neither a nor b.
In relation to expansion, we give another example in which the restriction on
()-axiom is essential. Though

T −y:y : a→ a and y:y ← ( xy:y)((x:xx)( x:xx));
we cannot assign any types to (xy:y)((x:xx)(x :xx)) as (x :xx)(x :xx) is not a
value. On the other hand, considering a similar situation in call-by-value -calculus,
for example y:y ←v (xy:y)(x:(x :xx)(x :xx)), we can assign the same type to the
redex, as follows:
[y: a]
y:y : a→ a (→ I)
xy:y : → a→ a (→ I) x:(x:xx)(x:xx) :  ()
(xy:y)(x:(x:xx)(x:xx)) : a→ a (→ E):
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4. Soundness of TA
In this section, we will de+ne model of our type assignment systems, and prove
soundness of TA for the semantics.
Denition 19. A call-by-value -model is a structure D = 〈D;K; ·; < =〉, where D is a
nonempty set, K is a subset of D, · is a binary operation on D, and < = is a mapping
which assigns an element of D, to each -term and each mapping *, called term-
valuation, from the set of all term-variables to K , such that
(1) <x=* = *(x),
(2) <MN =*= <M =* · <N =*,
(3) if M ∈Val, then <M =* ∈K ,
(4) <x:M =* · p= <M =*[x=p] whenever p∈K ,
(5) if *(x)= *′(x) for all x∈FV(M), then <M =*= <M =*′ ,
(6) if y =∈FV(M), then <x:M =*= <y:M [x=y]=*,
(7) if <M =*[x=p] = <N =*[x=p] for all p∈K , then <x:M =*= <x:N =*.
Here *[x=p] is the valuation de+ned by (*[x=p])(x)=p and (*[x=p])(y)= *(y) if y ≡ x,
Denition 20. A TA-model is a structure M= 〈D; ,K; - 〉 satisfying the following
conditions:
(1) D= 〈D;K; ·; < =〉 is a call-by-value -model;
(2) ,K is a set of subsets of K and - is a relation between elements of D and
elements of ,K such that for all X; Y ∈,K ,
K; X ∩ Y; X ∪ Y; X → Y ∈,K;
where X →Y := {p∈K | ∀u - X (p · u - Y )}, and for all u∈D and p∈K ,
(a) p -K ,
(b) u - X and X ⊆Y implies u - Y ,
(c) u - X and u - Y implies u - X ∩Y ,
(d) p - X ∪ Y implies p - X or p - Y ,
(e) the following three conditions for v∈D are equivalent:
(i) v · q - Y for all q - X with q∈K ,
(ii) v - X →Y ,
(iii) v · u - Y for all u - X ;
For a TA-model 〈D; ,K; - 〉, we de+ne a type-valuation V as a mapping which assigns
an element of ,K to each type-variable. Each type-valuation V can be extended to a
mapping from the set of all types to ,K by
(1) V ()=K ,
(2) V (∧ )=V ()∩V (),
(3) V (∨ )=V ()∪V (),
(4) V (→ )=V ()→V ().
We say that a TA-statement M :  is valid in a TA-model M and valuations * and V if
<M =* - V ()
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holds in M. We say that M :  is a TA consequence of a basis  if M :  is valid in
any TA-model and valuations in which all basic statements in  are valid, and write
 |= M : :
Lemma 21. LetM= 〈D; ,K; - 〉 be a TA-model; and V a type-valuation onM. Then
T
 6 implies V ()⊆V ().
Proof. It is straightforward by induction on the length of derivation of 6 in T. The
only interesting case is Axiom (6).
Suppose that p∈V ((→ )∧ (→ ))=V (→ )∩V (→ ), and let q - V (∨ )=
V ()∪V () with q∈K . Then either q - V () or q - V () by De+nition 20(2d), and
p · q - V (). Thus p∈V (∨ )→V ()=V (∨ → ) by De+nition 20(2e).
Theorem 22. If  
TA M :  then  |= M : .
Proof. By induction on the length of derivation of  
TA M : . We show the cases
for (→I), (→E), and (∨E), as Lemma 21 shows the case for (6) and other cases are
straightforward.
Case 1: The derivation ends with
[x : ]....
M : 
x:M : →  (→ I):
Suppose that  is valid in a TA-model M and valuations * and V , 3 and let p∈K
with p - V (). Then (\x); x :  is valid in M, *[x=p] and V , and hence
<x:M =*:p = <M =*[x=p] - V ()
by induction hypothesis. Thus by De+nition 20(2e), we have
<x:M =* - V ()→ V () = V (→ ):
Case 2: The derivation ends with
....
M : → 
....
N : 
MN : 
(→ E)
:
In this case, <M =* - V (→ )=V ()→V () and <N =* - V () by induction hypothesis,
and hence <MN =*= <M =* · <N =* - V () by De+nition 20(2e).
3 More precisely, all basic statements in  are valid in M, * and V .
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Case 3: The derivation ends with
....
N :  ∨ 
[x : ]....
M : 
[x : ]....
M : 
M [x=N ] : 
(∨E) (N ∈Val)
:
In this case, <N =* - V (∨ ) = V ()∪V () by induction hypothesis, and hence <N =* -
V () or <N =* - V () by De+nition 20(2d) as <N =* ∈K . Therefore, (\x); x :  or ( \ x);
x :  is valid under the valuations *[x=<N =*] and V , and so
<M [x=N ]=* = <M =*[x=<N =*]-V ()
by induction hypothesis.
5. Completeness of TA−
In this section, we will give a construction of a +lter call-by-value -model, and
prove completeness of TA− for the semantics.
Denition 23. A 4lter is a nonempty subset u of T such that
(1) if ; ∈ u, then ∧ ∈ u,
(2) if ∈ u and T
 6, then ∈ u.
A prime 4lter is a +lter p such that ∈p or ∈p whenever ∨ ∈p. For each
set v of types, we denote the smallest +lter including v by ↑ v. 4 We denote ↑{}
by ↑.
Denition 24. We write F and FP for the set of all +lters and for the set of all prime
+lters, respectively. We de+ne a binary operation · on F∪{∅} by
u · v := { | ∃ ∈ v(→  ∈ u)}:
For each mapping * from the set of all term-variables to FP , de+ne a prime basis *
by
* := {x :  |  ∈ *(x)}
and for each term M , de+ne
<M =* := { |* 
TA− M : }:
As we have already seen in Section 3, there is no obstacle to obtain  
TA− M [x :=N ]:
 from  
TA− (x:M)N :  whenever  is prime and  
TA− N : ∨  implies either
4 Though ↑ v usually denotes the upper closure of v, we use the same notation because of no possibility
of confusion.
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 
TA− N :  or  
TA− N : . It will be shown in the following theorem that all values
satisfy this disjunction property for types. (Speaking model theoretically, interpretation
of each value turns out to be a prime +lter.) On the other hand, it is not the case
for terms not in value. From these facts, it would be quite reasonable for us to model
call-by-value -calculus by using +lters and prime +lters over intersection and union
types.
Theorem 25. FD := 〈F∪{∅};FP; ·; < = 〉 is a call-by-value -model.
Proof. We verify the clauses in De+nition 19. Clauses (1) and (6) are trivial. Clauses
(2) and (5) are straightforward from Lemmas 18 and 14(1), respectively.
(3) Either M ≡ x or x:N . The former case is trivial. To see the latter case, suppose
that ∨ ∈ <x:N =*. Then there exist prime types 1; : : : ; n and types 1; : : : ; n such
that (*\x); x : i 
TA− N : i for all i=1; : : : ; n and T

∧n
i=1(i→ i)6∨  by Lemma
18(2), and hence either T
∧ni=1(i→ i)6 or T
∧ni=1(i→ i)6 by Proposition 9.
Therefore either ∈ <x:N =* or ∈ <x:N =* by Lemma 18(2).
(4) Suppose that ∈ <M =*[x=p]. Then (* \ x); x : 
TA− M :  for some ∈p, and
hence → ∈ <x:M =* for some ∈p. Thus ∈ <x:M =* · p. Conversely suppose that
∈ <x:M =* · p. Then * 
TA− x:M : → , and so by Lemma 18(3),
(*\x); x :  
TA− M : :
Thus ∈ <M =*[x=p].
(7) Suppose that ∈ <x:M =*. Then * 
TA− x:M : , and hence there exist prime
types 1; : : : ; n and types 1; : : : ; n such that (*\x); x : i 
TA− M : i for all i=1; : : : ;
n and T
∧ni=1(i→ i)6 by Lemma 18(2). Since i ∈ <M =*[x=↑i] = <N =*[x=↑i] for all
i=1; : : : ; n, we have (*\x); x : i 
TA− N : i for all i=1; : : : ; n. Thus * 
TA− x:N : ,
and so ∈ <x:N =*.
Note that not all continuous functions over F ∪ {∅} are representable. To see it
more precisely, for each ; ∈T, let us write f↑;↑ for the step-function de+ned by
f↑;↑(u) =
{
↑  if ↑ ⊆ u;
∅ otherwise:
In case of +lter domains not taking union types into account, it is well known that
↑ (a→ b) ∧ (c→d) represents the continuous function f↑a;↑b unionsqf↑c;↑d. In contrast, be-
cause of the +lter ↑ a∨ c which is not prime, it is veri+ed in our +lter domain that
f↑a;↑b unionsqf↑c;↑d has no representative. Indeed, applying the continuous function to this
+lter, we obtain
(f↑a;↑b unionsq f↑c;↑d)(↑ a ∨ c) = ∅;
despite that
b ∨ d ∈ (↑ (a→ b) ∧ (c→ d)) · (↑ a ∨ c):
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On the other hand, restricting arguments to prime +lters, we obtain representatives of
every continuous functions according to the ordinary discussion.
Note also that we must take empty set into account as a denotation in FD because
of terms to which no types can be assigned. According to the example in Section 3,
we have
<(xy:y)((x: xx)(x: xx))=* = ∅ =∈FP
and
<y:y=* =↑ {→  |  ∈T} ∈FP:
Condition (1) of the following lemma is well known, and (2) and (3) were +rst proved
in [22] using Zorn’s lemma for relevant algebras.
Lemma 26. For each u; v∈F and p∈FP;
(1) if  =∈ u; then there exists q∈FP such that u⊆ q and  =∈ q;
(2) if u · v⊆p; then there exists q∈FP such that u⊆ q and q · v⊆p;
(3) if u · v⊆p; then there exists q∈FP such that v⊆ q and u · q⊆p.
Proof. Here we only prove (2). Conditions (1) and (3) are proved similarly. Let
u0 := u, and let 0 ∨ 0; 1 ∨ 1; : : : enumerate with in+nite repetition all union types.
We shall inductively construct a sequence u0; u1; : : : of +lters such that u0⊆ u1⊆ · · ·
and uk · v⊆p for all k. Suppose that we have constructed uk . Then either
↑ (uk ∪ {k ∨ k}) · v⊆p
or
↑ (uk ∪ {k ∨ k}) · v* p:
In the former case, either ↑(uk ∪{k}) · v⊆p or ↑(uk ∪ {k}) · v⊆p: in fact, if there
exist ;  =∈p with ∈↑(uk ∪ {k}) · v and ∈↑(uk ∪ {k}) · v, then there exist ′; ′ ∈ v
and 1; : : : ; n; (1; : : : ; (m ∈ uk such that
T 

n∧
i=1
i ∧ k6′ →  and T 

m∧
j=1
(j ∧ k6′ → 
and hence
T 

n∧
i=1
i ∧
m∧
j=1
(j ∧ (k ∨ k)6′ ∧ ′ →  ∨ :
Therefore ∨ ∈↑(uk ∪{k ∨ k}) · v⊆p, and so ∈p or ∈p, a contradiction. If
↑(uk ∪{k})·v⊆p, set uk+1 := ↑(uk ∪{k}); otherwise ↑ (uk ∪{k})·v⊆p, set uk+1 :=
↑(uk ∪{k}).
In the latter case, set uk+1 := uk . Letting q :=
⋃∞
k=0 uk , we have q · v⊆p, and if
k ∨ k ∈ q, then there exists n such that n ∨ n≡ k∨k and n∨n ∈ un, hence either
n ∈ un+1 or n ∈ un+1.
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Denition 27. Let  be a prime basis. The term-valuation * is de+ned by
*(x) := { | 
TA− x : }:
Let ,FP be the set of all upward closed subsets of FP with respect to ⊆, and de+ne
the relation - between elements of F∪{∅} and those of ,FP by
u-X := u ∈F and ∀p ∈FP (u⊆p implies p ∈ X ):
Note that p - X if and only if p∈X for p∈FP . Let V be a type-valuation de+ned by
V (a) := {p ∈FP | a ∈ p}:
Lemma 28. 〈FD; ,FP; -〉 is a TA-model.
Proof. We verify the clauses in De+nition 20. Theorem 25 ensures (1).
(2) Trivially, ,FP contains FP and is closed under ∩ and ∪. Let X; Y ∈,FP , and
suppose that p∈X →Y and p⊆ q. Then p·u - Y for all u - X , and hence for all r ∈FP ,
if q · u⊆ r, then p · u⊆ r and so r ∈Y . Therefore q · u - Y , and hence q∈X →Y .
Conditions (2a)–(2c) are trivial.
(2d) Suppose that p - X ∪Y . Then p∈X ∪Y , and hence p∈X or p∈Y . Thus p - X
or p - Y .
(2e) (i)⇒ (ii): Suppose that v · q - Y for all q∈X , and let p∈FP with v⊆p. By
Lemma 26(3), for each u - X and r ∈FP with p · u⊆ r there exists q∈FP such that
u⊆ q and p · q⊆ r. Since v · q⊆p · q⊆ r, we have r ∈Y , and hence p · u - Y . Thus
p∈X →Y , and so v - X →Y .
(ii)⇒ (iii): Suppose that v - X →Y . Let u - X and r ∈FP be such that v · u⊆ r. Then
by Lemma 26(2), there exists p∈FP such that v⊆p and p · u⊆ r. Since p∈X →Y ,
we have p · u - Y , and hence r ∈Y . Thus v · u - Y .
(iii)⇒ (i): Trivial.
Lemma 29. For every type-valuation V; ∈T and u∈F∪ {∅}; u - V () if and only
if ∈ u.
Proof. Note that ∈ u if and only if ∈p for all p∈FP with u⊆p: in fact, if  =∈ u,
then there exists p∈FP such that  =∈p and u⊆p by Lemma 26(1). We proceed by
induction on the complexity of .
The only interesting case is ≡ → . Suppose that u - V (→ ), and let p∈FP
with u⊆p. Then since p∈V ()→V () and ↑  - V () by the induction hypothesis, we
have p· ↑  - V (), and hence ∈p· ↑  by the induction hypothesis. Thus → ∈p.
Conversely suppose that → ∈ u. Then since ∈ v for all v - V () by the induction
hypothesis, we have ∈ u·v, and hence u·v - V () by the induction hypothesis. Therefore
u - V (→ ) by De+nition 20(2e).
The following lemma can be proved as in the saturation lemma [20, Lemma 2:6:3].
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Lemma 30.  
TA− M :  if and only if 
TA− M :  for every prime basis  includ-
ing .
Proof. We show the contraposition of if-part. Let 0 :=, and let x0 : 0 ∨ 0; x1 : 1 ∨
1; : : : enumerate with in+nite repetition all basic statements whose predicates are union
types. We shall inductively construct a sequence 0; 1; : : : of basis such that 0⊆1
⊆ · · · and for every k,
k 
=TA−M : :
Suppose that we have constructed k . Then either
k 
TA− xk : k ∨ k or k 
=TA−xk : k ∨ k :
In the former case, either k ∪{xk : k} 
=TA− M :  or k ∪{xk : k} 
=TA− M :  by
Lemma 13; in the +rst case, set k+1 :=k ∪{xk : k}, and in the second case, set
k+1 :=k ∪{xk : k}. In the latter case, set k+1 :=k .
Letting  :=
⋃∞
k=0 k , we have 
=TA− M : , and if 
TA− x : ∨ , then there exists
k such that xk : k ∨ k ≡ x : ∨  and k 
TA− xk : k ∨ k , and hence either xk : k ∈k+1
⊆ or xk : k ∈k+1⊆.
Theorem 31. If  |=M : ; then  
TA− M : .
Proof. Let  
=TA− M : . Then by Lemma 30, there exists a prime basis  such that
⊆ and 
=TA− M : . Since x : ∈* implies 
TA− x : , we have * 
TA− M : 
implies 
TA− M : , and so * 
=TA− M : . Thus we have  =∈ <M =* , and conclude
<M =* -=V () by Lemma 29. On the other hand, it is straightforward to see that any
x : ∈ is valid in the TA-model 〈FD; ,FP; - 〉 and the valuations * and V .
Corollary 32. The following are equivalent:
(1)  
TA M : ;
(2)  
TA− M : ;
(3)  |=M : .
Corollary 33. If  
TA M :  and M =v N; then  
TA N : .
Appendix
Lemma A.1. Let LT 
n ⇒  denote that ⇒  has a proof of depth at most n in
LT. Then
(1) if LT 
n ; ∧ ; ⇒ ; then LT 
n ; ; ; ⇒ ;
(2) if LT 
n ;  ∨ ; ⇒ ; then LT 
n ; ; ⇒  and LT 
n ; ; ⇒ ;
(3) if LT 
n ; ⇒ ; then LT 
n ; ; ⇒ ;
(4) if LT 
n ; ; ; ⇒ ; then LT 
n ; ; ; ⇒ ;
(5) if LT 
n ; ; ; ⇒ ; then LT 
n ; ; ⇒ .
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Proof. The lemma is proved by induction on n. Conditions (1)–(3) are straightforward.
(4) Suppose that LT 
n+1 ; ∧ ; ; ⇒  and the last part of a proof of depth at
most n+ 1 is of the form
....
; ; ; ; ⇒ 
; ∧ ; ; ⇒  (∧ ⇒ ):
Then using the induction hypothesis twice, we have
LT 
n ; ; ; ; ⇒ 
and hence
LT 
n+1 ; ;  ∧ ; ⇒ :
(5) Suppose that LT 
n+1 ; ∧ ; ∧ ; ⇒  and the last part of a proof of depth
at most n+ 1 is of the form
....
; ; ; ∧ ; ⇒ 
; ∧ ; ∧ ; ⇒  (∧ ⇒ ):
Then by (1), we have
LT 
n ; ; ; ; ; ⇒ 
and hence by (4),
LT 
n ; ; ; ; ; ⇒ :
Therefore using the induction hypothesis twice, we have
LT 
n ; ; ; ⇒ 
and so
LT 
n+1 ;  ∧ ; ⇒ :
Lemma A.2. Let  be a type; and  a nonempty 4nite sequence of types. Then
(1) LT 
 ⇒ ;
(2) LT 
⇒
∧
.
Proof. (1) Straightforward by induction on the complexity of . If  is of the form
∧ , then by the induction hypothesis, we have
LT 
  ⇒ ; LT 
 ⇒ 
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and hence by Lemma A.1(3),
....
; ⇒ 
....
; ⇒ 
; ⇒ ∧  (⇒ ∧ )
∧ ⇒ ∧  (∧ ⇒ ) :
(2) Straightforward by induction on the length of .
Now our proof of Theorem 6 needs two steps. We +rst consider the system LT with
a Cut rule below, and show the same statement for the extended sequent calculus.
After that, we prove the cut-elimination theorem.
Denition A.3. The Cut rule is of the form
⇒  ; ; #⇒ 
; ; #⇒  (Cut):
The type  in the instance exhibited is called the cut-type; an application of the rule
Cut is called a cut.
Proposition A.4. LT + Cut
⇒  if and only if T

∧
6.
Proof. The only if part is straightforward by induction on the depth of a proof of
⇒  in LT + Cut. Here we deal with two cases.
Case 1: The proof terminating in
....
; ; ; ⇒ 
; ∧ ; ⇒  (∧ ⇒ ):
By the induction hypothesis, we have
T 
 ∧ (; ; ; )6:
Therefore,
T 
 ∧(;  ∧ ; )6:
Case 2: The proof terminating in
....
⇒ → 
....
⇒  → 
....
⇒  ∨ 
⇒ →  (⇒ ∨ → ):
By the induction hypothesis, we have
T 
 ∧6→ ; T 
 ∧6 →  and T 
 6 ∨ 
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and hence obtain∧
6→  ∧6 → ∧
6(→ ) ∧ ( → ) (6∧)
and
(→ ) ∧ ( → )6 ∨  → 
6 ∨  6
 ∨  → 6 →  (→6→)
(→ ) ∧ ( → )6→  (cut) :
Therefore, applying (cut)-rule to these consequences, we conclude
T 
 ∧6→ :
For if part, it is straightforward to prove that LT 

∧
⇒  whenever T
∧6 by
induction on the depth of a proof of
∧
6, and hence LT 
⇒  by Lemma A.2(2)
and (Cut) rule.
Theorem A.5. Cut elimination holds for LT + Cut.
Proof. The theorem can be proved in the standard way (see [21]), and so we will give
a sketch of a proof.
It suEces to show that we can remove an innermost cut in a proof as a tree. Suppose
that the proof contains only one cut as the last inference:
....
⇒ 
....
; ; #⇒ 
; ; #⇒  (Cut):
The level of the cut is de+ned as the sum of the depths of the proofs of the premises;
the rank of the cut is the number of occurrences of type constructors in the cut-type.
We proceed by induction on the rank, with a subinduction on the level, and by dividing
the proof into the following three cases (note that we consider only proofs with axioms
where the principal type is either the type-constant or a type-variable):
(1) ⇒  or ; ; #⇒  is an axiom;
(2) ⇒  and ; ; #⇒  are not axioms, and the cut-type is not principal in at least
one of the premises;
(3) the cut-type is principal on both side.
Here we show three cases for (3).
Case 1: The cut-type has the form ∧ . In this case, the situation at the end of the
proof is
....
⇒ 
....
⇒ 
⇒ ∧  (⇒ ∧ )
....
; ; ; #⇒ 
; ∧ ; #⇒  (∧ ⇒ )
; ; #⇒  (Cut) :
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This is transformed into
....
⇒ 
....
⇒ 
....
; ; ; #⇒ 
; ; ; #⇒  (Cut)
; ; ; #⇒  (Cut) ;
where the new cuts are of lower rank, and hence by using the induction hypothesis
twice, we have
LT 
 ; ; ; #⇒ :
Thus applying Lemma A.1(4) and (5), we obtain
LT 
 ; ; #⇒ :
Case 2: The cut-type has the form → , and ⇒  is the conclusion of (→ ⇒ →).
In this case, the proof looks like
....
⇒ ′
....
′⇒ 
; ′→ ′; #⇒ →  (→ ⇒ → )
....
′′⇒ 
....
⇒ ′′
′; → ; #′⇒ ′′→ ′′ (→ ⇒ → )
′; ; ′→ ′; #; #′⇒ ′′→ ′′ (Cut)
which is transformed into
....
′′⇒ 
....
⇒ ′
′′⇒ ′ (Cut)
....
′′⇒ 
....
⇒ ′
′′⇒ ′ (Cut)
′; ; ′→ ′; #; #′⇒ ′′→ ′′ (→ ⇒ → )
having the new cuts with lower level. Therefore using the subinduction hypothesis
twice, we have
LT 
 ′; ; ′→ ′; #; #′ ⇒ ′′→ ′′:
Case 3: The cut-type has the form → , and ⇒  is the conclusion of (→ ⇒
→∧). In this case, the proof ends with
....
⇒ → 
....
⇒ → ′
....
∧ ′⇒ 
⇒ →  (⇒ → ∧ )
....
′⇒ 
....
⇒ ′
; → ; #⇒ ′→ ′ (→ ⇒ → )
; ; #⇒ ′→ ′ (Cut) :
This becomes
P
; ; #⇒ ′→ 
Q
; ; #⇒ ′→ ′
....
∧ ′⇒ 
....
⇒ ′
∧ ′⇒ ′ (Cut)
; ; #⇒ ′→ ′ (⇒ → ∧ );
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where P and Q are the proofs
....
⇒ → 
....
′⇒  ⇒ 
; → ; #⇒ ′→  (→ ⇒ → )
; ; #⇒ ′→  (Cut)
and
....
⇒ → ′
....
′⇒  ′⇒ ′
; → ′; #6′→ ′ (→ ⇒ → )
; ; #⇒ ′→ ′ (Cut) :
The new cuts introduced are of lower level, and hence by the subinduction hypothesis,
we have
LT 
 ; ; #⇒ ′→ ′:
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