In this paper, a damage identification method called local flow variation is introduced. It is a practical implementation of a phase space warping concept. A hierarchical dynamical system is considered where a slow-time damage process causes drifts in the parameters of a fast-time system describing the measurable response of a structure. The method is based on a hypothesis that the probability distribution function of the fast-time trajectory in its phase space is a function of a damage state. In this method, an ensemble of estimated expectations of a trajectory in different locations of the reconstructed phase space is used as a damage feature vector. Using these feature vectors, damage identification is realized by a smooth orthogonal decomposition. An experiment is conducted to validate the method. A two-dimensional slow-time damage process is identified from experimental fast-time data. Although damage identification results from the local flow variation are not as accurate as those from the direct application of phase space warping tracking functions, the required computation time is about two orders of magnitude shorter.
Introduction
In engineering fields, a gradual deterioration of components may lead to the total failure of a system. The deterioration that adversely affects the system's performance is defined as damage. In today's highly competitive market, engineers find that conflict between skyrocketing costs of maintenance and increasing demand for safety is extremely hard to handle using traditional preventive maintenance approaches. One of the proposed solutions is condition-based maintenance, where damage is detected or predicted before it causes actual failures. To realize the condition-based maintenance, the ability to identify damage and track its evolution in real-time is crucial.
Numerous solutions to damage identification and tracking problems [1] [2] [3] are proposed in a large body of literature, but this subject is far from mature. One of the main obstacles is that the behaviour of a system may not be described accurately by available numerical models, especially when the system is nonlinear. In recent investigations [4] [5] [6] , nonlinear characteristics show the capacity to provide valuable information about the system's state without explicit use of analytical models. Researchers are attracted by this capacity and are applying related methods to damage identification.
Foong et al [7] studied the dynamical behaviour of a beam with a propagating fatigue crack. Although the excitation is stationary and harmonic, the vibration of the beam is shown to change from periodic to chaotic with the propagation of the crack. Adams et al [8] propose a damage identification approach with the assumption that the undamaged system is linear, and nonlinearity is only introduced by damage. For linear systems, the response under some stationary chaotic excitation is shown to be of benefit, and is used to detect damage [9] [10] [11] .
In previous work [12] [13] [14] , a concept of phase space warping (PSW) is introduced.
This concept describes distortions in a system's fast-time phase space caused by slowtime damage accumulation. A direct one-to-one relationship has been demonstrated between damage states and the PSW tracking function (PSWTF) based feature vectors. However, this procedure requires considerable computational time to estimate the short-time trajectory evolutions of a healthy system from previously recorded data, since systems under consideration are usually nonlinear.
To ease the computational complexity and to satisfy the requirements for on-line, real-time damage identification, a local flow variation (LFV) method is developed as a practical implementation of the PSW concept. Here, expectation of the fast-time trajectories is estimated in a small volume of the phase space, and is employed as a damage tracking function. Thus, there is no need to predict the evolution of a fast-time trajectory from a given point in the phase space, and the data processing time is reduced considerably.
In the next section, the LFV method is introduced as a practical implementation of the PSW idea based on the main hypothesis which is illustrated using a simple simulation. Then an LFV-based damage identification method is presented based on LFV tracking functions and smooth orthogonal decomposition (SOD). Following an experimental validation of the LFV-based method, the tracking results from different tracking functions are compared. The difference between the LFV-based method and an earlier direct application of a PSW tracking function is also discussed, followed by a conclusion.
Description of the method: basic idea
In a dynamical systems approach, damage is considered in a hierarchical dynamical system [15] , where a fasttime subsystem describes the response of the system to some excitation, and a slow-time subsystem characterizes the damage evolution process. The damage evolution causes alternations in the phase space of the fast-time subsystem by causing drifts in the parameters of that system. Such alternations are characterized as the PSW.
Local flow variation (LFV)
Two important phenomena are observed in both simulations and experiments. Firstly, if the damage states are constant, in the absence of other external variabilities, the probability distribution of trajectories in the fast-time phase space is stationary. Secondly, the change in damage states affects the distribution of trajectories. These phenomena have been studied by Hively [16] and Mcsharry [17] independently, and it is reasonable to advance a hypothesis:
A fast-time trajectory's probability distribution in its phase space is a function of slow-time damage states.
Local flow variation (LFV) is defined as the change in the distribution of trajectories in the fast-time subsystem's phase space, which is caused by the evolution of damage.
LFV tracking function
For a small fixed volume B in the fast-time phase space, the distribution of trajectories can be described by a local probability distribution function (LPDF), f B . Based on the above hypothesis, the LPDF is a function of damage state φ and coordinates of the phase space x with properties:
Then the first moment of the trajectory (E B [x] ) in this volume can be calculated by
and is a function of the damage state φ. Here F B (φ) is used to describe the first moment of the trajectories in volume B with damage φ. Using (1), we define a LFV tracking function 
In a practical context, the FLVTFs cannot be calculated directly. Firstly, continuous trajectories are not available in both experiments and simulations. In numerical simulations the fast-time trajectories are discretely sampled at equal time intervals t s . In experiments, only discrete samples of the reconstructed trajectories are available. Secondly, the LPDFs of trajectories can be very complicated when the response of the system is a non-periodic motion. However, if the sampling frequency is kept constant and ergodicity is assumed, F B can be estimated as
where x(n, φ) are samples of the trajectory that are contained in this small volume B when the damage state equals φ, approximately; B can be approximated by the number of samples (x(n, φ)) in the volume B.
The LFVTF is not unique. If g(x) is a differentiable function for x ∈ B, the first moment of g(x) in the volume
where x 0 is the centre of the volume B, and A = dg dx x=x0
and
So, any a function in the form
is appropriate to be used as a tracking function. However, additional noise is introduced during the linearization of g(x)
in (5), so the estimated h B (φ) may not work as well as l B (φ) in most situations.
An illustrative example
A simple two-well Duffing's equation is used to illustrate the main hypothesisẍ where Here, it is necessary to point out that the Poincaré sections can be regarded as volumes which have an edge of zero length. The Poincaré section of the reference phase space is divided into 16 small areas using the equiprobable partition method [18] , and the grid is recorded for use on the other Poincaré section. The estimated first moments are emphasized using a dot for each small area (see figure 1) . Each Poincaré section is generated using 9800 points. Therefore, there are about 1666 points in each small area in the reference Poincarè section.
From a first look, the two Poincaré sections are quite similar, and it is hard to describe the difference between them. However, if we take a closer look at one particular area labelled 12 (see figure 2), the difference is clear and can be described by the estimated first moments.
The simulations are repeated eight times using different initial conditions with each damage state, and the estimated first moments of section 12 are plotted in figure 3 . From this plot, it can be confidently claimed that the observed difference between two Poincaré sections is caused by the change in the damage state instead of the change in the initial conditions. So the estimated first moments provide valuable information about the damage states.
Although the number of points (1700) used to estimate each first moment is larger than 30 2 (a 'rule of thumb' criterion for a statistic estimation from chaotic trajectories in a phase space with dimension d is 10 d -30 d data points [19] ; in our case, d = 2), local fluctuations in the estimates are obvious. Thus, tests based on the LFVTF of a single volume may not be robust. Although more accurate LFVTF can be obtained when more data are used for estimation, it is not possible to collect such large amount of data in an experimental context.
Smooth orthogonal decomposition (SOD)
The observed local fluctuations may hinder the damage identification using estimated first moments directly. However, this noisy information can still be handled using multivariate data analysis. In previous studies, the SOD-based analysis [12, 20] has been proven to be a powerful tool for identifying smooth trends in noisy multivariate data. Thus, the SOD is also employed in the LFV-based approach.
It is assumed that incipient damage evolves slowly. Thus, damage state φ is regarded as approximately constant for a data set collected over a short period of time. The LFVTFs are calculated for small phase space volumes of each data set, and are assembled together in a feature vector using the form [l B1 ; l B2 ; . . . ; l BN s ], where N s is the number of volumes in the phase space. These feature vectors describe the evolution of damage state φ and are assembled together into a matrix Y in a In the damage identification procedure, it is assumed that the damage state φ can be recovered by a linear projection of Y: ϕ = Yq. Assuming slow deterministic damage evolution, ϕ should vary smoothly with a maximum possible variance. The SOD is used to estimate the ϕ by solving a constrained maximization problem:
where D is a differential operator. The (8) is equivalent to the following generalized eigenvalue problem:
The eigenvector or smooth orthogonal mode (SOM), q, corresponding to the largest eigenvalue or smooth orthogonal value (SOV), λ, of (9) yields the optimal projection of matrix Y that maximizes the smoothness and the overall variation of the smooth orthogonal coordinate (SOC), ϕ. For practical purposes, the solution to (9) is obtained using generalized singular value decomposition (GSVD) of [Y, DY] matrices. In particular, these matrices are decomposed as:
where matrices U and V are unitary, X is a square matrix, and C and S are non-negative diagonal matrices. Then the SOMs are column vectors of X −T , the SOVs are given by
ii , and the SOCs are given by UC.
The SOD has many interesting properties that are described in [21] . In particular, it is invariant with respect to the linear transformation of data. In addition, the SOD is shown to be able to separate signals according to their frequency contents. 
Experimental validation
To validate this new approach, a modified version of the wellknown two-well magnetoelastic oscillator is used as a target system, and two-dimensional slow-time damage is introduced. The details of this experimental system are described in [20] , where data collected from this experimental system have been used to validate a short-time reference model prediction error (STRMPE) based damage identification approach. In this experiment, a couple of electromagnets powered trough a computer-controlled power supply are used to cause a perturbation in the magnetic potential at the free end of a vibrating cantilever beam. The maximum effect of these perturbations manifests itself in approximately a 4% change in the natural frequencies of small oscillations in each energy well. In this experiment, the deflection of the beam is measured by two laser vibrometers mounted near the clamped beam end. Vibration signals are low-pass filtered with 50 Hz cutoff frequency and data is collected at a 160 Hz sampling frequency. The system is started in a nominally chaotic regime. However, observed response includes several windows of periodic behaviour. The largest periodic span happens in the 18th hour of the experiment and is shown in figure 4 . The voltages supplied to the electromagnets (v 1 (t) and v 2 (t)) are altered harmonically, in a way shown in figure 6(b) . Because v 1 (t) (the supply voltage to the front electromagnet) and v 2 (t) (the supply voltage to the back electromagnet) are independent of each other, a two-dimensional damage state is present in the experiment. About 12 million data points are recorded in the experiment, which lasts about 20 h. The six-dimensional fast-time phase space is reconstructed using a delay time of five time samples [22] . The first 2 15 points are employed as a reference phase space, and consecutive sets of 2 13 points are treated as data records corresponding to a particular damage state. The reference phase space is partitioned into 81 small volumes (N s = 81) using the first four dimensions [20] , and l B (φ) is employed as the tracking function. Then a 486 × 1480 tracking matrix Y is assembled using the feature vectors calculated for each data record. Several columns of the normalized tracking matrix are shown in figure 5 . Although there are substantial local fluctuations in 
, and the scaled first two SOCs (·) (d).
these signals, some trends similar to the actual damage states (see figure 6(b) ) are also observed. Further damage identification is realized by applying the SOD to the obtained tracking matrix. The ten largest generalized eigenvalues or SOVs are plotted in figure 6(a) . The two largest eigenvalues are much larger than the rest, which is consistent with the fact that there is a two-dimensional damage process present in the system. The third and forth largest ones are larger than expected, which can be explained by the noise in the experiment. The SOCs corresponding to the two largest eigenvalues are depicted in figure 6(c) . The scaled first two SOCs fit v 1 (t) + v 2 (t) and v 1 (t) − v 2 (t) well (see figure 6(d) ). Thus, these SOCs can be regarded as linear combinations of actual damage states.
Discussion
This section only focuses on two simple properties of the LFV-based approach: the influence of bifurcation noise and the selection of LFVTFs. A comparison between the original STRMPE-based and the LFV-based tracking functions is also provided.
Sensitivity to bifurcation noise
Our experimental system is structurally unstable for some values of damage states. Although chaotic motions dominate the vibration most of the time during the experiment, a considerable amount of periodic motions is also observed. Since the amplitude and frequency of excitation are selected carefully, most of the periodic motions only last about several seconds, and do not cause problems to the damage identification. However, large periodic bands still exist, as in figure 4 , that need special discussion.
During bifurcations, the distribution of the trajectories changes dramatically. F B (φ) is no longer continuous or Tracking functions SNR (dB) Size of tracking matrix
19.05 486 × 1480 g(x(n)) = x(n + 1) − x(n) 15.93 486 × 1480 differentiable, which is an important assumption in the LFVbased approach. Due to this, in figure 5 , big jumps are observed in several columns of the tracking matrix when the periodic motions happen. These jumps are called bifurcation noise. Because the periodic motions last less than 10 min, the bifurcation noise does not affect the SOCs to a significant extend (a small jump is still observed in the SOCs in figure 6 (c) during the 18th hour of the experiment). If the lengths of the periodic bands are large, bifurcation noise may not be negligible.
Selection of LFVTFs
As mentioned before, LFVTFs are not unique and the selection of the tracking function may affect the quality of the damage tracking results. For example, instead of l B (φ), other LFVTFs (h B (φ)) can be used to track damage. Let us consider h B (φ) defined by
where x(n) is a sample point of the reconstructed trajectories in the volume B, and x(n + 1) is the corresponding point on the trajectory after one sampling period t s . Using the same parameters and data processing procedures as before, a tracking matrix is constructed and the SOD results are plotted in figure 7 . When compared to the damage identification results for l B (φ), figure 7 looks similar. The two largest SOVs are much larger than the rest, and the SOCs can be regarded as linear combinations of damage states. However, since the linearization of g(x) introduces additional noise, the signal-tonoise ratio (SNR) of the identified SOCs is not as high as those when l B (φ) (see table 1 ). As mentioned above, any differentiable functions can be used as g(x). The performances of several different LFVTFs are compared, and the corresponding SNR of identified SOCs are listed in table 1. Currently, the STRMPE-based [12] LFVTF provides the best identification outcome. However, there is no analytical evidence that it is the optimal LFVTF, and further research is necessary to find the optimal one.
STRMPE versus LFV
Generally, it is quite difficult to compare the performance of these two methods in an analytical way. Here several opinions are given based on experiences and common sense.
Signal-to-noise ratio (SNR).
If the STRMPE is used for g(x), it can be regarded as a special form of the LFVbased approach. In figure 8 , the identified phase portraits from the STRMPE-based approach and those from the LFV-based approach are compared. Besides the geometric similarity of these phase portraits, figure 8 shows that the lowest level of local fluctuations happens when STRMPE is used. Generally speaking, SOCs from this approach always have a higher SNR. Although the difference in the SNR might be quite small (for example, only 0.24 dB in the case of g(x(n)) = x(n+1)+x(n), table 1), we still cannot find an LFVTF that generates smoother SOCs than those from the STRMPE-based approach. The good performance of the STRMPE-based approach can be explained by the fact that the STRMPEs are linear observers of damage states themselves.
4.3.2.
Robustness. Affects of environmental conditions are ignored in our study. Therefore, the study of robustness focuses on the performances when bifurcation noise is prominent. Generally, the STRMPE-based approach is more robust with respect to the bifurcation noise. This is explained by its focus on the short-time measures of dynamics, which are smooth functions of parameters. Thus, the STRMPE can still reflect the change in damage states correctly during bifurcations. However, it does not mean that the STRMPE-based approach is immune to bifurcation noise, since the population of points used in estimation changes drastically during bifurcations.
Data processing speed.
The proposed LFV-based approach is two orders of magnitude faster than the STRMPEbased approach. For example, the LFV-based approach can process the data collected in our experiment within about 4 min, whereas the STRMPE-based approach needs about 12 h to process the same amount of data. On a workstation with a 3.2 GHz Pentium ® CPU and 1 GB of RAM, the LFVbased approach can process more than 60 000 data points per second under a MATLAB ® environment. If the algorithm is implemented in hardware, a higher data processing speed can be achieved.
As shown above, the LFV-based approach is not as robust as the STRMPE-based approach, and the corresponding SOCs are not as smooth. However, the damage identification results from the LFV-based approach still hold most of the information about damage states. Thus, the LFV-based approach shows great promise for on-line, real-time applications due to its excellent processing speed.
Conclusion
In this paper, the local flow variation (LFV)-based damage identification approach is introduced as a practical implementation of the phase space warping concept. This method is based on a hypothesis that the probability distribution function of the fast-time trajectory is a function of the damage state, and the estimated local expectation of the trajectory in its phase space is used as a feature vector. Then damage identification is realized by the smooth orthogonal decomposition. To validate this method, an experiment is conducted and a two-dimensional damage process is identified from the collected data. Qualities of the identified damage coordinates using different local flow variation functions are compared. Although LFV-based damage tracking results are not as good as those from the earlier short-time reference model prediction error based method, the LFV decreases the data processing time by about two orders of magnitude and satisfies the requirement of real-time, on-line damage identification.
