We present a carefully designed phantom experimental study aimed to provide solid evidence that both absorption and scattering images of heterogeneous scattering media can be reconstructed independently from dc data. We also study the important absorption-scattering cross-talk issue. In this regard, we develop a simple normalizing scheme that is incorporated into our nonlinear finite-element-based reconstruction algorithm. Our results from the controlled phantom experiments show that the cross talk of an absorption object appearing in scattering images can be eliminated and that the cross talk of a scattering object appearing in absorption images can be reduced considerably. In addition, these carefully designed phantom experiments clearly suggest that both absorption and scattering images can be simultaneously recovered and quantitatively separated in highly scattering media by use of dc measurements. Finally, we discuss our results in light of recent theoretical findings on nonuniqueness for dc image reconstruction.
Introduction
Diffuse optical tomography ͑DOT͒, as a potential medical imaging modality, has been investigated for more than a decade. 1 The idea of DOT is the reconstruction of the spatial distribution of optical properties within tissue by use of tomographic measurements of near-infrared diffusive light along the tissue boundary. Light propagation within tissue is generally described by photon diffusion approximation, which has proven to be capable of providing accurate methods in many practical situations. 1 A unique advantage of DOT is its capability of extracting both tissue structural maps and functional information such as hemoglobin, water content, and lipid concentration. One important potential application of DOT is for breast cancer detection. After evaluation of various DOT methods with extensive tissuelike phantom experiments, several groups recently reported their initial studies of DOT on human breasts. [2] [3] [4] [5] [6] [7] This represents a significant progression of this emerging technology from laboratory studies to clinical examinations.
In DOT, three major methods based on time resolution, frequency domain, and continuous wave ͑cw͒ have been used to probe turbid media or tissues. Although time-and frequency-domain-based methods 8 -11 may provide more optical information than cw approaches, a number of researchers have been interested in cw image reconstruction for several years, in part because of the relative simplicity, high signal-to-noise ratio, and low cost of cw techniques. [12] [13] [14] [15] [16] [17] A recent study showed that, when deconvolved, cw data appear to provide significantly better spatial resolution than frequency-domain data. 18 To date, significant progress in cw DOT has been made with both phantom and in vivo clinical data, 2, 6, 7, [12] [13] [14] [15] [16] [17] 19 which suggests that research of cw DOT should be performed parallel to that of other DOT methods.
Although several cw-or dc-based reconstruction algorithms have been developed, our own research in this regard has been based on a powerful nonlinear finite-element reconstruction algorithm. 13, 19 In these early studies, we showed that qualitative recovery of embedded objects with both absorption and scattering contrast can be obtained from simulated and experimental dc data. Recently Iftimia and Jiang 20 reported quantitative reconstruction of ob-jects with both absorption and scattering contrast with dc measurements when a novel data-preprocessingoptimization scheme is used before image reconstruction. This data-preprocessing scheme provides a method to optimize the critical parameters needed for reconstruction, including the boundary-conditions coefficient and the initial estimates of optical properties. The use of this scheme has also eliminated the need for a reference or calibration measurement with homogeneous phantoms. 13, 19 We have extended the improved algorithm from two-dimensional ͑2D͒ to three-dimensional ͑3D͒ cases and demonstrated full 3D reconstruction of both absorption and scattering images by use of dc phantom data. 21 More recently we achieved successful 2D and 3D image reconstructions by use of in vivo breasts and bones and joints from dc data. 6, 7, 22, 23 The present study has been motivated by two factors. First, there is a recent interest in studying the absorption-scattering cross-talk problem ͑e.g., localized variations in absorption appear as localized variations in scattering in the reconstructed image or vice versa͒. This issue has been studied theoretically by Schweiger and Arridge 24 and discussed experimentally by McBride et al. 4 Pei et al. 25 developed a normalized-constraint algorithm, which has shown to be capable of reducing the interparameter cross talk considerably with dc measured data. Second, there is a theoretical issue brought up by Arridge and Lionheart 26 : They claimed that simultaneous unique recovery of absorption and scattering coefficients cannot be achieved from dc data. To address the nonuniqueness issue, we present solid experimental evidence here. In their paper, Pei et al. 25 attempted to provide a number of rather thoughtful explanations to support why simultaneous recovery of absorption and scattering coefficients is possible by use of dc data. In this paper we discuss several critical differences between dc DOT and the theoretical derivations and offer an initial mathematical rationale for a possible unique solution with dc data. To attack the interparameter cross-talk problem, we propose a simple normalizing scheme and incorporate it into our finite-element reconstruction algorithm. Using carefully designed phantom experiments, we provide solid evidence that we can simultaneously reconstruct and quantitatively separate absorption and scattering coefficients of heterogeneous scattering media using dc data.
The organization of this paper is as follows. Our finite-element-based reconstruction algorithm for dc measurements is briefly described, and a novel, to our knowledge, normalizing method-based algorithm is detailed in Section 2. Experimental materials and methods are presented in Section 3. Imaging results are given in Section 4 and discussed in Section 5. Conclusions are also presented in Section 5.
Reconstruction Algorithm
Our reconstruction algorithm uses a regularized Newton's method to update an initial optical property distribution iteratively to minimize an object function composed of a weighted sum of the squared difference between computed and measured optical data at the medium's surface. The computed optical data ͑i.e., photon density͒ is obtained by solution of the photon diffusion equation with the finite-element method. The mathematical details of our algorithm and its evaluation are described elsewhere. 20, 27 The core procedure in our reconstruction algorithm is the iterative solution of the following regularized matrix equation:
where ⌽ is the photon density; a is the absorption coefficient; D is the diffusion coefficient, which can be written as D ϭ 1͞3Ј s where Ј s is the reduced scattering coefficient. I is the identity matrix, and can be a scalar or a diagonal matrix. 
In DOT, the goal is to update the a and D or Ј s distributions through the iterative solution of Eq. ͑1͒ so that a weighted sum of the squared difference between computed and measured data can be minimized. The idea of the normalizing scheme is to balance the variations of ‫ץ‬⌽͞‫ץ‬D and ‫ץ͞‪⌽‬ץ‬ a in the Jacobian matrix by normalization of each of these derivatives with their respective maximums. Assuming that m D and m are the maximums of ‫ץ‬⌽͞‫ץ‬D and ‫ץ͞‪⌽‬ץ‬ a in an iterative computation, respectively, that is, (4) we then obtain the normalized ‫ץ‬⌽͞‫ץ‬D and ‫ץ͞‪⌽‬ץ‬ a as
and rewrite the regularized Eq. ͑1͒ as
where
Experimental Materials and Methods
The experimental setup used is schematically shown in Fig. 1 , which is an automated multichannel frequency-domain system ͑we needed just dc measurements to reconstruct the absorption and scattering images reported here͒. This system was described in detail elsewhere. 7, 20 Briefly, an intensity-modulated light at 150 MHz from a 785-nm 50-mW diode laser is sequentially sent to the phantom by sixteen 3-mm fiber-optic bundles. For each source position, the diffused light is received at 16 detector positions along the surface of the phantom and sequentially delivered to a photomultiplier tube ͑PMT͒. A second PMT is used to record the reference signal. The multiplexing of the sourcedetector fibers is accomplished by two automatic moving stages. dc, ac, and phase-shift signals are obtained by use of the standard heterodyne technique controlled by fast Fourier transform LABVIEW routines. The total data-collection time for 256 measurements is approximately 8 min. The measured dc data are then input into our reconstruction software to generate a 2D cross-sectional image of the phantom at the source-detector plane. The phantom materials used consisted of Intralipid as scatterer and India ink as absorber. We used 1-2% agar powder to solidify the Intralipid and India ink solutions. 28 The background phantom was a 50-mm-diameter solid cylinder with a ϭ 0.007 mm Ϫ1 and Ј s ϭ 1.0 mm
Ϫ1
. One or two 14-mm-diameter cylindrical holes were drilled in the homogeneous background phantom for inclusions of targets with various optical contrasts. Figure 2 depicts 
Results
Experiments with the above seven configurations were performed. A 2D finite-element mesh with 717 nodes and 1368 triangular elements was used in the reconstructions for both forward and inverse solutions. All the reconstructions were the results of 20 iterations, after which no noticeable improvement was observed. The computations were conducted in a 600 Pentium III personal computer. Both grayscale images reconstructed and quantitative plots of 
one-dimensional ͑1D͒ profiles of the exact and recovered property distributions contained in these images are presented in this section. To present the cross-talk problem, we show in Fig.   3 images from cases 2 ͓Figs. 3͑a͒ and 3͑b͔͒ and 4 ͓Figs. 3͑c͒ and 3͑d͔͒ in which the images were reconstructed by use of our previous algorithm without the normalizing scheme. We note that an unexpected scattering object appears in Fig. 3͑b͒ and that an unexpected absorption heterogeneity exists in Fig. 3͑c͒ , whereas the expected absorption ͓Fig. 3͑a͔͒ and scattering ͓Fig. 3͑d͔͒ objects were recovered with good quality. These results clearly indicate that there is cross talk between absorption and scattering coefficients in optical image reconstruction. Figures 4 -11 give the results from the seven test cases with the normalizing scheme-based algorithm. Figure 4 presents simultaneous reconstruction of both absorption and scattering images from cases 1 and 2 for a pure absorbing target with increasing levels of contrast ͑2:1 and 4:1͒. The recovered absorption and scattering images from cases 3 and 4 for a pure scattering target with different levels of contrast ͑1.7:1 and 2.5:1͒ are shown in Fig. 5 . Figure 6 displays the reconstructed images from cases 5 and 6 for a target with both absorption and scattering contrast. The recovered absorption and scattering images from case 7 for two targets with a pure absorbing or a pure scattering object are given in Fig. 7 . The 1D profiles of the exact and recovered property distributions ͑along transects CD and EF or C*D* and E*F* in Fig. 2͒ contained in these images are presented in Figs. 8 -11.
Discussion and Conclusion
Interesting observations can be made on the basis of the reconstructed images presented in Section 4. From Fig. 4 , we note that no measurable cross talk of the absorbing object appears in the scattering images Fig. 2 . Phantom geometry for ͑a͒ cases 1-6 and ͑b͒ case 7. Fig. 3 . Reconstructed absorption and scattering images by use of the existing algorithm ͑without the normalizing scheme͒: ͑a͒ absorption image for case 2, ͑b͒ scattering image for case 2, ͑c͒ absorption image for case 4, and ͑d͒ scattering image for case 4. ͓Figs. 4͑b͒ and 4͑d͔͒. Similarly from Fig. 5 , we can see that no measurable cross talk of the scattering object exists in the absorption images ͓Figs. 5͑a͒ and 5͑c͔͒. This indicates that, when the target is a pure absorber or a pure scatterer relative to the background, the cross talk between the a and the Ј s images can be minimized with our normalizing scheme-based algorithm. Figure 6 shows the quantitative recovery of a and Ј s images when the target has both absorption and scattering contrast. For the two-target case, we immediately note from Fig.  7͑a͒ that there is a small amount of cross talk contributed by the scattering object, which appears as a second absorbing object in the absorption image.
To obtain further quantitative information about the reconstructed images, we have calculated the recovered optical property distribution along two transects through the center of the target ͑transects CD and EF or C*D* and E*F*; see Fig. 2͒ . All the calculated 1D a and Ј s distributions are shown in Figs. 8 -11 , in which we have plotted the exact optical property profiles in each figure for comparisons. From these 1D a and Ј s profiles, we note that the recovered images are quantitative in terms of the target location, size, and shape. We found that the optical properties of the object can be recovered within 23% and 18% of the expected peak values for a and Ј s , respectively. Taking a close examination of the a profiles shown in Figs. 10͑a͒ and 10͑c͒ and Fig. 8 , we observe that the a peak values seen in Figs. 10͑a͒ and 10͑c͒ are overestimated by as much as 8% more than that seen in Fig. 8 . Meanwhile, no noticeable difference in the Ј s profiles is observed between Figs. 10͑b͒ and 10͑d͒ and Fig. 9 . These comparisons suggest that, when the target has both absorption and scattering contrast, there may exist a small amount of cross talk contributed by scattering contrast and that absorption contrast generally does not contribute cross talk to scattering images. Interestingly, a similar observation was made on the a and Ј s images obtained with frequency-domain data. 4 Finally, from Figs. 11͑a͒ and 11͑b͒, we found for the two-target case that the cross-talk contribution of the scattering object is shown as a 1.28:1 absorption contrast in the a image.
The results presented here clearly suggest that simultaneous reconstruction of both a and Ј s images of heterogeneous scattering media can be obtained with dc data. In fact, several papers published recently by us and others have come to the same conclusion. 13,19 -21,25,29 These experimental results, however, are in striking contrast to the theoretical findings reported by Arridge and Lionheart, 26 who presented a simple theoretical proof that simultaneous recovery of absorption and scattering coefficients cannot be achieved with dc measurements. To understand these seemingly contradictory views, we do not intend here to provide rigorous mathematical derivations for reconciling these different conclusions; rather, we discuss several critical differences between the practical reconstruction in dc DOT and the theoretical derivation of Arridge and Lionheart and offer an initial mathematical rationale for a possible unique solution with dc data.
The first difference between the DOT reconstruction and the theoretical derivation of Arridge and Lionheart is the use of regularization techniques in DOT. Owing to the ill-posedness of the inverse problem involved in DOT, one has to use regularization ͓e.g., see Eqs. ͑1͒ and ͑7͔͒ that minimizes the following cost functional: Fig. 8 . Comparison of exact ͑dashed line͒ and reconstructed ͑solid curve͒ optical property distribution along transects CD and EF shown in Fig. 2͑a͒ for the images appearing in Fig. 4 : ͑a͒ absorption profiles along transect CD for case 1, ͑b͒ absorption profiles along transect EF for case 1, ͑c͒ absorption profiles along transect CD for case 2, and ͑d͒ absorption profiles along transect EF for case 2. Fig. 9 . Comparison of exact ͑dashed line͒ and reconstructed ͑solid curve͒ optical property distribution along transects CD and EF shown in Fig. 2͑a͒ for the images appearing in Fig. 5 : ͑a͒ scattering profiles along transect CD for case 3, ͑b͒ scattering profiles along transect EF for case 3, ͑c͒ scattering profiles along transect CD for case 4, and ͑d͒ scattering profiles along transect EF for case 4. where is a regularization parameter and q ͑optical properties͒ is in a parameter set Q. The idea of regularization is to make F ͑when ϭ 0͒ mathematically convex for ill-posed problems. This means that one is solving a different nearby optimization problem and finding a minimum by use of F instead of F. In other words, regularization allows one to transform a hard-to-find minimum to an easy-to-find minimum. For example, in Fig. 12 , we plot F by use of the 1D diffusion approximation with Rubin or type III boundary conditions for a homogeneous background medium with a ϭ 0.012 mm Ϫ1 and D ϭ 0.33 mm. From Fig. 12 , it is clear that without regularization ͑ ϭ 0͒ the function F is rather insensitive to parameter q ϭ ͌ a ͞D ͑i.e., any numerical method starting with an overestimate of the true parameter is bound to fail͒. But with regularization ͑ ϭ 10 Ϫ6 ͒, F is more convex. We note here that the regularization Fig. 10 . Comparison of exact ͑dashed line͒ and reconstructed ͑solid curve͒ optical property distribution along transects CD and EF shown in Fig. 2͑a͒ for the images appearing in Fig. 6 : ͑a͒ absorption profiles along transect CD for case 5, ͑b͒ absorption profiles along transect EF for case 5, ͑c͒ scattering profiles along transect CD for case 5, ͑d͒ scattering profiles along transect EF for case 5, ͑e͒ absorption profiles along transect CD for case 6, ͑f ͒ absorption profiles along transect EF for case 6, ͑g͒ scattering profiles along transect CD for case 6, and ͑h͒ scattering profiles along transect EF for case 6. has changed the problem so that we are solving for a minimum q that is no longer the same as the problem without regularization, mainly q. Thus the caution is that the use of appropriate regularization techniques are critical, which should warrant that q approaches the true solution q as approaches 0.
Second, we note that the minimization of F ͑⌽ ͑m͒ , ⌽ ͑c͒ ; q͒ involves a parameter set Q. This brings in an added theoretical complexity in terms of uniqueness because uniqueness or nonuniqueness may depend on the parameter set Q over which the optimization of F is to be performed. Suppose the solution is not unique in Q, but if we restrict our parameter set to Q c ʚ Q, then the inverse problem may have a unique solution. To illustrate this point, we discuss an example given by Banks and Kunisch ͑Ref. 30, p. 94͒ on parameter uniqueness for the equation Ϫ͑d͞ dx͓͒q͑d⌽͞dx͔͒ ϭ f on the interval ͑0, 1͒ with the Dirichlet boundary conditions ⌽͑0͒ ϭ ⌽͑1͒ ϭ 0, where f ϭ 200͞9 on ͓0, 3͞10͔, f ϭ 0 on ͑3͞10, 2͞5͒ and f ϭ 50͞9 on ͓2͞5, 1͔. It is easily seen that if we let ⌽ ͑m͒ ϭ Ϫ͑100͞9͒ x 2 ϩ ͑20͞3͒x on ͓0, 3͞10͔, ⌽ ͑m͒ ϭ 1 on ͑3͞10, 2͞5͒, and ⌽ ͑m͒ ϭ Ϫ͑25͞9͒x 2 ϩ ͑20͞9͒ x ϩ 5͞9 on ͓2͞5, 1͔, then ⌽ ͑m͒ satisfies Ϫ͑d͞dx͓͒q͑d⌽͞dx͔͒ ϭ f for the parameter q ϭ 1. To answer the question of uniqueness of q ϭ 1, one has to verify if q ϭ 1 is the only solution for the given ⌽ ͑m͒ . The answer depends on the choice of the parameter space. If we assume q ʦ Q, consisting of all continuously differentiable functions on ͑0, 1͒ such that q͑x͒ Ն ␣ Ͼ 0 on ͑0, 1͒, where ␣ is strictly positive, then the solution is not unique. This can be seen if we fix q ϭ 1 on both intervals ͓0, 3͞10͔ and ͓2͞5, 1͔; we can choose q arbitrarily on the interval ͑3͞10, 2͞5͒ without affecting ⌽ ͑m͒ ϭ 1 on ͑3͞10, 2͞5͒. This is because since ⌽ ͑m͒ ϭ 1 and f ϭ 0 on ͑3͞10, 2͞5͒, ⌽ ͑m͒ satisfies Ϫ͑d͞dx͓͒q͑d⌽͞dx͔͒ ϭ f for any arbitrary choice of q on ͑3͞10, 2͞5͒. Therefore, in the parameter set Q, there are infinitely many solutions. But if we restrict q ʦ Q c ʚ Q with the added constraint that q ʦ Q c if and only if q ʦ Q and q ϭ 1 on the interval ͑3͞10, 2͞5͒, then q ϭ 1 is the unique solution in the parameter subspace Q c ʚ Q; Fig. 11 . Comparison of exact ͑dashed line͒ and reconstructed ͑solid curve͒ optical property distribution along transects CD and EF or C*D* and E*F* shown in Fig. 2͑b͒ for the images appearing in Fig. 7 : ͑a͒ absorption profiles along transect C*D* for target B, ͑b͒ absorption profiles along transect E*F* for target B, ͑c͒ absorption profiles along transect CD for target A, ͑d͒ absorption profiles along transect EF for target A, ͑e͒ scattering profiles along transect C*D* for target B, and ͑f ͒ scattering profiles along transect E*F* for target B.
i.e., we have forced our choices of q on the interval ͑3͞10, 2͞5͒ so that q is restricted to 1 there and q cannot be chosen arbitrarily. Therefore we get uniqueness in Q c . In our reconstructions we have used an optimization procedure that allows us to search for the best parameter space ͑initial a and Ј s ͒ 20 for iteratively solving Eq. ͑7͒. On the basis of a priori information ͑e.g., mathematically, physically, or biologically feasible ranges of these initial parameters͒, the optimization procedure seeks the best parameter space in the vicinity of the exact one and has allowed the minimization of the objection function to be confined in a ͑ a , Ј s ͒ parameter subspace that is close or similar to the exact solution. Thus, although theoretically infinite ͑ a , Ј s ͒ solutions exist, practically all other solutions that significantly differ from the exact solution have been excluded. A similar explanation was also discussed in a recent report. 31 Finally, in addition to the regularization in Eq. ͑1͒, we have also normalized or scaled the Jacobian matrix ᑣ for well conditioning of ᑣ T ᑣ. For an N ϫ N matrix A that defines a linear system Ax ϭ b, scaling the rows of this system is equivalent to premultiplying A by a diagonal matrix D 1 ϭ diag͑a 1 , a 2 , . . . , a N ͒, and scaling the columns is equivalent to postmultiplying A by the diagonal matrix D 2 ϭ diag͑b 1 , b 2 , . . . , b N ͒. The precision of computed numbers is better when the condition number ͑ A͒ ϭ ʈAʈ ʈA Ϫ1 ʈ is small. 32, 33 If ͑ A͒ is large, then a small relative perturbation in A and b will produce a large perturbation in x, and the problem of solving Ax ϭ b is ill conditioned. The idea behind row or column scaling is to scale matrix A to AЈ ϭ D 1 AD 2 such that ͑ AЈ͒ Ͻ Ͻ ͑ A͒. Therefore a row or column scaling aims to minimize the condition number of the scaled matrix. In this paper we have used only a column scaling of ᑣ, which scales both the rows and columns of ᑣ T ᑣ in the special case of D 1 ϭ D 2 T . This represents a scaling of the variables according to their importance and essentially changes the norm in which the error is measured. The scaling used in this paper improves the condition number of ᑣ T ᑣ that is to be inverted and thus numerically improves the accuracy. It is, however, necessary to point out the difference between regularization and scaling. Scaling does not change the system itself but merely makes the matrix better conditioned to avoid round-off errors in the solution, whereas regularization changes the problem to a different one so that minimization is possible.
In summary, we have presented solid experimental evidence that quantitative absorption and scattering images of heterogeneous scattering media can be recovered simultaneously by use of dc data. In addition, the results from controlled phantom experiments have shown that the interparameter cross talk in DOT can be reduced considerably with the novel normalizing scheme-based reconstruction algorithm. We have also pointed out several important differences between the recent theoretical derivations and practical DOT experiments and attempted to present an initial mathematical explanation regarding the uniqueness in DOT. We encourage active involvement of mathematicians in studying theoretical issues in DOT and believe that with such an effort a real reconciliation between theoretical and experimental findings will be reached in the near future. Fig. 12 . Effect of regularization. The simulation of the 1D diffusion approximation on the interval ͑0, 43.0͒ with Rubin or type III boundary conditions for a homogeneous background medium with q ϭ ͌ a ͞D. We computed cost functional F ͑q͒ ϭ ͉⌽͑0; q 0 ͒ Ϫ ⌽͑0; q͉͒ ϩ ʈqʈ 2 for q 0 ϭ 0.1907 mm Ϫ1 ͑corresponding to a ϭ 0.012 mm Ϫ1 and D ϭ 0.33 mm͒ over a range of q starting from 0.14 to 0.4, where ⌽͑x; q͒ is the Green's function for a delta source located at x ϭ 42.0. The solid curve represents F without regularization ͑ ϭ 0͒, and the broken curve represents F with regularization parameter ϭ 10
Ϫ6
.
