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Abstract
Characterization of nonnegative matrices A which satisfy the equation
(Ap)T =
t∑
i=1
αiA
mi ,
where p < m1 < m2 < · · · < mt are positive integers and αi > 0 for all i is given as a direct
sum of matrices of special types. Applications to stochastic and {0,1} matrices are derived,
thus generalizing a number of earlier results.
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1. Introduction
A matrix A is nonnegative, denoted A  0, if each entry of the matrix is nonneg-
ative. A nonnegative matrix is stochastic if each row sum of the matrix is one. The
transpose of the matrix A will be denoted by AT. A matrix A is doubly stochastic if
both A and AT are stochastic.
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Sinkhorn [10] characterized stochastic matrices A which satisfy the condition
AT = Ap, where p > 1 is a positive integer. Such matrices were called power
symmetric in [10]. In [1] a square matrix A was defined to be generalized power
symmetric if (Ap)T = Am, where p < m are positive integers. The main result in
[1] obtained a characterization of generalized power symmetric stochastic matrices,
thereby generalizing earlier results.
Call a square matrix A generalized polynomial symmetric if
(Ap)T =
t∑
i=1
αiA
mi , (1.1)
where p < m1 < m2 < · · · < mt are positive integers and αi > 0 for all i. In the
present paper we first obtain a characterization of nonnegative generalized polyno-
mial symmetric matrices of index one. The decomposition obtained in the general
case is then specialized to matrices of index one which are {0,1} matrices or are
stochastic. The case of matrices of higher index is settled using the core-nilpotent
decomposition. The techniques in the present paper rely heavily on the machinery
of generalized inverses. Our methods considerably simplify the proofs given earlier
in [1]. In particular, we take advantage of the properties of λ-monotone matrices.
Monotonicity of generalized inverses has been studied by many authors (see for
example [4,5,9,11,12]). We remark that since (An)ij represents the probability of an
event to change from the state i to the state j in n units of time, for a stochastic
matrix A, the condition (1.1) can be given a probabilistic interpretation.
Furthermore, if A is a {0,1} matrix that represents the adjacency matrix of a graph,
then (1.1) gives the family of graphs where the number of paths from j → i of length
p is equal to the total number of paths from i → j of length m1, m2, . . . , mk (cf.
Example 4.1).
The paper is organized as follows. In Section 2 we first introduce some definitions
and prove certain preliminary results. We then obtain our main result of the paper
that gives a decomposition of nonnegative matrices of index one satisfying Eq. (1.1)
(Theorem 3.1 in Section 3). The special cases of {0,1} and stochastic matrices are
carried out in Section 4. Finally, we give a decomposition of nonnegative matrices
of arbitrary index satisfying Eq. (1.1).
2. Definitions, notation, and preliminary results
If A is an m × n matrix, then an n × m matrix G is called a generalized inverse
of A if AGA = A. If A is a square matrix, then G is called the group inverse of A
if AGA = A,GAG = G and AG = GA. We refer to [2] for the background con-
cerning generalized inverses. It is well known that A admits group inverse if and
only if rank(A) = rank(A2), in which case the group inverse, denoted by A#, is
unique.
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If A is an n × n matrix, then the index of A, denoted by index A, is the least
positive integer k such that rank(Ak) = rank(Ak+1). Thus A has group inverse if
and only if index A = 1.
If A is an n × n matrix of index k, then an n × n matrix G is called the Drazin
inverse of A if it satisfies GAG = G,AG = GA and Ak+1G = Ak. It is well known
that the Drazin inverse exists and is unique. We denote the Drazin inverse of A by
A(d). Note that if index A = 1, then A(d) = A#.
The reader is referred to [2] for additional definitions and results on generalized
inverses.
Lemma 2.1. If A  0 and (Ap)T = ∑ti=1αiAmi , where p < m1 < m2 < · · · < mt
are positive integers and αi > 0 for all i, then index A  p.
Proof. (Ap)T = ∑ti=1αiAmi ⇒ (Ap)T = Ap+1(X) where X = ∑ti=1αiAmi−(p+1)
and because p < m1, the powers of A in X are all nonnegative.
This implies rank((Ap)T) = rank(Ap)  rank(Ap+1).
But we always have rank(Ap)  rank(Ap+1) ⇒ rank(Ap) = rank(Ap+1) ⇒
index A  p. 
The lemma which follows is the key lemma.
Lemma 2.2. If A  0 and (Ap)T = ∑ti=1αiAmi , where p < m1 < m2 < · · · < mt
are positive integers and αi > 0 for all i then A(d)  0.
Proof
(Ap)T =
t∑
i=1
αiA
mi implies that Ap =
t∑
i=1
αi(A
mi )T
and so,
Ap =
t∑
i=1
αi(A
p)T(Ami−p)T
yielding
Ap =
t∑
j=1
αj
(
t∑
i=1
αiA
mi
)
(Amj−p)T.
Next, we multiply the above by A(n−1)p and we write mi + (n − 1)p = m′in + ni
where 0  ni  n − 1. Since mi + (n − 1)p > np, we have that m′i > p. Thus, we
get the equation
Anp =
t∑
j=1
αj
(
t∑
i=1
αiA
mi+(n−1)p
)
(Amj−p)T.
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Now, suppose index A = n. Let B = An, then index B = 1 and B# exists.
Therefore,
Bp =
t∑
j=1
αj
(
t∑
i=1
αiB
m′iAni
)
(Amj−p)T.
We multiply by (B#)p and get
(B#)pBp =
t∑
j=1
αj
(
t∑
i=1
αi(B
#)pBm
′
iAni
)
(Amj−p)T.
Furthermore, B#B2 = B and B#B = BB# implies (B#)pBp = B#B and
(B#)pBm
′
i = (B#)pBpBm′i−p = B#BBm′i−p = Bk , where k = m′i − p. Thus,
B#B =
t∑
j=1
αj
(
t∑
i=1
αiB
kAni
)
(Amj−p)T  0.
Therefore, we have that B#B  0.
Hence
B# =(B#)2B
=B# (B#B)
=B#
t∑
j=1
αj
(
t∑
i=1
αiB
kAni
)
(Amj−p)T
=
t∑
j=1
αj
(
t∑
i=1
αiB
#BkAni
)
(Amj−p)T
0
since B#B  0.
Thus B# = (An)#  0. It is known that if index A = n, then (An)# = A(d). There-
fore, A(d)  0. 
We remark that in addition to the hypotheses of Lemma 1 if we assume that
index A = 1, then it follows that A#  0.
3. Decomposition theorem
The following is the main result of this section which gives a decomposition of a
matrix of index one satisfying (1.1).
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Theorem 3.1. Let A be a nonnegative n × n matrix with index A = 1. If
(Ap)T =
t∑
i=1
αiA
mi (3.1)
with p < m1 < · · · < mt positive integers and αi > 0 then there exists a
permutation matrix P such that PAP T is a direct sum of matrices of the following
types:
(I): βxyT, x, y positive unit vectors of the same size with yTx = 1 and β is the
unique positive root of 1 = ∑ti=1αiβmi−p.
(II): d × d block partitioned matrices of the form

0 β12x1xT2 0 · · · 0
0 0 β23x2xT3
.
.
.
...
...
.
.
.
.
.
. 0
0
.
.
. βd−1xd−1xTd
βd1xdx
T
1 0 · · · · · · 0


,
where the xi’s are positive unit vectors, not necessarily the same size, βij > 0, and
mi + p ≡ mj + p ≡ 0 mod d ∀i, j  t, such that the following hold:
Case (i): d | p. Then β12β23 · · ·βd1 is the unique root of ∑ti=1αixqi−q ′ = 1,
where mi = dqi + r and p = dq ′ + r ′.
Case (ii): dp. Let (d, r ′) = δ. Then βi,i+1 = βi+r ′,i+r ′+1 and if κ is the prod-
uct of the distinct βi,i+1’s, i.e. κ = β12β23 · · ·βr ′,r ′+1, then κ is the unique positive
root of 1 = ∑ti=1αix(mi−p)/δ. In particular, if (d, r ′) = 1 then β12 = β23 = · · · =
βd1 = β, say, and β is the unique positive root of 1 = ∑ti=1αixmi−p.
(III): Zero blocks of appropriate size.
The converse also holds.
Proof. By the given hypothesis on A we may apply Lemma 2.2, and hence, A#  0.
Therefore, by Corollary 4.3 of [6], we have that there exists a permutation matrix P
such that
PAP T =


J JD 0 0
0 0 0 0
CJ CJD 0 0
0 0 0 0

 ,
where some of the rows may be absent, C,D are nonnegative matrices of suitable
sizes, diagonal blocks are square matrices, and J is a direct sum of matrices of the
following types,
(I′): βxyT, β > 0, x, y are positive unit vectors of the same size and yTx = 1.
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(II′):

0 β12x1yT2 0 . . . 0
0 0 β23x2yT3
.
.
. 0
...
...
.
.
.
.
.
. 0
0 βd−1,dxd−1yTd
βd1xdy
T
1 0 . . . . . . 0


with βij > 0, xi, yi are positive unit vectors, xi, yi are of the same size, xi, yj ,
i /= j are not necessarily the same size and yTi xi = 1.
Now, A satisfies (3.1) and so PAP T satisfies (3.1). Also, notice that
(PAP T)f =


J f J f D 0 0
0 0 0 0
CJf CJf D 0 0
0 0 0 0

 .
Therefore, (3.1) gives us that

Jp 0 CJp 0
JpD 0 CJpD 0
0 0 0 0
0 0 0 0

 =
t∑
i=1
αi


Jmi JmiD 0 0
0 0 0 0
CJmi CJmiD 0 0
0 0 0 0

 .
This implies that JmiD = 0 and CJmi = 0. But then, J  0 implies D = 0 and
C = 0; so in fact, we have PAP T =
[
J 0
0 0
]
.
Now J satisfies (3.1) implies that each Type (I′) and Type (II′) satisfies (3.1).
Consider Type (I′): Recall that x and y are unit vectors, and so xTx = yTy = 1,
such that yTx = 1. Using these facts we obtain the following:
From the equation ((βxyT)p)T = ∑ti=1αi(βxyT)mi , we get
βpyxT =
t∑
i=1
αiβ
mi xyT
⇒ βpxyTyxT =
t∑
i=1
αiβ
mi xyTxyT
⇒ βpxxT =
t∑
i=1
αiβ
mi xyT
⇒ βpxxTx=
t∑
i=1
αiβ
mi xyTx.
The above equation implies βpx = ∑ti=1 αiβmi x, and so, βp = ∑ti=1 αiβmi , yield-
ing 1 = ∑ti=1 αiβmi−p.
Thus, β is the unique positive solution of 1 = ∑ti=1 αixmi−p.
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Now consider a Type (II′) summand S of size d . We have (Sp)T = ∑ti=1αmii S
which in turn yields (Sp)(Sp)T = ∑ti=1αiSmi+p. But (Sp)(Sp)T is a block diagonal
matrix, so each Smi+p must be diagonal also. But for Type (II′) summands, one
gets diagonal matrices when one raises the matrix to a multiple of d . So we have
mi + p ≡ mj + p ≡ 0 mod d and consequently, mi ≡ mj mod d . Let qi, r be such
that mi = dqi + r .
Now, notice that
Sd = β12β23 · · ·βd1


x1y
T
1 0 . . . 0
0 x2yT2
.
.
. 0
0
.
.
.
.
.
. 0
0 . . . 0 xdyTd

 .
Let µ = β12β23 · · ·βd1 and let
E =


x1y
T
1 0 . . . 0
0 x2yT2
.
.
. 0
0
.
.
.
.
.
. 0
0 . . . 0 xdyTd

 .
Then Sd = µE , S2d = µ2E, and so on. Also note that ES = S.
So,
(Sp)T =
t∑
i=1
αiS
mi =
t∑
i=1
αiS
dqi+r
=
t∑
i=1
αi(S
d)qi Sr =
t∑
i=1
αiµ
qi Sr
=
(
t∑
i=1
αiµ
qi
)
Sr .
Thus we have (Sp)T = λSr where λ = ∑ti=1αiµqi .
Then (Sp)T = λSr implies Sp(Sp)T = λSp+r , and (Sp)(Sp)T being diagonal
tells us that Sp+r is diagonal, hence r + p ≡ 0 mod d . Now, λSp+r = λS((p+r)/d)d =
λµ(p+r)/dE. So, we have that Sp(Sp)T = λµ(p+r)/dE.
Let q ′, r ′ be such that p = dq ′ + r ′. We next simplify (Sp)(Sp)T.
(Sp)(Sp)T =
(
Sdq
′+r ′) (Sdq ′+r ′)T = (Sdq ′Sr ′) (Sdq ′Sr ′)T
=
(
µq
′
ESr
′) (
µq
′
ESr
′)T = (µq ′Sr ′) (µq ′Sr ′)T
=
(
µq
′)2 (
Sr
′) (
Sr
′)T
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=
(
µq
′)2


(β1)2x1x
T
1 0 . . . 0
0 (β2)2x2xT2
.
.
. 0
...
.
.
.
.
.
. 0
0 . . . 0 (βd)2xd1xTd1

 ,
where β1 = β12β23 · · ·βr ′,r ′+1, β2 = β23 · · ·βr ′+1,r ′+2, . . . , βd = βd1 · · ·βr ′+1,r ′
and all indices are taken modulo d from here on. So, we have that Sp(Sp)T = λSp+r
simplifies to the following:
(
µq
′)2


(β1)2x1x
T
1 0 . . . 0
0 (β2)2x2xT2
.
.
. 0
...
.
.
.
.
.
. 0
0 . . . 0 (βd)2xd1xTd1

 = λµ
(p+r)/dE.
Also, because both sides are symmetric E is symmetric, thus xi = aiyi for some
ai ∈ R+. But yTi xi = 1 implies yTi aiyi = 1, which yields that ai = 1 and hence xi =
yi for all i.
If d | p then r ′ = 0 and d | m. Thus we get (µq ′)2E = λµq ′E which gives us that
µq
′ = λ. We know λ=∑ti=1αiµqi , and so µq ′ =∑ti=1αiµqi . Because p < mi we
must have that q ′qi. Dividing both sides by µq
′ gives us 1 = ∑ti=1αiµqi−q ′ . So we
have that µ= β12 · · ·βd1 must be the unique positive solution to ∑ti=1 αixqi−q ′ = 1.
Now, suppose dp. We get the following system of equations by comparing cor-
responding entries of (Sp)(Sp)T = λSp+r .
(1) : (µq ′)2(β12 . . . βr ′,r ′+1)2 = λµ(p+r)/d
(2) : (µq ′)2(β23 . . . βr ′+1,r ′+2)2 = λµ(p+r)/d
...
(d) : (µq ′)2(βd1β12 . . . βr ′+1,r ′)2 = λµ(p+r)/d .
We get from (1) and (2) that (β12β23 · · ·βr ′,r ′+1)2 = (β23 · · ·βr ′+1,r ′+2)2 and
thus, β12 = βr ′+1,r ′+2. From (2) and (3) we get β23 = βr ′+2,r ′+3, . . . Finally, from
(d) and (1) we get βd1 = βr ′,r ′+1. Now, if (d, r ′) = 1 then we have β12 = β23 =
· · · = βd1, say β. So we have
β


0 x1xT2 0 . . . 0
0 0 x2xT3
.
.
. 0
0 . . .
.
.
.
.
.
. xd−1xTd
xdx
T
1 0 . . . . . . 0

 = S,
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which implies, using the equation (Xp)T = ∑ti=1αiXmi , that βp = ∑ti=1αiβmi .
Divide both sides of the equation by βp, and obtain 1 = ∑ti=1αiβmi−p. Therefore,
if (d, r ′) = 1 then β is the unique positive solution of 1 = ∑ti=1αixmi−p.
Now, if (d, r ′) = δ = 1, then taking all indices modulo d we get β12 = β1+r ′,2+r ′
= β1+2r ′,2+2r ′ = · · · , until β12 appears again and this will happen after d/δ times;
β23 = β2+r ′,3+r ′ = β2+2r ′,3+2r ′ = · · · , until β23 appears again, βr ′,r ′+1 =
βr ′+r ′,r ′+1+r ′ = βr ′+2r ′,r ′+1+2r ′ = · · · , until βr ′,r ′+1 appears again. So we have δ
sets of βi,i+1 repeated d/δ times. Now, we solve the equation (Xp)T = ∑ti=1αiXmi
using Sd = µE along with the fact that µ = κd/δ where κ = β12β23 · · ·βr ′,r ′+1.
Also, note that Sr ′ = κr ′/δS′. So, on the left side we have (Sp)T =
(
Sdq
′+r ′
)T =(
Sdq
′
Sr
′)T = ((κ(d/δ)E)q ′ κr ′/δS′)T = (κ(d/δ)q ′+(r ′/δ)S′)T = κ(d/δ)q ′+(r ′/δ) (S′)T .
On the right side we have
∑t
i=1αiSmi =
∑t
i=1αiSdq1+r =
∑t
i=1αiSdq1Sr =∑t
i=1αi
(
κd/δE
)q1
κr/δ
(
S′
)T = ∑ti=1αiκ(d/δ)q1+(r/δ) (S′)T.
And therefore, we have from the above equation κ(d/δ)q ′+(r ′/δ)
(
S′
)T =∑t
i=1αiκ(d/δ)q1+(r/δ)
(
S′
)T
, κ(d/δ)q
′+(r ′/δ) = ∑ti=1αiκ(d/δ)q1+(r/δ). Then
1 =
t∑
i=1
αiκ
(d/δ)(qi−q ′)+((r−r ′)/δ) =
t∑
i=1
αiκ
(mi−p)/δ.
The converse is clear. This completes the proof. 
4. {0,1} matrices and stochastic matrices
As a first application of Theorem 3.1, we give the following characterization of
{0,1} matrices of index one satisfying Eq. (1.1).
Theorem 4.1. If A is a {0, 1} matrix with index A = 1 and (Ap)T = ∑ti=1αiAmi ,
with p < m1 < m2 < · · · < mt and αi > 0 then there exists a permutation matrix P
such that PAP T is a direct sum of matrices of the following types:
(I′′): Jm×m, the m × m matrix, all of whose entries are 1, where m is the root of
1 = ∑ti=1αixmi−p
(II′′):

0 Jl1×l2 0 · · · 0
...
.
.
. Jl2×l3
.
.
.
...
...
.
.
.
.
.
. 0
0
.
.
. Jld−1×ld
Jld×l1 0 · · · · · · 0


,
where Jli×lj is the li × lj matrix, all of whose entries are 1.
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Furthermore, if d | p then l1l2 · · · ld is the solution of 1 = ∑ti=1αixqi−q ′ where
mi = dqi + r, p = dq ′. If dp then we write p = dq ′ + r ′ and (d, r ′) = δ, then
li,i+1 = li+r ′,i+r ′+1 and κ =
(√
l1
√
l2
) (√
l2
√
l3
) · · · (√lr ′√lr ′+1) is the unique pos-
itive root of 1 = ∑ti=1αix(mi−p)/δ.
In particular, if (d, r ′) = 1, then the only possible blocks in the above represen-
tation are Jl1×l2 and Jl2×ll . Moreover,
√
l1
√
l2 is the unique positive root of 1 =∑t
i=1αixmi−p.
(III): Zero blocks of appropriate size.
Proof. We have by Theorem 3.1 that there is a permutation matrix P such that
PAP T is a direct sum of Types (I), (II), (III).
Consider first the Type (I) βxyT, β > 0, x, y positive unit vectors of the same
length and yTx = 1. Let x = [x1 · · · xl]T and y = [y1 · · · yl]T. Then
βxyT = β


x1y1 . . . x1yl
...
...
xly1 . . . xlyl

 .
Because βxyT > 0 and A is a {0,1} matrix, βx1y1 = 1 = βx1y2 = · · · = βx1yl .
This gives y1 = y2 = · · · = yl.
Furthermore, βx1y1 = 1 = βx2y1 = · · · = βxlyl , and so x1 = x2 = · · · = xl.
Now x is a unit vector, and so x = [a · · · a]T , with la2 = 1 and similarly
y = x = [a · · · a]T an l × 1 vector. So βxyT = 1 gives β = l. From Theorem
3.1, β is the unique root of 1 = ∑ti=1 αiβmi−p. Then the Type (I) summands are
those βxyT for which β satisfies 1 = ∑ti=1 αiβmi−p and x is the β × 1 vector[
1√
β
· · · 1√
β
]T
. This implies then that βxyT = Jm×m.
Consider now Type (II) summands. Each βi,i+1xixTi+1 must have all entries equal
to 1 as above. For convenience, call β = βi,i+1, x = xi, y = xi+1.
So again x, y are unit vectors with all terms equal, therefore x is the f × 1 vector
with all entries equal to 1/
√
f and y is the l × 1 vector with all entries equal to
1/
√
l. Then β(1/
√
f )(1/
√
l) = 1 ⇒ β = √f√l.
So in general if xi is an li × 1 vector we have that βi,i+1 = √li√li+1, and xi is
the li × 1 vector with all entries equal to 1/√li . But then, βi,i+1xixTi+1 = Jli×li+1 .
If d | p then β12 · · ·βd1 = √l1√l2 · · ·√ld√l1 = l1 × · · · × ld must be the posi-
tive solution of the equation 1 = ∑ti=1 αixqi−q ′ .
If dp and (d, r ′) = 1 then β12 = β23 = · · · = βdl = √l1√l2. Then the only pos-
sible blocks are Jl1×l2 and Jl2×l1 .
If (d, r ′) = δ /= 1 then we have δ sets of βi,i+1 repeated d/δ times. Therefore,
β12 = √l1√l2 = β1+r ′,2+r ′ = · · · as in Theorem 3.1. β23 =
√
l2
√
l3 = β2+r ′,3+r ′ =
· · · as in Theorem 3.1.
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And, as in Theorem 3.1 if we let κ = β12β23 · · ·βr ′,r ′+1 then κ is the unique
positive root of 1 = ∑ti=1 αix(d/δ)(qi−q ′)+((r−r ′)/δ).
This completes the proof. 
Clearly, the matrices satisfying these criteria are indeed very specialized and we
make no claim that this can be applied to all cases, and so we present one set of data
for which the criteria do apply and we now illustrate Theorem 4.1 with an example.
Example 4.1. Consider the flight map shown in Fig. 1. The matrix
A =


0 0 1 1 0 0
0 0 1 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1
1 1 0 0 0 0
1 1 0 0 0 0


would be the adjacency matrix of the directed graph representing these flights with
the rows representing Seattle, Columbus, Chicago, Los Angeles, Washington DC
and Dallas respectively. This is a {0,1} matrix that satisfies the equation 18AT =
A2 + A5. Notice that A is a Type (II′′) matrix. We can see that d = 3, hence dp
and (d, r ′) = 1, and β = √4 = 2. So by Theorem 4.1, we get the equation 1 =
1
18 (2) + 118 (2)4 . Notice that as expected, we have that m1 and m2 are congruent
modulo d. So we consider the equation 18AT = A2 + A5. We have for example the
number of direct flights from Seattle to Chicago multiplied by 18 is the same as the
total number of flights from Chicago to Seattle with 1 stop plus the number of flights
from Chicago to Seattle with four stops. We also remark that because d = 3, it is
possible to leave any city and come back to it with a total of three flights, making a
total of two stops.
Columbus
Washington D.C.
Chicago
Dallas
Los Angeles
Seattle
Fig. 1.
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Another application of Theorem 3.1 gives us the following characterization of
stochastic matrices of index one.
Theorem 4.2. If A  0 is a stochastic matrix with index A = 1 such that (Ap)T =∑t
i=1αiAmi with p < m1 < m2 < · · · < mt positive integers and αi > 0, then there
exists a permutation matrix P such that PAP T is a direct sum of matrices of the
following types:
(I′′′): (1/l)Jl×l and 1 = ∑ti=1αi
(II′′′): Jˆn1,...,nd where
Jˆn1,...,nd =


0 1
n2
Jn1×n2 0 · · · 0
...
.
.
.
1
n3
Jn2×n3
.
.
.
...
...
.
.
.
.
.
. 0
0
.
.
.
1
nd
Jnd−1×nd
1
n2
Jnd×n1 0 · · · · · · 0


,
where Jni×nj is the ni × nj matrix, all of whose entries are 1.
If d | p (equivalently, d | mi), then ∑ti=1αi = 1. If dp, write mi = dqi + r,
p = dq ′ + r ′, and (d, r ′) = δ. Then we have li,i+1 = li+r ′,i+r ′+1. Moreover,
κ = (√l1√l2) (√l2√l3) · · · (√lr ′√lr ′+1) is the unique positive root of 1 =∑t
i=1αix(mi−p)/δ. In particular, if (d, r ′) = 1, then each block is (1/n1)Jn1×n1 and
n1 is the unique positive root of 1 = ∑ti=1αixmi−p.
Proof. By Theorem 3.1, we get that there is a permutation matrix P such that PAP T
is a direct sum of matrices of Types (I), (II), (III). But because A is stochastic we have
no Type (III) zero blocks.
So, consider Type (I) blocks βxyT, β > 0, x, y positive unit vectors, yTx = 1.
Now, because βxyT is stochastic, we have βxyTe = e, where e is the vector all
of whose entries are one. This yields βyTxyTe = yTe, and so, βyTe = yTe. Thus
β = 1, because y /= 0.
Now, xyT satisfies ((xyT)p)T = ∑ti=1αi(xyT)mi . But xyT being idempotent,
yxT = (∑ti=1αi)xyT. Thus, yxTe = (∑ti=1αi)xyTe. This implies that yxTe =
(
∑t
i=1αi)e, which in turn yields the equation xTyxTe = (
∑t
i=1 αi)xTe, implying
xTe = (∑ti=1αi)xTe. Finally, we obtain ∑ti=1αi = 1, because x /= 0.
So yxT = xyT is doubly stochastic. It is well known that a positive rank one
doubly stochastic matrix is of the form (1/l)Jl×l .
Now, consider Type (II) summands. Each block βi,i+1xixTi+1 of Type (II) must be
stochastic. Consider β12x1xT2 . Then if x1 =
[
x11 · · · x1n
]T
and x2 =[
x21 · · · x2m
]T
we have
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1=β(x11x21 + x11x22 + · · · + x11x2m) = βx11(x21 + · · · + x2n)
...
1=β(x1nx21 + x1nx22 + · · · + x1nx2n = βx1n(x21 + · · · + x2n)
So we have x11 = x12 = · · · = x1n. Thus x1 =
[
a1 · · · a1
]T
, an n1 × 1 vector.
Then considering β23x2xT3 we get the similar form for x2, i.e. x2 =
[
a2 · · · a2
]T
,
an n2 × 1 vector. Repeating this gives us that each xi is, say,
[
ai · · · ai
]T
an ni ×
1 vector. But also, each xi is a unit vector. Therefore, xi = (1/√ni)
[
1 · · · 1]T
an ni × 1 vector.
Thus βi,i+1xixTi+1 being stochastic tells us that βi,i+1(1/
√
ni)(1/
√
ni+1)Jni×ni+1 ,
is stochastic. But the row sum of Jni×ni+1 is ni+1. So βi,i+1(1/
√
ni)(1/
√
ni+1)
ni+1 = 1, yielding βi,i+1 = (√ni√ni+1)/ni+1. Therefore, βi,i+1xixTi+1 = (1/ni+1)
Jni×ni+1 .
Now if d | p then
β12β23 · · ·βd1 =
√
n1,
√
n2
n2
×
√
n2
√
n3
n3
× · · · ×
√
nd
√
n1
n1
= 1
must be a solution of the equation 1 = ∑ti=1αixqi−q ′ . This implies 1 = ∑ti=1αi.
If dp and (d, r ′) = 1 then β12 = β23 = · · · = βd1. This gives√
n1
√
n2
n2
=
√
n2
√
n3
n3
= · · · =
√
nd
√
n1
n1
and so, n1 = n2 = · · · = nd.
If (d, r ′) = δ /= 1 then we have βi,i+1 = βi+r ′,i+r ′+1 and κ = β12β23 · · ·βr ′,r ′+1
is the unique positive root of 1 = ∑ti=1αix(d/δ)(qi−q ′)+((r−r ′)/δ).
That completes the proof. 
We offer some remarks regarding the stochastic case.
1. It is known (see e.g. Theorem 4 in [7], and Corollary 4 in [8]) that if a row
stochastic matrix A satisfies A(d)  0 (as in our case A#  0) then A(d) = Au for
some positive integer u.
2. In [1], Theorem 1, stochastic matrices with index one satisfying (Ap)T = Am
are characterized. A small verification reveals that the general result given in
Theorem 4.2 includes the main result obtained in [1].
5. Decomposition of matrices of higher index
We finally consider the case of matrices of arbitrary index. If A is an n × n matrix,
then recall that A can be expressed as A = CA + NA where CA, the core part of A
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is of index one, NA is nilpotent and CANA = NACA = 0. This is referred to as the
core-nilpotent decomposition of A, see [3].
Lemma 5.1. If index A = n, (Ap)T = ∑ti=1αiAmi , αi > 0, p < m1 < m2 < · · · <
mt integers and A = CA + NA is the core-nilpotent decomposition, then CA  0.
Proof. We have index A  p ⇒ AP = CpA and since index CA = 1, we can write
CA = CpAX for some matrix X.
Then
Ap(Ap)#CA=Ap(Ap)#CpAX = Ap(Ap)#ApX
=ApX = CpAX = CA.
Therefore
Ap(Ap)#A=Ap(Ap)#(CA + NA) = CA + Ap(Ap)#NA
=CA + (Ap)#CpANA = CA.
Now since (Ap)#  0, we have CA  0. 
Theorem 5.2. Let A be a d × d nonnegative matrix. Then
(Ap)T =
t∑
i=1
αiA
mi ,
where αi > 0 and p < m1 < m2 < · · · < mt are positive integers if and only if there
exists a permutation matrix P such that PAP T is a direct sum of matrices Cii +
Nii, 1  i  k, where
(1): Each Cii is nonnegative of index 1, Nii are nilpotent matrices of index  p,
and CiiNii = NiiCii = 0.
(2): Each Cii is a direct sum of matrices of Type (I), (II), and (III) described in
Theorem 3.1.
Proof. Because (Ap)T = ∑ti=1αiAmi , we have
((CA + NA)p)T =
t∑
i=1
αi(CA + NA)mi and hence
(C
p
A)
T =
t∑
i=1
αiC
mi
A .
Now we have index CA = 1 and CA  0. These observations and (1.1) imply that
(CA)
#  0. So by Theorem 3.1, the exists a permutation matrix P such that PCAP T
is a direct sum of matrices of Types (I), (II), (III) as described in the statement
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of that theorem. So, let PAP T = [Aij ], PCAP T = [(CA)ij ], PNAP T = [(NA)ij ]
be compatible partitions. Also (CA)ij = 0 if i /= j . Since Aij = (CA)ij + (NA)ij
we get (NA)ij  0 for i /= j. But CANA = 0 implies that (CA)ii(NA)ij = 0, i /=
j . Now by the fact that, for some positive integer s, (CA)sii has positive diag-
onal entries, (CA)ii(NA)ij = 0, and (NA)ij  0 for i /= j, we obtain (NA)ij = 0.
So Aij = 0, i /= j . By setting Cii = (CA)ii , Nii = (NA)ii for all i, the proof is
completed. 
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