The paper deals with uniqueness result of entropy solution for homogeneous Neumann boundary-value problems with variable exponent and data in L 1 under supplementary conditions on variable exponent.
Introduction
Our main goal in this paper is to study uniqueness question of entropy solution to nonlinear elliptic problems 
where Ω is a connected open bounded set in R N (N ≥ 3) with a connected Lipschitz boundary ∂Ω. The variable exponent p(.) is a continuous function defined on Ω and p(x) > 1 for all x ∈ Ω. Here we suppose that p − > max 2; p + 2 + 1 where p − = min x∈Ω p(x) and p + = max x∈Ω p(x). We will have in mind especially case when all the right-hand side data lie in L 1 . In the case where p(.) = constant, A. Abassi, A. El Hachimi and A. Jamea proved in [1] existence and uniqueness of entropy solution to nonlinear elliptic problems (1) . The existence of entropy solution to problems (1) with variable exponent is treated by E. Azroul, M. B. Benboubker and S. Ouaro in [4] . The uniqueness question of entropy solution for this problems is treated in [12] by A. Jamea and A. El Hachimi, the authors proved that problems (1) has a unique entropy solution in the case where 1 < p − < p + ≤ 2. In this article, we prove uniqueness of entropy solution for problems (1) in the case where p − > max 2;
Preliminaries and Notations
Let Ω be a measurable connected open bounded set in R N (N ≥ 3) and let
For p(.) ∈ C + (Ω), the Lebesgue space with variable exponent L p(.) (Ω) is defined by
endowed with Luxemburg norm
The space L p(.) (Ω), . p(.) is a reflexive Banach space, uniformly convex and its dual space is isomorphic to L p (.) (Ω) where
= 1 for all x ∈ Ω (see [8] ). Proposition 2.1 (Hölder type inequality [8] ) Let p(.) and p (.) are two elements of C + (Ω) such that
The connection between ρ p(.) and . p(.) is established by next result.
Proposition 2.2 (Fan and Zhao
The variable exponent Sobolev space
is a separable and reflexive Banach space. For a given constant k > 0, we define the truncation function on R by T k (s) := max (−k, min(s, k)), we also define the following space
By [5] , we have the following result
where χ B is the characteristic function of measurable set
For u ∈ W 1,p(.) (Ω), we denote by τ u or u the trace of u on ∂Ω in the usual sense. On the other hand, as in [3] , T
1,p(.) tr
(Ω) denotes the set of functions u of T 1,p(.) (Ω) which satisfies the following conditions There exists a sequence (u n ) n∈N in W 1,p(.) (Ω) and a measurable function v on ∂Ω such that
The function v is the trace of u in the generalized sense introduced in [3] . For
(Ω), the trace of u on ∂Ω is denoted by tr(u) or u.
Lemma 2.4 ([1])
For ξ, η ∈ R N and 1 < p < ∞, we have
Lemma 2.6 ( [7] ) Let p, p two real numbers such that p > 1, p > 1 and
Remark 2.7 Hereinafter, c i , i ∈ {1; 2; 3; ...} is a positive constant.
Assumptions and statement of uniqueness result
In this section, we introduce the concept of entropy solution for problems (1) and state a uniqueness result for this type of solution in the case where p − > max 2;
Firstly, we impose the following assumptions.
(H 1 ) α and γ are continuous real functions on R such that α(x).x ≥ 0 and γ(x).x ≥ 0 for all x in R.
(H 3 ) Θ is continuous function from R to R N such that Θ(0) = 0 and |Θ(x) − Θ(y)| ≤ λ 0 |x − y| for all x, y ∈ R and λ 0 is a positive constant such that
for all k > 0 and
Lemma 3.2 Let hypotheses (H 1 ), (H 2 ) and (H 3 ) be satisfied and let m > 1. If u is an entropy solution of problem (1), then
Proof. 1. We Take ϕ = T h (u) in inequality (4) and we use the fact that
This implies by hypothesis (H
2. We have by using lemma 2.4 that
This implies that
Now, using hypothesis (H 3 ) and lemma 2.5 to obtain
where Ω h k = {h ≤ |u| ≤ h + k} . Then, by hypothesis (H 3 ) and previous result 1, we allow to deduce that
3. We have by lemma 2.4 that
Then, we apply previous results 1 and 2, we get
4. In inequality (4) we take ϕ = 0, we arrive for m > 1 to
This implies by applying Lemma 2.4 and hypothesis (H
p + 2 + 1 , then the nonlinear elliptic problem (1) has a unique entropy solution.
Remark 3.4
We recall that the existence of entropy solution of nonlinear elliptic problem (1) is already treated by E. Azroul, M. B. Benboubker and S. Ouaro in [4] . For 1 < p − < p + ≤ 2, the uniqueness of entropy solution of problem (1) is proved by A. Jamea and A. El Hachimi in [12] .
Proof. Let u and v are tow entropy solutions of elliptic problem (1) and let h, k two positive real numbers such that k < 1 and h > 1. For solution u we take ϕ = T h (v) and for solution v we take ϕ = T h (u) as test functions. We divide the two inequalities obtained by k and we pass to limit where h → ∞, k → 0, we get
where
Now we consider the following decomposition
And for i=1;...;4
Firstly, we prove that
For that, we consider the following decomposition
for all x ∈ Ω, we have by Young's inequality
On the one hand, we have by applying Lemma 2.6 that
On the other hand, we have by applying lemma 2.1 that
for all x ∈ Ω. Then, by using Lemma 2.2 and result 4 of Lemma 3.2, we conclude that
Since p − > max 2; p + 2 + 1 , then we take limit as k go to 0, we get that
If lim k→0
(k, h) = +∞, we get by using lemma 2.1 and result 4 of Lemma 3.2 that lim
Thus, it follows that
If 0 < lim k→0 
We note that if (I .
