Introduction
Because most classical processes observed in the physical world are nonconservative, it is important to be able to apply the power of variational methods to such cases. A method [1] used a Lagrangian that leads to an Euler-Lagrange equation that is, in some sense, equivalent to the desired equation of motion. Hamilton's equations are derived from the Lagrangian and are equivalent to the Euler-Lagrange equation. If a Lagrangian is constructed using noninteger-order derivatives, then the resulting equation of motion can be nonconservative. It 
The time-fractional KdV equation
The regular KdV equation in (1+1) dimensions is given by [13] ∂ ∂t u(x, t) + A u(x, t) ∂ ∂x u(x, t) + B ∂ 3 ∂x 3 u(x, t) = 0,
where u(x, t) is a field variable, x ∈ R is a space coordinate in the propagation direction of the field and t ∈ T (= [0, T 0 ]) is the time variable and A and B are known coefficients. Using a potential function v(x, t), where u(x, t) = v x (x, t), gives the potential equation of the regular KdV equation (1) in the form v xt (x, t) + A v x (x, t)v xx (x, t) + B v xxxx (x, t) = 0,
where the subscripts denote the partial differentiation of the function with respect to the parameter. The Lagrangian of this regular KdV equation (1) can be defined using the semi-inverse method [28, 29] as follows.
The functional of the potential equation (2) can be represented by
where c 1 , c 2 and c 3 are constants to be determined. Integrating by parts and taking
(4) The unknown constants c i (i = 1, 2, 3) can be determined by taking the variation of the functional (4) to make it optimal. Taking the variation of this functional, integrating each term by parts and make the variation optimum give the following relation
As this equation must be equal to equation (2) , the unknown constants are given as c 1 = 1/2, c 2 = 1/3 and c 3 = 1/2.
Therefore, the functional given by (6) gives the Lagrangian of the regular KdV equation as
Similar to this form, the Lagrangian of the time-fractional version of the KdV equation can be written in the form
where the fractional derivative is represented, using the left Riemann-Liouville fractional derivative definition as [18, 19] 
The functional of the time-FKdV equation can be represented in the form
where the time-fractional Lagrangian
is defined by (8) . Following Agrawal's method [3, 4] , the variation of functional (10) with respect to v(x, t) leads to
The formula for fractional integration by parts reads [3, 18, 19] 
where t D α b , the right Riemann-Liouville fractional derivative, is defined by [18, 19] 
Integrating the right-hand side of (11) by parts using formula (12) leads to
where it is assumed that δv| T = δv| R = δv x | R = 0. Optimizing this variation of the functional J(v), i. e; δJ(v) = 0, gives the Euler-Lagrange equation for the time-FKdV equation in the form
Substituting the Lagrangian of the time-FKdV equation (8) into this EulerLagrange formula (15) gives
Substituting for the potential function, v x (x, t) = u(x, t), gives the timeFKdV equation for the state function u(x, t) in the form
where the fractional derivatives 0 D α t and t D α T0 are, respectively the left and right Riemann-Liouville fractional derivatives and are defined by (9) and (13) .
The time-FKdV equation represented in (17) can be rewritten by the formula
where the fractional operator R 0 D α t is called Riesz fractional derivative and can be represented by [4, 18, 19 
The nonlinear fractional differential equations have been solved using different techniques [18] [19] [20] [21] [22] [23] . In this paper, a variational-iteration method (VIM) [24, 25] has been used to solve the time-FKdV equation that formulated using Euler-Lagrange variational technique.
Variational-Iteration Method
Variational-iteration method (VIM) [25] [26] [27] has been used successfully to solve different types of integer nonlinear differential equations [31] [32] [33] [34] [35] . Also, VIM is used to solve linear and nonlinear fractional differential equations [25, [36] [37] [38] . This VIM has been used in this paper to solve the formulated time-FKdV equation.
A general Lagrange multiplier method is constructed to solve non-linear problems, which was first proposed to solve problems in quantum mechanics [25] . The VIM is a modification of this Lagrange multiplier method [26, 27] . The basic features of the VIM are as follows. The solution of a linear mathematical problem or the initial (boundary) condition of the nonlinear problem is used as initial approximation or trail function. A more highly precise approximation can be obtained using iteration correction functional. Considering a nonlinear partial differential equation consists of a linear part ⌢ LU (x, t), nonlinear part ⌢ N U (x, t) and a free term f (x, t) represented as
where ⌢ L is the linear operator and ⌢ N is the nonlinear operator. According to the VIM, the (n + 1)th approximation solution of (20) can be given by the iteration correction functional as [24, 25] 
where λ(τ ) is a Lagrangian multiplier and ∼ U n (x, τ ) is considered as a restricted variation function, i. e; δ ∼ U n (x, τ ) = 0. Extreme the variation of the correction functional (21) leads to the Lagrangian multiplier λ(τ ). The initial iteration can be used as the solution of the linear part of (20) or the initial value U (x, 0). As n tends to infinity, the iteration leads to the exact solution of (20), i. e;
For linear problems, the exact solution can be given using this method in only one step where its Lagrangian multiplier can be exactly identified.
Time-fractional KdV equation Solution
The time-FKdV equation represented by (18) can be solved using the VIM by the iteration correction functional (21) as follows:
Affecting from left by the fractional operator on (18) leads to
where the following fractional derivative property is used [18, 19] 
As α < 1, the Riesz fractional derivative
that is defined by [18, 19] (25) where 0 I α t f (t) and t I α b f (t) are the left and right Riemann-Liouvulle fractional integrals, respectively [18, 19] .
The iterative correction functional of equation (23) is given as
where n ≥ 0 and the functionũ n (x, t) is considered as a restricted variation function, i. e; δ ∼ u n (x, t) = 0. The extreme of the variation of (26) using the restricted variation function leads to
This relation leads to the stationary conditions 1 + λ(t) = 0 and ∂ ∂τ λ(τ ) = 0, which leads to the Lagrangian multiplier as λ(τ ) = −1.
Therefore, the correction functional (32) is given by the form (27) where n ≥ 0. In Physics, if t denotes the time-variable, the right Riemann-Liouville fractional derivative is interpreted as a future state of the process. For this reason, the right-derivative is usually neglected in applications, when the present state of the process does not depend on the results of the future development [3] . Therefore, the right-derivative is used equal to zero in the following calculations.
The zero order correction of the solution can be taken as the initial value of the state variable, which is taken in this case as
where A 0 and c are constants. Substituting this zero order approximation into (27) and using the definition of the fractional derivative (19) lead to the first order approximation as
Substituting this equation into (27) , using the definition (19) and the Maple package lead to the second order approximation in the form
The higher order approximations can be calculated using the Maple or the Mathematica package to the appropriate order where the infinite approximation leads to the exact solution. 
