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ABSTRACT 
The main purpose of this paper is to verify the stability of a productive process in the presence of the effects of 
autocorrelation and volatility, in order to capture these characteristics by a joint forecast model which produces 
residuals that are evaluated by a control chart based on variable control limits. The methodology employed will 
be the joint estimation of the residuals by ARIMA – ARCH models and the conditional standard deviation from 
residuals to establish the chart control limits. The joint AR (1)-ARCH (1) model shows that an appropriate 
forecasting model brings a great contribution to the performance of residual control charts in monitoring the 
stability of industrial variables using just one chart to monitor mean and variance together. 
Keywords- ARCH models, ARIMA models, Autocorrelated data, Statistical process control, Volatility in 
industrial processes. 
 
I. INTRODUCTION 
Statistical Process Control uses statistical 
techniques to meet the quality of conformance [1]. 
Control charts were developed by Walter A. 
Shewhart in 1924 [2] and are the simplest tool to 
monitor a productive process. But, in order to apply 
this kind of charts, some assumptions are necessary 
to get more accuracy and chart interpretability: the 
sample data to be analyzed must follow the Normal 
distribution and be independent and identically 
distributed (i.i.d.) [3], [4], [5], [6], [7]. 
In many industrial cases data are correlated, so 
the assumptions about control charts are not satisfied. 
An alternative to this problem is to fit an 
autoregressive integrated moving average (ARIMA) 
model and then apply the appropriated control chart 
on the residuals of the ARIMA model [8], evaluating 
the process stability this way [9]. 
When an ARIMA model is fitted, the residuals 
must follow a withe noise condition that is being not 
autocorrelated, homoskedastic and follow the Normal 
Distribution. If the residuals do not meet these 
conditions, the model could be considered poor or not 
efficient to explain and forecast the series. 
However, as noted by several authors such as 
[10], [11], [12], [13], the residuals of a linear model 
may be conditionally heteroskedastic, that means that 
the residuals can show some kind of dependency. 
This dependency of the residuals can be investigated 
by an autoregressive conditional heteroskedasticity 
model (ARCH). The ARCH models proposed by [14] 
and [15] explain volatility using the past squared 
residual values originated from a linear prediction 
model. Considering that the variance is not constant 
over the time, [10] if these characteristics are 
neglected, there are consequences in terms of the 
quality of the parameter estimation and, 
consequently, in the forecasting values and residuals. 
Thus, linear models (ARIMA) are used to capture 
these effects in relation to the mean process and 
nonlinear models (ARCH) are used to understand the 
variance behavior. 
In terms of control charts, used to monitor 
autocorrelated process, these two information about 
the productive processes must be considered - mean 
and volatility behavior. Therefore, the main purpose 
of this paper is to establish residual control charts 
based on variable control limits in the presence of 
volatility, which incorporates the variability to set the 
control limits. 
Due to the importance of forecasting models, this 
study also aimed to show the application of new 
modeling tools that can help in the evaluation of 
statistical process control methodology in order to 
follow the technological advances. 
The characteristics of autocorrelation and 
heteroskedasticity in variables that come from 
chemical processes, such as viscosity, pressure and 
temperature, may show autocorrelated and 
heteroskedasticity characteristics, and this 
characteristics, in general, violate the initial 
assumptions to apply control charts. 
The main objective of a control chart is to 
monitor a quality characteristic, but sometimes the 
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variable of interest is autocorrelated, requiring some 
alternatives to accomplish the control charts 
assumptions. 
The most common alternative is to fit an 
autoregressive integrated moving average (ARIMA) 
model and remove serial correlation. So the residual 
that comes from this model is used to represent the 
process that is being investigated because a white 
noise residual is used. Nevertheless, the constant 
variance is not always observed and it is rarely tested 
for the application in statistical process control. The 
non-constant variance is called volatility and it is 
represented by periods of great and low variability, 
causing a great instability in the process. This 
volatility is called conditional volatility, represented 
by a nonlinear autoregressive conditional 
heteroskedasticity (ARCH) model. To find it, a 
square residual derivated from a linear model, such as 
an ARIMA model [11], [12], is used. 
In this study we propose to establish a control 
chart, where the ARIMA residuals model will be 
used to represent the center line of the chart and the 
control limits will be based on the conditional 
variance, so mean and variance will be shown 
together in just one chart. 
 
II. METHODOLOGY 
The methodological steps to be followed in order 
to obtain a residual series free of autocorrelation and 
heteroskedasticity to apply the residual control charts 
are: 
Step 1: Fit the linear model - ARIMA (p, d, q), using 
the B-J methodology [16], [17] in order to remove 
serial correlation and analyze the series residuals. 
Autoregressive and integrated moving average 
(ARIMA) models are based on the theory that the 
behavior of the variable itself answers for its future 
dynamics [17]. Generally, a non-stationary process 
follows an ARIMA (p, d, q) process, as in (1). 
                                        (1) 
where, B is the retroactive operator, d represents the 
order of integration; ϕ is the term represented by the 
autoregressive order p, and θ is the moving average 
parameter represented by q, and et ≈ N(0, σ2), which 
is white noise. 
Authors as [18], [19], [20], [21] and [22] have 
showed that to elaborate an ARIMA model an 
iterative cycle should be followed in four steps: 
model identification; parameter estimation by 
Maximum Likelihood Estimation (MLE) method; 
diagnostic test or check and, if the model is adequate, 
the forecasting is done. 
The best model in terms of number of parameters 
is based on Akaike's Information Criteria (AIC) and 
Bayesian Information Criteria (BIC), because they 
consider the number of estimated parameters.  
nSQRTAIC 2)ln( 
                                        (2) 
)ln()ln( TnSQRTBIC 
                                (3) 
where, T is the sample size; SQR is the sum of the 
squared residuals, n is the number of parameters. 
But it is necessary that the residuals are white 
noise. After estimating the appropriate ARIMA 
model, the residual assumption is verified. If the 
homoscedasticity is not met, it is necessary to choose 
an ARCH model to estimate the volatility of the 
residuals. 
Step 2: Heteroskedasticity residual analysis in order 
to verify the presence of autoregressive conditional 
heteroskedasticity using the ARCH-LM test proposed 
by [14]. If there is evidence of heteroskedasticity, a 
nonlinear model - ARCH (p) – is estimated, so the 
joint modeling is done by ARIMA-ARCH models 
considering the level and volatility effects of the 
series [23]. 
The main idea behind the ARCH model is the 
fact that the variance et at time t, depends on e2t-1. 
As the variability can be explained by the volatility 
that exists in the residuals that come from the linear 
prediction model, one can observe that the variance 
of these errors is not constant over time, it varies 
from one period to another. Thus, there is an 
autocorrelation in the variance residual forecast [15], 
[21]. 
According to [14], [20] and [21] if a residual of a 
linear process follows an ARCH process, it can be set 
as in (4), where there is the basic expression of the 
ARCH model. 
                                                          (4) 
It can be observed, this way, that the conditional 
variance of the error εt to the information available to 
the period (t-1) would be distributed, and according 
to [13], there would be the (5). 
                                        (5) 
In the case of an ARCH (1) model, the 
conditional variance is defined by (6). 
                                           (6) 
Thus, it is expected that ARCH (1) modeling 
provides a residual with i.i.d. characteristics [24] as 
shown in (7). 
 )                                   (7) 
where, α0 and α1 are the parameters that explain the 
residual variance term [23]. 
Step 3: Application of mean control charts for 
individual measures [25], [26] in data free of 
autocorrelation and heteroskedasticity effects 
residuals. 
The residual control chart [27] proposed is 
composed by a central line (CL), formed by the 
residuals estimated by an ARIMA model in the step 
1, which represents the characteristic average value 
that is controlled or monitored. The upper control 
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limit (UCL) and lower control limit (LCL) will be 
estimated at three standard deviations (3σ) from the 
CL, but the standard deviation will be that one 
estimated at each new point by means of an ARCH 
model in step 2. In this way, it is not assumed to find 
constant variance over the time to ensure stability to 
the estimated parameters and it can be seen that the 
variance has a different behavior over the time. In 
this study, the option is to use X-bar control charts 
for individual measurements with variable control 
limits, where the mean and variance will be displayed 
at the same chart. For the X-bar  individual measures, 
the limits placed at three standard deviations from the 
mean are given by (8). 
 
                                          (8) 
 
where K is the multiple of standard deviation, K = 0 
1, 2, 3, et is the residual estimated by an ARIMA 
model, and    is the variance 
estimated at each new sample by the ARCH model. 
It is important to highlight that in the presence of 
non-independent data, the control charts are not 
effective in detecting out of control points. Authors 
such as [28] and [29] suggest using a forecasting 
model to eliminate the autocorrelation and use the 
residual from this forecast model to evaluate the 
process stability. Thus, the model that best explains 
the variable of interest is the one that best produces 
residuals able to represent the process and to be 
INVESTIGATED BY CONTROL CHARTS. 
The performance of control charts is checked by 
the number of out of control points detected when 
analyzing the real data and the residual from the 
ARIMA-ARCH model, that represents the original 
process. 
 
III. RESULTS AND DISCUSSION 
This study analyzes the burning and drying 
stages of tiles ceramic pieces, at the preheating stage 
with an average temperature around 400ºC. The 
variable analyzed form a data series with 92 
observations, taken in intervals of one hour from each 
other. 
Fig. 1 shows that the preheating variable, which 
is not stable around the mean, with some extreme 
points and apparently great variability. 
464
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Fig. 1 - Original series of preheating temperature of 
drying stage of tiles ceramic pieces 
 
I. Modeling step 
The series was considered stationary by the 
Augmented Dickey Fuller test [30] (t-Statistic = -
4,5424 and p-value = 0,0003) where the null 
hypothesis is that preheating has a unit root. To 
confirm this, the Kwiatkowski-Philipps-Schimidt-
Shin test was performed (LM-stat = 0,0695 and 
KPSS-statistic = 0,7390), concluding that the series is 
stationary. As the data series is stationary, the model 
AR(1) – ARCH(1) is fitted and shown at Table 1. 
 
Table 1 – Estimation of coefficients, standard-error, 
Z statistic and p-value of AR-ARCH model to the 
acidity index of soybean oil 
Method: ML – ARCH (Marquardt) 
Normal distribution 
Mean conditional equation 
 Coeff St. error Z stat 
p-
value 
Const 
AR (1) 
476.1778 
0.5222 
0.5138 
0.0630 
926.735 
8.279 
0.000 
0.000 
Conditional variance equation 
Const 
ARCH(1) 
3.6201 
0.4372 
0.6796 
0.2026 
5.3263 
2.1579 
0.000 
0.3090 
 
To verify the presence of conditional 
heteroskedasticity the ARCH-LM test, proposed by 
Engle [1013], was performed on the residuals 
obtained from the AR (1) model Table 1. 
The model that describes the mean and the 
volatility is described by a joint AR (1) - ARCH (1) 
model presenting statistically significant parameters 
and the residual series behaving as white noise. The 
model validation was performed by examining 
statistics such as skewness, kurtosis, as well as 
normality and residual independence. From model in 
Table 1 it is possible to show the residuals of 
preheating temperature. 
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Fig. 2 – Residuals of preheating temperature 
originated by an AR(1) model 
 
As it was shown the residuals follow a white 
noise and they are not autocorrelated, but both the 
Breusch-Godfrey serial correlation LM test, with 
Fstatistic = 0,016202 and Ftab (2,87) = 0,98, and the 
Maximum Likelihood test T= n.R
2
 = 0,03381, with 
X
2
(2) = 0,98, show no evidence to accept 
homoskedastic residuals. 
The conditional standard deviation in Fig. 3 
shows the volatility present in the data analyzed. 
1
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Fig. 3 – Conditional standard deviation on the 
residuals of preheating temperature established by 
an ARCH(1) model. 
 
It is possible to notice that most of time the 
volatility is almost constant, but there are periods of 
high volatility around 20, 35 and 45 periods. This 
variability can affect the control limits that can be 
wider due to instability present in data. The ARCH 
(1) parameter estimated value of 0.4372 shows that 
this behavior is not lasting for a long time and the 
variability will return to its regular movement. 
 
II. Process stability analysis 
The process stability analysis at this moment is 
represented by the X-bar chart for individual 
measurements. The difference in the control chart 
proposed is that mean and variability will be 
analyzed together, because the center line will be 
represented by the ARIMA residuals and the control 
limits variability by the standard deviation estimated 
by the ARCH model. So, the control limits will be 
variable. 
In Fig. 4, the control limit chart was set up with 
2-standard deviations from the center line, and it is 
important to observe that there are points out of the 
control limits. Possibly due to high volatility present 
in data and reveled by the residuals series. 
 
Fig. 4 – Residual control chart for individual 
measurements of preheating temperature using 
variable control limits at 2-standard deviations 
 
In Fig. 5, the control limits were set up based on 
3–standard deviations, and even so the high distance 
from the center line showed in the original data, 
around the observation 20
nd
, was detected. 
 
Fig. 5 – Residual control chart for individual 
measurements of preheating temperature using 
variable control limits at 3- standard deviations 
 
Fig. 4 and 5 showed that the joint AR (1) – 
ARCH (1) model to monitor residuals is able to 
detect points out of the control limits. 
As a way to compare the performance of residual 
control charts with variable limits, the regular 
residual control chart for individual measurements 
and for moving range were established at 2-standard 
deviations from the center line, as shown in Fig. 6 
and 7 respectively.  
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Fig. 6 – Residual control chart for individual 
measurements of preheating temperature using 
control limits at 2-standard deviations 
 
10 20 30 40 50 60 70 80 90
0,0000
2,5918
8,4662
 
Fig. 7 – Residual control chart for moving range for 
individual measurements of preheating temperature 
using control limits at 2-standard deviations 
 
To another comparison, 3-standard deviations 
from the center line residual control chart for 
individual measurements and for moving range were 
established as shown in Fig. 8 and 9 respectively. 
It is important to highlight that if control charts 
were applied directly on the original variable, the 
assumptions imposed by Shewhart control charts 
would have been violated. On the other hand, using 
the joint AR (1) - ARCH (1) model [31], it was 
possible to capture the mean and variability behavior 
in just one model and show them in just on control 
chart. It is also important to notice that the variable 
control limits were able to follow the residuals 
movement without detecting points out of control, 
just compare Fig. 4 with Fig. 6 and Fig. 7, where 
control limits were established at 2-standard 
deviations. And, at 3-standard deviations, compare 
Fig. 3, with Fig. 8 and Fig. 9. 
10 20 30 40 50 60 70 80 90
-6,8908
-0,4E-12
6,8908
 
Fig. 8 – Residual control chart for individual 
measurements of preheating temperature using 
control limits at 3-standard deviations 
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Fig. 9 – Residual control chart for moving range for 
individual measurements of preheating temperature 
using control limits at 3-standard deviations 
 
IV. CONCLUSIONS 
The joint AR (1)-ARCH (1) model shows that an 
appropriate forecasting model brings a great 
contribution to the performance of residual control 
charts in monitoring the stability of industrial 
variables. 
The relevance of this study is to present an 
alternative approach to traditional techniques of 
statistical process control. The volatility, that was a 
problem in industrial process, has, nowadays, a great 
contribution in making it possible to determine the 
variability at each sample that is produced, by means 
of ARCH models. 
A residual control chart is expected to behave as 
white noise and be not autocorrelated, but some kind 
of dependency was found – ARCH (1) – and it was 
useful to establish variable control limits at each sub 
sample plotted in the control chart. 
As a new research, it is recommended to conduct 
a study with simulated data to study the performance 
of this methodology with other models and its 
efficiency using the average runs lengths (ARL). 
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