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Abstract. The numerical approximation of convection-dominated prob-
lems continues to remain subject of strong interest. Families of stabilization
techniques for finite element methods were developed in the past. Adaptive
techniques based on a posteriori error estimates offer potential for further
improvements. However, there is still a lack in robust a posteriori error es-
timates in natural norms of the discretizations. Here we combine the Dual
Weighted Residual method for goal-oriented error control with stabilized
finite element approximations. By a duality argument an error representa-
tion is derived on that a space-time adaptive approach is built. It differs
from former works on the Dual Weighted Residual method. Numerical
experiments illustrate that our schemes are capable to resolve layers and
sharp fronts with high accuracy and to further reduce spurious oscillations
of approximations.
Keywords: Convection-dominated problems, stabilized finite element methods, goal-
oriented a posteriori error control, Dual Weighted Residual method, duality techniques
1. Introduction
In the last decades, since the pioneering works of the 1980’s (cf., e.g., [29]), strong
efforts were made in the development of accurate and efficient approximation schemes
for convection-dominated flow and transport problems. For a review of fundamental
concepts related to their analysis and approximation and a presentation of prominent
robust numerical methods we refer to the monograph [44]. Convection-dominated
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problems are of high practical interest. They arise in many branches of technology
and, therefore, deservedly attracted substantial analysis. Applications can be found
in fluid dynamics including turbulence modeling, electro-magnetism, semi-conductor
devices, environmental and civil engineering as well as in chemical and biological sci-
enes. If transport mechanisms are convection-dominated, solution profiles with sharp
moving fronts, interior or boundary layers with complicated structures where impor-
tant physical and chemical phenomena take place may occur. The development of
numerical methods with the ability to capture the strong gradients of the exact solu-
tion without producing spurious oscillations or smearing effects continues to remain a
challenging task.
In the recent years a substantial progress has been made in the numerical approx-
imation of convection-dominated problems, even though a real breakthrough is still
missing. Numerous families of stabilization concepts were proposed and studied for
various discretization techniques; cf. [44]. Here we focus on finite element discretiza-
tions along with residual-based stabilizations. In particular, we use the streamline
upwind Petrov–Galerkin (SUPG) method for our unsteady computations. For steady
problems an additional shock-capturing stabilization is applied to further enhance the
effect of the numerical method that is proposed in this work. Restricting ourselves to
steady problems in some of our numerical experiments is done for the sake of simplicity.
It is sufficient for illustrating the method’s features we would like to investigate. In
the literature shock-capturing stabilization is also often refered to as a spurious oscilla-
tions at layers diminishing (SOLD) method. The SUPG method reduces non-physical
oscillations in streamline direction, whereas SOLD methods yield an additional stabi-
lization in crosswind direction. For a review of prominent variants of SOLD methods
and a competitive numerical investigation of the performance properties of SUPG
and families of SOLD stabilizations we refer to, e.g., [33]. Besides the class of these
residual-based stabilization techniques, flux-corrected transport schemes are further
addressed in [33]. These techniques aim at a stabilization on the algebraic level; cf.
[36]. In many works of the literature authors conclude that spurious oscillations in
the numerical approximation of convection-dominated problems can be reduced by
state-of-the-art stabilization techniques (cf., e.g., [8]), but nevertheless the results are
not satisfactory yet (cf. [33]), in particular, if applications of practical interest and in
three space dimensions are considered.
Adaptive mesh generation based on an a posteriori error control is nowadays a well
known technique to capture singular phenomena and sharp gradients of solutions to
partial differential equations in numerical simulations. For a review of a posteriori
error estimation techniques for finite element methods and automatic mesh generation
we refer, for instance, to the monograph [51]. Even though interior and boundary
layers that arise in applications of practical interest cannot be resolved completely
by adaptive finite element meshes, at least in a reasonable computing time, a fur-
ther improvement and gain in accuracy may nevertheless be expected by applying the
concepts of automatic mesh generation to stabilized finite element approximations of
convection-dominated problems. However, the design of an adaptive method requires
the provision of an appropriate a posteriori error estimator. The derivation of such
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an error estimator for convection-dominated problems, that is robust with respect to
the small perturbation parameter of the partial differential equation, is delicious and
has borne out to be a considerable source of trouble. So far, the quality of adaptively
refined grids is often not satisfactory yet. Further, only a few contributions have been
published yet for convection-dominated problems and the considered type of discretiza-
tions. This observation even holds for stationary problems. For a deeper discussion and
further references we refer to [32] for the stationary case and to [17, 23] for evolutionary
problems. Usually, existing a posteriori error analyses for convection-dominated prob-
lems are either not robust with respect to the small perturbation parameter, embodied
by increasing bounds for a vanishing perturbation parameter, or the a posteriori error
estimates are not based on the natural norm of the discretization for that an a priori
error analysis becomes feasible. For the stationary case, in [48] an a posteriori error
bound is presented in the norm (‖v‖L2(Ω) + ε1/2‖∇v‖L2(Ω))1/2 with ε being the small
diffusion parameter. The bound is not robust in ε. On the other hand, in [49] the dual
norm of the convective derivative is added to the energy norm to get a robust error es-
timate with respect to the small diffusion parameter. An extension of this approach to
evolutionary problems is given in [50]. For evolutionary problems more recent robust
a posteriori estimators measuring the error in a space-time mesh-dependent dual norm
can be found in [17]. They are based on a space-time equilibrated flux reconstruction
and are locally computable. The estimator by itself is local-in-time and local-in-space
and does not depend on dual norms. However, dual error norms are usually beyond
a reasonable physical interpretation and hard to compute such that they are of lit-
tle interest in applications and difficult to use in studies of the experimental order of
convergence.
In [32] a robust residual-based a posteriori error estimate in the SUPG norm is pre-
sented for stationary convection-diffusion equations. Its derivation uses variational
multiscale theory. Upper and lower bounds are provided where the global upper bound
relies on some hypotheses. A similar situation can be found in [14]. In [32] it is argued
and demonstrated by numerical experiments that the hypotheses are fulfilled and non
restrictive in standard applications. The a priori error estimate in [32] is based on
different weights than other residual-based error estimators for convection-diffusion-
reaction problems. However it is noted that the estimator performs well if the solution
posses only one kind of singularity. Otherwise the non-robust residual-based estimator
for the L2-norm should be prefered. In [23] an adaptive SUPG method is proposed for
time-dependent convection-diffusion problems where the SUPG solution is considered
as a solution of a steady-state problem such that the error estimator of [32] becomes
applicable. However, the approach relies on the heuristic argument that a certain
term is of higher order and thus becomes negligible. A validation of the assumption is
given for one space dimension. In numerical calculations the robustness of the error
estimator and its superiority over the adaptive approach that is presented in [21] and
built upon heuristic error indicators is illustrated. A further non-robust a posteriori
error of residual type estimator is presented in [2]. Finally, we note that a posteriori
error estimates are available for space-time finite element methods, cf. e.g. [39], and
for Lagrange–Galerkin methods, cf. [10, 28], that are based on the method of charac-
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teristics and represent another class of prominent schemes for the approximation of
evolutionary convection-dominated problems (cf. [27]). A robust a priori error esti-
mate for the Lagrange–Galerkin method with error constants depending only on norms
of the data and not on (higher order) norms of the solution is presented in [5]. The
estimate is proved in a Lagrangian framework instead of using Eulerian coordinates as
it is done in most of the error analyses for Lagrange-Galerkin methods.
The Dual Weighted Residual method (or shortly DWR method) [3] aims at the eco-
nomical computation of arbitrary quantities of physical interest by properly adapting
the computational mesh. Thus, the mesh adaption is based on the computation and
control of a physically relevant goal quantity instead of the traditional energy-norm
or the L2-norm. The DWR approach relies on a space-time variational formulation of
the discrete problem and uses duality techniques to find a rigorous a posteriori error
estimate. Such duality techniques are well known from a priori error analyses; cf.,
e.g., [18, 19, 26]. The DWR approach has been applied to the numerical approxima-
tion of several classes of mathematical models based on partial differential equations,
including fluid mechanics [13], wave propagation [4], structural mechanics [41], fluid-
structure interaction [42], eigenvalue problems [25], optimization problems [38] and,
further, been applied to goal-oriented adaptive modeling [12]. In the abstract DWR
philosophy (cf. [3] for details) an error representation for the considered goal quantity
is derived by duality techniques at the beginning. This error identity cannot be eval-
uated directly, since it depends on the unknown solution of the ”linearized” dual or
adjoint problem that has to be solved numerically. We note that the dual problem is
always a linear one, such that in the case of a nonlinear partial differential equation
the numerical costs for solving the dual problem requires much less work. If the primal
solution is obtained by a Newton iteration then solving the dual problem corresponds
to one additional Newton iteration in each time step. From the error representation for
the goal quantity localized error indicators can be derived (cf. [3] for details), similarly
to the traditional residual-based approach. However, the sharpness of the resulting
a posteriori error estimate can not be guaranted anymore as soon as estimates are
applied to the error identity.
Even though the DWR approach has been applied to many classes of partial differ-
ential equations, our feeling is that its potential for the numerical approximation of
convection-dominated problems and stabilized discretizations has not been completely
understood and explored yet. In the application of the DWR method the efficient and
fast solution of the auxiliary dual problem and the localization of the error estimator
is an essential step in practice; cf. e.g., [11, 3, 4, 43, 45]. The dual solution impacts
the weights of the resulting error indicators. It is well known that the proper choice
of the weights is crucial for the effectivity of the adaptation process. They should in
particular measure the influence of a present cell on the requested goal quantity of
interest. The approximation of the dual solution cannot be done in the finite element
space of the primal problem since it would result in an useless vanishing approximation
of the error quantity; cf. [3]. Therefore, several techniques of approximation the dual
solution efficiency were developed and proposed in the literature. Approximation by
a higher-order method, approximation by a higher-order interpolation, approximation
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by difference quotients and approximation by local residual problems are known ap-
proaches [11, 4, 3, 45]. In particular, higher-order interpolation is applied often in the
literature; cf., e.g., [4, 45] .
In this work we combine the DWR approach with stabilized approximations of con-
vection-dominated problems. The adaptive mesh refinement process is directly based
on the global error representation, up to higher order error contributions, without es-
timating the error terms further, i.e. without providing the usual upper bounds for the
error in the goal quantity. Thereby we aim to reduce additional approximation errors
and non-sharp estimates of standard error indicators and to apply the DWR approach
as strictly as possible in order to get a reliable quantification and control of the error
in the goal quantity instead of providing only error indicators for an economical mesh
adaption strategy. In our approach the dual problem is solved by using higher oder
finite element techniques. In numerical experiments we will illustrate the high impact
of the proper choice of the weights and thereby of the dual solution on the mesh adap-
tion process. Our overall motivation is to reduce sources of inaccuracies and non-sharp
estimates in the a posteriori error control mechanism as far as possible in order to avoid
numerical artefacs and a loss of quality in the approximation of the solution and the
error control in regions with sharp fronts where highly sensitive solution profiles are
present and interpolations are defective. We expect that this strategy allows us to
exploit the full potential of the DWR method for the a posteriori quantification of
discretization errors. This is in contrast to other works of the literature on the DWR
method where much effort is put in the reduction of the computation costs for solving
the dual problem. Thereby, the high impact of the dual solution on the error control
and mesh generation process is not focused as strongly as in this work. Due to the
specific character of convection-dominated problems we are convinced that the error
control needs a particular care in regions with interior and boundary layers and in re-
gions with sharp fronts in order to get an accurate quantification of numerical errors.
For problems with simpler structures of solutions more economical approximations of
the dual solution might be sufficient and appropriate.
This work is organized as follows. In Section 2, we introduce our model problem
together with some global assumptions and our notation. Further we present the
finite element approximation of this problem and the stabilization of the discretization
by using the SUPG method. In Section 3 our a posteriori error control mechanism
based on the DWR method is developed and localized error terms are derived. In
Section 4 some implementational issues are addressed. Finally, in Section 5 the results
of numerical computations are presented in order to illustrate the feasibility, potential
and benefit of the proposed approach. Further, a careful comparison with reference
values of the literature is given for a benchmark problem.
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2. Problem formulation and stabilized discretization
In this work we study the linear convection-diffusion-reaction problem
∂tu+ b · ∇u−∇ · (ε∇u) + αu = f in Ω× (0, T ] ,
u(x, t) = 0 on ∂Ω× (0, T ] ,
u(x, 0) = u0 in Ω .
(2.1)
We assume that Ω ⊂ Rd, with d = 2 or d = 3, is a polygonal or polyhedral bounded
domain and let I := (0, T ]. For simplicity, problem (2.1) is equipped with homoge-
neous boundary conditions. Problem (2.1) is considered as a prototype model for more
sophistcated equations of practical interest, for instance, for the Navier–Stokes equa-
tions of incompressible viscous flow. For an application of our approach to semilinear
problems with nonlinear reactive terms we refer to [46].
To ensure the well-posedness of problem (2.1) we assume that α ∈ R+0 , ε ∈ L∞(Ω),
b ∈ H1(Ω) ∩L∞(Ω) with ε(x) ≥ ε0 > 0 and (∇ · b) (x) = 0 almost everywhere in Ω.
Further, we let f ∈ L2 (0, T ;H−10 (Ω)) and u0 ∈ L2(Ω) with H−10 (Ω) denoting the dual
space of H10(Ω). Then the existence and uniqueness of a weak solution
u ∈ X := {v ∈ L2 (0, T ;H10(Ω)) | ∂tv ∈ L2 (0, T ;H−1(Ω))} (2.2)
of problem (2.1), satisfying u(0) = u0 and
〈∂tu, ϕ〉+ 〈b · ∇u, ϕ〉+ 〈ε∇u,∇ϕ〉+ 〈αu, ϕ〉 = 〈f, ϕ〉 (2.3)
for all ϕ ∈ H10(Ω) and almost every t ∈ (0, T ), is ensured [20, 40].
The Dual Weighted Residual approach (for short DWR method) is based on a vari-
ational space-time discretization of problem (2.5) and of a corresponding adjoint (or
dual) problem. In the analysis that is given below we need discontinuous and con-
tinuous variational discretizations of the time variable. The discretization and the
application of the DWR method is done for variational space-time approximations
with piecewise polynomials of arbitrary order in space and time. In our numerical
calculations (cf. Section 5) we restrict ourselves to applying lowest order members of
these families of time discretization schemes to the primal and dual problem. In this
work we aim to demonstrate and analyze the feasibility of our approach to convection-
dominated transport. For higher order variational discretizations of the time variable
the solution of the arising algebraic systems of equations becomes much more involved.
For their application in non-adaptive computations we refer to, e.g., [7, 35, 6].
For the discretization in time we divide the time interval I into not necessarily equidis-
tant subintervals Im := (tm−1, tm] , with m = 1, . . . ,M , where 0 = t0 < t1 < . . . <
tM−1 < tM = T with step size km = tm − tm−1 and k = max
m
km. We put
Y := {L2 (0, T ;H10(Ω)) | v|Im ∈ C(Im;H10(Ω))} . (2.4)
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Here, the notation v|Im ∈ C(Im;H10(Ω)) means that v|Im posses a continuous extension
to the closure Im of Im. The unique solution u ∈ X of problem (2.3) then satisfies the
variational space-time problem: Find u ∈ X such that
〈〈∂tu, ϕ〉〉+ a(u)(ϕ) + 〈u(0), ϕ(0)〉 = F (ϕ) + 〈u0, ϕ(0)〉 (2.5)
for all ϕ ∈ Y.
In (2.5) we use the notation
a(v)(ϕ) := 〈〈b · ∇v, ϕ〉〉 + 〈〈ε∇v,∇ϕ〉〉 + 〈〈αv, ϕ〉〉 (2.6)
for v, ϕ ∈ Y and
F (ϕ) := 〈〈f, ϕ〉〉 (2.7)
for ϕ ∈ Y, where
〈〈v, w〉〉 :=
∫ T
0
〈v, w〉dt
is the inner product of L2(0, T ;L2(Ω)) and 〈·, ·〉 is the inner product of L2(Ω). In (2.5)
the initial condition is imposed in a weak form. We note that Y is a dense subspace
of L2 (0, T ;H10(Ω)).
Next, we introduce the time discrete function spaces
X rk :=
{
vk ∈ L2
(
0, T ;H10(Ω)
) | vk|Im ∈ Pr (Im;H10(Ω)) , vk(0) ∈ L2(Ω)} , (2.8)
X rk :=
{
vk ∈ C
(
[0, T ];L2(Ω)) | vk|Im ∈ Pr (Im;H10(Ω))} , (2.9)
where Pr(Im;H10(Ω)) denotes the space of all polynomials in time up to degree r ≥ 0
on Im with values in H10(Ω). For some function vk ∈ X rk we define the limits v±k,m from
above and below of vk at tm as well as their jump at tm by
v±k,m := lims→0
vk(tm ± s) , [vk]m := v+k,m − v−k,m .
For the temporal discretization of the primal problem (2.5) we use the discontinuous
Galerkin method (for short dG(r)); cf. [47]. The time-discrete variational approxima-
tion of problem (2.5) then reads as follows: Find uk ∈ X rk such that
A(uk)(ϕk) +
〈
u+k,0, ϕ
+
k,0
〉
= F (ϕk) +
〈
u0, ϕ
+
k,0
〉
(2.10)
for all ϕk ∈ X rk .
In (2.10) we use the notation
A(vk)(ϕk) :=
M∑
m=1
∫
Im
〈∂tvk, ϕk〉dt+ a(vk)(ϕk) +
M∑
m=2
〈
[vk]m−1 , ϕ
+
k,m−1
〉
(2.11)
for vk, ϕk ∈ X rk . We note that the initial condition is incorporated into the varia-
tional problem. For the derivation and an analysis of the dG(r) semidiscretization of
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abstract evolution problems in Hilbert spaces we refer to [47]. The dG(r) method is
nonconforming, since by an embedding result (cf. [16]) it holds that X rk 6⊂ X .
Next, we describe the Galerkin finite element approximation in space of the semidis-
crete problem (2.10). To this end, we use two- or three-dimensional shape- and contact-
regular meshes [15]. By Th = {K} we denote a conforming decomposition of the do-
main Ω into triangles in two space dimensions or tetrahedra in three space dimensions.
Quadrilateral and hexahedral elements can be applied in the same way by means of
the standard modifications. On Th we define the function space Vph ⊂ H10(Ω) by
Vph := {v ∈ H10(Ω) ∩ C(Ω¯) | v|K ∈ Pp(K) ∀K ∈ Th} ,
with Pp(K) denoting the function space of polynomials of degree at most p on K. By
replacing H10(Ω) in the definition of the semidiscrete function spaces X rk and X
r
k in
(2.8) and (2.9), respectively, by Vph , we obtain the fully discrete function space
X r,pkh :=
{
vkh ∈ X rk | v|Im ∈ Pr(Im;Vp,mh ), for m = 1, . . . ,M , vkh(0) ∈ Vph
}
(2.12)
with X r,pkh ⊂ X rk . We note that the spatial finite element space Vp,mh is allowed to
be different on all intervals Im which is natural in the context of a discontinuous
Galerkin approximation of the time variable and allows dynamic mesh changes in
time. Throughout the time steps km are kept constant in space. The fully discrete
discontinuous in time scheme that is studied below then reads as follows: Find ukh ∈
X r,pkh , such that
A(ukh)(ϕkh) +
〈
u+kh,0, ϕ
+
kh,0
〉
= F (ϕkh) +
〈
u0, ϕ
+
kh,0
〉
(2.13)
for all ϕkh ∈ X r,pkh with A(·)(·) and F (·) being defined in (2.11) and (2.7), respectively.
In the DWR approach a continuous Galerkin approximation of the time variable is also
needed. This type of discretization is applied below to the adjoint problem of (2.5).
Here we introduce the continuous Galerkin approximation of the time variable and the
resulting fully discrete finite element method for the primal problem (2.5) in order to
illustrate its definition. The formulation of the continuous Galerkin approximation on
dynamically changing meshes is more involved since the global continuity of functions
in the trial space has to be ensured. Let {τ0, . . . , τr} be a basis of Pr(Im;R) that
satisfies the conditions
τ0(tm−1) = 1 , τ0(tm) = 0 , τi(tm−1) = 0 , i = 1, . . . , r .
Then we define
X r,p,mkh = span
{
τivi | v0 ∈ Vp,m−1h , vi ∈ Vp,mh , i = 1, . . . , r
}
and
X r,pkh :=
{
vkh ∈ C(I;L2(Ω)) | vkh|Im ∈ X r,p,mkh
} ⊂ X rk .
We note that this definition of the trial space X r,pkh ensures the continuity of its func-
tions. This is due to the fact that the vanishing spatial degrees of freedom in Vp,m−1h
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are coupled only with the temporal basis function τ0 that vanishes in the right end
endpoint tm of Im. The fully discrete continuous in time scheme that is applied below
then reads as follows: Find ukh ∈ X r,pkh , such that
〈〈∂tukh, ϕkh〉〉+ a(ukh)(ϕkh) + 〈ukh(0), ϕ+kh,0〉 = 〈〈f, ϕkh〉〉+ 〈u0, ϕ+kh,0〉 (2.14)
for all ϕkh ∈ X r−1,pkh .
In (2.14) the initial condition is imposed in a weak form. This scheme belongs to
the class of Petrov–Galerkin methods since the spaces for the trial and test functions
differ.
In this work we focus on convection-dominated problems with small diffussion param-
eter 0 < ε0 ≪ 1. Then the finite element approximation needs to be stabilized in order
to reduce spurious and non-physical oscillations of the discrete solution arising close
to layers. Here, we apply the streamline upwind Petrov–Galerkin method (for short
SUPG); cf. [44, 33, 8]. The stabilized variant of the fully discrete scheme (2.13) then
reads as follows: Find ukh ∈ X r,pkh such that
AS(ukh)(ϕkh) +
〈
u+kh,0, ϕ
+
kh,0
〉
= F (ϕkh) +
〈
u0, ϕ
+
kh,0
〉
(2.15)
for all ϕkh ∈ X r,pkh .
In (2.15) we put
AS(ukh)(ϕkh) := A(ukh)(ϕkh) + S(ukh)(ϕkh)
with
S(ukh)(ϕkh) :=
M∑
m=1
∫
Im
∑
K∈Th
δK〈R(ukh), b · ∇ϕkh〉K dt
+
M∑
m=2
∑
K∈Th
δK
〈
[ukh]m−1 , b · ∇ϕ+kh,m−1
〉
K
+
∑
K∈Th
δK
〈
u+kh,0 − u0, b · ∇ϕ+kh,0
〉
K
,
R(ukh) := ∂tukh + b · ∇ukh −∇ · (ε∇ukh) + αukh − f .
(2.16)
for {ukh, ϕkh} ∈ X r,pkh × X r,pkh . In Eq. (2.16) we denote by 〈·, ·〉K the inner product of
the space L2(K). The proper choice of the stabilization parameter δK is an important
issue in the application of the SUPG approach; cf. [31] and the discussion therein. As
proposed by our analysis of stabilized finite element methods in [8] we choose
δK ∼ min
{
hK
p‖b‖L∞(K)
;
h2K
p4 ε
;
1
km + α
;
km + α
α2
}
.
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In (2.16) and from now on we assume for brevity that the diffusion coefficient ε(x)
equals a constant ε. Otherwise the additional projection operator that is used in [8]
has to be applied to the diffusive term of the residual in (2.16). The SUPG stabilized
form of the continuous in time scheme (2.14) is obtained along the same lines.
Remark 2.1. In this work we restrict ourselves to linear problems in the nonstation-
ary case. This is sufficient to study and illustrate our dual weighted residual approach
for stabilized finite element approximations of convection-dominated problems. A fur-
ther stabilization in crosswind direction may be obtained by using an additional shock-
capturing stabilization technique; cf., e.g. [8, 33, 30]. However, the most efficient
family of this type of additional stabilization is based on adding additional nonlinear
terms. In the case of linear problems the latter methods then increase the complex-
ity of solving the arising algebraic system of equations significantly. For this reason
an additional shock-capturing stabilization is not studied here for the nonstationary
problem (2.1). However, some of our numerical studies that are presented in Section
5 are done for steady nonlinear problems. Restricting ourselves to steady problems
in the nonlinear case is sufficient to demonstrate the feasibilty of our method also to
nonlinear equations and helps to separate characteristic features that are related to the
discretization in space.
For the steady counterpart of problem (2.1),
αu+ b · ∇u −∇ · (ε∇u) + r(u) = f in Ω, u = 0 on ∂Ω , (2.17)
with the above assumptions about the data and, further, supposing that (cf. [8])
r ∈ C1(R) , r(0) = 0 , r′(s) ≥ r0 ≥ 0 for s ≥ 0 , s ∈ R ,
we consider using SUPG and additional shock-capturing stabilization (cf. [8, 30]) such
that the fully discrete problem reads as: Find uh ∈ Vph such that
ASC(uh)(ϕh) = F (ϕh) (2.18)
for all ϕh ∈ Vph with
ASC(uh)(ϕh) := A(uh)(ϕh) + S(uh)(ϕh) + SC(uh)(ϕh) ,
A(uh)(ϕh) = 〈αuh, ϕh〉+ 〈b · ∇uh, ϕh〉+ 〈ε∇uh,∇ϕh〉+ 〈r(uh), ϕh〉
S(uh)(ϕh) :=
∑
K∈Th
δK〈R(uh), b · ∇ϕh〉K ,
R(uh) := αuh + b · ∇uh −∇ · (ΠKε∇uh) + r(uh)− f ,
SC(uh)(ϕh) :=
∑
K∈Th
〈τK(uh)D∇uh,∇ϕh〉K .
F (ϕh) := 〈f, ϕh〉
(2.19)
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and the stabilization parameter
δK ∼ min
{
hK
p‖b‖L∞(K)
;
h2K
p4µ2inv‖ε‖L∞(K)
;
1
α+ r0
;
α+ r0
L2r
}
, ,
τK(uh) := lK(uh)RˆK(uh) =
lK(uh)‖R(uh)‖L2(K)
|uh|H1(K) + κK
,
lK(uh) := l0hK max
{
0, β − 2‖ε‖L∞(K)
hKRˆK(uh)
}
, D :=
I −
b⊗ b
|b|2 , b 6= 0 ,
0 , b = 0 .
(2.20)
In the set of equations (2.20) we denote by ‖ · ‖L∞(K) and ‖ · ‖H1(K) the usual norms
associated with the function spaces on the element K. For further details regarding
the definition and choice of the stabilization parameter in (2.20) we refer to [8].
3. A dual weighted residual approach for stabilized finite
element methods
Here we develop our application of the Dual Weighted Residual (for short DWR)
method (cf. [3]) to the stabilized finite element approximation (2.15) of problem (2.1).
The DWR approach aims at an error control for an arbitrary quantity of physical inter-
est. This is in contrast to standard a posteriori error estimates that typically provide
computable upper (and lower) bounds in terms of numerically available quantities for
the numerical approximation errors measured in standard norm, for instance in the
natural norm of the discretization for that an a priori error analysis is available. The
capability of providing an error control mechanism for physically relevant quantities
offers large potential of the DWR approach in engineering sciences. The DWR method
is based on duality techniques and an additional nonstationary adjoint problem has to
be solved which includes the primal solution as coefficient. Thus, in each adaptation
step of an adaptive algorithm numerical approximations to the solution of the primal
and dual problem need to be computed for the whole time period such that the simu-
lations become numerically expensive. Several techniques were proposed to reduce the
computational costs for determining the approximate dual solution. For this topic we
refer to the discussion in Section 1.
The characteristic feature of most of the existing a posteriori error analyses for con-
vection-dominated problems is their non-robustness with respect to the small pertur-
bation parameter which then leads to adaptive meshes that are not satisfactory yet.
On the other hand the DWR method yields an exact representation of the discretiza-
tion error in the target quantity. This observation is the key point of our application
of the DWR concept. The latter representation depends on the exact dual solution
that has still to be approximated. For this we use higher order techniques which is
in contrast to other works of the literatur [3]. Thereby we aim at a reduction of
11
approximation errors in the sensitive regions of convection-dominated problems with
sharp layers and strong gradients where approximations and interpolations are highly
delicious and strongly defective. This approach increases the computational costs for
solving the adjoint problem, but on the other hand it improves the approximation
quality of the weights in the a posteriori error control mechanism and, thereby, the
effectivity of the adaptation process. The proper choice of the weights is considered
to be an important step in the application of the DWR method to stabilized ap-
proximations of convection-dominated problems and to deserve careful attention. Our
numerical computations (cf. Section 5) will illustrate the impact of the approximation
of the dual solution on the approximation quality in the target quantity.
The DWR approach aims to control the error with respect to some output functional
J (·). This requires a respresentation of an estimate of the difference J (u)− J (ukh).
Here, J (u) is the user-chosen target quantity of physical interest. We suppose that the
functional J (·) is defined on the space Y introduced in (2.4), i.e. J : Y 7→ R. Further,
we assume that the functional J is Fre´chet differentiable, i.e. J ′(y) ∈ Y ′ for y ∈ Y.
Moreover, we assume that the directional derivative of J admits an L2 representation
such that for any v ∈ Y there exists some function j(v) ∈ L2 (0, T ;L2(Ω)) such that
J ′(v)(ϕ) = 〈〈j(v), ϕ〉〉 (3.1)
is satisfied for all ϕ ∈ Y. If the target functional J is less regular, involving for
example spatial or temporal point-values, then the theory developed below can no
longer be applied directly. In this case a regularization of the functional may be
used to overcome the lack of regularity. However, the regularization is usually only
necessary in the development of the formal framework. On the discrete level and in
practical computations the abstract theory often performs successfully even for less
regular output functionals (cf. Section 5).
For the derivation of an a posteriori error representation for J (u)−J (ukh) we employ
the Euler–Lagrange method of constrained optimization. We define the Lagrangian
functional L : X × Y 7→ R by
L(u, z) := J (u) + F (z)− 〈〈∂tu, z〉〉 − a(u)(z)− 〈u(0)− u0, z(0)〉 (3.2)
with the target quantity J (·) and the forms a(·)(·) and F (·) being defined in (2.6) and
(2.7), respectively. A stationary point {u, z} of L(·, ·) on X × Y is determined by
L′(u, z)(ψ, ϕ) = 0 for all {ψ, ϕ} ∈ X × Y , (3.3)
or equivalently by the system of equations
〈〈∂tψ, z〉〉+ a(ψ)(z) + 〈ψ(0), z(0)〉 = J ′(u)(ψ) for all ψ ∈ X , (3.4)
〈〈∂tu, ϕ〉〉+ a(u)(ϕ) + 〈u(0), ϕ(0)〉 = F (ϕ) + 〈u0, ϕ(0)〉 for all ϕ ∈ Y . (3.5)
The second of these equations, the z-component of the stationarity condition, is just
the given primal problem (2.5). Equation (3.4), the u-component of the stationarity
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condition, is called the dual or adjoint equation. In particular, the solution z ∈ Y of
the adjoint problem (3.4) can be recovered as the solution of the following variational
problem: Find z ∈ X with
−〈〈∂tz, ψ〉〉 − 〈〈b · ∇z, ψ〉〉+ 〈〈ε∇z,∇ψ〉〉
+ 〈〈αz, ψ〉〉 + 〈z(T ), ψ(T )〉 = J ′(u)(ψ)
(3.6)
for all ψ ∈ Y.
Under the hypothesis (3.1) the dual problem (3.6) has the structure of the primal
problem (2.5) but running backward in time. The existence and uniqueness of a
solution z ∈ X of problem (3.6) is thus ensured by the same setting and arguments as
used for the primal problem (2.5). For a right-hand side term (3.1) and appropriate
assumptions about the boundary ∂Ω of Ω the continuity constraint in the definition
(2.4) of Y holds (cf. [20] and [40] for the Sobolev embedding results) such that z ∈ Y
is ensured. To see that the solution of (3.6) in fact satisfies the variational problem
(3.4), we use integration by parts with respect to the time variable to find that
− 〈〈∂tz, ψ〉〉 = 〈z(0), ψ(0)〉 − 〈z(T ), ψ(T )〉+ 〈〈∂tψ, z〉〉 (3.7)
for test functions ψ ∈ X . Combining (3.6) with (3.7) and using integration by parts
in the convective term yields (3.4). Below, our application of the DWR approach is
built upon the dual problem (3.6).
Remark 3.1. In the context of our stabilized finite element approximations two differ-
ent approaches of applying the DWR method can be used. The first approach, refered to
as the first stabilize and then dualize method, is obtained by introducing a discrete
Lagrangian functional L˜, that is associated with the stabilized Galerkin discretization
(2.15), and defining the discrete solution {ukh, zkh} ∈ X r,pkh × X r,pkh as the stationary
point of L˜ on X r,pkh ×X r,pkh . To find the desired representation of the error J (u)−J (ukh),
this quantity is represented in terms of the error in the discrete Lagrangian functional;
cf. [45]. The second approach, refered to as the first dualize and then stabilize
method, is obtained by discretizing the continuous Euler–Lagrange system (3.4), (3.5)
by means of the proposed stabilized Galerkin discretization scheme (2.15), i.e., that
the discontinuous in time and continuous in space finite element method along with
the SUPG stabilization in space is applied to the system of equations (3.4), (3.5). As
it is shown below, the discrete solution {ukh, zkh} ∈ X r,pkh × X r,pkh is then no longer a
stationary point of the Lagrangian functional, it’s just an approximation to such point.
In this approach the error in the goal quantity J (u)−J (ukh) is represented in terms
of the continuous Lagrangian functional (3.2). The difference of the either approaches
comes through the presence of the stabilization terms in the discrete Lagrangian func-
tional. In this work we apply the second approach. In the second approach the SUPG
stabilization of the discrete dual problem is based on the residual of the discrete coun-
terpart of the backward in time problem (3.6); cf. Eq. (3.9) below. This seems to be
more natural. Moreover, numerical instabilities were observed in the literature [9] for
the first strategy of transposing the whole stabilized system. For a careful comparison of
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the either approaches of applying the DWR method to stabilized discretization schemes
we refer to [46] where this is done for stationary problems. For illustration purposes
we sketch both approaches briefly. Then we follow the second one. We note that the
resulting numerical scheme differ in general since dualization (i.e. optimization) and
stabilization do not commute.
First Stabilize and Then Dualize
The discrete Lagrangian functional L˜ : X r,pkh ×X r,pkh 7→ R associated with the stabilized
Galerkin discretization (2.15) is defined by
L˜(ukh, zkh) = J (ukh) + F (zkh)−AS(ukh)(zkh)−
〈
u+kh,0 − u0, z+kh,0
〉
. (3.8)
A stationary point {ukh, zkh} of L˜(·, ·) on X r,pkh ×X r,pkh is determined by the equation
L˜ ′(ukh, zkh)(ψkh, ϕkh) = 0 for all {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh ,
or equivalently by the system of equations
AS(ψkh)(zkh) +
〈
ψ+kh,0, z
+
kh,0
〉
= J ′(ukh)(ψkh) for all ψkh ∈ X r,pkh ,
AS(ukh)(ϕkh) +
〈
u+kh,0, ϕ
+
kh,0
〉
= F (ϕkh) +
〈
u0, ϕ
+
kh,0
〉
for all ϕkh ∈ X r,pkh .
First Dualize and Then Stabilize
We discretize the continuous Euler–Lagrange system (3.4), (3.5) by the proposed stabi-
lized Galerkin discretization scheme (2.15). Then the identity (3.5) yields the discrete
primal problem (2.15): Find ukh ∈ X r,pkh such that
AS(ukh)(ϕkh) +
〈
u+kh,0, ϕ
+
kh,0
〉
= F (ϕkh) +
〈
u0, ϕ
+
kh,0
〉
for all ϕkh ∈ X r,pkh . (3.9)
From the continuous dual problem (3.4), rewritten in the form (3.6), we find by using
the proposed stabilized Galerkin discretization scheme (2.15) the following discrete
dual problem: Find zkh ∈ X r,pkh such that
A∗S(zkh)(ψkh) +
〈
z−kh,T , ψ
−
kh,T
〉
= J ′(ukh)(ψkh) for all ψkh ∈ X r,pkh . (3.10)
Further, we define zkh(0) = z
+
k,0. In (3.10) we put
A∗S(zkh)(ψkh) := A
∗(zkh)(ψkh) + S∗(zkh)(ψkh)
with
A∗(zkh)(ψkh) :=
M∑
m=1
−
∫
Im
〈∂tzkh, ψkh〉dt− 〈〈b · ∇zkh, ψkh〉〉+ 〈〈ε∇zkh,∇ψkh〉〉
+ 〈〈αzkh, ψkh〉〉 −
M∑
m=2
〈
[zkh]m−1 , ψ
−
kh,m−1
〉
(3.11)
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and
S∗(zkh)(ψkh) :=
M∑
m=1
∫
Im
∑
K∈Th
δ∗K〈R∗(zkh),−b · ∇ψkh〉K dt
−
M∑
m=2
∑
K∈Th
δ∗K
〈
[zkh]m−1 ,−b · ∇ψ−kh,m−1
〉
K
+
∑
K∈Th
δ∗K
〈
z−kh,M ,−b · ∇ψ−kh,M
〉
K
,
R∗(zkh) := −∂tzkh − b · ∇zkh −∇ · (ε∇zkh) + αzkh − j(ukh) .
In the definition of the local residual R∗(zkh) we use the assumption (cf. (3.1)) that
J ′(ukh)(·) admits an L2 respresentation such that J ′(ukh)(ψkh) = 〈〈j(ukh), ψkh〉〉 is
satisfied for all ψkh ∈ X r,pkh with some function j(ukh) ∈ L2(0, T ;L2(Ω)).
To derive a representation of the error J (u)−J (ukh) we need some abstract results.
For this we need to extend the definition of the Lagrangian functional to arguments
of (X + X r,pkh )× Y. In the following we let L : (X + X r,pkh )× Y be defined by
L(u, z) :=J (u) + F (z)−
M∑
m=1
∫
Im
〈∂tu, z〉dt− a(u)(z)
−
M∑
m=2
〈
[u]m−1 , z
+
m−1
〉− 〈u(0)− u0, z(0)〉 .
(3.12)
Then it follows that
Lu(u, z)(ψ) + Lz(u, z)(ϕ)
= J ′(u)(ψ) −
M∑
m=1
∫
Im
〈∂tψ, z〉dt− a(ψ)(z)−
M∑
m=2
〈
[ψ]m−1 , z
+
m−1
〉− 〈ψ(0), z(0)〉
+ F (ϕ) −
M∑
m=1
∫
Im
〈∂tu, ϕ〉dt− a(u)(ϕ) −
M∑
m=2
〈
[u]m−1 , ϕ
+
m−1
〉− 〈u(0)− u0, ϕ(0)〉
= J ′(u)(ψ) +
M∑
m=1
∫
Im
〈∂tz, ψ〉dt+ 〈〈b · ∇z, ψ〉〉 − 〈〈ε∇z,∇ψ〉〉 − 〈〈αz, ψ〉〉
+
M∑
m=2
〈
[z]m−1 , ψ
−
m−1
〉− 〈z(T ), ψ(T )〉+ F (ϕ)− M∑
m=1
∫
Im
〈∂tu, ϕ〉dt
− a(u)(ϕ) −
M∑
m=2
〈
[u]m−1 , ϕ
+
m−1
〉− 〈u(0)− u0, ϕ(0)〉 (3.13)
for all {ψ, ϕ} ∈ (X + X r,pkh )× Y.
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For the stationary point {u, z} of L(·, ·) on X ×Y that is determined by (3.3) or (3.4),
(3.5), respectively, we have that u, z ∈ C([0, T ];L2(Ω)). Therefore it follows that
Lu(u, z)(ψ) + Lz(u, z)(ϕ) = 0 (3.14)
for all {ψ, ϕ} ∈ X × Y. The discrete solution {ukh, zkh} ∈ X r,pkh ×X r,pkh then satisfies
Lu(ukh,zkh)(ψkh) + Lz(ukh, zkh)(ϕkh) = S(ukh)(ϕkh) + S∗(zkh)(ψkh) (3.15)
for all {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh . For the defect of the discrete solution in the station-
arity condition (3.15) we use the notation
D(xkh)(ykh) := S(ukh)(ϕkh) + S∗(zkh)(ψkh) (3.16)
with xkh := {ukh, zkh} ∈ X r,pkh ×X r,pkh and ykh := {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh .
To derive a representation of the error J (u)−J (ukh) we need the following abstract
theorem that develops the error in terms of the Lagrangian functional; cf. [46].
Theorem 3.2. Let X be a function space and L : X 7→ R be a three times differentiable
functional on X. Suppose that xc ∈ Xc with some (”continuous”) function space
Xc ⊂ X is a stationary point of L. Suppose that xd ∈ Xd with some (”discrete”)
function space Xd ⊂ X, with not necessarily Xd ⊂ Xc, is a Galerkin approximation to
xc being defined by the equation
L′(xd)(yd) = D(xd)(yd) (3.17)
for all yd ∈ Xd. In addition, suppose that the auxiliary condition
L′(xc)(xd) = 0 (3.18)
is satisfied. Then there holds the error representation
L(xc)− L(xd) = 1
2
L′(xd)(xc − yd) + 1
2
D(xd)(yd − xd) +R , (3.19)
for all yd ∈ Xd, where the remainder R is defined by
R = 1
2
∫ 1
0
L′′′(xd + se)(e, e, e) · s · (s− 1) ds (3.20)
with the notation e := xc − xd.
Proof. In order to keep this work self-contained the proof of Theorem 3.2 is given in
the appendix.
We note that Theorem 3.2 differs from similar theorems that are presented in [3, 4, 45],
for instance, since in our case the discrete solution {ukh, zkh} ∈ X r,pkh × X r,pkh is not a
stationary point of a Lagrangian functional but only an approximation to such point.
16
In our case the assumption (3.18) is fulfilled by means of (3.13) along with the definition
of the function spaces yielding that X r,pkh ⊂ Y. Theorem 3.2 now enables us to derive an
error representation in terms of the target quantity J (·). Here we do not separate the
error of the temporal and spatial discretization. We study directly the error between
the continuous and the fully discrete solution which is in contrast to the approach in
[45] for instance.
For the representation of the error in terms of the target quantity J (·) we still define
the primal residual ρ(ukh)(·) and the adjoint residual ρ∗(zkh)(·) by means of
ρ(ukh)(ϕ) := F (ϕ)−A(ukh)(ϕ) −
〈
u+kh,0 − u0, ϕ(0)
〉
(3.21)
ρ∗(zkh)(ψ) := J ′(ukh)(ψ) −A∗(zkh)(ψ)−
〈
z−kh,M , ψ(T )
〉
(3.22)
for arbitrary ϕ ∈ Y and ψ ∈ X + X r,pkh .
Theorem 3.3. Suppose that {u, z} ∈ X × Y is a stationary point of the Lagrangian
functional L defined in (3.12) such that (3.14) is satisfied. Let {ukh, zkh} ∈ X r,pkh ×X r,pkh
denote its Galerkin approximation being defined by (3.9) and (3.10) such that (3.15)
is satisfied. Then there holds the error representation that
J (u)− J (ukh) = 1
2
ρ(ukh)(z − ϕkh) + 1
2
ρ∗(zkh)(u − ψkh) +RS +RJ (3.23)
for arbitrary functions {ϕkh, ψkh} ∈ X r,pkh ×X r,pkh , where the remainder terms are defined
by
RS := 1
2
S(ukh)(ϕkh + zkh) +
1
2
S∗(zkh)(ψkh − ukh) (3.24)
and
RJ := 1
2
∫ 1
0
J ′′′(ukh + s · e)(e, e, e) · s · (s− 1) ds (3.25)
with e = u− ukh.
Proof. Let x := {u, z} with {u, z} ∈ X × Y be a stationary point of L in (3.12) such
that (3.14) is satisfied. Let xkh := {ukh, zkh} with {ukh, zkh} ∈ X r,pkh ×X r,pkh denote the
Galerkin approximation of x that is defined by (3.9) and (3.10), respectively. From
(3.12) along with (3.14) and (3.9) we conclude that
J (u)− J (ukh) = L(x)− L(xkh) + S(ukh)(zkh) .
As mentioned above, condition (3.18) is satisfied in our case. By Thm. 3.2 we get that
J (u)−J (ukh) = 1
2
L′(xkh)(x− ykh)+ 1
2
D(xkh)(ykh−xkh)+S(ukh)(zkh)+R (3.26)
for all ykh = {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh with the remainder R being defined by (3.20).
Recalling the definition (3.12) of L yields for the remainder R the asserted represen-
tation (3.25).
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Next, from (3.13) along with the definitions (2.11) and (3.11) it follows that
L′(ukh, zkh)(u − ψkh, z − ϕkh)
= J ′(ukh)(u− ψkh)−A∗(zkh)(u − ψkh)−
〈
z−kh,M , u(T )− ψ−kh,M
〉
+ F (z − ϕkh)−A(ukh)(z − ϕkh)−
〈
u+kh,0 − u0, z(0)− ϕ+kh,0
〉
= ρ∗(zkh)(u − ψkh) + ρ(ukh)(z − ϕkh)
for all {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh . Substituting this identity into (3.26) yields that
J (u)− J (ukh) = 1
2
ρ∗(zkh)(u− ψkh) + 1
2
ρ(ukh)(z − ϕkh)
+
1
2
D(xkh)(ykh − xkh) + S(ukh)(zkh) +RJ .
(3.27)
Finally, we note that
1
2
D(xkh)(ykh − xkh) + S(ukh)(zkh)
=
1
2
S(ukh)(ϕkh − zkh) + 1
2
S∗(zkh)(ψkh − ukh) + S(ukh)(zkh)
=
1
2
S(ukh)(ϕkh + zkh) +
1
2
S∗(zkh)(ψkh − ukh) . (3.28)
Combining (3.27) with (3.28) proves the assertion of the theorem.
In the error respresentation (3.23) the continuous solution u or some higher order ap-
proximation of u is required for the evaluation of the adjoint residual. In the following
theorem we show that the adjoint residual coincides with the primal residual up to a
quadratic remainder. This observation will be exploited below to find our final error
respresentation in terms of the goal quantity J and a suitable linearization for its
computational evaluation or approximation, respectively.
Theorem 3.4. Suppose that {u, z} ∈ X × Y is a stationary point of the Lagrangian
functional L defined in (3.12) such that (3.14) is satisfied. Let {ukh, zkh} ∈ X r,pkh ×X r,pkh
denote its Galerkin approximation being defined by (3.9) and (3.10) such that (3.15)
is satisfied. Let the primal and adjoint residuals be defined by (3.21), (3.22). Then
there holds that
ρ∗(zkh)(u− ψkh) = ρ(ukh)(z − ϕkh) + S(ukh)(ϕkh − zkh)
+ S∗(zkh)(ukh − ψkh) + ∆ρJ
(3.29)
for all {ψkh, ϕkh} ∈ X r,pkh ×X r,pkh with the remainder term
∆ρJ := −
∫ 1
0
J ′′(ukh + s · e)(e, e) ds (3.30)
with e := u− ukh.
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Proof. Let e := u − ukh and e∗ := z − zkh denote the primal and adjoint error,
respectively. For arbitrary ψkh ∈ X r,pkh we put
k(s) := J ′(ukh + s · e)(u − ψkh)−A∗(zkh + s · e∗)(u − ψkh)
−
〈
z−kh,M + s · e∗,−M , u(T )− ψ−kh,M
〉
.
We have that
k(1) := J ′(u)(u− ψkh)− A∗(z)(u− ψkh)−
〈
z(T ), u(T )− ψ−kh,M
〉
= 0 .
From (3.22) we get that
k(0) = J ′(ukh)(u− ψkh)−A∗(zkh)(u − ψkh)−
〈
z−kh,M , u(T )− ψ−kh,M
〉
= ρ∗(zkh)(u − ψkh) .
Further, we conclude that
k′(s) = J ′′(ukh + s · e)(e, u− ψkh)−A∗(e∗)(u− ψkh)
−
〈
e
∗,−
M , u(T )− ψ−kh,M
〉
.
Using (3.10) and (3.22) we find that
ρ∗(zkh)(u− ψkh) = J ′(ukh)(u − ψkh)−A∗(zkh)(u− ψkh)
−
〈
z−kh,M , u(T )− ψ−kh,M
〉
+ S∗(zkh)(ψkh)− S∗(zkh)(ψkh)
− J ′(ukh)(ukh) + A∗(zkh)(ukh) + S∗(zkh)(ukh) +
〈
z−kh,M , u
−
kh,M
〉
= ρ∗(zkh)(u − ukh) + S∗(zkh)(ukh − ψkh)
= ρ∗(zkh)(e) + S∗(zkh)(ukh − ψkh) . (3.31)
From (3.31) along with the theorem of calculus
1∫
0
k′(s) ds = k(1)− k(0) it follows that
ρ∗(zkh)(u− ψkh) = ρ∗(zkh)(e) + S∗(zkh)(ukh − ψkh)
= k(0)− k(1) + S∗(zkh)(ukh − ψkh)
=
∫ 1
0
(
A∗(e∗)(e) +
〈
e
∗,−
M , e
−
M
〉− J ′′(ukh + s · e)(e, e))ds+ S∗(zkh)(ukh − ψkh)
= A∗(e∗)(e) +
〈
e
∗,−
M , e
−
M
〉
+ S∗(zkh)(ukh − ψkh) + ∆ρJ . (3.32)
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Next, for the first and second of the terms on the right-hand side of (3.32) we get that
A∗(e∗)(e) +
〈
e
∗,−
M , e
−
M
〉
=
M∑
m=1
−
∫
Im
〈∂te∗, e〉dt− 〈〈b · ∇e∗, e〉〉+ 〈〈ε∇e∗,∇e〉〉
+ 〈〈αe∗, e〉〉 −
M∑
m=2
〈
[e∗]m−1 , e
−
m−1
〉
+
〈
e
∗,−
M , e
−
M
〉
=
M∑
m=1
∫
Im
〈∂te, e∗〉dt+ 〈〈b · ∇e, e∗〉〉+ 〈〈ε∇e,∇e∗〉〉
+ 〈〈αe, e∗〉〉 +
M∑
m=2
〈
[e]m−1 , e
∗,+
m−1
〉
+
〈
e+0 , e
∗,+
0
〉
= F (e∗) +
〈
u0, e
∗,+
0
〉−A(ukh)(e∗)− 〈u+kh,0, e∗,+0 〉
= ρ(ukh)(z − zkh) = ρ(ukh)(z − ϕkh) + S(ukh)(ϕkh − zkh)
(3.33)
for all ϕkh ∈ X r,pkh . Combining (3.32) with (3.33) yields that
ρ∗(zkh)(u− ψkh) = ρ(ukh)(z − ϕkh) + S(ukh)(ϕkh − zkh)
+ S∗(zkh)(ukh − ψkh) + ∆ρJ
for all {ψkh, ϕkh} ∈ X r,pkh × X r,pkh with ∆ρJ being defined by (3.30). This proves the
assertion of the theorem.
We summarize the results of the previous two theorems in the following corollary.
Corollary 3.5. Suppose that {u, z} ∈ X × Y is a stationary point of the Lagrangian
functional L defined in (3.12) such that (3.14) is satisfied. Let {ukh, zkh} ∈ X r,pkh ×X r,pkh
denote its Galerkin approximation being defined by (3.9) and (3.10) such that (3.15)
is satisfied. Then there holds the error representation that
J (u)− J (ukh) = ρ(ukh)(z − ϕkh) +RS +RJ + 1
2
∆ρJ (3.34)
for arbitrary functions ϕkh ∈ X r,pkh , where the primal residual ρ(ukh)(·) is defined by
(3.21), the remainder term RJ is given by (3.25), the linearization error ∆ρJ is
defined by (3.30) and
RS := S(ukh)(ϕkh) (3.35)
for arbitrary functions ψkh ∈ X r,pkh .
We note that the notation RS in (3.35) is used generically and defined differently in
different equations of its occurence. In the final step of deriving an a posteriori error
representation we give a localized error approximation that can be used to design an
adaptive algorithm.
20
Theorem 3.6 (Localized error representation). Suppose that {u, z} ∈ X × Y is a
stationary point of the Lagrangian functional L defined in (3.12) such that (3.14) is
satisfied. Let {ukh, zkh} ∈ X r,pkh ×X r,pkh denote its Galerkin approximation being defined
by (3.9) and (3.10) such that (3.15) is satisfied. Neglecting the higher order error terms
in (3.34), then there holds as a linear approximation the cell-wise error representation
J (u)− J (ukh) .=
T∫
0
∑
K∈Th
{
〈R(ukh), z − ϕkh〉K − δK〈R(ukh), b · ∇ϕkh〉K
−〈E(ukh), z − ϕkh〉∂K
}
dt−
〈
u+kh,0 − u0, z(t0)− ϕ+kh,0
〉
Ω
−
M∑
m=2
〈
[ukh]m−1 , z(tm−1)− ϕ+kh,m−1
〉
Ω
+
∑
K∈Th
δK
〈
u+kh,0 − u0, b · ∇ϕ+kh,0
〉
K
+
M∑
m=2
∑
K∈Th
δK
〈
[ukh]m−1 , b · ∇ϕ+kh,m−1
〉
K
.
(3.36)
The cell- and edge-wise residuals are defined by
R(ukh)|K := f − ∂tukh − b · ∇ukh +∇ · (ε∇ukh)− αukh , (3.37)
E(ukh)|Γ :=
{ 1
2n · [ε∇ukh] if Γ ⊂ ∂K\∂Ω ,
0 if Γ ⊂ ∂Ω , (3.38)
where [∇ukh] := ∇ukh|Γ∩K′−∇ukh|Γ∩K defines the jump of ∇ukh over the inner edges
Γ with normal unit vector n pointing from K ′ to K.
Proof. The assertion directly follows from (3.34), (3.35) by neglecting the higher order
remainder terms RJ and ∆ρJ as well as applying integration by parts on each cell
K ∈ Th to the diffusive term in the primal residual (3.21).
Finally, we summarize the result of our application of the DWR approach to the
stabilized approximation (2.18)–(2.20) of the nonlinear stationary problem (2.17). In
terms of a first dualize and then stabilize philosophy analogously to (3.10) we get that
J (u)− J (uh) = ρ(uh)(z − ϕh) +RS +Rnl + 1
2
∆ρS +
1
2
∆ρnl (3.39)
with the primal residual
ρ(uh)(ϕ) := F (ϕ)−A(uh)(ϕ) (3.40)
and the remainder terms of the stabilization
RS + 1
2
∆ρS = S(uh)(ϕh) + SC(uh)(ϕh) (3.41)
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as well as the higher order remainder terms
Rnl := 1
2
∫ 1
0
{
J ′′′(uh + se)(e, e, e)−
〈
r′′′(uh + se)e3, zh + se∗
〉
−3 〈r′′(uh + se)e2, e∗〉Ω } · s · (s− 1) ds , (3.42)
∆ρnl = S(uh)(ϕh − zh) + SC(uh)(ϕh − zh)− S∗(uh)(ζh − uh, zh) . (3.43)
The forms arising in (3.40) to (3.43) are defined in (2.19). We denote by e := u −
uh and e
∗ := z − zh the approximation error of the primal and adjoint problem,
respectively. For a proof of (3.39) we refer to [46]. In [46], the first stabilize and then
dualize approach to stationary convection-dominated problems is further presented,
investigated numerically and compared with the error representation (3.39). Finally,
neglecting the higher order remainder terms Rnl and ∆ρnl defined in (3.42) and (3.43),
respectively, and using integration by parts we derive from (3.39) the linearized cell-
wise error representation (cf. [46])
J (u)− J (uh) .=
∑
K∈Th
{
〈R(uh), z − ϕh〉K − δK〈R(uh), b · ∇ϕh〉K
+SC(uh)(ϕh)− 〈E(uh), z − ϕh〉∂K
}
.
(3.44)
The cell and edge residuals are defined analogously to (3.37), (3.38) by
R(uh)|K = f +∇ · (ε∇uh)− b · ∇uh − αuh − r(uh) , (3.45)
E(uh)|Γ =
{
1
2n · [ε∇uh] , if Γ ⊂ ∂K\∂Ω ,
0 , if Γ ⊂ ∂Ω . (3.46)
4. Practical Aspects
In this section we discuss some aspects of the practical use of the DWR approach pre-
sented in Section 3 for the numerical approximation of convection-dominated problems.
The error representation (3.36), written in the form
J (u)− J (ukh) .= η :=
M∑
m=1
∑
K∈Th
ηmK , (4.1)
depends on the discrete primal solution as well as on the exact dual solution z. For
solving the primal problem (2.1) we use the discontinuous in time scheme (2.15) and
compute a discrete solution ukh ∈ X r,pkh . As mentioned in Section 1 and shown by
(3.35) and (3.36), respectively, the approximation of the dual solution cannot be done
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in the finite element space of the primal problem since it would result in a vanishing
primal residual ρ(ukh)(·). For the approximation of the dual solution z we use the
SUPG stabilized counterpart of the continuous in time scheme (2.14) and compute a
discrete approximation zkh ∈ X r+1,p+1kh .
In contrast to many other works of the literature we thus use a higher order approach,
i.e. zkh ∈ X r+1,p+1kh , compared with the primal problem for the approximation of the
dual solution which leads to higher computational costs; cf. [7, 35] for algorithmic
formulations and analyses. In the literature the application of a higher order interpo-
lation is often suggested for the DWR approach; cf. [3, 4]. For convection-dominated
problems such an interpolation might be defective and lead to tremendous errors close
to sharp layers and fronts. Higher order techniques show more stability and reduce
spurious oscillations (cf. [8]) which is our motivation for using a higher order approxi-
mation of the dual solution. For nonlinear problems the additional costs for computing
the higher order approximation of the dual solution are moderate, since the adjoint
problem is always a linear one and, thereby, does not require nonlinear (e.g. Newton)
iterations for solving the discrete problem whereas such iterations become necessary
in the nonlinear case for the primal problem.
In order to define the localized error contributions ηmK in (4.1) we consider a hierarchy
of sequentially refined meshesMmi , with i ≥ 1 indexing the hierarchy and m indexing
the subintervals or time steps, respectively. The initial mesh Mm0 is identical for each
time step m, i.e. M i0 =M
j
0 for all i, j = {1, . . . ,M}. The corresponding finite element
spaces are denoted by Vp+1,m,ih (cf. (2.12)) with the additional index i denoting the
mesh hierarchy. We calculate the cell- and step-wise contributions to the linearized
error representation (4.1) and (3.36), respectively, by means of
ηmK =
∫
Im
〈R(um,ih ), zm,iH − Ihzm,iH 〉K − δK〈R(um,ih ), b · ∇Ihzm,iH 〉K
−〈E(um,ih ), zm,iH − Ihzm,iH 〉∂K dt−
〈[
uih
]
m−1 , z
m−1,i
H − Ihzm−1,iH
〉
K
+δK
〈[
uih
]
m−1 , b · ∇Ihz
m−1,i
H
〉
K
,
(4.2)
where the cell and edge residuals are given in (3.37) and (3.38), respectively, and[
uih
]
0
:= u1,ih − u0. By Ihzm,iH ∈ Vp,m,ih we denote the linear interpolation of the higher
order approximation zm,iH ∈ Vp+1,m,ih . The integrals over the time intervals Im are
approximated by an appropriate quadrature rule depending on the polynomial degree
of the time discretization. For a discussion of appropriate mesh refinement strategies
we refer to, e.g., [3]. Details about the refinement strategy in time and in space that
we use for the computations that are presented in Section 5 can be found in [46]. In
the steady case an approach that is analogous to (4.2) is used.
For the numerical computations of Section 5 we used the lowest order variants of
the discretization schemes for the approximation of the primal and the dual solution.
The discrete primal problem (2.15) is thus solved in the function space X 0,1kh . Up
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to a quadrature error in the right-hand side term f the scheme is then algebraically
equivalent to a backward Euler scheme in time with piecewise linear polynomials in
space; cf. [45] and the reference therein. The adjoint problem is then solved by the
SUPG stabilized counterpart of the scheme (2.14) and yields a discrete solution ziH ∈
X 1,2kh being continuous and piecewise linear in time and continuous and piecewise
quadratic in space. Up to a quadrature error in the right hand side this scheme is
algebraically equivalent to the Crank-Nicolson approach [4, 45].
For measuring the accuracy of the error estimators we will use the effectivity index
Ieff =
∣∣∣∣ ηJ (u)− J (ukh)
∣∣∣∣ , (4.3)
as the ratio of the estimated error η of (4.1) over the exact error. Desirably, Ieff
should be close to one. In the steady case Ieff is defined analogously with ukh being
substituted by uh.
5. Numerical studies
In this section we illustrate and investigate the performance properties of the proposed
approach of applying the Dual Weighted Residual method to stabilized finite element
approximations of convection-dominated problems.
Example 1 (Hump with changing height). As a test setting we study the moving
hump problem that has been used in several works [33, 8, 1] before as a benchmark
problem for approximation schemes to convection-dominated equations. We consider
problem (2.1) with the prescribed solution
u(x, t) =
16
pi
sin(pit)x1(1 − x1)x2(1 − x2)
·
{pi
2
+ arctan
(
2ε−
1
2 (z20 − (x1 − x01)2 − (x2 − x02)2)
)}
,
(5.1)
where Ω × I := (0, 1)2 × (0, 0.5] and z0 = 0.25, x01 = x02 = 0.5. For the final time
T = 0.5 the hump reaches its maximum height. We choose the parameter ε = 10−6,
b = (2, 3)⊤ and α = 1.0. For the solution (5.1) the right-hand side function f is
calculated from the partial differential equation. Boundary and initial conditions are
given by the exact solution. Our target quantity is chosen as
J (u) =
∫
Ω
u(x, T ) dx . (5.2)
We measure the spurious oscillations of the solution in the layer around the hump by
var(t) := max
x∈Ω
ukh(x, t)−min
x∈Ω
ukh(x, t) , (5.3)
where the maximum and minimum are taken only in the vertices of the mesh cells.
The exact value for the function u of (5.1) at t = 0.5 is var(0.5) = 0.997453575; cf.
[33].
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Our SUPG-stabilized discretization scheme (2.15) for the primal problem is applied
with the lowest order parameter choice which amounts to r = 0 and p = 1. The dG(0)
variational time discretization thus coincides with the backward Euler approach. For
the discretization in space piecewise polynomials of first order degree are thus chosen.
According to our derivation in Section 3 we use a higher order approach with r = 1
and p = 2 for the discretization of the adjoint problem .
In Figure 5.1 we visualize our computed solution profiles for the time points t = 0.25
and t = 0.5 after 16 DWR iterations on the whole time interval (0, T ]. For t = 0.25
the solution is still strongly perturbed in the backward part of the hump’s layer and
behind the hump in the direction of the flow field b. The mesh is coarse in that part
of the domain. Such a behaviour is admissible since our target functional aims to
control the solution profile at the final time point T = 0.5 only. For T = 0.5 an almost
perfect solution profile is obtained and the finite element mesh cells are concentrated
on the backward face of the hump. We note that the spurious oscillations behind the
hump, that were obtained by different classes of approximation schemes in [33], do
not arise here. They are strongly reduced and almost completely eliminated by the
adaptive algorithm. In Figure 5.2 the magnitude of the adaptively chosen time steps
is presented. The first time steps are chosen relatively large whereas the time step
sizes close to the final time point T = 0.5 become much smaller. Even though large
time step sizes and also large spatial mesh sizes in the crucial regions are used in the
first time steps, leading to crude approximations in the initial phase as shown in the
left plot of Figure 5.1, the algorithm is capable to provide the desired approximation
quality in the target quantity (5.2) that is local in time and controls the solution profile
at the time final time point only. A high approximation quality in the target quantity
is thus obtained with very economical meshes.
t = 0.25 t = 0.5
Figure 5.1: Solution and adaptive mesh for goal quantity (5.2) at time t = 0.25 (left)
and at time t = 0.5 (right) for Example 1.
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In Table 5.1 we monitor the convergence behaviour of the DWR iterations in terms
of the effectivity index (4.3) for the target functional (5.2). The degrees of freedom
at the final time point T = 0.5 are given together with the corresponding values
of the effectivity index and var(0.5). For an increasing number of DWR iterations
with space-time mesh adaptions the effectivity index is very close to one indicating
an excellent approximation of the goal quantity by the DWR approach applied to the
stabilized approximation of (2.1). Further, the given numbers for var(0.5) show that
the spurious oscillations in the layer around the hump are also reduced by the DWR
iterations and the space-time grid adaption process. This might be a consequence
of the global character in space of the target functional (5.2). Finally in Table 5.2
we compare the values for var(0.5) that we computed by our adaptive approach with
some reference values that were obtained by other research groups and published in
the literature. The calculations of all other groups were done on uniform meshes. For
comparison purposes our adaptive simulations were run in such a way that either the
number of degrees of freedom or the calculated value var(0.5) coincides approximately
with the given reference values of the literature. The presented numbers impressively
illustrate the superiority of the adaptive computations.
0 0.1 0.2 0.3 0.4 0.510
−4
10−3
10−2
10−1
Figure 5.2: Time step sizes over
(0, T ] for Example 1.
dofs var(0.5) Ieff dofs var(0.5) Ieff
545 9.392 1.03 6425 1.200 1.02
833 9.432 1.17 7283 1.115 1.00
1267 5.852 1.75 8939 1.076 0.96
1535 6.761 9.13 11954 1.079 0.97
2325 4.328 2.82 20757 1.050 0.99
2522 3.270 1.08 21455 1.030 1.03
3031 2.105 1.47 25492 1.022 1.05
3937 1.568 0.94 36167 1.018 1.07
Table 5.1: Convergence statistics for Example 1.
Method Reference var(0.5) dofs k
SUPG [33] 1.3835 16641 10−3
LPS [33] 1.2007 32768 10−3
SUPG [8] 1.2504 33025 2 · 10−3
SUPG/SC [8] 1.1946 33025 2 · 10−3
LPS/cGP(1) [1] 1.0408 33025 10−3
LPS/dG(1) [1] 1.0408 33025 10−3
SUPG/DWR this work 1.0790 10900 3.1 · 10−3
SUPG/DWR this work 1.0179 35931 1.5 · 10−3
Table 5.2: Reference values of the literature for Example 1.
Example 2 (Point-value error control). In this example we illustrate the ap-
plication of our approach to a target functional that provides a spatially local error
control in a sharp layer. Thereby we evaluate the potential of our approach to capture
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sharp layers and fronts with high accuracy. This is a challenging task and of utmost
interest for convection-dominated problems. Since the interaction of the goal-oriented
error control mechanism with the discretization in space is especially focused here, we
restrict ourselves to the stationary case for simplicity. As a benchmark problem we
use an adaptation of [37, Example 4.2]. We consider problem (2.17) with Ω = (0, 1)2,
α = 1.0, b = 1√
5
(1, 2)⊤, ε = 10−6 and nonlinear reaction term r(u) = u2. We choose
the right-hand side f such that
u(x) =
1
2
(
1− tanh 2x1 − x2 − 0.25√
5ε
)
(5.4)
is the analytical solution of (2.17). The Dirichlet boundary condition is given by
the exact solution. The solution is characterized by an interior layer of thickness
O(√ε| ln ε|). We study the following target functionals
JL2(u) =
1
‖e‖L2(Ω)
〈e, u〉Ω , J1(u) =
∫
Ω
u dx and J2(u) = u(xe) ,
where e := u−uh and with a user-prescribed control point xe =
(
3
16 ,
1
8
)
that is located
in the interior of the layer. In our computations we regularize the functional J2(u) by
Jr(u) = 1|Br|
∫
Br
u(x) dx ,
where the ball Br is defined by Br = {x ∈ Ω | |x− xe| < r} with a small radius r.
In Figure 5.3 and Table 5.3 we summarize the convergence behavior of proposed DWR
approach to the stabilized approximation scheme (2.18). We note that J1(·) provides
the traditional global L2-error control and is considered for reference purposes. For
the target functionals JL2(·) and J1(·) the effectivity indices converge to one for an
increasing number of degrees of freedom. For the challenging point-value error control
of Jr(·) the effectivity index is also very close to one which is in good agreement with
effectivity indices for point-value error control that are given in other works of the
literature; cf. [3, p. 45] for the pure Poisson problem. In Figure 5.4 we visualize the
computed solution profiles and adaptive meshes for an error control based on the local
target functional Jr and the global target functional J1, respectively. This example
nicely brings out the potential of the DWR approach. For the point-value error control
the mesh cells are located around the specified point of interest. Even though a crude
approximation of the sharp interface is obtained away from the specified control point,
in its neighborhood an excellent approximation of the sharp layer is ensured by the
approach. A very economical mesh along with a high quality in the computation of the
user-specified goal quantity is thus obtained. The global error control of J1 provides a
good approximation of the solution in the whole domain by adjusting the mesh along
the layer.
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Figure 5.3: J1(u− uh) and Jr(u−
uh) over degrees of
freedom for Example 2.
JL2 J1 Jr
dofs Ieff dofs Ieff Ieff dofs
3756 0.74 5383 0.45 0.03 4505
5903 0.83 8105 0.44 0.07 6458
9059 0.87 12081 0.45 0.14 9268
14373 0.94 18321 0.57 0.22 13079
22834 0.95 27276 0.71 3.42 18794
37555 0.97 41073 0.76 1.25 26619
62119 0.98 60957 0.83 2.27 39447
Table 5.3: Effectivity indices for the target quan-
tities JL2 , J1 and Jr for Example 2.
Point-value error control. Global error control.
Figure 5.4: Point-value error control (left) and global error control (right) by the DWR
approach for Example 2.
Example 3 (Impact of approximation of the weights). In the last example we
briefly study the impact of the approximation of the dual solution z on the quality of
the overall error control process. For brevity we consider again the test problem of Ex-
ample 2 with the prescribed solution (5.4). In our first study we use a piecewise linear
approximation in V1h with SUPG and additional shock-capturing stabilization for the
primal problem. For the corresponding adjoint problem a piecewise quadratic finite
approximation in V2h with SUPG stabilization and with and without additional shock-
capturing stabilization is used. The left plot of Figure 5.5 shows that the additional
shock-capturing stabilization of the dual problem yields no further improvement in
the accuracy of the approximation. This is advantageous since the adjoint problem by
itself is always a linear one. Applying shock-capturing stabilization introduces an ar-
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tificial nonlinearity and requires (nonlinear) iterations for solving the arising algebraic
system. The left plot of Figure 5.5 that argues that using only SUPG stabilization for
the dual problem and thereby keeping its linear character is sufficient for the proposed
DWR apporach. We note that the positive impact of additional shock-capturing sta-
bilization in the numerical approximation of convection-dominated problems has been
well understood and analyzed numerically; cf. [8, 33] and the references therein.
Further, the left plot of Figure 5.5 shows the gain in accuracy if a higher order approach
is used. Here we combined a stabilized piecewise quadratic approximation in V2h of the
primal problem with a stabilized approximation in V4h with piecewise polynomials of
fourth order of the adjoint problem. An approximation of the adjoint problem with
piecewise polynomials of third order did not provide sufficient accuracy and did not
yield a convergence behaviour or an error reduction, respectively, similarly to the one
that is shown in the left plot of Figure 5.5. This observation underlines the necessity
of the proper approximation of the adjoint problem within the DWR framework. For
non convection-dominated problems the process might be not that much sensitive as
in our studies for problems with strong layers and sharp fronts. In the right plot of
Figure 5.5 the corresponding values of the effectivity index are visualized.
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Figure 5.5: Errors JL2(u − uh) (left) and effectivity indices Ieff (right) over degrees
of freedom for Example 3 with stabilization techniques for the primal/
dual problem and polynomial degrees for the approximation of the primal/
dual problem – SC indicates the application of additional shock–capturing
stabilization, SUPG means SUPG stabilization only).
6. Summary
In this work we developed an adaptive approach for stabilized finite element approxi-
mations of convection-dominated problems. It is based on the dual weighted residual
method for goal-oriented a posteriori error control. A first dualize and then stabilize
philosophy was applied for combining the Dual Weighted Residual method with the
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stabilization of the finite element techniques. In contrast to other works of the litera-
ture we used a higher order approximation of the adjoint problem instead of a higher
order interpolation of a lower order approximation of the dual solution. Thereby we
aim to eliminate sources of inaccuracies in regions with layers and close to sharp fronts.
In numerical experiments we could prove that spurious oscillations that typically arise
in numerical approximations of convection-dominated problems could be reduced sig-
nificantly. Effectivity indices very close to one were obtained for the user-specified
target quantities. The presented approach offers large potential for combining goal-
oriented error control and selfadaptivity with stabilized finite element methods in the
approximation of convection-dominated transport. The application of the approach to
more sophisticated problems, like Navier–Stokes problems, is our work for the future.
Moreover, the efficient computation of the higher order approximation to the adjoint
problem offers potential for optimization. This will also be our work for the future.
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A. Appendix
For the sake of completeness we provide the proof of Theorem 3.2.
Proof. We let e = xc − xd. By the fundamental theorem of calculus it holds that
L(xc)− L(xd) =
∫ 1
0
L′(xd + se)(e) ds .
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Approximating the integral by the trapezoidal rule yields that
L(xc)− L(xd) = 1
2
L′(xd)(xc − xd) + 1
2
L′(xc)(xc − xd) +R (A.1)
with R being defined by (3.20). By the supposed stationarity of L in xc along with
the assumption (3.18) the second of terms on the right-hand side of (A.1) vanishes.
Together with eq. (3.17) we then get that
L(xc)− L(xd) = 1
2
L′(xd)(xc − yd) + 1
2
L′(xd)(yd − xd) +R
=
1
2
L′(xd)(xc − yd) + 1
2
D(xd)(yd − xd) +R
for all yd ∈ Xd. This completes the proof of Theorem 3.2.
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