Quantifying the directionality of information flow is instrumental in understanding, and possibly controlling, the operation of many complex systems, such as transportation, social, neural, or gene-regulatory networks. The standard Transfer Entropy (TE) metric follows Granger's causality principle by measuring the Mutual Information (MI) between the past states of a source signal X and the future state of a target signal Y while conditioning on past states of Y . Hence, the TE quantifies the improvement, as measured by the log-loss, in the prediction of the target sequence Y that can be accrued when, in addition to the past of Y , one also has available past samples from X. However, by conditioning on the past of Y , the TE also measures information that can be synergistically extracted by observing both the past of X and Y , and not solely the past of X. Building on a private key agreement formulation, the Intrinsic TE (ITE) aims to discount such synergistic information to quantify the degree to which X is individually predictive of Y , independent of Y 's past. In this paper, an estimator of the ITE is proposed that is inspired by the recently proposed Mutual Information Neural Estimation (MINE). The estimator is based on variational bound on the KL divergence, two-sample neural network classifiers, and the pathwise estimator of Monte Carlo gradients.
I. INTRODUCTION

A. Context and Key Definitions
Quantifying the causal flow of information between different components of a system is an important task for many natural and engineered systems, such as neural, genetic, transportation and social networks. A well-established metric that has been widely applied to this problem is the information-theoretic measure of Transfer Entropy (TE) [1] , [2] . To define it mathematically, consider two jointly stationary random processes {X t , Y t } with t = 1, 2, . . . The TE from process {X t } to process {Y t } with memory parameters (m, n) is defined as the conditional Mutual Information (MI) [1] , [3] TE X→Y (m, n) I(X t−1 t−m ; Y t |Y t−1 t−n ),
where X t−1 t−m = (X t−m , . . . , X t−1 ) and Y t−1 t−n = (Y t−n , . . . , Y t−1 ) denote the past m and n samples of time sequences {X t } and {Y t }. By definition (1) , the TE measures the MI between the past m samples of process {X t } and the current sample Y t of process {Y t } when conditioning on the past n samples Y t−1 t−n of the same process. Therefore, the TE quantifies the amount by which the prediction of the sample Y t can be improved, in terms of average log-loss in bits, through the knowledge of m samples of process {X t } when the past n samples of the same process {Y t } are also available. While not further considered in this paper, we note for reference that a related information-theoretic measure that originates from the analysis of communication channels with feedback [4] , [5] is the Directed Information (DI). The DI is defined as
where we have normalized by the number T of samples to facilitate comparison with TE. For jointly Markov processes 1 
{Y t } with memory parameters m and n, the TE (1) is an upper bound on the DI (2) [6] . Example [7] : Assume that the variables are binary, and that the joint distribution of the variables (X t−1 , Y t−1 , Y t ) is given as p(0, 0, 0) = p(0, 1, 1) = p(1, 0, 1) = p(1, 1, 0) = 1/4. It can be seen that observing both X t−1 and Y t−1 allows the future state Y t to be determined with certainty, while X t−1 alone is not predictive of Y t , since X t−1 and Y t are statistically independent.
The TE with memory parameter m = n = 1 is given as TE X→Y (1, 1) = I(X t−1 ; Y t |Y t−1 ) = 1 bit, although there is no intrinsic information flow between the two sequences but only a synergistic mechanism relating both Y t−1 and X t−1 to Y t .
In order to distinguish intrinsic and synergistic information flows, reference [7] proposed to decompose the TE into Intrinsic Transfer Entropy (ITE) and Synergistic Transfer Entropy (STE). The ITE aims to capture the amount of information on Y t that is contained in the past of {X t } in addition to that already present in the past of {Y t }; while the STE measures the information about Y t that is obtained only when combining the past of both {X t } and {Y t }. Formally, the ITE from process {X t } to process {Y t } with memory parameters (m, n) is defined as [7] ITE X→Y (m, n) inf
In definition (3), auxiliary variablesȲ t−1 t−n can take values without loss of generality in the same alphabet as the corresponding variables Y t−1 t−n [8] , and are obtained by optimising the conditional distribution p(ȳ t−1 t−n |y t−1 t−n ). The quantity (3) can be shown to be an upper bound on the size (in bits) of a secret key that can be generated by two parties, one holding X t−1 t−m and the other Y t , via public communication when the adversary has Y t−1 t−n [9] . This intuitively justifies its use as a measure of intrinsic information flow. The STE is then defined as the residual
B. TE and DI Estimation
The TE can be estimated using tools akin to the estimation of MI, including plug-in methods [10] , non-parametric techniques based on kernel [1] or k-nearest-neighbor (k-NN) methods [11] , [12] , and parametric techniques, such as Maximum Likelihood [13] or Bayesian estimators [14] . Popular implementations of some of these standard methods can be found in the Java Information Dynamics Toolkit (JIDT) [15] and TRENTOOL toolbox [16] . For the DI, estimators have been designed that rely on parametric and non-parametric techniques, making use also of universal compressors [17] - [19] . In order to enable scaling over large data sets and/or data dimensions, MI estimators that leverage neural networks have been recently the subject of numerous studies. Notably, reference [20] introduced the Mutual Information Neural Estimator (MINE), which reduces the problem of estimating MI to that of classifying dependent vs. independent pairs of samples via the Donsker-Varadhan (DV) variational equality. Specifically, reference [20] proposes to train a neural network to approximate the solution of the optimization problem defined by the DV equality. The follow-up paper [21] proposes to train a two-sample neural network classifier, which is then used as an approximation of the likelihood ratio in the DV equality. Theoretical limitations of general variational MI estimators were derived in [22] , which also proposes a variational MI estimator with reduced variance. We note that reference [21] also considers the estimation of the conditional MI, which applies directly to the estimate of the TE as discussed in Section II.
C. Main Contributions, Paper Organization, and Notation
This work proposes an estimator, referred to as ITE Neural Estimator (ITENE), of the ITE that is based on two-sample classifier and on the pathwise estimator of Monte Carlo gradients, also known as reparameterization trick [23] . We also present numerical results to illustrate the performance of the proposed estimator. The paper is organized as follows. In Section II, we review the classifier-based MINE approach proposed in reference [21] . Based on this approach, we introduce the proposed ITENE method in Section III. Section IV presents experimental results. Throughout this paper, we use uppercase letters to denote random variables and corresponding lowercase letters to denote their realizations. log represents the natural logarithm. 
II. BACKGROUND: CLASSIFIER-BASED MUTUAL INFORMATION NEURAL ESTIMATOR (MINE)
In this section, we review the classifier-based MINE for the estimation of the MI I(U ; V ) between jointly distributed continuous random variables U and V . The MI satisfies the DV variational representation [24] 
where the supremum is taken over all functions f (U, V ) in (5a) and r(U, V ) = e f (U,V ) in (5b) such that the two expectations in (5a) are finite. Note that (5) [20] , [21] 1: Input:
. . , T } 4: label samples i ∈ D 1 as a = 1 and j ∈ D 0 as a = 0 to create labeled data setsD 1 andD 0 5: θ ← initialize neural network parameters 6: α ← set learning rate 7: τ ← set hyperparameter 8: splitD 1 into two subsetsD 1,t (training) andD 1,e (estimation) 9: splitD 0 into two subsetsD 0,t (training) andD 0,e (estimation) 10: train binary classifier using training set
generated by the joint distribution p(u, v) or by the product distribution p(u)p(v). This is done by functions f (u, v) and r(u, v) ideally outputing a larger value in the former case than in the latter [25, Chapter 6] . More precisely, following [22] , we can interpret function r(u, v) as an unnormalized estimate of the likelihood ratio p
which is satisfied by the true likelihood ratio p(u, v)/(p(u)p(v)) [22] . Mathematically, the supremum in (5b) is achieved when r(u, v) is equal to the likelihood ratio [22, Theorem 1], i.e.,
This observation motivates the classifier-based estimator introduced in [21] . To elaborate, given a data set
of T data points from the joint distribution p(u, v), we label the samples with a target value a = 1. Furthermore, we construct a data set D 0 approximately distributed according to the product distribution p(u)p(v) by randomly resampling the values of v t (see line 3 in Algorithm 1). These samples are labeled as a = 0. We use notation p(a = 1|u, v) to represent the posterior probability that a sample is generated from the distribution p(u, v) when the hypotheses a = 1 and a = 0 are a priori equally
likely. An estimate of the probability p(a = 1|u, v) can be obtained by training a function p θ (a = 1|u, v) parametrized as a neural network with input u and v, target output a, and weight vector θ. This is done via the minimization of the empirical cross-entropy loss evaluated on the described data sets (see lines 8-10 in Algorithm 1) via Stochastic Gradient Descent (SGD) (see, e.g., [25, Chapter 6] ). Having completed training, the likelihood ratio can be estimated aŝ
This follows since, at convergence, if training is successful, the following equality holds approximately 
Finally, the estimate (7) can be plugged into an empirical approximation of (5b) aŝ
wherep(u, v) represents the empirical distribution of the observed data sample pairs in an held-out part of data set D 1 , whilê p(u) andp(v) are the corresponding empirical marginal distributions for U and V (see line 11 in Algorithm 1); and the clip function is defined as clip τ (v) = max{min{v, e τ }, e −τ } with some constant τ ≥ 0 [22] . Clipping was suggested in [22] in order to reduce variance of the estimate (9) , and a similar approach is also used in [21] . The estimator (9) is known to be consistent but biased [20] , and an analysis of the variance can be found in [22] (see also Lemma 1 below). Details are presented in Algorithm 1.
III. INTRINSIC TRANSFER ENTROPY NEURAL ESTIMATOR (ITENE)
In this section, inspired by the classifier-based MINE, we introduce an estimator for the ITE, which we refer to as ITENE.
Throughout this section, we assume the availability of data in the form of time series D = {(x t , y t ) : t = 1, 2, . . . , T } generated as a realization of jointly stationary random processes {X t , Y t } t≥1 . We use the notations
and Y 0 t Y t and we also drop the subscript t when no confusion may arise.
A. TENE
We start by noting that, using the chain rule [26] , the TE in (1) can be written as the difference
Therefore, the TE can be estimated by applying the classifier-based MINE in Algorithm 1 to both terms in (10) separately.
This approach was proposed in [21] and found empirically to outperform other estimates of the conditional MI. Accordingly, we have the estimate
where the MINE estimates in (9) are obtained by applying Algorithm 1 to the data sets
, respectively (zero padding is used for out-of-range indices). We refer to the resulting estimator (11) as TENE. Following [21] , TENE is consistent but biased. Furthermore, without using clipping, i.e., when τ → ∞, we have that the following lemma holds. 
The proof follows directly from [22, Theorem 1] . Lemma 1 demonstrates that, without clipping, the variance of TENE in (11) can grow exponentially with the maximum of the true values of I(X − ; Y 0 , Y − ) and I(X − ; Y − ). Note that a similar result applies to MINE [22] . Setting a suitable value for τ is hence important in order to obtain reliable estimates.
B. ITENE
We now move on to the estimator of the ITE (3). To this end, we first parameterize the distribution
where µ φ (y − ) and log σ φ (y − ) are disjoint sets of outputs of a neural network with weights φ; is the element-wise product; and ∼ N (0, I) is a Gaussian vector independent of all other variables. Parameterization (13) follows the socalled reparameterization trick popularized by the variational auto-encoder [27] . An estimator of the ITE (3) can be defined by optimizing over φ the ITE (10) as
where we have made explicit the dependence of estimatesÎ
In particular, using (10), the first MINE estimate in (11) can be written as a function of φ aŝ
where parameter θ is obtained from Algorithm 1 by considering as input the data set
where samplesȳ − φ,t are generated using (13) asȳ − φ,t = µ φ (ȳ t ) + σ φ (ȳ t ) t for i.i.d. samples t ∼ N (0, I). Furthermore, the empirical distributionsp(·) in (15) are obtained from the held-out (estimation) data set in Algorithm 1. In a similar manner, the second MINE estimate in (14) is given aŝ
We propose to tackle problem (14) in a block coordinate fashion by iterating between SGD steps with respect to φ and updates of parameters (θ, θ ) using Algorithm 1. To this end, when fixing (θ, θ ), the optimization over parameter φ requires the gradient
where, from (7), we have the gradient randomly generate T samples { t } T t=1 from distribution N (0, I) 8: for each t = 1, . . . , T :
update the network parameters using the pathwise gradient estimators (17)- (19) 15:
and, from (13), we have the Jacobian J φȳ
. It also requires the gradient
where we have
We note that the gradients (17)- (19) are instances of pathwise gradient estimators [23] . The resulting ITENE is summarized in Algorithm 2. Due to the consistency of TENE, ITENE is also consistent if the capacity of the model p φ is large enough.
IV. EXPERIMENTS
In this section, we provide some results to illustrate the type of insights that can be obtained by decomposing the TE into ITE and STE as in (4) . To this end, consider first the following simple example. The joint processes {X t , Y t } t≥1 are generated according to
for some threshold λ, where variables {X t , Y t } are independent and identically distributed as N (0, 1). Intuitively, for large values of the threshold λ, there is no information flow between {X t } and {Y t }, while for small values, there is a purely intrinsic flow of information. For intermediate values of λ, the information flow is partly synergistic, since knowing both Y t−1 and X t−1 is instrumental in obtaining information about Y t . To quantify the intuition above, we apply the discussed estimators with m = n = 1. To this end, for all two-sample neural network classifiers, we consider two hidden layers with 100 hidden neurons with ELU activation functions, while for the probability p φ (ȳ − |y − ), we adopt a neural network with hidden (4)) and true TE versus threshold λ with ρ = 0.9 for the example (21) . Dashed areas represent the range of observed estimates within 10 trials. (4)) and true TE versus the number T of samples with ρ = 0.9 and λ = 0 for the example (21) . Dashed areas represent the range of observed estimates within 10 trials.
layer of 200 neurons with ELU activation functions and outputs µ φ (y − ) and log(σ φ (y − )). The data set size T is split into a 75%-fraction for classifier training and a 25%-fraction for estimation. We set learning rate α = 0.001 and clipping parameter τ = 0.9.
The computed estimates TE X→Y (1, 1), ITE X→Y (1, 1), STE X→Y (1, 1) are plotted in Fig. 1 and Fig. 2 as a function of the threshold λ and the number of samples T , respectively, along with the true TE. The latter can be computed in closed form as TE X→Y (m, n) = TE X→Y (1, 1) = −0.5Q(λ) log(1 − ρ 2 ) (nats), where Q(·) is the standard complementary cumulative distribution function of a standard Gaussian variable. In a manner consistent with the intuition provided above, when λ is either small, i.e., λ ≤ −2, or large, i.e., λ ≥ 2, the ITE is seen in Fig. 1 to be close to the TE, yielding nearly zero STE. This is not the case for intermediate values of λ, in which regime a non-negligible STE is observed.
In Fig. 2 , we investigate the impact of the number T of samples when λ = 0, at which point the gap between the ITE and the TE is the largest (see Fig. 1 ). As illustrated in the figure, the four estimates becomes increasingly accurate as T increases, reflecting the consistency of the estimators.
For a real-world example, we apply the estimators at hand to historic data of the values of the Hang Seng Index (HSI) and of the Dow Jones Index (DJIA) between 1990 and 2011. As done in [17] , for each stock, we classify its values into three levels, year (data set size T) Figure 3 : TENE and ITENE between the DJIA, denoted as "D", and the HSI, denoted as "H". namely 1, 0, and −1, where 1 indicates an increase in the stock price by more than 0.8% in one day, −1 indicates a drop by more than −0.8%, and 0 indicates all other cases. As illustrated in Fig. 3 , and in line with the results in [17] , both the TE and ITE from the DJIA to the HSI are much larger than in the reverse direction, implying that the DJIA influenced the HSI more significantly than the other way around for the given time range. Furthermore, we observe that not all the information flow is estimated to be intrinsic, and hence the joint observation of the history of the DJIA and of the HSI is partly responsible for the predictability of the HSI from the DJIA.
V. CONCLUSIONS
In this work, we have proposed an estimator for Intrinsic Transfer Entropy (ITE) between two time series based on twosample neural network classifiers and the reparameterization trick. As future work, it would be interesting to apply the estimator to larger-scale data sets and to further investigate its theoretical properties.
