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Abstract
The evolution towards the sudden and complete loss of observability is described in an
exactly solvable quantum model – in fact, in an N−level system where N <∞ is arbitrary
and where time τ runs from 0 to 1. The process leading to the collapse is controlled by a
time-dependent PT −symmetric toy-model Hamiltonian H(N)(τ) and by a time-dependent
and unitary-evolution guaranteeing minimally anisotropic Hilbert-space metric Θ(S)(τ).
The process of the degeneracy of the N−plet of the real energy levels is initiated at τ = 0
and it is studied without any assumption of adiabaticity. The initial Hamiltonian H(N)(0)
is postulated diagonal and the initial metric is chosen trivial, Θ(S)(0) = I. The process
gets completed at τ = 1: The metric Θ(S)(1) becomes singular (of rank one) and the end-
point Hamiltonian H(N)(1) loses its diagonalizability (acquiring the canonical Jordan-block
form). The best characteristics of the evolution towards the final catastrophe is found in a
formula which gives the spectrum of the metric (i.e., a measure of its anisotropy), at any
time τ and dimension N , exactly.
1 Introduction
In a typical application of quantum theory the evolution in time is prescribed in Schro¨dinger
representation, i.e., by Schro¨dinger equation
i∂τ |ψ(τ)≻ = h |ψ(τ)≻ (1)
where the state vector |ψ(τ)≻ belongs to a physical Hilbert space H(P ) and where the
Hamiltonian is time-independent and self-adjoint in H(P ), h = h† (often, H(P ) is chosen as
the space L2(Rd) of square-integrable wave functions ψ(x, τ) =≺x|ψ(τ)≻ in d dimensions).
Such a form of evolution is unitary and formally solvable,
|ψ(τ)≻ = e−ihτ |ψ(0)≻ . (2)
The practical construction of the wave functions usually proceeds via an approximate
or exact diagonalization of h. The description of the evolution remains equally routine
for the time-dependent Hamiltonians h = h(τ). In a way paralleling Eq. (2) one may
move from the primary, Schro¨dinger-representation Hilbert space H(P ) to its Heisenberg-
representation alternative H(S) where the superscript means “secondary”,
|ψ(τ)≻ = Ω(τ) |ψ〉 ∈ H(P ) , |ψ〉 ∈ H(S) . (3)
One still constructs a suitable (unitary) operator Ω(τ) = Ω(Heisenberg)(τ) in such a way
that the Heisenberg-representation wave functions do not vary with time [1].
A much more challenging theoretical and conceptual scenario emerges when the (in-
vertible) mapping Ω(t) proves non-unitary [2]. The operator product
Ω†(τ)Ω(τ) = Θ(τ) 6= I (4)
must then play the role of a Hilbert-space metric in the alternative, secondary physical
Hilbert space H(S). This observation follows from the requirement of the equivalence
between the evaluations of the respective inner products,
≺ψ1|ψ2≻ (= product in H(P )) = 〈ψ1|Θ(τ)|ψ2〉 (= product in H(S)) . (5)
The main reason why the non-unitarity of innovation (4) is challenging is that the survival
of the requirement of the unitary equivalence between spaces H(P ) and H(S) leads to the
apparently counterintuitive definition (5) of the inner product in H(S). Subsequently, it
is fairly difficult to resist the temptation – one introduces a third, friendlier Hilbert space
H(F ) in which one re-accepts the “false”, manifestly unphysical but simpler-to-use metric,
Θ(S) → Θ(F ) = I.
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In the case of the simplest, manifestly time-independent non-unitary mappings Ω the
latter trick and transition to the “three-Hilbert-space” (THS) representation of a given
quantum system proved particularly rewarding in nuclear physics [3]. The isospectrality
of the mappings of the Hamiltonians h → H = Ω−1 hΩ as induced by Eq. (3) facilitated,
first of all, the practical variational estimates of the bound state energies in heavy nuclei.
Similarly, the THS formalism found applications in quantum field theory (especially in the
presence of the parity times time-reversal symmetries, cf., e.g., review [4] for an extensive
information and detailed discussion) and, surprisingly, also in experimental optics (various
unexpected consequences of the replacement h → H where H is PT −symmetric may be
simulated there by using metamaterials with anomalous refraction indices [5]).
A true theoretical as well as phenomenological appeal of the THS approach emerges
when one opens the Pandora’s box of the time-dependent problems [6] – [10]. First of
all, it is necessary to imagine that the emergence of the time-dependence of the second
Hilbert space H(S) = H(S)(τ) becomes mediated and carried by the time-dependence of its
nontrivial metric Θ = Θ(τ) 6= I. Thus, one must replace the time-evolution Schro¨dinger
Eq. (1) valid in H(P ) by its manifestly non-Hermitian analogue in H(S)(τ) [6],
i∂τ |ψ(τ)〉 = G(τ) |ψ(τ)〉 . (6)
One must work here with the following sophisticated non-Hermitian generator
G(τ) = Ω−1(τ) h(τ) Ω(τ)− i Ω−1(τ) [∂τΩ(τ)] (7)
which is composed of the transformed Hamiltonian H(τ) = Ω−1(τ) h(τ) Ω(τ) and of the
virtual quantum Coriolis force Σ(τ) = i Ω−1(τ) [∂τΩ(τ)]. Now, non-unitary generalizations
of the above-mentioned Heisenberg representation may be obtained via suitable ad hoc
cancelations between Hamiltonian H(τ) and Coriolis force Σ(τ). According to the brief
note [10], for example, this may yield, in the simplest cases, either the trivial Heisenberg-
representation-like generator G(τ) = 0 or a non-trivial but still time-independent constant
operator G(τ) = G(0) 6= 0 in Eq. (6).
In the latter scenarios one cannot assume the smallness of Coriolis force Σ(τ) of course.
In other words, the changes of the physical inner product in H(S)(τ) need not be slow in
general. This would make the adiabatic approximation more or less useless [7]. At the
same time, for practical purposes we are often forced to assume the validity of the adiabatic
approximation. This is the instant where one needs a methodical guidance mediated,
typically, by the exactly solvable examples in which one can verify and guarantee, with
good precision, that G(τ) ≈ H(τ). A family of such test models characterized by an
explicit, closed-form knowledge of both of the relevant operators H(τ) and Σ(τ) will be
introduced and described in what follows.
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2 Adiabatic approximation and Jordan-block horizons
2.1 Toy model
One of the most elementary illustrations of the benefits provided by the adiabatic approx-
imation G(τ) ≈ H(τ) may be based on the two-by-two matrix Hamiltonian
H(2)(τ) =
[
−1 τ
− τ 1
]
(8)
which is expected to coincide with the generator. Matrix (8) is diagonal at the initial time
τ = 0 so that it should be assigned a trivial metric Θ ∼ I at this instant. Hamiltonian
(8) also generates the two real and non-degenerate bound-state energies E± = ±
√
1− τ 2
in the “physical” finite interval of positive times τ ∈ (0, 1). As long as E2± + τ 2 = 1 is the
graph of the circle, the two energy levels merge at τ = 1. Ultimately, they become complex
(i.e., unobservable) at all of the subsequent unphysical, “post-catastrophic” times τ > 1.
From the purely phenomenological point of view the most interesting phenomena occur
just before the instant of degeneracy, i.e., say, at the times τ =
√
1− r2 where r = r(τ)
is small and decreasing to zero (notice also that E± = ±r after the reparametrization).
Once we evaluate the respective two column eigenvectors of H(2)(τ),
[|ψ+〉, |ψ−〉] =
[
u v
v u
]
, u =
√
1− r , v = √1 + r , (9)
we immediately see that with the decrease of r → 0+ these two vectors are getting parallel
and coincide in the limit. The limiting τ = 1 Hamiltonian ceases to be diagonalizable. It
becomes similar to a Jordan-block matrix (the explicit transformation formula is displayed
in [11]). In other words, the growth of time τ → 1− (alias decrease of r → 0+) brings us
to the very horizon of validity of quantum mechanics [12].
Before we reach this horizon (i.e., at the small but positive r) we may recall Ref. [13] and
construct the exhaustive menu of metrics Θ which would make our Hamiltonian “physical”,
i.e., self-adjoint in the Hilbert space H(S),
Θ = Θ
(2)
[α](τ) =
[
1 + r(τ) cos 2α −√1− r2(τ)
−
√
1− r2(τ) 1− r(τ) cos 2α
]
. (10)
The presence of the new free parameter α indicates that at positive r < 1 our toy-model
Hamiltonian (8) may be assigned any Hilbert-space metric (10), provided only that both
of its eigenvalues remain positive,
θ± = 1±
√
1− r2 sin2 2α > 0 , (11)
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i.e., provided only that we choose 0 < α < π/2.
The physical contents of the quantum theory prescribed by its Hamiltonian (8) and by
its metric (10) will vary with the changes of the metric-determining parameter α. It is
worth noticing that at r = 1 (i.e., at the very beginning of the evolution process, at τ = 0)
the metric becomes isotropic (i.e., θ+ = θ−) at the privileged value of α = π/4. The latter
choice also minimizes the anisotropy of the metric later on, at τ > 0. In what follows, such
a choice will be preferred as yielding the “usual” trivial initial metrics Θ(N)(0) ∼ I.
2.2 Towards the multi-level models
Beyond the above two-dimensional illustrative example, the reconstruction of all of the
eligible N by N metrics Θ(N) which would be compatible with a prescribed Hamiltonian
H(N) (where we could have any N ≤ ∞) would be more complicated. Usually, the recipe
is being based on a replacement of the generator G(N)(τ) by its adiabatic approximation
H(N)(τ) and, subsequently, by the Hermitian conjugate operator in H(F ). This defines an
instantaneous auxiliary Schro¨dinger equation[
H(N)(τ)
]† |ψ(N)n (τ)〉〉 = E(N)n (τ) |ψ(N)n (τ)〉〉 , n = 0, 1, . . . , N − 1 (12)
(notice the specific ketket symbols here). From this we may extract the complete solution
and insert it in the spectral representation of the general metric [12, 14],
Θ
(N)
(~κ) (τ) =
N∑
n=1
|ψ(N)n (τ)〉〉 κn(τ) 〈〈ψ(N)n (τ)| . (13)
All of the parameters κn(τ) > 0 are freely variable. This is an ambiguity which is usually
being suppressed via a more detailed information about the system (cf., e.g., Ref. [3] for
explanation).
Once we return to our illustrative N = 2 example with conjugate matrix
[
H(N)(τ)
]†
=
[
−1 −√1− r2(τ)√
1− r2(τ) 1
]
(14)
we easily obtain the necessary ketket eigenvectors,
[|ψ+〉〉, |ψ−〉〉] =
[
u −v
−v u
]
, u =
√
1− r , v = √1 + r . (15)
Their insertion in formula (13) returns us back, up to an overall inessential factor, to our
older explicit formula (10), provided only that we identify κ+ = sinα and κ− = cosα. We
may conclude that formula (13) offers a guidance for the transition from the special model
with N = 2 to its N > 2 generalizations.
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3 Hamiltonians and metrics as functions of τ and N
In paper [14] we thoroughly discussed the general recipe by which suitable metrics Θ may
always be assigned to a given HamiltonianH via Eq. (13). We reemphasized there that such
a simple-minded construction is always ambiguous but that for the finite space-dimensions
N <∞ the key merit of the recipe lies in its constructive nature based on the solution of
the auxiliary conjugate Schro¨dinger equation (12). Let us now generalize ansatz (8) and
consider the following infinite sequence of the concrete toy-model Hamiltonians
H(2)(τ) =
[
−1 τ
− τ 1
]
, H(3)(τ) =

 −2
√
2 τ 0
−√2 τ 0 √2 τ
0 −√2 τ 2

 ,
H(4)(τ) =


−3 √3 τ 0 0
−√3 τ −1 2 τ 0
0 −2 τ 1 √3 τ
0 0 −√3 τ 3

 , . . . . (16)
In the same physical interval of admissible times τ ∈ (0, 1) as above, these matrices were
recently shown PT −symmetric and diagonalizable in closed form (cf. Ref. [15] for details).
Let us now add another interesting and, for our purposes, highly relevant property of this
family of toy models.
Theorem 1 The metrics Θ(N)(τ) compatible with the respective Hamiltonians (16) may
be sought in the generic form
Θ(N)(τ) =
N∑
j=1
(−τ)j−1M(N)(j) (17)
containing the sparse-matrix coefficients
M(N)(1) =


α11(1) 0 . . . 0
0 α12(1)
. . .
...
...
. . .
. . . 0
0 . . . 0 α1N (1)

 , (18)
M(N)(2) =


0 α11(2) 0 . . . . . . 0
α21(2) 0 α12(2) 0 . . . 0
0 α22(2) 0 α13(2)
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 α2,N−2(2) 0 α1,N−1(2)
0 . . . . . . 0 α2,N−1(2) 0


, (19)
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M(N)(3) =


0 0 α11(3) 0 . . . . . . 0
0 α21(3) 0 α12(3) 0 . . . 0
α31(3) 0 α22(3) 0 α13(3)
. . .
...
0 α32(3)
. . .
. . .
. . .
. . . 0
0
. . .
. . . 0 α2,N−3(3) 0 α1,N−2(3)
... . . . 0 α3,N−3(3) 0 α2,N−2(3) 0
0 . . . . . . 0 α3,N−2(3) 0 0


,
(20)
etc. The set of all of the non-vanishing elements of matrix M(N)(k) may be arranged into
an auxiliary, k by (N − k + 1)−dimensional array
α(k) =


α11(k) α12(k) α13(k) . . . α1,N−k+1(k)
α21(k) α22(k) α23(k) . . . α2,N−k+1(k)
...
...
...
...
αk1(k) αk2(k) αk3(k) . . . αk,N−k+1(k)

 . (21)
at any k = 1, 2, . . . , N , with α11(k) =M(N)1k (k), etc.
Proof follows from the inspection of the set of the N2 linear algebraic compatibility rela-
tions h = h† rewritten, for our purposes, in the following explicit matrix form
H†Θ = ΘH . (22)
Not all of these equations are independent of course - cf. Ref. [14] for details. 
4 The minimal-anisotropy Hilbert spaces at 2 ≤ N ≤ 4
In our recent paper I [16] we accepted the adiabatic approximation hypothesis and we
applied the THS philosophy to the description of the time evolution controlled by the
family of Hamiltonians (16). Up to N = 5, we managed to evaluate the necessary input
ketket-eigenvectors |ψ(N)n 〉〉. We also revealed a very regular sparse-matrix pattern in these
formulae [cf. Eq. Nr. (10) in paper I]. Finally, we emphasized the universality of the
recipe (13) yielding all the admissible metrics. At the same time, our interest remained
restricted just to the vicinity of the Jordan-block collapse in the “final time” regime where
τ ≈ 1. For this reason, we were unable to treat the ultimate Jordan-block degeneracy of
the system as a result of an appropriately initialized evolution process, neither in principle
(in the present notation, just the limit r → 0+ was considered) nor in practice (nothing
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was interpreted as “experimentally prepared” and “observable” at the “remote” time τ = 0
and during the process).
All of these omissions originated from the apparently purely numerical nature of the
necessary analysis of the matrices of the metrics Θ(N)(τ) at dimensions N > 3. In this
sense our present paper may be perceived as a report on the unexpected progress in this
direction. Shifting the emphasis from the universality of spectral formula (13) to the
possibility of a new universal recipe of the removal of its ambiguity. Let us first test such
a new strategy via our old N = 2 example.
4.1 N = 2, revisited
The explicit and universal method of construction of the metric Θ(N)(τ) as presented in
paper I (i.e., the one performed via the auxiliary Schro¨dinger Eq. (12)) is not too easy even
at N = 2, i.e., for our first nontrivial Hamiltonian matrix (8). In fact, the efficiency of
this construction is comparable with the direct solution of Eq. (22). For a verification, let
us return to the latter methodical possibility and let us try to rederive, say, the complete
family of the N = 2 metrics Θ(2) as already known from Ref. [13]. In the real-matrix
ansatz
Θ
(2)
(~κ)(τ) =
[
a b
b d
]
(23)
with the subscripted two-component vector ~κ we shall fix an overall multiplication constant
and set the determinant equal to one. Then we put b = sinh ν and choose ε = ±1 in
a = ε cosh ν exp ̺ and d = ε cosh ν exp(−̺) (both of the new parameters ν and ̺ are
assumed real). As long as the metric must be positive we may only use ε = 1. Next we
check that the matrix constraint (22) degenerates to the single, time-reparametrization
item
τ = −tanh ν
cosh ̺
. (24)
Our conclusion is that for any given τ ∈ (0, 1) we may choose any real ̺ ∈ (0, ̺max) (note
that this is the parameter which makes the main diagonal of the metric asymmetric). This
choice enables us to evaluate ν = ν(τ, ̺) from the latter equation (this implies that at
a fixed time, the value of ̺max must be such that cosh ̺max = 1/τ). Summarizing, we
may set α11(1) = cosh ν exp ̺, α12(1) = cosh ν exp(−̺) and α11(2) = sinh ν in Eq. (17) at
N = 2. The resulting eigenvalues of the metric are both, by construction, positive,
θ± = cosh ν cosh ̺±
√
cosh2 ν cosh2 ̺− 1 . (25)
At the very start of the fall of the system into the τ = 1 degeneracy catastrophe, i.e., at
the initial time τ = 0 one has ̺max(0) =∞ so that there is no upper bound imposed upon
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̺(0). Still, as long as one might like to have the trivial, isotropic initial value of Θ(2)(0) ∼ I
(implying the special choice of ν(0) = 0 and ̺(0) = 0) the resulting metric becomes, up to
the above-mentioned irrelevant overall multiplication factor, unique at τ = 0.
During the subsequent growth of τ the requirement of the minimization of the anisotropy
leads to the rule ̺(τ) = 0 (cf. Eq. (25)) so that the remaining variable ν < 0 may now be
interpreted as another (viz., rescaled and, incidentally, inverted, cf. Eq. (24)) version of
the time of the degeneracy.
Once we return to the standard variables we get our unique and minimally anisotropic
metric in the virtually trivial form as given in paper I,
Θ(2) =
[
1 −τ
− τ 1
]
= I − τ J . (26)
From this formula we may deduce the special, minimally anisotropic version of eigenvalues
in the form compatible with their “more anisotropic” generalization (11).
4.2 N = 3
Whenever one tries to move to the higher matrix dimensions N one encounters the technical
problem of the increasing multitude of variable parameters. In the first nontrivial case
with N = 3 let us first follow the N = 2 guidance (cf. the ultimate choice of ̺ = 0 in the
preceding paragraph 4.1) and let us omit the discussion of the metrics with an asymmetric
form of their main diagonal.
Once we also keep ignoring the other, irrelevant though still existing overall factor,
we are, after some straightforward manipulations using Eq. (22), left with the last free
parameter g in the metric
Θ(3)(τ) =


1 −√2gτ gτ 2
−√2gτ 2 g − 1 + gτ 2 −√2gτ
gτ 2 −√2gτ 1

 . (27)
Among its three readily obtainable eigenvalues
θ1 = gτ
2+g−
√
4 g2τ 2 + g2 − 2 g + 1 , θ2 = 1−gτ 2 , θ3 = gτ 2+g+
√
4 g2τ 2 + g2 − 2 g + 1
(28)
the middle one (i. e., the inverted parabola in τ) remains positive for the parameters
g < 1/τ 2 while the change of the sign of the remaining pair may take place at the curves
g = 1/τ 2 and g = 1/(2− τ 2) in the g − τ plane. Figures 1 - 3 may be recalled as showing
why the correct and unique choice of the parameter is g = 1, yielding again the unique
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metric of paper I,
Θ(3) = I − τ

 0
√
2 0√
2 0
√
2
0
√
2 0

+ τ 2J (29)
with the correct and expected τ−dependence of the eigenvalues as given by Eq. (28).
0
0.5
1
1.5
–1 –0.5 0 0.5 1
τ
θ
Figure 1: Eigenvalues (28) of the N = 3 metric (27) in an extended range of time of fall τ
and for the “correct” parameter g = 1.
0
0.5
1
1.5
–1 –0.5 0 0.5 1
τ
θ
Figure 2: Eigenvalues (28) of the N = 3 metric (27) in an extended range of time of fall
τ and for a “too large” parameter g = 1.2. Notice that the metric is not isotropic even at
the onset time τ = 0.
4.3 N = 4
In the next step of our constructive considerations we are getting beyond the formulae
derived in paper I. Fortunately, already the N = 3 formula (29) itself offers a clear hint of
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00.5
1
1.5
–1 –0.5 0 0.5 1
τ
θ
Figure 3: Eigenvalues (28) of the N = 3 metric (27) in an extended range of time of fall τ
and for a “too small” parameter g = 0.8. Notice that in this regime the metric ceases to
be acceptable (i.e., positive) long before the ultimate time τ = 1 is reached.
an extrapolation so that it just proves sufficient to verify that the next metric
Θ(4) =


1 −√3τ √3τ 2 −τ 3
−√3τ 1 + 2 τ 2 −2 τ − τ 3 √3τ 2√
3τ 2 −2 τ − τ 3 1 + 2 τ 2 −√3τ
− τ 3 √3τ 2 −√3τ 1

 (30)
obeys the necessary requirement (22). Once we deduce the τ−dependent eigenvalues of
this candidate for the metric at N = 4 we may immediately see that they behave as they
should,
{θ1, . . . , θ4} =
{
1− 3 τ + 3 τ 2 − τ 3, 1− τ − τ 2 + τ 3, 1 + 3 τ + 3 τ 2 + τ 3, 1 + τ − τ 2 − τ 3}
(31)
(cf. also Fig. 4 for a graphical illustration of their correct behaviour at τ = 1).
5 Extrapolation to all dimensions N
5.1 Amended ansatzs for the metrics between N = 5 and N = 7
Let us now combine the results of preceding section with the contents of Theorem 1. Using
an elementary insertion in Eq. (22) we may easily prove that in the expansions (17) of the
metrics with minimal anisotropy the diagonal-matrix coefficients (18) may be defined, at
all N , by the elementary formula
α1n(1) = 1 , n = 1, 2, . . . , N .
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00.5
1
1.5
–1 –0.5 0 0.5 1
τ
θ
Figure 4: Eigenvalues (31) of the “correct” N = 4 metric (30) in an extended range of
time of fall τ .
Similarly, the closed formula is also available for the antidiagonal coefficients inM(N)(N),
αn1(N) = 1 , n = 1, 2, . . . , N .
Next, the bidiagonal matrix coefficients (19) may be defined, at all N , by the slightly less
elementary general formula
α1n(2) = α2n(2) =
√
n(N − n) , n = 1, 2, . . . , N − 1 .
Due to the easily verified symmetry, the analogous formula exists for the coefficients in
M(N)(N − 1),
αn1(N − 1) = αn2(N − 1) =
√
n(N − n) , n = 1, 2, . . . , N − 1 .
Up to now, unfortunately, we did not succeed in an extension of these observations to the
tridiagonal sparse matrix coefficients (20), etc. Nevertheless, we believe that the task is
not impossible. This belief seems supported by Theorem 1, i.e., by the reducibility of the
N by N matrices M(N)(k) with k = 3, 4, . . . to the respective auxiliary k by N − k + 1
arrays containing the non-vanishing matrix elements αjm(k) of M(N)(k).
The first missing set of coefficients occurs at N = 5. Its values
α11(3) = α13(3) = α31(3) = α33(3) =
√
6 ,
α12(3) = α21(3) = α23(3) = α32(3) = 3 , α22(3) = 4 .
may still be found evaluated, albeit in different context, in paper I. Naturally, this definition
should be better rewritten in the much more compact form of the array
α(3) =


√
6 3
√
6
3 4 3√
6 3
√
6

 , N = 5 . (32)
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It makes sense to complemented this result by the next, N = 6 formula
α11(3) = α14(3) = α31(3) = α34(3) =
√
10 , α21(3) = α24(3) = 4 ,
α12(3) = α13(3) = α32(3) = α33(3) = 3
√
2 , α22(3) = α23(3) = 6
which we derived using the brute force construction based on Eq. (22). It again deserves
the compact presentation as the array
α(3) =


√
10 3
√
2 3
√
2
√
10
4 6 6 4√
10 3
√
2 3
√
2
√
10

 , N = 6 . (33)
The closed form of the latter result indicates that there might exist a not too complicated
extrapolation recipe, with the help of which we would be able to determine the unique,
minimally anisotropic metric at any dimension N . This belief seems further supported
by the regularity and apparent extrapolation-friendliness of the next two sparse-matrix
“missing” coefficients
M(7)(3) =


0 0
√
15 0 0 0 0
0 5 0
√
30 0 0 0√
15 0 8 0 6 0 0
0
√
30 0 9 0
√
30 0
0 0 6 0 8 0
√
15
0 0 0
√
30 0 5 0
0 0 0 0
√
15 0 0


and
M(7)(4) =


0 0 0 2
√
5 0 0 0
0 0 2
√
10 0 2
√
10 0 0
0 2
√
10 0 6
√
3 0 2
√
10 0
2
√
5 0 6
√
3 0 6
√
3 0 2
√
5
0 2
√
10 0 6
√
3 0 2
√
10 0
0 0 2
√
10 0 2
√
10 0 0
0 0 0 2
√
5 0 0 0


.
Again, they were obtained, with the assistance of the computerized symbolic manipula-
tions, by the brute-force solution of the set of 49 linear algebraic Eqs. (22).
5.2 Closed-form eigenvalues of metrics at all N
In the above-described constructions of the N by N matrices of metric Θ(N) we did not
manage to find, unfortunately, any obvious general extrapolation tendency or pattern. For
13
Table 1: Pascal triangle for coefficients C
(N)
1n in Eq. (34)
N
1 1
2 1 1
3 1 2 1
4 1 3 3 1
5 1 4 6 4 1
6 1 5 10 10 5 1
7 1 6 15 20 15 6 1
8 1 7 21 35 35 21 7 1
... . . .
this reason, we turned our attention from the matrices to the perceivably simpler-to-display
N−plets of their eigenvalues θ(N)n (τ).
Proposition 2 The time-dependent eigenvalues of Θ(N) may be written in the form
θ(N)n = θ
(N)
n (τ) =
N∑
k=1
C
(N)
nk τ
k−1 (34)
where, up to N = 8, the numerically evaluated values of the coefficients C
(N)
nk may be found
summarized in the Pascal-like tables 1 - 4.
In the final step of our considerations let us now show that the closed-form eigenvalues
of the metric can be obtained at any matrix dimension N .
Theorem 3 The time-dependent eigenvalues of Θ(N) are given by formula
θ
(N)
k (τ) =
N∑
m=1
C
(N)
km τ
m−1 , k = 1, 2, . . . , N
where C
(N)
1n =
(
N − 1
n− 1
)
, C
(N)
2n =
(
N − 2
n− 1
)
−
(
N − 2
n− 2
)
and, in general,
C
(N)
kn =
k∑
p=1
(−1)p−1
(
k − 1
p− 1
) (
N − k
n− p
)
, k, n = 1, 2, . . . , N .
Proof is straightforward and proceeds by mathematical induction. 
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Table 2: Pascal-like triangle for coefficients C
(N)
2n in Eq. (34)
N
2 1 -1
3 1 0 -1
4 1 1 -1 -1
5 1 2 0 -2 -1
6 1 3 2 -2 -3 -1
7 1 4 5 0 -5 -4 -1
8 1 5 9 5 -5 -9 -5 -1
... . . .
Table 3: Pascal-like triangle for coefficients C
(N)
3n in Eq. (34)
N
3 1 -2 1
4 1 -1 -1 1
5 1 0 -2 0 1
6 1 1 -2 -2 1 1
7 1 2 -1 -4 -1 2 1
8 1 3 1 -5 -5 1 3 1
... . . .
5.3 Application: The explicit Coriolis-force term at N = 2
The climax of the story comes with the re-factorization (4) of the metrics Θ(N)(τ). The
resulting mappings Ω(N)(τ) may be then employed in formulae (3) and/or (7). This would
represent an ultimate step of the construction in which we would arrive at the explicit
construction of the Coriolis forces Σ(N)(τ) and, finally, of the generators G(N)(τ) of the
time evolution of the system.
Naturally, the detailed study of the ultimate Schro¨dinger time-evolution Eq. (6) in
Hilbert spaces H(F,S) already lies beyond the scope of our present paper. In the general
case, after all, the non-numerical feasibility of the re-factorizations of H(N)(τ) → h(N)(τ)
and/or Θ(N)(τ)→ Ω(N)(τ) remains an open problem [17].
One should add that some of the relevant features of the resulting evolution processes
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Table 4: Pascal-like triangle for coefficients C
(N)
4n in Eq. (34)
N
4 1 -3 3 -1
5 1 -2 0 2 -1
6 1 -1 -2 2 1 -1
7 1 0 -3 0 3 0 -1
8 1 1 -3 -3 3 3 -1 -1
... . . .
may be clarified via the illustrative N = 2 example again. We may recall metric (26) and
diagonalize it via a suitable orthogonal-matrix transformation,
Θ(2) = O

 1− τ 0
0 1 + τ

 O , OT = 1√
2

 1 1
1 −1

 . (35)
This enables us to pick up the simplest possible form of the factor
Ω(2) =


√
1− τ 0
0
√
1 + τ

 O . (36)
The time-independence of the orthogonal matrix O implies that the evaluation of the
corresponding virtual Coriolis force Σ(2)(τ) will only require the knowledge of the closed
formula for the eigenvalues of the metric. In other words, as long as such a formula has
already been found in our preceding subsection 5.2, the construction of Σ(2)(τ) remains
purely non-numerical,
Σ(2)(τ) =
1
2 i (1− τ 2)

 τ 1
1 τ

 . (37)
Naturally, our explicit knowledge of such a Coriolis-force term makes the standard restric-
tion of the dynamics to the adiabatic regime unnecessary.
6 Summary
Our toy-model-based scenario of the evolution of a quantum system S covers the interval
of time between the Hermitian-Hamiltonian onset (prepared at the initial time τ = 0) and
a full realization of the complete, N−tuple Jordan-block degeneracy of the energy levels
at final time τ = 1, i.e., at the ultimate end of the evolution of the observable system.
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We restricted our attention to the interplay between the “input” time-dependence of
the pre-selected Hamiltonian H(N)(τ) (this operator appears non-Hermitian in the “false”
Hilbert space H(F ) at τ > 0) and the “output” time-dependence of the exactly constructed
unique, minimally anisotropic metric operator Θ(N)(τ).
Our calculations offered a compact non-numerical picture of the process. The exact
solvability of the model involved not only the closed form of the spectrum and wave func-
tions but also the availability of the closed and unique form of the metric Θ. These features
of the model were not too easy to reveal – the computer-assisted symbolic manipulations
proved necessary during our search for the extrapolation formulae as well as during their
subsequent verifications. Such a not quite expected mathematical friendliness of the model
enabled us to extend its standard probabilistic interpretation to the whole interval of times
τ ∈ (0, 1) for which the system remains observable.
One can summarize that the history of the system starts at τ = 0 and has been
described in terms of the doublet of N by N matrices(
H(N),Θ(N)
)
.
Without any recourse to adiabatic approximation the steady quantum-evolution fall of
the system into its ultimate N−tuple level-degeneracy singularity found its most natural
phenomenological interpretation in the steady growth of the anisotropy of the physical
Hilbert space H(S). its minimization at all times of evolution τ made our physical metric
unique. A deeper analysis of the consequences (i.e., e.g., of the form of the other eligible
operators of observables) has been omitted, nevertheless.
At any given dimension N the minimality of the anisotropy of the S−superscripted
physical Hilbert space (i.e., the minimality of the spread of eigenvalues θ
(N)
n of the metric
Θ(N)) has been tested and confirmed via a reversed reconstruction of the evolution from
τ = 1 to τ = 0. At the onset of the process at τ = 0 we found that the minimal anisotropy
requirement implied the vanishing spread of the eigenvalues of the initial metric, i.e.,
the (not quite expected, surprising) triviality of the limit limτ→0Θ
(N) = I. In opposite
direction, during the subsequent evolution with growing τ > 0 the minimality of the
anisotropy remained compatible with the necessary survival of the positivity of the metric.
The consistency of the whole construction has finally been reconfirmed by the fact that
the matrix of the metric merely became singular (in fact, of rank one) at τ = 1, i.e., at the
very final stage of fall of the quantum system in question into its N−tuple Jordan-block
degeneracy.
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