Abstract. We prove that every matrix-valued rational function F , which is regular on the closure of a bounded domain D P in C d and which has the associated Agler norm strictly less than 1, admits a finite-dimensional contractive realization
Introduction
It is well-known (see [5, Proposition 11] ) that every rational matrix function that is contractive on the open unit disk D = {z ∈ C : |z| < 1} can be realized as Agler's result was generalized to polynomially defined domains in [3, 6] . Given a d-variable ℓ × m matrix polynomial P, let D P = {z ∈ C d : P(z) < 1}, and let T P be the set of d-tuples T of commuting bounded operators on a Hilbert space satisfying P(T ) < 1. Important special cases are: for r > s we set z rs = −z sr , and z rr = 0 for all r = 1, . . . , m. The domain D P is a (complex) skew-symmetric matrix unit ball a.k.a. Cartan's domain of type III. For T ∈ T P , the Taylor joint spectrum σ(T ) [21] lies in D P (see [3, Lemma 1]), and therefore for an operator-valued function F analytic on D P one defines F (T ) by means of Taylor's functional calculus [22] and
We say that F belongs to the operator-valued Schur-Agler class associated with P, denoted by SA P (U, Y) if F is analytic on D P , takes values in the space L(U, Y) of bounded linear operators from a Hilbert space U to a Hilbert space Y, and F A,P ≤ 1.
The generalization of Agler's theorem mentioned above that has appeared first in [3] for the scalar-valued case and extended in [6] to the operator-valued case, says that a function F belongs to the Schur-Agler class SA P (U, Y) if and only if there exists a Hilbert space X and a unitary colligation
If the Hilbert spaces U and Y are finite-dimensional, F can be treated as a matrix-valued function (relative to a pair of orthonormal bases for U and Y). It is natural to ask whether every rational α × β matrix-valued function in the Schur-Agler class SA P (C β , C α ) has a realization (1.3) with a contractive colligation matrix [ A B
C D ]. This question is open, unless when d = 1 or F is an inner (i.e., taking unitary boundary values a.e. on the unit torus
In the latter case, the colligation matrix can be chosen unitary; see [13] for the scalarvalued case, and [7, Theorem 2.1] for the matrix-valued generalization. We notice here that not every inner function is Schur-Agler; see [9, Example 5 .1] for a counterexample.
In the present paper, we show that finite-dimensional contractive realizations of a rational matrix-valued function F exist when F is regular on the closed domain D P and the Agler norm F A,P is strictly less than 1 if P(z) = k i=1 P i and the matrix polynomials P i satisfy a certain natural Archimedean condition. The proof has two ingredients: a matrix-valued version of a Hermitian Positivstellensatz [17] (see also [12, Corollary 4.4] ), and a lurking contraction argument. For the first ingredient, we introduce the notion of a matrix system of Hermitian quadratic modules and the Archimedean property for them, and use the hereditary functional calculus for evaluations of a Hermitian symmetric matrix polynomial on d-tuples of commuting operators on a Hilbert space. For the second ingredient, we proceed similarly to the lurking isometry argument [1, 8, 3, 6] , except that we are constructing a contractive matrix colligation instead of a unitary one.
We then apply this result to obtain a determinantal representation det(I − KP(z) n ), where K is a strictly contractive matrix and 
d (see our earlier work [9, 11] ). In the cases of D and D 2 , a contractive determinantal representation of a given stable polynomial always exists; see [16, 11] .
We show that a stable polynomial on D d is the denominator of a rational inner function of the Schur-Agler class if and only if it admits a contractive determinantal representation up to an almost self-reversive factor. We also show that every rational inner function which is regular on the closed unit polydisk can be multiplied with another such function so that the product is in the Schur-Agler class.
The paper is organized as follows. In Section 2, we prove a matrix-valued version of a Hermitian Positivstellensatz. We then use it in Section 3 to establish the existence of contractive finite-dimensional realizations for rational matrix functions from the Schur-Agler class. In Section 4, we study contractive determinantal representations of stable polynomials and inner functions on the unit polydisk.
Positive Matrix Polynomials
In this section, we extend the result [12, Corollary 4.4 ] to matrix-valued polynomials. We will write A ≥ 0 (A > 0) when a Hermitian matrix (or a self-adjoint operator on a Hilbert space) A is positive semidefinite (resp., positive definite). For a polynomial with complex matrix coefficients
where T = (T 1 , . . . , T d ) is a d-tuple of commuting operators on a Hilbert space. We will prove that P belongs to a certain Hermitian quadratic module determined by matrix polynomials P 1 , . . . , P k in w and z when the inequalities P j (T * , T ) ≥ 0 imply that P (T * , T ) > 0. We denote by C[z] the algebra of d-variable polynomials with complex coefficients, and by C β×γ [z] the module over C[z] of d-variable polynomials with the coefficients in C β×γ . We denote by C γ×γ [w, z] h the vector space over R consisting of polynomials in w and z with coefficients in C γ×γ satisfying P λµ = P * µλ , i.e., those whose matrix of coefficients is Hermitian. If we denote by P * (w, z) a polynomial in w and z with the coefficients P λµ replaced by their adjoints P * λµ , then the last property means that P * (w, z) = P (z, w). We will say that M = {M γ } γ∈N is a matrix system of Hermitian quadratic modules over C[z] if the following conditions are satisfied:
(
Remark 2.1. We first observe that A ∈ M γ if A ∈ C γ×γ is such that A = A * ≥ 0. Indeed, using (2) and letting P = 1 ∈ M 1 and F be a constant row of size γ in (3), we obtain that 0 γ×γ ∈ M γ and that every constant positive semidefinite γ × γ matrix of rank 1 belongs to M γ , and then use (1). In particular, we obtain that I γ ∈ M γ . Together with (2) and (3) with γ ′ = γ, this means that M γ is a Hermitian quadratic module (see, e.g., [19] for the terminology).
We also observe that, for each γ, M γ is a cone, i.e., it is invariant under addition and multiplication with positive scalars.
Finally, we observe that M respects direct sums, i.e., M γ ⊕ M γ ′ ⊆ M γ+γ ′ . In order to see this we first embed M γ and M γ ′ into M γ+γ ′ by using (3) with 
A matrix system M = {M γ } γ∈N of Hermitian quadratic modules over C[z] that satisfies any (and hence all) of properties (i)-(iii) in Lemma 2.2 is called Archimedean.
where
. By the assumption, z i ∈ A 1 for all i = 1, . . . , d. We also have that C γ×γ ∈ A γ for every γ ∈ N. Indeed, given B ∈ C γ×γ , we have that
is a ring over C and A γ is a module over C [z] . We first observe from the identity
hence F + G ∈ A γ . Next, for F ∈ A γ and g ∈ A 1 we can find positive scalars a and b such that aI γ − F * (w)F (z) ∈ M γ and b − g * (w)g(z) ∈ M 1 . Then we have
Therefore gF ∈ A γ . Setting γ = 1, we first conclude that A 1 is a ring over C, thus
. Then, for an arbitrary γ ∈ N, we conclude that A γ is a module over
Starting with polynomials P j ∈ C γ j ×γ j [w, z] h , we introduce the sets M γ , γ ∈ N, consisting of polynomials P ∈ C γ×γ [w, z] h for which there exist H j ∈ C γ j n j ×γ [z], for some n j ∈ N, j = 0, . . . , k, such that
Here γ 0 = 1. We also assume that there exists a constant c > 0 such that c − w i z i ∈ M 1 for every i = 1, . . . , d. Then M = M P 1 ,...,P k = {M γ } γ∈N is an Archimedean matrix system of Hermitian quadratic modules generated by P 1 , . . . , P k . It follows from Lemma 2.2 that each M γ is a convex cone in the real vector space C γ×γ [w, z] h and I γ is an interior point in the finite topology (where a set is open if and only if its intersection with any finite-dimensional subspace is open; notice that a Hausdorff topology on a finite-dimensional topological vector space is unique).
We can now state the main result of this section.
Proof. Suppose that P ∈ M γ . By Lemma 2.2, I γ ± ǫP ∈ M γ for ǫ > 0 small enough. By the Minkowski-Eidelheit-Kakutani separation theorem (see, e.g., [14, Section 17] 
We extend the definition by polarization:
We obtain that (C 1×γ [z], ·, · ) is a pre-Hilbert space. Let H be the Hilbert space completion of the quotient space
Thus, M z i (A), M z i (A) = 0, yielding that M z i can be correctly defined on the quotient space. The same computation as above also shows that M z i ≤ c on the quotient space, and then by continuity this is true on H. Thus we obtain commuting bounded multiplication operators
γ j ⊗ H, and moreover assume that h r are elements of the quotient space C 1×γ [z]/{A : A, A = 0} (which is dense in H). We will denote a representative of the coset h r in C 1×γ [z] by h r (z) with a hope that this will not cause a confusion. Let us compute P j (M * , M)h, h . We have
which is nonnegative since h
By the assumption on P we now have that P (M * , M) > 0. By a calculation similar to the one in the previous paragraph, we obtain that L(h * (w)P (w, z)h(z)) > 0 for all h = 0. Choose now h(z) ≡ I γ ∈ C γ×γ [z], and we obtain that L(P ) > 0. This contradicts the choice of L.
Finite-dimensional Contractive Realizations
We recall that a polynomial convex hull of a compact set K ⊆ C d is defined as the set of all points z ∈ C d such that |p(z)| ≤ max w∈K |p(w)| for every polynomial p ∈ C[z]. A set in C d is called polynomially convex if it agrees with its polynomial convex hull.
Proof. We first observe that D P is closed and bounded, hence compact. Next, if z ∈ C d is in the polynomial convex hull of D P , then for all unit vectors g ∈ C ℓ and h ∈ C m , one has Proof. The proof is exactly the same as the one suggested in [18, Page 65 and Exercise 5.6] for the special case of commuting contractions and the Agler norm · A associated with the unit polydisk, see the first paragraph of Section 1. Notice that the boundedness of D P guarantees that q A,P < ∞ for every polynomial q.
Proof. Since F is analytic on some open neighborhood of the set D P which by Lemma 3.1 is polynomially convex, by the Oka-Weil theorem (see, e.g., [2, Theorem 7.3]) for each scalar-valued function F ij there exists a sequence of polynomials Q (n) ij ∈ C α×β [z], n ∈ N, which converges to F ij uniformly on D P . Therefore the sequence of matrix polynomials
ij ], n ∈ N, converges to F uniformly on D P . Let T be any d-tuple of commuting bounded linear operators on a Hilbert space with the Taylor joint spectrum in D P . By [3, Lemma 1], the Taylor joint spectrum of T lies in the closed domain D P where F is analytic. By the continuity of Taylor's functional calculus [22] , we have that
Using Lemma 3.2, we obtain that the limit
exists and
In the remainder of this section, we assume that
, where P i are polynomials in z = (z 1 , . . . , z d ) with ℓ i × m i complex matrix coefficients, i = 1, . . . , k. Then, clearly, D P is a cartesian product of the domains D P i . We also assume that the polynomials P i (w, z) = I m i − P * i (w)P i (z), i = 1, . . . , k, generate an Archimedean matrix system of Hermitian quadratic modules over C [z] . This in particular means that the domain D P is bounded, because for some c > 0 we have c 2 − w i z i ∈ M 1 which implies that c 2 − |z i | ≥ 0, i = 1, . . . , d, when z ∈ D P . We notice that in the special cases (1)- (4) in Section 1, the Archimedean condition holds.
Theorem 3.4. Let F be a rational α×β matrix function regular on D P and with F A,P < 1. Then there exists n = (n 1 , . . . , n k ) ∈ N k and a contractive colligation matrix
Proof. Let F = QR −1 with det R nonzero on D P and let F A,P < 1. Then we have
for every T ∈ T P with some ǫ > 0. Indeed, the rational matrix function R −1 is regular on
A,P > 0, which yields the estimate (3.1).
By Theorem 2.3 there exist n 0 , . . . , n k ∈ N and polynomials H i with coefficients in C n i m i ×β , i = 0, . . . , k, (where we set m 0 = 1) such that by (2.1) we obtain
Then we may rewrite (3.2) as
Let us define
and let {v(z
. . .
where we used (3.3). This yields
. . . 
We now define S :
, and we compute, using (3.3) in the second equality,
proving Claim 2.
Extending S to the contraction
Eliminating H(z), we arrive at
yielding the desired realization for F = QR −1 .
The following statement is a special case of Theorem 3.4.
Corollary 3.5. Let F be a rational matrix function regular on the closed bidisk D 2 such that
Then F has a finite dimensional contractive realization (1.2) , that is, there exist n 1 , n 2 ∈ N such that X i = C n i , i = 1, 2, and
Proof. One can apply Theorem 3.4 after observing that on the bidisk the Agler norm and the supremum norm coincide, a result that goes back to [4] .
Contractive Determinantal Representations
Let a polynomial P = k i=1 P i and a domain D P be as in Sections 3. We apply Theorem 3.4 to obtain a contractive determinantal representation for a multiple of every polynomial strongly stable on D P . Please notice the analogy with the main result in [15] , where a similar result is obtained in the setting of definite determinantal representations for hyperbolic polynomials 
Proof. Since p has no zeros in D P , we have that p has no zeros in D Pρ for some ρ > 1 sufficiently close to 1, where P ρ = ρ −1 P. Thus the rational function g = 1/p is regular on D Pρ . By Lemma 3.3, g A,Pρ < ∞. Thus we can find a constant c > 0 so that cg A,Pρ < 1. Applying now Theorem 3.4 to F = cg, we obtain a k-tuple n = (n 1 , . . . , n k ) ∈ N k and a contractive colligation matrix [ A B
C D ] so that
This shows that
is a polynomial. Let K = ρ −1 A. Then K is a strict contraction, and q(z) = det(I − KP(z) n ) p(z) is a polynomial.
Remark 4.2. Since K ≤ 1/ρ, the polynomial det(I − KP(z) n ) in Theorem 4.1 is strongly stable on D P , thus so is q.
We call a polynomial q ∈ C[z] of multi-degree deg q = µ ∈ Z d + almost self-reversive if there is λ ∈ C with |λ| = 1 such that z µq (1/z) = λq(z), whereq(z) = q(z). A polynomial q ∈ C[z] is called a scattering Schur polynomial if it is stable on D d and has no common factors with z µq (1/z). Denote by SA d the scalar-valued class SA P (i.e., U = Y = C) with P = diag[z 1 , . . . , z d ], so that the associated domain D P is the unit polydisk D d -see special case (1) in Section 1). We also recall that by Rudin's theorem [20, Theorem 5.2.5] every rational inner function has the form f (z) = z mq (1/z)/q(z) with some scattering Schur polynomial q, with m ≥ deg q.
The following result was announced in [10] . .
Note that
where λ = det [ A B C D ]. Thus (4.2)p(z) det(I − AZ n ) = λp(z) det(A * − Z n ).
As p is scattering Schur, p andp do not have a common factor. Thus p divides det(I − AZ n ), i.e., there exists a polynomial q so that p(z)q(z) = det(I − AZ n ).
Thenp (z)q(1/z) = z mp (1/z)q(1/z) = z m−n det(Z n − A * ).
