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ADMISSIBILITY IN POSITIVE LOGICS
ALEX CITKIN
Abstract. The paper studies admissibility of multiple-conclusion rules
in the positive logics. Using modification of a method used by M. Wajs-
berg in the proof of the separation theorem, it is shown that the problem
of admissibility in positive logics is equivalent to the problem of admis-
sibility in intermediate logics defined by positive additional axioms.
Keywords. Inference rule, multiple-conclusion rule, admissible rule,
positive logic, intermediate logic, Brouwerian algebra.
1. Introduction
The notion of admissible rule evolved from the notion of auxiliary rule:
if a formula B can be derived from a set of formulas A1, . . . , An in a given
calculus (deductive system) S, one can shorten derivations by using a rule
A1, . . . , An/B. The application of such a rule does not extend the set of the-
orems, i.e. such a rule is admissible (permissible). In [18, p.19] P. Lorenzen
called the rules not extending the class of the theorems ”zula¨ssing,” and the
latter term was translated as ”admissible,” the term we are using nowadays.
In [19] Lorenzen also linked the admissibility of a rule to existence of an
elimination procedure.
Independently, P.S. Novikov, in his lectures on mathematical logic, had in-
troduced the notion of derived rule: a ruleA1, . . . ,An/B, whereA1, . . . ,An,B
are variable formulas of some type, is derived in a calculus S if ⊢S B holds
every time when ⊢S A1, . . . ,⊢S An hold (see [22, p. 30]
1). And he dis-
tinguished between two types of derived rules: a derived rule is strong, if
⊢S A1 → (A2 → . . . (An → B) . . . ) holds, otherwise a derived rule is weak.
For classical propositional calculus (CPC), the use of admissible rules is
merely a matter of convenience, for every admissible for CPC ruleA1, . . . , An/B
is derivable, that is A1, . . . , An ⊢CPC B (see, for instance [1]). It was ob-
served by R. Harrop in [10] that the rule ¬p→ (q ∨ r)/(¬p→ q)∨ (¬p→ r)
is admissible for the intuitionistic propositional calculus (IPC), but is not
derivable in IPC. Later, in mid 1960s, A.V. Kuznetsov observed that the
rule (¬¬p→ p)→ (p∨¬p)/((¬¬p→ p)→ ¬p)∨ ((¬¬p→ p)→ ¬¬p) is also
admissible for IPC, but not derivable. Another example of an admissible for
IPC not derivable rule was found in 1971 by G. Mints (see [20]). Moreover,
1This book was published in 1977, but it is based on the notes of a course that
P.S. Novikov taught in 1950th; A.V. Kuznetsov was recalling that P.S. Novikov had used
the notion of derivable rule much earlier, in this lectures in 1940th.
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it was observed in [4] that there is an infinite set of independent rules ad-
missible and not derivable in IPC. And it was established by V. Rybakov
(see [27, 28]) that there is no finite basis of admissible in IPC (and S5) rules,
i.e. not all admissible in IPC rules can be derived from any given finite set
of admissible in IPC rules.
Naturally, the question about admissibility of rules in the extensions of
IPC and their fragments arose. And in [25] T. Prucnal had proven that →-
fragment of any superintuitionistic logic, is structurally complete, i.e. these
fragments do not have admissible not-derivable rules. The Prucnal’s proof
method can be extended to any ∨-free fragment of any superintuitionistic.
At about the same time the author observed [5] that admissible rules of
the positive logics can be reduced to rules of some superintuitionistic logics.
Namely, it was observed that a rule r := A/B, where ¬ does not occur
in formulas A and B, is admissible in a positive logic P if and only if r is
admissible in the least superintuitionistic logic L having P as its positive
fragment. The admissibility in various positive and paraconsistent logics
was studied in details in [23].
In the review [16] of book [29], M. Kracht suggested to study admissibility
of multiple-conclusion rules: a rule A1, . . . , An/B1, . . . , Bn is admissible in
a logic L if every substitution that makes all the premises valid in L, makes
at least one conclusion valid in L (see also [17]). A natural example of
multiple-conclusion rule (called m-rule for short) admissible in IPC is the rule
representing the disjunction property: A∨B/A,B. That is, if a formula A∨B
is valid in IPC, then at least one of the formulas A,B is valid in IPC. The
bases of admissibile m-rules for a variety of superintuitionistic and normal
modal logics were constructed in [13, 14, 9, 8]. In [3] the admissibility in
→,¬-fragment of IPC has been studied.
In the present paper we consider admissibility of m-rules in positive logics,
which are precisely (see Corollary 3.3) the positive fragments of superintu-
itionistic logics, and we show (Theorem 6.1) that admissibility of any positive
m-rule in a given positive logic P can be reduced to admissibility of this rule
for superintuitionistic logic Int+ P.
2. Background
2.1. Logics. The (propositional) formulas are built in a regular way from a
countable set P of (propositional) variables and connectives ∧,∨,→,0. The
set of all formulas is denoted by For. By For+ we denote the subset of all
formulas not containing 0 and we call these formulas ”positive”. If A is a
formula, pi(A) is a set of all variables occurring in A.
We use Σ to denote the set of all substitutions on For, that is, Σ is a
set of all mappings σ : P −→ For, while Σ+ denotes a set of all positive
substitutions, that is, the set of all mappings σ+ : P −→ For+.
Superintuitionistic logics (si-logics for short) are understood as sets of for-
mulas containing all theorems of intuitionistic propositional logic (denoted
ADMISSIBILITY IN POSITIVE LOGICS 3
by Int) and closed under rules modus ponens and substitution. The set of
all si-logics is denoted by ExtInt and forms a complete lattice with the least
element Int and the unit For.
If L is an si-logic, by L+ we denote a positive fragment of L, that is,
L+ := L ∩ For+.
Positive (superintuitionistic) logics are understood as sets of positive for-
mulas extending Int+ and closed under rules modus ponens and positive
substitutions. The set ExtInt+ of all positive logics also forms a complete
lattice. Clearly, positive fragment of each si-logic is a positive logic, and
ϕ : L −→ L+ (1)
is a homomorphism of ExtInt to ExtInt+.
For any set of formulas (of positive formulas) Γ, by Int+Γ (or by Int++
Γ) we denote the least si-logic containing Int ∪ Γ (the least positive logic
containing Int+ ∪ Γ).
For us, the following relations between si- and positive logics are impor-
tant:
(a) For any set Γ of positive formulas
(Int+ Γ)+ = Int+ + Γ (2)
(see Corollary 3.2);
(b) ϕ from (1) maps ExtInt onto ExtInt+, that is, every positive logic
is a positive fragment of some si-logic (see [30][Proposition 1]]);
(c) For every positive logic P there is the least si-logic that has P as its
positive fragment, namely, Int+P is such a logic (comp. [30][Corollary
p.16]).
Let us note that (a) entails (b) and (c) if we take Γ = P and recall that
Int+ ⊆ P:
(Int+ P)+ = Int+ + P = P;
and, obviously, Int+ P is the least si-logic containing P.
2.2. Admissible Rules. An ordered pair Γ/∆ of finite sets of formulas
Γ,∆ ⊆ For is called a multiple-conclusion rule (m-rule for short). If sets
Γ,∆ consist only of positive formulas, the m-rule Γ/∆ is called a positive
m-rule. The formulas from Γ are premises of the rule, while the formulas
from ∆ are conclusions of the rule.
Formula A is said to be unifiable in a logic L (L-unifiable for short), if
there is a substitution σ ∈ Σ, called L-unifier of A, application of which
makes A a theorem, that is, such that σ(A) ∈ L. Respectively, a positive
formula A is unifiable in a positive logic P if there is a P-unifier, that is,
there is a positive substitution σ+ such that σ+(A) ∈ P.
A finite set of formulas (of positive formula) Γ is L-unifiable (P-unifiable)
if there is a substitution (a positive substitution) that unifies all formulas
from Γ.
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Definition 2.1. Let L be a logic. An m-rule (a positive m-rule) Γ/∆ is
admissible for L (respectively, for P), if every substitution that unifies Γ
unifies at least one formula from ∆. Respectively, if P is a positive logic, Γ/∆
is admissible for P if every P-unifier of Γ unifies at least one formula from
∆. If Γ = ∅ every substitution unifies Γ. And the rule ∅/∅ is admissible
only in the inconsistent logic For.
If an m-rule r is admissible for a logic L, we denote this by |∼L r. If a
positive m-rule r is admissible for a positive logic P we denote this by |∼P r.
Let us note that |∼L ∅/∆ means that ∆ ∩ L 6= ∅, while |∼L Γ/∅ means
that Γ 6= ∅ and Γ is not L-unifiable set of formulas. The rule ∅/∅ is not
admissible in any logic.
Example 1. Rule (p → q) → (p ∨ r)/((p → q) → p) ∨ ((p → q) → r) is
admissible for Int (see [20]), and, hence, is admissible for Int+.
2.3. Algebras. In this section we consider the algebraic models for super-
intuitionistic and positive logics.
The algebraic models for positive logics are Brouwerian algebras2. A
Brouwerian algebra (see e.g. [15]) is an algebra (A,∧,∨,→,1) in which
(A,∧,∨) is a distributive lattice with unit 1 and relative pseudo-complementation
→. Class B of all Brouwerian algebras forms a variety.
The algebraic models for si-logics are Heyting algebras. A Heyting algebra
is an algebra (A,∧,∨,→,1,0), where (A,∧,∨,→,1) is a Brouwerian algebra
and 0 is the least element, that is the identity 0 → x ≈ 1 holds. By H we
denote the variety of all Heyting algebras.
Map ν : P −→ A is called a valuation in a given algebra A. In a natural
way, ν can be extended to map ν : For −→ A. If A ∈ For and ν(A) = 1A
we say that ν validates A in A, otherwise we say that ν refutes A in A.
As usual, if A is an algebra and A is a formula, A |= A means that
formula A is valid in algebra A, that is, every valuation in A validates A.
If r := Γ/∆ is an m-rule, we say that r is valid in an algebraA (in symbols,
A |= r), if every valuation that validates in A all premises, validates at the
same time at least one of conclusions. If Γ = ∅, every valuation validates
Γ. On the other hand, if ∆ = ∅, neither valuation validates ∆. Thus, the
rule ∅/∅ is not valid in any algebra, while the rule 0/∅ is valid in any
non-degenerate (that is, having more than one element) algebra.
If R is a set of m-rules and A is an algebra, A |= R means that every
m-rule from R is valid in A. On the other hand, if S is a set of algebras and
r is an m-rule, S |= r means that r is valid in every algebra from S.
Each si-logic L (or each positive logic P) has a corresponding variety VL
(or VP) of Heyting (or Brouwerian) algebras:
VL := {A ∈ H|A |= A, for every A ∈ L}
2There are different names used for Brouwerian algebras: lattices with relative pseudo-
complementation (see e.g. [2]), generalized Brouwerian algebras (see e.g. [21]), implicative
lattices (see e.g. [12, 24]).
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or
VP := {A ∈ B |A |= A, for every A ∈ P}.
For a Heyting algebra A by A+ we denote a Brouwerian reduct of A,
that is, {∧,∨,→,1}-reduct of A. A Heyting algebra A is B-embedded in
a Heyting algebra B (in written A ֌+ B) if A+ is embedded into B+
as a Brouwerian algebra. If V is a variety of Heyting algebras and A is
B-embedded in an algebra from V, we denote this by A ∈+ V.
2.4. Congruences. Let us recall (see e.g. [26]) that a non-void set F of
elements of a given Brouwerian algebra A (or a given Heyting algebra) is a
filter of A if 1 ∈ F and a,a→ b ∈ F yields b ∈ F for all elements a,b ∈ A.
It is not hard to demonstrate that a meet of an arbitrary set of filters of a
given algebra is a filter. If A is a Brouwerian algebra (a Heyting algebra)
and A ⊆ A there is the least filter of A (denoted by [A)) containing A, and
A is said to be a filter generated by elements A. There is a close connection
between filters and congruences: every filter F of a given Brouwerian algebra
(or Heyting algebra) defines a congruence that we denote θ(F)
(a,b) ∈ θF if and only if a→ b,b→ a ∈ F.
On the other hand, every congruence θ of a given Brouwerian algebra (Heyt-
ing algebra) A defines a filer Fθ:
Fθ := {a ∈ A |(a,1) ∈ θ}.
And the following holds:
θ(Fθ) = θ and Fθ(F) = F.
Since every filter F of an algebra A defines a congruence θ(F), we useA/F
to denote quotient algebra A/θ(F).
Let us also observe that for each homomorphism ϕ : A −→ B the set
{a ∈ A |ϕ(a) = 1B} forms a filter of A that we denote Fϕ and
A/Fϕ ∼= B. (3)
Given an algebra A and a congruence θ of A by [a]θ we denote a congru-
ence class containing element a, that is,
[a]θ := {b ∈ A |(a,b) ∈ θ}
If ϕ is a homomorphism of A, [a]ϕ denotes the congruence class [a]θ, where
θ is a kernel congruence of ϕ (that is, such a congruence that A/θ ∼= ϕ(A)).
Since filters, and hence congruences, of Heyting algebra are defined by op-
eration → which Heyting algebras share with their Brouwerian subreducts,
the congruences of Heyting algebras and their Brouwerian subreducts are
very well coordinated. Specifically, the following holds.
Proposition 2.1. Let A be a Heyting algebra and A˜ be a Brouwerian sub-
algebra of A+ (Brouwerian subreduct of A). Then the following holds:
(a) if ϕ : A −→ B is a homomorphism, then ϕ(A˜) is a Brouwerian
subreduct of B;
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(b) if F is a filter of A˜, then
F = A˜ ∩ [F), (4)
i.e. the filter of A generated by elements of F does not contain
elements of A˜ not belonging to F.
The proof is an easy exercise and it is left to the reader.
We will use the following consequence of the above Proposition.
Theorem 2.2. Let A be a Heyting algebra and B ⊆ A+ be a Brouwerian
subreduct of A. Then every Brouwerian homomorphic image of B is (iso-
morphic to) a Brouwerian subreduct of a suitable homomorphic image of
A.
Proof. Suppose ϕ : B −→ C is a Brouwerian epimorphism. Then Fϕ is a
filter of B. Let us consider filter [Fϕ) of A and a homomorphism
ψ : A −→ A/[Fϕ).
From Proposition 2.1(a) we know that ψ(B) is a homomorphic image of
B and, hence, ψ(B) is a Brouwerian subreduct of A/[Fϕ). Let us observe
that, due to F ⊆ [F), we have [b]ϕ ⊆ [b]ψ. Hence, all we need to prove is
that [a]ϕ 6= [b]ϕ yields [a]ψ 6= [b]ψ for any a,b ∈ B.
Let us prove the contrapositive statement: if a,b ∈ B and [a]ψ = [b]ψ,
then [a]ϕ = [b]ϕ. Suppose that a,b ∈ B and [a]ψ = [b]ψ . Then
a→ b ∈ [F) and b→ a ∈ [F). (5)
Due to a,b ∈ B and B is a Brouwerian algebra and, hence, it is closed under
→, we have a→ b,b→ a ∈ B. Thus, by (4),
a→ b ∈ F and b→ a ∈ F. (6)
Hence [a]ϕ = [b]ϕ. 
Corollary 2.3. Let A be a Heyting algebra, B be a homomorphic image of
A and V be a variety of Heyting algebras. Then B ∈+ V as long as A ∈+ V.
In other words, class of Heyting algebras B-embedded in a given variety is
closed under the formation of homomorphic images.
Proof. Suppose that A ∈+ V and ϕ : A −→ B is an epimorphism. Then
there is a Heyting algebra C ∈ V having a Brouwerian subreduct C˜ isomor-
phic to A+. Let ψ : C˜ −→ A+ be an isomorphism. By Proposition 2.1(a),
ϕ(A+) is a Brouwerian subreduct of B and, due to ψ is an onto mapping,
ϕ(A+) = B+. Consider the homomorphism ϕ′ : c 7→ ϕ(ψ(c)), c ∈ C˜. By
Theorem 2.2, ϕ′(C˜) is a Brouwerian subreduct of some homomorphic image
C′ of algebra C. Due to V being a variety, it is closed under the formation
of homomorphic images, C′ ∈ V. Thus, B+ is isomorphic to a Brouwerian
subreduct of C′ and C′ ∈ V, that is, B ∈+ V. 
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A+ B+
C˜
ϕ
ψ ϕ′
If V is a variety of Heyting algebras, by V+ we denote the set of all
Brouwerian subreducts of all algebras from V, that is,
V+ := {B ∈ B |B֌+ A for some A ∈ V}. (7)
Note that, by Maltsev’s embedding theorem (see e.g. [7][Proposition 1.5.1]),
V+ always forms a quasivariety.
Corollary 2.4. Let V be a variety of Heyting algebras . Then V+ forms a
variety.
Proof. Suppose that V is a variety of Heyting algebras. Then, V+ is a
quasivariety and, hence, is closed under the formation of subalgebras and
direct products. So, we only need to prove that V+ is closed under the
formation of the homomorphic images.
Indeed, let B ∈ V+. Then, by the definition of V+, there is an algebra
A ∈ V and B is B-embedded in A. By Theorem 2.2, every homomorphic
image of B is B-embedded in a homomorphic image of A which belongs
to V, for V is a variety and as such V is closed under the formation of
homomorphic images. Hence, every homomorphic image of B is a member
of V+. 
3. B-Saturated Varieties
In this section we introduce and study B-saturated varieties of Heyting
algebras that play a central role in what follows.
First, let us make a simple but important observation (comp. [11, 15, 30])
that plays a role in the sequel of this paper.
Proposition 3.1. If A ∈ B is a finitely generated Brouwerian algebra, then
A contains the least element and, therefore, A forms a Heyting algebra.
Proof. Let elements a1, . . . ,an ∈ A generate algebra A. By a straightfor-
ward induction on the length of a formula expressing an element via gen-
erators, it is not hard to prove that element a := a1 ∧ · · · ∧ an is the least
element of A. Indeed, a ≤ ai for all i = 1, . . . , n, and a ≤ b and a ≤ c
yields a ≤ b ◦ c for all ◦ ∈ {∧,∨,→}. 
Let A be a Brouwerian algebra. If A contains the least element, it forms
a Heyting algebra and we denote it by A0. If A does not contain the
least element, by A0 we denote a Heyting algebra obtained from A by
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adjoining a new element 0 and defining the operations in the following way:
a ∧ 0 = 0 ∧ a = 0;a ∨ 0 = 0 ∨ a = a;0→ a = 1;a→ 0 = 0.
Now we are in a position to prove (2).
Corollary 3.2. For any set Γ of positive formulas
(Int+ Γ)+ = Int+ + Γ.
Proof. Indeed,
Int+ Γ ⊇ Int+ + Γ,
hence,
(Int+ Γ)+ ⊇ (Int+ + Γ)+ = Int+ + Γ.
Conversely, assume for contradiction that there is a positive formula A
such that
A ∈ (Int+ Γ)+ and A /∈ Int+ + Γ. (8)
Then, due to A /∈ Int++Γ, there is a finitely generated Brouwerian algebra
A such that
A |= Γ and A 6|= A. (9)
By Proposition 3.1, A forms a Heyting algebra A0. Due to A0 is a Heyting
algebra, we have A0 |= Int; and, due to all formulas from Γ are positive,
from (9) we can conclude that A0 |= Γ. Thus, A0 |= (Int ∪ Γ) and, hence,
A0 |= (Int+ Γ)+, and, by (8), A ∈ (Int+ Γ)+, hence
A0 |= A. (10)
On the other hand, since A is a positive formula, any refuting valuation in
A is at the same time a refuting valuation in A0, for algebras A and A0
have the same universes. Thus, from (9) we have A0 6|= A and we have
arrived at contradiction with (10). 
Corollary 3.3. Let P be a positive logic. Then
P = (Int+ P)+. (11)
Proof. Indeed, by Corollary 3.2, taking Γ = P, we have
Int+ + P = (Int+ P)+,
and Int+ + P = P due to Int+ ⊆ P. 
Corollary 3.4. For any positive logics P0 and P1,
P0 = P1 if and only if Int+ P0 = Int+ P1. (12)
Proof. If P0 6= P1, by Corollary 3.3, (Int + P0)
+ 6= (P1 + Int)
+ and, hence
(Int+ P0) 6= (P1 + Int). And the converse statement is trivial. 
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3.0.1. Definition of B-Saturated Variety.
Definition 3.1. We say that a variety V of Heyting algebras is B-saturated
if for every Heyting algebra A
A ∈+ V entails A ∈ V.
The following proposition gives an intrinsic characterization of B-saturated
varieties.
Proposition 3.5. Let V be a variety of Heyting algebras. Then the following
is equivalent:
(a) V is B-saturated;
(b) for any algebra A ∈ V and any elements a1, . . . ,an ∈ A, if B is a
Brouwerian subalgebra of A+ generated (as a Brouwerian subalge-
bra) by these elements, then B0 ∈ V.
Condition (b) can be rephrased in the following way: every finitely gener-
ated Brouwerian subreduct of any algebra from V belongs to V if regarded
as a Heyting algebra.
Proof. (a) ⇒ (b). Assume that V is a B-saturated variety of Heyting al-
gebras, A ∈ V and ai, i < n are elements of A. Let B be a Brouwerian
subalgebra of A+ generated by elements ai, i < n as Brouwerian algebra.
We need to show that B0 ∈ V.
Indeed, let us note that B0 is B-embedded in A and, due to V is B-
saturated, we have B0 ∈ V.
(b) ⇒ (a). Suppose that for any algebra A ∈ V and any elements
a1, . . . ,an ∈ A, if B is a Brouwerian subalgebra of A
+ generated (as a
Brouwerian subalgebra) by these elements, then B0 ∈ V.
Now, assume for contradiction that for some Heyting algebra A,
A ∈+ V and A /∈ V. (13)
Then there is a formula A(p0, . . . , pn−1) such that
V |= A and A 6|= A. (14)
Suppose that ai, i < n are refuting elements, that is, A(a0, . . . ,an−1) 6= 1.
Let us consider Brouwerian subalgebra B of A+ generated as Brouwerian
algebra by elements 0 and ai, i < n. On the one hand, by assumption,
B0 ∈ V. On the other hand, due to 0 ∈ B, we have B = (B0)+, therefore
B0 6|= A. Thus, V 6|= A and this contradicts (14). 
We will see (Corollary 4.7) that there is continuum many distinct B-
suturated subvarieties of H.
Example 2. Clearly, the variety H of all Heyting algebras is B-saturated,
for, by Proposition 3.1, every finitely generated Brouwerian algebra forms a
Heyting algebra and H contains every Heyting algebra.
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Let Hn be a variety of all Heyting algebras not containing chain (that is,
lineary ordered) subalgebras having n + 2 element. For instance, H1 is a
variety of all Boolean algebras.
Example 3. Variety Hn is B-saturated for all n > 0. Indeed, for any algebra
A any Brouwerian chain subalgebra of A+ can be extended (by adjoining 0,
if necessary) to a Heyting chain subalgebra of A.
Example 4. Variety C generated by all chain algebras is B-saturated. The
proof is pretty straightforward and it is based on the fact that only the chain
algebras are subdirectly irreducible in C, and we leave the proof to the reader.
On the other hand, variety KC defined by additional axiom ¬x∨¬¬x ≈ 1
is not B-saturated: algebra depicted at Fig. 1 belongs to KC, while positive
subalgebra generated by elements a,b (elements of which are marked by ◦)
does not belong to KC.
◦
◦
◦
◦
◦
•
ba
Figure 1.
It is not hard to see that any subvariety of KC containing the above
algebra is not B-saturated (note that subvarieties of KC not containing this
algebra are precisely the ones generated by some chain algebras).
4. Wajsberg Reduction
In [31], as a part of the proof of separation theorem for IPC, Wajsberg
had observed the close relations between Int and Int+. More precisely, he
came with a way to link every formula A with a positive formula A+ in such
a way that A ∈ Int if and only if A+ ∈ Int+. We discuss this link in the
section that follows.
4.1. Wajsberg’s Theorem about 0-elemination. If pi is a finite non-
void set of variables, by pi∧ we denote the conjunction of all variables from
pi, that is, pi∧ :=
∧
p ∈ pi p.
In [31] Wajsberg was using the following reduction: if A is a formula and
p0, . . . , pn−1 is a set of all variables occurring in A and p is a variable not
occurring in A, then formula A can be reduced to the positive formula
A∗ := (p→ p1)→ ((p→ p2)→ ((p→ p3) · · · → A
′) . . . ),
where A′ is obtained from A by replacing all occurrences of 0 with p.
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Let A be a formula and pi be a finite non-void set of variables. A reduction
of A by pi is the formula Api obtained from A by replacing every occurrence
of 0 with pi∧. If pi = {p} instead of A{p} we write Ap.
We use the following modification of Wajsberg reduction (comp. [30]).
Definition 4.1. Let pi be a set of variables and p be a variable. Wajsberg
reduction of a formula A by p, pi is the formula
W (A, pi, p)⇌ (p→ pi∧)→ Ap. (15)
Now, the Wajsberg’s Theorem can be stated as follows.
Theorem 4.1 ([31][Theorem 1 §7]). For any formula A,
⊢IPC A if and only if ⊢IPC+ W (A, pi, p),
where p /∈ pi(A),pi := pi(A) ∪ {p}, and IPC+ is a calculus obtained from IPC
by omitting axioms for 0.
4.2. Generalization of Wajsberg Theorem. The below theorem ex-
tends Theorem 4.1 to the logics corresponding to B-saturated varieties. As
we will see (Theorem 4.4), the logics corresponding to B-saturated varieties
are precisely the logics that can be defined by a set of positive formulas.
First, we need to establish a rather simple technical property of the Wa-
jsberg’s reduction.
Proposition 4.2. Let A be a positive formula and pi ⊇ pi(A) be a finite
non-void set of variables. Then for every substitution σ ∈ Σ there is a
substitution σpi ∈ Σ+ such that
(σ(A))pi = σpi(A).
Proof. Suppose pi(A) = {p0, . . . , pn−1}, i.e. A = A(p0, . . . , pn−1) and σ :
pi 7→ Bi, i < n. Then, σ(A) = A(B1, . . . , Bn), and
(σ(A))pi = (A(B0, . . . , Bn−1))
pi.
Recall that A is a positive formula and, thus, does not contain 0. Therefore,
(A(B0, . . . , Bn−1))
pi = A(Bpi0 , . . . , B
pi
n−1).
Let us observe that Bpii ∈ For
+ for all i < n. Therefore,
(σ(A))pi = A(Bpi1 , . . . , B
pi
n) = σ
pi(A),
where
σpi : pi 7→ B
pi
i , i < n.
And it is clear that σpi ∈ Σ+. 
Theorem 4.3. Let V be a B-saturated variety, A be a formula and pi be a
set of variables such that pi(A) ⊂ pi, and let p ∈ pi\pi(A). Then the following
is equivalent
(a) V |= A;
(b) V |=W (A, pi, p);
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(c) V |= Api.
Remark 4.1. The equivalence of (a) and (c) was observed by M. Verhozina
[30][Corollary at p.16]. See also [6] where a different reduction to a positive
formula is used.
Proof. (b) ⇒ (c). Api can be derived from W (A, pi, p) by substitution of pi∧
for p and applying modus ponens (see (15)).
(c) ⇒ (a). A can be derived from Api by substitution of 0 for p. Since p
does not occur in A, the obtained formula is equivalent to A.
(a) ⇒ (b). Suppose V 6|=W (A, pi, p) and let us demonstrate that V 6|= A.
Indeed, if V 6|= W (A, pi, p), there is a Heyting algebra A ∈ V and a
valuation ν in A such that
ν(p→ pi∧) = 1 and ν(Ap) 6= 1. (16)
Let us consider a Brouwerian subreduct B of algebra A generated by
elements ν(q), q ∈ pi and ν(p). From (16) and Proposition 3.1 it follows that
ν maps p to the least element of B. Let us consider B0 and note that B and
B0 have the same universes. It is not hard to see that B0 |= A. Observe
that B0 ∈+ V and recall that V is a B-saturated variety. Hence, B0 ∈ V.
Since B and B0 have the same universes, we can view ν as a valuation in
B0 and it is not hard to see that ν(p) = 0. Thus, ν is a valuation refuting
A in B0, that is, V 6|= A. 
4.3. Positively Defined Superintuitionistic Logics. In this sections we
consider si-logics corresponding to B-saturated varieties.
Definition 4.2. We say that an si-logic L is positively defined (p-defined for
short) if L can be defined by IPC extended by a set (not necessarily finite)
of positive formulas.
Our goal is to prove the following theorem.
Theorem 4.4. An superintuitionistic logic is positively defined if and only
if the corresponding variety is B-saturated.
It is clear that a logic L is p-defined if and only if its corresponding variety
VL can be defined over H by a set of positive formlas. Thus, Theorem 4.4 is
equivalent to the following theorem.
Theorem 4.5. A variety V ⊆ H is B-saturated if and only if V can be
defined over H by a set of positive formulas.
Proof. Let V be a B-saturated variety. Let us prove that V can be defined
over H by the set F of all positive formulas valid in V.
Indeed, let V ′ be a variety defined over H by F . Clearly, V ′ is the greatest
variety in which all formulas from F are valid. So, since every formula from
F is valid in V, we have V ⊆ V ′, and all we need to prove is V ′ \ V = ∅.
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Indeed, assume to the contrary that V ′ \ V 6= ∅. Then there is a formula
A, such that
V |= A, while V ′ 6|= A. (17)
Suppose that pi is a finite set of variables such that pi(A) ⊂ pi. Due to V
is B-saturated variety, from V |= A, by Theorem 4.3, we conclude V |= Api.
Let us observe that Api is a positive formula and, hence, Api ∈ F . But V ′ is
defined by formulas F , hence V ′ |= Api. Note that V ′ |= Api entails
V ′ |= A, (18)
because A can be derived in Int from Api by substituting p with 0. And
(18) contradicts (17). 
Let us note that Theorem 4.3 (more precisely the equivalence of (a) and
(b)) is a generalization of [31][Theorem 1 of $7] to p-defined logics.
Corollary 4.6. Let P be a positive logic, L := Int + P and Γ be a set of
positive formulas. Then Γ is P-unifiable if and only if Γ is L-unifiable.
Proof. If Γ is P-unifiable, then any P-unifier of Γ is at the same time a
L-unifier. Hence, Γ is L-unifiable.
Conversely, suppose that σ is a L-unifier of Γ and Γ := {Ai, i < n}. Thus
⊢L σ(Ai) for all i < n. Let pi be set of variables strongly containing a set of
all variables occurring in all formulas Ai, i < n. Logic L is positively defined,
hence, by Theorem 4.5, variety VL is B-saturated and we can apply Theorem
4.3 and conclude that ⊢L σ(Ai)
pi for all i < n. Recall that all formulas Ai
are positive and, by Proposition 4.2, there is a positive substitution σpi such
that σ(Ai)
pi = σpi(A), i < n.
by Corollary 3.3, 
In [32] Wron´ski observed that the cardinality of ExtInt+ is that of con-
tinuum. From Corollary 3.4 it follows that the cardinality of the set of
p-defined logics is not less than cardinality of ExtInt+. Thus, the following
holds.
Corollary 4.7. There is continuum many p-defined logics and, hence, there
is continuum many p-saturated varieties of Heyting algebras.
Example 5. Recall from [12] that all si-logics between Int and Int+¬p∨¬¬p
have the same positive fragment . Hence, besides Int, neither of these logics
is p-defined, and, consequently, besides H neither extension of KC is B-
saturated.
5. Admissibility of Rules in Positive Logics
The goal of this section is to prove the following theorem.
Theorem 5.1. Let P be a positive logic, r := Γ/∆ be a positive m-rule and
L := Int+ P. Then
|∼
P r if and only if |∼L r.
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Proof. Suppose that |∼L r. Consider four cases:
(a) Γ 6= ∅ and ∆ 6= ∅;
(b) Γ 6= ∅ and ∆ = ∅;
(c) Γ = ∅ and ∆ 6= ∅;
(d) Γ = ∅ and ∆ = ∅.
(a) Suppose that Γ 6= ∅ and ∆ 6= ∅. Then any substitution σ ∈ Σ
that L-unifies Γ at the same time L-unifies at least one formula from ∆.
Thus, if σ+ is a positive substitution that P-unifies Γ, we have σ+(B) ∈ L
for some formula B ∈ ∆. Recall that B is a positive formula. Therefore,
σ+(B) is a positive formula and, by Corollary 3.3, σ+(B) ∈ P if and only
if σ+(B) ∈ (Int + P)+ ⊆ L. Hence, if σ+ P-unifies B, that is, m-rule r is
admissible for P.
(b) If Γ 6= ∅ and ∆ = ∅, then L-admissibility of r means that neither sub-
stitution L-unifies Γ, which, in turn means that neither positive substitution
P-unifies Γ.
(c) If Γ = ∅ and ∆ 6= ∅, then L-admissibility of r means that at least one
formula B from ∆ is in L. Due to B is positive, B ∈ L+ and, by Corollary
3.3, L+ = P, i.e. B ∈ P. Hence, r is P-admissible.
(d) If Γ = ∅ and ∆ = ∅, then L-admissibility means that L is inconsis-
tent, that is, L = For, therefore, P = L+ = For+, and r is P-admissible.
Conversely, suppose that 6 |∼L r. We need to show that 6 |∼P r. We again
consider four above cases.
(a) If 6 |∼L r, there is a substitution σ that L-unifies Γ := {Ai, i < n} but
not L-unifies any formula from ∆ := {Bj , j < m}. Let pi be a set of variables
such that
⋃
i<n pi(Ai)∪
⋃
j<m pi(Bj) ⊂ pi, i.e. pi contains all variables from all
formulas from r and at least one extra variable. Logic Int+ P is positively
defined, hence, by Theorem 4.4, the corresponding variety V is B-saturated.
Recall that by Theorem 4.3, for any positive formula C, V |= C if and only
if V |= Cpi. Hence, for all i < n
V |= σ(Ai) if and only if V |= σ(Ai)
pi
and, by Proposition 4.2, there is a positive substitution σpi such that
V |= σ(Ai)
pi if and only if V |= σpi(Ai).
Thus σpi is a P-unifier for Γ. A similar argument shows that σpi does not
P-unify any formula Bj , j < m, which means that r is not admissible for P,
that is, 6 |∼P r.
(b) If ∆ = ∅ and 6 |∼L r, it simply means that Γ is L-unifiable. We can
repeat the argument from case (a) and conclude that Γ is P -unifiable, hence,
rule Γ/∅ is not admissible for P.
(c) If 6 |∼L ∅/∆, then ∆ ∩ L = ∅ and, due to all formulas from ∆ are
positive, ∆ ∩ L+ = ∅. Recall that L+ = P, hence, ∆ ∩ P = ∅, which means
6 |∼
P ∅/∆.
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(d) 6 |∼L ∅/∅ means that L is consistent. Hence, p /∈ L, where p is a
variable. But p is a positive formula, i.e. L+ 6= For+. Thus, we have
P = L+ 6= For+, which means that P is consistent and 6 |∼P ∅/∅. 
6. Derivability of Rules in Positive Logics
Definition 6.1. Let R be a set of m-rules, r be an m-rule and V be a variety.
Then r (semantically) V-follows from R (in symbols R |=V r) if
A |= R entails A |= r for every A ∈ V.
In a natural way, the above definition can be extended to the logics.
Definition 6.2. Let R be a set of m-rules, r be an m-rule and L be a logic.
Then r (semantically) L-follows from R (in symbols R |=L r) if R |=VL r, that
is, r follows from R where V w.r.t. variety corresponding to L.
Theorem 6.1. Let P be a positive logic and L := Int + P. If R is a set of
positive m-rules and r is a positive m-rule, then
R |=P r if and only if R |=L r.
Proof. Suppose that R 6|=L r. Then there is a Heyting algebra A ∈ VL such
that A |= R and A 6|= r. Due to A ∈ VL, all formulas from P are valid in A
and, hence, A+ ∈ VP. Since all rules that we consider are positive, A
+ |= R
and A+ 6|= r. Thus, R 6|=P r.
Conversely, suppose that R 6|=P r. Then there is a Brouwerian algebra
B ∈ VP such that B |= R and B 6|= r. Since r contains only finite number
of variables, without loosing generality we can assume that B is finitely
generated. Hence, B has the least element and B can be viewed as a Heyting
algebra that we denote B0. Due to B ∈ VP, all formulas from P are valid in
B, and, hence, all formulas from P are valid in B0. Thus, B0 ∈ VL. Now,
recall that R and r are positive rules, therefore, B0 |= R and B0 6|= r, and
this means that R 6|=L r. 
The above theorem has two useful corollaries. First, we recall the notion
of independence of a set of m-rules.
Definition 6.3. Let L be a logic. A set of m-rules R is called L-independent
if no rule r ∈ R L-follows from R \ {r}.
Corollary 6.2. Let P be a positive logic and L := Int+P. Then a set R of
positive m-rules is P-independent if and only if R is L-independent.
Definition 6.4. Let L be a logic. A set of admissible m-rules R is called a
basis of L-admissible rules if any admissible for L rule L-follows from R. A
basis R is called independent if R is L-independent set.
Corollary 6.3. Let P be a positive logic and L := Int+P. If a set of positive
m-rules R forms an L-basis of L-admissible rules, then R forms a P-basis of
P-admissible rules. If R is a L independent basis, the R is P-independent as
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If R is a basis of P-admissible m-rules, then any admissible for L positive
m-rule L-follows from R.
Example 6. An independent basis for Int consisting of positive m-rules
had been constructed in [13][Theorem 3.12]. This set of m-rules forms an
independent basis for admissible Int+-rules.
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