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Quantum algorithms for diverse problems, including search and optimization problems, require
the implementation of a reflection operator over a target state. Commonly, such reflections are
approximately implemented using phase estimation. Here we use a linear combination of unitaries
and a version of amplitude amplification to approximate reflection operators over eigenvectors of
unitary operators using exponentially less ancillary qubits in terms of a precision parameter. The
gate complexity of our method is also comparable to that of the phase estimation approach in a
certain limit of interest. Like phase estimation, our method requires the implementation of controlled
unitary operations. We then extend our results to the Hamiltonian case where the target state is
an eigenvector of a Hamiltonian whose matrix elements can be queried. Our results are useful
in that they reduce the resources required by various quantum algorithms in the literature. Our
improvements also rely on an efficient quantum algorithm to prepare a quantum state with Gaussian-
like amplitudes that may be of independent interest. We also provide a lower bound on the query
complexity of implementing approximate reflection operators on a quantum computer.
I. INTRODUCTION
Large quantum computers will be able to solve prob-
lems that may never be solved by classical comput-
ers. There are numerous examples of problems for
which a quantum speedup exists -see Ref. [1] for a sum-
mary. Rather than investigating new problems, this pa-
per is concerned with improving the resources required
by known quantum algorithms for, e.g., adiabatic state
transformations, search, and related optimization prob-
lems, including those in Refs. [2, 3].
A key procedure that is used in Refs. [2, 3] is that of
performing a reflection (a unitary transformation) over a
target quantum state |ψ0〉 ∈ H, where H is a Hilbert
space of dimension D < ∞. This reflection may be
used within the context of amplitude amplification, a
well-known technique for quantum algorithms [4–6]. The
quantum state has the property that it is the unique
eigenvector of a unitary U of eigenvalue 1 (eigenphase
λ0 = 0), i.e.,
U |ψ0〉 = eiλ0 |ψ0〉 = |ψ0〉 , (1)
although more complicated cases can be analyzed sim-
ilarly (e.g., when the degeneracy of the eigenvalue 1 is
greater than one or when λ0 6= 0 is known). Here we as-
sume that there is a procedure to implement a controlled
operation U and U†. We will measure the query com-
plexity of a quantum algorithm, CU , as the number of
times that U and U†, or their controlled versions, have
to be invoked to solve the problem, with sufficiently high
probability and precision. The gate complexity, CB , will
be the number of additional two-qubit gates that are in-
dependent of U . If Rψ0 is the desired reflection, it has to
satisfy
Rψ0 |ψ0〉 = |ψ0〉 , (2)
Rψ0 |ψ⊥〉 = −|ψ⊥〉 , (3)
where |ψ⊥〉 is any quantum state that is orthogonal to
|ψ0〉, i.e., 〈ψ0|ψ⊥〉 = 0. We are interested in using the
(controlled) operations U and U† to implement R˜ψ0 such
that it is an -approximation of Rψ0 , for a given precision
parameter  < 1.
Constructing R˜ψ0 from U and U
† is not trivial in
general and may require using additional information
about U . We will assume that there exists a known
∆ > 0 so that any other nonzero eigenphase of U satisfies
∆ ≤ λj ≤ 2pi − ∆, j > 0. This additional information
is also used in Refs. [2, 3] and may not be too strong.
A standard procedure to build R˜ψ0 is then via the well
known phase estimation algorithm (PEA) [7]. Roughly,
the steps to implement the reflection using the PEA are
as follows: i) encode the value of the eigenphase in an an-
cillary n-qubit register, ii) perform a reflection over the
ancillary state |0〉 = |0〉⊗n (representing λ0 = 0), and iii)
implement the inverse of the operation in step i).
Our main goal is to significantly improve the number
of ancillary qubits required by the above PEA approach,
without increasing the query and gate complexities. To
this end, we will use two techniques considered recently
within the context of Hamiltonian simulation [8]. One
technique is based on a decomposition of a unitary oper-
ation as a linear combination of unitaries (LCU), which
was also considered in other works [8–11]. The other
technique is based on a version of amplitude amplification
and we refer to it as oblivious amplitude amplification
(OAA), which was also considered in Ref. [8]. We present
a quantum algorithm that implements R˜ψ0 and requires
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2n = O(log log(1/) + log(1/∆)) ancillary qubits. We
demonstrate that this is an improvement with respect to
the PEA approach where the number of ancillary qubits
is n = O(log(1/) log(1/∆)). The gate complexity of our
quantum algorithm is comparable to that of the PEA ap-
proach in a limit of interest where ∆ = O(1/ log(1/)).
This limit includes cases where ∆  1 and   1. The
gate complexity is O(log(1/∆) log(log(1/∆)/)). We em-
phasize that our analysis of the gate complexity of the
PEA approach leads to an improvement which is almost
quadratic in log(1/∆) over that stated in [2]. This is
made possible through use of the approximate quantum
Fourier transform. The query complexity of both ap-
proaches is CU = O(log(1/)/∆). Our results are there-
fore useful to reduce the number of ancillary qubits re-
quired by various quantum algorithms in the literature.
A similar problem was considered in Ref. [12], where
the author showed that R˜ψ0 can be implemented us-
ing O(log(1/∆)) ancillary qubits and O(log2(1/)/∆)
queries. We consider our results to be an improvement
of Ref. [12] since the -dependence of the number of an-
cillary qubits in our approach is still too small and the
query complexity is the same as the PEA approach, i.e.,
smaller than that of Ref. [12].
Our paper is organized as follows. In Sec. II we for-
malize the problem. In Sec. III we discuss the resources
needed to perform reflections using the PEA approach
and analyze the case where the approximate quantum
Fourier transform is considered. In Sec. IV we describe
our quantum algorithm (the LCU approach) based on the
Poisson summation formula and the approximation as a
LCU. The correctness of the LCU approach is discussed
in Sec. IV A. The operations involved in our quantum al-
gorithm are discussed in detail in Secs. IV B and IV C.
The resources required by our approach are discussed in
Sec. IV D. In Sec. V we extend our results to the Hamil-
tonian case, which is basically given when U = ei(H−λ0),
for some Hamiltonian H. To obtain the complexities and
number of ancillary qubits needed in this case we resort to
a recent method for Hamiltonian simulation in Ref. [13].
Finally, we obtain a lower bound on the query complexity
in Sec. VI.
II. PROBLEM STATEMENT
Let U and Rψ0 be the unitaries of Sec. I. Our goal
is to construct a quantum algorithm that implements a
unitary operation A that approximates a reflection over
a target state |ψ0〉 as follows:
‖A |0〉 |ξ〉 − |0〉 (Rψ0 |ξ〉)‖ ≤  . (4)
 > 0 is a given error parameter, |ξ〉 ∈ H is any quantum
state, and |0〉 is an ancillary state of n qubits. ‖.‖ is the
Euclidean norm. We assume that there is a mechanism
to implement controlled unitaries U and U† and other
U -independent quantum gates. The query complexity of
our quantum algorithm is measured by the number of
controlled-U and their inverses needed to apply A. The
gate complexity is the number of additional two-qubit
gates (independent of U) to implement A. These two-
qubit gates are assumed to be exactly implemented (i.e.,
we do not invoke any error correction or approximation
method such as those discussed in Ref. [14]).
The Hamiltonian version of this problem is defined
such that |ψ0〉 is an eigenstate of a Hamiltonian H where
‖H‖ ≤ 1. In this case we need a mechanism U ′ that im-
plements an approximation of U := ei(H−λ0) so we can
reduce this problem to the one described above. Here,
λ0 is the eigenvalue of H corresponding to |ψ0〉 and is as-
sumed to be known. We consider the scenario where H
is d-sparse and its matrix elements can be queried. That
is, any row (column) of the D×D matrix H has at most
d nonzero matrix elements. We assume that there is a
procedure QH that computes such elements as follows.
For any j ∈ {1, 2, . . . , D} and l ∈ {1, 2, . . . , d},
QH |j, l〉 → |j, v(j, l)〉 , (5)
where v(j, l) is the row index of the l-th nonzero matrix
element in the j-th column of H. The procedure QH also
allows us to perform the transformation
QH |j, k, z〉 → |j, k, z⊕ hjk〉 (6)
for any j, k ∈ {1, 2, . . . , D}. hjk is the corresponding ma-
trix element of H (assumed to be described within a fixed
number of bits h) and z ∈ {0, 1}h. This procedure is
used in several recent methods for Hamiltonian simula-
tion (c.f., Ref. [13]). References [8, 13, 15] describe a way
to construct U ′ using QH , satisfying
‖U ′ |0〉 |ξ〉 − |0〉U |ξ〉 ‖ ≤ ε , (7)
for any 0 < ε < 1 and any |ξ〉. |0〉 is an ancillary state of
n′H ≥ 1 qubits.
III. THE PEA APPROACH
For completeness, we provide a method to perform ap-
proximate reflections on the target state |ψ0〉 using the
PEA. This method was used in Refs. [2, 3, 16]. The PEA
is depicted in Fig. 1 and is represented by a system-ancilla
unitary W . F d is the well-known quantum Fourier trans-
form [7]. We consider the case where the input state |ψj〉
is an eigenstate of U of eigenphase λj . The quantum state
prepared right before the action of (F d)† is (M = 2n)
1√
M
M−1∑
m=0
|m〉 eimλj |ψj〉 . (8)
If λj = 0 (i.e., j = 0), the action of (F
d)† transforms
the state exactly back to |0〉 |ψ0〉 = |0〉⊗n |ψ0〉. We let
R := 2P − 1l be the simple reflection operator over the
3FIG. 1: Phase estimation algorithm. The unitary W can be
used to construct an approximate reflection over the eigen-
state |ψ0〉 of the unitary U .
ancilla state |0〉 and P := |0〉〈0| ⊗ 1l is the projector. We
also define the unitary A := W †RW .
The state |0〉 |ψ0〉 is invariant if we act with A because
R |0〉 |ψ0〉 = |0〉 |ψ0〉. The situation is different if j 6= 0
and λj > 0. It is well-known (c.f., [17, 18]) that if ∆ ≤
λj ≤ 2pi−∆, choosing n = O(log(1/∆)) suffices to satisfy
W |0〉 |ψj〉 = √p |0〉 |ψj〉+
√
1− |p||0⊥〉 |ψj〉 . (9)
Here, |ψj〉 is the eigenvector with j > 0 and |0⊥〉 is a
quantum state that has support in the subspace of the
ancilla orthogonal to |0〉. |p| is a constant that satisfies,
e.g., |p| < 1/16.
Applying A to |0〉 |ψj〉 approximates then the desired
reflection with constant approximation error. To see this,
we note that
〈0| 〈ψj |W † |0〉 |ψj〉 = √p∗ , (10)
〈0| 〈ψj |W †|0⊥〉 |ψj〉 =
√
1− |p| , (11)
and then
〈0| 〈ψj |A |0〉 |ψj〉 = −1 + 2|p| . (12)
Since A is unitary, Eq. (4) follows with  = 2
√|p| < 1/2.
To improve the approximation error to O(), it suffices
to run q = O(log(1/)) PEAs as in Fig. 2. The unitary
operation B is composed of q quantum Fourier trans-
forms in parallel and the operation W is depicted in the
figure. The total number of ancillary qubits is
n = O
(
log
(
1

)
log
(
1
∆
))
(13)
and p in Eq. (9) is now bounded as, e.g., |p| = O(2). It
follows that, for A = W †RW ,
‖(A− 1l) |0〉 |ψ0〉‖ = 0 ,
‖(A+ 1l) |0〉 |ψj〉‖ ≤  , j > 0 , (14)
(a)
(b)
FIG. 2: (a) Quantum algorithm to implement the approxi-
mate reflection A based on repeated uses of the PEA. n′ =
O(log(1/∆)). (b) The controlled U˜ operation expanded out.
FIG. 3: Circuit to implement the reflection R used in the PEA
approach (up to an irrelevant phase of -1). The multiply-
controlled NOT gate can be decomposed into a number of
two-qubit gates that scales linearly with the number of qubits
using one additional qubit [19]. X and H are the Pauli and
Hadamard single-qubit gates, respectively.
so that Eq. (4) follows and the approximate reflection is
implemented.
The gate complexity of this approach is of order q times
the gate complexity of the quantum Fourier transform,
which is O(log2(1/∆)). Nevertheless, it suffices to imple-
ment each quantum Fourier transform with constant pre-
cision by leaving out some number of controlled rotations
with small angles. This is because, under the approxima-
tion, we still satisfy A |0〉 |ψ0〉 = |0〉 |ψ0〉, which is a prop-
erty that has not been exploited in previous works. Fol-
lowing Ref. [20], this reduces the gate complexity of each
quantum Fourier transform to O(log(1/∆) log log(1/∆)).
The operation R of Fig. 2 can be implemented by the
circuit shown in Fig. 3 , which requires using two-qubit
gates that scale linearly with the size of the ancilla. The
4overall gate complexity is then
CB = O
(
log
(
1

)
log
(
1
∆
)
log log
(
1
∆
))
. (15)
The query complexity is CU = O(log(1/)/∆).
IV. THE LCU APPROACH
We will first approximate a reflection operator by a
polynomial in U and U†. We start with the Poisson sum-
mation formula, which states
∞∑
k=−∞
f(k) =
√
2pi
∞∑
l=−∞
fˆ(2pil) . (16)
Here f is a Schwartz function and fˆ is the (unitary)
Fourier transform:
fˆ(y) =
1√
2pi
∫ ∞
−∞
dx f(x)e−iyx , (17)
y, x ∈ R. In our case, we choose f(x) =
e−((λ+2pix)/δz)
2/2, for some δz > 0, and fˆ(y) =
δz e−(yδz)
2/(8pi2)eiyλ/(2pi)/(2pi) . Then,
∞∑
k=−∞
e−((λ+2pik)/δz)
2/2 =
δz√
2pi
∞∑
l=−∞
e−(lδz)
2/2eilλ .
(18)
We will relate λ to the eigenphase of the unitary U . As
expected, the summation formula is invariant under the
transformation λ→ λ±2pi. For the following corollaries,
we define
αl :=
δz√
2pi
e−(lδz)
2/2 . (19)
Lemma 1 in Appendix A implies:
Corollary 1. Let 1/5 ≥  > 0 and ∆ > 0. Then, there
exist δz = O(∆/
√
log(1/)) and L = O(log(1/)/∆) such
that ∥∥∥∥∥
(
L−1∑
l=−L
αlU
l − 1l
)
|ψ0〉
∥∥∥∥∥ = O() (20)
and, for 0 < ∆ ≤ λj ≤ 2pi −∆ (i.e., j > 0),∥∥∥∥∥
(
L−1∑
l=−L
αlU
l
)
|ψj〉
∥∥∥∥∥ = O() . (21)
The proof follows simply by replacing U → eiλj
in Lemma 1 of Appendix A and by noticing that
δze−(Lδz)
2/2 = O() if we choose the right constants hid-
den by the order notation of L and δz. Additionally, we
obtain:
Corollary 2. Let 1/5 ≥  > 0, ∆ > 0, and
β−L, . . . , βL−1 be complex numbers such that, for any
state |ξ〉, ∥∥∥∥∥
(
L−1∑
l=−L
(αl − |βl|/2)Ul
)
|ξ〉
∥∥∥∥∥ = O() . (22)
Then, there exist δz = O(∆/
√
log(1/)) and L =
O(log(1/)/∆) such that∥∥∥∥∥
(
L−1∑
l=−L
|βl|
2
U l − 1l
)
|ψ0〉
∥∥∥∥∥ = O() (23)
and, for 0 < ∆ ≤ λj ≤ 2pi −∆ (i.e., j > 0),∥∥∥∥∥
(
L−1∑
l=−L
|βl|
2
U l
)
|ψj〉
∥∥∥∥∥ = O() . (24)
The proof follows simply from Cor. 1 and the triangle
inequality.
Without loss of generality we can choose L = 2m−1,
m ≥ 1, to be a power of 2. This will simplify the imple-
mentation of certain gates in our quantum algorithm.
Definition 1. The approximate reflection operator for
the LCU approach is
R˜ψ0 =
L−1∑
l=−L
|βl|U l − 1l . (25)
That is, R˜ψ0 can be written as a polynomial in U and
U†, and approximates Rψ0 since Corollary 2 and the def-
inition of βl imply
‖Rψ0 − R˜ψ0‖ = O() . (26)
The important property is that R˜ψ0 is a LCU and also
approximates a unitary transformation. We can then use
the results of Ref. [8] to build a quantum algorithm that
implements Rψ0 , in the sense of Eq. (4), as follows. With-
out loss of generality, we rewrite
R˜ψ0 =
L+2∑
l=−L
|βl|U¯l . (27)
For −L ≤ l ≤ L− 1, the coefficients βl are as in Eq. (22)
and the unitaries are U¯l := U
l. For l = L we define
βL := 1 and U¯L := −1l. For L + 1 ≤ l ≤ L + 2 the
coefficients are βl := (1/ sinα − 3)/2 and the unitaries
are U¯L+1 := 1l and U¯L+2 := −1l. The angle is α =
pi/10 and the last two terms in the LCU add up to zero.
These terms are needed to fit the framework of oblivious
amplitude amplification (OAA) introduced in Refs. [8, 15]
as we will explain below.
We assume that there is a mechanism select(U¯) to im-
plement controlled-U¯ operations as follows:
select(U¯) |l〉 |ξ〉 := |l〉 U¯l |ξ〉 . (28)
5The details of this mechanism are explained in Sec. IV C.
We also assume the existence of a unitary B that acts as
B |0〉 = 1√
s
L+2∑
l=−L
√
βl |l〉 . (29)
Here, s =
∑L+2
l=−L |βl| and |0〉 is the n-qubit state |0〉⊗n.
The states |l〉 do not necessarily refer to a binary rep-
resentation of the integer l + L; it suffices to satisfy
〈l| l′〉 = δl,l′ . The details of B are explained in Sec. IV B.
From Eq. (23) and (27) we obtain
|s− 1/ sinα| = O() . (30)
If we define
W := (B† ⊗ 1l)(select(U¯))(B ⊗ 1l) , (31)
then
W |0〉 |ξ〉 = 1
s
|0〉 R˜ψ0 |ξ〉+
√
1− 1
s2
|Φ〉 (32)
for some |Φ〉 whose ancillary state is supported in the
subspace orthogonal to |0〉. Our goal is to prepare the
first term on the right hand side of Eq. (32).
Last, and as in Sec. III, we define the n-qubit ancilla
reflection operator R := 2P − 1l, where P := |0〉〈0| ⊗ 1l is
a projector (i.e., P 2 = P ).
Following Refs. [8, 15], if we were to assume that s is
exactly 1/ sin(pi/10) and R˜ψ0 is an exact unitary opera-
tion, we would obtain
A |0〉 |ξ〉 = |0〉 R˜ψ0 |ξ〉 , (33)
with
A := WRW †RWRW †RW , (34)
also being a unitary operation. The quantum state on
the right hand side of Eq. (33) is the desired state. This
corresponds to two rounds of OAA rather than one as in
Refs. [8, 15], reason why we chose α = pi/10.
Since neither s = 1/ sin(pi/10) nor R˜ψ0 is a unitary, our
previous assumptions and Eq. (33) are invalid. However,
due to our error bounds, it follows that (Sec. IV A)
‖A |0〉 |ξ〉 − |0〉 R˜ψ0 |ξ〉 ‖ = O() , (35)
for any |ξ〉 ∈ H, which is our desired goal. Then, our
quantum algorithm to implement the approximate reflec-
tion is simply the operation A.
A. Correctness
To show that the quantum algorithm for the LCU ap-
proach works, we need to show that Eq. (4) is valid. To
this end, we note that PAP can be written as,
PAP =5PWP − 20PWPW †PWP+
+ 16PWPW †PWPW †PWP. (36)
We then use PWP = (1/s)P ⊗ R˜ψ0 and obtain
PAP = P ⊗
(
5
s
R˜ψ0 −
20
s3
R˜ψ0R˜
†
ψ0
R˜ψ0
+
16
s5
R˜ψ0R˜
†
ψ0
R˜ψ0R˜
†
ψ0
R˜ψ0
)
. (37)
A simple calculation implies
|1− 5/s+ 20/s3 − 16/s5| = O() . (38)
Also, our construction implies
‖1l− R˜†ψ0R˜ψ0‖ = O() (39)
so that using the triangle inequality
‖PAP − P ⊗ R˜ψ0‖ = O() , (40)
‖PAP − P ⊗Rψ0‖ = O() . (41)
Since both A and Rψ0 are unitaries, we obtain ‖PAP −
AP‖ = O(). Then Eq. (35) follows from the trian-
gle inequality. Finally, using the right constants hidden
by the order notation in the approximation errors (see
Lemma 1), Eq. (26) implies Eq. (4).
B. The operation B
Our quantum algorithm uses the operation B defined
in Eq. (29). In Appendix B we prove the existence of a
quantum algorithm Bˆ that prepares the quantum state
1√
2
L−1∑
l=−L
√
βl |l〉 , (42)
where |−L〉 = |0 . . . 00〉 , |−L+ 1〉 = |0 . . . 01〉 , |L− 1〉 =
|1 . . . 11〉 and the number of qubits is m = log2(2L). The
parameter L is as in Lemma 1 and Corollary 1. The
complex numbers βl satisfy Eq. (22).
The quantum state of Eq. (29) has 2L+ 3 amplitudes.
To build B we start with a quantum algorithm that pre-
pares the two-qubit ancillary state proportional to
√
2 |00〉+
√
βL |01〉+
√
βL+1 |10〉+
√
βL+2 |11〉 . (43)
This can be done with constant gate complexity. We then
add a system of m qubits initialized in |0〉⊗m. Last, we
apply Bˆ conditional on the first two qubits being in |00〉.
The prepared state is
|00〉
L−1∑
l=−L
√
βl |l〉+
√
βL |010 . . . 0〉+ (44)
+
√
βL+1 |100 . . . 0〉+
√
βL+2 |110 . . . 0〉 ,
where l denotes the integer l+L in binary using m bits.
6FIG. 4: The select(U¯) operation for n = 6 and L = 8.
C. The operation select(U¯)
The operation select(U¯) acts as in Eq. (28). We label
the n qubits of the ancillary state as 1, 2, . . . , n = 2 +m.
The first two qubits are the ancillary qubits used to pre-
pare the state of Eq. (43). Conditional on the state of
these two qubits being |01〉, |10〉, and |11〉, select(U¯) ap-
plies the unitary −1l, 1l, and −1l, respectively. This opera-
tion can be summarized with the diagonal Pauli operator
Z acting on the second qubit. Next, conditional on the
state of these first two qubits being in |00〉, select(U¯) ap-
plies the operation U−L. Last, conditional on the state of
the n qubits being in |00b3 . . . bn〉 (bi ∈ {0, 1}), select(U¯)
applies the operation
U
∑n
j=3 2
n−jbj . (45)
An example of a select(U¯) operation is shown in Fig. 4.
Its action for different basis states of the ancillary system
is
select(U¯)

|00〉 |l〉 |ξ〉 → |00〉 |l〉U l−8 |ξ〉 , 0 ≤ l ≤ 15 ,
|010000〉 |ξ〉 → − |010000〉 |ξ〉 ,
|100000〉 |ξ〉 → |100000〉 |ξ〉 ,
|110000〉 |ξ〉 → − |110000〉 |ξ〉 .
(46)
D. Ancillary qubits and complexity
The operation A uses the operation B of Sec. IV B.
Then, the number of ancillary qubits is n = 2+m. Using
the results of Lemma 1, we obtain
n = O (log log(1/) + log(1/∆)) . (47)
The number of ancillary qubits for the LCU approach is
then a significant improvement with respect to the num-
ber of ancillary qubits of the PEA approach – see Eq. (13)
for a comparison.
The operation A uses W and W † five times. It follows
that B (Bˆ) and B† [(Bˆ)†] are also used a constant number
of times. Following Sec. IV B and Appendix B,
Bˆ |0〉 = F˜ dc |φ〉 , (48)
where F˜ dc is an O() approximation of the centered
Fourier transform F dc . According to Eq. (B5), the cen-
tered Fourier transform uses the QFT three times. Thus,
its gate complexity is of the same order as that of the
QFT. The approximate centered Fourier transform F˜ dc
uses an approximate unitary QFT that is obtained by
avoiding those phase gates where the phases are suffi-
ciently small. Using the results of Ref. [20], the gate
complexity of F˜ dc is
O (m log(m/)) . (49)
Lemma 2 in Appendix B implies that the state |φ〉 is
a superposition of 2L∗ = O(log(1/)) basis states. Then,
Ref. [21] provides a method to prepare such a state over
log2(2L
∗) qubits with gate complexity that is O(L∗). It
is important to remark that no other ancillary qubits are
needed to prepare |φ〉. The method in Ref. [21] requires
precomputing O(L∗) rotation angles classically with suf-
ficiently high precision. This results in an additional clas-
sical complexity that we do not consider here since this
step has to be done only one time and does not change
the quantum gate complexity.
The state thus prepared is only on a register of
log2(2L
∗) qubits however, whereas the F˜ dc operation acts
on a Hilbert space of m = log2(2L) qubits. Specifi-
cally, F˜ dc needs to act on a state of the form
∑L−1
l=−L γl |l〉
where γl’s correspond to the amplitudes of |φ〉 for −L∗ ≤
l ≤ L∗ − 1 and are 0 otherwise. In other words, the
state |φ〉 needs to be centered on a register of m qubits
that encodes 2L basis states. This can be done using
log2(L − L∗) = O (log(log(1/)/∆)) two qubit gates, as
shown in Appendix C.
In the limit where ∆ = O
(
1
log(1/)
)
, which includes
cases where ∆ 1,  1, we obtain m = O(log(1/∆)).
The overall gate complexity of B in this limit is then
CB = O
(
log
(
1
∆
)
log
(
log
(
1
∆
)

))
. (50)
This is comparable to the gate complexity obtained in
the PEA approach – see Eq. (15).
The query complexity to implement select(U¯) is, at
most, L. So the total query complexity of the LCU ap-
proach is CU = O(log(1/)/∆). This is similar to the
query complexity of the PEA approach.
V. REFLECTIONS AND HAMILTONIANS
In this section we discuss the case of reflections over
eigenstates of Hamiltonians. This case is relevant for,
e.g., Ref. [3]. We let H be a Hamiltonian acting on states
in H such that
H |ψj〉 = λj |ψj〉 , (51)
7j = 0, 1, . . . , D − 1 and |ψ0〉 is the target state. The
eigenvalues satisfy
|λ0 − λj | ≥ ∆ , j > 0 . (52)
That is, ∆ is a lower bound on the spectral gap. Since
we work with finite dimensional Hilbert spaces, we can
assume ‖H‖ ≤ 1.
We seek an approximation of the operator that makes
reflections over |ψ0〉. Then, under the assumptions, we
can readily use the results for the unitary case if we take
U := ei(H−λ0) . (53)
This is the evolution operator induced by H for a unit of
time.
We consider the scenario described in Sec. II where the
matrix elements of H can be queried. References [8, 13,
15] provide then a way to construct an approximation of
U using the queries QH .
Definition 2. The query complexity of implementing an
approximate reflection over |ψ0〉 in the Hamiltonian case,
CH , is the number of times the procedure QH is invoked.
Clearly, CH will depend on the approximation error
and the Hamiltonian simulation method used to imple-
ment an approximation of U . For example, using the
method in Ref. [13], we can construct a unitary operator
U ′ using the procedure QH
O
(
d+
log(1/ε)
log log(1/ε)
)
(54)
times, and
‖U ′ |0〉⊗n′H |ξ〉 − |0〉⊗n′H U |ξ〉 ‖ ≤ ε . (55)
n′H is the number of ancillary qubits required to imple-
ment U ′. We note that in the approximation of Rψ0 of
Def. (1), the degree of the polynomial in U and U† is
L = O(log(1/)/∆). We will then choose ε = O(/L)
and define:
Definition 3. The approximate reflection operator in the
Hamiltonian case is
R˜ψ0 =
L−1∑
l=−L
|βl|U ′l − 1l . (56)
This definition implies
‖R˜ψ0 |0〉⊗n
′
H |ξ〉 − |0〉⊗n′H Rψ0 |ξ〉 ‖ = O() . (57)
Following Sec. IV, the quantum algorithm to imple-
ment the approximate reflection is then
A := WRW †RWRW †RW , (58)
and
W := (B† ⊗ 1l)(select(U¯))(B ⊗ 1l) . (59)
The operation B is the one described in Sec. IV B. The
operation select(U¯) is similar to the one described in
Sec. IV C with the only difference being that the uni-
tary U is replaced by the unitary U ′. R is a reflection
operator acting on n qubits as in Eq. (47). Using the
right constants in the order notation, this definition of A
implies Eq. (4).
It follows from Ref. [13] that the query complexity of
implementing A is
CH = O
(
L
(
d+
log(L/)
log log(L/)
))
, (60)
where L = O(log(1/)/∆) has been determined in
Lemma 1. The number of additional two-qubit gates also
depends on the Hamiltonian simulation method that is
used to implement A. For example, following Ref. [13],
the gate complexity is dominated by that of the Hamil-
tonian simulation method and is
CB = O ((logD + h polylog(h))CH) , (61)
where h is the number of bits of precision of the matrix
elements of H. Last, the total number of ancillary qubits
resulting from Ref. [13] for the Hamiltonian case is also
nH = O (log log(1/) + log(1/∆)) , (62)
i.e., n′H = O(1).
As in the LCU approach, the total number of qubits
is an improvement with respect to those needed if we
followed the PEA approach for the current case.
VI. LOWER BOUND ON QUERY
COMPLEXITY
In this section we obtain a lower bound on the query
complexity of performing a reflection over an eigenvector
of the unitary operator U . The proof is based on the op-
timality of Grover’s search algorithm. We consider the
unstructured search problem with a unique marked el-
ement |t〉 in a search space of size D and write |s〉 for
the equal superposition state. In Ref. [22] it was shown
that the number of queries to the black box needed to
solve this problem with a quantum computer and prob-
ability greater or equal than 1 − ν is Θ(√D log(1/ν)),
with ν ≥ 2−D.
We define
|ψ˜0〉 := |s〉+ |t〉√
2(1 + 1/
√
D)
. (63)
and note that
Rψ˜0 |s〉 = |t〉 , (64)
with Rψ˜0 := 2|ψ˜0〉〈ψ˜0|−1l being also a reflection operator.
It follows that the search problem can be solved exactly
with a single application of Rψ˜0
8Motivated by the action of Rψ˜0 , we let Rt := 2|t〉〈t|−1l
and Rs := 2|s〉〈s| − 1l be reflection operators over |t〉
and |s〉, respectively. In Grover’s search algorithm, Rt is
implemented with a single query to the black box. We
further define the following unitary operators
V := ei
pi
2 |s〉〈s| = 1l + (i− 1) |s〉 〈s| , (65)
U := −e−i cos−1(1− 2D )V †RsRtV (66)
U has a unique eigenvector of eigenvalue 1, which we
denote |ψ0〉, and approximates |ψ˜0〉 in the limit of large
D. The other eigenvalues are such that ∆ = O(1/
√
D).
The reflection operator over |ψ0〉 can be shown to sat-
isfy
〈s|Rψ0 |s〉 = 0 . (67)
Additionally, we let R˜ψ0 be the approximate reflection
that satisfies
‖R˜ψ0 −Rψ0‖ ≤  . (68)
The approximate reflection operator can be used to solve
the unstructured search problem by acting on |s〉 with
failure probability ν = 1−| 〈t| R˜ψ0 |s〉 |2. Using Eqs. (67)
and (68), and the fact that 〈t|s〉 = 1/√D, this failure
probability can be upper bounded by
ν = O
((
1√
D
+ 
)2)
. (69)
Moreover, we can always choose  = O(1/
√
D) such that
ν ≥ 2−D. Then the results of Ref. [22] can be applied to
obtain a lower bound on the query complexity. Since U
makes a single query to the black box, it follows that the
query complexity of R˜ψ0 is
Ω(
√
D log(1/(1/
√
D + ))) . (70)
In terms of the eigenphase gap ∆, this is
Ω((1/∆)
√
log(1/(∆ + ))) , (71)
which is valid for  = O(∆).
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9Appendix A: Approximate reflections
Our definition for the approximate reflection operator
in the LCU approach follows the results of corollaries 1
and 2. These corollaries are a consequence of the follow-
ing lemma:
Lemma 1. Let 1/5 ≥  > 0 and ∆ > 0. Then, there
exist δz = O(∆/
√
log(1/)) and L = O(log(1/)/∆) such
that ∣∣∣∣∣ δz√2pi
L−1∑
l=−L
e−(lδz)
2/2eilλ − 1
∣∣∣∣∣ = O() (A1)
if λ = 0 and∣∣∣∣∣ δz√2pi
L−1∑
l=−L
e−(lδz)
2/2eilλ
∣∣∣∣∣ = O() (A2)
if ∆ ≤ λ ≤ 2pi −∆.
Proof. To prove Eq. (A1), we will show first that the
terms with k 6= 0 are O() in the left hand side of Eq. (18)
with the proper choice of δz and for λ = 0. First, we
assume that L = ∞ so we can use the Poisson formula.
If δz ≤ pi/√log(c/), for some constant c > 1, we obtain∑
k 6=0
e−(2pik/δz)
2/2 ≤
∑
k 6=0
(/c)2k
2
≤ 22/(c2 − 2)
≤ /2c , (A3)
where we used  ≤ 1/5. To prove the case of λ 6= 0,
we need to show that all terms in the sum of the left
hand side of Eq. (18) are small. We note that this sum is
invariant under the transformation λ→ λ+2pi so we can
assume that λ ∈ [−pi,−∆]∪ [∆, pi). We assume first that
pi ≥ λ ≥ ∆ and the other case can be analyzed similarly.
The term with k = 0 is e−(λ/δz)
2/2. This is smaller than
/(4c) if we choose δz ≤ ∆/√2 log(4c/). Additionally,∑
k 6=0
e−((λ+2pik)/δz)
2/2 ≤
∑
k 6=0
e−(pik/δz)
2/2 . (A4)
As in the previous case, we can make this term smaller
than /(4c) by choosing δz ≤ pi/√log(2c/). Therefore,
there is a δz = O(∆/
√
log(1/)) such that the right hand
sides of Eqs. (A1) and (A2) are bounded by /(2c), in the
limit L =∞.
To conclude the proof, we analyze the terms in the
Poisson summation formula with |l| ≥ L, for some L <∞
determined below. We note∣∣∣∣∣∣∣∣
δz√
2pi
∑
l≥L
l<−L
e−(lδz)
2/2e−ilλ
∣∣∣∣∣∣∣∣ ≤
δz√
2pi
∑
|l|≥L
e−(lδz)
2/2
≤ 2√
2pi
∫ ∞
x=(L−1)δz
dx e−x
2/2
≤ 2e−((L−1)δz)2/2 , (A5)
where the last inequality follows from the Chernoff
bound [23]. Then, this term can be made at most /(2c)
if (L − 1)δz ≥ √2 log(4c/). It follows that there exists
L = O(log (1/)/∆) such that Eq. (A5) is upper bounded
by /(2c). Using the triangle inequality we conclude the
proofs of Eqs. (A1) and (A2). We can choose the con-
stant c to obtain exact bounds hidden by the order no-
tation.
Appendix B: Preparation of states with Gaussian
like amplitudes
We seek a quantum algorithm Bˆ that prepares an ap-
proximation of the (unnormalized) state
|ψ〉 =
(
δz√
2pi
)1/2 L−1∑
l=−L
e−(lδz)
2/4 |l〉 , (B1)
where the states are ordered in the computational
basis such that |−L〉 = |0 . . . 00〉 , |−L+ 1〉 =
|0 . . . 01〉 , . . . |L− 1〉 = |1 . . . 11〉. L is as in Lemma 1 and,
without loss of generality, L is a power of 2: L = 2m−1.
It will be useful to introduce the “centered ” Fourier
transform F dc :
F dc = X
L.F d.XL , (B2)
where F d is the standard quantum Fourier transform of
dimension 2L (i.e., acting on m qubits) and X is the
cyclic permutation
X =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
... · · · ...
1 0 0 · · · 0
 . (B3)
We note that X = F d.Z.(F d)−1, where Z is the diagonal
operation that has the roots of unity as diagonal entries.
In particular,
ZL =

1 0 0 · · · 0
0 −1 0 · · · 0
0 0 1 · · · 0
...
...
... · · · ...
0 0 0 · · · −1
 . (B4)
If we label the qubits as 0, 1, . . . ,m− 1, ZL is equivalent
to the action of the diagonal Pauli operator σ0z . Then,
F dc = F
d.σ0z .F
d.σ0z .(F
d)−1 . (B5)
Lemma 2. Let L, δz, , and ∆ be as in Lemma 1. Then,
there exists L∗ = O(log(1/)) such that
‖ |ψ〉 − F dc |φ〉 ‖ = O() , (B6)
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where
|φ〉 = 1√N
L∗−1∑
l=−L∗
e−(lpi/(Lδz))
2 |l〉 (B7)
and N = ∑L∗−1l=−L∗ e−2(lpi/(Lδz))2 .
Proof. We let T = 2
√
piL be a variable that refers to a
period and γ =
√
pi/L be a variable that refers to a size of
a discretization. We define the following (unnormalized)
states:
|φ′〉 :=
(√
2pi
Lδz
)1/2 L−1∑
l=−L
cl |l〉 , (B8)
|ψ′〉 :=
(
δz√
2pi
)1/2 L−1∑
l=−L
dl |l〉 , (B9)
where the amplitudes are
cl =
∞∑
k=−∞
e−(lγ+kT )
2pi/(Lδz2) , (B10)
dl =
∞∑
k=−∞
e−(lγ+kT )
2Lδz2/(4pi) . (B11)
Following Ref. [24], it can be shown that
|ψ′〉 = F dc |φ′〉 . (B12)
We will use the triangle inequality to prove Eq. (B6).
We note that
‖ |ψ〉 − |ψ′〉 ‖2 = δz√
2pi
L−1∑
l=−L
∣∣∣∣∣∣
∑
k 6=0
e−(lγ+kT )
2Lδz2/(4pi)
∣∣∣∣∣∣
2
.
(B13)
Also, |lγ+kT | ≥ kT/2 so the right hand side of Eq. (B13)
can be bounded by
2
√
2Lδz√
pi
∑
k>1
e−k
2L2δz2/4 = O
(√
log(1/)3
)
(B14)
= O(2)
if we choose L and δz such that Lδz ≥√12 log(1/).
We also define the state
|φ′′〉 :=
(√
2pi
Lδz
)1/2 L−1∑
l=−L
e−(lγ)
2pi/(Lδz2) |l〉 . (B15)
Then,
‖ |φ′〉 − |φ′′〉 ‖2 =
√
2pi
Lδz
L−1∑
l=−L
∣∣∣∣∣∣
∑
k 6=0
e−(lγ+kT )
2pi/(Lδz2)
∣∣∣∣∣∣
2
.
(B16)
The right hand side of Eq. (B16) can be bounded as
4
√
2pi
δz
∑
k>1
e−k
2pi2/δz2 = O
(√
log(1/)
∆
pi
2/∆2
)
(B17)
= O
(
2
)
if δz ≤ ∆/√log(1/). To obtain the correct order we
used
√
log(1/)/∆ ≤ (1/)2/∆2 for  ≤ 1/5.
For some L∗ ≥ 1 that we choose below, we now let
|φ′′′〉 :=
(√
2pi
Lδz
)1/2 L∗−1∑
l=−L∗
e−(lγ)
2pi/(Lδz2) |l〉 . (B18)
Then,
‖ |φ′′〉 − |φ′′′〉 ‖2 =
√
2pi
Lδz
∑
l≥L∗
l<−L∗
e−2(lγ)
2pi/(Lδz2) . (B19)
The right hand side of Eq. (B19) is
O
(
e−2((L
∗−1)pi/(Lδz))2
)
. (B20)
According to Lemma 1, the parameters L and δz satisfy
L2δz2 = c log(1/), for some constant c > 0. We can
then choose L∗ = O(log(1/)) such that the right hand
side of Eq. (B19) is
O(2) . (B21)
The states |φ〉 and |φ′′′〉 are proportional to each other.
Since ‖ |φ〉 ‖ = 1, we obtain
‖ |φ〉 − |φ′′′〉 ‖2 = |1− ‖ |φ′′′〉 ‖|2 . (B22)
Also,
‖ |φ′′′〉 ‖2 =
√
2pi
Lδz
∞∑
l=−∞
e−2(lγ)
2pi/(Lδz2) +O(2) . (B23)
Using the Poisson summation formula, the first term on
the right hand side of Eq. (B23) is
∞∑
l=−∞
e−(lLδz)
2/2 . (B24)
This is also
1 +O(2) (B25)
if L and δz are chosen such that L2δz2 ≥ 4 log(1/). It
follows that
‖ |φ〉 − |φ′′′〉 ‖2 = O(2) . (B26)
Finally, using the triangle inequality, we obtain
‖ |ψ〉 − F dc |φ〉 ‖ ≤‖ |ψ〉 − |ψ′〉 ‖+ ‖ |φ′〉 − |φ′′〉 ‖+
‖ |φ′′〉 − |φ′′′〉 ‖+ ‖ |φ′′′〉 − |φ〉 ‖
= O() . (B27)
This proves the Lemma.
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FIG. 5: Quantum circuit for centering a k-qubit state on a
register of k + 1 qubits. The wires are arranged from top to
bottom in the order of the most to least significant bit in the
binary encoding. Only the top two wires are acted upon; the
lower (k − 1) wires, labelled 0 through k − 2, are unaffected.
We are now ready to prove Eq. (22). We let F˜ dc be a
unitary operation that approximates the centered Fourier
transform and ‖F˜ dc − F dc ‖ = O(). We define the coeffi-
cients αl and βl and the operations Be and Bˆ such that
|ψ〉 = Be |0〉 =
L−1∑
l=−L
√
αl |l〉 , (B28)
F˜ dc |φ〉 = Bˆ |0〉 =
L−1∑
l=−L
√
βl/2 |l〉 . (B29)
The state |0〉 is the initial state of m = log2(2L) qubits.
Then,
〈0| (B†e ⊗ 1l)select(U¯)(Be ⊗ 1l) |0〉 =
L−1∑
l=−L
αlUl , (B30)
〈0| (Bˆ† ⊗ 1l)select(U¯)(Bˆ ⊗ 1l) |0〉 =
L−1∑
l=−L
|βl|Ul/2 .
(B31)
The operation select(U¯) is unitary and was defined in
Eq. (28). Since ‖ |ψ〉 ‖ = O(1), ‖select(U¯)‖ = 1, ‖(Be −
Bˆ) |0〉 ‖ = O(), and ‖ 〈0| (Be − Bˆ)†‖ = O(), we obtain
‖ 〈0| (B†e ⊗ 1l)select(U¯)(Be ⊗ 1l) |0〉− (B32)
−〈0| (Bˆ† ⊗ 1l)select(U¯)(Bˆ ⊗ 1l) |0〉 ‖ =
= ‖
L−1∑
l=−L
(αl − |βl|/2)Ul‖ = O() .
This proves Eq. (22).
Appendix C: Centering states
Given a quantum state |φk〉 over 2L∗ basis states on
a register of k = log2(2L
∗) qubits, we need to cen-
ter it over 2L > 2L∗ basis states encoded on a regis-
ter of m = log2(2L) qubits. Centering is a transfor-
mation from the old to the new register that takes the
basis states {|j〉 |0 ≤ j ≤ 2L∗ − 1} of the old register to
the basis states {|j〉 |(L− L∗) ≤ j ≤ (L+ L∗)− 1} of the
new register. To see how this can be done, we consider
|00〉 |01〉 |10〉 |11〉
(a)
|000〉 |001〉 |010〉 |011〉 |100〉 |101〉 |110〉 |111〉
(b)
|000〉 |001〉 |010〉 |011〉 |100〉 |101〉 |110〉 |111〉
(c)
FIG. 6: Example of centering a 2-qubit state on a register
consisting of 3 qubits (the vertical bars represent probability
amplitudes): (a) shows the initial quantum state on 2 qubits,
(b) is the state when a new qubit initialized in |0〉 is added to
the register, and (c) is after the action of the circuit in Fig. 5
the case when we are given a state prepared on a reg-
ister of k qubits and wish to center it on one consist-
ing of (k + 1) qubits. Suppose that the k-qubit register
is in a basis state |qk−1qk−2 . . . q0〉 with the qubits la-
belled from 0 to (k − 1), in the order of the most to
least significant bits in the corresponding binary string.
qj here denotes the value (0 or 1) of the state of qubit
j. The decimal number represented by this binary bit-
string is qk−1 · 2k−1 + qk−2 · 2k−2 + · · ·+ q0 · 20. We ap-
pend an additional qubit, initialized in 0, to the left, i.e.,
|0kqk−1qk−2 . . . q0〉. The centering is a permutation of the
bases that corresponds to a cyclic shift by 2k−1. Figure
5 shows the quantum circuit that implements this per-
mutation, and Fig. 6 demonstrates its action for k = 2.
We first perform a CNOT gate where the target qubit
is the appended qubit and the control qubit is the kth
qubit. This copies qk−1 to the k-th position, the dec-
imal number represented by the new bit-string being
qk−1 · 2k + qk−1 · 2k−1 + · · · + q0 · 20. Finally, we per-
form a NOT (i.e., Pauli X) gate on the (k− 1)-th qubit,
preparing a quantum state which now represents the dec-
imal number qk−1 ·2k+(qk−1⊕1) ·2k−1 + · · ·+q0 ·20. The
difference between the initial and final decimal numbers
associated with the states of k + 1 and k qubits is
qk−1 · 2k + (qk−1 ⊕ 1) · 2k−1 − qk−1 · 2k−1
= 2k−1 , (C1)
which is the desired shift. Note that the state of the other
(k − 1) qubits remains unaffected. To obtain a centered
state in a register of m qubits, it suffices to repeat the
above procedure for each appended qubit, i.e., (m − k)
times, which requires (m− k) two qubit gates overall.
