Following the increasingly popular trend of social interaction analysis in egocentric vision, this manuscript proposes a new pipeline for automatic social pattern characterization of a wearable photo-camera user, relying on visual analysis of captured egocentric photos. The proposed framework consists of three major steps. The first step is dedicated to social interaction detection where the impact of several social signals is explored. Detected social events are inspected in the second step for categorization into different social meetings. These two steps act at event-level where each potential social event is modeled as a multi-dimensional time-series, whose dimensions correspond to a set of relevant features for each task, and LSTM is employed for time-series classification. The last step of the framework corresponds to the social pattern characterization of the user, where recurrences of the same person across the whole set of social events of the user are clustered to achieve a comprehensive understanding of the diversity and frequency of the social relations of the user.
To demonstrate the generalization ability of the proposed approach, we employ our proposed model over a test set acquired by one user who wore the camera under free-living conditions over one month period while did not participate in acquiring the training set used for training the models. Possible applications of this comprehensive analysis are, for example, in medical and psychological studies aiming at investigating the feasibility of using a wearable camera for detecting relapse in people affected by depression [24, 8] , for monitoring the lifestyle of stroke survivors [15] , or in studies aiming at an ecological momentary assessment of social functioning in schizophrenia [20] for which is important to monitor the duration of social interactions. A visual overview of the proposed pipeline is given in Fig. 2 . Social signals as well as environmental features are extracted for each frame and used to represent each sequence as a timeseries. A LSTM is employed to classify each time-series, accordingly to the task at hand: social interaction detection or categorization. Face clustering on the other side enables determination of the diversity and the frequency of social interactions. Eventually, social pattern characterization comes naturally as the result of integration of all tasks. The contributions of this paper can be summarized as follows:
• Social interaction detection based on event-level analysis of different combination of a wide set of social signals.
• Social interaction categorization into formal or informal meetings, considering a new set of high-level image features.
• Social pattern characterization through the definition of the frequency and the diversity of social interactions of the user.
• Public release of an extensively-annotated egocentric dataset captured in a real-world setting consisting of 125,000 images acquired by 9 users.
The rest of the paper is organized as follows: Sec. 3 is devoted to social interaction detection. Sec. 4 details the proposed approach for social interaction categorization and Sec. 5 is dedicated to the social pattern characterization.
Details about the dataset and experimental results are discussed in Sec. 6. Sec. 7 highlights the main conclusions and discusses the future work.
Related work
The importance of automatic analysis of visual data for the purposes of detection and categorization of social interactions has been recognized in several works by the computer vision community. Most of the previous works in social interaction computing were focused on finding potential groups of interacting people, also known as Free-standing Conversational Groups (FCG) in conventional still images or videos. In this regard, Groh et al. [21] proposed to use the relative distance and shoulder orientations between each pair of people to measure social interactions on small temporal and spatial scales. This has been done through training a probabilistic classifier which can then be used for characterizing the social context. Cristani et al. [12] proposed to solve the task using a Hough-Voting F-Formation (HVFF) strategy to find the common area of interaction by accumulating the density of the overlapping votes of each interacting person. Built upon a multi-scale Hough-Voting policy, Setti et al. [37] modeled small FCG as well as large groups of people, relying on different voting sessions. The problem of finding F-formations has also been formulated as finding dominant sets and using proxemics by employing the graph clustering algorithm [27] , graph-cuts framework for clustering individuals [38] , heat-map based feature representation of interacting people [18] , and defining an intermediate representation of how people interact [11] .
The boom of interest in ego-vision during the past few years [10] , naturally led to exploration of social interaction analysis in this setting where images and videos are captured by a camera which is typically worn on the chest or on the head of a user. Typically, the most exploited features in an egocentric scenario are the face location and pattern of attention of the visible individuals, along with the head movements of the first-person when the camera is worn on the head. Fathi et al. [17] proposed a Markov Random Field model to infer the 3D location to which a person is looking at during a social interaction, that relies on the camera intrinsic parameters. They further used this information to classify social interactions into three classes, namely discussion, dialogue and monologue, depending on the active role played by the participants in the interaction. To the best of our knowledge, this is the only previously introduced work about egocentric social interaction categorization. Later, Alletto et al. [5] proposed a method for identifying multiple social groups from egocentric videos, that do not rely on the camera intrinsic parameters for 3D projection; hence, the method is applicable to any head-mounted wearable camera. Park et al. [40] introduced the concept of social saliency defined as the likelihood of joint attention from a spatial distribution of social members. A social formation is modeled as an electric dipole moment allowing to encode a spatial distribution of social members using a social formation feature. Recently, Yang et al. [45] proposed a procedure based on Hidden Markov Models to analyze social interaction sequences and detect them applying a Hidden Markov -Support Vector Machine (HM-SVM). Their focus was on modeling what they called interaction features, mainly physical information of head and body.
The common characteristics among all the above reviewed works are first, the high temporal resolution of videos (30-60 fps), which allows to rely on the temporal coherence among video frames to robustly estimate head pose of appearing people and modeling the foreground. Second, the head-mounted cameras allow the modeling of head movements and attention patterns of the user. And third, the pursued goal by them is basically restricted to find potential social groups of people in the scene, with exception of [17] , that goes deeper into the categorization of social interactions, but strongly relies on head motion for that. The main limitation of high temporal resolution cameras is that they can acquire images for only relatively short periods of time (up to several hours) that makes them difficult to be used in order to detect patterns of social interactions.
The problem of social interaction analysis from egocentric photo-streams with low temporal resolution, overcomes the aforementioned limitation, but has received much less attention [1, 3, 4] . Since photo-cameras used to acquire photo-streams are typically used for long periods of time, they are commonly worn on the chest to make them more discrete. Consequently, important information about the user's head movement is not available and attention estimation becomes unfeasible. In addition, in this particular setting, adjacent frames can present abrupt variations and introduce more difficulty along information processing. In the first attempt towards social interaction detection in egocentric photo-streams, Aghaei et al. [1] adapted the HVFF method to the egocentric setting, namely ego-HVFF, to predict social interactions among individuals with the user at frame-level. This method inherently analyzes the social interactions in every frame of the video separately and eventually measures the probability of user social interaction of the user with each individual based on the ratio of the frames that the algorithm found them as interacting. Later, in another work [3] , the authors proposed to model the temporal coherence of the social signals at sequence-level, by employing a special type of Recurrent Neural Networks (RNN) known as Long-Short Term Memory (LSTM). According to the F-formation notion, the studied social signals in both of these works are distance and orientation of the individuals with regards to the user. The authors reported that analysis of social signals at sequence-level leads to a better social interaction prediction accuracy. The authors also proposed a face clustering method [4] , introducing a novel measure of similarity among faces, in conjunction with the results of social interaction detection and categorization, for social pattern characterization from egocentric photo-streams.
In this work, we propose a complete pipeline for social pattern characterization of a wearable photo-camera user, where for the first time the role of facial expressions, in combination with other conventional social signals is studied in social interaction analysis. The proposed model relies on the long term observation of social interactions of the user, where multiple high-level visual features aggregate together to achieve a more robust social interaction analysis. To the best of our knowledge, this work can be considered as the first comprehensive social pattern characterization study in egocentric vision.
Social interaction detection
We, as humans are naturally able to recognize if two or more people are interacting even only by looking at a sequences of images (see Fig. 3 ). However, this is not as trivial for a computer program. In this work, for social interaction detection task, we build upon our previous work by introducing additional features and study their effectiveness in improvement of the results. Specifically, given a sequence, a potential social segment of a photo-stream extracted by ap- plying the video segmentation method [16] , social signals are first extracted at frame-level, and later their evolution in terms of social signals is analyzed over time at sequence-level to detect social interactions.
Social signal extraction at frame-level
Tracking the appearance of people along time is generally considered as the first step prior to any social behavior analysis in machine vision. To track the appearing people in each sequence, we employ the extended-Bag-of-Tracklets (eBoT) [2] which is a multi-person tracking algorithm in egocentric photo-stream setting. The set of bounding boxes corresponding to the same face in a sequence, resulting from eBoT, is called a prototype, where the number of prototypes in a sequence is equal to the number of tracked people in it as more than one individual may appear in a single sequence.
In this work, as well as our previous work, we rely on the F-formation formalization for social interaction detection in the domain of egocentric photostreams. As the F-formation model assumes a bird-view of the scene, we represent each bounding box in a prototype by a (x, d, o) triplet, so that x denotes the position of the person in the horizontal axis of the image and with regards to the user, d denotes its distance, and o its head orientation. The tracking process, directly provides us with the x position of a face. However, in our egocentric setting, x is not a reliable feature to be considered as it constantly goes under large variations due to the unpredictable movements of the camera and its low frame rate (see Fig. 3a ). Moreover, when it comes to interaction with the user, the x position of the visible people as far as they do not occlude each other, does not play a crucial role. Therefore, we only consider the (d, o) pair to analyze the F-formation. Both parameters, d and o should be calculated for all the participants in the social interaction, being the user and the visible people in a sequence.
Distance: In the egocentric setting, the user is obviously located at no distance from the camera O and the distance of the j-th tracked person p j in the scene from the camera, d(O, p j ), is estimated based on the camera-pinhole model through learning its relation with the vertical face height of the person [5] . According to our observations, the relation between the face height of individuals and their distance from the camera is best modeled as a second degree polynomial of the face height of the person [1] .
The data for training the polynomial regression function is obtained from a dataset that does not belong to the training and test datasets for the social interaction detection. For the fit, we used the height of the face of 3 different individuals measured in all the following set of distances {30, 50, 70, 100, 150, 200, 250} cm.
The distance feature is represented by:
Without loss of generality, in the feature vector we will omit the reference to the person p j and the wearable camera O.
Orientation: The head orientation of each individual gives a rough estimation of where the person is looking at. In this work, in addition to the commonly studied yaw (ω z ) head orientation for social interaction detection, pitch (ω y ) and roll (ω x ) head orientation of all the visible faces are also extracted. Hence, the orientation feature is given by:
where each of ω x , ω y , and ω z has a value between [-90 • ,90 • ]. As the camera is basically worn on the chest of the user, we only assume the user can possibly look at anywhere in the space, but with higher probability of looking at other engaged people in the interaction. states used as communicative means in interaction with others [22] . In crowded places, people often stand in close proximity to strangers with whom they do not necessarily interact. In this situation, relying solely on distance and orientation of the individuals for social interaction detection may lead to disputable predictions (see Fig. 4 ). Our observation on real social conditions led us to intuitively explore the role of facial expression as an additional feature beside the pure geometrical features imposed by the F-formation in social interaction detection.
In this work, facial expressions and face orientation are extracted by making use of Microsoft Cognitive Service 1 . Facial expression is presented as a predicted vector of probabilities for each of 8 different facial expressions consistently associated to emotions in the occidental culture, being neutral, happiness, surprise, sadness, anger, disgust, fear, and contempt [7] . For a given person p j , we proposed to consider the index of the dominant facial expression that is a discrete value between 1 (neutral ) and 8 (contempt):
Temporal representation of social signals
In this work, the problem of social interaction detection is formulated as a binary time-series classification, where the time-series dimensions correspond to the number of selected social signals for the analysis as explained in Sec. 
Time-series classification by LSTM

Time-series classification is a predictive modeling problem and what makes
this problem difficult is that the original sequences can vary in length, be comprised of a very large vocabulary of input symbols and may require the model to learn the long-term context or dependencies between symbols in the input time-series. In this context, RNNs by considering the notion of order in time thanks to their embedded feedback loop, showed great promise to grasp the information hidden among steps of a sequence. The combination of backpropagation in conjunction with an optimization method such as gradient descent is a common method of training of RNNs. Back Propagation Through Time (BPTT) is considered as an extension of the backpropagation used for training of RNNs, in which a time element is added which extends the series of functions for which it calculates derivatives with the chain rule. In this work, a variation of RNNs, namely LSTM [23] is used for the classification task which thanks to its embedded memory cells is also able to control how information flows through the network and in this way it overcomes the exponential error decay problem of the RNNs. The effectiveness of the LSTM is demonstrated in previous approaches ranging from activity and object detection [31] , recognition and segmentation to image and video captioning [28] .
Being ζ the memory cell, at time step τ , ζ's output y ζ (τ ) is computed as:
where S ζ (τ ) is the internal state of the LSTM, also known as the heart of the memory cell, h is a differentiable function that scales memory cell outputs computed from the internal state S ζ and y out (τ ) is the output of the output gate. The internal state S ζ has a self-connected recurrent edge with fixed unit weight with linear activation. Because this edge spans adjacent time steps with constant weight, error can flow across time steps without vanishing or exploding.
The internal state S ζ (τ ) is computed as:
being y in and y f orget functions of the parameters (ϕ detection , in our case) and outputs of the cell's input gate, and forget gate, respectively. net ζ is the combination of present input and past cell state which gets fed not only to the cell itself, but also to each of its three gates. g is a differentiable function that squashes net ζ . We refer the reader to [23] for a more detailed description of the LSTM architecture. For the output layer, a sigmoid function is used as activation function, which is standard for binary classification tasks.
Social interaction categorization
Social interaction categorization is the task of characterizing type of a social interaction. In the literature, three major elements have been typically exploited for social interaction categorization: the physical setting or place, the social environment, and the activities surrounding the interaction [35] . In this work, following Xiong et al. [44] we propose to categorize social interactions into two broad categories of common social interactions as formal meetings and informal meetings, also known as informal gatherings.
Meetings are defined as gatherings at which humans communicate, convince, cajole, conspire, and collaborate [44] . In general sociology, a formal meeting is defined as a pre-planned event where two or more people come together at a pre-planned place at a particular time to discuss specific matters for the purposes of achieving a specific goal [44] . An informal meeting is more casual, and less planning is involved and usually can take place anywhere, such as a restaurant or a park. Looking closely at the definition of formal and informal meetings from a computer vision perspective, environmental features show sign of discriminative power in their categorization. Therefore, we base our approach for social interaction categorization on the use of environmental features. In addition to them, we also attempt to study the impact of the facial expressions of individuals on characterizing the category of a social interaction. Our approach takes into account the temporal evolution of both environmental and facial expression features by modeling them as multi-dimensional time-series, and relies on the classification power of LSTM for binary classification of each time-series into either a formal or an informal meeting.
Feature extraction
Global features: As explained earlier in this section, the surrounding environment of an interaction is considered among the main indicators for categorizing a meeting. Among different features for image representation, global features learned by CNN, known as CNN features showed exceptional results for global representation of the context in images [19] . Each component of the CNN feature vector has some semantic content and corresponds to a virtual concept word which enables to encode the high-level semantic meanings of an image into a high-dimensional vector. In this work, we represent each image with a feature vector extracted by taking the output of the last fully connected layer of the VGGNet (VGG16) [39] pre-trained on the Imagenet dataset [14] . However, since the image feature vector consists of thousands of variables (4096 in our case), the computational cost is not negligible when it comes to further processing. In addition, the Hughes phenomenon [26] is inevitable when it comes to learn a high-dimensional feature space with limited number of training samples in machine learning in general and in RNNs, specifically [36] . In this regard, several works have been proposed previously to resolve the curse of dimensionality of CNN features.
We propose to re-write the CNN features as discrete words [6] . Our approach takes advantage of the inverted-index approach to deal with the sparsity of the CNN features to associate each component of the feature vector with a unique alphanumeric keyword. This leads to a textual representation of the Definition: Duration is the longitude of a social interaction, it is defined as L(i) for each social interaction i of the user, it is proportional to the longitude of the sequence corresponding to that social interaction, say L(i) = T (i)r, where T (i) is the number of frames of i-th interaction and r is the frame rate of the camera. Different statistics can be applied on the duration of interactions like mean, median or standard deviation in order to characterize social interactions and extract the social pattern.
Person-specific social interaction characterization
In this subsection, we consider the concepts for social interaction characterization of the user within the context of interaction with a specific person, 
A hierarchical clustering technique is applied to group the face-sets according to their pair-wise dissimilarity value. The cut-off threshold for the agglomerative clustering is chosen empirically over a separate learning dataset and corresponds to the median value of all dissimilarities between the face-sets corresponding to the same person. Fig. 7 shows a few images in one resulting cluster obtained together with an index to which sequence each element of the cluster belongs.
One can appreciate the visual variance of the faces in a cluster.
Face-cluster analysis
Our final goal in this work is to characterize the social pattern of a user from egocentric images taken for a long period (e.g. a month). Let C = {c j }, j = 1, . . . , J be the set of clusters obtained by applying the face-set clustering method on the detected interacting prototypes, where J ideally corresponds to the total number of people who appeared in all social events of the user. Each cluster, c j , ideally contains all the different appearances of the person p j across different social events, and |c j | is the cardinality of c j which demonstrates the number of social interactions events of the user with the person p j during the observation period.
As the employed clustering method as well as the proposed method for social interaction detection and categorization act at sequence-level, inferring the interaction state of each sequence inside a cluster is straightforward. The frequency, the social trend, the diversity and the duration of the interactions with a specific person, can be computed, 5.1, by restricting the interactions considered to the ones with the person of interest.
Experiments and discussion
In this section, we introduce our dataset for social pattern characterization in egocentric photo-streams, namely EgoSocialStyle and describe the proposed experimental setup to validate our proposed approach. A comprehensive discussion to provide broader insight over the obtained results is also given in this section. Face annotations in the whole dataset are attained using the Microsoft face annotation tool [7] . Participants were asked to provide a label (interacting/not interacting, formal/informal) for their own sequences. Table 1 provides further details of the proposed dataset.
Data augmentation
Large amount of data for better training of deep models is a well recognized necessity. However, the required time to acquire and label real data for this purpose is not negligible and is where artificial data augmentation could have an impact. A proper data augmentation is one which provides a reasonable set of data in addition and similar to the already existing data in the training set, but also slightly different from them to reduce overfitting of the model in learning a task [42] . Besides the impact of data augmentation in the production of additional data, it is also considered a helpful tool to provide balance to unbalanced data. This specially is of interest in our case where to acquire sequences without any social interaction it is more difficult than sequences with social interaction.
To augment the data at hand, we employed the proposed idea by Krizhevsky The augmentation of Φ from N toN time series, withN = ∆N , is achieved through adding the vectorΦ n (τ ) = (φ 1,n (τ ), φ 2,n, (τ ), . . . , φ K,n (τ )) to the frame τ of the n-th time-series in ∆ number of attempts.Φ n (τ ) is obtained as:
where P k and λ k are the k-th eigenvector and eigenvalue of the K × K covariance matrix of feature values, respectively, and θ k,n (τ ) is the aforementioned random variable. It is worth to mention that in the social interaction detection task, K = 4 and in the social interaction categorization task, K = 32. In the social interaction detection, since the facial expression is a variable with discrete values, we did not consider to alter it in the data augmentation. Instead, when we generated new samples of signals from an original signal, we only repeated the facial expression value of the original signal in the augmented signals. We did not consider to alter the facial expression vector neither in the social interaction categorization task, since the facial expression feature vector originally contains values of probabilities which must sum to 1 and altering them leads to a change in their essence. Instead, similar to the other tasks, we only repeated the facial expression feature vector of the original signal in the augmented signals. 
Experimental results and discussion
As mentioned earlier, our approach towards social interaction analysis primarily passes through representation of the social events in the format of timeseries, where every time-step represents features belonging to one frame of the social event. Later, time-series are temporally analyzed relying on the power of LSTM in temporal analysis of the time-series. As the set of the representative features for each task is composed of several independent features, we explore different combinations of features, which are studied for each task in our experiments in order to prove the optimal performance of the method.
Social interaction detection
In this task, four set of settings of social signals are explored as based on different combinations of the distance feature, orientation feature, and the facial expression feature as following:
• SID1: Distance + Yaw [3] are studied. In SID2, pitch and roll in addition to yaw as the main indicator of face orientation in previous works are studied. SID3 follows the same pattern as SID1, but includes facial expression features as well to observe the effect of facial expressions in addition to commonly studied features for social interaction detection. Finally, SID4 includes all the discussed features for social interaction detection analysis. It is important to note that the data augmentation is only performed once for the complete 4-dimensional setting (SID4) and data in other settings is formed by selecting the required dimensions from the complete setting.
In Table 2 , we report the obtained precision, recall and accuracy values for each of the above settings. Besides, we also compared our obtained results with the ego-HVFF model [1] as the unique method amongst state-of-the-art methods suitable for social interaction detection in egocentric photo-streams as discussed in Sec. 2. The best obtained results, in all terms of precision, recall and accuracy belong to the SID4 setting containing all the proposed features (distance, yaw, pitch, roll, facial expressions) for social interaction detection.
Comparing SID1 with each of SID2 and SID3 shows that the incorporation of each of the other head orientation information and facial expression in the analysis leads to more robust social interaction detection, while facial expression shows to have a slightly stronger impact (SID3) than additional head orientations (SID2). Ego-HVFF only considers distance and yaw orientation (SID1) for social interactions detection. However as expected, temporal analysis of SID1 in sequence-level leads to more accurate social interaction detection than frame-level analysis of the sequences as it has been achieved through applying ego-HVFF on this dataset. In the social interaction detection task, all the social signals originate from the face appearance of the third-person. Therefore, face occlusions due to movements of the camera or the user itself, lead to social signals discontinuity. Analysis of the sequences in frame-level results in direct exclusion of occluded frames from the analysis while sequence-level analysis in format of time-series mitigates the social signals fragmentation impact by considering the relation among the rest of the frames of a sequence. Fig. 8 and Fig. 9 are visual demonstrations of how facial expressions and additional head orientations aid in more robust social interaction detection. In Fig. 8a and Fig. 8b , although the subjects are oriented towards the user and they are in relatively close proximity to the camera, we assume their neutral facial expressions were a determinant factor in helping the model to correctly classify them as not interacting with the user. Another scenario can be observed in Fig. 9a and Fig. 9b . In Fig. 9b , despite the close proximity of the subject to the user and although her yaw orientation goes towards the user, we assume the 
Social interaction categorization
In this task, environmental and facial expression features were considered as the representative features, so the following settings are considered for the temporal analysis:
• SIC1: Environmental (VGG)
• SIC2: Environmental (VGG-finetuned) In this work for social interaction categorization, our focus is mostly to study the evolution of considered relevant features along a sequence. Therefore, despite our choice of VGGNet pre-trained over Imagenet for feature extraction, without the loss of generality any other CNN architecture suitable for image feature extraction could be employed and finding the optimal CNN architecture was out of scope of this work. Moreover, the Imagenet dataset was preferred to a seemingly more relevant dataset such as Places [46] for environmental feature extraction of images. This is due to the narrow field of view of the Narrative camera where in the images captured by it, a scene is better observed by the set of visible objects in it rather than the wide view of the scene.
In It is worth to note that due to the extensive amount of data that end-to-end models need for training (few million data) and our limited number of image sequences in the dataset, we did not consider to design our proposed model in an end-to-end fashion. Indeed, making use of pre-trained networks, like emotion, makes a more effective use of the resources when the available data is small compared with the amount of data needed to train the individual sub-networks.
In Fig. 11 , two sequences are shown in which the aggregation of facial expressions with the general environmental features employing SIC3 leads to the correct categorization of them. In Fig. 11a , although the environment is the indicator of a formal meeting, we assume the variant facial expressions of the subject aids the model to correctly classify it as an informal meeting. On the contrary, in Fig. 11b despite the scene not implying a formal meeting, we assume the dominant neutral facial expression of the subject leads to the correct categorization of the sequence as a formal meeting. Fig. 12 shows two cases where the model fails to correctly categorize social interactions due to misleading features transmitted from the scene. Both Fig. 12a and Fig. 12b are informal gatherings which are classified incorrectly as formal meetings. We assume in Fig. 12a the model confuses the menu with a piece of paper which is an important characteristic of a formal meeting. We also assume in Fig. 12b the invariant neutral facial expression of the person leads the model to fail.
Social pattern characterization
To illustrate the ability of the proposed framework for social pattern characterization of an individual, face clustering is applied on the test set. A total number of 83 clusters is obtained, which is almost double the size of the total number of prototypes in the test set. The largest cluster contains 77 number of faces from 5 number of sequences belonging to the same person in various social events. The different statistics of the social interactions of the user, as well as those related to the most frequently interacted person are provided in results from clustering and inference to their types is visualized in Fig. 13 . meetings. An interesting observation is that in a cluster containing different sequences, a sequence may belong to a formal or informal meeting which implies the user may have different types of interaction with the same person in various social events. On the other side, according to the results, the generic social trend of the user is correlated to the person-specific one (0.05 difference in both formal and informal social trends). Generic diversity of social interaction of the user is relatively high (87%) which means the user is almost equally involved in both categories of social interactions, although expectedly has more informal social interactions since an informal social interaction can occur at any time without any planning, while for formal social interactions normally planning is involved.
As it can be observed in Fig. 13 , informal social interactions of the user are happening at almost any time of the day and the formal social interactions are 
Conclusions
In this work, we proposed a complete pipeline for social pattern characterization of a user wearing a wearable camera for a long period of time (e.g. a month), relying on the visual features transmitted from the captured photostreams. Social pattern characterization is achieved through first, the detection of social interactions of the user and second, their categorization. In the end, different appearances of interacting with the wearer individuals in different social events are localized through face clustering to directly derive the frequency and the diversity of social interactions of the wearer with each individual observed in the images. In the proposed method, social signals for each task are presented in the format of multi-dimensional time-series and LSTM is employed for the social interaction detection and categorization tasks. A quantitative study over different combination of features for each task is provided, unveiling the impact of each feature on that task. Evaluation results suggest that in comparison to the frame-level analysis of the social events, sequence-level analysis employing LSTM leads to a higher performance of the model in both tasks.
To the best of our knowledge, this is the first attempt at a comprehensive and unified analysis of social patterns of an individual in either ego-vision or third-person vision. This comprehensive study can have important applications in the field of preventive medicine, for example in studying social patterns of patients affected by depression, of elderly people and of trauma survivors.
