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t is not the critic who counts; 
not the man who points out how the strong man stumbles, 
or where the doers of deeds could have done them better. 
The credit belongs to the man who is actually in the arena,  
whose face is marred by dust and sweat and blood;  
who strives valiantly; who errs, who comes short again and again, because there is no effort 
without error and shortcoming; but who does actually strive to do the deeds;  
who knows great enthusiasms, the great devotions;  
who spends himself in a worthy cause;  
who at the best knows in the end the triumph of high achievement, and who at the worst, if he 
fails, at least fails while daring greatly, so that his place shall never be with those cold and timid 
souls who neither know victory nor defeat. 
 
Theodore Roosevelt, Paris, 1910 
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Abstract 
Social Recruiting (SR) technologies such as LinkedIn, Facebook and Twitter are revolutionising 
the way organisational Human Resource (HR) professionals and practitioners source, attract, and 
recruit prospective employees. Although these technologies have been fast emerging as one of 
the modern recruitment methods, empirical research on their effective usage is scarce and 
outpaced by organisational practice. The current study addresses this gap by investigating the 
drivers of SR technology adoption on one hand, and the pre-hire outcomes of using these 
technologies on the other.  
The main objective of the current research is twofold: First, to develop a theory-driven model 
(i.e., Model 1) outlining salient determinants of SR technology adoption decisions in 
organisations derived from several existing theories in the domains of information technology 
(i.e., Unified Theory of Acceptance and Use of Technology - UTAUT); economics (i.e., Network 
Externalities); and management (i.e., HR Roles Model) literature. Second, to explore key pre-hire 
outcomes of the SR technology use based on the electronic Human Resource Management (e-
HRM) outcomes framework (Snell, Pedigo, & Krawiec, 1995) and examine whether the extensive 
use of SR technologies would enable organisations to meet the expected outcomes (i.e., Model 
2). 
The current study followed a post-positivism paradigm, with a ‘sequential quantitative-dominant 
mixed method’ research strategy. As a result, an initial qualitative exploratory phase was used to 
inform the design and implementation of the subsequent quantitative phase of the study. 
Qualitative data was collected through face-to-face interviews of 15 HR informants representing 
12 Australian-based organisations. Results from the qualitative data analysis provided insights to 
refine the key constructs, and hypothesised relationships embedded in the study’s conceptual 
models (Model 1 and Model 2). In the quantitative phase, data was collected from an online 
survey of 375 Australian HR professionals and practitioners. The Structural Equation Modelling 
(SEM) technique was adopted to analyse the quantitative data.   
The study findings from testing Model 1 confirm that the key constructs such as performance 
expectancy, effort expectancy, and facilitating conditions embedded in the UTAUT framework 
serve as significant predictors for an organisation’s SR technology adoption. Within the model of 
Network Externalities, the current study identified perceived complementarity and applicant 
readiness as the predictors of adoption decisions. Furthermore, the strategic partner role of HR 
professionals was found to have a significant role in explaining the SR technology adoption. The 
results from testing Model 2 showed that the extensive use of SR technologies is significantly 
associated with HR professionals’ perceptions of several pre-hire outcomes such as lower cost-
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per-hire, shorter time-to-fill job vacancy, higher recruitment (job candidate) quality, better 
candidate relationship, and increased employer reputation.   
The current research contributes to both theory and practice. It is one of the first studies that 
empirically examine the key determinants of SR technology adoption decisions on one hand, and 
the pre-hire outcomes of SR technology use on the other. This is a response to the growing call 
for more theory-driven research in the emerging area of SNWs implications in HR. Particularly, 
the current research extends the generalisability of the UTAUT model to the context of SR 
technologies and identifies several unique constructs of adoption decisions that have not been 
tested in prior studies, e.g. applicant readiness. In addition, this is the first study that provides 
empirical evidence for the appropriateness of Snell et al.’s (1995) framework in identifying the 
pre-hire outcomes of SR technologies and effectively measures these outcomes against the 
extensive use of these technologies. 
From the practical point of view, it is made clear for HR managers and organisational change 
agents what constitutes a set of key determinants of the SR technology adoption decision. The 
findings of this study guide managers and change agents to develop appropriate intervention 
programs and strategies in order to overcome the challenges of the adoption and successful use 
of SR technologies. Understanding what users, especially HR professionals and practitioners, 
would consider when deciding to adopt SR technologies also helps SR technology vendors and 
developers to improve their products and services in a way to get better ‘buy-in’ from corporate 
clients. Finally, given the lack of hard evidence with respect to the contributions of SR 
technologies to the recruitment function, the results from the current study may serve as a valid 
justification for organisational HR managers to use these technologies as a part of the overall 
employee recruitment strategy in future. 
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Chapter 1. Introduction 
1.1. Background 
In the current volatile global marketplace, the war for talent has forced many organisations to 
adopt innovative methods to attract and recruit future employees. In the early 90s, internet-based 
recruitment technologies such as corporate webpages and online job boards were considered as 
the next generation of recruiting methods (Cober, Brown, Keeping, & Levy, 2004; Parry & 
Wilson, 2009). Cost reduction, efficiency and convenience had been cited as major advantages of 
these recruiting technologies (Galanaki, 2002; Kuhn & Skuterud, 2000; Zusman & Landis, 2002).  
Conversely, recent studies showed that internet-based recruitment technologies have been less 
successful in improving the recruitment function than originally expected (e.g., Dineen, Ash, & 
Noe, 2002; Dineen, Ling, Ash, & DelVecchio, 2007; Dineen & Williamson, 2012). For example, 
producing a large pool of candidates who are not necessarily qualified for vacant positions is one 
of the major concerns associated with online job boards or corporate web-pages (Dineen et al., 
2007; Madia, 2011). Such deficiencies have encouraged Human Resource (HR) professionals and 
practitioners to look for a new type recruiting technology that not only exploits the timeliness and 
ubiquity of the Internet, but also overcomes the limitations (such as poor applicant quality) 
associated with online job boards or corporate web-pages (Davison, Maraist, & Bing, 2011) or 
inadequate Person-Job/Organisation (PJ/PO) fit (Dineen et al., 2007). 
As a result, Social Network Websites (SNWs) such as LinkedIn, Xing, Facebook, and Twitter 
have become increasingly popular among organizations and HR professionals as the next 
generation of web-based recruiting technologies (Bondarouk, Ruël, Axinia, & Arama, 2013; 
Kluemper, 2013; Roth, Bobko, Van Iddekinge, & Thatcher, 2013). In the 2013 report by the 
Society for Human Resource Management (SHRM), 77 percent of the 630 participating HR 
professionals surveyed indicated that they were using SNWs to recruit job candidates who could 
not otherwise be contacted through traditional recruitment channels. This is a huge growth in the 
use of SNWs as a recruiting tool since 2008 when, only 34 percent of participants had reported 
using this type of recruiting technology (SHRM, 2013). 
More recently, a survey of 1,855 HR professionals conducted by Jobvite found that in 2014, 
approximately 73 percent of recruiters have hired at least one candidate through SNWs, with 
LinkedIn reported to be the most essential recruitment tool (95% popularity rate). Moreover, it is 
reported that SNWs have grown to become the top priority for future recruitment-related 
investments among more than 70 percent of hiring organisations since the beginning of 2014 
(Jobvite, 2014). Thus, SNWs have not only been considered as the next generation of web-based 
recruitment technologies but also become a unique pipeline for sourcing talent for contemporary 
organisations. 
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The main reason to use SNWs is the vast amount of information available on these platforms 
(Kluemper & Rosen, 2009; Kluemper, Rosen, & Mossholder, 2012). The information available 
via SNWs is considered as more dynamic than the traditional resume format (Zide, Elman, & 
Shahani-Denning, 2014). Therefore, this information can be used to realistically project the fit 
between prospective employees’ attitudes on one hand and job requirements, organisation values 
and culture on the other (Roulin & Bangerter, 2013; Tulgan, 2007). Moreover, many SNWs such 
as LinkedIn offer several recruiting tools and services (such as customised search engines, talent 
tracking software, targeted job advertising etc.) that enhance HR professionals’ capacities to 
source and recruit new employees. These unique features of SNWs have made them become 
ubiquitous hiring technologies to the point that experts believe they will “unequivocally flourish” 
as a primary tool for recruiting talent (Zide et al., 2014, p. 587). Accordingly, from here onward 
the term Social Recruiting (SR) will be used to denote the prevalence of recruiting activities 
through SNWs among contemporary organisations (see further definition of this term in Section 
1.7). 
1.2. Statement of the Problem 
Although organisations and HR professionals have been increasingly using SR technologies as a 
part of their recruitment strategy, such use is not well understood by academic researchers. 
Several scholars have highlighted a large asymmetry between organisational practice and 
scholarly research on the use of SR technologies (e.g., Black & Johnson, 2012; Davison, Maraist, 
& Bing, 2011; Kluemper, 2013; Roth et al., 2013). A review of literature shows only a handful of 
studies examining different aspects of organisations’ use of SR technologies. This has 
predominantly centred on: the applicants’ reactions towards the use of SR technologies 
(Stoughton, Thompson, & Meade, 2013b; Stoughton, Thompson, Meade, & Wilson, 2012); the 
legality of utilising the SNWs information for making hiring decisions (Black, Stone, & Johnson, 
2014; Thomas, Rothschild, & Donegan, 2014); and the post-hire outcomes of using SR 
technologies for organisations (Sinar, 2013; Van Iddekinge, Lanivich, Roth, & Junco, 2013). 
In view of the positive inclination towards the adoption of SR technologies among hiring 
organisations, it is expected that rigorous research be conducted to examine the process of 
adoption decisions, particularly from an organisational perspective. As Nah and Saxton (2013) 
noted, the organisational adoption of SR technologies is an important topic that needs to be 
empirically investigated since these technologies can be a ‘game changer’ for the future success 
of the organisation in employing and retaining quality hires.  
Understanding the process of adoption becomes more important in the context of Australia given 
the existing gap in SR technologies’ penetration rates between Australian companies and those in 
other developed countries, such as United States and Eurozone. In 2012, LinkedIn reported that 
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only 20 percent of the top ASX200 companies1 were using recruiting solutions offered by this 
company, whereas the same report showed more than 98 percent of adoption rate for the US firms 
listed in Fortune500 (LinkedIn, 2013a, accessed on May 21). Similarly, a study of corporate 
LinkedIn practices amongst Eurozone firms revealed that that more than 79 percent of 306 
companies listed in the STOXX Europe 6002 were using LinkedIn as a recruiting tool (Bonsón & 
Bednárová, 2013). The adoption rate of SR technologies is even less encouraging when it comes 
to Australian Small and Medium-sized Enterprises (SMEs) as only 18 percent of Australian SMEs 
are reported to have an official corporate LinkedIn account (LinkedIn, 2013a, accessed on May 
21). Clearly, Australian organisations are lagging behind their American and European 
counterparts in adopting SR technologies for reasons that are so far unknown.
Thus, the primary purpose of this study is to provide a solid theoretical foundation to better 
understand how organisations make the decision to adopt or reject SR technologies. More 
specifically, a theoretical model outlining key determinants of the organisational decision to adopt 
SR technologies will be developed and empirically validated.  
Second, the research in the area of SR technology outcomes remains very limited and largely 
pertinent to their post-hire outcomes, such as future job performance (e.g., Sinar, 2013; Van 
Iddekinge et al., 2013), employee commitment or turnover intentions (e.g., McLarty, Kluemper, 
& Rosen, 2013), and Person-Job/Organisation fit (e.g., Roulin & Bangerter, 2013). The pre-hire 
opportunities offered by the use of SR technologies have been less explored (Girard & Fallery, 
2011). Despite that numerous non-academic sources (Jobvite, 2014; SHRM, 2011, 2013) have 
reported on several possible pre-hire benefits of using SR technologies (such as timeliness, quality 
of hire, and cost efficiency), the empirical evidence on the relevance of these technologies in 
terms of their pre-hire outcomes is almost non-existent (see Chapter 2 for details). 
Pre-hire outcomes of the recruitment process are considered as a primary interest to hiring 
organisations when deciding on the recruitment channel to be adopted (Breaugh, Macan, & 
Grambow, 2008; Rynes & Cable, 2003; Rynes, Reeves, & Darnold, 2014). Therefore, it is the 
aim of the current research to fill up this gap in order to inform organisational decision makers 
about the pre-hire implications of using SR technologies.    
1.3. Research Questions and Objectives 
As discussed earlier, the majority of prior research has focused on the phenomenon of SR 
technology adoption either from legal and ethical perspectives or from applicants’ points of view, 
with limited attention given to examining the factors that drive the organisation to adopt or reject 
                                                     
1 ASX 200 index is composed of the 200 largest companies by market capitalisation in Australia. 
2 The STOXX Europe 600 Index represents large, mid and small capitalization companies across 18 countries of the European region: 
Austria, Belgium, Czech Republic, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, 
Norway, Portugal, Spain, Sweden, Switzerland and the United Kingdom. 
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these technologies in the first place. Given the lower than expected adoption rate of SR 
technologies among Australian organisations, developing a clear understanding of the adoption 
of SR technologies specifically from an organisation viewpoint would be worthy of investigation. 
Moreover, despite the ample anecdotal evidence available from business periodicals and industry 
reports, there remains little theory-driven scholarly research on the pre-hire outcomes of SR 
technology use. Because the utilisation of these technologies may necessitate additional resource 
allocation or substantial changes in existing recruitment practices, it would be valuable to provide 
empirically proven evidence on the effectiveness of these technologies in terms of pre-hire 
outcomes of the recruitment function of an organisation. 
It is therefore warranted to have a methodologically rigorous and theoretically grounded research 
that: (a) examines key determinants of organisation adoption of SR technologies; and (b) 
investigates the impact of SR technology utilisation with regards to the pre-hire aspects of 
recruitment outcomes. Accordingly, three key research questions for the current study are: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
Q2a: What are the potential pre-hire outcomes of SR technology use by organisations? 
Q2b: To what extent are SR technologies perceived to influence pre-hire outcomes of 
recruitment? 
Q2a and Q2b were deliberately framed as such for the following two reasons: First, both sub-
questions are centred on expected pre-hire outcomes of the SR technology utilisation and thus, 
they are deemed as highly integrated. In other words, while posing Q2a enables the researcher to 
explore the pertinent pre-hire outcomes of SR technology usage, proposing Q2b allows for an 
empirical examination of the extent to which the explored pre-hire outcomes have been realised 
by adopting organisations. Second, given the cohesive nature of research questions Q2a and Q2b, 
throughout the rest of this study both Q2a and Q2b are attempted simultaneously and not 
disjointedly. This further warrants the proposition of a twofold research question (i.e., Q2a and 
Q2b) instead of two discrete research questions. 
Subsequently, five research objectives were specified in an attempt to provide empirical answers 
to these research questions. These objectives are: 
1. To identify salient factors that influence SR technology adoption decisions in 
organisations. 
2. To determine key potential pre-hire outcomes of SR technology use. 
3. To develop and validate a model of the antecedents of SR technology adoption 
decisions. 
4. To develop and validate a model of the pre-hire outcomes of SR technology use. 
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5. To explain the nature of relationships among determinants of SR technology 
adoption on the one hand and the effect of SR technology use on recruitment pre-
hire outcomes on the other.   
1.4. Focus and Scope of the Study 
This study focuses on the adoption and use of SR technologies for the purpose of sourcing, 
attracting, and initiating preliminary contact with potential job candidates. It is important to note 
that SR technologies can also be used by organisations during the screening and selection process. 
However, there is a great deal of debate on the legality and ethical ramifications surrounding the 
use of these technologies in the latter stages of a hiring process (Black & Johnson, 2012; Black et 
al., 2014; Clark & Roberts, 2010; Davison, Maraist, Hamilton, & Bing, 2011). A survey by SHRM 
(2013) showed that only 20 percent of 529 participating HR professionals have ever used SR 
technologies to screen job candidates and 68 percent indicated that they never have and did not 
plan to do so in the future.  
Considering the legal and ethical issues of using SR technologies for screening and selecting job 
candidates, coupled with the declining interest amongst hiring organisations to adopt and use 
these technologies for screening purposes, the scope of this study is bounded to understanding the 
adoption and use of SR technologies for ‘attracting and sourcing candidates’ and prior to the 
‘selection and screening’ stage. 
The current study is also set to address the initial adoption of SR technologies which involves 
investigating the belief factors that affect the knowledge, persuasion, and the eventual decision 
stage of the SR technology adoption process (see Section 3.2.1 for details). Although the success 
of an IT depends on its extended implementation and continued usage, rather than a simple 
adoption decision, it is equally important to study the initial adoption decision as it is the first step 
towards the successive extended usage of the IT (Karahanna, Straub, & Chervany, 1999). 
Moreover, given that the adoption of SR technologies is still in its infancy, it is valuable to 
investigate the salient factors that form pre-usage beliefs and ultimately lead to the SR technology 
adoption decision. 
1.5. Significance of the Study and Expected Contributions 
The outcomes of this study are expected to contribute to both research and practice in the domain 
of SR technologies. First, the current study presents a structured and detailed review of extant 
literature in the area of SR technologies in order to identify the key areas where empirical research 
is lacking.  
Second, the current investigation is assumed to be among the first attempts to develop and test a 
theory-driven model of determinants and pre-hire outcomes of SR technology adoption and usage. 
Thus, this research is a positive response to the call by a number of scholars to conduct an in-
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depth theory-driven research in the area of Social Recruiting (e.g., Davison, Maraist, & Bing, 
2011; Kluemper, 2013; Roth et al., 2013).  
Third, the majority of prior recruitment research has been centred on investigating the adoption 
determinants of recruiting technologies and their outcomes for individual job applicants (e.g., 
Fisher & Howell, 2004; Madera, 2012; Plummer, Hiltz, & Plotnick, 2011). The current research 
aims at investigating the dynamics of SR technology adoption from the organisation perspective 
on the one hand and the extent to which this technology is perceived to influence the pre-hire 
outcomes on the other. Such an approach to focus on the organisation level of analysis is deemed 
to be novel. The outcomes of this investigation would contribute to new knowledge. 
Fourth, this research enriches IT adoption literature by extending the generalisability of several 
prominent technology adoption theories to a new domain (i.e., SR technologies) and to a different 
context (i.e., organisational HR professionals). The study proposes and validates a context-
specific factor (i.e., applicant readiness) which has not been investigated before, despite the fact 
the factor is believed to have played an imperative role in explaining the adoption of SR 
technologies. 
From a practical perspective, understanding factors considered as important in the organisation 
decision to adopt SR technologies could help change the perception of HR managers and 
practitioners about using new recruitment technologies. As a result, HR departments might be 
better facilitated to design and implement positive intervention mechanisms (e.g., skill training 
programs, or technology change strategies, etc.). These resultant efforts could therefore help 
increase the likelihood of successful new technology adoption. This is specifically pertinent to 
the Australian context, where the adoption and utilisation of SR technologies is lagging behind 
other developed countries. The proposed model of SR technology adoption can also serve as a 
diagnostic tool for HR managers to assess their organisational readiness in terms of key 
determinants of successful adoption prior to the introduction of the technology into the 
recruitment strategy. 
HR managers and change agents often face the challenges of making a solid business case to 
convince the organisational decision makers to invest in SR technologies. This study addresses 
some of these challenges by identifying the key pre-hire outcomes of SR technologies and 
empirically examining the extent to which these outcomes can be achieved upon the extensive 
use of these technologies. In other words, the findings from this study in relation to research 
evidence of specific pre-hire outcomes in utilising SR technologies help assure HR managers in 
their adoption decisions. 
Finally, this study can greatly benefit SR technology vendors and developers by providing guiding 
principles on how to improve their products and services and make them appealing to their target 
clients. The study findings will help vendors and developers pinpoint key attributes and benefits 
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of technology that need to be publicised and promoted when introducing SR technologies to new 
clients in new markets.         
1.6. Overview of the Research Strategy 
Given that research on SR technologies is still in its infancy, pure reliance on deductive 
approaches such as quantitative methods may offer very limited insights about the unique 
determinants or outcomes of SR technology adoption and usage. Thus, the current study employed 
a sequential quantitative-dominant mixed methods research design (Johnson & Onwuegbuzie, 
2004), which comprised a preliminary qualitative research followed by a main quantitative 
research in order to answer the research questions outlined earlier. More specifically, the 
qualitative exploratory phase of this study was set to refine and contextualise the theory-driven 
conceptual models. This was followed by empirical testing the validity of the research models 
through the main quantitative confirmatory phase. 
In the qualitative phase of research, the data was collected from interviewing 15 HR informants 
representing 12 Australian organisations. Here, the main assumption was to recruit a sample that 
is able to provide ample information about the phenomenon under inquiry (i.e., information-rich 
cases). NVivo 10.0 software was employed for thematic analysis of the qualitative data. This stage 
helped refine the initial conceptual models based on some context-specific SR technology 
characteristics. As a result, a number of constructs and hypotheses were revised and the final 
research models were proposed for the subsequent quantitative study. 
The main emphasis of the quantitative phase was to verify and validate the revised research 
models and to empirically test the research hypotheses. In this stage, the data was collected using 
an online survey of 375 Australian HR professionals and practitioners. Similar to the qualitative 
stage, the key selection criteria was to reach those respondents who were most informed and 
knowledgeable of the issue under investigation in their respective organisations. Both SPSS 22.0 
and AMOS 22.0 software were employed to evaluate the validity and reliability of constructs 
through exploratory and confirmatory factor analyses. Lastly, the structural equation modelling 
technique using AMOS 22.0 was carried out to evaluate the appropriateness of the final research 
models and to test the research hypotheses. 
1.7. Definitions of Key Terms 
The following are the operational definition of key terms used throughout this research: 
Social Recruiting (SR) 
Social Recruiting denotes the process of sourcing, attracting, and initiating primary contacts with 
potential job candidates through utilisation of Social Network Websites. 
SR technology 
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Any Social Network Website that can be used by the organisation or HR professionals to source, 
attract, and initiate primary contacts with potential job candidates. Some examples of prominent 
SR technologies are LinkedIn, Xing, Facebook, and Twitter. 
SR Technology Adoption 
The organisation decision to either adopt or reject SR technologies. This concept reflects the 
actual observable willingness within the intended unit of decision making to make use of SR 
technologies in the recruitment function (Dillon, 2001). 
SR Technology Use 
It denotes the intensity, diversity, and frequency of the SR technology usage by an adopting 
organisation (Thompson, Higgins, & Howell, 1994; Venkatesh, Morris, Davis, & Davis, 2003). 
While diversity represents the number of recruiting functions carried out through SR 
technologies, intensity reflects the amount of time spent on each function. Lastly, frequency 
indicates the number of times SR technologies are visited per week. 
Pre-hire Outcomes 
Pre-hire outcomes are those primary recruitment objectives that are indicant of the utility of a 
recruiting source to ‘identify and attract’ job applicants (Breaugh, Greising, Taggart, & Chen, 
2003; Rynes, 1991). Some pre-hire outcomes include: the number and quality of the recruits 
generated by a recruitment source or the cost incurred when filling jobs. In contrast, post-hire 
outcomes denote to those hiring consequences of a recruiting source that unfold once a new recruit 
occupies the position (Rynes, 1991). Some examples of post-hire outcomes of recruitment are 
employee commitment, performance, and turnover intentions.  
1.8. Organisation of the Thesis 
This thesis is organised into 11 chapters. These chapters are closely interconnected with one 
another and complement each another. Figure 1.1 outlines how each chapter is built upon the one 
before and how it lays the groundwork for the following chapter. What follows is a brief overview 
of the chapters in this thesis. 
Chapter 1. Introduction 
The current chapter outlines the research background, along with motivations and the significance 
of this study. Moreover, the key research questions and research objectives that this study aims 
to provide empirical answers for are discussed. The overall organisation of this thesis is also 
presented in this introductory chapter. 
Chapter 2. Review of Existing Research on Social Recruiting Technologies 
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This chapter investigates the current state of scholarly research in the domain of SR technologies. 
In doing so, a general overview of the SR technology concept is outlined and the key features and 
complexities of this technology artefact are presented. This is followed by a structured review of 
existing research in the area of SR technologies in order to identify the key areas that have 
remained under-researched in the literature. The outcome of this chapter is setting the rationale to 
study (a) the key belief structures that influence the organisational decision to adopt SNWs as 
recruitment tools; and (b) the key pre-hire outcomes resulting from the use of these technologies 
as a recruitment method. 
Chapter 3. Determinants of SR Technology Adoption Decisions 
This chapter presents a thorough review of Information Technology adoption literature with the 
purpose of identifying the underpinning theoretical models and constructs that could explain the 
dynamics of the SR technology adoption decision in organisation settings. Based on the literature 
review, an initial conceptual model (i.e., Model 1) is developed. This is followed by a detailed 
rationalisation for the constructs and relationships embedded in the conceptual Model 1. 
Chapter 4. Pre-hire Outcomes of SR Technologies Use 
This chapter sets the theoretical groundwork for the empirical investigation of the key pre-hire 
outcomes of SR technology usage. Drawing upon the existing theories, a second conceptual model 
(i.e., Model 2) is proposed which highlights a number of context-specific pre-hire outcomes of 
SR technologies. Relevant hypotheses are also developed to ultimately test the extent to which 
these outcomes have been realised by the adopting organisations. 
Chapter 5. Exploratory Qualitative Phase 
This chapter illustrates the procedure and results of the preliminary qualitative phase of the 
research. This initial exploratory research was conducted through the interview of 15 HR 
informants from 12 Australian organisations. The thematic analysis of interviews using NVivo 
10.0 resulted in some refinements in the initial conceptual Model 1 and Model 2. In doing so, a 
number of constructs were revised and contextualised and the research Model 1 and Model 2 were 
finalised. 
Chapter 6. Methodology 
This chapter presents a detailed explanation of the methodological foundation for this research. 
More specifically, the choice of research paradigm is explained by clarifying the ontological, 
epistemological, and methodological positioning of the study. From here onward, the rest of this 
chapter focuses on the main quantitative phase of the research by outlining the process of 
instrument design and development, sample considerations, and the data collection procedure 
through online survey. Furthermore, the ethical aspects of this research project as well as the 
choice of the data analysis technique are explained. 
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Chapter 7. Data Preparation for Analysis 
This chapter explains the process through which the integrity and appropriateness of data for the 
subsequent analysis stage was ensured. In particular, data diagnosis was conducted in this chapter 
with respect to missing data, unengaged responses and outliers, assumptions of multivariate 
normality, non-response bias, and common method bias and where needed, remedial steps were 
taken to counterbalance the undesired properties of the data. This chapter also provides a summary 
of respondents’ profiles.   
Chapter 8. Developing and Validating Measurement Models  
This chapter provides a detailed description of steps taken to evaluate discriminant and convergent 
validity as well as the reliability of constructs. First, the unidimensionality of constructs was tested 
using exploratory factor analysis and via SPSS 22.0 software. Subsequently, the adequacy of fit 
for the measurement part of Model 1 and Model 2 was assessed in a chronological fashion using 
confirmatory factor analysis and AMOS 22.0 software.  
Chapter 9. Developing Structural Models and Hypothesis Testing 
This chapter presents the empirical findings obtained from the structural analysis of research 
Model 1 and Model 2 based on a sample of 375 Australian HR professionals and practitioners. 
This includes evaluating the structural part of research Model 1 and Model 2 in a chronological 
manner as well as presenting findings from the hypotheses testing. 
Chapter 10. Discussion 
A detailed discussion of the empirical findings of research Model 1 and Model 2 are presented in 
this chapter. More specifically, this chapter outlines how the findings from structural analysis of 
research Model 1 and Model 2 provides empirical answers for the research questions. 
Chapter 11. Conclusions, Limitations, and Future Research Directions 
This chapter brings to a conclusion the current investigation by presenting how the study findings 
can contribute to research and practice. It also outlines key research limitations that should be 
taken into account when interpreting the results. Lastly, some recommendations for future 
research in the area of SR technologies are discussed. 
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Chapter 2. Review of Social Recruiting (SR) Technology Literature 
2.1. Introduction 
The main objective of this chapter is to provide a structured review of the existing literature on 
Social Network Websites (SNWs) in relation to Recruitment and to assess the current state of 
research in this area. Drawing on a pre-defined framework of ‘recruitment process model’ 
(Breaugh, 2008), the researcher sets to characterise the development of and the relationships 
among extant research on SNWs in the recruitment domain. The use of a pre-defined framework 
not only allows the researcher to rigorously review and map out relevant literature underpinning 
the research, but also helps identify gaps and subsequently develop research directions in a 
structured manner (Breaugh, 2008; Tranfield, Denyer, & Smart, 2003; Ven & Johnson, 2006). 
Accordingly, this chapter is organised as follows. A general overview of Social Network Websites 
(SNWs) is provided in Section 2.2 in order to establish the context of this study. Next, the 
emergence of SNWs as a new recruitment technology is explained. This is accomplished by (a) 
defining the terms ‘recruitment’ and ‘Social Recruiting technologies’ (Section 2.3 and 2.4), (b) 
describing some unique features of social recruiting technologies, and (c) explaining complexities 
associated with the use of these technologies as hiring tools (Section 2.5). Subsequently, Section 
2.6 starts by introducing the framework which guides the tracking and the classification of 
existing research in this area, followed by an explanation of the method used to gather and analyse 
the relevant literature (Section 2.6.1), and concludes with discussing the findings of literature 
review analysis (Section 2.6.2 and 2.6.3). This is followed by Section 2.7 in which the extant gaps 
in the literature are identified and relevant research questions – which this study aims to answer 
– are presented. Lastly, a summary of the chapter is presented in Section 2.8. 
2.2. Social Network Websites – An Overview 
Over the past decade, Social Network Websites (SNWs) have gained a widespread popularity 
among individuals as well as organisations. The primary purpose of SNWs is to allow individual 
users to create personal information profiles, invite friends or colleagues to have access to those 
profiles, and send instant messages to their network (Heidemann, Klier, & Probst, 2012; Kaplan 
& Haenlein, 2010). Boyd and Ellison (2007) defined Social Network Websites as: 
Web-based services that allow individuals to (1) construct a public or semi-public profile 
within a bounded system, (2) articulate a list of other users with whom they share a 
connection, and (3) view and traverse their list of connections and those made by others 
within the system (p. 211). 
As social networking websites such as Facebook, Twitter, and LinkedIn grow explosively among 
individual users, it is not surprising that companies are increasingly tapping into SNWs to expand 
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their businesses. In 2011, a survey by McKinsey Institute reported that the adoption rate of Social 
Network Websites across industries in average had increased 72 percent (Bughin, Byers, & Chui, 
2011). It is argued that such rapid adoption rate is due to the cost-effectiveness perceived by 
organizations to expand their businesses with easy access to a range of customer information for 
better product development and planning processes. Table 2.1 summarises some of key business 
uses for SNWs according to a survey of 1,850 managers conducted by KPMG Int (2011): 
Table 2.1. Key business uses for SNWs* 
  Percentage of organisations currently expanding or 
initiating SNWs utilisation†  
Marketing and Sale 66 
Business Development and Research 62 
Corporate Brand and Reputation Management 59 
Customer Service 59 
Product and Service Innovation 57 
Recruitment and Selection 58 
* Compiled from KPMG Int. report (2011) 
† Organisations surveyed were randomly selected from ten major markets including Australia, United Kingdom, United States, 
Canada, Japan, China, Brazil, India, Sweden, and Germany.  
Although marketing departments are considered as vanguards of utilising SNWs as a marketing 
and sales initiative in the first place, there is an increasing interest among Human Resource 
Managers (HRM) and practitioners to adopt and use these technologies as recruitment and 
selection tools. Below the extent to which SNWs are used as recruitment tools among 
organisations is briefly reviewed. 
2.3. Social Network Websites and Employee Recruitment 
Owing to the vast amount of information available on SNWs and increasing popularity of these 
technologies, organizations have begun to examine the available information on these websites 
as a source of job applicant data for improving hiring decisions (Kluemper, 2013). SNWs such as 
Facebook and Twitter allow recruiters to screen job applicants’ profiles, posts, and shared 
contents in order to arrive at a more realistic preview of future employees. TweetMyJobs, which 
was launched in 2009, has since become the largest Twitter-enabled job board in the world 
(Madia, 2011). Business-oriented social websites such as LinkedIn and Xing, which particularly 
cater to professionals, enable the recruiters to source job candidates with specific skills and allow 
HR professionals to access their professional network(s) as referral sources (English, 2011; Zide 
et al., 2014). 
A recent study conducted by the Society for Human Resource Management (SHRM, 2013) found 
that while in 2006 only 2 percent of participating organizations (N = 371) were using SNWs as a 
recruiting tool, in 2008 the figure increased to 34 percent (N = 499), and in 2013, more than 77 percent 
of organizations (N = 630) have embedded SNWs in their recruitment processes. According to this 
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report, LinkedIn (94 percent), Facebook (54 percent), and Twitter (39 percent) are the three SNWs 
most often used by organizations for recruiting job candidates.  
Despite the growing popularity of SNWs among organizations for recruitment purposes, there is 
a dearth of scholarly studies in the area (Davison, Maraist, & Bing, 2011; Kluemper, 2013). Roth 
et al. (2013) acknowledge the asymmetry between reports of corporate use of SNWs as 
recruitment tools and scholarly research on such uses and called for more theory-driven research 
in this area. The current study is aimed to respond to such a call. Accordingly, the rest of this 
chapter focuses on identifying gaps in the literature on SNWs and Recruitment in order to justify 
the need for conducting the current study. 
To do so, a large-scale literature review was conducted to identify the gap in literature and to 
address the need for current study (see Sections 2.6 and 2.7 of this chapter). But first a definition 
of the recruitment function is provided in order to outline the scope of this study in the next 
section. This is followed by an overview of SNWs and their relevance to the recruitment function, 
including Social Recruiting (SR) definition and the uniqueness as well as complexities of SR 
technologies. 
2.4. Recruitment Definition 
Recruitment is defined as “those practices and activities carried on by an organisation with the 
primary purpose of identifying and attracting potential employees” (Barber, 1998, p. 5 as cited in 
Breaugh & Starke, 2000). This definition is developed in a way to include both internal (e.g., 
current employees applying for new vacancies) as well as external (e.g., job advertisement and 
recruiting agencies) recruitment of individuals (Breaugh, 2008).  
Although in-house Social Network Websites (SNWs), such as Yammer, may provide 
opportunities to support and enhance internal recruitment (Hauptmann & Steger, 2013), 
organisations are reported to be predominantly using SNWs for external recruitment and staffing 
(Roth et al., 2013). Accordingly, the scope of this study is narrowed down to the application of 
SNWs for external recruitment of individuals. External recruitment is therefore defined as: those 
employers’ activities that are aimed to (a) identify potential job candidates who currently do not 
work for the organisation, (b) attract them to a job opening, and (c) influence their decision to 
accept the job (Breaugh, 2008). 
2.5. Social Recruiting Technologies as Organisation Enablers 
Traditional web-based recruitment tools, including online job boards and corporate websites, are 
often characterised with worldwide level accessibility and low application costs in terms of time 
and money (Galanaki, 2002). Such technologies have enabled job seekers to overcome the barriers 
of time and distance and eased up the process of resubmitting job applications for different 
positions (Tong, 2008). This has facilitated companies’ access to a considerably larger pool of 
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applicants and therefore, likelihood of finding qualified candidates (Chapman & Webster, 2003; 
Lievens & Harris, 2003). However, a larger pool of applicants does not necessarily translate into 
a better quality of hire. In fact, as Dineen et al. (2007) posit, the low cost of online job applications 
has resulted in lowering the attraction threshold, which has resulted in a “dark side of web-based 
recruitment” (p. 256); whereby a large number of applicants – who are not necessarily qualified 
enough – tend to apply for a job. In addition, applicants may apply for job openings without 
considering person-organisation/job fit, or job requirements (Dineen et al., 2007; Parry & Tyson, 
2008).  
To overcome these limitations, in the past few years organisations have turned to Social Network 
Websites (SNWs) as candidate sourcing and recruiting tools (Davison, Maraist, & Bing, 2011; 
Madera, 2012). SNWs are different from traditional web-based recruitment as they are oriented 
towards hiring organisations, as opposed to job seekers (Kashi & Molineux, 2013). While 
traditional web-based recruitment methods are more applicant-oriented (i.e., they enable 
candidates to actively identify and apply for different job vacancies with minimum time and cost) 
SNWs are rather organization enablers in nature. That is, services provided by these websites are 
specifically tailored toward empowering organizations to develop more proactive recruitment 
strategies and make better hiring decisions. This trend of using SNWs among an increasing 
number of contemporary organisations for their recruitment exercises nowadays is commonly 
referred to as ‘Social Recruiting’ (SR).  Below ‘Social Recruiting’ is further defined with a 
specific focus on addressing the uniqueness of using social recruiting (SR) technologies for hiring 
purposes. 
2.5.1. Social Recruiting Definition 
It is commonly noted that organizations use Social Network Websites (SNWs) for the selection 
and screening of candidates when these job candidates have already been identified by either 
organisational internal or external recruiters (Brown & Vaughn, 2011; Clark & Roberts, 2010). 
However, the focus of this study is the use of SNWs prior to this point, where their utilisation is 
more common and more accepted among contemporary organisations (Davison, Maraist, 
Hamilton, et al., 2011; Smith & Kidder, 2010). Accordingly, to set boundaries of the study, the 
term Social Recruiting (SR) is defined here and this definition will be used throughout the 
research: 
Social Recruiting is the process of sourcing, attracting, and initiating primary 
contacts with potential job candidates through the use of Social Network Websites 
(such as LinkedIn, Facebook and Twitter). 
It is also worthy to note here that social recruiting is a perceived concept rather than a defined 
technique (Kashi & Molineux, 2013). This perceived concept of ‘social recruiting’ tends to 
embody ‘push’ and ‘pull’ recruitment strategies. The ‘push’ recruitment strategies are centred on 
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traditional job postings and mass advertising on social channels, whilst the ‘pull’ strategies take 
a targeted approach towards sourcing potential organisation-based talent. This is often achieved 
by less advertising but more engaging with right people at the right time on a person-to-person 
basis. It is believed that use of the ‘pull’ recruiting strategies differentiates SR technologies from 
traditional methods of web-based recruitment (Hayes, 2012). The following sub-section discusses 
key unique features of SR technology application by hiring organisations. 
2.5.2. Uniqueness of SR Technologies 
Several factors are used to indicate the use of social recruiting (SR) technologies via SNWs as an 
innovative and unique way to hire job applicants. First, the wealth of information readily available 
on these platforms is beyond what traditional sources, such as resumes or cover letters, may offer 
(Faour & Heinze, 2013). Such platforms are believed to provide more realistic and accurate 
information about job candidates, compared to traditional resumes (Black & Johnson, 2012). 
According to Sackett (2007), resumes and cover letters are often designed to represent individuals 
with their ‘maximal’ rather than ‘typical’ work performance. However, SNWs contain 
information that is accumulated over time and shared with an expanded network of 
friends/colleagues and therefore, this information would be less susceptible to social desirability 
bias (Kluemper et al., 2012). Moreover, SR technologies offer recruiters an opportunity to 
evaluate job candidates in a context which is not focused on career advancement (Black & 
Johnson, 2012). 
SR technologies can also help recruiters develop stronger understandings of applicants’ job 
related characteristics as well as their personality traits (Zide et al., 2014). In line with this, 
Kluemper et al. (2012) demonstrated that use of SR technologies helped generate sufficient 
quality and quantity of data to assist trained recruiters to make viable inferences about the Big 
Five personality traits of potential candidates. This is an important finding since previous studies 
(e.g., Goldberg, 2005; Kluemper & Rosen, 2009; McLarty et al., 2013) have indicated that 
personality traits can function as an indicator of several behavioural outcomes in the organisation 
context such as employee attitudes and performance. Kluemper et al. (2012) further purported 
that the recruiter’s evaluation of personality traits via SR technologies provide accurate cues about 
job performance and perceived hirability of candidates, well above and beyond what self and 
peer-report data could offer. 
Other benefits of using SR technologies include: 
a) To supplement personality tests for predicting applicants person-organisation and person-
job fit (Roulin & Bangerter, 2013; Slovensky & Ross, 2012). 
b) To allow organisations to approach ‘passive candidates’, defined as those currently 
employed, but not actively looking for job, yet with skill-sets useful for organisations 
(Davison, Maraist, & Bing, 2011; Dineen & Soltis, 2011). 
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c) To develop ‘talent communities’ (i.e., online forums where individuals can develop 
interactive, personal, and meaningful relationships with corporate HR and the 
organisation in order to learn what they have to offer from an employment perspective) 
(Hayes, 2012). 
d) To identify and recruit talent ‘social referrals’, that is the use of current employees’ online 
social networks to enable them recommend a candidate for a job opening (Hayes, 2012). 
As these benefits are beyond the scope of the current study, please refer to Appendix 2.1 for a 
detailed explanation of the unique benefits of Social Recruiting (SR) technologies. 
2.5.3. Complexities of SR Technologies 
In addition, there have been a range of studies devoted to address the complexities of using SR 
technologies. These complexities include: information relevancy & completeness (Roth et al., 
2013), validity & reliability of data collected (Black & Johnson, 2012; Kluemper, 2013); privacy, 
ethics and legality issues (Black & Johnson, 2012; Black et al., 2014; Davison, Maraist, Hamilton, 
et al., 2011). Similar to unique advantages of SR technologies in Section 2.5.2, a detailed 
discussion on the complexities of these technologies is beyond the focus of the current study. 
Please refer to Appendix 2.1 for a detailed review of these issues and related studies. 
In summary, there are many unique benefits associated with the use of SR technologies making 
them an invaluable method of recruitment. According to Roth et al. (2013), the uniqueness of SR 
technologies prompted such a rapid growth in corporate use of SR technologies that scientific 
study has been substantially outpaced. To date the majority of scholarly studies lack theoretical 
base and have failed to address the practical implications of using SR technologies for recruitment 
purposes (Davison, Maraist, & Bing, 2011; Kluemper, 2013; Roth et al., 2013; Van Iddekinge et 
al., 2013).  
Therefore, the following section is devoted to (a) reviewing and examining the current state of 
scholarly research in the domain of SR technologies in a structured manner; (b) identifying the 
gap in SR technology literature; and (c) positioning objectives of the current study. The 
methodology used to conduct a relevant literature review is presented in Section 2.6.1 and 
followed by the discussion of findings in Section 2.6.2.  Research gaps will be addressed in 
Section 2.7. 
2.6. Current Research in SR Technologies (What We Know) 
Breaugh (2008) developed a model of the recruitment process to provide an understanding of key 
components of the recruitment process and their relationships with organisational outcomes. This 
framework was intended to serve two purposes: first, to reveal the complexities of the recruitment 
process (a topic that is often overlooked); and second, to show the narrow scope of research in 
recruitment literature (Breaugh et al., 2008).  
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Breaugh’s (2008) model enables the researcher to identify the key issues that need to be examined 
in a structured manner (i.e., gap in the literature). For instance, Breaugh (2008) structured his 
review of current knowledge in employee recruitment around the components of a recruitment 
process model and subsequently concluded that further research needs to address the intervening 
effects of applicant variables (see Breaugh 2012, for a similar study). Similarly, the current 
research borrows this model of recruitment process, as an organising framework, to review and 
classify the current research of SNWs in the recruitment domain. It is believed that adopting this 
framework can provide the reader with a comprehensive background for understanding the 
current knowledge in the area of SNWs in recruitment.  
Moreover, this framework will make the inconsistencies in the body of knowledge apparent, thus 
allowing identification of the gap in the existing literature. What follows is a short account on the 
components of the recruitment process model. This explanation is not meant to be exhaustive, but 
rather an elaboration of key components of the model to provide a clear structure so that the reader 
could comprehend the logic behind the reviewed literature chosen for this study. 
As shown in Figure 2.1., the recruitment process in an organisation begins with establishing 
recruitment objectives. These objectives are commonly categorised into pre-hire and post-hire 
objectives (Breaugh, 2012; Rynes, 1991). Pre-hire objectives include information concerning job 
candidates (such as generating a certain number of applicants, or the time frame for filling 
vacancies), whereas post-hire objectives involve attitudes and behaviours of newly employed 
candidates (such as job performance and retention rates of new hires, or person-organisation/job 
fit) (Breaugh, 2013). In the final assessment of the recruitment process, the recruitment results 
are evaluated against these pre-determined objectives. 
Once the recruitment objectives were established, the organisation then develops strategies for 
filling job vacancies. These strategies need to address issues such as the type of future employees 
that needed to be recruited, or the type of recruiters to be used. Based on the chosen recruitment 
strategies, the organisation next would carry out recruitment activities. These activities may 
include the choice of recruitment method to be used and the type of information to be conveyed 
to, or be collected from, potential applicants. The final component of this model represents the 
intervening role of applicant variables in the relationship between recruitment activities and 
outcomes. In other words, intervening applicant variables can explain why certain recruitment 
activities could impact certain recruitment outcomes (Breaugh & Starke, 2000). For instance, an 
applicant’s reaction to a given recruitment method used by an organisation may play a crucial 
role in his/her decision to accept a job offer and thus, the success of a recruitment process (for an 
example, see Madera, 2012). 
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Two additional elements were added to the original model, namely: organisation perspective and 
applicants’ reactions. The first four components of the model are meant to represent studies which 
are focused on organisational aspects of the recruitment process and therefore are labelled 
‘organisation perspective’. However, the fifth component (i.e., applicant variables) denotes 
research on applicants’ reactions to the recruitment process and accordingly regarded as 
‘applicants reactions’. Dividing the components of the model in this way may help better organise 
the existing research, identify the gap, and consequently position the current study. 
Having provided an organising framework for reviewing current knowledge on SNWs in the 
recruitment domain, the rest of this section discusses the method based on which the relevant 
studies were identified. This is followed by an examination of selected studies based on the model 
of recruitment process, and the presentation of findings. 
2.6.1. Study Selection 
This study followed the Mapping Studies Approach (Kitchenham, 2004) (as opposed to 
Structured Literature Review) in order to provide an overview of existing research in the area of 
SR technologies. According to Kitchenham, Budgen, and Brereton (2011), MSA is especially 
valuable when the researcher intends to (a) identify and classify existing studies in a specific 
domain (topic); (b) understand whether there is enough primary research on the relevant sub-
topics; and (c) subsequently pinpoint sub-topics in which more primary studies are needed. 
Moreover, MSA helps the researcher build a solid foundation for his/her study, fit the existing 
Recruitment 
Objectives 
x Pre-Hire objectives. 
- Quality of hire 
- Size of applicant pool 
- Cost of hiring 
x Post-Hire objectives. 
- Job performance 
- Job satisfaction 
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(See recruitment 
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Figure 2.1. A model of recruitment process 
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literature into the research, and position the study in an existing body of knowledge (Levy & Ellis, 
2006). 
A key difference between MSA and SLR is that while SLR aims to aggregate studies based on 
their outcomes and then determine whether those outcomes are consistent or contrary to each 
other, MSA merely attempts to classify and aggregate the relevant studies based on a set of 
predefined categories (Kitchenham et al., 2011, p. 639). These categories may include the 
publication information (e.g., publication type, publication date, and research discipline), the 
research method used (e.g., data collection method, study nature, and study design/methods), or 
an organising framework (Kitchenham & Brereton, 2013). 
Given that this section of the literature review aims to (a) identify the existing literature in the 
domain of SR technologies; (b) classify and aggregate the relevant studies under predefined 
categories derived from the model of the recruitment process (Breaugh, 2008); and (c) pinpoint 
categories in which further research is needed, the use of Mapping Studies Approach was deemed 
as appropriate. It is important to note that despite the key differences between MSA and SLR, 
both approaches advocate a systematic procedure for selecting relevant studies in order to ensure 
the quality of the review (Budgen, Turner, Brereton, & Kitchenham, 2008; Levy & Ellis, 2006; 
Petersen, Feldt, Mujtaba, & Mattsson, 2008). Consequently, this study adopted a five-step 
procedure proposed by Petersen et al. (2008) – further enhanced by Kitchenham et al. (2011) – in 
order to systematically map relevant literature in the domain of SR technologies. These steps are: 
1. Defining questions based on which the identified research will be assessed. 
2. Conducting search for relevant studies. 
3. Screening papers based on a predefined set of inclusion/exclusion criteria. 
4. Classifying the papers in meaningful categories. 
5. Data extraction and aggregation (Kitchenham et al., 2011; p. 640). 
The following research questions were posed in order to assess the current state of scholarly 
research in the area of SR technologies: 
a) What areas of research are relevant to SR technologies? (i.e., Information 
Technology/Information System, Industrial/Organisational Psychology & Management, Law, 
and Psychology) 
b) What is the nature of research? (i.e., Conceptual paper, Literature review, General review, 
Research paper, and Viewpoint) 
a) What is the focus of research according to the model of recruitment process? (i.e., Applicant 
reactions versus Organisation perspective) 
b) What is the category of research according to the model of recruitment process? (i.e., 
Recruitment objective, Strategy development, Recruitment activity, Recruitment outcome, 
Intervening job applicant variables) 
Taken together, these questions enable the researcher to provide an overview of existing 
knowledge on SR technologies, identify the research disciplines in which relevant studies have 
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been published, and determine the type and quantity of studies along with the results available in 
them (Petersen et al., 2008). By posing the last two questions, the researcher can classify and 
aggregate the research under relevant categories of the recruitment process model (Breaugh, 
2008) and then, clarify where the current study fits with respect to the existing body of research 
(Kitchenham, 2004). 
The scope of literature search was set to those studies published between January 2003 and 
December 2014 (i.e., the closing time of this research). July 2003 was selected as the starting point 
of the investigation because LinkedIn, the largest business-oriented social network website 
(SNW), was officially launched in this year (LinkedIn, accessed on 24 Sep 2014). However, the 
preliminary investigation into SR technology literature search did not detect any published 
research prior to 2008. Accordingly, the scope of literature search was reset to a new timeframe; 
that is, studies published between January 2008 and December 2014. The inclusion criteria for 
the research selection were as follows: 
- The central theme of research should be recruitment/screening or selection through Social 
Network Websites. 
- Studies should have dedicated one section to the use of SNWs in recruitment or selection 
process. 
Similarly, an exclusion criterion was set to identify which studies should not make it to the final 
analysis stage: 
- Studies that are published in business source premiere literature such as trade periodicals, 
industry publications, and business reports.  
Relevant studies were retrieved from multiple sources including journal websites (i.e., Computers 
in Human Behaviour; Cyberpsychology, Behaviour, and Social Networking; Employee Relations; 
Human Resource Management Journal; International Journal of Selection and Assessment; 
Journal of Applied Social Psychology; Journal of Management; and Journal of Personnel 
Psychology), association websites (i.e., Academy of Management Proceedings, Southern 
Management Association, Society for Industrial and Organisational Psychology), publisher 
websites (i.e., Elsevier/SienceDirect, Emerald, JSTOR, Palgrave, Wiley Online Library), and 
indexes including, ABI/INFORM ProQuest, IEEE Xplore, Thompson, EBSCOhost, and Google 
Scholar ®. 
The following keywords and strings were set to initiate the literature search: ‘social media’ OR 
‘Social Network Websites’ OR ‘online social networks’ OR ‘social recruit*’ on one hand AND at 
least one of the following words on the other – ‘recruit*’, ‘select*’, ‘screen*’, ‘Human Resource*’, 
OR ‘HR*’. This search resulted in about 1,100 articles. A comprehensive approach would 
necessitate the inclusion of all articles, a task that was deemed as inefficient (Burgess, Singh, & 
Koroglu, 2006). Subsequently, the keywords search was limited to the EXACT phrases named 
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above ONLY within the ‘title’, ‘abstract’, and ‘keywords’ of articles. With the new restrictions 
in place, the number of articles reduced to 1713.
After scanning the title, abstract, and content of these studies – based on inclusion/exclusion 
criteria described above – only 72 relevant articles remained to be included in the detailed analysis 
and classification. Appendix 2.2 contains a summary of articles included in the subsequent 
analysis based on publication type. 
Table 2.2. Classification of SR technology studies based on publication type 
Publication Type Number Proportion % 
Journal Article 47 65 
Conference Proceeding 9 13 
Book Chapter 9 13 
Working Paper 1 1 
Master's Thesis 5 7 
Doctoral Thesis 1 1 
Total 72 100 
 
Figure 2.2 provides an overview of growth in research from 2008 till September 2014 in the 
domain of SR technologies. Taken together, Table 2.2 and Figure 2.2 show that first, SR 
technology research is an emerging topic and research in this area is still in its infancy; and second, 
there is a rapid growth of interest among scholars – especially from 2012 onward – to conduct 
research in this niche area. These findings clearly reflect a growing response to numerous calls 
from academics for future scholarly research in the area of SNWs and recruitment (e.g., Davison, 
Maraist, & Bing, 2011; Davison, Maraist, Hamilton, et al., 2011; DeKay, 2009; Roth et al., 2013). 
 
 
                                                     
3 At this point, both backward (references) and forward (citations) search was conducted on selected articles in order to learn more 
about the origins of these studies and also locate follow-up research and new developments relevant to the topic (Levy & Ellis, 2006; 
Webster & Watson, 2002). 
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2.6.2. Findings on Research Area and Nature of Research 
A comprehensive description of the publications included in this section of literature review is 
provided in Appendix 2.2. This includes a table of authors’ names, publication year, study 
purpose, data collection and methodology, respondents’ type as well as major findings of the study 
(Kitchenham et al., 2011). Based on its central theme, each study was also classified according to 
the components of the recruitment process model (Breaugh, 2008).  
Given that a number of identified studies had emphasised more than one component of the 
recruitment process model (for instance, both recruitment objectives and outcomes), they were 
allowed to fall under multiple categories (see Appendix 2.2). Once the categories to which each 
study belonged to was specified, the focus of each study was determined (i.e., applicant reactions 
versus organisation perspective). By the same token, a study may be considered as focusing on 
either one, or both aspects of the recruitment process model. 
As shown in Table 2.3, the publication distribution related to the type of study indicates that the 
majority of articles in the domain of SR technologies are quantitative research papers (39 percent) 
followed by general reviews (21 percent). 
Table 2.3. Distribution of research based on study type 
Study Type N Proportion % 
Conceptual Paper 3 4 
Literature Review 3 4 
General Review 15 21 
Research Paper (Quantitative) 28 39 
Research Paper (Qualitative) 9 13 
Case Study 1 1 
Viewpoint 7 10 
N/A* 6 8 
Total 72 100 
* N/A represents master and doctoral theses.  
This could be potentially interpreted as a movement in SR technology studies from an abstract 
level of analysis to more empirical and data-driven research. In fact, when the number of 
quantitative studies was cross-tabulated by publication year, we witnessed an incremental 
increase in the number of quantitative studies from 2009 (7 percent (N = 2)) to 2014 (25 percent (N = 
7)) on one hand and a steep decline in the number of abstract-level studies on the other (see Figure 
2.3).  
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The analysis of publications on the basis of research discipline showed that studies in this area 
were dominated by four major disciplines, which are: Industrial/Organisational Psychology & 
Management (57 percent (N = 41)), Psychology (19 percent (N = 14)), Information Technology and 
Information System (13 percent (N = 9)), Law (7 percent (N = 5)), and Marketing (4 percent (N = 3)). 
When the number of publications in each discipline was cross-tabulated by the type of study (i.e., 
quantitative research versus others), the results showed a dearth of data-driven quantitative 
research across I/O Psych & Management (32 percent (N = 13)) and IT/IS (44 percent (N = 4)) 
disciplines. These findings indicate that there is a lack of quantitative research in SR technologies 
across both I/O & Management and IT/IS fields; providing additional support for Kluemper’s 
(2013) argument that quantitative empirical study of SNWs in the recruitment domain is scarce 
and that scientific research has been significantly outpaced by organisational practices.  
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To further understand the nature of research in the domain of SR technologies, both data 
collection method and types of respondents were examined for each publication. As shown in 
Figure 2.4, the use of experimental design (N = 15) and survey (N = 15) are dominant methods of data 
collection, followed by interviews (N = 7). 
Moreover, SR technology research has largely relied on university student samples in 
experimental settings in order to collect quantitative data, though with more qualitative data 
collected from HR professionals (see Table 2.4). The use of university students as a proxy to real 
life respondents (e.g., job applicants) has been frequently argued as a major limitation for the 
generalisability of most recruitment studies (Breaugh, 2008, 2012, 2013; Stoughton et al., 2013b). 
Thus, the current study based on data collected from respondents working in organisations would 
address this limitation and add value to the existing literature. 
Table 2.4. Distribution of publications based on type of respondents used 
Respondent types Number of Studies* Proportion % 
Employees 8 10 
Job Applicants 6 7 
HR Professionals 16 19 
Academics 3 4 
University Students 15 18 
SNWs Users 8 10 
N/A† 28 33 
* While 72 publications were reviewed, some articles have used more than one type of respondents and were, 
therefore, placed in multiple categories. 
† N/A represent those studies that were not empirical in nature including ‘conceptual papers’, ‘general reviews’, 
‘literature reviews’, and ‘viewpoints’. 
2.6.3. Findings on Focus of Research 
In the next step of analysis, the SR technology publications were aggregated together and 
classified under two categories; i.e., organisational perspective versus applicant reactions. Figure 
2.5 shows the distribution of research according to the focus of study. 
 
Figure 2.5. Distribution of SR technology research according to focus of study 
As discussed before, some studies focused on organisational as well as applicant perspectives and 
therefore, were assigned to both categories. An example of such study would be Roth et al.’s 
(2013) study whereby the authors reviewed the emerging issues of using SR technologies for 
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recruiting and assessing potential job applicants. They subsequently developed a set of 
propositions focused on organisation aspects (such as information completeness, the effect of 
negative information, validity and reliability of SR technology-based assessments, and legal 
issues) as well as applicant reactions (i.e., negative impressions toward employers’ use of such 
technologies, violation of privacy, and discrimination against minorities). 
Overall, the majority of publications in the domain of SR technologies have focused on the 
organisational perspective (73 percent), with ‘strategy development (N = 35)’ being the dominant 
category. The strategy development category encompassed articles that are mainly related to 
complexities and concerns about the use of SNWs for recruitment and hiring purposes; and key 
issues that require consideration when developing coherent social recruiting strategies and 
policies. 
For example, Smith and Kidder (2010) posit that organisations may face legal challenges for using 
Facebook as a hiring tool due to the prevalence of inaccurate, irrelevant information and 
complexities of interpretation. They further suggested that HR professionals should (a) use 
Facebook to maintain a positive organisation image; (b) have a clear job-related purpose for using 
Facebook as a hiring tool; and (c) avoid unethical practices (such as 'friending') to access job 
applicants’ private information. Davison, Maraist, Hamilton, et al. (2011) proposed that in 
developing a proper social media policy organisations should determine risks/benefits, use 
standardised assessment tools, verify the accuracy of information, and disclose their use of SR 
technologies to job applicants. Similarly, Elefant (2011) reviewed key legal and regulatory issues 
surrounding SR technologies and proposed as set of guidelines for developing an appropriate 
social recruiting strategy and policy, including: selecting a proper SNW; defining recruitment 
goals; educating staff; distinguishing official use and other uses of SNWs; developing disclaimers 
and terms of services; regular updates to the social media policy; and cyber-insurance. 
After ‘strategy development’, the ‘recruitment activity (N = 31)’ category emerged as the second 
most popular area of SR technology research from an organisation perspective. This category is 
comprised of studies related to how employers and HR professionals adopt SR technologies and 
carry out social recruiting activities; the implications of such technologies in organisational 
context; and best social recruiting practices.  
For instance, Roulin and Bangerter (2013) examined the type and sources of information 
recruiters collect via SR technologies and found that Facebook was preferred for evaluating 
person-organisation (PO) fit as it provides information on applicants’ values, interests, and 
beliefs; whereas LinkedIn was found to be mostly used to evaluate applicants’ person-job (PJ) fit. 
The authors further posit that recruiters pay the most attention to professional/personal 
information as well as the number of friends when reviewing applicants’ profiles.  
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In another study, Parry and Solidoro (2013) examined the ways organisations use SR technologies 
and found that the primary driver was to communicate an employer brand, and access both passive 
and active job candidates. HR practitioners also use these technologies for internal corporate 
communications, information sharing, learning and development, and creating communities of 
interest (Parry & Solidoro, 2013). In a similar study, Bonsón and Bednárová (2013) investigated 
the use of SR technologies across 306 Eurozone companies and found that a majority of them use 
LinkedIn to communicate job-related information and career opportunities to current and future 
employees. Zide et al. (2014) investigated key features of LinkedIn profiles and came up with a 
list of 20 elements, which HR professionals focus on the most when reviewing candidates’ 
profiles. The top four elements include employment history, education, years of experience, and 
how the applicant is presenting him/herself on LinkedIn. Grammatical errors were found to be 
considered as an initial clue for HR decision makers to dismiss a candidate. 
Despite the dearth of research in the area of SR technology adoption, we managed to identify at 
least one study (i.e., Chang & Madera, 2012) related to key organisational factors predicting the 
adoption of SR technologies. Conducted in the context of the hospitality industry, Chang and 
Madera’s (2012) study revealed that organisation size and presence of social media policy are 
significantly related to the use of SR technologies. Results also showed that recruiters in the 
hospitality industry more often use SR technologies to recruit for 'management level' and 'front-
of-the-house' vacancies than 'entry level' and 'back-of-the-house' positions. 
Among research that recommends best social recruiting practices, with reference to developing 
and maintaining candidate relationships, is Bissola and Imperatori’s (2013) study. The authors 
recommended HR professionals to use SR technologies in order to provide real-time updates to 
potential applicants, do ongoing monitoring, and initiate direct and personalised contacts with 
applicants. 
The ‘recruitment objective’ and ‘recruitment outcome’ categories emerged as the least mature 
area of research in the domain of SR technologies, yielding only 19 and 14 publications 
respectively. With respect to pre-hire objectives/outcomes, Slovensky and Ross (2012) posit that 
SR technologies can provide recruiters with more realistic information on job candidates in a cost-
effective manner. Sinha, Subramanian, Bhattacharya, and Chaudhary (2012) identified several 
pre-hire outcomes for SR technologies including, sourcing talent and attracting aspirants, 
promoting reputation of the employing organisation, conveying the employer value proposition 
on a global scale, and faster, better focused recruiting. DeKay (2009) study revealed that in 
contrary to common belief, SR technologies may not necessarily grow into fruitful sources for 
identifying passive job candidates. On the contrary, an empirical study by Nikolaou (2014) reveals 
that passive job candidates indeed spent more time on LinkedIn (and therefore are more accessible 
via SR technologies); possibly because they expect that SR technologies will bring them closer 
to recruiters and therefore, better expose them to new job opportunities. 
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McLarty et al. (2013) investigated the effectiveness of SR technologies on a set of post-hire 
outcomes and find that LinkedIn adoption is significantly related to affective commitment, job 
performance, and turnover intentions. The authors argued that highly committed job incumbents 
may adopt LinkedIn to display positive information about the organisation or to find useful 
professional contacts. Moreover, LinkedIn may be used by high performing individuals in order 
to display their professional achievements to a larger audience. Lastly, the authors explained that 
individuals with high turnover intentions are more likely to use LinkedIn; perhaps a signal to 
show that they are looking for new job opportunities. In the same vein, Kluemper and Rosen 
(2009) test the feasibility of using SR technologies to improve post-hire outcomes and find that 
experienced recruiters can successfully distinguish high performer from lower performer 
candidates merely based on information provided via Facebook profiles.  
Contrary to McLarty et al.’s (2013) findings, a recent study by Van Iddekinge et al. (2013) 
indicates that candidate assessments based on Facebook information are uncorrelated to 
supervisor rating of applicants' job performance, turnover intentions, and actual turnover 
decisions. They further show that such assessments do not improve the applicants’ evaluation 
beyond what traditional predictors (i.e., cognitive ability, self-efficacy, and personality tests) may 
offer. These findings have revealed a serious limitation with respect to the criterion-related 
validity of SR technology-based assessments, particularly in case of personal SNWs such as 
Facebook. 
In line with Breaugh’s (2008) and Saks’ (2005) arguments, the review of studies related to 
‘recruitment objective/outcomes’ categories showed that majority of SR technology research have 
been primarily focused on post-hire outcomes (N = 27). This is despite the fact that most recruitment 
efforts are focused on attaining pre-hire objectives such as applicant quality, applicant pool size, 
or recruitment efficiency (Breaugh, 2008, 2013).  
Finally, the ‘applicant reactions’ (N = 37) (i.e., intervening job applicant variables) aspect emerged 
as the most mature category of SR technology research. This category encompasses studies on 
how prospective applicants may react to employers’ use of SR technologies in the hiring process. 
According to Breaugh (2013), research in this category is valuable since applicant reactions to 
various recruitment methods can significantly moderate the effectiveness of the overall 
recruitment process (p. 394).  
Although the majority of research in this category have been focused on applicants’ negative 
reactions towards SR technologies (e.g., Stoughton et al., 2013b; Stoughton et al., 2012; Tripathy 
& Kaur, 2012), there are other studies which have addressed the ways applicants utilise these 
technologies in order to improve their ‘hirability’ and employment chances (e.g., Bart, Dirk, 
Miriam, Bas, & Linda, 2010; Bohnert & Ross, 2010; Guillory & Hancock, 2012). 
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In their study of applicants’ reactions to employers’ use of SR technologies, Stoughton et al. 
(2013b) showed that pre-screening practices increased applicants' perceptions of privacy 
invasions. This in turn lowers perceived organisational justice and organisational attraction while 
increases intentions to take legal action against the hiring organisation. Similarly, Tripathy and 
Kaur (2012) found that the use of SR technologies in hiring processes may result in negligent 
hiring. Their results showed that as a result of employers’ use of SR technologies, current and 
future employees may engage in high degrees of self-monitoring when using SNWs. In contrast, 
Cho, Park, and Ordonez (2013) study on applicants’ reactions to organisations’ use of SR 
technologies showed that Millennials4 perceive a high level of person-organisation (PO) fit with 
those organisations having policies which support the use of SNWs. Consequently, Millennials 
are more likely to pursue employment in these organisations. The authors argued that nowadays 
Millennials heavily rely on SNWs and therefore, give high values to organisations that support 
the use of such technologies. 
A study by Sitou (2013) showed that job applicants manipulate their profile information by 
making their profiles ‘private’ or removing unflattering content in order to appeal to employers. 
Although individuals may tamper with their information in order to appear as more attractive 
candidates to employers, Guillory and Hancock’s (2012) study revealed that the information 
manipulation is considerably less deceptive on LinkedIn profiles compared to traditional resumes. 
Moreover, the authors found that verifiable information (such as work experience and 
responsibilities) on LinkedIn is less susceptible to deception and impression tactics are commonly 
conducted on unverifiable information such as applicants’ interests or hobbies.  
Overall, the review of selected studies indicated that compared to other categories of the 
recruitment process model, ‘applicant reactions’ (i.e., intervening job applicant variables) has 
played a central role in most SR technology research. 
2.7. Gaps in the SR Technologies Research (What We Need to Know) 
Once the SR technology studies were aggregated according to the research focus (i.e., 
organisation perspective versus applicant reactions), the literature was next classified under 
relevant components of the model of the recruitment process. Furthermore, the type of research 
was determined in each category to better understand the research gap in the domain of SR 
technologies. Figure 2.6 represents the publication distribution across all five components of the 
recruitment process model by the type of research. 
As mentioned before, it is clear that compared to the abstract-level research (i.e., conceptual paper 
and reviews), empirical research in the domain of SR technologies is very limited. First, the 
analysis showed that ‘intervening job applicant variables’ is the dominant category in terms of 
                                                     
4 Also known as Generation Net, Millennials are the demographic cohort that born between 1982 and 2004 (Howe & Strauss, 2009). 
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the overall number of studies as well as the number of empirical studies conducted (i.e., research 
paper and case study). This is followed by the ‘strategy development’ category, albeit a majority 
of research in this category is restricted to an abstract level of analysis. 
Next, with respect to the ‘recruitment activity’, findings indicated that this research category has 
been addressed reasonably. However, a majority of studies have focused on either examining the 
ways HR professionals carry out social recruiting activities, or presenting best social recruiting 
practices among adopting organisations; with very little attention given to empirical examination 
of what drives employers or HR professionals to adopt such technologies in the first place. 
According to Nah and Saxton (2013), this is a significant issue that needs to be empirically 
investigated as SR technologies are potentially ‘game changers’ with respect to the type of 
capacities and resources hiring organisations need to have in order to successfully adopt and 
utilise such technologies. Therefore, further research is needed to boost our understanding of what 
drives employers and/or HR professionals to adopt and employ SR technologies as a part of the 
recruitment process. 
Lastly, both ‘recruitment objective’ and ‘recruitment outcome’ categories appeared to be the least 
studied aspects of SR technology research. Among recruitment objective/outcome studies, a 
majority of empirical research has focused on post-hire outcomes of SR technologies. In fact, our 
investigation showed only two empirical studies (i.e., DeKay, 2009; Nikolaou, 2014) that have 
partially addressed some pre-hire outcomes of SR technologies (i.e., access to passive job 
candidates). As stated earlier, pre-hire outcomes of a given recruitment method required specific 
attention since on the one hand, many employers are not overly as concerned with post-hire 
Notes: Values represent the number of research classified in each category. 
Each circle size is relative to the number of studies classified under each category of the recruitment process model. 
While 72 publications were reviewed, some articles have focused on more than one aspect of the model and were, therefore, 
placed in multiple categories. 
Figure 2.6. Distribution of SR technology studies by research type over the categories of 
recruitment process model 
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outcomes as they are with pre-hire outcomes and on the other hand, it is mainly pre-hire outcomes 
that determine whether employers would invest in a new recruiting technology in the first place 
(Breaugh, 2008; Breaugh et al., 2003; Breaugh & Starke, 2000; Williams, Labig, & Stone, 1993). 
Thus, further empirical research needs to establish the link between the utilisation of SR 
technologies and pre-hire outcomes. 
2.7.1. Hiring Organisations’ Adoption of SR Technologies 
From hiring organisations or HR professionals’ perspective, the adoption of SR technologies is 
not a target in itself but it is rather a vehicle to facilitate a broader task; that is the recruitment 
function. This means that so far, the adoption of SR technologies has been taken for granted by 
both practitioners and the academic community as the line of least resistance (Chang & Madera, 
2012; Nah & Saxton, 2013). In line with this, our review of SR technology literature indicates 
that research on the adoption of SR technologies is sparse, specifically from a hiring 
organisation’s point of view. In fact, with the exception of one (i.e., Chang & Madera, 2012), all 
studies we retrieved focused on applicants’ adoption of SR technologies as a part of their job 
search strategies (e.g., Madera, 2012; Plummer, 2010; Plummer et al., 2011; Ramasamy & 
Raman, 2014). 
Although one may argue that the prevalence of empirical studies on the adoption of Human 
Resource Information Systems or even former types of online recruitment methods (such as job 
boards and corporate websites) makes the contribution of any SR technology adoption research 
trivial, at least three pieces of evidence can be presented here to rebut such a claim: 
The first rebuttal is rooted in Parry and Wilson’s (2009) study on factors affecting the 
organisational adoption of online job boards versus corporate web pages. The authors found that 
drivers of adoption significantly differ across the two contexts, prompting them to conclude that 
todays’ internet-based recruitment technologies are sufficiently developed and matured enough 
not to be ‘studied as a single universal entity’ (p. 668). They further advised future research to 
produce a distinct set of adoption drivers with particular attention to specific types of recruitment 
technologies. 
Second, as Nah and Saxton (2013) posit the uniqueness of SR technologies has made adoption a 
challenging task for employers as it could necessitate an additional resource allocation, yet it 
could be a ‘game changer’ since SR technologies provide a new pipeline for talent acquisition 
(Madia, 2011). Therefore, adoption research with specific attention to unique features of SR 
technologies can help employers and HR professionals better prepare and meet the challenges of 
these new technologies on one hand and embrace their benefits on the other (Madia, 2011). 
Third, and in line with the Nah and Saxton (2013) assertion, is anecdotal evidence indicating a 
low adoption rate of SR technologies among Australian hiring organisations. While SR 
technologies are becoming a well-established method of recruitment in the US (SHRM, 2013), 
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reports show that they have not had an overwhelming impact in Australia (LinkedIn, 2013a). A 
survey by LinkedIn (2013a) stated that only 20 percent of the top 200 companies listed in the 
Australian Stock Exchange (ASX200) are currently using recruiting solutions offered by this SR 
technology provider. The adoption rate is even lower when it comes to Australian Small and 
Medium-sized Enterprises (SMEs). When examining their presence on LinkedIn, only 18 percent 
of Australian SMEs were found to have an official corporate profile on LinkedIn (i.e., low 
adoption rate). This is despite the fact that LinkedIn has over 4 million Australians members; 
representing almost 80 percent of Australia’s professional population (LinkedIn, 2013b). 
Investigating salient factors that influence SR technology acceptance may eventually help 
increase the adoption rate of this new type of recruiting technology among Australian hiring 
organisations.       
Overall, it could be concluded that our understanding of SR technology adoption is sparse, not 
only due to unique qualities of these technologies, but also because of the lack of adoption 
research from the hiring organisation’s perspective (Chang & Madera, 2012; Nah & Saxton, 2013; 
Parry & Olivas-Luján, 2011; Parry & Wilson, 2009). To address this gap in the literature, Chapter 
3 is devoted to developing a conceptual model (i.e., Model 1) of salient factors serving as a key 
to understanding the adoption of SR technologies within hiring organisations. The proposed 
conceptual Model 1 therefore aims to provide a theoretical foundation for empirical investigation 
of the following research question: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
2.7.2. Pre-hire Outcomes of SR Technology Use 
As mentioned before, a majority of studies classified under ‘recruitment objective/outcomes’ 
categories focused on examining the post-hire outcomes of SR technologies such as, turnover 
intentions, job performance, affective commitment, and PJ/PO fit (e.g., McLarty et al., 2013; 
Roulin & Bangerter, 2013; Sinar, 2013; Van Iddekinge et al., 2013). Despite the abundance of 
anecdotal evidence, we retrieved only two empirical studies that had partially examined the 
contribution of SR technologies on the basis of pre-hire outcomes (i.e., DeKay, 2009; Nikolaou, 
2014). These findings correspond with general consciousness on the lack of empirical support for 
the pre-hire outcomes of different recruitment sources across the broader context of recruitment 
literature (Breaugh, 2008; Breaugh et al., 2008; Rynes et al., 2014).  
A review of relevant literature shows only a handful of studies focusing on effects of recruiting 
sources on pre-hire outcomes. An example is Breaugh et al.’s (2003) study in which authors 
examined the relationship between several recruiting sources and a number of pre-hire outcomes 
including the proportion of qualified applicants generated, and the proportion of applicants 
accepting the job offer. Results showed that applicants generated through direct application and 
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employee referrals systems are more likely to accept the job offer. However, the quality of 
recruitment was found to be unrelated to the type of recruitment source. In a more recent study, 
Rafaeli, Hadomi, and Simons (2005) found that compared to geographically-unfocused job 
advertisements, focused ads are more effective in terms of two pre-hire outcomes; i.e., recruitment 
cost and yield ratio of appropriate candidates.   
Although one may assume that pre-hire outcomes are less significant in assessing recruiting 
sources, research in practice has consistently held an antagonistic position by asserting that the 
pre-hire outcomes – such as number of applicants or applicant quality – are indeed of primary 
interest to hiring organisations and thus should be the focus of future recruitment research 
(Breaugh, 2008, 2013; Breaugh et al., 2008; Rynes & Cable, 2003; Rynes et al., 2014).  
Consequently, Chapter 4 is set to develop a theory-driven conceptual model (i.e., Model 2) of 
several pre-hire outcomes; some of which are specifically tailored to represent the unique 
deliverables of SR technologies. By developing and empirically testing a model of SR technology 
outcomes, it is intended to fulfil two objectives: first, to answer the call for further empirical 
research on the pre-hire outcomes of recruiting sources (e.g., Breaugh, 2013; Rynes et al., 2014); 
and second, to address the gap in SR technology literature on the lack of empirically-driven 
research regarding ‘recruitment outcomes’ of these technologies. Accordingly, the conceptual 
Model 2 provides the foundation for empirical investigation of the following two interrelated 
research questions in this study: 
Q2a: What are the potential pre-hire outcomes of SR technology use by organisations? 
Q2b: To what extent are SR technologies perceived to influence pre-hire outcomes of 
recruitment? 
2.8. Summary 
This chapter provided an in-depth understanding of the Social Recruiting technology, its 
definition, uniqueness and complexities that set this method of recruitment apart from other 
traditional methods. Moreover, an exhaustive review of existing literature in the area of SR 
technologies was conducted to better understand the current state of research in this domain. In 
doing so, a detailed analysis of 72 publications from relevant research disciplines including 
Industrial/Organisational Psychology & Management, Information Technology, Marketing, Law, 
and Psychology was conducted using the Mapping Studies Approach (Kitchenham, 2004), and 
the key areas that have remained under-researched were identified based on the ‘model of 
recruitment process’ (Breaugh, 2008). 
Drawing upon findings of the existing research analysis, two gaps in the literature were identified 
which signified the need for understanding (a) key belief structures that influence the organisation 
decision to adopt SNWs as recruitment tools; and (b) key pre-hire outcomes resulting from the 
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use of these technologies as a recruitment method. This led to the development of the following 
two sets of guiding questions: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
Q2a and Q2b: What are the potential pre-hire outcomes of SR technology use by 
organisations and to what extent are SR technologies perceived to 
influence pre-hire outcomes of recruitment? 
Accordingly, the next two chapters are set to answer each research question posed here in a 
chronological order. More specifically, Chapter 3 presents a comprehensive review of the 
predominant theories in the area information technology adoption, and then introduces the 
conceptual Model 1 and relevant hypotheses. The conceptual Model 1 will represent the salient 
factors that may influence the SR technology adoption decisions and the relationships among 
these factors. In a similar manner, Chapter 4 starts with presenting a theoretical foundation based 
on which the key pre-hire outcomes are identified and then follows by developing the conceptual 
Model 2 and relevant hypotheses. 
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Chapter 3. Determinants of SR Technology Adoption Decisions 
3.1. Introduction 
The previous chapter showed that very little is known about the adoption of Social Recruiting 
(SR) technologies, particularly from hiring organisations’ point of view. The only important 
empirical study retrieved in the literature review was Chang and Madera’s (2012) research on 
determinants of SR technology adoption by hiring organisations operating in the hospitality 
industry. Although the authors managed to identify a number of organisational factors (i.e., 
organisation size and social media policy) that are related to the use of SR technologies, they 
failed to provide a theoretical explanation for the dynamics of SR technologies adoption. Thus, it 
is essential to follow a theory-driven approach in order to explore salient factors influencing the 
successful adoption of SR technologies in an organisational context. 
Given that the adoption of SR technologies has yet to be understood in any detail, there is a need 
to turn to literature outside of the recruitment area in order to develop a theoretical framework 
(Parry & Wilson, 2009). In view of this, the ‘user adoption of internet technology’ can provide a 
promising basis for developing a sound theoretical model of SR technology adoption. The 
fundamental theme of interest in information technology (IT) adoption literature is the study of 
factors influencing the acceptance and use of technologies/innovations (Parry & Wilson, 2009; 
Venkatesh, Thong, & Xu, 2012). Numerous theories and models have been developed in this area 
of research to understand technology adoption among individual end-users or organisational 
actors (Baker, 2012; Brown, Venkatesh, & Goyal, 2012; Hameed, Counsell, & Swift, 2012a; 
Venkatesh et al., 2012). Yet, none of these models can be directly applied in the current study as 
they are not necessarily directly related to an emerging area of social recruiting (SR) as discussed 
in Chapter 2. 
Thus, the aim of this chapter is to develop a model of SR technology adoption by reviewing a 
number of pertinent theoretical models on users’ acceptance of information technology and to 
identify key determinants that may influence organisational end-users’ adoption of SR 
technologies. To accomplish this objective, the rest of this chapter is structured as follows: a 
definition of technology adoption is provided in Section 3.2. This is followed by, a review of 
relevant technology adoption theories in Section 3.3. Subsequently, the theoretical foundation on 
which the conceptual Model 1 is based and developed is explained in Section 3.4, followed by an 
in-depth discussion on the constructs comprising the model and the relationships among them 
(Section 3.5). The effect of control factors pertinent to Model 1 is illustrated in Section 3.6. The 
chapter is concluded by providing a summary in Section 3.7. 
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3.2. Defining Technology Adoption and Phases 
The success or failure of technology is at least partially dependent on its acceptance/adoption by 
the intended end-users (Yucel & Gulbahar, 2013). Dillon (2001) defines Technology 
acceptance/adoption as the observable willingness within an intended group of end-users to make 
use of information technology in the task(s) for which it is designed to support. Given the 
importance of adoption in success or failure of technology, understanding the underlying factors 
that lead end-users to adopt or reject technology has become an important research topic (Fisher 
& Howell, 2004). To address this issue, researchers have developed theories and models of the 
salient factors that influence end-users during the adoption process with the intention to ultimately 
minimising risks of rejection while maximising potentials for acceptance (Dillon, 2001). 
Adoption Phases 
When studying technology adoption, it is important to note that the adoption is not an impulsive 
decision, but rather a process which occurs over time. According to Rogers (2003), the adoption 
process starts with the decision making unit gaining initial understanding of a technology (i.e., 
knowledge stage); then developing an attitude towards it (i.e., persuasion stage); and making a 
decision to either adopt or reject the technology (i.e., decision stage). As depicted in Figure 3.1, 
the adoption process then proceeds with putting the technology into use (i.e., implementation 
stage) and finally reinforcing the decision already made (i.e., confirmation stage). 
Figure 3.1 shows that each phase is associated with a number of underlying factors that eventually 
affect the decision maker unit to either reject the technology or move on to the succeeding stage. 
Rogers (2003) states that a decision maker unit engages in gaining awareness and knowledge 
about an innovation (technology) only if it becomes appealing to him/her. For a technology to 
appeal to a potential adopter, it must be first in accordance with some ‘prior conditions’ such as 
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 (adopted from Rogers, 2003, p. 170) 
Figure 3.1. Adoption process model 
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needs, past experiences, or norms of the social system to which the user belongs. According to 
Rogers (2003), the ‘characteristics of the decision maker unit’ such as demographics, social status, 
and interpersonal relations could also affect the choice of moving forward from the knowledge to 
the persuasion phase.  
During the persuasion phase, ‘perceived characteristics of technology’ plays a crucial role in 
forming either a favourable or an unfavourable attitude towards the technology. Perceived 
technology characteristics are particularly important as they provide specific clues for the decision 
maker unit to reinforce its initial beliefs about the technology and subsequently, the choice of 
adoption or rejection (Rogers, 2003).  
The current research is set to address the first three phases of the adoption process (i.e., knowledge, 
persuasion, and decision) for several reasons. First, given that the success or failure of SR 
technologies depend on their adoption/acceptance by the target users, identifying key factors that 
influence users to successfully proceed to the decision stage of adoption is crucial (Chang & 
Madera, 2012). Second, even though research has generally supported the significance of the 
implementation in the ultimate success of new IT (e.g., Klein & Ralls, 1997; Klein & Sorra, 1996), 
understanding the characteristics of IT and end-users’ reactions to its features – which take place 
at the knowledge and persuasion phases – can indeed alleviate any problems that may occur later 
in the implementation phase (Fisher & Howell, 2004). Thirdly, given the novelty of SR 
technologies it is reasonable to assume that users’ beliefs and attitudes are largely based on 
second-hand information (such as industry reports and mass media channels) and pre-usage 
expectations rather than first-hand experience (Bhattacherjee & Premkumar, 2004). 
Therefore, research needs to address salient factors that affect pre-usage expectations and beliefs 
– which occur prior to the decision phase – rather than post-usage perceptions, which develop 
after the implementation of SR technologies. 
3.3. A Review of Technology Adoption Theories 
Traditionally, technology adoption theories have been influenced by two main streams of 
research. From a sociological perspective, adoption of technology theories have been 
predominantly influenced by Rogers’ (2003) Diffusion of Innovation Theory which explains the 
diffusion of new technologies in a social system such as organisations or metropolitan areas. From 
a psychological perspective, adoption theories are largely rooted in Fishbein and Ajzen’s Theory 
of Reasoned Action (1975) that provides insights into how attitudes and beliefs affect intentions 
to perform a particular behaviour; in this case, acceptance of technology. For instance, the work 
of Davis (1989) converged Fishbein and Ajzen’s TRA with information systems (IS) research in 
the Technology Acceptance Model in order to explain how individual end-users may come to try 
a new technology. 
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Although the focus of this research is on organisational adoption of SR technologies, it could be 
argued that the decision to adopt is largely driven by human resource (HR) managers or those 
responsible for the recruitment function in their organisations (Jeyaraj, Rottman, & Lacity, 2006; 
Parry & Wilson, 2009). It is therefore appropriate to review the literature at an individual end-
users level to study SR technology adoption. Accordingly, the following section presents a review 
of foundation theories pertinent to users’ adoption of new IT in order to pave the way for the 
developing the conceptual Model 1 and the selection of relevant factors that would influence the 
adoption of SR technologies by hiring organisations. 
3.3.1. Theory of Reasoned Action 
The Theory of Reasoned Action (TRA) was formulated by Fishbein and Ajzen (1975) as a general 
model to explain and predict human behaviour across a wide variety of domains, including the 
adoption of technology (Agarwal, 2000). By making a distinction between beliefs, attitudes, 
intentions, and behaviour, TRA posits that a specific behaviour is influenced by an individual’s 
intention to perform that behaviour (see Figure 3.2). Intention, in turn, is jointly determined by 
the individual’s attitude towards the behaviour and the subjective norms. While attitude is an 
affective reaction towards a behaviour, subjective norms are normative beliefs of what important 
others expect from the individual to do with respect to the behaviour in question (Ajzen & 
Fishbein, 1980). 
A limitation to the TRA is that it can only be used for situations in which an individual has 
volitional control over the behaviour (Madden, Ellen, & Ajzen, 1992). To overcome this 
limitation, Ajzen (1991) proposed the Theory of Planned Behaviour (TPB) as a variant of TRA 
that extends to situations in which the individual may have little control over performing a 
behaviour. Therefore, it would be inappropriate to apply this model directly to the current study, 
but it is helpful to provide an embedded understanding of how beliefs and attitudes may influence 
behavioural intention and subsequently an actual decision to adopt certain technology, such as SR 
technology. 
(Fishbein & Ajzen, 1975, p. 302) 
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Figure 3.2. Theory of Reasoned Action 
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3.3.2. Theory of Planned Behaviour 
For circumstances in which there are some external constraints on actions, the mere formation of 
intentions is not sufficient to predict behaviour (Armitage & Conner, 2001). The theory of 
Planned Behaviour (TPB) (Ajzen, 1991) introduces an additional construct (i.e., perceived 
behavioural control) to the original TRA, which would account for the potential constraints one 
may perceive in performing behaviour. Perceived behavioural control can be defined as the 
perceived possession of necessary resources and opportunities (i.e., control) for performing a 
certain behaviour (Madden et al., 1992).  
As shown in Figure 3.3, perceived behaviour control predicts behaviour both directly and 
indirectly through intentions. While the direct effect reflects the actual control an individual has 
over performing the behaviour, the indirect effect explains why intentions may be low in 
situations where the individual has little control over the behaviour, regardless of attitudes or 
subjective norms (Madden et al., 1992).  
As stated earlier, both TRA and TPB are generic in nature and as such, they do not specify the 
norms and beliefs that are unique for a certain behaviour (Vishwanath & Goldhaber, 2003). To 
overcome this limitation, Ajzen and Fishbein (1980) advised researchers to develop specific 
theoretical models by including a distinct set of external variables (i.e., salient beliefs) that are 
tailored toward a particular situation or behaviour. Among numerous models explaining IS and 
IT adoption behaviours, Davis’ (1989) Technology Acceptance Model (TAM) and Taylor and 
Todds’ (1995) Decomposed Theory of Planned Behaviour (DTPB) are most prominent. Thus, 
these models deserve a brief review below. 
(Ajzen, 1991, p. 182) 
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3.3.3. Technology Acceptance Model 
Drawing upon the theoretical basis of TRA, Davis (1989) introduced the Technology Acceptance 
Model (TAM) in order to explain the IT acceptance behaviour of individual end-users. In essence, 
TAM posits that two external beliefs, namely ‘perceived usefulness’ and ‘perceived ease of use’, 
are of primary relevance for predicting users’ acceptance of new technology. Perceived usefulness 
refers to “the degree to which an individual perceive that the use of an IT would enhance his/her 
performance” and perceived ease of use is defined as “the extent to which an individual perceive 
using an IT to be free of effort” (Davis, Bagozzi, & Warshaw, 1989, p. 985).  
Similar to TRA, the TAM assumes that intentions determine actual IT usage behaviour. 
Intentions, on the other hand is jointly predicted by attitudes towards IT and its perceived 
usefulness (see Figure 3.4). The logic behind the direct effect of perceived usefulness on 
intentions is that individuals form intentions to use an IT if they believe that it will improve their 
performance, regardless of negative or positive feelings (i.e., attitudes) towards the IT (Davis, 
1989; Davis et al., 1989). TAM also posits that attitude is jointly predicted by perceived 
usefulness and perceived ease of use. Finally, perceived ease of use is also expected to exhibit a 
direct effect on perceived usefulness, as the easer a system is to use, the more useful it is perceived 
to be (Vishwanath & Goldhaber, 2003).   
Unlike TRA, the TAM does not include the effect of subjective norms as a predictor of intentions 
mainly due to its uncertain theoretical and psychometric status (Davis et al., 1989, p. 986). 
Consequently, several researchers (e.g., DeLone & McLean, 1992; Karahanna, Agarwal, & 
Angst, 2006; Petter, DeLone, & McLean, 2013) argue that the original TAM can only be applied 
to situations in which the IT usage behaviour is voluntary in nature. 
Another limitation with the original TAM is that it focuses on only two belief constructs (i.e., 
ease of use and usefulness) as predictors of IT usage behaviour so that it could be generalisable 
to a wide variety of technologies and across different settings. Davis et al. (1989) recognised the 
significance of external variables by including a corresponding component to the original TAM 
(Davis et al., 1989, p. 985) 
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Figure 3.4. Technology Acceptance Model 
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and encouraged researchers to extend the model to include additional predictors that may be 
significant in predicting usage behaviour. This recommendation was put into practice by Davis 
himself in his updated TAM2 (Venkatesh & Davis, 2000).  
TAM2 extends the original TAM by taking into account the effect of social influences (i.e., 
subjective norms, and image) and several cognitive instrumental processes (i.e., job relevance, 
output quality, and result demonstrability) on perceived usefulness (see Figure 3.5). The 
overarching argument in TAM2 is that cognitive assessment of the correspondence between what 
IT is capable of doing and what the user needs to do in his/her job forms perceptions regarding 
perceived usefulness (Venkatesh & Davis, 2000).  
To distinguish between voluntary and mandatory usage of IT, Venkatesh and Davis (2000) 
included ‘voluntariness’ as a moderating factor in the relationship between subjective norms and 
intentions. Finally, ‘experience’ was added to the model as a moderator in the relationship 
between subjective norms and intentions/usefulness in order to explain how experience with IT 
over time subsides the importance of subjective norms (see Venkatesh & Davis, 2000, p. 189 for 
further reading). 
Later in 2008, Venkatesh and Bala introduced another extension to TAM – TAM3 – in order to 
develop a model of the determinants of perceived ease of use. Building upon the ‘anchoring and 
adjustment’ theory of human decision making (Tversky & Kahneman, 1974), the authors 
Figure 3.5. TAM2 
(Venkatesh & Davis, 2000, p. 188) 
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proposed a set of anchoring factors (i.e., computer self-efficacy, computer anxiety, computer 
playfulness, and perceptions of external control) that drive initial judgments of perceived ease of 
use, as well as two system characteristics (i.e., perceived enjoyment, and objective usability) that 
adjust initial judgements upon using the system. Similar to TAM2, both experience and 
voluntariness were included in TAM3 as moderators, with new moderating roles defined for 
experience in the relationships between anchoring/adjusting factors and perceived ease of use.  
Although both TAM2 and TAM3 provide a fair understanding of external determinants of 
perceived ease of use and perceived usefulness, both fail to consider the importance of ‘perceived 
behavioural control’ and ‘subjective norms’ and their corresponding antecedents in explaining IT 
adoption behaviour (Dillon, 2001). In other words, TAM and its extensions focus on decomposing 
the determinants of usefulness and ease of use rather than subjective norms/behavioural control, 
which are not incorporated in the original TAM (Chau & Hu, 2001). To address these limitations, 
Taylor and Todd (1995) proposed the Decomposed Theory of Planned Behaviour (DTPB) and 
compared it with both TPB and TAM on the bases of predictive and explanatory power. 
3.3.4. Decomposed Theory of Planned Behaviour 
In the Decomposed Theory of Planned Behaviour (DTPB), Taylor and Todd (1995) decomposed 
monolithic beliefs of subjective norms and perceived behavioural control into multidimensional 
beliefs that could be used across a wide variety of IT adoption contexts. Relying upon Rogers’ 
(1983) perceived characteristics of innovation and Davis’ (1989) TAM, the authors decomposed 
attitudes into usefulness, ease of use, and compatibility. Drawing from the work of Burnkrant and 
Page (1982), normative beliefs then were decomposed to account for the role of two referent 
groups (i.e., peers and supervisor). Lastly, perceived behavioural control was decomposed into 
self-efficacy, and resource/technology facilitating conditions on the basis of Ajzen’s (1991) 
notion of a behavioural control component (see Figure 3.6). 
Upon comparing the model with TAM, Taylor and Todd (1995) found that DTPB had only 2 
percent more predictive power of behaviour, compared to the original TAM. The authors 
concluded that DTPB is considerably less parsimonious than TAM, despite that it offers more 
explanatory power to understand the roles of subjective norms and perceived behavioural control 
(Dillon & Morris, 1996; Taylor & Todd, 1995). It general, the TAM is still more useful when the 
objective is to predict adoption behaviour. Yet limitations remain to apply the TAM to the current 
study as explained earlier. 
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The theories described so far, are mainly developed to explain the IT adoption behaviour among 
individual end-users (Jeyaraj et al., 2006). In contrary to this, as shown in Table 3.1, the Diffusion 
of Innovation Theory (Rogers, 2003) is a framework that can be used to understand the adoption 
within different levels of a given social system, such as individual professionals (Parry & Wilson, 
2009), functional units within an organisation (Ravichandran, 2000), or an entire organisation 
(Leidner, Preston, & Chen, 2010). Given the focus of current study is on organisational adoption 
of SR technologies, this theory appears more relevant. 
Table 3.1. Focus of theories on individual versus organisational adoption of IT* 
Theory Key author(s) Individual IT adoption 
Organisational 
IT adoption 
Theory of Reasoned Action Fishbein and Ajzen (1975) 9  
Theory of Planned Behaviour Ajzen (1991) 9  
Technology Acceptance Model (TAM) Davis (1989) 9  
TAM2 Venkatesh and Davis (2000) 9  
TAM3 Venkatesh and Bala (2008) 9  
Decomposed Theory of Planned Behaviour Taylor and Todd (1995) 9  
Diffusion of Innovation Theory Rogers (2003) 9 9 
* Complied from Jeyaraj et al. (2006) 
 (Taylor & Todd, 1995, p. 146) 
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3.3.5. Diffusion of Innovation Theory 
Compared to TAM and its extensions, Diffusion of Innovation Theory (DIT) is much broader in 
scope because it considers the new technology as an innovation. In DIT, innovation is defined as 
any idea, object, practice, or technique that is perceived as new by an individual or other unit of 
adoption (Rogers, 2003; p. 12). DIT posits that adoption of innovation (i.e., technology) is a 
process through which the unit of adoption tries to reduce uncertainty surrounding an innovation 
(Rogers, 2003). This is largely done by gathering and synthesising information about innovation 
from the social system in which the unit of adoption operates (Agarwal, 2000). This information 
gathering process results in a range of behavioural beliefs about the innovation that will eventually 
drive the decision to either adopt or reject the innovation. DIT suggests five key beliefs or 
perceptions that are important in the decision to adopt an innovation: 
1. Relative Advantage: the degree to which an innovation is perceived as being better 
than the idea it supersedes (Rogers, 2003, p. 229).  
2. Complexity: the degree to which an innovation is perceived as relatively difficult to 
understand and use (p. 257).  
3. Compatibility: the degree to which an innovation is perceived and consistent with 
existing values, needs, and support of potential adopters (p. 240). 
4. Trialability: The degree to which an innovation may be experienced with on a limited 
basis (p. 258). 
5. Observability: The degree to which the results of an innovation are visible to others 
(p. 258). 
Rogers (2003) argues that innovations that are perceived as relatively advantageous, trialable, 
visually observable, easy to use, and highly compatible with previous values and needs are more 
likely to be adopted. To further enhance the explanatory power of DIT in organisational settings, 
Rogers (2003) identified three additional groups of adoption determinants, including individual 
characteristics (i.e., leader attitudes), internal characteristics of an organisation (i.e., 
centralisation, complexity, formalisation, interconnectedness, organisational slack and size), and 
external characteristics of an organisation (related to the system openness).  
Within the context of IT adoption, Moore and Benbasat (1991) adopted a set of constructs from 
DIT in order to develop and validate an instrument for measuring individual adoption of a 
personal workstation. The authors included two additional constructs (i.e., image, and 
voluntariness) beyond Rogers’ (1983) classification and proposed the Perceive Characteristics of 
Innovating (PCI) as an operational extension to the generic DIT that could be used across a wide 
variety of IT innovations. In their operationalisation of PCI constructs, image was defined as the 
degree to which using a technology is perceived to enhance one’s status in his/her social system 
(Moore & Benbasat, 1991; p. 195). Observability, as originally proposed in DIT, was also found 
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to be representing two distinctly different constructs of ‘visibility’ and ‘result demonstrability’. 
While ‘visibility’ refers to the extent to which an individual can see others using IT in the 
organisation, ‘result demonstrability’ denotes the tangibility of the results of using the IT (Moore 
& Benbasat, 1991 as cited in Venkatesh et al., 2003).   
Since its introduction, diffusion of innovation theory (Rogers, 2003) and its operational extension 
(i.e., the PCI scale) has been used in a considerable number of IT adoption studies (Agarwal, 
2000). In their review of IT adoption research, Jeyaraj et al. (2006) reported that DIT is the most 
widely examined theory in both individual and organisational IT adoption research. However, of 
the five perceived characteristics of innovation, only relative advantage was found to be among 
the best predictors of IT adoption (Jeyaraj et al., 2006). In line with this, several empirical studies 
have also reported unsatisfactory predictive power for DIT beliefs. Only relative advantage and 
compatibility were consistently found to be among salient predictors of IT adoption (Hameed, 
Counsell, & Swift, 2012b; Yang, Stafford, & Gillenson, 2011). 
Another limitation to DIT is that it does not delineate the linkage among individual beliefs, 
attitudes, intentions and subsequent actions (i.e., adoption decisions) (Karahanna et al., 1999; 
Vishwanath & Goldhaber, 2003). As a result, DIT and its components are often argued to be more 
appropriate in the exploratory search for key influential beliefs of IT adoption rather than the 
explanatory (confirmatory) investigation of the IT adoption decision and behaviour (Hameed et 
al., 2012b; Turner, Kitchenham, Brereton, Charters, & Budgen, 2010; Venkatesh et al., 2003). 
These limitations were addressed by Venkatesh et al. (2003) through the introduction of the 
Unified Theory of Acceptance and Use of Technology that will be reviewed below. 
3.3.6. Unified Theory of Acceptance and Use of Technology 
The rationale behind developing the Unified Theory of Acceptance and Use of Technology 
(UTAUT) was the wide-ranging number of theoretical models that have been developed over the 
past three decades to explain the adoption of new technology. An adverse consequence of having 
a large variation in IT adoption theories is that a researcher must either “pick and choose” 
constructs across the theoretical models or single out a favoured model and largely ignore the 
contributions of others (Venkatesh et al., 2003). Consequently, Venkatesh et al. (2003) saw the 
solution in developing a unified view for IT acceptance/adoption.  
The solution was found through reviewing eight prominent models in IT adoption literature, 
comparing these models and their extensions, synthesising elements across these models, 
formulating the UTAUT, and empirically validating the model (Venkatesh et al., 2003). The 
resulting model unified the elements of TRA, TPB, TAM, DTPB, and DIT as well as Motivational 
Theory (Davis, Bagozzi, & Warshaw, 1992), Model of PC Utilisation (Thompson, Higgins, & 
Howell, 1991), and Social Cognitive Theory (Compeau & Higgins, 1995). The logic for 
integrating these models is the fact that despite using different terminologies, all of the above 
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mentioned models basically propose the same set of determinants in order to explain the IT 
adoption behaviour (Slyke, Virginia, Lou, & Thomas, 2007). This similarity is clearly shown in 
Table 3.2. 
Table 3.2. UTAUT and underlying theoretical models comparison* 
UTAUT 
Constructs 
Corresponding Constructs from Underlying Models 
TRA TPB TAM DTPB DIT MT MPCU SCT 
Performance 
Expectancy 
- - Perceived 
Usefulness 
Perceived 
Usefulness 
Relative 
Advantage 
Extrinsic 
Motivation 
Job-fit Outcome 
Expectations 
(Performance) 
Effort 
Expectancy 
- - Perceived 
Ease of 
Use 
Perceived Ease 
of Use 
Complexity  Complexity  
Social 
Influences 
Subjective 
Norms 
Subjective 
Norms 
- x Subjective 
Norms 
Image - Social 
Factors 
Outcome 
Expectations 
(Personal) x Peer 
Influences 
x Supervisor 
Influences 
Facilitating 
Conditions 
- Perceived 
Behavioural 
Control 
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Notes: Unified Theory of Acceptance and Use of Technology (UTAUT); Theory of Reasoned Action (TRA); Theory of Planned 
Behaviour (TPB); Decomposed Theory of Planned Behaviour (DTPB); Diffusion of Innovation Theory (DIT); Motivational 
Theory (MT); Model of PC Utilisation (MPCU); Social Cognitive Theory (SCT). 
* Compiled from Venkatesh et al. (2003) 
† In UTAUT, attitude was hypothesised as not significantly influencing the behavioural intention. 
In UTAUT (see Figure 3.7), the acceptance and use of IT is directly predicted by behavioural 
intention and facilitating conditions. Intention itself is determined by performance expectancy, 
effort expectancy, and social influence. The facilitating conditions construct is built on the 
concept of perceived behavioural control (Ajzen, 1991) and refers to individuals’ perceptions of 
the availability of organisational and technical support for using IT (Venkatesh et al., 2003). 
Performance expectancy describes the performance expectations of using the IT and is closely 
related to Davis’ (1989) perceived usefulness, Rogers’ (2003) relative advantage, and Compeau 
and Higgins’ (1995) outcome expectations. Effort expectancy represents the degree of ease 
associated with the IT use and is similar to Davis’ (1989) perceived ease of use and Rogers’ 
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(2003) complexity constructs. Finally, social influence builds on the concept of subjective norms 
(Ajzen, 1991; Fishbein & Ajzen, 1975) and represents the impact of salient others on the IT 
adoption decision.  
In addition to direct effects, UTAUT considers the role of several moderating factors including, 
age, gender, experience, and voluntariness in order to provide a comprehensive framework for 
studying the technology adoption. As shown in Figure 3.7, the relationships between behavioural 
intention and its determinants are moderated by age and gender; with social influence and effort 
expectancy also moderated by experience. Venkatesh et al. (2003) presume a direct relationship 
between facilitating conditions and IT and argue that the lack of facilitating conditions (i.e., 
resources and infrastructure) prevents the individual from using a given IT, regardless of his/her 
intention. This relationship is also moderated by age and experience. Finally, the authors theorised 
that the effect of social influence is moderated by voluntariness of use (Venkatesh et al., 2003). 
The role of moderating factors is explained in more detail in Section 3.6.1.   
In testing the UTAUT model, Venkatesh et al. (2003) found that the baseline model (i.e., 
moderators excluded) explained 31 to 40 percent of variance in behavioural intention and 36 to 
38 percent of variance in actual adoption (usage) behaviour. Taking the effect of moderators into 
account, the results indicated that UTAUT could explain between 50 to 76 percent of variance in 
intentions and 43 to 53 percent of variance in actual adoption behaviour. This is a substantial 
improvement over the eight underlying models that had been used to explain only up to 40 percent 
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(Venkatesh et al., 2003, p. 447) 
Figure 3.7. Unified Theory of Acceptance and Use of Technology 
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of variance in intentions (Dillon, 2001; Venkatesh et al., 2003; Venkatesh et al., 2012; Yucel & 
Gulbahar, 2013). 
In the latest extension of UTAUT, Venkatesh et al. (2012) incorporated hedonic motivation (i.e., 
pleasure derived from using IT), price value (i.e., trade-off between benefits and monetary cost 
of using IT), and habit into the model in order to explain the adoption and use of technology in a 
none-organisational setting (i.e., consumer use of mobile Internet). Compared to the original 
model, UTAUT2 has substantially improved the predictive power of the model (i.e., 74 and 52 
percent of variance explained in intentions and technology use, respectively). These findings 
prompted Venkatesh et al. (2012) to advise future research to extend the applicability of UTAUT 
by identifying relevant external factors that may become salient across different technologies or 
within different contexts. 
There are several reasons to consider the UTAUT as the appropriate baseline model for 
investigating the adoption of SR technologies in the current study. First, UTAUT was specifically 
developed to explain the individual adoption of IT within organisations (Venkatesh et al., 2012); 
whereas other IT adoption models were originally formulated to understand IT acceptance in 
none-organisational contexts (e.g., TRA, TBT, TAM, and DTBP). Even though one may posit 
that UTAUT is an individual-level model and therefore cannot be used in organisational IT 
adoption studies, Jeyaraj et al. (2006) contended: 
Although the unit of analysis in organisational adoption studies is the organisation, an 
organisation’s decision to adopt [IT] is made by individuals within that organisations. […] it 
would be a promising avenue of research to study individual characteristics, such as attitudes, 
and behavioural intention in organisational adoption studies (p. 13). 
Consistent with this argument, Parry and Wilson (2009) also posit that the organisational adoption 
of web-based recruiting technologies is primarily driven by HR managers or those individuals 
who are responsible for the recruitment function within organisations. A review of relevant 
literature also shows numerous studies implementing UTAUT as a reference model to examine 
organisational adoption of new IT including, Chang, Hwang, Hung, and Li’s (2007) investigation 
of collaborative technology adoption; Kijsanayotin, Pannarunothai, and Speedie’s (2009) study 
of health IT adoption in community health centres; Venkatesh, Thong, Chan, Hu, and Brown’s 
(2011) examination of electronic medical records in healthcare organisations; and Uzoka’s (2008) 
study of organisational adoption of e-commerce technologies. Therefore, it is argued that it is 
appropriate to apply an individual-based UTAUT model to an organisational level of study. 
One may also argue that Rogers’ (2003) DIT is the only multilevel theory that can be used in both 
individual and organisational domains of IT adoption (Hameed et al., 2012a, 2012b). However, 
upon a closer inspection of DIT, it becomes apparent that each of the perceived characteristics of 
innovation is specifically mentioned by Venkatesh et al. (2003) as root components of the 
UTAUT constructs (Slyke et al., 2007) (see Table 3.3). 
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Table 3.3. UTAUT to DIT comparison* 
DIT construct Definition Corresponding UTAUT construct 
Relative advantage Beliefs regarding the degree to which adopting a 
technology (innovation) improves the performance. 
Performance expectancy 
Complexity Beliefs regarding the degree to which adopting a 
technology (innovation) is free of effort.  
Effort expectancy 
Compatibility Beliefs regarding the degree to which organizational 
infrastructure and values support the adoption of new 
technology (innovation).  
Facilitating conditions 
Image Beliefs regarding the degree to which important others 
believe s/he should adopt the technology (innovation). 
Social influence 
* Adopted from Slyke et al. (2007) 
This theoretical overlap between DIT and UTAUT (Jeyaraj et al., 2006) provides further 
justification for the appropriateness of using the latter model in examining the organisational 
adoption of SR technologies in the current study.  
What makes the UTAUT a superior adoption model is that unlike DIT (that is exploratory in 
nature and does not take into account the significance of individual beliefs, intentions), the 
UTAUT postulates the salient beliefs in IT adoption decisions as a priori, distinguishes between 
the direct and indirect effects of these beliefs, and therefore enables the researcher to proceed with 
a confirmatory approach (Vishwanath & Goldhaber, 2003, p. 553). From a practical viewpoint, 
this also allows the researcher to empirically compare the relative significance of each salient 
belief in the process of IT adoption and subsequently recommend appropriate strategies for 
improving IT adoption decisions (Venkatesh et al., 2003; Vishwanath & Goldhaber, 2003). 
Finally, in their longitudinal examination of employee acceptance of IT, Venkatesh et al. (2003) 
found that compared to other competing models the UTAUT has more predictive power in 
explaining the adoption intention (around 70 percent) and usage behaviour (around 50 percent). 
Given its large explanatory power, it is reasonable to use the UTAUT as a baseline model in order 
to formulate a research framework that could eventually explain a high proportion of variance in 
the SR technologies adoption decisions in the current study. 
Building on the above conclusion, it could be proposed that the decision to adopt SR technologies 
is likely to be affected by salient beliefs rooted in the Unified Theory of Acceptance and Use of 
Technology (UTAUT). Hence the objective of section 3.4 is to pay a particular attention on SR 
technologies and develop an operational research framework (conceptual Model 1) with an aim 
to apply it to the context of hiring organisations’ adoption of SR technologies. 
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3.4. Developing the Conceptual Model 1 (Factors Influencing Organisational 
Adoption of SR technologies) 
According to March and Smith (1995), a model is a description or a simple representation of how 
things are. A conceptual model proposes the phenomenon to be understood in terms of certain 
constructs and the relationships among them (March & Smith, 1995; Wand & Ron, 2002). The 
conceptual Model 1 employs the UTAUT as the theoretical foundation for examining key 
determinants of SR technology adoption decisions.  
Because the focus of the current study is on technology adoption in the context of contemporary 
organisations’ use of social media for employee recruitment purposes, it is necessary to draw 
insights from two additional theoretical lenses namely, network externalities developed by Katz 
and Shapiro (1985) in the domain of economics; and HR role model by Ulrich (1997) in the realm 
of human resource management (HRM) literature. Several context-specific characteristics (i.e., 
demographics and contextual factors) are also considered. Thus, the conceptual Model 1 is further 
extended and relevant research hypotheses are proposed. The schematic representation of 
conceptual Model 1 is shown in Figure 3.8. 
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Figure 3.8. Conceptual Model 1 (Determinants of SR technology adoption) 
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The rationale behind proposing an integrated model is twofold. First, as discussed earlier, this 
study is set to investigate key factors that influence the SR technology adoption process from the 
knowledge stage up to the decision stage (see Section 3.2). It is therefore postulated that UTAUT 
components represent the ‘perceived characteristics of technology’ that are significant in the 
persuasion stage, and the HR role preferences can be considered as salient ‘characteristics of the 
decision maker unit’ (i.e., HR managers or those responsible for recruitment decisions) that may 
be influential during the knowledge phase of an adoption process (Rogers, 2003). By addressing 
both technology characteristics and decision maker characteristics, the conceptual Model 1 can 
provide a broader understanding of key factors that prompt organisation actors to proceed from 
the knowledge stage to decision stage of SR technology adoption process.  
Second, through incorporating a number of components from network externalities and the HR 
roles model, the researcher pays a particular attention to a unique characteristic of SR technologies 
(i.e., network size, and complementary services) as well as the HR use context. This is consistent 
with Alvesson and Karreman (2007) and Venkatesh et al.’s (2012) propositions on how to extend 
a theory by leveraging a new context. In keeping with this argument, the conceptual Model 1 
extends UTAUT by (a) identifying four external constructs – originated in network externalities 
and human resource management literature – and integrating them into UTAUT; (b) introducing 
new relationships to explain the effects of the external constructs on the SR technology adoption; 
and (c) modifying some of the existing relationships in the original conceptualisation of UTAUT5. 
As depicted in Figure 3.8, the conceptual Model 1 asserts the adoption decision as the outcome 
variable for the model. In other words, in conceptual Model 1 the use behaviour – which is 
theorised as the outcome variable in the original UTAUT – is replaced by the adoption decision 
so that both adopters and non-adopters of SR technologies could be studied simultaneously 
(Jeyaraj et al., 2006). Justification for this modification is discussed in the following section. 
Consistent with UTAUT, intention and facilitating conditions are postulated as the key 
determinants of adoption decision. Intention itself is related to several determinants, including 
attitude, social influence, and four types of HR roles. Additionally, performance expectancy and 
effort expectancy are hypothesised to predict attitude. Finally, perceived network size and 
perceived complementarity of SR technologies is added as the external determinant of both 
performance expectancy and effort expectancy constructs. What follows next is a detailed 
description and discussion of the constructs incorporated in conceptual Model 1 and research 
hypotheses that would define the nature of relationships among these constructs. 
                                                     
5 This is accomplished by hypothesising attitudes as a significant predictor of intention 
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3.5. Description of Key Constructs and Development of Research Hypotheses 
for the Conceptual Model 1 
SR Technology Adoption (Outcome Variable) 
Unlike UTAUT in which the use behaviour is theorised as the outcome variable, the conceptual 
Model 1 hypothesises the adoption decision as the final outcome variable. Referring to section 
3.2, it is important to recall that the ultimate purpose of Model 1 is to identify and test key salient 
factors that affect the social recruiting (SR) technologies’ adoption prior to the decision stage. As 
Rogers (2003) posits, the outcome variable in the decision stage is the choice of either adopting 
or rejecting the technology; whereas use is a construct pertinent to the implementation stage (p. 
179). Consistent with this argument, the current research substitutes the use behaviour variable 
with the SR technology adoption construct and define it as: 
The decision to make full use of SR technologies as the best course of action available 
(adopted from Rogers, 2003; p. 177). 
As the opposite outcome of adoption, rejection is subsequently defined as a decision not to adopt 
SR technologies. By including the SR technology adoption construct as an alternative to use 
behaviour, this study will be able to concurrently examine both adopters and non-adopters’ 
perceptions of key determinants of adoption decisions; and thus, overcome the pro-adopter bias 
(i.e., the assumption that all innovations are desirable and the more and sooner adoption is better) 
(Jeyaraj et al., 2006; Rogers, 2003). From a practical viewpoint, it is important to note that SR 
technologies are still in the early stage of utilisation, particularly among Australian organisations 
(for example, see LinkedIn, 2013a). Therefore, the choice of SR technology adoption over actual 
use behaviour as the outcome variable in Model 1 is not only appropriate but also necessary in 
order to reach a representative sample of both users and non-users of SR technologies.  
Behavioural Intention 
Regardless of the context or type of behaviour, behavioural intention has been extensively 
supported as the immediate determinant of performing behaviour in general (Ajzen, 2012; 
Sheppard, Hartwick, & Warshaw, 1988; Venkatesh, Morris, & Ackerman, 2000) and IT use 
(adoption) in particular (e.g., Davis, 1989; Taylor & Todd, 1995; Venkatesh et al., 2003; 
Venkatesh et al., 2012). Behavioural intention is defined as “the degree to which a person has 
formulated conscious plans to perform or not to perform some specific future behaviour” 
(Warshaw & Davis, 1985b, p. 214). Behavioural intention is a reflection of an individual’s 
internal evaluation of various beliefs and variables that form a behaviour (Venkatesh, Brown, 
Maruping, & Bala, 2008). Consistent with this argument, the UTAUT model postulates intention 
as an immediate predictor of IT use and posits that the influence of external beliefs and variables 
on IT use are mediated by behavioural intentions (Venkatesh et al., 2003). 
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In their meta-analysis of the utility of intentions in predicting actual behaviour, Sheppard et al. 
(1988) found that there is a significant and substantial relationship between intentions and 
performance of a wide range of behaviours (frequency-weighted average correlation = 0.58; p. 
336). Moreover, intention has been widely reported as a better predictor of IT adoption than other 
competing variables such as behavioural expectation (Warshaw & Davis, 1985a, 1985b), 
motivational force (Davis et al., 1992), and satisfaction (Venkatesh & Davis, 2000). 
In the context of SR technologies, intention is defined as ‘the degree to which an HR decision 
maker has formulated a conscious plan to adopt or not to adopt SR technologies’ (adopted from 
Warshaw & Davis, 1985b). Consistent with the underlying UTAUT model along with ample 
empirical evidence on predictive utility of the intention construct (e.g., Moore & Benbasat, 1991; 
Venkatesh et al., 2003; Venkatesh et al., 2012), the current research hypothesises a significant 
positive influence of intention on SR Technology Adoption. 
H1: Behavioural Intention is positively related to SR technology Adoption decision. 
Attitude 
Attitude captures a general affective response toward behaviour (Agarwal, 2000). In TRA, 
Fishbein and Ajzen (1975) define attitude as “an individual’s favourable or unfavourable 
evaluation of an object” (p. 12). In performing (or equally rejecting) a behaviour, the decision 
maker unit engages in an attitude comparison process whereby s/he evaluates attitudes towards 
each alternative action and selects the one with the most favourable outcome. Based on this 
choice, the decision maker unit forms an intention to perform the selected alternative and 
consequently carry out the behaviour (Sheppard et al., 1988). 
Although numerous studies have empirically established the link between attitude and intention 
(Brown, Massey, Montoya-Weiss, & Burkman, 2002; Chau & Hu, 2001; Nah, Tan, & Teh, 2004; 
Pynoo et al., 2007; Venkatesh & Davis, 2000), Venkatesh et al. (2003) excluded attitude from 
UTAUT by hypothesising a nonsignificant relationship between the two constructs. The authors 
argue that “attitudinal constructs are significant only when specific cognitions – in this case, 
performance and effort expectancy – were not included in the model” (Venkatesh et al., 2003, p. 
455). In other words, the predictive power of attitude is significant only when performance 
expectancy and effort expectancy are omitted from the model. In the subsequent test of UTAUT 
model, Venkatesh et al. (2003) found support for their view that in the presence of performance 
and effort expectancy constructs, the role of attitude will be diminished. 
In this study, we decided to retain attitude in our examination of UTAUT in the context of SR 
technologies for three reasons. First, according to Venkatesh et al. (2003), the decision to drop 
attitude from the original conceptualisation of UTAUT was merely based on results of the power 
analysis (i.e., estimating effect size of attitude in the UTAUT model). Subsequently, the authors 
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cautioned readers about the interpretation of results since (a) their hypothesis was about a non-
significant relationship between attitude and intention; and (b) the fact that power analysis is a 
post-hoc examination and directly dependent on sample size. Second, retention of attitude 
facilitates the intended conceptual replication of the Venkatesh et al.’s (2003) study in which 
attitude was theorised in the UTAUT model despite its nonsignificant contribution to the model. 
Third, given the relatively high level of volitional control and autonomy common to the target 
respondents of this study (HR decision makers such as HR managers or HR professionals) with 
respect to the choice of recruitment method to be used, we expect a significant role for attitudinal 
beliefs and assessments in SR technologies adoption decisions. Consistent with this argument, a 
longitudinal study by Barki and Hartwick (1994) showed that in a voluntary context (i.e., high 
volitional control), attitudinal beliefs are indeed salient to users of information system. Thus, 
inclusion of the attitude construct, instead of its exclusion, can allow for an empirical examination 
of the following proposition6: 
H2: Attitude toward SR technologies is positively related to Intention to adopt SR 
technologies. 
Performance Expectancy 
Venkatesh et al. (2003) defined performance expectancy as “the degree to which an individual 
believes that using the system will help him or her attain gains in job performance” (p. 447). 
Performance expectancy originated in Davis (1989) definition of perceived usefulness (i.e., the 
degree to which a person believes that using a particular system would enhance his/her job 
performance; p. 320) and is synonymous with relative advantage discussed in diffusion of 
innovation theory (DIT), outcome expectations from social cognitive theory (SCT), extrinsic 
motivation in motivation theory (MT), and job-fit from model of PC utilisation (MPCU) 
constructs (Venkatesh et al., 2003). 
Performance expectancy and its parallel constructs have consistently been reported as the 
strongest predictor of decision to adopt IT (Hameed et al., 2012b; Jeyaraj et al., 2006; Venkatesh 
et al., 2003). Perhaps the closest definition of performance expectancy to the context of this study 
is Williamson, Lepak, and King’s (2003) who defined outcome expectancy for online recruitment 
as “an individual’s expectations concerning the benefits associated with using the Internet as a 
job search tool” (p. 244). Adapting the above noted definitions of performance expectancy, 
usefulness, and outcome expectancy to the context of SR technologies, performance expectancy 
is defined in this study as ‘a subjective belief/assessment that adopting SR technologies will 
improve HRs’ performance in recruiting new applicants’. Referring to unique characteristics of 
                                                     
6 In addition to test of relevant hypothesis, two additional tests will be conducted in order to examine this proposition: (a) test for 
mediating role of attitude in the relation between external factors – performance and effort expectancy – and intentions; and (b) 
analysis of effect size (see Chapter 10).  
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SR technologies discussed in Section 2.5.2 (e.g., access to passive candidates and niche skills, 
social referrals and talent communities, better candidate evaluations) it is reasonable to assert that 
HR decision makers who believe utilising SR technologies may improve HRs’ performance in 
attracting and employing job candidates will develop favourable attitudes toward adopting such 
technologies. Therefore, the following hypothesis is proposed: 
H3: Performance Expectancy of SR technologies is positively related to Attitude 
toward SR technology. 
Consistent with theory of reasoned action (TRA), theory of planned behaviour (TPB), and 
previous empirical support from IS literature (e.g., Barki & Hartwick, 1994; Brown et al., 2002; 
Davis et al., 1989) performance expectancy is hypothesised to determine intention through 
attitude rather than directly affecting intentions. The mediating role of attitude in the relationship 
between external variables and intention will be examined and discussed in more detail in Chapter 
10. 
Effort Expectancy 
Effort expectancy takes into consideration the decision maker unit’s subjective assessment of the 
mental capacity required for or the degree of ease associated with using an IT. Venkatesh et al. 
(2003) defines effort expectancy as “the degree of ease associated with the use of the system” (p. 
450). Despite coining the term differently across other IT adoption models – such as, perceived 
ease of use (TAM) and complexity (DIT and MPCU) – the effort expectancy construct essentially 
suggests that the easier to use an IT is perceived to be, the higher the likelihood of its adoption. 
Previous studies on adoption and acceptance of web-based recruitment systems have found 
support for the salient negative influence of effort-oriented constructs (e.g., Parry & Olivas-Luján, 
2011; Parry & Wilson, 2009; Stone, Lukaszewski, Stone-Romero, & Johnson, 2013). By the same 
token, effort beliefs of SR technologies (see Section 2.5.3 for details) can function as a barrier to 
adoption and their further implementation as HR actors or hiring organisations may not be able 
to integrate these technologies into the overall recruitment strategy. Effort expectations may stem 
from perceived uncertainty about outcomes of SR technologies (Roth et al., 2013), associated 
risks (Clark & Roberts, 2010; Parez, 2013; Stoughton et al., 2012), or even the lack of expertise 
and knowledge (Bondarouk et al., 2013; Van Iddekinge et al., 2013) among organisational end-
users (HR managers and professionals).  
Accordingly, effort expectancy is defined as ‘perceived degree of complexity associated with the 
adoption and use of SR technologies for recruiting purposes’ (adopted from Venkatesh et al., 
2003). It should be noted that the importance of effort expectancy is more salient during the early 
stages of the adoption process (i.e., prior to implementation) and its effect is expected to weaken 
over periods of extended use (Agarwal, 2000; Davis et al., 1989; Thompson et al., 1991). 
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Venkatesh et al. (2003) recognise the diminishing effect of effort expectancy over time by stating 
that: 
Effort-oriented constructs are expected to be more salient in the early stages of a new 
behaviour [IT adoption], when process issues represent hurdles to be overcome, and later 
become overshadowed by instrumentality concerns (p. 450).  
Considering the early stages of SR technology adoption (particularly among Australian 
organisations), coupled with evidence from previous empirical research concerning the salient 
effect of effort expectancy beliefs during early stages of IT adoption (Agarwal, 2000; Davis et al., 
1989; Thompson et al., 1991; Venkatesh et al., 2003), it is proposed that effort expectancy of SR 
technologies will negatively influence attitudes towards these technologies: 
H4: Effort Expectancy of SR technologies is negatively related to Attitude toward SR 
technologies. 
Similar to the logic applied in the previous section to rationalise the causal relationship between 
external beliefs and attitude rather than intention, effort expectancy is hypothesised to indirectly 
predict intentions through attitudes. 
Social Influence 
The decision to adopt IT is not entirely a rationalistic one aiming to improve technical efficiency, 
but rather emanated from normative influences of the social environment in which the adopter is 
situated (Teo, Wei, & Benbasat, 2003). In other words, perceptions of a new IT is not developed 
in isolation, but instead within a complex and highly influential context of social systems 
(Agarwal, 2000). In most circumstances, the decision maker unit interacts with the social system 
in which it operates so as to collect relevant information and thus, reduce the uncertainty inherited 
in adoption of new IT (Rogers, 2003). This is done through two types of mechanisms: (a) 
informational influence, which occurs when information collected from the social system is 
perceived as evidence of reality (i.e., internalisation); and (b) normative influence, which takes 
place when the decision maker complies with the expectations of salient referents (i.e., 
identification) (Karahanna et al., 1999; Kelman, 1958). 
Acknowledging the importance of social influences, Venkatesh et al. (2003) included the 
construct of social influence in UTAUT as a salient determinant of behavioural intention to adopt 
and use a system. Accordingly, the construct was defined as “the degree to which an individual 
perceives that important others believe s/he should use the system” (Venkatesh et al., 2003; p. 
451). Other theories have also captured the importance of social influences as a core determinant 
of adoption intention using different terminologies such as subjective norms (TRA, TBP), image 
(DIT), and social factors (MPCU). The significance of social influences in shaping intention has 
been empirically tested across a wide variety of technologies such as clinical decision support 
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systems (Jeng & Tzeng, 2012), knowledge management systems (Wang, Meister, & Gray, 2013), 
mobile Internet technologies (Venkatesh et al., 2012), human resource information systems (Teo, 
Lim, & Fedric, 2007), and online social networks (Qin, Kim, Hsu, & Tan, 2011). 
Given that SR technologies are socially oriented (i.e., built upon online social communities 
consisting of organisational actors and potential applicants) rather than being “personal and 
individual”, their adoption decisions are expected to be more driven by social influences (Chen, 
Yen, & Hwang, 2012; Qin et al., 2011). As Hayes (2012) argued, one of the key reasons for 
organisations to adopt SR technologies is to build online talent communities to be in touch with 
prospective candidates and keep members of community updates of the latest developments in 
the organisation. A study by Bissola and Imperatori (2013) showed that the new generation of 
employees (i.e., Millennials) have put extra pressure on hiring organisations to go social and adopt 
SR technologies as a part of their recruiting strategies. In this light, social influence can be seen 
as a viable determinant of HR decision makers’ intention to adopt SR technologies.  
Moreover, previous research has shown that the role of social influence in predicting the adoption 
intention is considerably more salient during the early stages of adoption (i.e., decision making), 
whereas such relationship becomes trivial over time (Karahanna et al., 1999; Venkatesh & Davis, 
2000; Venkatesh et al., 2003). With SR technologies being relatively a new recruiting method and 
at the early stages of adoption, particularly among Australian organisations, social influence is 
likely to play a yet more substantial role in shaping adoption intentions. Therefore, it is expected 
that social influence would positively predict the intentions to adopt SR technologies: 
H5: Social influence is positively related to Intention to adopt SR technologies. 
Despite its long-standing tradition in behavioural research, social influence has shown a 
conflicting role in the research on acceptance and adoption of IT (Agarwal, 2000; Chau & Hu, 
2001). More specifically, the mandatory versus non-mandatory nature of technology use as well 
as the social context of adoption seems to affect the predictive value of social influences. For 
instance, Barki and Hartwick (1994) found that social influence is a significant predictor of 
adoption only in volitional contexts, whereas attitudinal beliefs are salient in a nonvolitional 
context of IT adoption. Similarly, Karahanna et al.’s (1999) examination of Windows technology 
adoption revealed that social influence is salient only in intentions to adopt, and the significance 
of such beliefs will diminish over time. In contrast, Carlson and Zmud (1999) found that social 
influences impose a more significant effect in the latter stage of electronic mail use. Finally, 
several studies have found no significant effect of social influence of IT adoption intentions (e.g., 
Brown et al., 2012; Davis et al., 1989).  
According to Armitage and Conner (2001), the most likely explanation for the poor performance 
of the social influence component lies in its measurement and psychometric properties. Consistent 
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with this argument, Davis et al. (1989) advised that future research needs to “better understand 
the nature of social influences, and investigate mechanisms governing the impact of social 
influences on usage behaviour” (p. 998). In the same way, Agarwal (2000) pointed out that social 
influence emanates from “a variety of sources that are generally context dependent” (p. 97). The 
author saw the solution in decomposing (breaking down) the social influence component into 
standalone salient referents, depending on the specific context and technology being studied. In 
keeping with this proposition, Karahanna et al. (1999) broke down the social normative 
component into top management, supervisors, peers, technology experts, and friends and found 
empirical support for the effect of these social sources on the adoption intentions of Windows 
technology. Similarly, Brown et al. (2012) decomposed social influence into peer and supervisor 
influences and found significant predictive power for each of these social sub-groups. 
In the context of SR technologies, the salient others may include senior managers, prospective 
applicants, or even key competitors. Given that social influence is expected to play an important 
role in predicting SR technology adoption, it is of a great value to investigate which salient 
contextual groups and to what extent they may contribute to the adoption intentions. The probable 
role of salient referents thus makes the decomposition of social influence construct not only 
appealing but also necessary for this study. In fact, one of the key motivations for conducting a 
qualitative exploratory research prior to the quantitative explanatory phase in the current study is 
to identify and isolate key salient referents that may influence SR technology adoption intentions. 
The qualitative findings relevant to the decomposition of social influence construct are discussed 
in detail in Chapter 5. 
Facilitating Conditions 
While behavioural intention represents the internal schema of beliefs, it does not capture the role 
of external factors that may determine the decision to perform a behaviour (Venkatesh et al., 
2008). These external factors may eventually facilitate or hinder the actual performance of a 
behaviour above and beyond one’s intentions. Facilitating conditions were conceptualised to 
capture the role of these external factors (Taylor & Todd, 1995; Venkatesh et al., 2003). This 
construct refers to individual perception of the availability of technological infrastructure and/or 
organisational resources that can remove barriers of IT adoption (Venkatesh et al., 2008; 
Venkatesh, Speier, & Morris, 2002).  
In UTAUT, the facilitating conditions construct embodies some aspects of perceived behavioural 
control (TPB), compatibility (DIT), and facilitating conditions (MPCU). But, unlike its 
predecessors the facilitating conditions was conceptualised in a way to emphasise only on the 
external factors (e.g., resources and infrastructure) which directly predict actual IT adoption. 
Thus, Venkatesh et al. (2003) hypothesised a direct relationship between the facilitating 
conditions construct and IT use behaviour. In other words, unit of adoption beliefs regarding the 
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presence of favourable facilitating conditions is expected to directly determine the adoption 
behaviour. Empirical research has consistently supported this direct relationship (e.g., Im, Hong, 
& Kang, 2011; Lin & Bhattacherjee, 2008b; Venkatesh et al., 2012; Zhou, Lu, & Wang, 2010).  
In the context of this study, facilitating conditions can be defined as ‘the degree to which an HR 
decision maker believes that organisational, financial, and technological resources exist to support 
the SR technology adoption’ (adopted from Venkatesh et al., 2003). In the SR technology context, 
facilitating conditions may include the availability of compatible infrastructure (e.g., personal 
computers, the internet), relevant training (e.g., networking, recruiting, and Social Network 
Websites expertise), internal (e.g., agreeable social media policies) and external (e.g., vendor) 
support, and resources (e.g., monetary and nonmonetary) without which the adoption of such 
technologies cannot be possible. Consistent with Venkatesh et al. (2003), this study hypothesises 
a direct relationship between facilitating conditions and SR technology adoption. In other words, 
regardless of an HR decision maker’s intention, if the organisation does not provide required 
technological infrastructure and resources, SR technologies will not be adopted (but rejected). 
Therefore, the following hypothesis is proposed: 
H6: Facilitating Conditions is positively related to SR Technology Adoption 
decision. 
3.5.1. Network Externalities 
The literature on online communities suggests that the theory of network externalities, often 
discussed in the economic literature, can be applied to the adoption of web-based communication 
applications, especially Social Network Websites (SNWs), which demonstrate the characteristics 
of network goods (Chiu, Cheng, Huang, & Chen, 2013; Lin & Lu, 2011; Zhao & Lu, 2012). Katz 
and Shapiro (1985) defined network externalities as “the utility or value that a user derives from 
consumption of a good increases with the number of other agents consuming the good” (p. 424). 
For instance, the large network of users in a given social network website (e.g., Facebook) 
generates greater benefits (network effects) for future users by (a) enabling them to communicate 
with a larger audience and (b) prompting vendors to provide complementary goods or services to 
make usage easier and more convenient. According to Lin and Bhattacherjee (2008a), factors that 
prompt network effects are named network externalities, and products and services that exhibit 
such effects are named network goods (p. 87).   
Previous research (e.g., Gao & Bai, 2014; Katz & Shapiro, 1985; Lin & Bhattacherjee, 2008a; 
Zhao & Lu, 2012; Zhou & Lu, 2011) has identified two types of network externalities: direct and 
indirect. Also known as network size, the direct externality is directly determined by the number 
of users in a given network. As the network size grows, external benefits emerges from the sheer 
number of participants in the network, which in turn attracts more users to join the network. 
Taking SR technologies as an example, the more applicants that use Social Network Websites 
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(SNWs) for job search purposes, the more chances for adopting organisations to communicate 
with relevant candidates via SNWs and thus, the higher the perception of performance (recruiting) 
expectancy. On the other hand, indirect externalities, are ancillary benefits derived from 
complementary products, services, and functions that become available to users of the network. 
For instance, LinkedIn adoption may stem from the fact that LinkedIn provides various 
complementary services and functions to both hiring organisations (e.g., talent solutions, 
marketing solutions, and premium subscriptions) and job applicants (e.g., job seeker premium 
plans) for streamlining the process of candidate/job search (Bonsón & Bednárová, 2013). 
In line with this, previous research has provided empirical support for the impact of direct and 
indirect network externalities on users’ adoption of Social Network Websites in various hedonic 
contexts. For instance, Lin and Lu’s (2011) study of key determinants of Facebook adoption 
revealed that network size and perceived complementarity significantly predict intentions to use 
Facebook through perceived usefulness and enjoyment. Similarly, Chiu et al. (2013) investigated 
the role of network externalities in Facebook continuance use decisions and found predictive 
value for both network size and perceived complementarity constructs. Gao and Bai’s (2014) 
study of mobile social networking use showed that network size and perceived complementarity 
are key predictors of perceived usefulness. Finally, Zhao and Lu (2012) examined how network 
externality components enhance perceived interactivity of micro-blogging services (i.e., SINA™) 
and how these components subsequently affect continuance use intentions. Their result indicated 
that both network size and perceived complementarity positively predict perceptions of 
interactivity. 
From the above discussion, it is argued that network externalities can be considered as a sound 
theoretical extension to the original UTAUT in order to examine the unique characteristics of 
online networks contributing to SR technology adoption decisions. However, a clarification is 
required before theorising the role of direct and indirect externalities in the conceptual Model 1.  
To date, all studies in the domain of Social Network Websites adoption have examined the role 
of network externalities in a hedonic (as opposed to utilitarian) context (Gao & Bai, 2014). While 
hedonic SNWs (such as Facebook) aim to provide enjoyable and fun experience for the users, the 
objective of utilitarian SNWs (such as LinkedIn) is to increase the user’s task performance and 
efficiency (Heijden, 2004; Pillai & Mukherjee, 2011). To effectively represent the hedonic nature 
of SNWs, these studies have theorised other constructs such as perceived enjoyment (Lin & Lu, 
2011; Pillai & Mukherjee, 2011), playfulness (Lee, Xiong, & Hu, 2012; Sledgianowski & 
Kulviwat, 2009), and satisfaction (Chiu et al., 2013; Zhao & Lu, 2012) – either in conjunction 
with or alternatives to usefulness and ease of use – as outcome variables to network externality 
components. 
In a contrary view, the current study postulates SR technologies as strictly utilitarian in nature. In 
other words, SR technologies are presumed to be adopted by hiring organisations with the sole 
  
61 
 
purpose of improving HR performance in general and increasing recruiting efficiency in 
particular. The inclusion of hedonic-oriented constructs (such as enjoyment, and playfulness) into 
the conceptual Model, is therefore deemed to be inappropriate; and network externality 
components are expected to only predict adoption decisions through performance expectancy and 
effort expectancy constructs. 
Referent Network Size 
Perceived network size is defined as one’s perception that other people are also using the same 
goods or services (Zhao & Lu, 2012). In relation to SNWs, Chiu et al. (2013) defined perceived 
network size as “an individual’s belief about the current membership size of the social network 
website” (p. 543). In the context of interactive IT, such as SNWs, users base their adoption 
decision on how many of their friends, colleagues or others in their social circles can be interacted 
with when using the IT. Notably, as Lin and Bhattacherjee (2008a) posit, the adoption decision 
depends not on the total worldwide network size, but on referent network size, which represents 
the number of people important to the unit of adoption (e.g., user’s social circle) who use the IT. 
In the context of this study, it is argued that the attractiveness of SR technologies to a decision 
maker unit increases as more job applicants start using the technology for job searching purposes. 
Similar to the above, the concern is with the referent network size rather than total network size. 
Although the total number of users of SR technologies has drastically increased during the past 
decade (e.g., LinkedIn with more than 260 million users, or Facebook with more than 1.28 billion 
users), it might not necessarily translate into a larger number of accessible applicants who are of 
hiring organisations’ interest. Considering the context of this study, referent network size is 
therefore defined as “beliefs about the number of job candidates important to the hiring 
organisation who also use SNWs for employment purposes” (adopted from Lin & Bhattacherjee, 
2008a).  
When referent network size is large, organisational users can possibly communicate, attract, and 
identify more candidates. This in turn leads to a higher level of performance expectations. In 
contrast, when referent network size is small, the decision maker unit may perceive low or no 
performance expectancy from SR technologies and eventually, decide not to adopt the 
technology. Prior empirical research suggested some effect of referent network size on 
performance-oriented constructs such as usefulness in the context of interactive IT (e.g., Lin & 
Bhattacherjee, 2008a; Zhao & Lu, 2012) and SNWs (e.g., Gao & Bai, 2014; Lee et al., 2012; Lin 
& Lu, 2011). 
In addition, prior research has confirmed the positive relationship between perceived referent 
network size and effort-oriented constructs such as ease of use and control (Cheng, 2011; Lee, 
2006; Lu, Deng, & Wang, 2010; Slyke et al., 2007; Zhou & Lu, 2011). As referent network size 
grows, the task of identifying and attracting prospective employees via SR technologies may 
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become less complex for the hiring organisation. Accordingly, the following hypotheses are 
proposed: 
H7a: Perceptions of Referent Network Size is positively related to Performance 
Expectancy. 
H7b: Perceptions of Referent Network Size is negatively related to Effort Expectancy.  
Perceived Complementarity 
Complementarity refers to the availability of ancillary products and services that creates 
additional network values for users beyond the sheer network size (Lin & Bhattacherjee, 2008a). 
In the context of SNWs, Chiu et al. (2013) defined perceived complementarity as “an individual’s 
belief of the availability of applications, services, or functions serving to fill out or to complete 
the social networking service” (p. 543). As network size expands, the number and variety of 
complementary functions and services provided by IT vendors and/or third-party vendors 
increases. This in turn brings additional value to adopters of the IT. In the context of SR 
technologies, perceived complementarity is defined as “beliefs of the availability of applications, 
services, and functions serving to fill out or to complete recruiting needs of the hiring 
organisation” (adopted from Chiu et al., 2013).  
In the case of SR technologies, with the increase in the number of users, LinkedIn for instance 
began to add complementary products, services, and functions in order to enhance user network 
benefits for hiring organisations as well as job applicants. For hiring organisations, LinkedIn 
offers several complementary products such as Recruiter™ (i.e., advanced suite of Talent 
Solutions) which allows for expanded candidate search, direct contact with candidates, and build, 
track, and manage talent pipelines; Target Advertising™ (i.e., advanced suite of Marketing 
Solutions); and Sales Navigator™ (i.e., advanced suite of Sale Solutions) (LinkedIn, accessed on 
29 Oct 2014). For job seekers, LinkedIn provides three complementary solutions including 
InMail™, which is a private messaging environment to enable applicants to directly contact with 
other LinkedIn members; WWU™ (Work With Us), which is a job advertisement that appears on 
the profile of current employees who are seen as ambassadors of the organisation; and JYMBII™ 
(Jobs You May Be Interested In) which are basically targeted job ads that appear on applicants’ 
profiles (Hayes, 2012). Similarly, BranchOut™ is a third-party developer company that provides 
complementary talent solutions for Facebook users. On BranchOut, users can utilise their social 
network from Facebook to discover their inside connections for jobs, recruiting and sales purposes 
(BranchOut, accessed on 29 Oct 2014). 
Overall, these ancillary products and services – provided by SR technology vendors and third-
party developers – are expected to advance decision maker expectations of recruiting performance 
as different business/hiring solutions that can be accessed via a single platform. In line with this, 
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previous research provided empirical support for the relationship between perceived 
complementarity and performance-oriented constructs (e.g., Gao & Bai, 2014; Lin & Lu, 2011; 
Zhao & Lu, 2012; Zhou & Lu, 2011). 
In addition, perceived complementarity is expected to minimise one’s belief about the complexity 
of SR technology adoption and use. Ultimately, complementary products and services available 
via SR technologies aim to streamline the process of attracting, contacting, and eventually 
recruiting prospective employees. Consistent with the above argument, prior research has also 
established the link between perceived complementarity and effort-related constructs such as ease 
of use and complexity (e.g., Lee, 2006; Lu et al., 2010; Zhao & Lu, 2012; Zhou & Lu, 2011). 
Thus, it could be proposed that the higher the level of complementarity is perceived to be, the less 
effort the decision maker unit expects to put forth in order to adopt and subsequently use SR 
technologies. 
H8a: Perceived Complementarity is positively related to Performance Expectancy. 
H8b: Perceived Complementarity is negatively related to Effort Expectancy. 
3.5.2. HR Roles Model 
The conceptual Model 1 thus far comprises of two clusters of predictors representing the UTAUT 
and Network Externalities. These theories characterise a number of technology-oriented drivers 
of IT adoption decisions. However, as Voermans and van Veldhoven (2007) posit, 
conceptualising the adoption is incomplete without considering the purpose the IT is intended to 
serve. Accordingly, this research connects the UTUAT and Network Externalities (as its 
extension) to the purpose of Human Resource (HR) systems in general and SR technologies in 
particular. Consistent with Marler’s (2009) conception, we expect the purpose of SR technologies 
to be perceived differently by HR decision makers who play different roles within the 
organisation. The above reasoning stems from Voermans and van Veldhoven’s (2007) proposition 
that the decision to adopt an HR system runs parallel to the content and positioning of HR 
functions and roles. If HR decision makers perceive the system as pivotal tools in fulfilling their 
roles, they will develop favourable beliefs towards the system and eventually decide to adopt it 
(Mitchell, Obeidat, & Bray, 2013; Voermans & van Veldhoven, 2007). A framework is then 
necessary to be introduced in order to operationalise the different types of HR roles. 
Over the past two decades, several typologies have been proposed to distinguish between the 
different roles played by HR professionals. Notable frameworks include: Legge’s (1978) 
distinction between conformist and deviationist innovator roles of personnel managers; Walker’s 
(1990) classification of what HR practitioners do – from support, service, and consulting to 
leadership; Schuler’s (1990) HR roles taxonomy based on where HR spends most of its time – 
asset manager and cost controller, consultant to organisation/partner to line, business person, 
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shaper of change, strategy formulator, and strategy implementer; Tyson and Fell’s (1992) model 
of personnel management roles – clerk of works, contract manager, and architect; Storey’s (1992) 
HR roles categorisation – advisors, handmaidens, regulators, and change makers; Wiley’s (1992) 
classification of HR roles into operational, legalistic, and strategic roles; and finally Ulrich’s 
(1997) model of HR roles in which the boundaries around HR practitioners’ roles and attendant 
capabilities were redefined as administrative expert, employee champion, change agent, and 
strategic partner7.  
Although these analytical frameworks have been very influential in helping clarify the diverse 
roles played by HR practitioners, by comparison, it is argued that only Ulrich’s model takes into 
account the contribution of HR systems to the delivery of HR roles and core functions (Martin & 
Reddington, 2010). Moreover, of all the above-mentioned frameworks, only Ulrich’s model 
provides functioning definitions as well as operating measures to conceptualise and examine the 
key HR roles (Conner & Ulrich, 1996; Yusoff, Abdullah, & Baharom, 2010). Lastly, the Ulrich 
(1997) model has been consistently reported as the most widely accepted framework of HR roles, 
both in research and practice (Haines & Lafleur, 2008; Hung-Yue, Hsiang-En, & Jiann-Min, 
2011; Mitchell et al., 2013; Raub, Alvarez, & Khanna, 2006; Suen & Yang, 2013; Yusoff, 
Ramayah, & Othman, 2015). 
As depicted in Figure 3.9, Ulrich (1997) suggests that four distinct but related HR roles can be 
distinguished on the basis of time frame (short term/operational versus long term/strategic) and 
type of activity (managing processes versus managing people). These four roles are defined as 
follows: 
                                                     
7 Recently, Ulrich, Younger, Brockbank, and Ulrich (2012) extend these four roles into six HR competencies including strategic 
positioner, credible activist, capability builder, change champion, HR innovator & integrator, and technology proponent. However, 
these competencies are largely embedded in the well-known four roles developed by Ulrich (1997). In addition, the four-factor HR 
roles model has been used for empirical testing in the prior studies and thus it was also chosen to use in the current study. 
FUTURE/STRATEGIC 
FOCUS 
DAY-TO-DAY/OPERATIONAL 
FOCUS 
PROCESSES PEOPLE 
Strategic 
Partner 
Change 
Agent 
Administrative 
Expert 
Employee 
Champion 
(Ulrich, 1997, p. 24) 
Figure 3.9. HR roles model 
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1. Administrative Expert role, which is concerned with designing and delivering efficient 
HR processes. This role is accomplished by either ensuring efficiency in HR processes 
(for example, through reengineering recruiting processes), or improving overall business 
efficiency through employing, training, and rewarding managers who are advocates of 
productivity and waste reduction (Ulrich, 1997). An administrative expert is generally 
process-oriented and focuses on operational routine tasks. The main deliverable of this 
role is administrative efficiency (Raub et al., 2006).   
2. Employee Champion role, which is concerned with managing employees’ day-to-day 
problems, concerns, and needs. In this role, the focus is on ‘people’ rather than on 
‘processes’ as the HR professional strives to understand employees’ needs and ensures 
that those needs are met (Ulrich, 1997). Consequently, the employee champion role leans 
towards operational focus rather than strategic orientation (Yusoff et al., 2010). The key 
deliverable in this role is the increased employee commitment (Raub et al., 2006). 
3. Change Agent role, which focuses on managing transformation and change. Ulrich (1997) 
defined change as “the ability of an organisation to improve the design and 
implementation of initiatives” (p. 30). In the role of change agent, HR professionals act 
as facilitators of change by helping an organisation identify and implement critical 
transformation processes (Yusoff et al., 2015). As transformation requires a fundamental 
cultural change within the organisation, the change agent role is both strategic and people 
oriented (Yusoff et al., 2010). The main deliverable of this role is the organisational 
capability for change (Raub et al., 2006).  
4. Strategic Partner role, which focuses on aligning HR practices with business strategy. For 
the HR professionals acting as strategic partner, ensuring the success of business strategy 
is the main priority (Ulrich, 1997). Strategic partners participate in the process of defining 
business strategy, put strategy into practice, and design HR practices that align with the 
overall business strategy (Haines & Lafleur, 2008; Mitchell et al., 2013). This role is both 
strategic and process oriented since the main concern of a strategic partner is to design 
HR practices and to align them with overall business strategy. The key deliverable in this 
role is strategy execution (Raub et al., 2006). 
Given the fact that HR professionals are ultimately accountable for the HR deliverables (i.e., 
strategy execution, change, employee commitment, administrative efficiency), previous research 
has pointed out that technology is crucial in complementing the role HR intends to fulfil in the 
organisation (Raub et al., 2006). 
For instance, Voermans and van Veldhoven (2007) proposed that the HR professional role is 
related to the contribution they expect from implementing an HR system. The authors hypothesise 
that HR role perceptions are related to the attitudinal beliefs of the HR system adoption and use, 
and their propositions were subsequently supported by empirical evidence. In particular, the result 
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of regression analysis on a sample of 99 managers at Philips Inc. showed that the strategic partner 
role positively predicted attitudes towards HR systems whereas such relationship for the 
employee champion role was significantly negative. Moreover, the administrative role did not 
show any significant relationship with attitudes towards the HR system. 
Similarly, Haines and Lafleur (2008) found that use of IT-supported HR applications are related 
to HR professionals’ strategic roles of change agent and business partner. According to the 
authors, IT enables HR professionals to become strategists by alleviating the burden of 
administrative tasks (Haines & Lafleur, 2008). Thus, those who take on the role of change agents 
and strategic partners in organisations are more likely to adopt and use IT-supported HR 
applications to further establish their strategic positioning.  
In line with the above, the decision to adopt SR technologies may also run parallel to the role HR 
professionals have in the organisation. It is argued that if the deliverables of SR technologies fit 
well with those underlying HR roles (i.e., symmetry between HR roles and SR technology 
deliverables), the adoption decision may then be facilitated. Before describing the nature of 
relationships between each HR role and SR technology adoption decisions, an elaboration is 
needed on how the deliverables of SR technologies may help HR professionals progress and 
succeed in their roles. 
Administrative Expert 
As shown in Table 2.7, SR technology deliverables are presumably related to three types of HR 
roles. First, to be effective as an administrative expert, HR professionals are being asked to do 
more with less (i.e., deliver efficiency) across all HR functions including recruitment (Ulrich, 
1997). In keeping with the requirements of this role, SR technologies ensure both efficiency in 
HR processes (through reengineering the recruitment function) as well as overall business 
efficiency (by better targeting and subsequently hiring employees or managers who strive for 
increasing productivity). Some of the direct outcomes of SR technologies are reduced costs and 
time of hiring (Davison, Maraist, & Bing, 2011; Hayes, 2012), and targeted recruitment (Brown 
& Vaughn, 2011; Tyagi & Tyagi, 2012), all of which help HR professionals deliver administrative 
efficiency within the recruitment function (other deliverables are highlighted in Table 3.4).  
Thus, an HR manager or professional with an administrative expert role is expected to adopt SR 
technologies, as such technologies are likely to improve his/her role in delivering administrative 
efficiency. The research hypothesis is therefore formulated to express a positive relationship 
between Administrative Expert role and Intention to adopt SR technologies: 
H9: Role of HR as Administrative Expert is positively related to Intention to adopt 
SR technologies. 
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Employee Champion 
As explained earlier, the key deliverable of the employee champion role is employee commitment 
(Raub et al., 2006). Serving as an employee champion, HR professionals are actively involved 
with employees’ day-to-day problems, concerns, and needs. In this role, HR professionals 
personally spend time with employees in order to increase the employee-employer psychological 
contract (Ulrich, 1997). However, as Voermans and van Veldhoven (2007) suggest, IT in general 
and HR systems in particular are likely to be seen as a barrier between these champions and 
employees. The authors argued that keeping a personal contact with employees is one of the 
strongest needs displayed by employee champions. The virtual nature of HR systems may erode 
HR and employees personal interactions and thus result in a feeling of exclusion in both parties. 
Consistent with this argument, previous research has found supporting evidence for the negative 
relationship between the role of employee champion and HR system adoption and use (e.g., 
Voermans & van Veldhoven, 2007; Yusoff et al., 2010; Yusoff et al., 2015).  
In the context of this study, the researcher believes that SR technologies may not only disrupt the 
relationship between HR professionals and current staff but also cause adverse effects on the 
relationship with future employees. First, employee champions may perceive SR technologies as 
a tool in hands of the organisation to monitor employees’ actions (Stopfer & Gosling, 2013; 
Tripathy & Kaur, 2012), potentially harass their privacy (Black et al., 2014), and discount 
Table 3.4. Symmetry between HR roles and SR technology deliverables 
HR Role 
Name 
Key Deliverables 
Example 
HR Role SR Technology 
Administrative 
Expert 
Efficiency Recruitment 
Efficiency and 
Effectiveness 
- Create a page for the organization to post information about 
the job vacancies, career opportunities etc. mainly to attract 
active job seekers 
- Target applicants with a very specific set of skills 
- Target a specific geographic region in which to recruit 
applicants 
- Identify more qualified candidates with less time or effort 
invested 
- Allow effective dissemination of job and organization 
related information 
Change Agent Creating a 
renewed 
organisation / 
HR function 
Candidate 
Relationship 
Management 
- Engage potential applicants in order to build up social 
cohesion and subsequently better fit into the organization 
and job position 
- Linking current staff with future employees in order to 
reduce applicant job and organization uncertainties 
- Talent communities    
Strategic 
partner 
Executing 
Strategy 
Employer 
Reputation / 
branding 
- Create a group with information about the organization, 
corporate culture, policies 
- Create an online community with focus on the organization 
- Increase employer brand recognition through online social 
presence 
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employee rights at the workplace (Genova, 2009). Consequently, SR technologies may be seen 
as a threat to employee commitment, which is the key deliverable of the employee champion role. 
With respect to future employees, SR technologies have been consistently criticised for their 
adverse effects on applicants’ perceptions of fairness, procedural justice, and privacy (e.g., 
Chauhan, Buckley, & Harvey, 2013; Schneider, Goffin, & Daljeet, 2015; Stoughton et al., 2013b; 
Stoughton et al., 2012). According to Ruggs, Speights, and Walker (2013), the adverse impacts 
of SR technologies will remain with individuals even after they have obtained employment, 
causing future employees to feel devalued and excluded from existing staff. Similarly, SR 
technologies may be seen as an inhibitor of future employee commitment (that is the key 
deliverable of the employee champion role). Consequently, employee champions are expected to 
form negative beliefs towards the adoption of SR technologies. The research hypothesis is 
therefore formulated to express a negative relationship between Employee Champion role and 
Intention to adopt SR technologies: 
H10: Role of HR as Employee Champion is negatively related to Intention to adopt 
SR technologies.          
Change Agent 
According to Haines and Lafleur (2008), HR professionals, acting as change agents, are 
constantly confronted with the challenge of transforming HR functions and bringing about change 
in the organisation. The unique features of SR technologies may enable HR professionals to 
design and implement initiatives that could eventually transform the recruitment function. 
Referring to Section 2.5.2, the transition from the concept of ‘talent pools’ to ‘talent communities’ 
on one hand and the notion of ‘employee referrals’ to ‘social referrals’ on the other are only a few 
value-added initiatives that change agents can expect from the adoption of SR technologies. In 
addition, such technologies can enhance the process of transforming HR from ‘administrative 
paper handlers’ to business strategists (Bondarouk & Ruël, 2012). 
Consequently, HR managers or professionals with the change agent role are expected to be 
supportive of SR technologies, as such technologies are likely to improve their role in delivering 
change into the recruitment function. The research hypothesis is therefore formulated to express 
a positive relationship between the Change Agent role and Intention to adopt SR technologies: 
H11: Role of HR as Change Agent is positively related to Intention to use SR 
technologies.   
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Strategic Partner 
Through automation, technology alleviates the burden of administrative tasks, paving the way for 
HR professionals to become strategic partners (Gardner, Lepak, & Bartol, 2003; Ulrich & 
Brockbank, 2005). Moreover, HR professionals acting as strategic partners possess the authority, 
opportunity, and resources to explore and adopt innovative HR practices (Mitchell et al., 2013). 
Consistent with this, previous studies have hypothesised a positive relationship between the 
strategic partner role and the adoption and use of HR systems (e.g., Gardner et al., 2003; Haines 
& Lafleur, 2008; Voermans & van Veldhoven, 2007; Yusoff et al., 2010). 
SR technologies enable HR professionals to realign the recruitment function towards supporting 
business strategy not only through automating administrative tasks (such as handling and 
processing resumes) but also by re-positioning recruitment as a value-adding strategic function. 
‘employer reputation’ and ‘employer branding’ are two obvious deliverables of SR technologies 
leading HR to hold stronger strategic positioning (Taskinen, 2011). For instance, SR technologies 
enhance the employer value proposition, and internal marketing as well as external marketing – 
that is three aspects of the employer reputation and image process (Backhaus & Tikoo, 2004) – 
through publicising organisational profiles, reaching to a large audience, and strengthening ties 
with current and future employees (Bondarouk et al., 2013). Such deliverables enable HR 
professionals to reposition themselves as business partners by designing and implementing HR 
plans that are aligned with overall business strategy. 
Consequently, strategic partners are expected to be supportive of SR technologies, as such 
technologies enable HR to focus on strategic deliverables of the recruitment function (such as 
employer branding) as opposed to more operational tasks (such as resume handling). The research 
hypothesis is therefore formulated to express a positive relationship between the Strategic Partner 
role and Intention to adopt SR technologies: 
H12: Role of HR as Strategic Partner is positively related to Intention to use SR 
technologies. 
3.6. Control Factors Associated with Conceptual Model 1 
According to Carlson and Wu (2012), a variable can play three different roles in a research design. 
The most common roles are independent variable (IV) (which explains the change in outcome 
variables) and dependent variable (DV) (whose values are expected to be caused by IVs). The 
third role comprises of variables that impact the understanding of the relationship between IVs 
and DVs. Control variables (CV) fit into this third group (moderator and mediator variables are 
two other types of variables in this group).  
Control variables refer to factors whose effects are presumed to be extraneous to the desired 
effects (main effects) in a research design (Breaugh & Arnold, 2007 as cited in Carlson & Wu, 
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2012). Researchers therefore need to ‘control for’ the extraneous effects of control variables in 
order to reveal the true relationships among the underlying variables of interest (Spector & 
Brannick, 2011). In the current study, factors other than those hypothesised in the prior sections 
could independently influence beliefs and perceptions regarding the adoption of SR technologies. 
For conceptual Model 1, control variables include individual differences (i.e., age, gender, and 
personal innovativeness) as well as a number of contextual factors (i.e., configuration of HRM, 
industry, and organisation size). These variables and the theoretical basis for controlling their 
effects are discussed in the following subsections. 
3.6.1. Demographics 
Previous research has provided empirical and theoretical basis for assuming that demographic 
variables (including, age, gender, and personal innovativeness) have a particular connection with 
key beliefs and perceptions influencing the adoption of new IT (Agarwal & Prasad, 1998a; Lu, 
Yao, & Yu, 2005; Morris, Venkatesh, & Ackerman, 2005; Venkatesh et al., 2003). 
Age 
Age has been constantly reported to have an impact on the adoption and use of technology 
(Venkatesh et al., 2003; Venkatesh et al., 2012). Strohmeier and Kabst (2009) argued that older 
generations may not have developed the necessary IT knowledge and thus, they may not be able 
to cope with new technologies as much as younger generations. In the UTAUT, Venkatesh et al. 
(2003) explicitly hypothesised a moderating role for age in the relationship between 
performance/effort expectancy and facilitating conditions on one hand and their corresponding 
dependent variables on the other.  
First, compared to older people, younger individuals give more weight to extrinsic rewards (i.e., 
performance expectations) when deciding to adopt or reject a technology (Venkatesh et al., 2003). 
In line with this, Morris et al. (2005) theorised that the instrumental factors related to technology 
usefulness and its influence on performance expectations is more important for younger 
individuals than older ones. As a result, younger decision makers may develop more positive 
attitudes towards new technology adoption compared to older individuals (p. 73). Second, 
Venkatesh et al. (2003) hypothesised the effects of effort-oriented constructs to be stronger for 
older individuals as processing complex stimuli and allocating adequate attention are two 
requirements for successfully using an IT. As an individual ages, both these tasks become 
increasingly difficult requiring older individuals to put extra effort to adopt the IT. Finally, in the 
context of complex IT, older individuals are expected to put more weight on receiving assistance 
and organisational support during adoption decisions. As Morris et al. (2005) argued, cognitive 
abilities decline with age and thus, for older individuals the availability of organisational support 
and facilitating conditions becomes increasingly important in their decision to adopt new IT. 
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Drawing from the arguments made above, coupled with empirical evidence from the literature 
and theoretical discussion, it is posited that Age contributes to HR decision makers’ perceptions 
of Performance expectancy, Effort Expectancy and Facilitating Conditions in the context of SR 
technology adoption. Accordingly, the following hypotheses are developed in order to control for 
the extraneous influences of age in conceptualising Model 1: 
H13a: HR decision makers’ Age contributes to the Performance Expectancy. 
H13b: HR decision makers’ Age contributes to Effort Expectancy. 
H13c: HR decision makers’ Age contributes to perceptions of Facilitating Conditions.   
Following Spector and Brannick’s (2011) recommendations regarding the inclusion of control 
variables into the research design, the researcher explicitly hypothesises the role of these variables 
rather than entering them blindly into conceptual Model 1. According to Spector and Brannick 
(2011):  
If a researcher has a reasonable empirical/theoretical basis for assuming that certain “control” 
variables have a particular connection to other variables in the study, such reasons should be 
made explicit [through formally hypothesising the expected relationships] (p. 297). 
Given that both theory and prior empirical research support the presence of relationships 
described above, it would be more informative to focus on mechanisms that explain these relations 
rather than merely throwing control variables into analyses. This task is accomplished by clearly 
hypothesising the relationships between control variables and key study constructs (Atinc, 
Simmering, & Kroll, 2012; Spector & Brannick, 2011). 
Gender 
Research has shown that performance expectations of a given IT are more salient to males than 
to females (Venkatesh et al., 2003). Generally, men tend to be task-oriented and focus on 
instrumental outcomes of technology use (Milton & Schneider, 1980 as cited in Venkatesh et al., 
2003). Therefore, performance expectancies, which represents the usefulness of the IT in 
accomplishing tasks, are likely to be more prominent for men (Morris et al., 2005). 
Additionally, differential importance of effort-oriented constructs among men versus women has 
been supported in the IT adoption literature (Venkatesh & Morris, 2000; Venkatesh et al., 2000; 
Venkatesh et al., 2003; Venkatesh et al., 2012). Compared to men, women generally display a 
higher level of IT anxiety, and a lower level of IT aptitude and IT confidence (Morris et al., 2005; 
Zhang, 2005). IT anxiety, aptitude, and confidence were found to be positively related to 
perceived ease of IT use (Venkatesh & Davis, 2000; Venkatesh & Morris, 2000). Therefore, 
effort-oriented constructs are expected to be more salient for women than men. In the 
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conceptualisation of the UTAUT, Venkatesh et al. (2003) acknowledged the role of gender with 
regard to effort expectations in system use and found empirical support for this claim.  
Consistent with the arguments presented above, Gender differences are expected to contribute to 
HR decision makers’ perceptions of Performance Expectancy and Effort Expectancy when 
adopting SR technologies. The following hypotheses are proposed to control for the extraneous 
influences of gender:  
H14a: HR decision makers’ Gender contributes to the Performance Expectancy. 
H14b: HR decision makers’ Gender contributes to Effort Expectancy.   
Personal Innovativeness 
In the context of IT adoption, personal innovativeness refers to “the willingness of an individual 
to tryout any new information technology” (Agarwal & Prasad, 1998b, p. 206). Agarwal and 
Prasad (1998b) further conceptualised personal innovativeness as a trait that is a relatively stable 
descriptor of individuals. In other words, innovativeness is not a situational factor and therefore 
does not vary across different situations or different ITs. In general, highly innovative individuals 
are more likely to adopt new technology (Rogers, 2003).  
Over the years, several studies have tested the effect of personal innovativeness on the adoption 
of new IT (Lewis, Agarwal, & Sambamurthy, 2003). For instance, Lu, Yu, Liu, and Yao (2003) 
tested the role of personal innovativeness on both effort and performance-oriented constructs and 
found support for the strong impact of personal innovativeness on short-term, long-term 
usefulness, and ease of use. In a similar study, Lu et al. (2005) investigated the role of personal 
innovativeness in determining perceptions of usefulness and ease of use in the context of wireless 
mobile technologies and found empirical support. 
Given the novelty of SR technologies, most HR decision makers may not have much knowledge 
and experience to form educated assessments regarding usefulness or complexity of these 
technologies. In this case, the sheer boldness and curiosity in the character of HR decision makers 
may not only significantly strengthen their expectations of plausible benefits (i.e., performance 
expectancy), but also reinforce their confidence in their capabilities to handle SR technologies 
under adoption (i.e., effort expectations). Therefore, Personal Innovativeness may contribute to 
HR decision makers’ perception of Performance Expectancy and Effort Expectancy of SR 
technologies. Accordingly, the following hypotheses are developed in order to control for the 
extraneous influences of personal innovativeness: 
H15a: Personal Innovativeness contributes to the Performance Expectancy. 
H15b: Personal Innovativeness contributes to the Effort Expectancy. 
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3.6.2. Contextual Factors 
In addition to demographic variables mentioned above, this study includes configurations of 
HRM, organization size, and Industry of the organisation as contextual factors and will control 
for their plausible effects.  
Configuration of HRM 
According to Strohmeier and Kabst (2009), electronic human resource management (e-HRM) 
adoption may depend on the structure of human resource management (HRM) functions within 
an organisation. The HRM structure was labelled as the configuration of HRM, which comprises 
of three distinct but related dimensions. First, the institutionalisation of HRM – which refers to 
‘the existence of a formal HR-department’ in the organisation – seems to directly contribute to IT 
adoption decisions (Strohmeier & Kabst, 2009, p. 488). Because the advantages of e-HRM 
(including SR technologies) are foremost beneficial for the HR department rather than any other 
division, the presence of an institutionalised HR department that could fully take advantage of ST 
technology deliverables may further facilitate the adoption decision. Moreover, the authority and 
resources necessary to adopt IT-supported HR systems should be higher when there is a formal 
HR department in the organisation. 
Second, the comprehensiveness of HRM – which refers to ‘the extent of performed HR functions’ 
– is expected to influence the adoption decision (Strohmeier & Kabst, 2009, p. 488). According 
to Ravichandran (2000), as the number of distinct functional groups within HRM increases, so 
does the HR professionals’ effectiveness in identifying innovations that are likely to further their 
functional goals. In other words, HRM comprehensiveness leads to maturity across HRM 
functions and increases the sophistication of HR professionals (Rosa Yeh, 2014). As a result, HR 
professionals may be able to learn more about the latest technological developments within their 
field and thus, turn to become internal promoters for IT adoption.  
Finally, having a clear and explicit strategic orientation of HRM should further promote IT-
supported HR applications including SR technologies. As discussed in Section 3.5.2, IT enables 
HR to become organisation strategists by liberating them from the burden of administrative tasks 
(Haines & Lafleur, 2008; Strohmeier & Kabst, 2009; Taskinen, 2011). Moreover, diverse 
applications of SR technologies such as ‘employer reputation’ allow a systematic alignment of 
HR functions with organisational strategies. Thus, HR with an explicit strategic orientation is 
likely to have more enticement to adopt SR technologies. 
Taken together, Configuration of HRM (i.e., Institutionalisation, Comprehensiveness, and 
Strategic Orientation) is expected to have a contribution to SR Technology Adoption decisions. 
Accordingly, the following hypothesis is developed in order to control for the extraneous 
influences of configuration of HRM: 
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H16: Configuration of HRM contributes to the SR Technologies Adoption decisions.     
Organisation Size 
Organisation size has been consistently reported as an important determinant of IT adoption 
decisions (Damanpour, 1992; Thong, 1999; Yoon & George, 2013). According to Zhu, Kraemer, 
and Xu (2006), larger organisations have greater slack in financial, technical, and human 
resources and therefore are more capable of absorbing the risks associated with adopting novel 
IT such as SR technologies. Also, larger organisations can better justify the SR technology 
adoption due to economies of scale (Strohmeier & Kabst, 2009). For instance, larger organisations 
dealing with hundreds of job applications per month can clearly reduce the administrative costs 
of handling resumes and contacting job applicants by investing in SR technologies. Lastly, as an 
organisation grows in size so does its needs for hiring talent with niche skills (Dewar & Hage, 
1978). SR technologies therefore may be the answer to this ever growing demand for employing 
niche skills in large organisations (Davison, Maraist, & Bing, 2011). In sum, it could be concluded 
that Organisation Size directly contributes to SR Technology Adoption decisions. Hence: 
H17: Organisation Size contributes to the SR Technologies Adoption decisions. 
Industry 
In addition to organisation size, the industry in which an organisation operates may affect the 
decision to adopt SR technologies. Uncertainty within a specific industry may lead decision 
makers to consider the actions of industry peers as a clue to either adopt or reject a given IT 
(Deephouse, 1996). This could be specifically the case of SR technologies with which a high 
degree of uncertainty is associated. Industry can also contribute to adoption decisions through 
isomorphic forces exerted on the organisations operating in the same industry (DiMaggio & 
Powell, 1983; Neirotti & Paolucci, 2011). This could explain why in some industries with strong 
professional cultures, such as telecommunications and high-tech manufacturing, the number of 
SR technology adopters has been rapidly growing (Bughin et al., 2011).  
Following the above discussion, the researcher expects the Industry of the organisation to 
significantly contribute to SR Technology Adoption decisions. Hence, the following hypothesis is 
developed in order to control for the extraneous influences of industry: 
H18: Organisation Industry contributes to the SR Technologies Adoption decisions. 
It is worth mentioning that previous empirical studies have revealed inconsistent results regarding 
the role of industry (Strohmeier & Kabst, 2009). Ball (2001) contributes such mixed evidence to 
the failure of prior research to adequately reveal sectoral differences across industries. In line with 
this, Strohmeier and Kabst (2009) recommended that it is the task characteristics of an industry – 
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in particular the share of clerical and stationary work – that contributes to e-HRM adoption 
decisions rather than industry per se. 
Industries with a high share of stationary and clerical work (such as banking and 
telecommunications) have the capacity for an uncomplicated adoption of SR technologies since 
a high level of IT capabilities (such as workplace computers, IT infrastructure, and computer 
literate employees) exists within organisations operating in such industries. Whereas, industries 
with a low amount of clerical and stationary work (such as construction and agriculture) do not 
dispose the IT resources least required for the adoption and use of such technologies (see 
Strohmeier & Kabst, 2009 for further details).  
Thus, the role of sectoral differences is considered in operationalising industry for the current 
study through categorising the industry into three sub-groups, namely: hi-tech industries 
(comprising industries with mainly stationary and clerical tasks such as banking); low-tech 
industries (industries with mainly non-stationary and non-clerical tasks such as construction); and 
hybrid industries (industries with mainly stationary but non-clerical tasks such as health care). 
The rationale behind this classification will be further discussed in detail in Section 6.5.2. 
3.7. Summary 
This chapter started by providing an in-depth review of existing IT adoption theories and 
determining an appropriate theoretical foundation to address the first gap of SR technology 
literature (Section 2.7.1). Subsequent to a careful assessment of relevant theories, the Unified 
Theory of Acceptance and Use of Technology (Venkatesh et al., 2003) was deemed as the most 
appropriate underpinning theory to identify key belief constructs contributing to SR technology 
adoption decisions (Section 3.3.6).  
Additionally, the Network Externalities theory (Lin & Bhattacherjee, 2008a) and the HR Role 
model (Ulrich, 1997) complemented the UTAUT in order to address some unique features of SR 
technologies that may affect the adoption decision in the context of Human Resource 
Management (Section 3.4).  
Overall, the discussion in Chapter 3 resulted in developing conceptual Model 1 and 18 hypotheses 
(12 hypotheses representing main effects, and 6 hypotheses representing effects of demographic 
and contextual variables) to examine the SR technology adoption among Australian organisations 
(see Table 3.5). It is believed that the results from empirically testing of the conceptual Model 1 
would enable us answer the first research question identified in the literature on SR technologies, 
that is: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
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The following chapter outlines the theoretical foundation and the process through which 
conceptual Model 2 is developed in order to address the second research question. 
Table 3.5. Conceptual Model 1 hypotheses 
Hypothesis 
Number Hypothesis Description 
CONCEPTUAL MODEL 1 
M
ain Effects 
H1 Behavioural Intention is positively related to SR technology Adoption decision. 
H2 Attitude toward SR technologies is positively related to Intention to adopt SR technologies. 
H3 Performance Expectancy of SR technologies is positively related to Attitude toward SR technologies. 
H4 Effort Expectancy of SR technologies is negatively related to Attitude toward SR technologies. 
H5 Social influence is positively related to Intention to adopt SR technologies. 
H6 Facilitating Conditions is positively related to SR Technology Adoption decision. 
H7a Perceptions of Referent Network Size is positively related to Performance Expectancy. 
H7b Perceptions of Referent Network Size is negatively related to Effort Expectancy. 
H8a Perceived Complementarity is positively related to Performance Expectancy. 
H8b Perceived Complementarity is negatively related to Effort Expectancy. 
H9 Role of HR as Administrative Expert is positively related to Intention to adopt SR technologies. 
H10 Role of HR as Employee Champion is negatively related to Intention to adopt SR technologies. 
H11 Role of HR as Change Agent is positively related to Intention to adopt SR technologies. 
H12 Role of HR as Strategic Partner is positively related to Intention to use SR technologies. 
 
C
ontrols Effects 
H13a HR professionals’ Age contributes to the Performance Expectancy. 
H13b HR professionals’ Age contributes to Effort Expectancy.  
H13c HR professionals’ Age contributes to perceptions of Facilitating Conditions. 
H14a HR professionals’ Gender contributes to the Performance Expectancy. 
H14b HR professionals’ Gender contributes to the Effort Expectancy. 
H15a Personal Innovativeness contributes to the Performance Expectancy. 
H15b Personal Innovativeness contributes to the Effort Expectancy. 
H16 Configurations of HRM contributes to the SR technologies Adoption decision. 
H17 Organisation Size contributes to the SR technologies Adoption decision. 
H18 Organisation Industry contributes to the SR technologies Adoption decision. 
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Chapter 4. Pre-hire Outcomes of SR Technologies Use 
4.1. Introduction 
As mentioned earlier in Section 2.7.2, this study takes one step further and investigates the key 
pre-hire outcomes of SR technology utilisation in order to provide answers for the second research 
sets of questions: 
Q2a and Q2b: What are the potential pre-hire outcomes of SR technology use by 
organisations and to what extent are SR technologies perceived to 
influence pre-hire outcomes of recruitment? 
Thus, the goals (i.e., pre-hire outcomes) that organisations are trying to achieve by implementing 
SR technologies must be determined first. Therefore, relevant literatures are reviewed in this 
chapter to identify key pre-hire outcomes for the appropriate development of conceptual Model 2 
and subsequently empirical testing in Chapter 9.  
Accordingly, the rest of this chapter is organised as follows: Section 4.2 is devoted to developing 
a theoretical foundation based on which the key pre-hire outcomes of SR technologies are 
identified. This is followed by presenting the conceptual Model 2 and proposing relevant 
hypotheses (Sections 4.3 and 4.4). A summary of the chapter is presented in Section 4.5. 
4.2. A Theory-driven Approach for Identifying SR Technology Pre-hire 
Outcomes 
Although many business reports and much anecdotal evidence provide some insight in 
understanding the main objectives that organisations try to pursue by using Social Recruiting (SR) 
technologies (such as reducing cost and time of hiring), there have been very limited theoretical 
frameworks developed so far that can be directly applied to the current study in order to 
empirically test the extent to which adopting organisations of SR technologies had been able to 
successfully achieve these outcomes. Thus, this research is set to develop such a theoretical 
framework, which could be used as a basis for identifying key pre-hire outcomes of the SR 
technologies. As the study of SR technologies is still in infancy, literature other than social media 
or SNWs would need to be exploited to develop the framework. Furthermore, employee 
recruitment is an essential part of organisational human resource management activities, thus, 
literature on the impacts and outcomes of electronic HRM (e-HRM) are purposely reviewed to 
provide a valid theoretical foundation for the current study. 
Strohmeier and Kabst (2014) reviewed existing research on e-HRM and found three major 
approaches of categorising e-HRM goals on the basis of their impacts on HR functions. As shown 
in Table 4.1, the first categorisation is based on the criterion of information system functions and 
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distinguishes between two types of e-HRM outcomes namely, automational and informational 
outcomes (Zuboff, 1985). 
According to Zuboff (1985), information technology restructures the workplace by either 
simplifying efforts (automation) or supporting managerial decisions (informate). Through 
automation, e-HRM reduces the volume of administrative HR tasks and enables these tasks to be 
performed at less cost and with more control and efficiency (Strohmeier & Kabst, 2014). Other 
authors have also contributed to the discussion of ‘automation’ outcome, but they used slightly 
different terms such as “conventional” (Martinsons, 1997), “transaction-oriented” (Broderick & 
Boudreau, 1992), or “administrative” (Ball, 2001) to represent this category of e-HRM outcomes, 
which focus on automation and administrative efficiency. 
On the other hand, technology contributes to HRM beyond simply automating HR tasks. Zuboff 
(1985) sees the uniqueness of IT in its ‘informating capacity’ (i.e., ability to generate information 
about underlying organisation processes) which can lead to better comprehension of 
organisational operations. At the HR level, e-HRM generates information about HR functions that 
in turn lead to transparency and better support of HR decisions (Strohmeier & Kabst, 2014). 
Again, other contributing authors have labelled this aspect of e-HRM outcomes differently 
namely, “knowledge-based” (Martinsons, 1997), “decision support oriented” (Broderick & 
Boudreau, 1992), or “analytical” (Ball, 2001). 
Table 4.1. Major approaches of categorising e-HRM goals* 
Key author 
Categorisation 
Criteria  
Categorise of e-HRM Goals Contributors 
Zuboff 
(1985) 
IS functions Automational 
Reducing administrative burden, cost and increasing 
efficiency through the automation of HR tasks 
Informational 
Creating transparency and supporting HR decisions 
by generating insights in crucial HR issues 
Martinsons (1997); 
Broderick and Boudreau 
(1992); Kovach and 
Cathcart (1999); Ball 
(2001); Thomas, Skitmore, 
and Sharma (2001) 
- Corporate 
significance 
Operative 
Reducing costs, increasing efficiency and velocity of 
HR by supporting administrative HR tasks  
Strategic 
Supporting those HR tasks with direct impact on 
corporate strategic objectives 
Teo, Lim, and Fedric 
(2001); Gardner et al. 
(2003); Hussain, Wallace, 
and Cornelius (2007); Grant 
and Newell (2013) 
Snell et al. 
(1995) 
e-HRM 
objectives 
Operational 
Reducing costs, improving productivity and speeding 
up processes through automation of administrative 
HR tasks.  
Relational 
Increasing collaboration and service level quality via 
connecting line managers and employees. 
Transformational 
Supporting business strategy and creating corporate 
value by enabling strategic level HR functions. 
Ruël, Bondarouk, and 
Looise (2004); 
Panayotopoulou, Vakola, 
and Galanaki (2007); 
Marler (2009); Parry and 
Tyson (2011); Girard and 
Fallery (2011); Kassim, 
Ramayah, and Kurnia 
(2012) 
* adopted from Strohmeier and Kabst (2014, p. 335) 
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According to Strohmeier and Kabst (2014), the corporate significance of e-HRM outcomes is 
what derives the second type of categorisation. In view of this, the authors classified e-HRM 
outcomes as either operative or strategic. Improving efficiency, costs, and velocity of HR 
functions are the main operative outcomes of using e-HRM in organisations. Although the 
literature provides different taxonomy such as “operational” (Gardner et al., 2003), “non-
strategic” (Hussain et al., 2007) or “administrative” (Teo et al., 2001) to infer this category of 
outcomes, it is stated that automation and devolution of routine administrative tasks are key 
aspects distinguishing the operative category of e-HRM outcomes (Grant & Newell, 2013). These 
objectives are achieved mainly through electronic support of HR functions. At the strategic level, 
e-HRM supports those HR functions that directly link to business-level objectives. Recruitment 
and employee development are two examples of HR functions contributing to overall business 
performance that could be supported by e-HRM (Strohmeier & Kabst, 2012). According to 
Gardner et al. (2003), Information generated through IT-enabled HR functions can ultimately be 
linked to business strategy which in turn allows HR to hold more strategic positions. In view of 
this, the authors used the term “transformational” to distinguish the strategic contribution of e-
HRM from its operative aspect (Gardner et al., 2003).  
The third categorisation is grounded in the seminal work of Snell et al. (1995) in which the authors 
distinguished between three major objectives of e-HRM namely, operational, relational, and 
transformational goals (outcomes). In its operational capacity, e-HRM streamlines processes and 
alleviates the administrative burden of HR tasks and thus, results in operational efficiency, cost 
reduction, and improved productivity of HR functions (Lepak & Snell, 1998). At the operational 
level, the focus of e-HRM is on the “internal operations of the HR functions” (Snell et al., 1995, 
p. 160). According to Gardner et al. (2003), one logical outcome of automation for HR 
professionals is that they are empowered with more time to interpret and use information for 
strategic thinking and planning. Thus, the IT may be a seen as a catalyst in modifying HR roles 
from purely administrative experts to more strategically-oriented HR professionals (Haines & 
Lafleur, 2008; Snell et al., 1995). 
At the relational level, interconnectivity and the collaborative nature of e-HRM enhances the HR 
professionals’ ability to provide timely service to organisations’ internal and external stakeholders 
such as employees, customers, suppliers and regulators (Lepak & Snell, 1998; Snell et al., 1995) 
or potential job applicants in the context of current study. In its relational capacity, e-HRM 
therefore concentrates on “HR’s relationship with other parties within and outside the 
organisation” (Snell et al., 1995, p. 163). According to Snell et al. (1995), the relational outcome 
of e-HRM is a change in the focus of HR towards effective management of stakeholders or 
customer relationships. 
Lastly, transformational outcomes of e-HRM refer to improvements in the business support and 
strategic orientation of HRM (Strohmeier & Kabst, 2014, p. 336). The transformational outcomes 
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of e-HRM enable HR to either create innovative practices or innovatively deliver traditional HR 
practices (Gardner et al., 2003). For instance, electronic recruitment systems have enabled HR 
professionals to not only reconfigure the traditional ways of identifying, attracting and hiring 
employees, but also develop innovative ways of communicating their organisation culture, and 
employer image and brand to outside clients (Singh & Finn, 2003) – i.e. innovative practices that 
transformed the nature of HR (recruitment) functions. According to Snell et al. (1995) the 
transformational outcome of e-HRM is “an ongoing transformation of the HR function itself” (p. 
169).      
Over the years, several researchers have used Snell et al.’s (1995) categorisation of e-HRM 
objectives to determine key deliverables of IT for HR functions. For instance, Marler (2009) 
investigated the contribution of e-HRM to the strategic realignment of the HR function. The 
author proposed that cost saving, capacity building, and customised alignment with business 
strategy are three outcomes of implementing e-HRM at operational, relational, and 
transformational levels. Interestingly, Marler (2009) concluded that e-HRM has so far been 
realised only for its operational outcomes, and less for the strategic realignment of HR functions.  
In a qualitative study of five organisations that had already adopted e-HRM, Ruël et al. (2004) 
found that reducing administrative costs, improving efficiency, and standardising HR processes 
(i.e., operational) are the main outcomes of e-HRM implementation. Moreover, e-HRM was 
found to improve service delivery and client-orientation of the HR function (i.e., relational 
outcome).  
In line with the above, Parry and Tyson’s (2011) case study of ten UK-based organisations 
revealed that the operational goals of e-HRM implementation were generally achieved by all 
participating organisations. These objectives include improving the efficiency and effectiveness 
of HR functions as well as standardisation of HR processes. The authors also provided some 
evidence of the relational outcomes of e-HRM – i.e., service delivery. Lastly, organisational 
image was proposed as the key transformational outcome of e-HRM implementation despite the 
fact that this conclusion was merely supported by anecdotal evidence (see Parry & Tyson, 2011, 
p. 350). 
Perhaps the closest study to the context of SR technologies is Girard and Fallery’s (2011) 
exploratory investigation of key recruiting outcomes of Web1.0 (i.e., Job Boards, and Career 
Websites) and Web2.0 (i.e., Social Network Websites) implementation. The authors found that 
Web1.0 constitutes a type of recruiting technology that is primarily adopted to meet operational 
objectives. However, the Web2.0-based recruiting technologies go beyond operational outcomes 
by contributing to the recruitment function at both relational and transformational levels (Girard 
& Fallery, 2011). At the operational level, the use of Web1.0 and Web2.0 resulted in major 
automation of the recruitment function, cost reduction, and efficiency. In addition, applicant 
relationship management and employer branding/reputation were found to be two major relational 
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and transformational outcomes of Web 2.0-based recruiting technologies, respectively (Girard & 
Fallery, 2009, 2011).  
Overall, Snell et al.’s (1995) typology has become the most recognised categorisation of e-HRM 
in such a way that Bondarouk and Furtmueller (2012, p. 21, as cited in Strohmeier & Kabst, 2014) 
referred to this typology as a “common place” in e-HRM literature. Given the wide dominance of 
this categorisation in e-HRM literature, along with empirical support for its applicability in 
examining outcomes of web-based recruiting technologies (e.g., Girard & Fallery, 2009, 2011; 
Girard, Fallery, & Rodhain, 2013; Parry & Tyson, 2011), Snell et al.’s (1995) typology is thus 
chosen to be used as the conceptual basis (i.e., conceptual Model 2) for determining pre-hire 
outcomes of SR technology adoption and use. 
4.3. Developing Conceptual Model 2 and Hypotheses 
As established in the previous section, the categorisation of e-HRM outcomes developed by Snell 
et al. (1995) is an appropriate starting point for identifying key pre-hire outcomes of SR 
technologies. In view of this, three categories of pre-hire outcomes can be distinguished (i.e., 
recruitment efficiency, candidate relationship management, and employer reputation); each of 
which is set to serve the recruitment function at operational, relational, and transformational 
levels. Table 4.2 shows the differences between operational, relational, and transformational pre-
hire outcomes of SR technologies in more detail. 
Table 4.2. SR technology pre-hire outcomes on the basis of Snell et al.’s (1995) typology 
 Operational level Relational level Transformational level 
Outcome Recruitment Efficiency Candidate Relationship 
Management 
Employer reputation 
Expected impact Alleviating administrative 
burden of recruiting tasks; 
operational efficiency 
Increasing HR ability to 
connect with outer parties; 
reducing response time; 
service quality 
Transforming the nature of 
the recruitment function; 
strategic orientation of the 
recruitment function  
Means to achieve 
the designated 
outcome 
- Free access to applicant 
profiles 
- Real time information 
- Complementary tools to 
improve recruitment 
efficiency (e.g., Talent 
Solution, Target 
Advertising) 
- Proactive recruitment 
- Efficient distribution of job 
information 
- Talent communities 
- Complementary tools to 
improve applicant 
engagement (e.g., Talent 
pipeline) 
- Real-time applicant 
tracking 
- Real-time interaction 
- Interest groups 
- Company profile 
- Career page 
- Targeted status update 
- Current employees profiles 
- Complementary tools to 
improve employer brand 
and reputation (e.g., 
interactive ads) 
 
Type of HR role 
supported 
Administrative Expert Change Agent / Strategic 
Partner 
Change Agent / Strategic 
Partner 
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4.3.1. Recruitment Efficiency (Operational Level Pre-hire Outcome) 
The operational deliverables of SR technologies can be characterised as those outcomes that are 
primarily focused on improving recruitment efficiency. This is mostly done through automation 
of recruiting tasks (Singh & Finn, 2003). As IT is used more extensively in the recruitment 
function, it will enable HR professionals to speed up the process of dealing with resumes, shorten 
recruiting cycle time, enable access to quality applicants, while reducing overall costs (Galanaki, 
2002). In line with this, Singh and Finn (2003) proposed the concept of just-in-time recruitment 
(i.e., fulfilling organisation employment needs as expeditiously as possible) as a primary outcome 
of using IT-enabled recruiting systems. Similarly, Han and Han (2009) found that compared to 
other types of recruiting methods, web-based recruiting practices result in better pre-hire 
outcomes including faster hiring and better quality of hire.  
According to Girard and Fallery (2011), Web2.0-enabled recruiting methods (i.e., SR 
technologies) are characterised with long-term applicant relationships, global access, more 
visibility, and major automation; all of which contribute to better efficiency of the recruitment 
function. In addition, anecdotal evidence suggests that recruitment efficiency, in terms of 
cost/time of hiring and recruitment quality, is one of the key operational outcomes of the adoption 
and implementation of SR technologies (SHRM, 2013). As shown in Table 4.2, SR technologies 
may result in better efficiency in recruitment through several means. For instance, free access to 
applicant profiles, instantaneous updates on applicant information, and targeted advertisement of 
job vacancies are only a few deliverables of SR technologies that can positively contribute to the 
overall efficiency of the recruitment process (Davison, Maraist, & Bing, 2011; Doherty, 2010).  
In sum, it could be argued that the Extent of SR Technology Use is likely to positively influence 
the Efficiency of the recruitment process as HR professionals may expect such technologies to 
lessen time-to-fill a job vacancy, reduce costs associated with hiring new employees, and improve 
the recruitment quality. Accordingly, the following hypothesis is proposed: 
H19: The Extent of SR Technology Use is positively related to HR professionals' 
perceptions of the Recruitment Efficiency. 
Before proceeding to the next pre-hire outcome of SR technology use, there are two issues 
regarding operationalisation of the Recruitment Efficiency construct that require further 
clarification. First, although previous research has generally considered time-to-fill, cost-per-hire, 
and recruitment quality as the main pre-hire outcomes encompassing recruitment efficiency (e.g., 
Breaugh et al., 2003; Collins & Han, 2004; Han & Han, 2009; Sangeetha, 2010), as Breaugh 
(2008, 2013) acknowledged, there seems to be no clear agreement on what precisely comprises 
the concept of recruitment efficiency. 
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Given the lack of consensus regarding factors comprising recruitment efficiency (specifically in 
the context of SR technologies), proposing an operational definition for this construct appears 
impossible at this stage. However, this conception will be put to an examination later on in the 
qualitative phase of the study (Chapter 5) in order to better understand the factors that characterise 
the abstract concept of Recruitment Efficiency. Once the comprising factors are identified, the 
relevant operational definition(s) will be introduced and necessary changes will be made to the 
relevant hypothesis (see Section 5.4.4.4 for more details). 
Second, in this research the pre-hire outcomes of SR technologies will be measured as the 
subjective perceptions of respondents (i.e., HR professionals) on a 7-point Likert scale rather than 
actual factual data on outcome measurement (such as applicants’ GPA scores, number of 
applicants accessed through SR technologies, or percentage of vacancies that are filled using these 
technologies – Breaugh et al. 2003). This is due to the nature of this PhD project, which makes it 
unfeasible, ethically challenging, and almost impossible to access real employment history data 
from any of the participating organisations.  
It is worth mentioning that the use of perceptual measures in assessing IT impacts in general, and 
e-HRM in particular is a commonly accepted practice in prior research (Dögl & Holtbrügge, 2013; 
Holtbrügge, Friedmann, & Puck, 2010; Kassim et al., 2012; Williamson, King, Lepak, & Sarma, 
2010). For instance, Gardner et al. (2003) investigated the effect of IT-enabled HR systems on 
several informational and transformational outcomes (e.g., information responsiveness, 
information autonomy, and time required on transformational/IT support activities) by measuring 
the subjective perceptions of HR professionals regarding each outcome. Similarly, Williamson et 
al. (2010) examined the effect of web-based recruitment on employer reputation using subjective 
perception of respondents about employer reputation.  
Given the impracticality of accessing factual data, along with ample evidence supporting the use 
of subjective measures in prior research, relying on subjective perceptions of respondents for 
investigating pre-hire outcomes of SR technologies is considered to be not only acceptable but 
also inevitable in this research. 
4.3.2. Candidate Relationship Management (Relational Level Pre-hire 
Outcome) 
The relational deliverables of SR technologies can be characterised as those outcomes that are 
primarily focused on enhancing employee-organisation interconnectivity, HR response time and 
service levels to both current and future employees. Rogers (2008) defines ‘employee relationship 
management’ as “…strategy, programs and technology to effectively manage how firms relate to 
prospective, current, and former employees” (p. 48). This definition fairly reflects the concept of 
candidate relationship management with reference to SR technologies. 
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According to Strohmeier (2013), candidate relationship management represents a “specific sub-
concept” of employee relationship management, which is oriented towards the recruiting domain 
(p. 99). Consistent with this, the term candidate relationship management is used in order to 
signify the key expected pre-hire outcome of SR technologies at the relational level. The concept 
is therefore defined as ‘building a personally customized relationship with potential employees 
through SR technologies in order to create mutual value for both job candidates and the 
organisation’ (adopted from Keim & Fritsch, 2009). 
Girard and Fallery (2011) posit that Social Network Websites provide the means by which HR 
professionals can develop close and long-term relationship with job seekers. Similarly, Imperatori 
and Ruta (2013) believe that social media (including SR technologies) offer many possibilities to 
reconfigure the nature of the relationship between organisations and potential employees. As 
shown in Table 4.2, providing better feedback, more proximity and dialogue, just-in-time 
response to applicant queries, personalisation of applicant messages, and creating a sense of 
community are only a few means through which such relationships can be reconfigured and 
further developed (Girard & Fallery, 2009, 2011).  
Thus, it is expected that the Extent of SR Technology Use will positively influence Candidate 
Relationship Management as it allows for establishing long term relationships between 
organisations and potential candidates at a one-on-one and customised level (Strohmeier, 2013). 
To put this anticipation to the empirical test, the following hypothesis is proposed: 
H20: The Extent of SR Technology Use is positively related to HR professionals' 
perceptions of the Candidate Relationship Management. 
4.3.3. Employer Reputation (Transformational Level Pre-hire Outcome) 
At the transformational level, SR technologies are expected to transform the nature of the 
recruitment function and enable HR to focus on being a strategic partner to the firm. As explained 
earlier, IT in general can make such a transition happen by means of: first, task automation 
therefore allowing HR to emphasise less on administrative duties of the recruitment function 
(Lepak & Snell, 1998); and second, providing HR with new opportunities to get involved in 
strategic-level activities that would directly contribute to the firm’s performance (Gardner et al., 
2003). 
In the latter capacity (i.e., innovatively changing the HR function), SR technologies are stated to 
challenge the traditional role of HR professionals by introducing new strategic level practices into 
the recruitment function (Bissola & Imperatori, 2013). Employer reputation, which is enhanced 
through SR technologies, is stated as a strategic level outcome that could provide a great 
opportunity for HR professionals to go beyond the traditional recruitment tasks (Girard et al., 
2013). Employer reputation fosters a positive image of the organisation, sets the company apart 
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from competitors, and showcases cultures, values and visions of the organisation to prospective 
applicants (Bondarouk et al., 2013). Increased employer reputation is believed to positively affect 
‘employer attractiveness’ (i.e., envisioned benefits that a potential employee sees in working for 
a specific organisation – Berthon, Ewing, & Hah, 2005, p. 151) and eventually helps the 
organisation to better attract qualified candidates (Bondarouk et al., 2013). 
Interactivity, dynamism, and instantaneous connectivity of SR technologies offer HR a possibility 
to shape employer-employee relations and contribute significantly to employer reputation (Girard 
& Fallery, 2011). As shown in Table 4.2, SR technologies could potentially promote the employer 
reputation through several means including, company profiles which represent the company 
culture, peer-to-peer communication with prospective applicants, proximity and transparency 
(Girard et al., 2013), access to large audience, and timely and direct contact with job seekers 
(Bondarouk et al., 2013). 
In line with the above, it could be concluded that employer reputation, as a strategic HR function, 
is expected to greatly benefit from the unique characteristics of SR technologies. To put it 
differently, the Extent of SR Technology Use is expected to positively influence Employer 
Reputation as HR professionals become increasingly involved with SR technology-based 
activities that are aimed at promoting employer reputation. The following hypothesis is therefore 
proposed in order to put this anticipation to the empirical test: 
H21: The Extent of SR Technology Use is positively related to HR professionals' 
perceptions of the Employer Reputation. 
The rationale behind selecting the employer reputation construct as the transformational outcome 
of SR technology use over the similar concept of ‘employer image’ is twofold. According to Cable 
and Turban (2001), employer image and employer reputation are two distinct concepts in a way 
that (1) the former does not include an “affective evaluative component” whereas the later does; 
and (2) while employer image consists of “job seekers’ own perceptions about the organisation”, 
employer reputation is “one’s beliefs about how the organisation is evaluated by job seekers” (p. 
127).  
Given that employer reputation and its relationship with the extent of SR technology use will be 
assessed based on HR professionals’ subjective evaluation rather than job seekers’ own 
evaluation, it is believed that the employer reputation construct is more appropriate as it is more 
in line with the purpose of this research. Accordingly, employer reputation is defined as ‘the HR 
professional’s belief about how the organisation is evaluated by its target job candidates’ (adopted 
from Cable & Turbon, 2001). 
4.4. Control Factors Associated with Conceptual Model 2 
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Of primary interest in developing conceptual Model 2 is the impact of SR technologies on several 
pre-hire outcomes of the recruitment process. However, there are certain factors that might impact 
the hypothesised relationships. These factors are assumed as extraneous to the relationships 
among the underlying variables of interest. Therefore, their effects will be ‘controlled for’. Age, 
gender, and HR functional orientation (Gardner et al., 2003) are among the mostly cited factors 
that may have some influence on the extent of e-HRM use (SR technology in the current study). 
In this sub-section, the theoretical basis for controlling the effects of these variables are explained 
and relevant hypotheses will also be proposed. 
Age and Gender 
As explained earlier in Section 3.5.1, age and gender differences may have some effects on the 
extent of IT use. According to Gardner et al. (2003), older individuals are less likely to use IT due 
to three reasons: first, handling information load that comes along with the extensive use of IT 
may be perceived as complex and cumbersome tasks by older individuals (Venkatesh et al., 2003). 
Second, older individuals may find it much more difficult to adapt to changes in work processes 
that come with introduction of IT to the organisation (Morris & Venkatesh, 2000; Sharit & Czaja, 
1994). Finally, older individuals generally appear to have a longer learning curve compared to 
younger individuals. As a result, older users may not easily learn to extensively use IT for a given 
task in the workplace (Charness & Boot, 2009; Marquié, Jourdan-Boddaert, & Huet, 2002).  
Similar patterns are expected to occur when using SR technologies. Older HR professionals may 
perceive the use of such technologies as cumbersome, complex and difficult to comprehend 
compared to younger individuals (Lin, Chiu, & Lim, 2011) and thus, may be less likely to use SR 
technologies for recruiting purposes. Accordingly, the following hypothesis is developed in order 
to control for the extraneous influences of age in conceptualising Model 2: 
H22: HR professionals’ Age contributes to the Extent of SR Technology Use. 
In addition to age, gender differences may also have some influence on the extent of SR 
technology use. Previous studies have shown that while men are more confident in using IT, 
women tend to show higher IT anxiety, less aptitude and confidence in using IT in the workplace 
(Morris et al., 2005; Zhang, 2005). In the context of e-HRM, Gardner et al. (2003) posited that 
due to differences in levels of computer apprehension, female HR professionals are less likely 
than their male counterparts to use IT within the HR function. Based on the literature, a similar 
pattern is likely to occur between Gender and the Extent of SR Technology Use, such that males 
are expected to use SR technologies more than females. Thus, the following hypothesis is 
proposed to control for the extraneous influences of gender: 
H23: HR professionals’ Gender contributes to the Extent of SR Technology Use. 
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HR Functional Orientation 
Gardner et al. (2003) argued that the functional orientation of HR, which indicates “whether HR 
professionals are generalists or functional specialists” (p. 166), may play a substantial role in the 
extent of technology use. HR specialists such as payroll managers are typically focused on one 
discipline or speciality (i.e., payroll management) and therefore may have a deep, yet narrow, 
understanding of IT contribution to the overall HR function. On the other hand, HR generalists 
adopt a broader HR positioning and therefore focus on breath rather than the depth of IT 
contribution to HR functions. Gardner et al. (2003) conclude that HR specialists are likely to use 
IT only if it serves their specific speciality area, whereas HR generalists tend to use those IT 
systems that help accomplish a variety of HR functions. 
Because SR technologies predominantly focus on a single HR function that is the recruitment 
function, recruiting specialists will likely be more familiar with these technologies and their 
possible outcomes. This familiarity will be beneficial to recruiting specialists as it may enable 
them to adopt and use SR technologies more extensively. HR generalists, on the other hand, may 
not have as much knowledge as their specialist counterparts to understand the plausible outcomes 
of these technologies to the recruitment function. Moreover, HR generalists may be less likely to 
extensively use SR technologies as these technologies may be perceived to serve a single purpose 
(i.e., recruitment) rather than a variety of HR functions. Based on this logic, the Functional 
Orientation of HR is expected to influence the Extent of SR Technology Use, such that recruiting 
specialists will use these technologies more than HR generalists. Accordingly, the following 
hypothesis is developed in order to control for the extraneous influences of HR functional 
orientation: 
H24: HR professionals’ Functional Orientation contributes to the Extent of SR 
Technology Use. 
The above developed hypotheses represent the relationships between extent of SR technology use 
and their key pre-hire outcomes. These are further summarised graphically in Figure 2.15.  
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4.5. Summary 
This chapter discussed an underpinning framework (i.e., Snell et al.’s 1995 categorisation of e-
HRM objectives and outcomes) that helps guide this research, and establish the relationship 
between the extent of SR technology use on one hand and several pre-hire outcomes (i.e., 
recruitment efficiency, candidate relationship management, and organisation reputation) on the 
other (Section 4.2). This led to the development of conceptual Model 2 and 6 hypotheses (3 of 
which represent the main effects, and 3 represent the effects of controls) which will be used to 
empirically test the impact of SR technologies on these pre-defined pre-hire outcomes in the 
current study (see Table 4.3). 
Table 4.3. Conceptual Model 2 hypotheses 
Hypothesis 
Number Hypothesis Description 
CONCEPTUAL MODEL 2 
M
ain Effects 
H19 The Extent of SR technology Use is negatively related to HR professionals' perceptions of the 
Recruitment Efficiency. 
H20 The Extent of SR technology Use is positively related to HR professionals' perceptions of the 
Candidate Relationship Management. 
H21 The Extent of SR technology Use is positively related to HR professionals' perceptions of the 
Organisation Reputation. 
 
C
ontrols 
Effects 
H22 HR professionals’ Age contributes to the Extent of SR technology Use. 
H23 HR professionals’ Gender contributes to the Extent of SR technology Use. 
H24 HR professionals’ Functional Orientation contributes to the Extent of SR technology Use. 
  
Control 
Variables: 
x Age, Gender 
x Functional 
Orientation of 
HR 
Operational Outcome 
 
 
 
 
 
 
 
Relational Outcome 
 
 
 
 
 
 
 
Transformational Outcome 
Recruit-
ment 
Efficiency 
Candidate 
Relationship 
Manage-
ment 
Extent of 
Use 
Organisa-
tion 
Reputation 
Figure 4.1. Conceptual Model 2 (Pre-hire outcomes of SR technology use) 
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It is believed that the results from testing the conceptual Model 2 will help fill the gap identified 
in the literature on SR technologies, and answer the following second set of research questions in 
this study: 
Q2a and Q2b: What are the potential pre-hire outcomes of SR technology use by 
organisations and to what extent are SR technologies perceived to 
influence pre-hire outcomes of recruitment? 
The next chapter will be devoted to explain the preliminary qualitative study, through which the 
appropriateness of conceptual Model 1 and Model 2 are studied and relevant contextual factors 
to the domain of SR technologies are explored.    
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Chapter 5. Exploratory Qualitative Study8 
5.1. Introduction 
This chapter illustrates the procedure and results of the preliminary qualitative phase of the 
research. A comprehensive and detailed discussion on the overall research methodology along 
with justifications for the initial qualitative exploratory phase are provided in the next chapter 
(i.e., Chapter 6). This exploratory stage was intended to address two issues relevant to the main 
research questions, namely: 
a) Do the conceptual Models, developed from the review of existing literature, provide 
adequate basis for identifying key determinants and pre-hire outcomes of Social 
Recruiting (SR) technology adoption decisions and use? 
b) If there are any, what are the contextual factors relevant to the current setting of the 
study that require further investigation and/or inclusion in the research Models? 
It is believed that the preliminary exploratory stage was necessary to provide a richer 
understanding of the behavioural beliefs that influence the adoption and pre-hire outcomes of SR 
technologies beyond what existing theories may offer.  
To address these concerns, qualitative interviews were conducted (Section 5.2), data was 
transcribed, and later was analysed (Sections 5.3 and 5.4) to support existing and/or emerging 
themes relevant to the conceptual Models. This was followed by an additional review of literature 
to provide support for emerging themes resulting from the qualitative data analysis (see Section 
5.5). Lastly, the research Models were revised and additional hypotheses were introduced in 
Section 5.6. The chapter concludes with a summary of the exploratory qualitative phase of the 
study (Sections 5.7 and 5.8, respectively). 
5.2. Qualitative Data Collection Method 
In this study, the interview method was used in order to collect qualitative data. Patton (2002) 
identifies three basic approaches to collect data using qualitative interviews. These are: (a) 
informal conversational interview; (b) standardised open-ended interviews; and (c) general 
interview guide approach. These approaches differ from each other in the extent to which the 
interview questions are developed and determined prior to the interview taking place (Gall, Gall, 
& Borg, 2003). The strengths and weakness of each approach are explained in detail below. 
                                                     
8 Parts of this chapter have been published in the following research papers: 
- Kashi, K. and Molineux, J. (2013) Organisational adoption of social recruiting technologies: A qualitative study. 27th 
Australian and New Zealand Academy of Management (ANZAM) Conference. 4-6 December, Hobart, TAS. 
- Kashi, K., Zheng, C. and Molineux, J. (forthcoming) Exploring factors driving social recruiting: The case of Australian 
organisations. Journal of Organizational Computing and Electronic Commerce. [ABDC ranking: A] 
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The informal conversational interview is entirely unstructured and interactive (Richards & Morse, 
2013). The questions and answers are generated spontaneously while the interview occurs with a 
minimal interruption by the researcher. This type of interview is most appropriate when the 
purpose of research is to learn what matters the most to respondents and ‘how procedures are 
understood’ by them (Richards & Morse, 2013, p. 126). However, the lack of consistency and 
structure in informal conversational interview questions make it difficult to code and analyse the 
data (Creswell, 2013). 
Unlike the informal conversational interview, which fully relies on spontaneous generation of 
unstructured questions and responses, the standardised open-ended interview consists of a 
specific set of predefined and carefully worded questions (Patton, 2002). By generating a 
predefined set of questions, the variation in the questions posed to the respondents is minimised, 
making responses easier to analyse (Gall et al., 2003). This type of interview is most suitable 
when the researcher needs to interview a large number of respondents in a limited time. However, 
the systematic nature of standardised open-ended questions does not allow the researcher to probe 
issues that are not a part of interview questions (Patton, 2002). 
In the general interview guide approach, the researcher develops an interview guide which 
outlines a list of issues that are to be explored during interviews. The interview guide simply 
provides a basic checklist of topics and key areas that need to be covered during the interview, 
but does not impose any limitations to the wording or sequence of questions (Patton, 2005). The 
interview guide helps the researcher conduct more systematic and comprehensive interviews. At 
the same time the approach allows the researcher to explore, probe, and ask further questions 
about a developing subject (Myers & Newman, 2007). The general interview guide approach is 
mostly adopted when the researcher is acquainted enough with the domain of inquiry to develop 
questions about the study topic (Richards & Morse, 2013). 
Based on the discussion above, the general interview guide approach was considered as the most 
appropriate for the current study to collect qualitative data. An interview guide was subsequently 
designed in a way to ensure that information was obtained from interviewees about all key 
components of the conceptual models developed in Chapters 3 and 4. This helps the researcher 
not only focus on a predetermined set of subjects but also remain open to different ways of 
wording the questions or probing further information in order to explore and clarify a rising 
subject (Bryman & Bell, 2011; Silverman & Marvasti, 2008). This ensures comprehensiveness of 
the data (Miles & Huberman, 1994; Yin, 2014). What follows is an explanation of the interview 
guide used with participants in the qualitative phase of this study. 
5.2.1. Developing Interview Guide/Questions 
An example of the interview guide developed for this study is presented in Appendix 5.1. A total 
of 31 questions were included in the interview guide to cover the main components of the initial 
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conceptual models. Table 5.1 summarises these components and the relevant concepts (questions) 
comprising the interview guide. 
As depicted in Table 5.1, the interview guide covered three main topical areas (labelled as ‘Main 
components’ in the table). During the interviews, each of these areas was introduced by an open 
question and ended by a confrontational question (Flick, 2009). First, open questions (e.g., “What 
do you think are the reasons for your organisation to use Social Network Websites as a recruitment 
tool?”) were designed to capture the knowledge the interviewee has immediately had at hand.  
This was followed by a series of theory-driven questions. These questions were constructed on 
the basis of the reviewed literature and the researcher’s theoretical presumptions (e.g., “Do you 
need any particular type of technical, or organisational support to adopt and use SNWs for 
recruitment purposes?”). By asking theory-driven questions, the researcher tries to make 
interviewees’ implicit knowledge more explicit (Flick, 2009).  
Lastly, the interview guide included several confrontational questions (e.g., “Now, what are the 
reasons for NOT using Social Network Websites as a recruitment tool?”) in order for the 
researcher to critically re-examine the notions presented by the interviewee during the interview 
process. By using confrontational questions, the researcher challenges the interviewee to reflect 
again on his/her views in the light of competing alternatives (Flick, 2009, p. 158). 
Table 5.1. Issues and relevant concepts highlighted in the ‘Interview Guide’ 
Main Components Concept Captured by Question  Number of questions 
Key determinants of SR 
technology adoption 
 Expectations from SR technologies 
 Complexities and implementation issues 
 Facilitating issues and required conditions 
 Social influences 
 HR roles 
15 
Usage behaviour and the extent of 
SR technology use 
 Diversity of tasks conducted via SR technologies 
 Extent of SR technology use 
2 
Key pre-hire outcomes of SR 
technology use 
 Recruitment outcomes of SR technology adoption 
 Other HR related outcomes 
 Organisational outcomes 
7 
Others  Interviewee and organisation profile 
 Other inquiries 
7 
Total  31 
 
The interview guideline was constructed based on the extant review of literature and finalised by 
having two academic experts review the interview questions. The ethical aspects of this research 
project was approved by the Human Research Ethics Committee of Deakin University on 27 
August 2012 (see Section 6.8 for more details). 
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5.2.2. Sampling Strategy, Sampling Technique, and Respondents’ 
Selection Criteria 
Sampling strategy and the choice of sampling technique are the key to the validity of a qualitative 
inquiry (Richards & Morse, 2013). This study follows the purposeful sampling strategy to identify 
the sample participants in the qualitative phase. According to Patton (2002), in contrary to 
quantitative research – which depends on random sampling strategy – the qualitative research 
typically follows a purposeful sampling strategy in which the researcher seeks to identify 
information-rich cases: 
Information-rich cases are those from which one can learn a great deal about the issues of 
central importance to the purpose of the research (Patton, 2002, p. 169). 
The logic of purposeful sampling is to ensure that the sample cases are selected because they are 
capable of providing a deep understanding of the research problem and the phenomena under 
inquiry (Creswell, 2013). 
There are several sampling techniques to purposefully select information-rich cases, including 
maximum variation, homogenous, critical case, theoretical, snowball, convenience sampling, etc. 
(see Patton, 2002; Creswell, 2013; and Flick 2009 for detailed explanation of each method). In 
this study, the sample participants were selected using the maximum variation sampling 
technique. The maximum variation sampling technique begins with identifying some criteria that 
differentiate the information-rich cases, and then selecting sample participants who are different 
on that criteria (Creswell, 2013, p. 126). In this sampling technique, the researcher selects sample 
participants with a great diversity in characteristics in order to (a) obtain high-quality descriptions 
of different perspectives; and (b) detect significant common patterns that emerge from the 
heterogeneity of the sample (Patton, 2002). 
Given the discussion above, Australian-based HR informants (i.e., HR managers or those 
responsible for the recruitment function in their respective organisation) were considered as the 
information-rich cases for the purpose of this study. Moreover, the adoption status was defined 
as the key criteria for constructing variation in the sample. In doing so, the interviewees were 
selected in a way to represent the following three categories: 
a) Adopters: HR informants representing organisations that had already adopted SR 
technologies. 
b) Laggards: HR informants representing organisations that had not adopted SR technologies 
but plan to do so in the near future. 
c) Non-adopters: HR informants representing organisations that have not adopted and had 
NO plan to do so in the future. 
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In other words, by using the adoption status as a variation criterion, the likelihood of obtaining 
diverse perspectives would be increased. 
The final consideration when deciding on the qualitative sampling strategy is the choice of sample 
size. In qualitative inquiry there are no rules for determining the appropriate sample size (Patton, 
2002, p. 184). Because the purpose of qualitative research is typically exploration and elucidation 
rather than generalisation (Creswell, 2013), it is the depth rather than the breath of information 
that matters the most. As Patton (2002) argues: 
The validity, meaningfulness, and insights generated from qualitative inquiry have more to 
do with information-richness of the cases … rather than with the sample size (p. 185). 
Other scholars recommend the criterion of ‘saturation’ (point of redundancy) in deciding the 
adequacy of sample size (e.g., Glaser & Strauss, 1967; Lincoln & Guba, 1985). In qualitative 
inquiry ‘saturation’ is reached when no additional data are being found or no new information is 
emerging from adding new cases to the sample (Flick, 2009; Patton, 2002). 
Given the purpose of this study, coupled with Patton’s (2002) guidelines for determining the 
sample size in qualitative inquiry, a minimum sample of 10 respondents was specified as 
reasonable. However, the researcher remained open to adding more cases to the sample up to the 
point where saturation is reached (Flick, 2009). What follows is an explanation of the final sample 
size, the respondents’ profile, and the characteristics of organisations from which the sample was 
derived. 
5.2.3. Interviewees’ Profile 
As explained earlier, the maximum variation sampling technique was implemented to recruit 
potential interviewees. As a result, a total of 15 key HR informants, representing 12 Australian 
organisations, were interviewed. These HR informants were selected based on the SR technology 
adoption status within their respective organisations. Seven organisations had already adopted SR 
technologies as a part of their recruitment practices (Adopters), while two organisations had plans 
to adopt such technologies in the near future (Laggards). In addition, three organisations were 
aware of such technologies yet decided not to adopt them for the time being (Non-adopters). Table 
5.2 summarises the profiles of interviewees and the characteristics of participating organisations 
including, industry and size, adoption status, and the interviewees’ job titles. 
With the exception of organisations 3, 9, and 10, all participating organisations were represented 
by a single key HR informant. Moreover, those informants who belonged to the same 
organisations held relatively similar views and therefore, they were treated as a single actor. Their 
viewpoints were subsequently merged together in qualitative data analysis (Troshani, Jerram, & 
Hill, 2011). 
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Table 5.2. Description of participating organisations and profile of interviewees 
Industry Type 
Organisation 
Size* 
Adoption 
Status 
Number of 
Interviews 
Interviewees’ Job 
Title 
Identifier 
Engineering Large Adopter 1 Senior talent 
acquisition specialist 
Organisation 1 
Management 
consulting 
Large Adopter 1 National employer 
brand manager 
Organisation 2 
Staffing and recruiting 
services 
Medium Adopter 2 Human resource 
manager / Human 
resource specialist 
Organisation 3 
Chemical Large Non-adopter 1 Regional IT manager 
(Line manager)  
Organisation 4 
Legal services Small Adopter 1 Chief executive 
officer 
Organisation 5 
Manufacturing 
services 
Small Non-adopter 1 Human resources 
director 
Organisation 6 
Human resource 
services 
Large Adopter 1 Recruitment 
consultant 
Organisation 7 
Media/Publishing Medium Laggard 1 Human resource 
acting manager 
Organisation 8 
Education Large Non-adopter 2 Administer manager / 
Human resources 
coordinator 
Organisation 9 
Utilities Large Laggard 2 General manager 
(People and safety) / 
Manager (Strategy 
and HR) 
Organisation 10 
Telecommunications Large Adopter 1 Manager (HR 
performance analyst) 
Organisation 11 
Public services Large Adopter 1 Recruitment manager Organisation 12 
* Organisation size is defined according to the Australian Bureau of Statistics (ABS, 2013) definition of small (less than 20 
employees), medium (20 – 199 employees) and large (200 and more employees) businesses. 
5.2.4. Data Collection Procedure 
Except for one telephone-interview (Organisation 2), all interviews were conducted face-to-face 
and in-person. The interviews were scheduled as per the convenience of interviewees. Prior to the 
interview session, each participant received a package including a brief outline of the research 
project as well as the Plain Language Statement (see Appendices 5.2 and 6.3.c). Interviewees 
were ensured that their responses would remain confidential and that they could discontinue the 
interview at any time. They were also informed about the storage policy of the data. A written 
consent of participation was given once the interviewees agreed to take part in the project. 
On average, each interview lasted between 40 to 60 minutes. Included in the interview guide was 
also a set of general questions covering: background of interviewees and their organisations; their 
  
96 
 
prior knowledge of Social Network Websites; and their view of the future of SR technologies use 
for their recruitment function and HR. Where necessary, interviewees were probed in relation to 
those factors identified in Chapters 3 and 4 that they had not addressed. The following steps were 
taken in order to ensure the qualitative reliability and validity of the research, given that 
“qualitative reliability reflects the extent to which the researcher’s approach is consistent across 
different researchers and different projects” (Creswell, 2014, p. 201).  
First, an interview protocol was designed and used to ensure the consistency of the answers across 
cases during data collection (Patton, 2002; Yin, 2014). Second, data collection and analysis stages 
were documented where possible in order to keep trace of the chain of activities that led to 
qualitative results (Yin, 2009). Such documentation enables other researchers to follow and 
replicate the steps taken during the qualitative phase (Creswell, 2013). Third, three individuals 
(the researcher of this thesis and his two supervisors) participated in the process of data collection 
(interviews) in order to avoid the ‘evaluator effect’ bias on one hand and to obtain objective, 
neutral, and impartial data on the other (Patton, 2002). Finally, during the data analysis, 
developing codes were cross-checked by the three persons involved in this project in order to 
examine whether all researchers agreed on emerging codes and their contents (i.e., inter-coder 
agreement) (Creswell, 2013; Miles & Huberman, 1994). 
As argued by Creswell (2014), qualitative validity means that “the researcher checks for the 
accuracy of findings by employing certain procedures” (p. 201). Thus, in this research, the 
following steps were taken to validate qualitative data collection and their subsequent findings:  
First, multiple sources of evidence (i.e., triangulation of sources) were used (Yin, 2003). That is, 
the sampling was conducted in a way to include ‘adopters’, ‘laggards’, and ‘non-adopters’ 
perspectives towards SR technologies. This approach helps build a coherent justification for 
emerging themes by converging different viewpoints (Creswell, 2014). Second, interviewees who 
represented ‘non-adopters’ served as negative cases and provided counter arguments to emerging 
themes (Patton, 2002). According to Creswell (2014), the inclusion of negative cases, who 
naturally hold contradicting views, further enhances the validity of an account. Third, the main 
findings of the qualitative study (i.e., a qualitative research report) were sent back to the 
interviewees to comment on them or determine whether the researcher’s interpretations of their 
views were accurate. This procedure is called member checking or respondents’ validation, which 
is considered as the most important validation technique in qualitative studies (Lincoln & Guba, 
1985 as cited in Creswell, 2013). 
5.3. Analysis Procedure and Coding Technique 
Data analysis in qualitative study begins with preparing and organising the data (e.g., transcribing 
the interviews and setting up the project). This is followed by coding the data under meaningful 
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themes and condensing the codes. Data analysis ends with presenting the data in the format of 
figures, tables, or a discussion (Creswell, 2013). 
As explained earlier, all interviews were audio-recorded and later transcribed by a professional 
transcription service. The accuracy of transcriptions was later checked by the researcher during 
the coding process. The coding process consisted of three phases of coding; namely, open, axial, 
and selective coding developed by Strauss and Corbin (1987, 1990; as cited in Flick, 2009). 
During the open coding phase, the text is examined in order to identify the salient categories 
(themes) of information. The researcher then tries to provide as much insight as possible for each 
category by coding relevant information from the text (transcriptions). This process stops when 
the ‘saturation’ is reached whereby the addition of new information does not add any further 
understanding about the categories (Creswell, 2013). Overall, the open coding phase aims to 
reduce the database into substantially meaningful themes or categories that ‘describe, name, or 
classify the phenomenon under investigation’ (Flick, 2009, p. 310). 
Once the initial set of themes or categories have been developed, the researcher initiates the axial 
coding phase, in which the relations between categories are elaborated (Flick, 2009). This phase 
starts with identifying a fundamental category that is extensively discussed by participants and 
then, providing insights into how other categories relate to or explain the central category 
(Creswell, 2013). The results of the axial coding phase are often organised into visual models – 
such as concept maps (Novak & Cañas, 2006a, 2006b), or coding paradigm models (Strauss & 
Corbin, 1998). Subsequently, these visual models serve to help develop a theoretical model of the 
phenomenon under investigation. 
In the last coding stage, the researcher focuses on the core concepts developed from the axial 
coding phase and generates relevant propositions (hypotheses) or statements. This phase is known 
as selective coding (Creswell, 2013). Here, the inquirer must decide on the salient concepts and 
develop propositions or hypotheses that interrelate them (Creswell, 2013). 
The following section presents a detailed description of the data analysis process based on the 
three-phase coding procedure described above. The findings relevant to the original conceptual 
models, developing concepts, and emerging hypotheses are also discussed. 
5.4. Data Analysis and Findings 
NVivo 10.0 software was used to undertake the analysis of the qualitative data. According to QSR 
International, the developers of NVivo, the software provides a set of tools that assist the 
researcher to analyse qualitative data in an efficient and effective manner (Bazeley & Jackson, 
2013). NVivo helps the researcher (a) handle and manage large volumes of data; (b) improve the 
rigor and transparency of qualitative research; and (c) visually represent the relationships among 
concepts in a range of displays (Bazeley & Jackson, 2013, p. 3). 
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5.4.1. Open Coding 
The main purposes of the open coding phase were to (a) open up the data; (b) identify concepts 
and themes that fit the data; and (c) code relevant data (from transcripts) in line with the developed 
concepts in the literature until the ‘saturation’ is reached. In this stage, the researcher remained 
open to creating new codes and concepts irrespective of their significance or implication in the 
subsequent analysis. 
It is important to note that both a priori codes and emerging codes guided the open coding process 
(Creswell, 2013). While a priori or predefined codes were developed from the conceptual models 
of the research, the emerging codes served to reflect those viewpoints of interviewees that have 
not been identified by the literature. What follows next is a general commentary on codes, 
concepts, and themes that were supported and/or developed during the open coding phase. 
5.4.1.1. Performance Expectancy 
Several operational and strategic expectations were identified by interviewees as the main drivers 
for SR technology adoption decisions. At the operational level, interviewees stated that SR 
technologies allowed for a greater accessibility to niche labour markets and skills, greater ability 
to target specific job levels, and more effective dissemination of job related information. 
[…] in terms of getting the right candidate or getting the right reference checks, it [SR 
technologies] has helped a lot (Organisation 11). 
I used it [SR technologies] because I could do specific searches and identify key 
characteristics of people, where they’re located, what their skillsets are […] (Organisation 
5). 
However, the ability to target passive candidates was unanimously mentioned as the key 
differentiating factor driving the adoption. One interviewee noted: 
LinkedIn in particular is one of the best ways of tapping into the passive job markets. So, for 
those people who are not necessarily looking, [social recruiting] allows us to […] tap people 
on the shoulder. Also with the ads that we place […] for specific roles, people would see 
them more than obviously if they were active candidates (Organisation 1). 
One respondent stated that what distinguishes SR technologies from other internet-based 
recruitment methods is that they allow organisations to take a more proactive approach towards 
sourcing potential candidates “rather than relying on applicants to keep checking back for 
available vacancies” (Organisation 2). 
Respondents also expected that, in the long run, SR technologies would provide HR personnel 
with opportunities to engage in strategic-level activities such as employer branding, employer 
reputation and image: 
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I definitely think that our social media presence has lifted our employer brand a lot. It [social 
recruiting] is another way to promote ourselves as an employer of choice. […] It has 
definitely lifted off what [organisation 2] does. Our YouTube channel and videos have 
definitely hit the mark (Organisation 10). 
One of the top reasons for using it [social recruiting] is to differentiate ourselves in the job 
market place. We use our social recruiting channels to really push what our ‘employee value 
proposition’ truly is both by outright saying it [and] also by living it (Organisation 2). 
The social recruiting method was also perceived as a way to establish long-term relationships 
with potential applicants in order to create the “right level of engagement” (Organisation 7) and 
“track individuals’ career paths” (Organisation 3). 
[…] what we can use [social recruiting] for is tracking individuals’ career paths. For 
instance, we can ‘tag’ our major clients [applicants] so if they move [from their current 
position or organisation]; […] you can see and contact them (Organisation 3). 
One interviewee believed that SR technologies have enabled their organisation to establish an 
ongoing interaction with potential job candidates and provide job applicants with a more realistic 
job preview. This had been done by directly engaging current employees with future job 
candidates on Social Network Websites (SNWs): 
it [social recruiting] gives our graduates and job candidates an understanding of who our 
people really are and what they work on each day and the type of client solutions they could 
bring; or as a graduate it helps you understand the type of work you would be doing if you 
were, for example, an analyst in tax; or as an experienced hire understanding what you would 
be doing as, for instance, a director in corporate finance (Organisation 2). 
5.4.1.2. Complexity 
We found a disagreement among interviewees’ perceptions towards the complexity of SR 
technologies. While some interviewees acknowledged that social recruiting is “pretty easy and 
manageable” (Organisation 1), others believed that these technologies are not straightforward and 
are only easy to use “in their very basic form” (Organisation 11). For these respondents, exploiting 
the benefits of SR technologies to their full potential was perceived to be “a challenging task” 
that required “specific knowledge” and “ongoing support from [social recruiting] vendors” 
(Organisation 3). These contradictory views are best reflected in the following two quotes: 
I do not think so. You just need to be ready to roll up your sleeves and get on it. I think you 
cannot really understand or take a full advantage of the features that different social media 
platforms have to offer you if you are not on them personally (Organisation 2). 
I think it is easy to use it in a very basic form but to do it well and to the full potential, it is 
challenging (Organisation 3). 
Overall, the complexity of SR technologies was mentioned as a barrier to adoption. 
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5.4.1.3. Cost 
SR technologies’ adoption and implementation costs were mentioned as a potential barrier of 
adoption that could contribute to the complexity of these technologies as well. These costs may 
include “recruiters licensing” (Organisation 7), implementation and “integration with in-house 
recruiting tools and databases” (Organisation 12) as well as “personnel training” (Organisation 
4). Therefore, complexity could act as an inhibitor of adoption only when social recruiting 
technologies are to be used to their full potential. For example, one interviewee stated that: 
LinkedIn [social recruiting] is a great tool once you spend money as well as training; and 
before that it gives you very little. […] basic search and sourcing functions are available to 
everyone for free; but to fully integrate, it can be really cumbersome and incredibly 
expensive. So, it is a lot more challenging if you [as a recruiter] want to use it to its highest 
level (Organisation 3). 
5.4.1.4. Compatibility 
We found social recruiting technologies are highly compatible with adopters’ past experiences, 
future recruiting needs, as well as their existing technologies and resources. First, the majority of 
interviewees acknowledged that they had already been familiar with business-oriented Social 
Network Websites prior to adopting them as recruiting tools. They stated that they have used 
some forms of SNWs “[…] just to connect with either peers in the industry or share ideas and 
knowledge with other professionals within the network” (Organisation 7).  
Similarly, respondents perceived SR technologies as highly compatible with the existing web-
based recruitment tools such as corporate web pages and online job portals; despite the fact that 
the “integration and maintenance costs are extremely high” (Organisation 1). This view is 
reflected in the following statements made by two respondents: 
We’ve worked very hard to integrate our social media into our applicant tracking system, so 
it’s one platform to source to Facebook. We can actually share jobs on Twitter with one click 
on a button. We can share them on LinkedIn so any particular individual can share; so as 
soon as a job is posted at the back end of the system. As quickly as tick, tick, and tick 
(Organisation 12). 
We have integrated our website with LinkedIn so we can post jobs there directly […] but also 
we have linked with Facebook so any job we post on our website now – whether it’s the 
volunteering page or the staff page – is automatically dumped into Facebook and LinkedIn 
career pages (Organisation 11). 
In addition, there was an overall agreement among interviewees that social recruiting technologies 
are the answer to the current recruitment needs of organisations. For example one respondent said 
that: 
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It [social recruiting] is not like a [online] job board nor like putting an ad in the paper. It 
[recruitment] is no longer about only sourcing candidates. I have witnessed a paradigm shift. 
Today, it is about the value proposition, building talent communities, and engaging with 
audience […] and social media has made it all happen (Organisation 12). 
5.4.1.5. Organisation Resources 
Depending on the extent of use, both financial and human resources could be considered as 
determinants of SR technology adoption. Several participants mentioned the lack of financial 
resources as the key barrier for fully implementing social recruiting technologies into their 
recruitment strategy, as one noted: 
Well, it comes down to [financial] resources. And I believe if you want to take social 
recruiting seriously you need at least have a whole resource dedicated to social media […] if 
we want to do it properly (Organisation 3). 
The importance of financial resource availability is best described in the following quote: 
We had a pilot agreement with LinkedIn where all our vacancies that went to our website 
were pushed to LinkedIn; which was brilliant. But, it costs about half a million $US per year. 
So, they decided not to continue with that, unfortunately (Organisation 1). 
One respondent stated that they needed to “pay a minimum of $12,000 annually to access only 
the recruiter services offered by LinkedIn” (Organisation 7). 
On the other hand, several interviewees argued that the lack of human resources acts as a major 
inhibitor of the adoption (Organisation 3, 6, and 12). They believed that SR technologies could 
be adopted and used at basic levels with almost no cost, but capable human resources are the 
definite requirement as noted by another interviewee: 
There is so much you can do these days [using SR technologies] and this kind of support 
[financial] is really good to have but not necessary. […] It highly relies on human efforts. I 
believe that social media does not work in our case easily unless we have got a big team of 
HR dedicating to social recruiting (Organisation 6). 
The crucial role of competent human resources to successfully adopt and implement SR 
technologies is explained in a separate theme below (i.e., HR Capabilities). In summary, 
organisations with greater financial and human resources are more inclined to adopt and use SR 
technologies. 
5.4.1.6. HR Capabilities 
Interviewees agreed that Human Resource capabilities is a significant predictor of the successful 
adoption. Based on the qualitative data analysis, the HR capabilities were classified in three sub-
categories: 
1) Knowledge of the recruitment domain 
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2) Social recruiting and IT skills 
3) Networking and communication expertise 
The lack of HR capabilities had forced a number of organisations to outsource their recruitment 
processes to external specialists (i.e. recruiting and head hunting agencies) which hindered their 
willingness to adopt any in-house recruiting technologies (Organisations 4 and 6). 
In particular, networking and communication skills were frequently mentioned as the areas in 
which “the whole recruitment industry in Australia suffers the most” (Organisation 9). We found 
that the quality of recruitment over social recruiting channels directly depends on the “networking 
skills of individual consultants [recruiters]” (Organisation 3). A couple of interviewees also 
support this argument by saying below: 
It is a bit harder because they [recruiters] do not have the communication knowledge we 
need to have; […] and Twitter is a social media that some recruiters have used it well. But, 
it requires significant skills of the recruiter. […] it comes down to the skill of the individual 
consultant [recruiter] which is what held us back (Organisation 8). 
Communication skills! Understanding that social media doesn’t exist in a vacuum. There has 
to be effort put into it and you then want someone who’s actually going to be a good 
communicator doing it. Because you can fall foul very easily by putting something 
inappropriate up (Organisation 5). 
Consequently, interviewees argued that training is the key requirement to increase and sustain HR 
ability to adopt and use social recruiting technologies (Organisation 7). 
5.4.1.7. Social Media Policy 
The presence of a formal policy, specifically designed for social recruiting efforts, can guide HR 
on “how to use [social recruiting technologies]” and “how to leverage it best for recruitment” 
(Organisation 10). Interestingly, the majority of interviewees argued that main purpose of having 
a social media policy is not to address legal, ethical, or privacy issues concerning employee-
employer relationships; but it is rather to “educate and monitor HR on how to effectively use 
[these technologies]” (Organisation 3). 
We are not really concerned about it [applicants’ privacy]. Because, if they are not smart 
enough to lock it down, that is their problem. It is a public forum and there are privacy settings 
there that you can choose to use or not to use. If you choose not to use them then you left 
yourself with that kind of scrutiny. That may sound harsh but that is it (Organisation 1). 
We need to put a policy in place if social recruiting is what we want […] to monitor our 
recruiters how effectively they use [recruiters’] licenses. Because each licence is allocated 
to one recruiter and if they don’t know how to use it to the full potential we would actually 
waste resources. […] there is a lot of monitoring as well as education involved (Organisation 
3). 
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Another respondent believed that social media policy is crucial in educating employees how to 
communicate with clients in a way that would not damage organisation brand. Yet, social media 
policy was treated as a tool for ‘empowering employees’ rather than a ‘barrier’, which is set to 
limit external communications to certain principles. As the respondent stated below: 
We have boiled down our social media strategy, or rather social media policy into three words 
which are “Empower and Trust”. So, we really do take that to exact meaning. We feel that if 
you start putting policies around social media, it is no longer social media and you are losing 
the point. We really like to be open and transparent and we expect our people to act 
accordingly. And we believe that it is them putting their own brand as well. Everything has 
a digital footprint, so we also encourage our people to respond on behalf of (Organisation 2) 
if they feel they can (Organisation 2). 
Although social media policy was frequently mentioned as a key factor in adoption and use of SR 
technologies, only two (Organisations 2 and 12) did have a formal policy in place. When probed 
further, respondents argued that the main reason is the nature of SR technologies itself: 
The problem is social media is moving too fast and it is an ongoing changing environment 
for us so we need to update our policy frequently. And we have gone to some seminars and 
watching the laws around it. And from what I have gathered, Australia is picking things up 
fairly quickly. We have had quite a few cases decided now; which has been setting a little bit 
of precedents (Organisation 3). 
I don’t think it [social media policy] would work because it [Social Network Websites] 
changes so rapidly. I think by the time you agree and implement a policy, it’s too late 
(Organisation 4). 
Overall, the qualitative results indicated that social media policy serves as a tool for (a) educating 
HR in how to best leverage SR technologies for recruitment purposes; and (b) communicating 
organisations’ expectations about employees’ behaviour on Social Network Websites. 
5.4.1.8. Configuration of Human Resource Management (HRM) 
Interviewees unanimously stated that the configuration of Human Resource Management (HRM) 
is a key determinant of SR technology adoption. Respondents agreed that major deliverables of 
SR technologies are primarily targeted at HRM and HR functions. Consequently, the presence of 
a formal HR department that performs a comprehensive range of HR functions could potentially 
increase the organisation’s capacity to recognize and absorb such benefits. One interviewee noted: 
Social media was born out of HR and then other departments got on board. In fact, recruiters 
saw the need and its potential then went for it […]. So for us, it has been more a kind of 
pushing these [social recruiting] channels out of recruitment and then having other 
departments come on board (Organisation 2). 
Our findings revealed that the organisation’s financial and human resources are basically 
manifested in the configuration of HRM. In other words, having a formal HR department which 
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performs a wide array of HR functions can be translated into having the resources necessary for 
successful adoption and use of SR technologies. The following quote elaborates the importance 
of the configuration of HRM: 
We do not have a sophisticated HR structure. We have an HR assistant rather than an HR 
manager. And you have to have the resources internally. So if you are going to have a 
Facebook for your organisation – and you’re going to then use that as a recruitment tool – 
you have to have somebody managing that Facebook page, constantly making it relevant for 
people to be coming to and that takes a lot of work. We don’t have that kind of luxury now 
(Organisation 6). 
5.4.1.9. Management Support 
When probed about the key reference groups that may influence the adoption decisions (i.e., 
Social Influence), three major themes emerged from interviewees responses, namely: 
Management, Competitors, and Applicants. 
Interviewees consistently agreed that support from top management is always a crucial factor for 
successful adoption of SR technologies. In organisations that had already adopted SR 
technologies, the top management were aware of the importance of social recruiting methods and 
therefore committed to support and provide HR with necessary funding. For example: 
I would say our company leaders were really on board with this [SR technology adoption]. 
They understood the call and the need to be on there [Social Network Websites]. I think it 
came out of a need from the recruitment manager and then got the ‘buy in’ from executives 
(Organisation 7). 
On the other hand, within non-adopter organisations the lack of management support was argued 
as a major inhibitor of the adoption, e.g.: 
They [managers] are still old fashioned in that sense. This morning I was talking to one of 
the executives at this seminar and he was talking about the same topic [social recruiting]. He 
said: “I’m sorry but you come to work for me, you come at nine o’clock, you leave at five. I 
expect you to work for that time in between. I’m not paying you to come in and tweet [via 
Twitter] and to do social correspondence with everybody”; and […] his mindset was exactly 
that. I pay you to do your job, not anything else (Organisation 4). 
Another respondent compared the change in management’s mindset to a “paradigm shift” to 
express how challenging it could be to convince top management to allocate resources for 
technology adoption: 
We’ve got people of various levels of experience around Australia and sometimes it’s just 
getting that paradigm of thinking that “I’ve got a job, I write an ad, I place the ad, I wait for 
the closing date” shifted. So, that’s actually really quite hard for some of the HR people let 
alone the managers within the organisation to change their attitude (Organisation 12). 
  
105 
 
Another organisation mentioned that what prevents the top management to commit to the adoption 
decision is the lack of “hard evidence” that could ensure a higher return on investment - compared 
to the adoption costs (Organisation 4). Nevertheless, “word-of-mouth” and “competitors’ 
success” were frequently brought up as key references for HR and change agents for getting 
managers on board. Example quotes below support this line of argument: 
I’ve been in the company for about three years and I remember three years ago not everyone 
had a LinkedIn account; and it basically started people getting a LinkedIn account because 
their colleagues next door to them had a LinkedIn account (Organisation 8). 
They [management] could see the benefit. It was basically by word of mouth: “I’m using 
LinkedIn, it’s really good, and you should use it too” (Organisation 7). 
So I would say the main influencer was to […] differentiate ourselves form our competitors 
by being in those channels first (Organisation 2). 
5.4.1.10. Competitors Success 
Organisation 2 perceived competitors pressures as a major driver of adoption. For them, one of the 
reasons to adopt SR technologies was to “take the leadership role within their industry by being 
one of the early adopters”. For others, it was the fear of losing competitive advantage that derived 
their organisations to “jump on the [adoption] wagon” (Organisation 1, and 3). 
So I would say the main influencer was to […] differentiate ourselves from our competitors 
by being in those channels first (Organisation 2). 
It seems that as the number of adopters grows, more organisations become aware of the potential 
benefits of SR technologies. This motivates other organisations to join the adopters’ community 
to either (a) harvest the benefits of such technologies; or (b) maintain the organisation’s 
competitiveness. 
Moreover, several interviewees stated that the more competitors that adopt SR technologies, the 
better they can build business cases to convince top management to commit to adoption decisions 
(Organisation 5). Interviewees argued that early adopters’ success stories have a positive effect 
on adoption decisions when there are no criteria to measure the outcome of adoption. Particularly, 
local success stories involving Australian organisations could trigger a spill over effect 
(Abrahamson & Bartner, 1991) of adoption from one organisation to others, as noted: 
Among the recruiters community in Australia and New Zealand region, we regularly talk 
about how other companies are using it. And, wouldn’t be great if we could do what they are 
doing. So right now we are working on successful case studies to present to management 
board in order to convince them to invest more money (Organisation 5). 
Finally, respondents believed that those competitors who have adopted SR technologies are 
perceived more favourably by the applicants. 
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As it [Social Network Websites] becomes more popular our online presence has got to stay 
current and up-to-date to make sure that if someone looks us up on LinkedIn as a company 
profile and sees it as out-of-date we are not going to look like a cutting age business which 
is really important (Organisation 1). 
Thus, the role of applicants in organisations’ adoption decisions is discussed below as a distinct 
emerging theme (i.e., Applicant Readiness). 
5.4.1.11. Applicant Readiness 
The third and final reference group that was constantly cited as a major force of adoption was 
Applicants and the extent of their readiness to accept Social Network Websites (SNWs) as 
primary job search tools. Interviewees agreed that Applicant Readiness was comprised of two 
aspects: (1) applicant willingness; and (2) Social Network Websites penetration. While the former 
(i.e., applicant willingness) denotes the extent to which applicants actively and explicitly use 
SNWs for job search purposes, the latter indicates the extent of SNWs diffusion in the target 
labour market of a given organization. Taken together, these two aspects of applicant readiness 
can reflect whether there are enough applicants using SNWs for employment purposes that make 
the adoption worthwhile for hiring organisations. One interviewee noted: 
There is an expectation for us. Candidates and our future employees will look to see if we 
understand what is going on in the labour market. […] I think the potential candidates and 
especially the young generation are the main force, […] mainly this generation prefer to 
communicate with us on LinkedIn and Facebook (Organisation 9). 
Interviewees mentioned that the degree of SNWs penetration among their target labour market 
directly predicts whether a minimum number of applicants could be generated using SR 
technologies (Organisation 10). One organisation argued that due to the nature of their industry 
(i.e., manufacturing services), it was very unlikely to find qualified applicants via SNWs 
(Organisation 6) and thus, rendering the SR technology adoption an unjustifiable decision. 
We were still putting stuff in the newspapers especially here because we have quite a large 
operation base of people who are perhaps more likely to apply for jobs having read it in a 
local paper than they are through social media (Organisation 9). 
5.4.1.12. Complementary Products and Services 
Another aspect of SR technologies that was frequently mentioned by respondents was 
complimentary products and/or services available on SNWs platforms including, advance 
searching and filtering tools, and applicant tracking systems: 
I can filter the results using different tools and then narrow the results down. I can pdf their 
online resume and email that […]. It is such a powerful tool. It is fantastic (Organisation 1). 
I used it because I could do specific searches and identify key characteristics of people, where 
they’re located, what their skillset was (Organisation 5). 
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It puts together the building streams and X-rays LinkedIn so you can actually see all the 
profiles that you’re not connected to and then if you really want to contact someone you can 
just track them down by their website (Organisation 12). 
One interviewee mentioned that SR technology vendors (such as LinkedIn) frequently run online 
workshops (as a complementary service) to train their clients better use recruiting tools and search 
engines provided on their platforms (Organisation 7). This could potentially reduce the 
complexities associated with the implementation and use of SR technologies. 
LinkedIn runs workshops on a regular basis. I’ve been attending these workshops online for 
recruitment. I would imagine they would [have] workshops for just basic users or in other 
markets and I know that they do it for free (Organisation 7). 
5.4.1.13. HR Roles 
When probed into the respondents’ perceptions of their roles as HR practitioners, they mainly 
distinguished between the strategic role on the one hand, and the administrative role on the other, 
though the change agent and employee champion roles were brought up occasionally. Moreover, 
interviewees unanimously stated that their job descriptions demand them to perform both 
administrative and strategic roles. For example, quotes below state the combined roles performed 
by HR professionals in their organisations: 
Well a bit of both [administrative and strategic roles]. So, day to day obviously my job is 
filling jobs. So that is fairly cut and dried. However, I work with hiring managers and the 
group leaders to look at their forthcoming manpower needs and working out a strategy on 
how best we find people for those vacancies (Organisation 1). 
I’m actually going to say that I’m all three [administrative, strategic, and employee 
champion]. I deliver the strategy to the board which says what we need to be doing about 
people, policies and practices and the encouraging, the nurturing , the growing, the making 
sure that the people are happy that I want to keep. And I do the administration […] I much 
prefer the strategic (Organisation 5). 
Sometimes it’s strategy but to be honest very limited in strategy. In the administration, 
probably more so; because I’m forced to, not because I want to (Organisation 4). 
Several respondents voiced that it was the strategic aspect of their role which not only inspired 
them the most but also had motivated them to explore and adopt SR technologies (Organisations 
1, 3, and 5). For them, strategic deliverables of these technologies (such as, employer branding 
and employer reputation) serve as a facilitator for improving their strategic positioning within the 
organisation. Overall, it seemed that those respondents with a strategic role were more inclined 
to advocate and promote SR technologies in their respective organisations. 
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5.4.1.14. SR Technology Pre-hire Outcomes 
All a priori codes relevant to the pre-hire outcomes of SR technology use were supported in the 
qualitative analysis, with additional changes to the Effective Recruitment theme. First, the most 
supported pre-hire outcome of the SR technology utilisation was Employer Reputation. 
Organisation 7 believed that the top reason for them to use SR technologies were to “differentiate 
[themselves] in the job marketplace”.  One respondent argued that their active presence on SNWs 
had helped them improve the “employer brand profile” by showcasing the organisation as a 
“cutting-age business” (Organisation 1). Moreover, SR technologies had enabled Organisation 2 
to disseminate information in an interactive and creative way, as vividly expressed below: 
I definitely think that our social media presence has lifted our employer brand a lot. I think 
we do act differently in the sense that we give that really approachable and comfortable and 
easy tone. It has definitely lifted the awareness of what [Organisation 2] does. Our YouTube 
channels and our YouTube videos have definitely hit the mark. Some of our videos that are 
shot by our employees with an iPhone and have got over four thousand hits (Organisation 2). 
And we really use it as a way to show and to promote the life at [Organisation 2] as a culture 
[…] to show the diversity of our roles and also the diversity of opportunities for the people 
that we have in those roles (Organisation 2). 
Aligning employer image with overall organisation brand was perceived as a struggle for the HR 
personnel. Respondents stated that brand alignment required a close collaboration among 
marketing, public relations, and HR departments, which could be a cumbersome task. 
Second, Candidate Relationship Management was perceived as a distinctive pre-hire outcome of 
the technology use. Basically, SR technologies deliver a more interactive way of communicating 
with applicants in order to build “talent communities” and “talent pools” (Organisation 2). One 
respondent stated that: 
So when I talked about the automatic acknowledgement for applicants, it’s not about joining 
our talent pool within our applicant tracking system. It’s about if you join our communities 
either on Facebook, LinkedIn, or Twitter then we’re hoping that the stories and the comments 
and everything that you see [there] will eventually help you make your decision about 
wanting to work with us or volunteer with us (Organisation 12). 
The participating organisations were using SR technologies for not only communicating with 
future job candidates, but also with “employees who are on parental leave”; “people who had left 
the organisation but might consider coming back in future”; “alumni”; and most importantly, 
“people who are already employed but may passively consider job changes” (Organisation 7). By 
encouraging current employees to interact with future candidates, Organisation 2 was 
innovatively using SR technologies to provide a realistic preview of the job and the organisation: 
For fifty weeks of a year we put our employees in charge of tweet feeds. So, every week I 
have someone different to tweet. So everyone from a grad to a partner has a go and the real 
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purpose is that to show the person behind the role and the types of roles we have here in 
(Organisation 2). 
Finally, when probed into the Recruitment Efficiency, three major themes emerged from 
interviewees’ responses, namely Cost-per-Hire, Time-to-Fill, and Recruitment Quality. 
Interviewees had dissimilar viewpoints toward the effect of the SR technology utilisation in terms 
of reducing Cost-per-Hire, Time-to-Fill, and improving Recruitment Quality. Some believed if 
adopted and used properly, SR technologies could considerably reduce the time and money spent 
to find and recruit qualified candidates. For instance:  
It puts us on level playing field with recruitment agencies that also use those strategies to 
source candidates and as a result has reduced our costs of recruitment as well because we do 
not need to go to an agency. […] It probably has reduced the time-per-hire (organisation 1). 
Reduction of cost is the key thing because I think we are cutting all the middle layers in terms 
of doing the pre-selection or the whole advertising, they’re combining the particular channels 
so the cost will reduce (Organisation 11). 
If I get a role in the morning, within an hour, two hours maximum, if I’ve got the right 
connections on LinkedIn, I’ll close that job. [However] If I want to put an ad up, it costs me 
at least about $120 and [then] I have to wait ... I will give it one day till I come back so I’ve 
lost eight hours at least and $120. But on LinkedIn my account is free or I’m using the 
LinkedIn Recruiter that all the company is using (Organisation 7). 
Several interviewees believed the cost/time reduction is a direct result of “cutting off the middle 
layers” – such as, recruiting, headhunting and advertising agencies – that exist in traditional 
recruitment methods. However, the ability to reduce time-to-fill and cost-per-hire depends on (a) 
“recruiters’ networking ability”; and (b) “quality and scope of their online network”; and above 
all, applicant readiness (Organisation 3). This line of argument is also supported by another 
respondent as stated below: 
In the time I think it will also reduce because if that particular person is savvy with the social 
media and then if that is the major medium to be recruited, then definitely there’s benefit for 
them when you put a vacancy there. It will attract the right level of applicants within a shorter 
time span and the communication we can have with them would be very easy also 
(Organisation 11). 
Others, on the other hand, stated that cost-per-hire and time-to-fill via SR technologies is at best 
on par with other recruitment methods if not more. For them, SR technologies were “yet another 
tool for recruitment” which could only be used as a supplementary method of recruitment 
(Organisation 9). This view is further supported by the following quote:   
Regardless of whether it is www.seek.com [online job board] I’ve put an ad up or LinkedIn, 
I have to put an ad up and I just get a dump of people, I’ve still got to wade through them and 
then try and work out which ones [are qualified]. And that’s the one thing I find the hardest 
as being a small business because it all rests on your shoulders (Organisation 6). 
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Similarly, participating organisations held varying viewpoints with respect to the quality of 
recruitment. A majority of respondents believed that SR technologies would “pave the way for 
better quality and better fit candidates” (Organisation 1). If regularly disseminated on SNWs, real 
time and realistic information would increase candidates’ awareness of the organisation culture, 
environment and the nature of jobs offered. 
In terms of getting the right candidate or getting the right reference checks, it has helped a 
lot. […] I think social media is a really good way to help people understand whether or not 
they would be the right fit (Organisation 11). 
Organisation 12 stated that SR technologies gave them access to candidates that they would not 
normally have access to. The following quote elaborates how using SR technologies can result in 
quality recruitment, specifically for high-level roles: 
We were looking for a “Manager of Procurement” and it’s a very senior role, the sort of 
person who might be on LinkedIn. So, I actually posted something on LinkedIn and I know 
that it was looked at by a lot of people, all managers of procurement and it will be interesting. 
We’re still going through the interview process, but we received very, very high quality 
candidates (Organisation 11). 
Others believed that the quality of recruitment outcome was completely dependent on how 
complete and updated the applicant’s online profile is. For them, SNWs could merely “add an 
extra element of research to a particular candidate” (Organisation 10).  
He [candidate] sends his CV; I will cross reference that with his LinkedIn profile to make 
sure that everything is in alignment. I get a look at his photo if I can. I can see if he has got 
any endorsements; […] if he has posted any discussion pieces. So, it adds extra element of 
research to that particular candidate (Organisation 10). 
5.4.2. Summary of Open Coding Findings 
Overall, the analysis of data during the open coding phase resulted in 22 initial codes (see Table 
5.3). These codes were developed through an iterative process of analysing and cross-referencing 
each interview transcript. Table 5.3 also includes the number of times each code appeared in the 
database along with the percentage of total number of references covered by a given code. These 
indices help demonstrate the extent of interviewees’ attentiveness in a given code on the one hand, 
and identify key concepts of interest on the other (Miles & Huberman, 1994). Here, a number of 
issues are important to address: 
First, although reporting the frequency of code occurrence in a database could be helpful for the 
researcher to identify significant themes (or concepts), any interpretations should be treated with 
caution (Creswell, 2013). Counting reflects the magnitude of a theme only in quantitative way 
regardless of its coded content. As Creswell (2013) argued: 
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Counting conveys that all codes should be given equal emphasis and it disregards that the 
passage coded may actually represent contradictory views (p. 152). 
Therefore, both content and frequency of codes were considered in determining key concepts 
derived from the open coding phase. 
Second and in line with existing literature, Compatibility, Organisation Resources, HR 
Capabilities, and Social Media Policy were grouped together to reflect the properties of the 
Facilitating Conditions concept. Venkatesh et al. (2003) acknowledged the theoretical overlap 
between Facilitating Condition on the one hand and Compatibility and Resources constructs on 
the other. In fact, the operational definition of Facilitating Conditions captures the properties 
embodied by Compatibility and Resources via incorporating items that tap into the fit between 
existing technical/organisational infrastructure and the use of the new technology (Venkatesh et 
al., 2003, p. 453). 
Third, three emerging themes (i.e., concepts) from the data analysis were found to incorporate 
key aspects of Social Influences. These are Management Support, Competitors Success, and 
Applicant Readiness. Accordingly, these emerging concepts were grouped together under a 
higher-level category of Social Influences. In addition, Applicant Readiness was deemed to be 
overlapping with Referent Network Size construct as both concepts imply “the number of job 
candidates important to the hiring organisation who also use SNWs for employment purposes” 
(see Section 3.4.1 for details). This similarity between the two constructs is further discussed in 
detail in Section 5.4.4). Accordingly, the Referent Network Size was substituted with the newly 
emerged concept and therefore, Applicant Readiness was also categorised under the higher-level 
category of Network Externalities (see Table 5.3). 
Finally, Technology Characteristics and the Organisation context were included in Table 5.3 as 
first-level themes (i.e., categories) in order to simplify the interpretation of open coding results. 
Such categorisation facilitates the qualitative data analysis during the axial coding phase. 
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Table 5.3. Extracted nodes for themes emerged from NVivo analysis 
1st level Nodes No. of interviewees 
No. of 
references 
Coverage 
% 2
nd level Nodes No. of interviewees 
No. of 
references 
Coverage 
% 3
rd level Nodes No. of interviewees 
No. of 
references 
Coverage 
% 
Technology 
Characteristics 
12 211 30.8 Performance Expectancy  12 123 18.0 Operational Expectations         12 12 8.2 
       Strategic Expectations 10 10 9.8 
    Effort Expectancy 12 70 10.2 Complexity 12 12 7.4 
        Cost 9 9 2.8 
    Facilitating Conditions 12 91 13.3 Compatibility 7 7 2.6 
Organisation Context 12 98 14.3     Organisation Resources 12 12 3.2 
        HR Capabilities 11 11 3.9 
        Social Media Policy 10 10 3.5 
    Configuration of HRM 12 25 3.6     
Social Influences 12 100 14.6 Management Support 12 51 7.4     
    Competitors Success 9 28 4.1     
    
Applicant Readiness 11 49 7.1 
Applicant Willingness 6 6 3.1 
Network Externalities 9 52 7.5 SNWs Penetration 
(Referent Network Size) 
9 9 4.1 
    Complementarity 8 24 3.5    
HR Roles 9 63 9.1 Strategic Partner 8 23 3.4     
    Change Agent 5 11 1.6     
    Employee Champion 4 10 1.5     
     Administrative Expert 8 19 2.8     
Recruitment Efficiency 12 163 23.7 Cost-per-Hire 9 26 3.8     
   Time-to-Fill 9 20 2.9     
    Recruitment Quality 8 29 4.2     
    Candidate Relationship Management      8 41 6.0     
     Employer Reputation 12 47 6.9     
Notes: Coverage percentage was calculated as: [number of references in each node / total number of references] × 100. Total number of references = 687; Total number of interviews = 12.  
Dash line (- - -) separates the determinants of SR technology adoption from its pre-hire outcomes. 
 
  
113 
 
5.4.3. Axial Coding 
Once the open coding phase concluded, in the next stage the researcher engages in a more formal 
coding process termed axial coding to refine the codes resulted from the open coding. Strauss and 
Corbin (1998) define axial coding as: 
A set of procedures whereby data are put back together in new ways after open coding, by 
making connections between categories. This is done by using a coding paradigm involving 
conditions, context, phenomena, and consequences (p. 96). 
Axial coding begins with generating meaningful concepts from emerging codes; continues by 
linking these concepts to relevant categories; and finalises with examining the categories for any 
interrelationships that may exist (Crook & Kumar, 1998). Table 5.4 summarises how emerging 
codes from the open coding phase were classified as properties of meaningful concepts – that 
were previously identified in the literature – and then were mapped under relevant categories. 
Table 5.4. From Open coding to Axial coding 
Categories Concepts Properties 
 
Performance Expectancy  
Operational Expectations 
 Strategic Expectations 
Technology 
Characteristics Effort Expectancy 
Complexity 
Cost 
 Facilitating Conditions  Compatibility 
  Organisation Resources 
Organisation  
Context 
HR Capabilities 
 Social Media Policy 
 Configuration of HRM  
 Management Support  
Social Influences Competitors Success  
 
Applicant Readiness 
Applicant Willingness 
Network Externalities SNWs penetration (referent network size) 
Complementarity  
HR Roles 
Strategic Partner  
Change Agent  
Employee Champion  
Administrative Expert  
 Cost-per-Hire  
 
SR Technology  
Pre-hire Outcomes 
Time-to-Fill  
Recruitment Quality  
Candidate Relationship Management 
 Employer Reputation  
Note: Concepts in bold emerged from qualitative data analysis. 
Both theory and the conceptual Models were considered while consolidating initial codes from 
open coding into meaningful concepts and categories. Only six new distinct concepts emerged 
after the axial coding pass that have not specifically been addressed in the reviewed literature, 
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namely: Management Support, Competitors Success, and Applicant Readiness as determinants of 
adoption decisions; and Cost-per-Hire, Time-to-Fill and Recruitment Quality as pre-hire 
outcomes of SR technology utilisation. In Section 5.6, the literature is revisited in order to explore 
how these emerging themes could be incorporated into the revised Research Models.  
Subsequent to determining key concepts and relevant categories, a Coding Paradigm Model 
(Strauss & Corbin, 1998) was adopted in order to systematically formulate any interrelationships 
that may exist among concepts and categories. Symbolised in Figure 5.1, a coding paradigm 
model consists of the relationships between the (a) central phenomenon of interest; (b) causal 
conditions that relate to the phenomenon; (c) consequences of the central phenomenon; and (d) 
context in which the causal conditions, phenomenon, and consequences are embedded (Crook & 
Kumar, 1998, p. 76). 
In the current study, the phenomenon of interest is the adoption and use of SR technologies. 
Causal conditions represent the reasons why organisations decide to adopt and use SR 
technologies. Referring to Table 5.4, Technology Characteristics, Network Externalities and HR 
Roles categories then characterised the causal conditions of SR technology adoption and use. In 
addition, the SR Technology Pre-hire Outcomes category was considered as the pre-hire 
consequences of the SR technology adoption and use. Context refers to a collection of 
organisational and environmental conditions in which causes, phenomena, and consequences are 
embedded (Crook & Kumar, 1998). Context was then represented by the categories of 
Organisation Context and Social Influences. The paradigm model developed through the axial 
coding of qualitative data is shown in Figure 5.2. 
In the paradigm model, evidence from interview analysis (presented in Section 5.4.1) was used 
to establish the relationships between categories and/or concepts. For instance, the relationship 
between Facilitating Conditions (Context) and Adoption Decision (Phenomenon) was observed 
from the following statement: 
Certainly we’d have to allocate some budget [Facilitating Conditions] if we’re going to start 
planning [Adoption Decision] (Organisation 10). 
Context 
Consequences Causal Conditions Phenomenon 
 (adapted from Flick, 2009, p. 311) 
Figure 5.1. The coding paradigm model 
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Where it was not possible to draw a relationship directly from explicit comments, objective 
judgements – based on theory – were made to interrelate categories and concepts. The following 
statement shows how respondents may discuss several concepts (shown in squared brackets [ ]) 
in a single comment and not in isolation from each other:       
It [SR Technology Use] makes us more approachable [Candidate Relationship 
Management]. As I said before, it improves our employer brand [Employer Reputation]. I do 
not know if you have ever seen or follow [AGENCY X] who is one of our competitors. They 
almost every day, if not several time a day post information on LinkedIn, so it appears in the 
‘news feed’ and you know [Competitors’ Success], just having a better awareness of the 
organization [Employer Reputation] would pave the way for better quality and better fit 
candidates [Recruitment Quality]. Because they would see things which they were interested 
in that we are doing [Candidate Relationship Management]. For instance if we publicize 
project wins or specific industry leader joining our organization [SR Technology Use], it will 
be a real draw card for passive candidates [Performance Expectancy]. They say: “Ah, I really 
would like to work in that type of organization” (Organisation 1). 
CONTEXT 
Organisational Context 
 Facilitating Conditions 
o Organisation Resources 
o HR Capabilities 
o Social Media Policy 
 Configuration of HRM 
Social Influences 
 Management Support 
 Competitors’ Success 
 Applicant Readiness 
o Applicant Willingness 
CAUSES 
Technology Characteristics 
 Performance Expectancy 
 Effort Expectancy 
 Facilitating Conditions 
o Compatibility 
Network Externalities 
 Complementarity 
 Applicant Readiness 
o SNWs Penetration 
(referent network size) 
HR Roles 
 Strategic Partner 
 Change Agent 
 Employee Champion 
 Administrative Expert 
PHENOMENON 
Social Recruiting 
Technology Adoption 
and Use 
CONSEQUENCES 
 Cost-per-Hire 
 Time-to-Fill 
 Recruitment Quality 
 Candidate Relationship 
Management 
 Employer Reputation 
Figure 5.2. Paradigm model developed from Axial Coding phase 
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5.4.4. Selective Coding 
In the final step of data analysis, the researcher selects a focal category and systematically relates 
all other core categories identified in axial coding to that focal category or to each other (Douglas, 
2003; Flick, 2009). One might consider selective coding analogous to axial coding since in both 
phases, categories are developed and later interrelated with each other. However, the selective 
coding phase occurs at a more abstract level in which the researcher “conceptualises how core 
categories may relate to each other as hypotheses to be integrated into a theory” (Glaser, 1978; as 
cited in Walker & Myrick, 2006). Accordingly, the main purpose of the selective coding phase in 
this study is to generate propositions and/or hypotheses that interrelate selected core categories 
(or concepts) to the focal category or to each other (Creswell, 2013). 
As explained earlier, results from open and axial coding phases provided additional support for 
factors (concepts) hypothesised in conceptual Model 1 and Model 2. Those factors include: 
Perceived Complementarity, Performance Expectancy, Effort Expectancy, Facilitating 
Conditions, as well as HR Roles for the conceptual Model 1, and also Candidate Relationship 
Management, and Employer Reputation for the conceptual Model 2.  
The major development in conceptual models after open and axial coding phases was the 
decomposition of Social Influence into Management Support, Competitors Success, and Applicant 
Readiness as distinct determinants of adoption decisions on the one hand, and the substitution of 
the Referent Network Size construct with the newly emerged construct of Applicant Readiness. In 
addition, a rather subjective concept of Recruitment Efficiency was narrowed down to be 
comprised of Cost-per-Hire, Time-to-Fill and Recruitment Quality as objective pre-hire outcomes 
of SR technology adoption. 
Accordingly, the remainder of this section will selectively focus on concepts that emerged from 
the qualitative phase in order to (a) explore their relationships with focal concepts and/or other 
core categories identified in axial coding; and (b) propose new hypotheses which represent the 
nature of these relationships: 
5.4.4.1. Top Management Support 
As explained in Section 5.4.1.9, in the context of social influences, management support was 
unanimously mentioned as a key determinant of adoption decisions. For adopting organisations, 
top management was reported to be highly committed to SR technologies (Organisations 1, 2, 3). 
In these organisations, “the management had seen the need to be on these platforms” 
(Organisation 2) and therefore committed to provide support. On the other hand, for those 
organisations who did not intend to adopt SR technologies, the lack of management support was 
argued to be the main barrier (Organisations 4, 6, and 9). 
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The following quote from one participant (responsible for recruitment-related decisions) reflects 
the significance of management support in adoption decisions: 
I [as a top manager in Organisation 6] have a problem with LinkedIn in that everyone can 
give themselves accreditation [endorsement]. I’ve been accredited for so many things that I 
don’t even know about. I barely know the person who accredited me. I don’t understand it 
[SR technologies] and I really don’t buy it (Organisation 6). 
While the analysis of qualitative results provided general support for the concept of Social 
Influence – identified in Chapter 3 – the extended three-phase coding of the data indicated that 
Top Management Support captures a stand-alone aspect of this broad concept. For the 
development of the revised research Model 1 to be empirically tested in the quantitative phase of 
this study, Top Management Support is defined as: 
The extent to which top management is perceived to provide necessary support, 
involvement, resources, and commitment in adopting SR technologies (adapted from 
Thong, Yap, & Raman, 1996; Wang, Klein, & Jiang, 2006).  
The relevant hypothesis representing the relationship between Top Management Support and the 
central phenomenon is: 
H5a: Top Management Support is positively related to Intention to adopt SR 
technologies. 
5.4.4.2. Perceived Success of Competitors 
As reported in the open coding analysis section, competitors were seen as another key reference 
group influencing adoption decisions. Organisations that perceived more pressures from their 
competitors were more inclined to adopt SR technologies due to the fear of losing competitive 
advantage. For instance, the respondent from Organisation 1 stated that the extent of competition 
within their industry had been a major driver of adoption: 
Competitors, definitely. Among the recruiters community in ANZ region, we regularly talk 
about our competitors using LinkedIn [Perceived Success of Competitors]. And, wouldn’t be 
great if we could do what they are doing [Intention]. Because, sometimes we feel quite 
behind our competitors […] (Organisation 1). 
Others argued that SR technologies have led their competitors to be more successful in recruiting 
talent since they have been perceived more favourably in the job market (Organisation 2). One 
respondent (representing a laggard organisation) stated that the reason for them not yet to use SR 
technologies was the nature of their uncompetitive environment, with basically no threat to their 
ability to recruit talent. However, “things are drastically changing” and “we are seriously thinking 
about [intention] getting on board [with SR technologies]” (Organisation 10).  
  
118 
 
So we are struggling currently because the industry is going through that change […] the 
retailers around Melbourne, they’re also looking for very similar profile of staff in terms of 
engineers and scientists. So I would say we are going to consider it [SR technologies] 
(Organisation 10). 
In conclusion, the three-step coding of qualitative data indicated that the Success of Competitors 
is an important aspect of Social Influences, which should be investigated as a discrete construct. 
Thus, the research Model 1 revised to include Perceived Success of Competitors in the 
quantitative phase of this study. The Perceived Success of Competitors was therefore defined as: 
The extent to which competitors who have adopted SR technologies are perceived 
to have greatly gained benefit (adapted from Son & Benbasat, 2007; Teo et al., 
2003). 
The relevant hypothesis representing the relationship between Perceived Success of Competitors 
and the central phenomenon is: 
H5b: Perceived Success of Competitors is positively related to Intention to adopt SR 
technologies. 
5.4.4.3. Applicant Readiness 
The concept of applicant Readiness emerged as the third and final reference group – under the 
Social Influences category – that determines the adoption decisions (see Section 5.4.1.12). For 
instance, the respondent from Organisation 1 stated that their target applicants were no longer 
using traditional job search methods (such as newspaper and/or classified ads) and therefore, there 
was an expectation imposed by the labour market on them to be on SNWs platforms: 
They [applicants] are not going to be reading the classified ads in the newspaper [Applicant 
Readiness]. So, we need to [intention] target them through more appropriate channels and 
the Facebook page was really popular (Organisation 1). 
When probed deeper into the nature of Applicant Readiness, the respondents distinguished 
between two aspects, namely ‘applicant willingness’ and ‘SNWs penetration’. While SNWs 
penetration shows the diffusion of SR technologies among applicants (i.e., sheer number of 
applicants that use SR technologies for employment purposes), the applicant willingness reflects 
the extent to which applicants engage in job searching via SNWs (i.e., how informative and 
complete the applicant’s online profile is). Taken together, these two aspects can indicate whether 
there are enough applicants readily using SNWs for employment purposes so that the adoption 
would be justifiable. 
We are still putting stuff [job ads] in the newspapers especially here because we have quite 
a large operation-base of people who are perhaps more likely to apply for jobs having read it 
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in a local paper than they are through social media [lack of SNWs penetration] (Organisation 
10). 
I think at the moment it’s still early days because some people’s LinkedIn profiles are very, 
very bare [lack of applicant willingness] whereas their CVs are very, very thorough […] they 
actually effectively work on their LinkedIn in terms of their postings rather than anything 
else (Organisation 11). 
Overall, the selective coding analysis results revealed that Applicant Readiness was an important 
aspect of Social Influences and thus, it should be investigated as a distinct construct. The 
definition for Applicant Readiness to be used in the revised research Model 1 is: 
The extent to which the applicants, with whom the organisation has direct ties, are 
perceived to be actively and explicitly using SR technologies for employment 
purposes (self-defined based on Teo et al., 2003; Zhu, Kraemer, & Xu, 2003). 
The relevant hypothesis representing the relationship between Applicant Readiness and the 
central phenomenon is: 
H5c: Perceptions of Applicant Readiness is positively related to Intention to adopt 
SR technologies. 
Additionally, a closer examination of the Applicant Readiness construct revealed a close 
resemblance between the ‘SNWs penetration’ aspect of this emerging concept and Referent 
Network Size. The axial coding analysis showed that both Applicant Readiness and Referent 
Network Size tap into the impact of direct network externalities, i.e. “beliefs about the number of 
job candidates important to the hiring organisation who also use SNWs for employment purposes” 
(Lin & Bhattacherjee, 2008a), on organisations SR technology adoption decisions. While Referent 
Network Size was originally developed in a way to be applicable to a range of IT contexts (such 
as instant messaging, online games, and SNWs), Applicant Readiness explicitly refers to the 
context of the recruitment and SR technologies.  
Given that the primary purpose of the qualitative study was to contextualise the factors identified 
from the review of literature, coupled with the evident similarity between Referent Network Size 
and Applicant Readiness, hypotheses H7a and H7b were revised by substituting the former 
construct (i.e., Referent Network Size) with this newly emerged construct of Applicant Readiness. 
The revised version of H7a and H7b are as follows:       
H7a: Perceptions of Applicant Readiness is positively related to Performance 
Expectancy. 
H7b: Perceptions of Applicant Readiness is negatively related to Effort Expectancy. 
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5.4.4.4. Cost-per-Hire, Time-to-Fill, and Recruitment Quality 
Lastly, the open and axial coding phases revealed that a rather abstract concept of Recruitment 
Efficiency can be translated into three measurable constructs namely, Cost-per-Hire, Time-to-Fill, 
and Recruitment Quality. For instance, one respondent stated that:   
There are only three things I look to measure in recruitment. It is cost, time and quality 
(Organisation 3). 
However, further probing into these recruitment outcomes showed that most respondents were 
struggling to empirically measure the impacts of SR technologies on the basis of these pre-hire 
outcomes, as “it probably has reduced the time-to-Fill although I have not seen any metrics on 
that in particular” (Organisation 11).  
Thus, it is proper to narrow the scope of Recruitment Efficiency and emphasise on Cost -per-Hire, 
Time-to-Fill, and Recruitment Quality in order to provide empirical evidence on the operational 
effects of SR technology use. This adjustment in research Model 2 may also ensure that 
operational pre-hire outcomes remain empirically and conceptually distinct from the relational 
(i.e., Candidate Relationship Management) and transformational (i.e., Employer Reputation) 
outcomes of SR technologies. For the revised research Model 2 to be empirically tested in the 
quantitative phase of this research Cost-per-Hire is defined as: 
Perceptions of the cost incurred for sourcing and procuring the right candidate 
(adapted from Martin & Raju, 1992; Sangeetha, 2010). 
And Time-to-Fill is defined as: 
Perceptions of the timespan between first advertisement of job vacancies and the 
final staffing (adapted from Han & Han, 2009; Holtbrügge et al., 2010). 
And Recruitment Quality is defined as: 
Perceptions of the extent to which a given recruitment method results in better 
quality of hire (Chapman & Webster, 2003; Han & Han, 2009). 
Accordingly, the following hypotheses were developed to be tested in the quantitative phase of 
the study: 
H19a: The Extent of SR Technology Use is negatively related to HR professionals’ 
perceptions of Cost-per-Hire. 
H19b: The Extent of SR Technology Use is negatively related to HR professionals’ 
perceptions of Time-to-Fill.  
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H19c: The Extent of SR Technology Use is positively related to HR professionals’ 
perceptions of Recruitment Quality. 
5.5. Review of Literature Related to Emerging Themes and Hypotheses 
Once it became apparent that top management, competitors, and applicants are the salient 
referents influencing SR technology adoption decisions, a further review of literature was 
conducted to provide additional support for emerging themes and hypotheses.  
A key study relevant to the effect of reference groups on Information Technology adoption 
decisions is Teo et al.’s (2003) study in which the adoption of interorganisational systems was 
examined through the lens of ‘institutional theory’ (DiMaggio & Powell, 1983). Results of their 
study showed that competitors as well as customers (equivalent to applicants in this study) may 
affect organisations to adopt new IT through two types of institutional (isomorphic) pressures 
namely, mimetic, and normative. 
First, mimetic pressures may drive an organisation to imitate those competitors – within the focal 
industry – whom it perceives as successful in adopting a new practice (Teo et al., 2003). Reducing 
research and trial costs (Cyert & March, 1963; Levitt and March, 1988, as cited in Teo et al., 
2003), avoiding risks associated with being early-adopters (Lieberman & Asaba, 2006), striving 
for legitimacy (Deephouse, 1996) and prestige (Semadeni & Anderson, 2010), or simply 
following IT fashion (Wang, 2010) are some of the key reasons that may cause mimicking 
behaviours of successful competitors in becoming potential adopters.     
Second, collective expectations from customers (or suppliers), whom an organisation has direct 
ties with, may coerce normative pressures on an organisation to adopt a new technology (Teo et 
al., 2003). These expectations are transferred through firm-customer channels and gradually 
become collective norms (Liu, Ke, Wei, Gu, & Chen, 2010). By conforming to these norms, 
organisations will guarantee their procedural legitimacy (Liu et al., 2010). In the case of 
interactive recruiting tools such as SR technologies, the extent of SNWs utilisation by target 
applicants of a firm can generate collective expectations from the applicants who prefer to be 
contacted through SR technologies. Such expectations might eventually translate into normative 
pressures on the firm to adopt SR technologies. 
Third, the significance of top management support in IT adoption is explained in various research 
domains. Dong, Neufeld, and Higgins (2009, p. 61) propose the top management can play two 
distinctive roles in order to streamline the process of IT adoption: first, a ‘seat-back driver’ role 
in which top management mainly acts to create a supportive climate (e.g., championing new IT, 
prioritising IT adoption project); and second, an ‘active participant’ role whereby top management 
actively contributes to assimilation of a new technology into the organisation (e.g., mobilising 
and allocating resources; and changes in the work routines, policies and strategies).   
  
122 
 
Table 5.5 summarises some of the key research providing empirical support for the significance 
of top management, competitors, and customers (applicants) in the adoption of IT innovations. 
Table 5.5. Justification of emerging themes and hypotheses in literature 
Concept Study Context Key Findings Theoretical Basis 
Top 
Management 
Support 
(TMS) 
Teo, Tan, and 
Wong (1997) 
Organisational adoption 
of the Internet – 188 
CEOs or managing 
directors in Singapore 
TMS is a significant factor 
contributing to the 
adoption intentions. 
Contingency Theory 
(Lawrence & Lorsch, 
1967)  
 Premkumar and 
Roberts (1999) 
Adoption of 
communication 
technologies in rural small 
businesses – 78 senior 
managers  
TMS was found to be an 
important determinant of 
communication 
technology adoption 
decisions. 
Diffusion of 
Innovation Theory 
(Rogers, 2003) 
 Teo et al. (2007) Organisational adoption 
of HRIS – 110 managing 
directors/HR managers in 
Singapore 
TMS is crucial to 
innovation adoption 
decisions and extent of 
use. 
Diffusion of 
Innovation Theory 
 Matta, Koonce, 
and Jeyaraj 
(2012) 
Radio Frequency 
Identification technology 
adoption in supply chain 
organisations – 210 
organisational members at 
managerial levels 
TMS strongly influences 
the initiation, 
experimentation, and 
implementation of RFID 
technologies. 
The Change Process 
Model (Lewin, 1952) 
Perceived 
Success of 
Competitors 
(PSC) 
Teo et al. (2003) Organisational adoption 
of Financial Electronic 
Data Interchange – 548 
CEO, CFO, and CIOs 
PSC strongly influence 
adoption intentions 
through mimetic 
pressures. 
Institutional Theory 
(DiMaggio & Powell, 
1983) 
 Messerschmidt 
and Hinz (2013) 
Organisational adoption 
of grid computing – 233 
IT executives 
TMS plays a major role in 
intentions to adopt grid 
computing. 
Institutional Theory 
 Yoon and 
George (2013) 
Organisational adoption 
of virtual worlds – 130 IT 
informants 
PSC (mimetic pressures) 
showed strongest effects 
on organisational intent to 
adopt virtual worlds. 
Diffusion of 
Innovation Theory; 
Institutional Theory 
 Sila (2013) Firms’ adoption of 
Business-to-Business e-
Commerce technologies – 
275 firm representatives 
PSC (pressures from 
competitors) significantly 
predicts adoption 
decisions.  
Technology, 
Organisation, and 
Environment 
framework (Tornatzky 
& Fleischer, 1990) 
Applicant 
Readiness* 
Teo et al. (2003) Organisational adoption 
of Financial Electronic 
Data Interchange – 548 
CEO, CFO, and CIOs 
Extent of FEDI adoption 
among customers strongly 
influence adoption 
intentions through 
normative pressures. 
Institutional Theory 
 Zhu et al. (2003) Adoption of e-Business at 
firm level – 4000 
European businesses 
Consumer readiness is 
among the significant 
adoption drivers. 
Technology, 
Organisation, and 
Environment 
framework 
 Wu, Mahajan, 
and 
Balasubramania
n (2003) 
Antecedents of e-Business 
adoption across 
technology-intensive 
industries – 144 senior 
executives of strategic 
business units 
Customer power 
significantly influence e-
business adoption. 
Consumer and 
Business Perspectives 
(self-developed) 
 Ghobakhloo, 
Arias-Aranda, 
Factors influencing the 
decision and the extent of 
e-Commerce adoption 
among manufacturing 
Buyer pressure affects 
both initial and post e-
Commerce adoption. 
Technology, 
Organisation, and 
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and Benitez-
Amado (2011) 
SMEs in Iran – 235 
managers or owners 
Environment 
framework 
Note: only relationships – relevant to each concept – that were statistically significant are listed in this table. 
* To our knowledge, no previous studies have considered Applicant Readiness as a determinant of IT adoption decisions. 
However, analogous concepts (such as consumer readiness or costumer/normative pressures) have been adapted and used 
across different context and therefore, they may serve as a theoretical validation for the Applicant Readiness concept.  
Additional review of the literature also justified the refinement of the recruitment efficiency 
concept in order to incorporate cost -per-hire, time-to-fill, and recruitment quality as key 
operational pre-hire outcomes of SR technology adoption and use. For instance, in their empirical 
study of technology use in HR (n = 125 HR professionals), Chapman and Webster (2003) 
identified time efficiency, cost reduction, and better reach of qualified applicants as key perceived 
outcomes of technology use in recruiting and selection functions. Similarly, Han and Han (2009) 
in their study of HR managers from 168 Chinese companies show that the use of network-based 
recruitment methods significantly increases perceptions of ‘quality of hire’ on one hand and 
reduces ‘time invested’ on the other. Finally, Sangeetha (2010) developed a framework consisting 
of ‘new-hire quality’, ‘cost-per-hire’, and ‘time-to-fill’ as key criteria for measuring the efficiency 
of different recruitment methods such as internet-based recruitment technologies or newspaper 
ads. 
In summary, the additional review of literature provided a solid theoretical justification for themes 
and hypotheses that emerged from the qualitative research phase. In other words, the emerging 
themes and hypotheses share commonalities and consistencies with the empirical research 
findings in the extant relevant literature. 
5.6. Revised Research Models and Hypotheses 
During the qualitative phase of the study, the conceptual Model 1 and Model 2 were revisited in 
order to determine whether existing literature provide a good basis for identifying key 
determinants and outcomes of SR technology adoption and use in the Australian context. The 
analysis of qualitative data during open, axial, and selective coding phases revealed the conceptual 
Models proposed in Chapters 3 and 4 required some revisions. Table 5.6 summarises changes 
made to the proposed conceptual models and their constituting factors. 
The revised research Model 1 and Model 2 to be tested in the quantitative phase of the study are 
depicted in Figure 5.3. As shown, the Social Influences construct was decomposed into Top 
Management Support, Perceived Success of Competitors, and Applicant Readiness to represent 
three reference groups that influence the SR technology adoption decisions at an organisation 
level. Moreover, the Applicant Readiness construct took the place of Referent Network Size in 
order to contextualize the role of direct network externalities to the domain of social recruiting 
technologies. Lastly, the abstract concept of Recruitment Efficiency was substituted with Cost-
per-Hire, Time-to-Fill, and Recruitment Quality as three operational pre-hire outcomes of SR 
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technology adoption and use. Additional evidence from the literature was also presented to 
support changes to these two models (Section 5.5). 
Table 5.6. Comparison of conceptual models and revised 
research models constituting factors 
Conceptual Model 1 Research Model 1 
Performance Expectancy Performance Expectancy 
Effort Expectancy Effort Expectancy 
Facilitating Conditions Facilitating Conditions 
Social Influence Top Management Support 
 Perceived Success of Competitors 
Referent Network Size Applicant Readiness 
Perceived Complementarity Perceived Complementarity 
Strategic Partner Strategic Partner 
Change Agent Change Agent 
Administrative Expert Administrative Expert 
Employee Champion Employee Champion 
Attitude Attitude 
Intention Intention 
Adoption Decision Adoption Decision 
Conceptual Model 2 Research Model 2 
Extent of Use Extent of Use 
Recruitment Efficiency Cost-per-Hire 
 Time-to-Fill 
 Recruitment Quality 
Candidate Relationship Management Candidate Relationship Management 
Employer Reputation Employer Reputation 
Note: Factors in italic were added to the research Models subsequent to the qualitative 
data analysis.  
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Figure 5.3. Schematic representation of revised research models and hypotheses 
Revised research Model 1: Determinants of SR technology adoption 
Control Variables: 
x Age (H13), Gender 
(H14) 
x Personal 
Innovativeness (H15) 
x Configuration of 
HRM (H16), Size 
(H17), Industry (H18) 
Attitude 
Effort Ex-
pectancy 
Perfor-
mance Ex-
pectancy 
Perceived 
Comple-
mentarity 
Adminis-
trative 
Expert 
Employee 
Champion 
Intention 
Perceived 
Success of 
Competi-
tors 
Change 
Agent 
Facilitating 
Condition 
Strategic 
Partner 
SR Tech-
nology 
Adoption 
Applicant 
Readiness 
Top Man-
agement 
Support 
H1 
H2 
H6 
H8b 
H7a 
Revised research Model 2: Pre-hire outcomes of SR technology use 
Control Variables: 
x Age (H22), Gender 
(H23) 
x Functional 
Orientation of HR 
(H24) 
Time-to-
Fill 
Recruit-
ment 
Quality 
Extent of 
Use 
Candidate 
Relationship 
Manage-
ment 
Cost-per-
Hire 
Employer 
Reputation 
H19c 
Note: emerged and/or revised constructs and hypotheses are shown in bold. 
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Table 5.7 outlines the updated version of hypotheses which describe the relationships among key 
determinants and pre-hire outcomes of SR technology adoption and use as depicted in Figure 5.3. 
Table 5.7. Revised hypotheses for the research Model 1 and Model 2 (Controls included) 
Hypothesis 
Number Hypothesis Description 
RESEARCH MODEL 1 
M
ain Effects 
H1 Behavioural Intention is positively related to SR Technology Adoption decision. 
H2 Attitude toward SR technologies is positively related to Intention to use SR technologies. 
H3 Performance Expectancy of SR technologies is positively related to Attitude toward SR technologies. 
H4 Effort Expectancy of SR technologies is negatively related to Attitude toward SR technologies. 
H5a Top Management Support is positively related to Intention to adopt SR technologies. 
H5b Perceived Success of Competitors is positively related to Intention to adopt SR technologies. 
H5c Perceptions of Applicant Readiness is positively related to Intention to adopt SR technologies. 
H6 Facilitating Conditions is positively related to SR technology Adoption decision. 
H7a Perceptions of Applicant Readiness is positively related to Performance Expectancy. 
H7b Perceptions of Applicant Readiness is negatively related to Effort Expectancy. 
H8a Perceived Complementarity is positively related to Performance Expectancy. 
H8b Perceived Complementarity is negatively related to Effort Expectancy. 
H9 Role of HR as Administrative Expert is positively related to Intention to use SR technologies. 
H10 Role of HR as Employee Champion is negatively related to Intention to use SR technologies. 
H11 Role of HR as Change Agent is positively related to Intention to use SR technologies. 
H12 Role of HR as Strategic Partner is positively related to Intention to use SR technologies. 
 
C
ontrols Effects 
H13a HR professionals’ Age contributes to the Performance Expectancy. 
H13b HR professionals’ Age contributes to Effort Expectancy.  
H13c HR professionals’ Age contributes to perceptions of Facilitating Conditions. 
H14a HR professionals’ Gender contributes to the Performance Expectancy. 
H14b HR professionals’ Gender contributes to the Effort Expectancy. 
H15a Personal Innovativeness contributes to the Performance Expectancy. 
H15b Personal Innovativeness contributes to the Effort Expectancy. 
H16 Configurations of HRM contributes to the SR technologies Adoption decision. 
H17 Organisation Size contributes to the SR technologies Adoption decision. 
H18 Organisation Industry contributes to the SR technologies Adoption decision. 
RESEARCH MODEL 2 
M
ain Effects 
H19a The Extent of SR Technology Use is negatively related to HR professionals' perceptions of the 
Cost-per-Hire. 
H19b The Extent of SR Technology Use is negatively related to HR professionals’ perceptions of the 
Time-to-Fill. 
H19c The Extent of SR Technology Use is positively related to HR professionals' perceptions of the 
Recruitment Quality. 
H20 The Extent of SR Technology Use is positively related to HR professionals' perceptions of the Candidate 
Relationship Management. 
H21 The Extent of SR Technology Use is positively related to HR professionals' perceptions of the Employer 
Reputation. 
 
C
ontrols 
Effects 
H22 HR professionals’ Age contributes to the Extent of SR Technology Use. 
H23 HR professionals’ Gender contributes to the Extent of SR Technology Use. 
H24 HR professionals’ Functional Orientation contributes to the Extent of SR Technology Use. 
Note: emerged and/or revised hypotheses are shown in bold.  
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5.7. Final Remarks 
During the qualitative data analysis an unexpected pattern emerged regarding respondents’ 
perceptions towards SR technology pre-hire outcomes on one hand and their adoption status on 
the other. All participating organisations – regardless of their adoption status – acknowledged the 
impact of SR technologies on Employer Reputation and Candidate Relationship Management 
whereas, it was only adopters who recognised the influence of such technologies on reducing 
Cost-per-Hire, Time-to-Fill, and improving Recruitment Quality.  
This contradiction between non-adopters (including laggards) and adopters’ beliefs towards the 
operational outcomes of SR technologies is shown in the matrix table below (Table 5.8). 
Table 5.8. Adopters vs. Non-adopters’ beliefs towards operational outcomes of SR 
technology adoption and use 
SR 
Technology 
Outcomes 
Adopters  Non-adopters (Laggards) 
Organisation Identifier 
1 2 3 5 7 11 12  4 6 (8) 9 (10) 
Cost-per-Hire 9   9 9 9 9  8 8  8 9 
 Reduction of cost is the key thing because I think 
we are cutting all the middle layers in terms of 
doing the pre-selection or the whole advertising, 
they’re combining the particular channels so the 
cost will reduce (Organisation 11). 
 On LinkedIn you can approach a lot of people 
and they can take you a bit of time and you can 
talk to them and they might come for an 
interview and then decide they do not want the 
position. So it can actually be a very time 
consuming exercise […] Overall I think it could 
be even or worse (Organisation 6). 
Time-to-Fill 9  9 9 9 9 9  8 8  8  
 Time wise, I can give you examples. If I get a 
role in the morning, within an hour, two hours 
maximum, if I’ve got the right connections on 
LinkedIn, I’ll close that job so it means that I’ve 
sent the candidate across to the client 
(Organisation 7). 
 With the social networking, your time now is 
involved in reading, replying, reading, and 
replying. Whereas when you get a stack of 
applications, it’s very simple to do whatever 
filtering method […]. You can even delegate 
that to somebody else whereas if I’m doing 
social networking because of the immediacy 
you will spend a lot of time (Organisation 4). 
Recruitment 
Quality 
9 9 9   9 9  8  8 8 
almost every day, if not several time a day the 
post information on LinkedIn, so it appears in 
the ‘news feed’ and you know, just having a 
better awareness of the organization would pave 
the way for better quality and better fit 
candidates (Organisation 1). 
 The quality of course depends on how their 
profile looks like? So if someone has a really 
comprehensive profile on LinkedIn, then yes. It 
could probably help […] But for a lot of people 
it is not the case. So, I don’t think it would help 
a lot to get quality applicants (Organisation 8). 
Note: 9 symbol indicates that the interviewee held a positive view towards the indicated outcome of SR technologies. 
8 symbol indicates that the interviewee held a negative view towards the indicated outcome of SR technologies. 
‘Laggard’ organisations are shown in parentheses. 
It seemed that the operational pre-hire outcomes (i.e., Cost-per-Hire, Time-to-Fill, and 
Recruitment Quality) may only be realised upon the introduction and use of SR technologies. 
Prior to this point, organisations remain sceptical about these outcomes. These findings prompted 
the researcher to further examine the inconsistencies between adopters and non-adopters’ beliefs 
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towards SR technology pre-hire outcomes via a more formal quantitative method. Consequently, 
the following propositions are introduced to be tested in the quantitative phase of the study: 
Proposition A: Organisations already using SR technologies (adopters) have significantly 
lower perceptions of Cost-per-Hire/Time-to-Fill and higher perceptions of 
Recruitment Quality compared with non-adopters/laggards. 
Proposition B: When it comes to Candidate Relationship Management and Employer 
Reputation, there is no significant difference between adopters and non-
adopters/laggards perceptions of SR technology pre-hire outcomes. 
By comparing adopters and non-adopters’ beliefs, the empirical findings of this study could 
provide more realistic insights into the potential pre-hire outcomes of SR technology adoption 
and use. Relevant implications of these findings will be discussed in Chapter 10. 
5.8. Summary 
The preliminary qualitative phase served to investigate the applicability of proposed conceptual 
models to the context of this study. Qualitative data were collected from 15 respondents 
representing 12 Australian-based organisations. The data were later analysed following a three-
phase coding approach (open, axial, and selective coding phases). Major themes were developed 
and classified under relevant concepts/categories and the nature of relationships among them were 
examined. This was followed by the development of relevant hypotheses to represent emerging 
concepts (factors) and interrelationships among them. Further review of literature relevant to the 
emerged concepts and their hypothesised relationships provided clear support for the inclusion of 
these emerging factors into the revised conceptual models. 
Overall, the findings indicated that first, both conceptual models developed from the review of 
literature (Chapters 3 and 4) accounted for key beliefs relevant to the determinants and outcomes 
of SR technology adoption and use among Australian firms. Second, qualitative results revealed 
the need to investigate the role of top management, competitors, and applicants as key salient 
referents comprising the social influences concept. Moreover the role of direct network 
externalities was contextualised through replacing Referent Network Size with the newly emerged 
concept of Applicant Readiness. Lastly, the abstract concept of recruitment efficiency was further 
narrowed down to include cost-per-hire, time-to-fill, and recruitment quality as key operational 
criteria in to measure the pre-hire outcomes of SR technology utilisation. 
The following chapter starts with a detailed discussion on the overall methodological approach 
(i.e., research paradigm, ontological, epistemological, and methodological standing) guiding this 
research, followed by a thorough overview of the quantitative phase of the study (i.e., instrument 
design, sample considerations, and data collection procedure). 
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Chapter 6. Methodology 
6.1. Introduction 
This chapter provides a detailed explanation of the methodological foundation of this research 
and the methods and techniques adopted for instrument design, data collection, sampling and data 
analysis. Accordingly, this chapter is organised into the following sections: 
In Section 6.2, the choice of research paradigm is explained, and the ontological, epistemological, 
and methodological positioning of the study are outlined. Following this, the research design and 
relevant research methods are discussed in Sections 6.3 and 6.4, respectively. As the qualitative 
part of the inquiry for this study has already been presented in the previous chapter, the remainder 
of the chapter is focused on the quantitative phase of the study. The instrument design and 
development process is outlined in Section 6.5. This is followed by a discussion on sample 
considerations in Section 6.6, which includes the justification for the sampling frame, sampling 
method, sample size, and respondent selection criteria. Data collection procedure, recruiting 
technique, and administration of the survey are presented in Section 6.7. The chapter concludes 
with a brief account of the ethical aspects of this research project (Section 6.8) and a description 
of the data analysis techniques adopted in the study (Section 6.9). 
6.2. Research Paradigm 
A paradigm (also termed worldview) refers to a set of beliefs about the proper conduct of science 
(Bryman, 2008; Creswell, 2014). The choice of paradigm reflects the researcher’s philosophical 
orientation towards a scientific study. Historically, paradigms have been distinguished from one 
another based on a set of meaningful criteria known as ontology (i.e., basic theory of being), 
epistemology (i.e., basic theory of knowing), and methodology (basic theory of research) 
(Strohmeier, 2014, p. 607). 
Ontology is a branch of philosophy that deals with the fundamental nature of reality and its 
characteristics at the conceptual level (Duberley, Johnson, & Cassell, 2012). Basically, 
ontological questions are concerned with the essence of phenomena under inquiry and the nature 
of their existence (Mertens, 2007). In other words, ontological assumptions focus on what is real, 
and whether or not the phenomenon of interest exists independent of one’s knowing or 
perceptions (Creswell, 2014; Orlikowski & Baroudi, 1991). Ontologically, one can either take a 
stance that reality is an empirical entity that exists independent of human perception (i.e., realism) 
or assume that reality is a subjective matter that only exists in, and is due to, human perceptions 
(i.e., constructivism) (Strohmeier, 2014, p. 608). 
Epistemology describes the relationship between the knower (i.e., researcher) and the would-be-
known (i.e., phenomena to be investigated) (Guba & Lincoln, 2005; Hirschheim, 1992; Mertens, 
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2007). In other words, epistemology is the issue of how to relate to sources of evidence (e.g., 
people) in order to constitute knowledge about a reality (Mertens, 2007). Epistemologically, one 
can either presume that human knowledge is developed from intellectual reasoning of directly 
observable phenomena (i.e., rationalism), or take a stance that human knowledge is socially 
constructed from sensory experiences and human interpretations (i.e., empiricism) (Strohmeier, 
2014, p. 608). 
Methodology defines the appropriate approach to a systematic inquiry (Creswell, 2014; Mertens, 
2007). Methodological assumptions deal with the choice of research method(s) or technique(s) 
which is/are considered appropriate for collecting valid empirical evidence (Guba & Lincoln, 
2005; Orlikowski & Baroudi, 1991). Methodologically, the researcher has the choice of 
qualitative and/or quantitative methods of research (as well as mixed methods) in order to collect 
evidence and make sure that the reality of the phenomenon under inquiry can be truly captured 
(Bryman, 2008, 2012). 
Although there are additional or alternative criteria that could serve to differentiate paradigms 
from each other, for example Axiology (i.e., basic theory of human values) or Teleology (i.e., the 
study of purpose or design of natural occurrences), historical consensus of scholarly discussion 
points to ontology, epistemology, and methodology as the main criteria for the categorisation of 
paradigms (c.f., Creswell, 2014; Guba & Lincoln, 2005; Strohmeier, 2014). Taken together, these 
three conceptual criteria reflect and guide a researcher’s understanding of the world and the choice 
of paradigm. 
Generally, the core paradigms in social science can be explained using a continuum with the two 
ends of the continuum representing two antagonistic worldviews. These two worldviews are 
(post-) positivism and interpretivism (Neuman, 2011; Strohmeier, 2014). Table 6.1 summarises 
the main ontological, epistemological, and methodological assumptions characterising each of 
these two worldviews or paradigms. 
Under the (post-) positivism9 assumptions, an objective reality exists independently from human 
perceptions. The universe is governed by laws and theories that are waiting to be explored through 
scientific reasoning (Orlikowski & Baroudi, 1991). A major thrust in (post-) positivism is what 
Strohmeier (2014) refer to as ‘the concept of causality’, in which an event is seen as a set of causes 
that determine effects or outcomes. Thus, the purpose of research is to explain a phenomenon by 
deducing a set of causal hypotheses from a general law or theory and testing them empirically 
using advanced quantitative methods (Goles & Hirschheim, 2000). Even though quantitative 
methods are paramount with this paradigm, qualitative studies have been increasingly used as a 
                                                     
9 Among social scientists, the word positivism and post-positivism have been used interchangeably (Creswell, 2014; Neuman, 2011); 
even though the latter represents the worldview after positivism. Because it is not possible in social science to ‘verify’ hypothetical 
statements or to be absolutely positive about the truth of knowledge, positivism was replaced by post-positivism in order to give the 
paradigm a more moderate view towards studying human/social behaviour (Denzin & Lincoln, 2005; Strohmeier, 2014). 
  
131 
 
supplementary or complementary method to explore more complex phenomena in detail 
(Creswell, 2014; Morgan, 2007; Strohmeier, 2014). 
Table 6.1. Synopsis of (post-) positive and interpretive research paradigms 
Criteria of 
Categorisation Definition 
Type of Paradigm (World View) 
(Post-) Positivism   Interpretivism 
Ontology Reality and 
regularities of 
being 
‘Objective’ reality exists, and 
invariant causal relationships can be 
discovered and tested using scientific 
methods of inquiry. 
Reality is what people perceive it to 
be and exists as long as people 
experience it and give subjective 
meaning to it. 
Causal regularities cannot explain or 
predict a phenomenon. 
Epistemology Relation of 
knower and 
would-be-known; 
Sources of 
knowing 
There is a limited correspondence 
between the knower and the would-
be-known.  
Knowledge is unfolding pre-existing 
laws. It accumulates by accurately 
observing neutral facts, and the 
rigorous application of logic and 
impartial rules.    
Through ongoing social interactions, 
the knower actively engages in the 
process of creating systems of 
meaning for the would-be-known.   
Knowledge is a meaningful system 
of social conventions that people 
generate as a result of social 
interactions.   
Methodology Objectives and 
methods of 
conducting 
research 
The objective is to discover the laws 
of human behaviour in order to 
master, control, and transform social 
practices. 
Hypothetical-deductive reasoning via 
quantitative testing 
The aim is to provide interpretive 
explanations for subjective meanings 
within a specific context of social 
interactions. 
Inductive reasoning and idiographic 
explanation via qualitative processes 
Compiled from: Creswell (2014); Goles and Hirschheim (2000); Klein and Myers (1999); Neuman (2011); Strohmeier (2014) 
The interpretivism paradigm (also known as [social] constructivism) assumes that reality is 
subjectively perceived as a construct of humans’ interpretation of the world (Orlikowski & 
Baroudi, 1991). An interpretivist tries to understand the world through the meanings and 
interpretations that researched subjects have within their context. In this paradigm, the researcher 
tends to generate or induce a pattern of meanings (or theory) rather than be guided by one 
(Creswell, 2014). As a result, the research questions are often broad and general so that the 
complexities of views can be captured and understood in detail (Strohmeier, 2014). The 
qualitative research methods are therefore the methodology of choice within this paradigm, as 
this method allows for close encounter and interaction between the researcher and the researched 
subjects (Duberley et al., 2012; Klein & Myers, 1999). 
Critical theory is also frequently discussed as a competing paradigm to positivism and 
interpretivism worldviews (Neuman, 2011; Orlikowski & Baroudi, 1991). With an ontological 
standing similar to interpretivism, critical theory accepts the active role of humans in shaping and 
reshaping the social order. Yet it contradicts the interpretive world view by its premise of arguing 
that human behaviours can also be dominated by social structures (Strohmeier, 2014). In this 
sense, critical theory adopts a mediating position between ‘realism’ (i.e., positivist ontology) and 
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‘constructivism’ (i.e., interpretivist ontology). Epistemologically, critical theory holds diverse 
positions with respect to the relation between the knower and would-be-known, and posits an 
interaction between ‘scientific reasoning’ and ‘human perceptions’ as the source of knowledge 
(Cecez-Kecmanovic, 2005, 2011). Under the critical theory assumptions, research objectives are 
(a) to gain insights about real situations; (b) to critique the reality beyond its surface level; and 
(c) to transform and achieve social change (Orlikowski & Baroudi, 1991; Strohmeier, 2014). As 
a result, the research methods of choice in this paradigm are mainly from interpretivism (such as, 
hermeneutic, ethnographic, or discourse analysis) (Cecez-kecmanovic, 2011; Strohmeier, 2014), 
though quantitative methods can also be adopted (Orlikowski & Baroudi, 1991). 
Presented with the key distinguishing elements of each research paradigm, the following 
discussions will describe the ontological, epistemological standing and subsequently, the 
espoused paradigm for the current research. 
6.2.1. Ontological and Epistemological Positioning 
Based on key criteria of the three research paradigms described above, the (post-) positive world 
view is chosen to inform and guide the current study for the following reasons: First, the objective 
of this research is to gain generalisable insights into the regularities of social recruiting (SR) 
technology adoption and pre-hire outcomes. Despite that some degrees of difference may exist 
among organisations in the ways they adopt, use, and recognise the outcomes of SR technologies, 
the overall pattern of organisational adoption and usage is consistent enough to make 
generalisation possible. This is in line with the (post-) positivism assumption that obtaining 
‘generalisable research results’ is the core research objective (Strohmeier, 2014, p. 620). 
Second, the current study aims to develop and validate a research framework – consisting of a set 
of cause-and-effect relationships – to explain the key antecedents of SR technology adoption 
decisions on one hand, and the perceived pre-hire outcomes on the other. This is done through a 
hypothetic-deductive process, in which a set of small and uni-directional statements (i.e., 
hypotheses) will be tested using advanced quantitative techniques (i.e., structural equation 
modelling). These aspects of the research correspond with (post-) positivism, wherein a 
hypothetical-deductive approach is favoured (Creswell, 2014).  
Third, the current research began with recognising pre-existing theories of technology adoption 
(via the literature review presented in Chapters 3 and 4) in order to identify key factors that 
influence the adoption of SR technologies as well as their major pre-hire outcomes (a deductive 
approach). This is followed by the data collection phase, which will eventually allow the 
researcher to support, refute, or refine the research theoretical framework(s). These elements are 
consistent with the major assumptions about the relationship between theory and practice under 
the umbrella of the (post-) positivist worldview (Orlikowski & Baroudi, 1991). 
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Finally, the current study holds a value-neutral stance towards the phenomenon under 
investigation and recognises the separation between the knower (i.e., researcher) and the would-
be-known (i.e., antecedents and pre-hire outcomes of SR technology adoption). This allows for 
the research outcomes to be generalisable and replicable irrespective of who conducts the research 
(Creswell, 2014). In doing so, the researcher therefore has given explicit attention to the validity 
and reliability of the research methods (e.g., review of extant literature, exploratory study, survey 
pretesting, and content validity) and findings (e.g., reliability and construct validity analysis). 
These are in line with (post-) positive assumptions on the minimal interaction between the 
researcher and the study subjects; and the importance of validity and control in the research 
procedures (Orlikowski & Baroudi, 1991).        
On the basis of above discussion, the ontological and epistemological standing of the current 
research can be summarised as follows: 
Ontologically, the researcher assumes that the phenomenon under investigation (i.e., 
organisational adoption of SR technologies and their subsequent pre-hire outcomes) is a real event 
that exists independently from human perceptions. Moreover, this phenomenon can be explored 
and analysed through the ‘concept of causality’. In other words, the researcher plans to identify 
and analyse a set of cause-and-effect relationships that could [probably] predict the predefined 
study outcomes (i.e., antecedents and pre-hire outcomes of SR technology adoption)      
Epistemologically, this research acknowledges a structured and limited correspondence between 
the researcher and the research subject. In other words, the knowledge about the social recruiting 
phenomenon can be extracted on the basis of [refined] pre-existing theories, and rigorous 
application of value-free and unbiased methods of inquiry. 
6.3. Research Design 
Once the researcher’s philosophical orientation towards the study is established, the next step is 
to decide which procedure(s) of inquiry (also known as strategies of inquiry, and research 
designs) is most fitting to answer research question(s) (Creswell, 2014). Historically, quantitative 
and qualitative research designs have been available to the researcher in conducting social science 
research (Bryman, 2008; Neuman, 2011). Quantitative research designs traditionally have been 
associated with (post-) positivism, whereas qualitative research designs have been linked to 
interpretivism. Yet, as Johnson and Onwuegbuzie (2004) stated that ‘this linkage is neither 
sacrosanct nor necessary’ (p.15). They further argued that what is most fundamental in selecting 
the proper research design is the ‘research question’ rather than the researcher’s ontological or 
epistemological stance. Therefore, one may even decide to take a pluralist position and use 
multiple methods of inquiry (i.e., mixed methods research design) to obtain more fruitful answers 
to the research questions (Johnson & Onwuegbuzie, 2004). 
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The view taken by the current research is that in developing the structural models relating to the 
antecedents and pre-hire outcomes of SR technology adoption and use, a qualitative exploratory 
research can be carried out (as a complementary step prior to quantitative explanatory research) 
in order to gain better insights of the behavioural beliefs that were extracted from pre-existing 
adoption theories. Several reasons are explained below to suggest the necessity of using a 
qualitative exploratory method to complement the quantitative approach in the current study. 
First, the majority of pre-existing technology adoption theories have been developed in the 
information technology context, and are focused on the adoption dynamics at the individual end-
users’ level rather than at the organisational level (e.g., Technology Acceptance Model (TAM), 
Unified Theory of Acceptance and Use of Technology (UTAUT) as discussed in Chapter 3). 
Second, with respect to the pre-hire outcomes of technology utilisation, other theories have been 
limited to either studying this phenomenon at a conceptual level or examining the impact of 
information technology on the overall IS/HR unit (e.g., IT impact framework, Section 4.2). Third, 
as stated earlier in Chapter 2, SR technology adoption and outcomes are emerging areas of 
research that need to be better understood. Therefore, a sole reliance on pre-existing theories and 
pure deductive approaches (namely, quantitative research) may offer very limited insights about 
the unique factors that could potentially influence the SR technology adoption decisions as well 
as their pre-hire outcomes (Creswell, 2014).  
Hence, a supplementary inductive phase (i.e., a qualitative research) was chosen to provide the 
researcher with an opportunity to explore the antecedents and/or impacts of the SR technology 
adoption without being constrained to pre-existing theories. In other words, the researcher can 
effectively use the pre-existing theories as a guiding framework to develop and justify constructs 
to be included in the current study.  
Given the above argument, the mixed methods research design was considered as the proper 
strategy of inquiry for the current study. Johnson and Onwuegbuzie (2004) define mixed method 
design as: 
The class of research where the researcher mixes or combines quantitative and qualitative 
research techniques, methods, approaches, concepts or language into a single study (p. 17). 
The main premise of mixed methods research design is that by mixing quantitative and qualitative 
designs in a single research study, the researcher will be able to draw on the strengths of the two 
approaches on the one hand, and neutralise the weaknesses of either one on the other (Johnson & 
Onwuegbuzie, 2004; Sale, Lohfeld, & Brazil, 2002). Moreover, a mixed methods strategy is 
appropriate in situations where the researcher needs to explore the research problem in detail, yet 
aims to generalise the study findings to a whole population (Creswell, 2014; Morgan, 1998). In 
such cases, the qualitative part of research helps explore different dimensions of the research 
phenomenon, while the quantitative part allows for explanation, confirmation, and generalisation 
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of the findings (Johnson & Onwuegbuzie, 2004; Johnson, Onwuegbuzie, & Turner, 2007). 
Finally, as advised by Creswell (2014), when the researcher needs to (a) build/find best fitting 
instruments to the sample under investigation, or (b) identify variables that should be included in 
the study, quantitative research should be supplemented by a qualitative phase in a mixed methods 
strategy. 
Within the mixed methods strategy, Johnson and Onwuegbuzie (2004) posited that the answer to 
the following two questions help the researcher determine the appropriate type of research design:  
1) Should there be an equal emphasis on qualitative and quantitative phase of research 
(i.e., equal status) or should one phase dominate the other (i.e., dominant status)?  
2) Should the qualitative and quantitative phases be conducted concurrently (i.e., 
concurrent mixed methods design) or one after the other (i.e., sequential mixed 
methods design)?   
First, the main purpose of this study is to develop and test behavioural beliefs (factors) that predict 
SR technology adoption decisions on the one hand, and the extent to which SR technology 
utilisation would influence recruitment pre-hire outcomes on the other (i.e., theory testing and 
generalisation of findings). Thus, it appears that this study should be dominated by its quantitative 
phase, which is the preferred approach for theory validation/verification and hypothesis testing 
(Creswell, 2014). 
Second, in this study the qualitative phase is adopted in order to provide a rich understanding of 
the behavioural beliefs influencing the SR technology adoption and pre-hire outcomes, beyond 
what existing theories could offer. This is what Greene, Caracelli, and Graham (1989) refer to as 
the ‘development’ purpose of conducting mixed methods research, whereby ‘the findings of one 
method help inform the other’ (p. 260). Similarly, in this study the qualitative and quantitative 
phases have been conducted sequentially so as to use the findings of the former phase to inform 
the latter. 
On the basis of research objectives, coupled with the rational presented above, the sequential 
quantitative-dominant mixed methods (qual → QUAN)10 is chosen as the best-fitting research 
design for the current study (see Figure 6.1).  
In summary, the qualitative exploratory phase was set to refine the theory-driven conceptual 
models of the current study. The quantitative confirmatory phase was then conducted to 
empirically validate the conceptual models and to test the research hypotheses. In the following 
                                                     
10 Symbolically, this type of mixed methods research is represented as: qual → QUAN; where ‘qual’ represents the qualitative phase, 
‘quan’ represents the quantitative phase, ‘→’ stands for sequential, and ‘capital letters’ symbolise the dominant phase of the research 
(Johnson & Onwuegbuzie, 2004).   
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section, the specific research methods used in qualitative and quantitative stages of the mixed 
methods design are discussed. 
6.4. Research Methods 
Creswell (2014) defines research methods as the specific procedures for conducting research that 
translate the research design into practice. The choice of research methods determines the form 
of data collection, data analysis, and interpretation of results in the study (Creswell, 2014). Given 
the choice of mixed methods research design for the current study, the collection, analysis, and 
interpretation of both quantitative and qualitative data are presented here. 
As depicted in Figure 6.1, the timing of data collection in this study is sequential (as opposed to 
concurrent). That is, the qualitative data collection phase is followed by the main quantitative 
data collection phase. Moreover, the connected integration method (as opposed to merged, or 
embedded) is considered as the proper method of integrating the two databases (i.e., qualitative 
and quantitative). The connected method is used when the analysis of the initial dataset is 
expected to lead into or build the follow-up dataset (Creswell, 2014, p. 230). 
6.4.1. Qualitative Research Method 
A detailed discussion for the qualitative research method adopted in the current study has already 
been presented in Chapter 5 (see Sections 5.2 and 5.3 for details). What follows is a brief recap 
of key research method elements taken into consideration when conducting the preliminary 
‘qualitative’ exploratory phase ‘QUANTITATIVE’ confirmatory phase 
Qualitative 
data 
collection 
Qualitative 
data analysis
Qualitative 
findings 
Research model 
refinement 
Instrument 
adjustment 
Quantitative 
data 
collection 
Final results 
and interpre-
tation of 
findings 
Quantitative 
data analysis
2014 2013 2012 
(adapted from Creswell, 2003; p. 213) 
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Australian-
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informants 
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Content 
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NVivo 
 
Outcomes: 
Recorded 
interviews 
Outcomes: 
Coded 
transcripts; 
Themes 
Procedures: 
Comparison 
of qualitative 
findings with 
literature 
 
Outcomes: 
Refined 
research 
model and 
survey 
instrument 
Procedures: 
Online 
survey: 
Australian-
based HR 
informants 
Outcomes: 
Survey 
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Procedures: 
Structural 
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via AMOS 
 
Outcomes: 
Validated 
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research 
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Procedures: 
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tive findings 
with 
literature 
Outcomes: 
Critical 
determinants 
and pre-hire 
outcomes of 
SR 
technology 
Figure 6.1. Schematic representation of method design and timeline of the study 
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qualitative phase. These include the choice of a qualitative data collection approach, the sampling 
technique, as well as the data analysis and coding procedure.  
Data Collection Method 
Patton (2002) identifies three approaches in qualitative interviewing based on the extent to which 
interview questions are determined and structured before the interviews have taken place. These 
are: 1) informal conversational interview; 2) general interview guide approach; and 3) 
standardised open-ended interviews. Informal conversational interviews are fully unstructured 
and entirely rely on the spontaneous generation of questions and answers. In contrast, questions 
developed for standardised open-ended interviews are carefully crafted such that each respondent 
answers the same sequence of questions with exact wording (Patton, 2002).  
If we assume the informal conversational and standardised open-ended interviews as the two 
ends of the spectrum within the qualitative interviewing methods, the general interview guide 
approach can be positioned somewhere in the middle (Patton, 2002). This approach relies on a 
predetermined interview guide, outlining the core issues to be explored during interview sessions. 
However, unlike standardised open-ended interviews, the interview guide does not limit the 
sequence or wording of the questions and answers (Patton, 2002, 2005). Therefore, new topics 
not listed in an interview guide could emerge during the interview process. The key strengths of 
this approach are that using an interview guideline can (a) increase the comprehensiveness of the 
data (Patton, 2002); (b) provide more systematic control over the data collection process 
(Meredith, Raturi, Amoako-Gyampah, & Kaplan, 1989); and (c) give the researcher the choice of 
‘probing’ for more in-depth information, clarifying of answers, and exploring issues raised by 
interviewees (Barriball & While, 1994). 
Given the discussion above, the general interview guide approach was adopted as the data 
collection method in the qualitative phase of this study. Consequently, an interview guide (i.e., 
interview protocol) was developed on the basis of key behavioural belief structures (relevant to 
the antecedents and pre-hire outcomes of SR technology adoption) identified in the literature (see 
Appendix 5.1). The developed interview guide offers more control over the participants’ 
responses so as to increase uniformity in the subsequent analyses (Meredith et al., 1989). At the 
same time, the researcher can remain flexible to further explore, probe, and ask questions in order 
to collect more in-depth information of the emerging themes or issues that were not outlined in  
the interview guide. 
Sampling Technique 
An important issue to consider in the initial qualitative exploratory phase is the choice of sampling 
method, and whether the sample for the qualitative component should be similar to the one for 
the quantitative part. Creswell (2014) argues that the best procedure is to draw both samples from 
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the same population, but exclude the respondents in the qualitative phase from those participating 
in the quantitative phase in order to avoid confounding results. In this study both qualitative and 
quantitative samples are drawn from a larger population of Australian-based HR 
managers/informants who are responsible for recruitment decisions within their respective 
organisations. 
Following the purposeful sampling approach (Patton, 2002), a total of 15 key HR informants 
representing 12 Australian organisations were selected and subsequently interviewed as a part of 
the qualitative exploratory phase of this research. In the purposeful sampling approach, the 
researcher aims to identify information-rich individuals who have in-depth understanding and 
knowledge about the issues central to the purpose of the study (Patton, 2002, 2005). The choice 
of sample size, sampling strategies, and criteria for sampling were fully justified and presented in 
Chapter 5. Below, the data analysis and coding procedure are further explained. 
Data Analysis and Coding Procedure 
Once all the interviews were recorded and transcribed, the following three-step coding procedure 
(adopted from Creswell, 2013; Neuman, 2011) was implemented to organise the data into 
conceptual categories and generate relevant themes: 
First, during the open coding phase the researcher attempts to condense the database into a small 
set of themes and salient categories. At this point, the researcher is open to emerging themes or 
changing predefined codes. The outcome of the open coding phase is an initial set of categories 
or concepts which characterise the phenomenon under study.   
Second, in the axial coding phase the focus is shifted from actual data to the coded themes. At 
this stage, the researcher’s concern is to make connections among themes and/or to gain better 
insights into the concepts that the themes represent. Thus, axial coding helps clarify the 
relationships between concepts and themes on one hand, and reinforces the connection between 
themes and data on the other. The results from the axial coding phase may be organised into visual 
models (e.g., concept map) or tables (e.g., coding pattern) that present the relationships among 
concepts and/or between concepts and evidence. 
Finally, during the selective coding phase, the researcher selectively searches for major themes 
that guide the research process and tries to elaborate on these themes. These elaborations may be 
articulated in a form of propositions (hypotheses) or statements that interrelate the major 
themes/concepts (Creswell, 2013).     
The above coding procedure ensures that the researcher remains open to creating new themes or 
exploring new concepts beyond what existing literature offers (Neuman, 2011). Since the 
interview guideline in this study was initially developed from the existing literature, there was a 
possibility to fall into a verification coding trap. The verification coding occurs in circumstances 
  
139 
 
when the literature, rather than the data, becomes the major source for the coding process 
(Richards, 2009). As a result, the researcher may try to overfit the data into a pre-existing coding 
frame (i.e., theoretical coding), rather than identifying the themes from the data themselves (i.e., 
inductive coding) (Braun & Clarke, 2006). By following the three-step coding procedure 
(Creswell, 2013; Neuman, 2011) described above, the current study remedies the likelihood of 
committing the verification coding fallacy. 
Once the qualitative data were coded and analysed, the results were triangulated against the 
literature to further investigate whether the emerging themes (or relationships) had been already 
addressed or investigated in the previous research. From there, the conceptual models were 
revised, leading to the development of the final research models with the relevant research 
hypotheses being proposed and modified (see Chapter 5 for further details). 
The remaining part of the chapter will detail the quantitative component of the research for two 
reasons: (a) as stated earlier this research follows a QUANT-dominant mixed method strategy, in 
which the major emphasis is on theory verification/validation through hypothetical-deductive 
quantitative methods; and (b) the qualitative research method has already been discussed in detail 
in Chapter 5. Therefore, from here onwards the discussion is concentrated on elaborating on the 
procedures through which quantitative data are collected, analysed, and interpreted. 
6.4.2. Quantitative Research Method 
In this study, survey research was chosen as the method of collecting quantitative data. According 
to Straub, Boudreau, and Gefen (2004), survey research can be adopted when the researcher aims 
to examine a theoretical model and relevant hypotheses. Using survey research, an inquirer studies 
a small sample and provides a quantitative and numeric description of attitudes, behaviours, or 
trends for a population, from which that sample is derived (Creswell, 2014). Several advantages 
of using survey research are identified in the literature including, (a) generating standardised data; 
(b) replicability; and (c) generalisability of findings (Rea & Parker, 2005). Hence, the survey 
technique – as a well-suited data collection method for the hypothetic-deductive nature of research 
(Neuman, 2011) – was chosen as it is in line with the aims of the current study. 
Mail-out and web-based surveys are considered as two main implementation methods for 
collecting survey research data. In the current study, a web-based survey was carried out in order 
to collect quantitative data. Compared to other methods (e.g., Mail-out, Telephone, and In-person 
surveys), the web-based survey offers several benefits discussed below. 
First, the global reach of the internet enables web-based surveys to obtain information from 
respondents living in geographically distant and remote areas. Moreover, the internet penetration 
has nowadays reached to the extent where the main drawback of using web-based surveys (i.e., 
non-representativeness) has disappeared (Scholl, Mulders, & Drent, 2002). Second, the speed and 
timeliness of web-based surveys considerably reduces the data collection period as well as the 
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time required for data entry and analyses (Evans & Mathur, 2005). Third, the availability of 
advanced survey software and services (e.g., Survey Monkey, Qualtrics, and Google Forms) 
reduces the costs associated with preparation and administration of web-based surveys. Fourth, 
low costs and the simplicity of sending out emails increase the ease of follow-up and sending 
reminders in web-based surveys (Sauermann & Roach, 2013). Finally, research indicates that the 
use of web-based surveys could result in response rates as high as or higher than mail-out surveys 
(Barrios, Villarroya, Borrego, & Ollé, 2011; Baruch & Holtom, 2008). 
If not properly designed and administrated, the following weaknesses of web-based surveys could 
cause potential challenges for the researcher. First, the impersonal nature of web-based surveys 
may demotivate respondents to participate in the survey (Evans & Mathur, 2005). Second, privacy 
and security concerns may reduce respondents’ willingness to participate in web-based surveys 
(Fan & Yan, 2010). Even though some research indicates that better response rates could be 
achieved via web-based surveys, the general consensus is that web-based surveys could at best 
result in response rates equal to other methods of survey research (Evans & Mathur, 2005; Shih 
& Fan, 2009). 
This study recognises these shortcomings, and therefore applies a number of procedural remedies 
– including ‘opt out’ options, personalised messages, and incentives (see Appendix 6.2) – to 
reduce or eliminate the challenges associated with the web-based survey method (Evans & 
Mathur, 2005; Fan & Yan, 2010; Göritz, 2006; Selm & Jankowski, 2006). Figure 6.2 summarises 
the key benefits and weaknesses of the web-based survey method as well as the relevant 
procedural remedies applied in this research.  
Global reach 
Speed and 
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Ease of data entry 
and analysis 
Low preparation and 
administration cost 
Ease of follow-up 
Attributes of 
web-based 
surveys  
Perception as junk 
mail 
Impersonal 
Privacy and security 
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Low response rate 
‘Opt out’ option; Brief email 
Including respondent names in 
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Ensuring confidentiality; Collecting 
unidentifiable information 
Follow-ups and reminders; 
Incentive(s); Survey quality check 
Strengths Potential 
Weaknesses 
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implemented 
(adopted from Evans and Mathur, 2005, p. 197) 
Figure 6.2. Strengths, weaknesses of web-based survey research and procedural 
remedies adopted in the study 
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The survey data collection procedure includes the following three steps: (1) devise measures of 
concepts/variables; (2) decide on a target population, sample frame, and sample size; and (3) 
administer the research instrument and collect data (Bryman, 2012; Neuman, 2011). The 
following sections include a detailed description of each of these three steps conducted in this 
study. 
6.5. Instrument Design 
MacKenzie, Podsakoff, and Podsakoff (2011) proposed a guideline of a scale development 
procedure in order to ensure that the survey instrument and data collection process are reliable, 
valid and rigorous. This procedure involves a series of steps starting with (a) the 
[re]conceptualisation of research constructs and development of measures; followed by (b) the 
scale evaluation and refinement; and finalising with (c) the scale validation. Table 6.2 provides 
an overview of the scale development steps taken in this study and the corresponding 
sections/chapters where each step is discussed. 
Table 6.2. Summary of scale development and validation procedure* 
Step Description Key Actions Techniques Used Section/Chapter 
Conceptualisation and 
development of 
measures 
- Construct domain specification 
- Generate relevant items for each 
construct 
- Literature review 
- Qualitative research  
- Experts opinion 
- Section 6.5.1 
- Section 6.5.2 
Scale evaluation and 
refinement 
- Assess content validity of the items 
- Scale purification and refinement 
- Pretesting 
- Pilot study 
- Section 6.5.3 
- Section 6.5.4 
Validation - Assessment of unidimensionality 
- Construct validity 
- Final reliability 
- Confirmatory factor 
analysis 
- Convergent/Discriminant 
validity 
- Construct reliability 
- Chapter 8 
* Adopted from MacKenzie et al. (2011) 
6.5.1. Step One: Constructs Domain Specification 
The first stage of scale development procedure is to define the conceptual domain of constructs 
(MacKenzie et al., 2011). During this phase, the researcher identifies the focal property of each 
construct and the entity to which they apply. This is accompanied by specifying an unambiguous 
operational definition for constructs in a manner that is consistent with previous theoretical and 
empirical research (MacKenzie, 2003). By adequately defining the construct domain, the 
researcher ensures that (a) what the construct refers to is precisely specified; (b) the measures are 
developed in a way that they truly represent the construct; and (c) any conclusion about the 
relationships among constructs is not contaminated by the poor definition of focal constructs 
(MacKenzie, 2003; MacKenzie et al., 2011). 
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The theoretical definition of study constructs was presented in Chapters 3 and 4, with additional 
clarifications provided in Chapter 5, where the results of the qualitative research phase were 
discussed and the final research models proposed. The major modifications after the qualitative 
data analysis included the refinement of the Social Influence construct to comprise top 
management, competitors, and applicants as three major social forces in SR technology adoption 
decisions (see Section 5.4.4). Moreover, the Referent Network Size construct was substituted with 
the newly emerged construct of Applicant Readiness since both concepts represent a similar 
notion (see Section 5.4.4.3). Lastly, the concept of Recruitment Efficiency – as the operational 
pre-hire outcome of SR technology adoption – underwent some modification to finally comprise 
of three operational constructs, which are Time-to-Fill, Cost-per-Hire, and Recruitment Quality 
(see Section 5.4.4.4).  
Based on the guidelines provided by MacKenzie et al. (2011), Table 6.3 specifies the domain of 
study constructs by explaining (a) the property of constructs; (b) the entity to which they apply; 
and (c) their operational definitions. The domain of constructs included in the research Model 1 
and Model 2 are therefore fully justified. 
Table 6.3. Domain specification and conceptualisation of study constructs 
Construct Name Entity General Property Operational Definition Source(s) 
RESEARCH MODEL 1 
Perceived 
Complementarity 
Person Perceptions about the 
availability of 
complementary services. 
The extent to which an individual 
perceives the availability of 
complementary goods and services for 
a given technology.  
Lin and 
Bhattacherjee 
(2008a); Lin and 
Lu (2011) 
Applicant 
Readiness 
Person Perceptions of 
applicants’ willingness 
and technology 
penetration. 
The extent to which the applicants, 
with whom the organisation has direct 
ties, are perceived to be actively and 
explicitly using social recruiting (SR) 
technologies for employment 
purposes 
Self-developed 
based on: Teo et 
al. (2003); Zhu 
et al. (2003) 
Top Management 
Support 
Person Perceptions of support 
offered by top 
management in adopting 
new technology. 
The extent to which top management 
is perceived to provide necessary 
support, involvement, resources, and 
commitment in adopting a technology. 
Bruque and 
Moyano (2007); 
Igbaria, 
Zinatelli, Cragg, 
and Cavaye 
(1997) 
Perceived Success 
of Competitors 
Person Perceptions of 
competitors’ success in 
adopting new 
technology. 
The extent to which competitors who 
have adopted a technology are 
perceived to have greatly gained 
benefit. 
Teo et al. (2003) 
Facilitating 
Conditions 
Person Perceptions of the 
availability of resources 
for technology adoption. 
The degree to which an individual 
believes that an organisational and 
technical infrastructure exists to 
support use of the system. 
Venkatesh et al. 
(2003) 
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Strategic Partner Person Perceptions of HR 
positioning within 
organisation. 
The extent to which HR role is 
perceived to be focused on strategy 
formulation and HR functions are 
aligned with business strategy.  
Ulrich (1997); 
Ulrich and 
Brockbank 
(2005) 
Change Agent Person Perceptions of HR 
positioning within 
organisation. 
The extent to which HR role is 
perceived to be focused on initiating 
and managing organisation 
transformation and change. 
Ulrich (1997); 
Ulrich and 
Brockbank 
(2005) 
Administrative 
Expert 
Person Perceptions of HR 
positioning within 
organisation. 
The extent to which HR role is 
perceived to be focused on designing 
and delivering efficient and effective 
processes. 
Ulrich (1997); 
Ulrich and 
Brockbank 
(2005) 
Employee 
Champion 
Person Perceptions of HR 
positioning within 
organisation. 
The extent to which HR role is 
perceived to be focused on short term 
problem solving and support of 
employees and managers in day-to-
day matters. 
Ulrich (1997); 
Ulrich and 
Brockbank 
(2005) 
Personal 
Innovativeness 
Person Personal willingness to 
try out new technology. 
The extent to which an individual is 
willing to try out any new information 
technology. 
Agarwal and 
Prasad (1998a, 
1998b) 
Performance 
Expectancy 
Person Perceptions about the 
usefulness of 
technology. 
The degree to which an individual 
believes that using a system will help 
attain gain in job performance. 
Venkatesh et al. 
(2003) 
Effort Expectancy Person Perceptions about the 
complexities of 
technology. 
The degree of ease associate with 
using a system. 
Venkatesh et al. 
(2003) 
Attitude Person Internal belief towards a 
certain behaviour. 
Internal belief that performing a 
behaviour will lead to certain 
outcomes. 
Moore and 
Benbasat (1996) 
Intention Person Motivational factors that 
influence the behaviour. 
The motivational factors that 
influence the behaviour and indicate 
how hard people are willing to try or 
how much effort they would exert to 
perform a specific behaviour. 
Armitage and 
Conner (2001) 
RESEARCH MODEL 2 
Extent of Use 
 
Person Perceptions of the extent 
to which a given 
technology is used. 
The intensity, frequency and diversity 
of technology use. 
Thompson et al. 
(1991); 
Venkatesh et al. 
(2003) 
Cost per Hire Person Perceived ‘Operational’ 
pre-hire outcome 
accruing from 
technology use. 
Perceptions of the costs incurred for 
sourcing and procuring the right 
candidate. 
Martin and Raju 
(1992); 
Sangeetha 
(2010) 
Time to Fill Person Perceived ‘Operational’ 
pre-hire outcome 
accruing from 
technology use. 
Perceptions of the timespan between 
the first advertisements of a vacancy 
and the final staffing. 
Han and Han 
(2009); 
Holtbrügge et al. 
(2010) 
Recruitment 
Quality 
Person Perceived ‘Operational’ 
pre-hire outcome 
accruing from 
technology use. 
Perceptions of the extent to which a 
given recruitment method results in 
better quality of hire. 
Chapman and 
Webster (2003); 
Han and Han 
(2009) 
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Candidate 
Relationship 
Management 
Person Perceived ‘Relational’ 
pre-hire outcome 
accruing from 
technology use. 
The extent to which a given 
recruitment method is perceived to 
help establish personally customised 
relationship with job candidates. 
Self-developed 
based on: Keim 
and Fritsch 
(2009); 
Strohmeier 
(2013) 
Employer 
Reputation 
Person Perceived 
‘Transformational’ pre-
hire outcome accruing 
from technology use. 
The extent to which a given 
recruitment method is perceived to 
help improve the representation of a 
firm’s overall appeal. 
Dineen and 
Williamson 
(2012); Collins 
and Han (2004) 
 
6.5.2. Step Two: Generating Relevant Items 
Once the study constructs were defined, the next step was to generate a set of items (measures) 
that could represent the conceptual domain of each construct (MacKenzie et al., 2011, p. 304). 
According to MacKenzie et al. (2011), representative items can be produced through (a) 
reviewing the existing literature; (b) deducting items from the theoretical definition of constructs; 
(c) existing measures already developed in previous research; and (d) interviewing experts or 
representatives of the population to which the constructs are expected to generalise. 
Where possible, this study has adopted the previously validated measures (i.e., items) in order to 
eliminate any potential risks associated with the lack of reliability or validity of the measurement 
instrument (DeVellis, 2012; Nunnally & Bernstein, 1994). Where required, the insights from 
qualitative exploratory study, expert opinions, and existing literature were taken into account as 
supplementary sources for developing additional items; specifically in measuring the pre-hire 
outcomes of SR technology adoption.  
Where needed, the wording of items was also altered to make them applicable to the context as 
well as the target population of this study. This step was an essential step since the majority of 
existing measures have been developed in different contexts (e.g., Information Technology, 
Information Systems, Personal Computing, and Human Resource Information Systems) and for 
different target populations (e.g., individual end-users, and customers). Table 6.4 presents the 
items generated in order to operationalise key behavioural beliefs (i.e., constructs) related to the 
antecedents and pre-hire outcomes of SR technology adoption as depicted in the final research 
models. 
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Table 6.4. Sources and final re-worded items used in the web-based survey 
Construct Name Items used in prior research Reference Final re-worded items used in web-based survey for the current study 
RESEARCH MODEL 1 
Perceived 
Complementarity 
- A wide range of supporting tools is available on Facebook (e.g., 
photo sharing, message sharing, and video sharing). 
- A wide range of applications is available on Facebook. 
- A wide range of social activities on Facebook can be joined 
(e.g., fan pages). 
Lin and Lu 
(2011, p. 1160) 
prcmp1: A wide range of talent sourcing tools are available on SNWs. (e.g. 
recruiter licenses, talent searching tools)   
prcmp2: A wide range of business solutions are available on SNWs.  (e.g. 
advertisements, real-time analytics) 
prcmp3: A wide range of recruitment related activities can be performed using 
SNWs.  (e.g. job postings, advanced searching) 
Applicant Readiness - Percentage of the population willing to use credit card payment 
for online shopping. 
- Percentage of the population willing to use e-cash payment for 
online shopping. 
- Percentage of the population currently using the Internet for 
shopping. 
Self-developed 
based on Zhu et 
al. (2003)  
apprd1: Of the prospective job applicants we are interested in, many are 
willing to be contacted via SNWs. 
apprd2: Given the availability of potential candidates, it is impossible to fill 
our vacancies using SNWs. (r) 
apprd3: We are able to contact many of prospective candidates using SNWs. 
apprd4: Of the prospective job applicants that matter to us, many are likely to 
use SNWs for employment purposes. 
Top Management 
Support 
- Top management is aware of the benefits of HRIS. 
- Top management has allocated adequate resources for the 
adoption of HRIS. 
- Top management is strongly in favour of DSS. 
 
 
- Top management considers Internet adoption important. 
Teo et al. (2007, 
p. 52) 
Sanders and 
Courtney (1985, 
p. 93); Teo et al. 
(1997, p. 104) 
tms1: In our organisation, the top management is aware of the benefits of 
SNWs. 
tms2: Top management is willing to allocate the necessary resources for the 
adoption of SNWs. 
tms3: In our organisation, the top management is strongly in favour of the 
use of SNWs as business tools. 
tms4: Top management considers SNWs as important business tools. 
Perceived Success of 
Competitors 
My main competitors that have adopted FEDI … 
- … Have benefitted greatly. 
- … Are perceived favourably by others in the same industry. 
- … Are perceived favourably by customers. 
Teo et al. (2003, 
p. 48) 
psc1: Our main competitors that have adopted SNWs … 
… Have benefited greatly. 
psc2: … Are likely to be perceived as more successful in attracting 
prospective candidates by others in the same industry. 
psc3: … Are likely to be perceived favourably by prospective job applicants. 
  
 
 
146 
- … Are more competitive. Liu et al. (2010, 
p. 382) 
psc4: … Are likely to be perceived as more competitive in attracting talent. 
Facilitating Conditions - I have the resources necessary to use the system. 
- I have the knowledge necessary to use the system. 
- A specific person (or group) is available for assistance with 
system difficulties. 
- Sufficient technological resource to adopt e-market. 
 
Venkatesh et al. 
(2003; p. 460) 
Duan, Deng, and 
Corbitt (2012, p. 
307) 
fcon1: Our organisation has sufficient financial resources to use SNWs for 
recruitment purposes. 
fcon2: Our HR personnel have sufficient knowledge to use SNWs for 
recruitment purposes. 
fcon3: A specific person (or group) is available for assistance with 
difficulties in using SNWs. 
fcon4: Our organisation has sufficient technological resources to support the 
use of SNWs for recruitment purposes. 
Strategic Partner - HR spends time on … strategic issues. 
- HR works to … align HR strategies and business strategies. 
- HR is seen as a … business partner. 
Ulrich (1997; pp. 
49-50) 
sp2: The amount of time HR spends on … Strategic issues. 
sp3: HR's priority towards … Aligning HR strategies with business 
strategies. 
sp4: The significance of the … business partner role … currently played by 
HR within your organisation. 
Change Agent - HR spends time on … supporting new behaviours for keeping 
the firm competitive. 
- HR works to … reshape behaviour for organisational change. 
- HR is seen as a … change agent. 
Ulrich (1997; pp. 
49-50) 
ca2: The amount of time HR spends on … Supporting the new behaviours 
to keep the firm competitive. 
ca3: HR's priority towards … Reshaping behaviour for organisational 
change. 
ca4: The significance of the … change agent role … currently played by 
HR within your organisation. 
Employee Champion - HR spends time on … listening and responding to employees. 
- HR works to … offer assistance to help employees meet family 
and personal needs. 
- HR is seen as a … champion of employees. 
Ulrich (1997; pp. 
49-50) 
ec2: The amount of time HR spends on … Listening and responding to 
employees. 
ec3: HR's priority towards … Offering assistance to help employees meet 
family and personal issues. 
ec4: The significance of … A champion of employees role … currently 
played by HR within your organisation 
Administrative Expert - HR spends time on … operational issues. 
- HR works to … monitor administrative processes. 
- HR is seen as a … an administrative expert. 
Ulrich (1997; pp. 
49-50) 
ae2: The amount of time HR spends on … Operational issues. 
ae3: HR's priority towards … Conducting HR administrative processes. 
ae4: The significance of the … Administrative expert role … currently 
played by HR within your organisation. 
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Personal Innovativeness - If I heard about a new information technology, I would look for 
ways to experiment with it. 
- Among my peers, I am usually the first to try out new 
information technologies. 
- In general, I am hesitant to try out new information 
technologies. (r) 
- I like to experiment with new information technologies. 
Agarwal and 
Prasad (1998b, p. 
210) 
 
inn1: If I heard about a new technology, I would look for ways to 
experiment with it. 
inn2: Among my peers, I am usually the first to try out new technologies. 
inn3: In general, I am hesitant to try out new information technologies. (r) 
inn4: I like to experiment with new technologies. 
Performance 
Expectancy 
- Using the system enables me to accomplish tasks more quickly. 
- I would find the system useful in my job. 
- If I use the system, I will increase my chances of getting a raise. 
- Using the system increases my productivity. 
Venkatesh et al. 
(2003; p. 460) 
prfe1: SNWs enable us to accomplish recruiting related tasks more quickly. 
prfe2: HR personnel find SNWs useful in their jobs. 
prfe3: If we use SNWs, our chance of a successful recruitment will increase. 
prfe4: Using SNWs increases the productivity of HR personnel. 
Effort Expectancy - DW [Data Warehousing] is cumbersome to implement and use 
within our company. 
- Learning to operate the system is easy for me. (r) 
- My interaction with the system would be clear and 
understandable. (r) 
- It would be easy for me to become skilful at using the system. (r) 
Ramamurthy et 
al. (2008, p. 838) 
Venkatesh et al. 
(2003; p. 460) 
effe1: SNWs are difficult to implement and use within our company. 
effe2: Learning to operate SNWs for recruitment purposes requires a lot of 
effort. 
effe3: The interaction of HR personnel with SNWs is clear and 
understandable. (r)  
effe4: It is easy to become skilful at using SNWs for recruiting purposes. (r)  
Attitude - E-HRM is an improvement over traditional HRM. 
- HR should make more use of electronic applications. 
- The outcome of using E-HRM should be positive. 
 
 
- Using the CRC [Computer Resource Centre] is a wise idea. 
- Using the CRC [Computer Resource Centre] is a valuable idea. 
Voermans and 
van Veldhoven 
(2007); personal 
contact. 
Taylor and Todd 
(1995, p. 173) 
att1: In my opinion, using SNWs for recruitment purposes is an 
improvement over traditional methods. 
att2: I believe that HR should make more use of SNWs. 
att3: In my opinion using SNWs for recruitment purposes is a wise 
decision. 
att4: I think the outcome of using SNWs for recruitment purposes should 
be positive. 
att5: I believe that using SNWs in our organisation is a valuable idea. 
Intention - My organization intends to adopt virtual worlds. 
- It is likely that my organisation will further explore the 
possibility to adopt virtual worlds. 
Yoon and George 
(2013, p. 787) 
(Yoon & George, 
2013, p. 787) 
int1: If it becomes available in our organisation, we intend to use SNWs for 
recruitment purposes. 
int2: It is likely that our organisation would further explore the possibility 
of using SNWs for recruitment purposes. 
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- It is likely that my organization will take steps to adopt virtual 
worlds in the future. 
int3: It is possible that our organisation would take steps to incorporate 
SNWs into current recruitment methods in near future. 
Adoption A binary (dichotomous) measure of adoption: 
a) Non-adopters 
b) Adopters 
Kuan and Chau 
(2001); Teo et al. 
(2007); Thong 
(1999) 
adoption: A trinary (trichotomous) measure of adoption: 
0) Non-adopters (Rejecters) 
1) Laggards (Later-adopters). 
2) Adopters (Continuing Adopters). 
RESEARCH MODEL 2 
Extent of Use Please choose your usage frequency for each of the following: 
- … SMS 
- … MMS 
- … Ringtone and logo download 
- … Java games 
- … Browse websites 
- … Mobile e-mail 
- The intensity of job-related PC [Personal Computers] use 
(minutes per day at work) 
- The variety of applications the PC is used for (generating 
reports, etc.) 
Self-developed 
based on 
Venkatesh et al. 
(2012, p. 178) 
Thompson et al. 
(1994, p. 187) 
use1: 
HR personnel’s SNWs use for … 
… Searching for candidates. 
use2: … Establishing initial contacts 
use3: … Background review and reference check 
use4: … Disseminating information 
use5: … Advertising job vacancies 
use6: … Developing professional networks 
use7: … Creating or maintaining a group or page on SNWs for the 
organisation 
use8: A by-product of the responses to adpb1 to adpb7 questions*. 
ues9a: HR uses SNWs for business purposes many times per week. 
use9b: HR uses SNWs at work for variety of purposes. (e.g., advertising job 
vacancies, posting information, background review etc.) 
Cost-per-Hire - Using technology-based HR has helped us decrease the costs to 
fill positions. 
Self-developed 
based on 
Chapman and 
Webster (2003; 
p.115) 
cost1: 
The adoption of SNWs has helped our organisation … 
… Reduce costs incurred to get a qualified candidate to accept an 
offer. 
cost2: … Reduce the sourcing and marketing costs incurred to bring in the 
right candidate. 
Time-to-Fill - The timespan between the first advertisements of a vacancy and 
the final staffing 
Self-developed 
based on 
Holtbrügge et al. 
(2010, p. 447) 
time1: 
The adoption of SNWs has helped our organisation … 
… Reduce the time span between the first advertisement of a vacancy 
and the acceptance of offer by a job candidate. 
  
 
 
149 
- Current recruitment practices could help us quickly attract 
qualified applicants. 
Han and Han 
(2009; p. 2231) 
time2: … Reach the relevant candidates in a shorter amount of time. 
- Using technology-based HR has helped us reduce time to fill 
positions. 
Chapman and 
Webster (2003; 
p.115) 
time3: … Zero-in faster on ideal job candidates. 
Recruitment Quality Using technology-based HR has helped us … 
- … Reach more qualified applicants. 
- … Access consistent information across candidates. 
- … Test for technical expertise. 
 
 
- Current recruitment practices could help us recruit 
qualified/experienced/scarce employees. 
Self-developed 
based on 
Chapman and 
Webster (2003; 
p.115) 
Han and Han 
(2009; p. 2231) 
qual1: 
The adoption of SNWs has helped our organisation …  
… Expand the job candidate reach beyond their personal networks. 
qual2: … Target the passive candidates who might not otherwise apply for 
the job vacancy advertised. 
qual3: … Better recruit for positions that require certain skills. 
qual4: … Attract qualified and scarce candidates. 
qual5: … Get more information about job candidates to better assess them. 
qual6: … Target a specific job level to recruit for (e.g. entry level, managers, 
executives). 
Candidate Relationship 
Management 
 Self-developed 
based on 
Gillenson and 
Sanders (2005) 
carm1: 
The adoption of SNWs has helped our organisation … 
… Engage with a large number of potential job applicants. 
carm2: … Establish personal contacts with prospective candidates. 
carm3: … Deliver a custom experience unique to each prospective candidate. 
carm4: … Learn about potential job applicants on an individual basis. 
carm5: … Create and retain relationships with potential candidates. 
Employer Reputation Using technology-based HR has helped us … 
- … Promote organisational image. 
- … Present a consistent image of the company. 
- … Project a high-tech image. 
- The reputation of this company as being and excellent 
employer. 
- The reputation of this company for providing an exceptional 
work environment.  
Self-developed 
based on: 
Chapman and 
Webster (2003; 
p.115) 
Dineen and 
Williamson 
(2012; p. 350) 
 
rep1: 
The adoption of SNWs has helped our organisation … 
… Promote the status of the firm as a ‘company to work for’. 
rep2: … Communicate what sets our company apart from others. 
rep3: … Align our employer brand with the organisation’s overall brand. 
rep4: … Position the company as an 'employer of choice'. 
rep5: … Showcase what makes our company a special work environment. 
Note: (r) symbolises ‘reversed’ statements. Following Brown and Venkatesh (2005, p. 452) recommendation on instrument design, in the final survey “I”, “my” and “me” was replaced by “we”, “us” and “our”. 
* use8 item was created by counting those recruitment functions (use1 to use7) for which the response was “2 or greater” on a seven-point Likert scale. 
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With some exceptions, the majority of measurement scales that were used to operationalise the 
study constructs were grounded in previous research and theory. Except for the final dependent 
variable in research Model 1 (i.e., Adoption, which had a trichotomous measure), all indicators 
representing latent constructs were measured using a seven-point Likert scale ranging from (1) 
strongly disagree to (7) strongly agree. According to Nunnally (1978; as cited in Neuman, 2011), 
an increase in the number of scale steps (anchors) – from 2 through 20 – results in rapid increase 
in the scale reliability. However, this increase tends to level off at about seven points, making a 
seven-point Likert scale the most widely used in survey research (Neuman, 2011). A number of 
statements (indicators) were worded in the alternative direction/reversed (later recoded during the 
data preparation phase) and interspersed across the survey to minimise the risk of response bias11 
and ‘mechanistic responses’ (Ramamurthy, Sen, & Sinha, 2008, p. 826). 
Measures in Research Model 1 
Perceived Complementarity was measured by three indicators previously developed by Lin and 
Lu (2011). These indicators were reworded to become more compatible with the context of this 
study. An example item is reworded as ‘a wide range of recruitment related activities can be 
performed using SNWs. (e.g., job postings, advanced searching)’. 
Applicant Readiness was operationalised with four items specifically developed for this study 
based on the qualitative research findings (see Chapter 5), previous literature, and the experts’ 
judgment. Therefore, applicant readiness comprised of SNWs penetration on one hand and 
applicants’ willingness on the other. Following Zhu et al.’s (2003) approach in developing the 
customer readiness construct, two items were developed to assess each aspect of the Applicant 
Readiness construct. More specifically, apprd2 and apprd3 were constructed to measure SNWs 
penetration while apprd1 and apprd4 aimed to measure applicants’ willingness (see Table 6.4. 
for item contents). 
Top Management Support was assessed by four items adopted from previous research (e.g., 
Bruque & Moyano, 2007; Igbaria et al., 1997). These items also underwent minor changes to 
become applicable to the context of this study. An example item is ‘in our organisation, the top 
management is aware of the benefits of SNWs’. 
Four indicators represented Perceived Success of Competitors, three of which were adopted from 
a scale developed by Teo et al. (2003) and the remaining item from the work of Liu et al. (2010). 
A sample item is ‘our main competitors that have adopted SNWs are likely to be perceived as 
more competitive in attracting talent’. 
                                                     
11 Response bias is the tendency to answer a large number of items in the same way due to survey respondents’ laziness or their 
psychological predisposition (Neuman, 2012; p. 229). 
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Facilitating Conditions, Performance Expectancy, and Effort Expectancy were operationalised 
using a scale developed by Venkatesh et al. (2003). A supplementary item was added to 
Facilitating Conditions (adopted from Duan et al., 2012) and Effort Expectancy (adopted from 
Ramamurthy et al., 2012) respectively. Hence, each of these constructs was measured by four 
indicators (see Table 6.4 for example items). 
Strategic Partner, Change Agent, Employee Champion, and Administrative Expert (i.e., HR role 
preferences) were operationalised using ‘Human Resource Role-Assessment Survey’ (Ulrich, 
1997), in which each HR role was measured by ten indicators. Due to constraints in web-based 
survey length, coupled with supporting evidence from previous research, only three items were 
adopted to measure each of the four HR role preferences. The choice of these three items were 
strongly supported in previous studies that also used the streamlined items for empirical testing 
(e.g., Bondarouk & Ruël, 2012; Raub et al., 2006; Voermans & van Veldhoven, 2007).  
Attitude was measured using five items adopted from Taylor and Todd (1995) and Voermans and 
van Veldhoven (2007). A sample item is ‘I think the outcome of using SNWs for recruitment 
purposes should be positive’.  
Intention was operationalised through a three-indicator scale adopted from Yoon and George 
(2013). These items were specified in a way to incorporate essential elements of intentions, 
including: action (adoption or continued use), target (SR technologies), time (near future), and 
context (organisation) (see Ajzen & Fishbein, 1980). A sample item is ‘It is possible that our 
organisation would take steps to incorporate SNWs into current recruitment methods in near 
future’.  
It is important to note that the final survey questionnaire was distributed among both ‘adopters’ 
and ‘non-adopters’ of SR technologies. This necessitated the use of two sets of items, with 
different wordings, to measure Intention: one operationalising the adoption intention (to be 
answered by non-adopters) and one operationalising continued adoption intention (to be answered 
by adopters) (see Karahanna et al., 1999; Moore & Benbasat, 1991 for further details). This issue 
will be discussed in more detail in the later section. 
The final dependent variable, Adoption, was directly operationalised by a statement indicating 
whether the respondents’ organisations had adopted SR technologies or not. In line with Rogers 
(2003) classification of adoption decisions, respondents were classified as: 1 = ‘non-adopters’ if 
their organisations had not adopted SR technologies and had no plan to do so in future (rejecters); 
2 = ‘laggards’ if their organisations had not yet adopted SR technologies but planned to do so in 
future (later adopters); and 3 = ‘adopters’ if their organisations had already adopted and planned 
to continue using SR technologies in future (continuing adopters). The use of an observed 
surrogate measure for operationalising Adoption is very common practice in IT and HRIS research 
(e.g., Fichman, 2001; Jeyaraj et al., 2006; Strohmeier & Kabst, 2009; Teo et al., 2003; Teo et al., 
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2007). This measure was also used as a filtering question to redirect survey respondents to the 
appropriate set of Intention questions to complete. Consequently, non-adopters and laggards were 
redirected to answer adoption intention questions, whereas adopters were forwarded to complete 
continued adoption intention questions. 
Measures in Research Model 2 
Extent of Use was operationalised by measuring the intensity, frequency and diversity of the SR 
technology use (Thompson et al., 1994; Venkatesh et al., 2012). Following Venkatesh et al. 
(2012), a list of seven popular recruitment related functions – commonly conducted via SR 
technologies – was provided and respondents were asked to indicate their usage intensity for each 
function using a seven-point Likert scale ranging from 1 = Never to 7 = All the time. These 
recruitment functions were identified using the results of the exploratory qualitative phase, 
relevant literature, and experts’ judgement. Respondents were also asked to give their level of 
dis/agreement on the frequency and diversity of SR technology use with two additional items 
based on Thompson et al. (1994). These items are ‘HR uses SNWs for business purposes many 
times per week’; and ‘HR uses SNWs at work for variety of purposes’. Lastly, an additional 
measure (i.e., use8) was created to calculate the diversity of use by counting those recruitment 
functions for which response for intensity of use was “2 = rarely” or greater on a seven-point scale 
(see Thompson et al., 1994 for more details). 
Time-to-Fill, Cost-per-Hire, and Recruitment Quality constructs were operationalised using self-
developed measures based on the previous research (e.g., Chapman & Webster, 2003; Han & 
Han, 2009; Holtbrügge et al., 2010). First, three items were generated to measure respondents’ 
perceptions towards the time invested in recruiting via SR technologies (Chapman & Webster, 
2003; Han & Han, 2009). Second, respondents’ perception of recruiting costs was measured by 
two self-developed items based on Chapman and Webster (2003). Lastly, respondents’ perception 
of ‘quality of hire’ was operationalised using six items. Three items were generated to measure 
the effects of SR technologies in recruiting qualified, experienced, and scarce employees (Han & 
Han, 2009). The remaining three items were developed from interview results and aimed to 
capture the unique features of SR technologies with respect to ‘quality of hire’. These items 
assessed the ability of SR technologies to (a) identify passive candidates, (b) target recruiting, and 
(c) expand recruiters’ reach beyond their personal networks (see Table 6.4 for items). 
Items measuring respondents’ perceptions towards Candidate Relationship Management were 
developed using extant review of the relevant literature (i.e., employee relationship management; 
relationship marketing, and customer relationship management). More specifically, five basic 
premises of employee relationship management in the Internet environment, identified by 
Gillenson and Sanders (2005), were taken into consideration for developing relevant items. These 
premises are (1) dealing with a large number of individuals; (2) establishing personal contacts; 
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(3) learning about the people on an individual basis; (4) customising contacts with the people; and 
(5) creating relationships with valuable individuals (Gellenson and Sanders, 2005). As a result, 
five items were generated to measure respondents’ perceptions towards candidate relationship 
management. A sample item is ‘the adoption of SNWs has helped our organisation learn about 
potential job applicants on an individual basis’. 
Employer Reputation was operationalised based on subjective perception of respondents on a 
five-item scale. Although objective reputation rankings of organisations (such as 
BusinessWeek50, or Fortune100 rankings) were used in previous studies (e.g., Collins & Han, 
2004; Pfarrer, Pollock, & Rindova, 2010; Turban & Cable, 2003), such rankings are neither 
available for Australia nor applicable to the context of this study. Moreover, there are serious 
limitations with the use of third party rankings as a proxy of employer reputation, including 
compilation methodology, narrow focus, and bias toward large US firms (Chandler, Haunschild, 
Rhee, & Beckman, 2013, p. 227). Hence, similar to several previous studies of employer 
reputation, this research relied on respondents’ perceptions of employer reputation (e.g., Cable & 
Graham, 2000; Dögl & Holtbrügge, 2013; Holtbrügge et al., 2010). A sample item is ‘the adoption 
of SNWs has helped our organisation showcase what makes our company a special work 
environment’. 
Control Variables 
Age was operationalised using a single item with an ordered categorical scale. Respondents’ 
Gender was measured by a single nominal item and coded as 1 = Male, and 2 = Female (see 
Appendix 6.1 for items measuring control variables). The measure of Personal Innovativeness 
was directly adopted from Agarwal and Prasad’s (1998) four-item scale of ‘Personal 
Innovativeness in the domain of Information Technology (PIIT)’ (p. 210). A sample item is ‘If I 
heard about a new technology, I would look for ways to experiment with it’.  
Functional Orientation of HR was measured based on Gardner et al. (2003), by asking the 
respondents to specify their job title using a multiple choice item (see Appendix 6.1). Based on 
their responses to job title, the respondents were then grouped into two categories ‘HR Generalist’ 
versus ‘Recruitment Specialist’ and were coded accordingly. In doing so, chief executive officers, 
general managers, HR directors/managers/generalists, and line managers were coded as ‘1 = HR 
Generalist’; whereas staffing/recruiting experts and recruitment managers were coded as ‘2 = 
Recruitment Specialists’ (see Table 7.5 in Chapter 7 for more details). 
Configurations of HRM components were operationalised by following Strohmeier and Kabst 
(2009) approach: First, respondents were instructed to indicate the extent of HRM 
Institutionalisation on a seven-point bipolar scale from 1 = ‘my organisation has no formal HRM’ 
to 7 = ‘my organisation has a fully developed in-house HRM’. Second, in order to measure HRM 
Comprehensiveness, respondents were asked to choose the functions that are frequently 
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performed in their respective organisations from a list of 10 major HR functions12. The more HR 
functions are performed in a given organisation, the higher the degree of HRM 
comprehensiveness is expected to be (Strohmeier & Kabst, 2009). Third, the Strategic 
Orientation of HR was operationalised using a seven-point bipolar scale from 1 = ‘my 
organisation has no explicit HR strategy’ to 7 = ‘my organisation has an explicit HR strategy fully 
integrated with the organisation business strategy’. 
Organisation Size was measured categorically using the approach of grouping approximate 
number of employees. Respondents were asked to choose the category which best reflects the 
approximate number of employees currently working for their respective organisations. The 
categories were defined based on the Australian Bureau of Statistics’ (ABS, 2012) definition of 
small (less than 20 employees), medium (20 to 199 employees) and large organisations (200 and 
more employees).   
Organisation Industry was measured by asking the respondents to indicate the primary industry 
in which their organisation operates. Once the data was collected, three industry groups were 
generated based on the share amount of (a) stationary; and (b) clerical work in each group (see 
Section 3.6.2 for theoretical justifications). Subsequently, respondents’ organisations were 
dummy coded into one of the three industry groups (Strohmeier & Kabst, 2009). The first group 
was coded as 1 = low-tech industries with mainly non-stationary and non-clerical tasks. This 
group comprised organisations operating in ‘construction’, ‘agriculture’, ‘mining’, and 
‘transportation’ areas. The second group was coded as 2 = hybrid industries with mainly 
stationary but non-clerical tasks. Hybrid industries included organisations operating in 
‘manufacturing’, ‘retail’, and ‘education’ and ‘health care’ areas. The third and final group was 
coded as 3 = high-tech industries with mainly stationary and clerical tasks. This group comprised 
organisations operating in ‘banking’, ‘finance’, ‘high-tech manufacturing’, and ‘government’ 
areas (see Strohmeier and Kabst, 2009, p. 490 for more details). 
Additional Remarks 
As stated earlier, one predicament in developing the questionnaire items was the phrasing of 
questions (items) in a way that would make sense to the entire sample regardless of the 
respondents’ adoption status. This specifically became evident in designing items relevant to the 
Intention construct. For the adopters group, these items should measure the continued adoption 
intention whereas, for the non-adopters and laggards the items need to reflect the adoption 
intention. To overcome this wording issue, two versions of Intention items were developed in 
parallel (see Table 6.5).  
                                                     
12 These functions include: HR strategy and policy; Staffing; Training; Career Development; Performance Management; Payroll; 
Compensation and Reward; Health and Safety; Diversity and Work-Life Balance; and Employee Relations (Devanna, Fombrun, & 
Tichy, 1984) 
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Table 6.5. Alternative item wording for ‘adopters’ vs. ‘non-adopters’ and ‘laggards’ 
Item Label Adoption Intention for ‘Rejecters’ and 
‘Late Adopters’ 
Continued Adoption Intention for  
‘Adopters’ 
int1 If it becomes available in our organisation, we 
intend to use SNWs for recruitment purposes. 
Our organisation intends to continue using SNWs 
for recruitment purposes. 
int2 It is likely that our organisation would further 
explore the possibility of using SNWs for 
recruitment purposes. 
It is likely that our organisation would find ways 
to further improve the use of SNWs for 
recruitment purposes. 
int3 It is possible that our organisation would take 
steps to incorporate SNWs into current 
recruitment methods in near future. 
It is possible that our organisation would take 
steps to better incorporate SNWs to current 
recruitment methods. 
 
While editing the survey questionnaire online, a ‘display logic’ feature was added to the survey 
in order to redirect respondents to the relevant set of Intention items based on the adoption status 
of their firm. This is similar to the approach taken by Venkatesh et al. (2003) in their longitudinal 
study whereby “the tense of the verbs in the various scales reflected the timing of measurement” 
(p. 438). The use of alternative wording to measure the Intention construct is also consistent with 
Karahanna et al. (1999) study, in which the researchers developed two sets of questionnaires “one 
for adoption intention and one for continued use intention” (p. 191). Note that for analysis 
purposes the data from these two sets of questions were compiled to represent a unified construct 
that is Intention. 
6.5.3. Step Three: Survey Pre-testing 
Once the construct domains were identified, relevant items generated, and the survey instrument 
developed, a pre-test of the questionnaire was conducted using experts’ judgement. This step is 
the first attempt to get formal feedback from a highly controlled sample on the appropriateness 
and content validity of individual items and the whole instrument (Lewis, Templeton, & Byrd, 
2005). Participants in the pre-testing stage should be knowledgeable of the phenomenon under 
investigation and be selected in accordance with the determined unit of analysis (Lewis et al., 
2005, p. 392). 
In doing so, the initial version of the online questionnaire was sent to 10 academics (with research 
background in human resource management, innovation, information technology, and social 
media) as well as 5 HR managers with expertise in SR technologies. The pre-test respondents 
were asked to complete the survey at their own convenience and to provide feedback on 
instrument design matters including, (a) survey length and overall presentation; (b) wording, 
clarity, and sequence of items; and (c) ease and speed of completion. This was followed by 
interviews (lasting between 10 to 20 minutes) with all academics participating in the pre-testing 
phase as well as two of the HR managers who provided detailed comments about the survey 
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instrument. Based on the feedback provided from pre-test respondents, the following changes 
were implemented in the final design of the survey instrument: 
- Minor rewordings were made to the questionnaire items by replacing “I”, “my” and “me” with 
“we”, “us” and “our” in all relevant questions. This makes the items’ content more applicable 
to the organisational context of the study – as opposed to the individual end-users’ context in 
which the majority of the study measures had been developed for in the past (see Brown & 
Venkatesh, 2005). 
- Creating alternative anchor wordings for items measuring HR role preferences (i.e., Strategic 
Partner, Change Agent, Employee Champion, and Administrative Expert). Respondents 
unanimously stated that completing items measuring HR role preferences was an “exhaustive” 
and “burdensome” task. To overcome this problem, every four items were grouped together 
and then were randomly spread across the survey. Then, a new set of anchors was created for 
each group of items so that the groups are visually distinguishable from one another with 
minimum threat to the content validity of measures (see Appendix 6.1).  
- Redesigning items measuring Institutionalisation and Strategic Orientation of HRM from a 
seven-point bipolar scale to an interactive ‘drag-able slider bar’ in order to improve 
respondents’ engagement with the survey (see Appendix 6.1). 
- Reorganising the sequence of survey questions in a way that those items measuring dependent 
variables (such as Intention, Cost -per-Hire, Time-to-Fill, and Employer Reputation) follow, 
rather than precede, those measuring independent variables (Applicant Readiness, Effort 
Expectancy, and Extent of Use). This could reduce the potential ‘method bias’ associated with 
using self-report data (MacKenzie & Podsakoff, 2012). 
- Adding a ‘progress bar’ in order to indicate how far the participants are moving forward in the 
survey. 
- Finalising the content and format of invitation/reminders letters as well as the survey 
completion instruction. 
Overall, pre-test respondents did not raise any major issues related to the conceptual validity of 
constructs, relevant measures and the overall design of the survey instrument. 
6.5.4. Step Four: Pilot Study and Instrument Refinement 
Subsequent to the pre-testing phase, a pilot study was undertaken with 50 HR informants to 
further refine the survey instrument and ensure that items were interpreted properly. According 
to Lewis et al. (2005), participants in the pilot study should be selected from the same population 
to which the final survey is expected to be distributed. In view of this, the pilot study participants 
were randomly chosen from the sample database to which the final version of the survey 
instrument was to be administered (see Section 6.6 for more details). Respondents were asked to 
fill out the survey and provide feedback on the format of items, clarity of questions, as well as the 
overall presentation of the online survey. 
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The data obtained from the pilot study (35 complete responses) was examined for the 
completeness of responses and the measure of internal consistency (i.e., Cronbach’s alpha) 
(Brown & Venkatesh, 2005; Teo et al., 2003). Although the sample size of the pilot study was 
small, the internal consistency of the scales was found to be within an acceptable range. The 
Cronbach’s alpha for constructs’ scales ranged from .695 for Administrative Expert to .989 for 
Intention (see Table 6.6). 
Table 6.6. Internal consistency analysis of study constructs based on pilot data 
Construct Cronbach’s alpha Construct 
Cronbach’s 
alpha Construct 
Cronbach’s 
alpha 
Perceived 
Complementarity 
.882 Administrative Expert .695 Extent of Use 
 
.939 
Applicant Readiness .836 Employee Champion .896 Time to Fill .935 
Top Management 
Support 
.877 Personal 
Innovativeness 
.730 Cost per Hire .824 
Perceived Success of 
Competitors 
.943 Performance 
Expectancy 
.930 Recruitment Quality .960 
Facilitating 
Conditions 
.753 Effort Expectancy .745 Candidate Relationship 
Management 
.893 
Strategic Partner .750 Attitude .976 Employer Reputation .978 
Change Agent .785 Intention .989   
Note: Cronbach’s alpha values larger than .70 are desirable (Hair et al., 2010). 
These findings provided some confidence regarding the stability and conceptual reliability of 
constructs in the survey instrument. Lastly, the feedback from the pilot study participants revealed 
that no major changes were needed. 
6.6. Sample Considerations 
The adequacy of sampling in quantitative research is determined on the basis of three main 
principles: the sampling frame, sample size, and respondents’ selection criteria (Bartlett, Kotrlik, 
& Higgins, 2001; Rea & Parker, 2005). The purpose of the following sub-section is to discuss the 
choices made with regards to these three principles as well as the method of sampling adopted in 
this study. 
6.6.1. Sampling Frame and Sampling Technique 
The sampling frame is defined as ‘an intermediate step between a target population and the actual 
study sample’ (Rea & Parker, 2005, p. 159). Target population is the universe from which the 
researcher draws a sample and to which the study results are envisioned to generalise (Neuman, 
2011). Practically, it is highly unlikely that the researcher could identify and contact all members 
of a target population. By providing an operational definition of a target population, the sampling 
frame enables the researcher to identify an empirically concrete and specific list of members that 
  
158 
 
closely approximates the target population (Neuman, 2011; Rea & Parker, 2005). Different types 
of sampling frame may include: phone directories, electoral rolls, tax records, company listings 
etc. (Neuman, 2011). 
The target population for this study was defined as all organisations operating in Australia. Since 
it is highly unlikely for the researcher to identify and contact all members of this population, a 
working population (i.e., sampling frame) was developed in order to reasonably identify as 
complete a list as possible of the members of this target population. In doing so, the sample frame 
of this study was defined as all Australian companies listed in Avention’s TM database, an online 
data vendor company (see Section 6.7.1 for more details). 
Once the sampling frame is defined, the next step is to choose the appropriate sampling method. 
Generally, sampling methods are categorised under probability and nonprobability sampling 
strategies (Bryman, 2012; Rea & Parker, 2005). Nonprobability sampling strategy (including, 
convenience or quota sampling) is legitimate only in exploratory preliminary studies or qualitative 
research where the main concern is convenience, and availability of sample cases rather than its 
representativeness (Neuman, 2011). However, when the main purpose is to produce a 
representative sample of a given population, the probability sampling strategy is preferred 
(Bryman, 2012). By adopting the probability sampling strategy, it is likely that (a) all members 
of the population have equal opportunity of selection; and (b) sample members are selected 
independently from one another (Rea & Parker, 2005). 
Given the main purpose of the quantitative phase of this study (i.e., generalisation of findings), 
the probability sampling strategy was selected to guide the choice of sampling technique that is 
the stratified sampling method. In the stratified sampling method, the sampling frame is separated 
into mutually exclusive groups on the basis of supplementary information called strata. Once the 
sampling frame is divided into strata, random samples will be drawn from each sub-group (i.e. 
stratum) (Rea & Parker, 2005). Compared to a simple random sampling method, the stratified 
sampling generates samples that are more representative of the population (Bryman, 2012; 
Neuman, 2011).    
The target population for this study was previously defined as all organisations operating within 
Australia. Therefore, for the study sample to be a true representation of the target population, the 
sample was stratified by the State (strata) – i.e., Australian Capital Territory (ACT), New South 
Wales (NSW), Northern Territory (NT), Queensland (QLD), South Australia (SA), Tasmania 
(TAS), Victoria (VIC), and Western Australia (WA). As such, each state is represented by an 
adequate sample size. In other words, by stratifying the sample on the basis of state the proportion 
of different States was fixed within the sample in order to guarantee the representativeness of the 
sample (Neuman, 2011). 
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6.6.2. Adequacy of Sample Size 
In determining the adequacy of sample size, the minimum required return sample size as well as 
the initial sample size should be taken into account (Bartlett et al., 2001; Hair, William, Barry, & 
Rolph, 2010). While some authors recommend factors such as confidence level, margins of error, 
and the type of data analysis as key elements in determining the minimum required sample size 
(i.e., relative sample size) (e.g., Bartlett et al., 2001), others argue that it is the absolute size of the 
sample that matters and not the relative size (e.g., Bryman, 2012). Lastly, in determining the initial 
sample size the researcher should anticipate the potential response rate of the survey based on 
prior research experience (Bartlett et al., 2001). 
In this study, the minimum required sample size was determined via both absolute and relative 
approaches. First, the type of data analysis technique to be used in the study was taken into 
consideration. Structural Equation Modelling (SEM) is the main technique for data analysis in 
this study. Hair et al. (2010) considers sample sizes of 300 as the minimum required for producing 
stable solutions in the SEM technique. Other scholars posit that under good conditions (i.e., 3:1 
indicator per factor ratio and item communalities of .60 and larger) SEM models can perform well 
with sample sizes as small as 200 (e.g., Anderson & Gerbing, 1988; Iacobucci, 2009, 2010; Lewis 
et al., 2005). Lastly, Hair et al. (2010) suggests a case-per-item ratio of 5:1 as the minimum 
required sample in factor analysis. Considering a case-per-item ratio of 5:1, the minimum sample 
required for factor analysis should be 295 for research Model 1 (comprising 59 items) and 170 
for research Model 2 (comprising 34 items).  
Given the data analysis technique used in this study, the absolute minimum sample size was 
determined as 300 for research Model 1 and 200 for research Model 2. 
Second, a relative minimum sample size was estimated using ‘A-priori Sample Size Calculator 
for SEM’ (Soper, 2014). This calculator computes the relative sample required for SEM analysis 
on the basis of: (a) the number of observed and latent variables in the model; (b) the anticipated 
effect size; and (c) the desired probability and statistical power level. According to Hair et al. 
(2010), the effect size of .20, the probability level of .50, and statistical power of .80 or larger are 
considered as adequate in calculating the relative minimum sample size for SEM analysis. Table 
6.7 provides the results of the relative minimum sample size estimation for both research Model 
1 and Model 2 using ‘a-priori sample size calculator for SEM’. 
Overall, considering recommended indicators for absolute sample sizes discussed above and 
relative sample sizes estimated for SEM, the minimum required sample size was thus determined 
at 300 for the research Model 1 and 200 for the research Model 2 in the current study. 
Once the minimum required sample size was determined, the next step is to estimate the proper 
initial sample size. Baruch and Holtom (2008) argued that the researcher should not expect full 
response in survey studies because not all the respondents are willing to participate in a survey. 
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Therefore, the initial sample size must always be larger than the minimum required sample size. 
The researcher can determine the initial sample size based on response rates in similar studies 
(Bartlett et al., 2001). 
Table 6.7. Relative minimum required sample size for research Model 1 
and Model 2 
 Research Model 1 
 
Research Model 2 
Number of Latent Variables (Factors) 14 6 
Number of Observed Variables (Items) 51 31 
Minimum sample size to detect effect 193 124 
Minimum sample size to model the structure 125 110 
Recommended Minimum Sample Size 193 124 
Notes: effect size = .20; statistical power = .80; probability level = .05 
In their examination of 1,607 studies published from 2000 to 2005 in 17 refereed academic 
journals, Baruch and Holtom (2008) found that the minimum response rate in studies that utilised 
data collected from organisations was 10 percent (mean = 35.0; and SD = 18.2). Similarly, 
Sauermann and Roach (2013) reported that response rates around 10 to 25 percent are very 
common in web-based surveys. Accordingly, in the current study a skeptical response rate of 10 
percent was taken into account and therefore, the initial sample size of 4,000 cases was considered 
as reasonable to achieve the minimum required sample size. 
6.6.3. Respondent Selection Criteria 
The final consideration in the adequacy of sample pertains to the criteria on which the selection 
of survey respondents is based. First, a single response-per-organisation was deemed as 
appropriate in the current research. In such situations, the target respondents should comprise the 
most informed and knowledgeable individuals about the issues under investigation (Kumar, Stern, 
& Anderson, 1993). 
Given that this study investigates the key determinants as well as pre-hire outcomes of SR 
technology adoption and utilisation in organisations, key HR informants in general and 
specifically those HR managers with responsibility for recruitment were considered as 
knowledgeable about the issues under investigation in this study. This criterion of selection is also 
in line with previous e-HRM and HRIS studies (e.g., Gardner et al., 2003; Martin & Reddington, 
2010; Ruël, Bondarouk, & Van der Velde, 2007; Voermans & van Veldhoven, 2007; Winkler, 
König, & Kleinmann, 2012), in which HR informants were chosen as target participants in the 
survey. 
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6.7. Data Collection Procedure 
This section briefly describes and justifies the recruiting technique chosen in order to acquire the 
initial sample of participants as well as the administration and the outcomes of the web-based 
survey. 
6.7.1. Recruiting Technique 
As stated earlier in Section 6.6.1, the initial sample of 4,000 Australian companies was derived 
from an online data vendor company called Avention TM (formerly OneSource TM). This data 
vendor was chosen because Deakin University had full subscription to its services at the time of 
data collection. Avention TM provides information on over 18 million companies and 25 million 
executives globally. In July 2013 a database sale representative was contacted by the researcher 
in order to acquire 4,000 HR managers’ contacts (including, last name, position, company name, 
state and email address) located in Australia. In sourcing relevant contacts, the database 
representative was specifically instructed to stratify the sample by State and only to list those 
contacts with HR-related positions within their respective organisations. Table 6.8 shows the 
distribution of the study sample across Australian states and how this distribution is comparable 
to the number of actively trading businesses in each state. 
Table 6.8. Distribution of the stratified sample across Australian states 
State 
 
Actively Trading Businesses* 
 
Initial Sample Size 
Number  
(in thousands) 
 
Percentage Number 
 
Percentage 
Australian Capital Territory ACT 30 1.4 127 3.2 
New South Wales NSW 690 32.9 1,494 37.4 
Northern Territory NT 20 0.1 49 1.2 
Queensland QLD 420 20.0 550 13.8 
Southern Australia SA 145 6.9 261 6.5 
Tasmania TAS 35 1.7 76 1.9 
Victoria VIC 540 25.7 1,043 26.1 
Western Australia WA 220 10.5 400 10.0 
Total  2,100 100.0 4,000 100.0 
* Source: Australian Bureau of Statistics (2014) Counts of Australian Businesses: June 2010 to June 2014. Retrieved from 
http://www.abs.gov.au/ausstats/abs@.nsf/mf/8165.0. 
6.7.2. Administration of Online Survey 
The Web-based survey was designed using Qualtrics software – a research service platform for 
designing online surveys (see Appendix 6.1 for the final version of the web-based survey). Once 
the survey was finalised, an invitation email was sent out to sample members explaining (a) the 
purpose of the research; (b) the reasons why these individuals were chosen to be contacted; and 
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(c) the approximate survey completion time. Respondents were also asked to complete the survey 
only if there are responsible for making recruitment-related decisions in their organisations; 
otherwise, they were instructed to forward the invitation letter to those who are in charge of HR-
related decisions. Respondents were assured that the participation in the survey was completely 
voluntary and their responses would be treated with strict confidentiality. Respondents could 
access the survey via a URL Link embedded in the survey. At the end of the invitation email, the 
researcher’s contact information, ethics approval ID number, as well as an option to opt out of 
future email reminders were included (Appendix 6.2 includes the invitation email template). 
A financial incentive (i.e., a random prize draw for a Nexus7 tablet valued at $249) was also 
introduced to the respondents in order to potentially increase the response rate of the survey. The 
value of using financial incentives in improving survey research response rates have been largely 
supported by previous research (see Fan & Yan (2010), and Sauermann & Roach (2013) for 
further reading).   
Upon selecting the survey link, respondents were redirected to a new window with a brief 
instruction for completing the survey as well as an option to read the Plain Language Statement 
related to the research project. The survey remained active for 4 weeks from September to October 
2013, during which three reminder emails were sent to the sample members. 
From a total of 4,000 invitations sent, 1,040 (26 percent) were opened by the respondents. Of 
those survey participants who opened the invitation email (i.e., 1,040 participants), 590 
respondents started the survey (46 percent) and 433 completed the survey (41 percent). This 
resulted in an initial response rate of 10.82 percent for the survey. Finally, of those questionnaires 
that were completed and submitted (i.e., 433 questionnaires), only 391 were considered as usable 
responses. This reduced the final response rate to 9.78 percent of the initial sample size of 4,000 
HR informants.  
It is worthy to note that the final usable sample size for the research Model 1 (including adopters, 
laggards, and non-adopters) was 391; whereas this number for the research Model 2 (including 
only adopters) was 212. 
6.8. Ethics 
This study was undertaken according to the National Statement on Ethical Conduct in Human 
Research (2007). The ethics aspect of this research project was approved by the Human Research 
Ethics Committee of Deakin University on 27 August 2012. The approval period will be valid for 
four years until August 2016. The qualitative part of this research project was conducted between 
October 2012 and June 2013 whereas the main quantitative phase was carried out in September 
and October 2013. The ethics approval letter and Plain Language Statements for both qualitative 
and quantitative studies are included in Appendices 6.3.a to 6.3.c. 
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6.9. Data Analysis Approaches and Tools 
In this study, Structural Equation Modelling (AMOS 22.0) is adopted as the main technique of 
quantitative data analysis. According to Hair et al. (2010), SEM enables the researcher to examine 
a series of dependence relationships simultaneously. Compared to the older generation of 
multivariate data analysis techniques, SEM has several advantages (Byrne, 2010; Holmes-Smith, 
2013). First, SEM enables the researcher to specify the patterns of relationships among study 
variables a priori and thus, it produces more inferable results for the purpose of hypotheses testing. 
Second, unlike traditional multivariate analysis techniques such as multiple regression, SEM 
takes into account the impact of error variance parameters. This would ultimately result in more 
accurate outcomes. Finally, contrary to conventional multivariate analysis techniques in which 
modelling is based on observed measures only, SEM techniques allow for the incorporation of 
both observed and unobserved (latent) measures in the model (Byrne, 2010; Holmes-Smith, 
2013). 
In addition to AMOS 22.0, the IBM SPSS Statistics 22.0 software was also used for data 
preparation, data cleaning, and Exploratory Factor Analysis purposes (see Chapter 7). Lastly, as 
explained earlier in Chapter 5, patterns of themes in qualitative data were explored and managed 
using NVivio 10.0, a software package for conducting qualitative data analysis. 
6.10. Summary 
This chapter presented the methodological standing on which the current study has been 
conducted. In doing so, the ontological, epistemological, and methodological considerations that 
positioned this study were explained, and the post-positivistic research paradigm was identified 
and justified as the paradigm of choice for the current study. 
Subsequently, the research design was determined as a sequential quantitative-dominant mixed 
method strategy in which a qualitative exploratory phase is followed by the main quantitative 
explanatory study. As the qualitative research method was explained in Chapter 5, this chapter 
focused on explaining the quantitative part of the research.  
More specifically, the vigorous procedure through which the data collection instrument was 
developed and designed was explained (that is, the conceptualisation and development of 
measures as well as scale evaluation and refinement approaches). Sampling considerations 
including sampling frame, sample size, and respondents’ selection criteria were also discussed in 
detail. The sampling frame was set to include as all Australian organisations listed in the 
AventionTM database. Given the data analysis technique adopted in the study (SEM) the minimum 
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required sample size was determined as 300 and 200 for research Model 1 and Model 2, 
respectively.  
Considering the average response rate in survey research, the initial sample size was calculated 
as 4,000 in order to reach the minimum required sample size. The criteria for selecting 
respondents were defined as HR managers or those who are responsible for the recruitment 
function in their respective organisations. Eventually, the administration of the online survey 
resulted in 391 valid responses (9.78 response rate). Accordingly, the final sample size for 
research Model 1 was 391 and 212 for research Model 2.  
In the next chapter, the process through which the quantitative data was prepared for analysis will 
be explained. 
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Chapter 7. Data Preparation for Analysis 
7.1. Introduction 
Following the data collection phase presented in Chapter 6, the stage of ‘data screening’ is 
required. This stage ensures that (a) the data subsequently analysed acceptably represent the data 
obtained originally, (b) no observations are distinctly different from the other observations, and 
(c) the data meet the underlying assumptions for a multivariate analysis (Raykov & Marcoulides, 
2012). The purpose of this chapter is thus to identify and resolve these issues before the main data 
analysis is conducted. This stage is important, as appropriate data screening would enhance the 
accuracy of data analysis as well as a proper interpretation of research findings in subsequent 
chapters. 
The rest of this chapter is organised into the following sections. The data entry process is 
discussed in Section 7.2. The extent of missing data is examined in Section 7.3, with explanation 
for the remedial approaches to handle missing data in this study. The diagnosis of unengaged 
responses as well as univariate and multivariate outliers are presented in Sections 7.4 and 7.5, 
respectively. In Section 7.6, the data is tested for the statistical assumptions underlying the 
multivariate analysis technique used in this study. The impact of non-response bias and common 
method bias are examined in Sections 7.7 and 7.8, accordingly. In Section 7.9, the respondents’ 
demographics and organisations’ characteristics are described in detail. Finally, a summary of the 
chapter is presented in Section 7.10. 
7.2. Data Entry Process 
As stated earlier in Chapter 6 an online survey method (i.e., Qualtrics Inc.) was used in this study 
in order to collect quantitative data. This method of data collection eliminates the need for 
manually entering data into SPSS, as the data can be exported automatically to a destination file. 
Therefore, the computerisation of data entry procedure fully remedied any risks associated with 
human errors in the course of data entry process. 
7.3. Missing Data Diagnosis 
According to Byrne (2010), one of the most pervasive problems that can seriously affect the 
results of any empirical study is missing data. Both the amount and patterns of missing data are 
of concern. However, the pattern of missing data is generally more problematic, therefore, 
requires a detailed diagnosis (Tabachnick & Fidell, 2012). 
Hair et al. (2010) propose the following four-step process to identify the missing data and apply 
the appropriate remedies: First, the researcher determines the type of missing data in order to 
understand whether missing data are part of the research design (i.e., ignorable missing data) or 
caused by unknown sources (i.e., not ignorable missing data). Second, where ‘not ignorable’ 
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missing data exist, the researcher needs to examine the extent of missing data and decide whether 
the amount of missing data warrants deletion of individual cases and/or variables. Hair et al. 
(2010) recommend the deletion of variables with more than fifteen percent of missing data. Third, 
the researcher examines the patterns of missing data in order to determine whether data are 
Missing At Random (MAR) or are Missing Completely At Random (MCAR). Upon determining 
the pattern of missing data (whether MAR or MCAR), in the fourth stage, the researcher could 
consider one of the appropriate imputation methods to accommodate missing data into the 
analysis. 
The above four-step approach was followed in order to diagnose and find the best remedy for 
missing data. First, the data collection procedure dictated a certain number of missing data that 
were under the control of the researcher. Specifically, the use of skip logics in designing the web-
based survey questionnaire forced ‘non-adopter’ and ‘laggard’ participants to skip the sections of 
questions related to measuring ‘Continued Adoption Intention’ and ‘Extent of SR Technology 
Use’13 constructs. Since the exclusion of these questions was deliberate (i.e., under the complete 
control of the researcher), no entry to data in this part was identified as ‘ignorable’ missing data 
(Tabachnick & Fidell, 2012). Therefore, this type of missing data was accommodated into the 
analysis with no attempt to apply any particular remedy (Hair et al., 2010). 
On the other hand, some of the missing data occurred due to nonresponse of participants. This 
type of missing data was treated as ‘not-ignorable’ missing data that should be handled. 
Consequently, in the second stage, the extent of not-ignorable missing data was examined by 
calculating (a) the percentage of cases with missing data on each metric variable (Appendix 7.1); 
and (b) the percentage of missing data per case. The analysis showed the total number of 655 
missing values across the dataset, representing 1.86 per cent of total observations. 
The pattern of not-ignorable missing data by variables is presented in Table 7.1. A review of 
descriptive statistics revealed that the lowest number of missing data is one case (0.3 percent of 
the sample), ranging up to sixteen cases (4.1 percent of the sample). As shown in Table 7.1, none 
of the variables met the threshold of 15 percent recommended by Hair et al. (2010) to warrant any 
subsequent deletion. 
Table 7.1. Extent of missing data by variable 
Number of Missing Data per Variable Number of Variables Percent* 
16 10 4.1 
15 7 3.8 
14 14 3.6 
13 2 3.3 
11 5 2.8 
                                                     
13 Items pertinent to these two constructs were only answered by ‘adopters’. 
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10 3 2.6 
6 1 1.5 
3 3 .8 
2 2 .5 
1 16 .3 
0 27 .0 
* Percentage of the number of missing data per variable to total number of cases (n = 391) 
The extent of missing data per case was also examined by determining the number and percentage 
of missing values for individual cases. Kline (2011) posits that cases with more than 10 percent 
of missing data (i.e., cases with a ‘large’ number of missing data) are possible candidates for 
deletion. As summarised in Table 7.2., 17 cases (ranging from 11.1 percent to 53 percent) 
exceeded the cut-off point of 10 percent, thus were deleted as required. 
Table 7.2. Summary statistics of missing data by cases 
 Missing Data   Missing Data 
Case ID Number Percent  Case ID Number Percent 
50 48 53  155 36 40.0 
60 48 53  2 26 28.9 
83 47 52.2  107 21 23.3 
55 46 51.1  178 13 14.4 
66 45 50.0  289 10 11.1 
7 44 48.9  287 8 8.9 
102 44 48.9  316 4 4.4 
137 44 48.9  16 1 1.1 
286 44 48.9  272 1 1.1 
374 44 48.9  341 1 1.1 
268 42 45.6  388 1 1.1 
153 36 40.0  133 1 1.1 
Notes: Only cases with missing data are shown. 
Total number of missing data is 655 (1.86 percent). 
Cases in bold had more than 10 percent of not-ignorable missing data and 
therefore, were deleted from subsequent analysis. 
As shown in Table 7.2, the deletion of the 17 cases with excessive number of missing values 
(more than 10 percent) substantially improved the overall number of missing data from 655 to 
only 17 (i.e., from 1.86 percent to 0.04 percent of total data points). Although some concerns 
might be raised regarding the effect of case deletion on the sample size, a reduction of 1.82 percent 
of the total number of observations in this study was considered too small to cause any serious 
issues. 
The purpose of the third stage of missing data diagnosis was to make sure that the observed pattern 
of missing data (i.e. deletion of 17 cases) did not differ significantly from a random pattern 
(Tabachnick & Fidell, 2012). The results of Little’s MCAR test showed an insignificant difference 
(χ2 (df = 634) = 621.23, p-value > .050) between the pattern of missing data from the sample and the 
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pattern expected from a completely random missing data process (see Appendix 7.2). This result 
indicated the pattern of missing data as Missing Completely At Random (MCAR) and thus, 
allowed for a wider range of imputation methods to be chosen in the final stage of missing data 
diagnosis. 
In the final fourth stage, the expectation maximisation (EM) method was selected as the preferable 
strategy to remedy the remaining missing data (Tabachnick & Fidell, 2012). This method uses a 
predictive distribution of scores based on the underlying pattern of missing data in order to 
estimate substitutes for missing values (Byrne, 2010). Compared to other alternative methods 
such as, mean replacement, pair/list wise deletion, and regression imputation, the EM has the least 
level of bias in replacing missing values (Tabachnick & Fidell, 2012). Accordingly, imputation 
procedure was conducted using EM technique and the resulting dataset (with imputed missing 
values) was used in the subsequent data analyses. 
7.4. Detecting Unengaged Responses 
Respondents’ engagement has an important impact on the quality of data, particularly in the data 
collected from online surveys (Selm & Jankowski, 2006). Although unengaged responses do not 
affect the validity of the study’s underlying factors, as Scott, Schumayer, and Gray (2012) argued, 
unengaged responses reduce the amount of variation that an analysis is set to explain. According 
to MarketTools (2012) report, speeding and straight-lining are the two most common behaviours 
that result in unengaged responses. Speeding behaviour occurs when respondents speed-read 
survey items in order to quicken the process of survey completion, while straight-lining takes 
place when respondents answer survey questions by following a particular response pattern 
(Gittelman & Trimarchi, 2012). In both speeding and straight-lining behaviours, survey 
respondents answer the questionnaire without a genuine attempt to consider the differing 
attributes of the survey items (Gittelman & Trimarchi, 2012). Overall, both speeding and straight-
lining behaviours result in almost identical responses across the survey items that are intended to 
measure a unanimous underlying concept. 
To minimise chances for speeding and/or straight lining, several ‘reversed items’ were included 
into the survey. By tracking the direction of answers to reversed items, the researcher can 
determine whether respondents had sufficiently engaged in the survey (Gittelman & Trimarchi, 
2012). In addition to this procedural remedy, the following statistical procedures were used to 
detect unengaged responses: 
First, as a rule of thumb recommended by Scott et al. (2012), responses with completion time less 
than half the median of the overall survey completion time were considered as ‘unengaged due to 
speeding behaviour’. The median completion time for the current survey was 14 minutes, with 
individual completion times ranging from 7.5 to 36 minutes (i.e., greater than ½ (14) or 7 minutes). 
Therefore, it was concluded that none of the survey respondents engaged in speeding behaviour.  
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Second, the degree to which responses to the survey may be influenced by straight-lining 
behaviour was determined by inspecting the standard deviation of answers (data values) of 
individual cases (respondents). Again, any case with a standard deviation less than half the 
average standard deviation of all responses can potentially be considered as unengaged due to 
straight-lining behaviour (Scott et al., 2012). The average standard deviation of all responses for 
the current study was 1.091 with standard deviations ranging from 0.564 to 2.408 for individual 
respondents (i.e., greater than ½ (1.091) or 0.545 minutes). As a result, it was concluded that none 
of the survey respondents engaged in straight-lining behaviour when responding to the survey 
questionnaire. 
Thus, based on the criteria set by Scott et al. (2012), the overall results from the unengaged 
responses analysis for the current study did not warrant the deletion of any cases due to speeding 
or straight lining behaviours. 
7.5. Detection and Examination of Outliers 
Outliers are observations with unusually distinct combinations of values, which make them 
substantially different from other observations (Tabachnick & Fidell, 2012). Although outliers 
could indicate some true population characteristics that are unknown to the researcher, in most 
cases they are counterproductive to analysis objectives and cause distortions in statistical tests 
(Hair et al., 2010). Thus, it is critical to inspect the data for the presence of any possible outliers. 
Once identified, outliers should then be closely examined in order to determine whether they 
could be retained or excluded from further analysis (Hair et al., 2010). 
This study examined the presence of outliers from both univariate and multivariate perspectives. 
While, univariate outliers have extreme (unusual) scores on a single variable, multivariate outliers 
have extreme scores on several variables (Byrne, 2010). It is worthy to note that the bivariate 
assessment of outliers is another approach for spotting outliers. However, the use of this method 
is generally considered as inadequate for any study with a large number of variables (Hair et al., 
2010), that is the case of the current study. Thus, the following steps were taken to inspect the 
possible outliers only from univariate and multivariate perspectives. 
First, univariate outliers were detected by examining the standardised values (i.e., z scores) of 
observations on each study variable. Cases with standardised values exceeding ±3.29 (p < .001, 
two-tail test) were identified as potential univariate outliers (Hair et al., 2010; Tabachnick & 
Fidell, 2012). These outliers were kept in mind to see whether they will also appear in the 
multivariate outlier analysis. 
Second, the squared Mahalanobis distance (D2) test was conducted to diagnose data for 
multivariate outliers. The Mahalanobis D2 evaluates the distance for each case to a centroid, where 
the centroid is the intersection of the means of all the study variables (Byrne, 2010). Typically, a 
case that is a multivariate outlier would lay distinctively, with some distance, apart from the other 
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cases. The Mahalanobis D2 then provides a measure to test the statistical significance of this 
distance using the chi-square (χ2) distribution (Tabachnick & Fidell, 2012). In other words, given 
χ2 distribution property, a multivariate outlier is an observation with a Mahalanobis D2 value 
larger than the critical point of the χ2 distribution – with degrees of freedom equal to the number 
of variables used in calculating the Mahalanobis distance D2 (Raykov & Marcoulides, 2012). 
The Mahalanobis D2 analysis showed that case number 51, and 15 had notably large D2 values 
(147.38, and 134.01, respectively) exceeding the corresponding χ2 cut-off point of 132.27(df = 86) 
at p < .001 significance level. Since these observations also appeared in the earlier univariate 
outlier analysis, they were definitely considered as outliers and deleted from further analysis (see 
Appendix 7.3 for a summary of univariate and multivariate outlier diagnosis results). The deletion 
of these two cases (i.e., case number 51 and 15) resulted in the overall number of observations 
included in analysis to be 375 cases. 
7.6. Testing the Assumptions of Multivariate Analysis 
The purpose of the data cleaning stage is to prepare data in a format that is most suitable for 
multivariate analysis. However, before any attempt to analyse the data using multivariate 
techniques, it is important to test for the underlying statistical assumptions upon which 
multivariate analysis is founded (Field, 2013). This ensures that any statistical inference of results 
is not biased by the violation of underlying statistical assumptions (Hair et al., 2010). 
Accordingly, in the next stage of data preparation process, the data were examined to ensure that 
the fundamental assumptions of multivariate analysis are met. These assumptions include, 
univariate and multivariate normality, additivity and linearity, and homoscedasticity. The 
following sub-sections discuss the processes through which the data were examined against these 
underlying assumptions. 
7.6.1. Univariate and Multivariate Normality 
Normality is the most fundamental assumption underlying any multivariate analysis technique 
(Hair et al., 2010). Normality could be explained in both a univariate and multivariate sense. The 
data is considered univariately normal when its distribution for each individual metric variable 
follows a normal distribution. However, for the data to be multivariately normal, not only 
individual variables should follow a normal distribution pattern, but also their combined 
distribution with other variables should exhibit a normal pattern (Hair et al., 2013). Thus, it is 
concluded that univariate normality is a prerequisite of multivariate normality, but by itself, the 
univariate normality does not guarantee the multivariate normality (Byrne, 2010). 
In assessing the normality of study variables, both statistical (i.e., statistical significance of 
skewness and kurtosis) and graphical (i.e., visual comparison of the data distribution shape with 
a normal distribution) methods were taken into consideration. In the statistical method, empirical 
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measures of skewness and kurtosis were used to judge the distribution of data for each metric 
variable. Skewness refers to the symmetry of the distribution, whereas kurtosis describes the 
‘peakiness’ or ‘flatness’ of the distribution when compared to a normal distribution (Hair et al., 
2010).  
It is important to note that while skewed data affect tests of means, kurtotic data severely influence 
tests of variances and covariances (Byrne, 2010, p. 103). Thus, in covariance-based analyses such 
as Structural Equation Modelling (SEM), evidence of kurtosis is of more concern than that of 
skewness. In particular, the presence of kurtotic data can substantially inflate the χ2 value of the 
SEM analyses and subsequently would affect any goodness-of-fit indices that are based on the χ2 
value (Byrne, 2010).  
First, standardised skewness (z skewness) and kurtosis (z kurtosis) scores for each metric variable were 
calculated to determine whether any variable significantly departed from a normal distribution. A 
z-value exceeding the cut-off point of ±3.29 (p-value < .001) represents an early departure from 
normality (Tabachnick & Fidell, 2012). However, Kline (2011, p. 63) considers a more lenient z-
value of ±10.00 to be indicative of kurtotic data at the univariate level. Appendix 7.4.a presents 
the empirical measures of skewness and kurtosis as well as their corresponding standard error and 
z-values for each metric variable of the study. Of 90 metric variables, 34 variables showed 
evidence of kurtosis and 17 variables revealed evidence of skewness. Yet, considering a more 
lenient cut-off point of ±10.00 for the kurtosis measure (Kline, 2011), only a total of 6 variables 
suggested potential kurtosis problems.  
However, as Tabachnick and Fidell (2012) argued, when the sample size grows to 200 or more, 
the standard errors for both skewness and kurtosis would increase. As a result, even a minor 
deviation from normality would significantly influence the standardised skewness and kurtosis 
values. In fact, with a sample size larger than 200, researchers are advised to be less concerned 
with evidence of nonnormality from statistical tests and only examine the shape of the distribution 
visually (Field, 2013; Hair et al., 2010; Tabachnick & Fidell, 2012). Accordingly, the cumulative 
distribution of data values for each metric variable was compared with a cumulative normal 
distribution using Probability-Probability (P-P) plots (Field, 2013). A visual analysis of P-P plot 
outputs for those nonnormal variables identified earlier in a statistical test of normality showed 
no substantial departure from univariate normality for any variables in the current study (see 
Appendix 7.4.b.). 
Overall, judging the results of empirical measures of skewness and kurtosis, coupled with 
examining the visual shape of variables distribution, it was concluded that normality is not a 
substantial issue in the current study. Although, several variables showed problems with skewness 
(see Appendix 7.4.a), their effect was considered as inconsequential for this study for the 
following three reasons: First, as stated earlier, in covariance-based techniques such as SEM, only 
evidence of kurtosis (particularly, multivariate kurtosis) is of concern (Byrne, 2010). Second, the 
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detrimental effects of skewness and kurtosis, despite being statistically significant, would 
disappear with samples larger than 200 or more (Tabachnick & Fidell, 2012, p. 80). Third, 
considering the sample size (i.e., 375 cases) and the fact that only a small number of study 
variables (i.e., 6 variables) showed significant deviation from normality, it is reasonable to argue 
that the presence of these nonnormal variables is tolerable. Therefore, it was concluded that the 
non-normality would not significantly affect the results of multivariate analysis14. 
Given the detrimental effect of kurtotic data (univariate and multivariate) in SEM analysis (Byrne, 
2010), AMOS 22.0 was used to re-examine the claim regarding the trivial effect of univariate 
kurtosis on the one hand, and the presence of multivariate kurtosis in the data on the other (see 
Appendix 7.4.c). First, a review of univariate kurtosis analysis results showed that kurtosis values 
ranged from -1.45 to 1.19, none of which exceeded the cut-off value of ± 7.00 (West, Finch, & 
Curran, 1995). Therefore, it could be concluded that none of the study variables were substantially 
kurtotic at the univariate level. Turning to the multivariate analysis outputs, the multivariate 
kurtosis values were 349.911 and 105.456 for the variables included in the Model 1 and Model 2, 
respectively. These values exceeded the threshold value of > 5.00 (Bentler, 2006) suggesting that 
multivariate kurtosis exists in the sample data. According to Byrne (2010), evidence of 
multivariately kurtotic data may make interpretations based on Maximum Likelihood (ML) 
estimation (i.e., the default estimation method in AMOS) problematic.  
To overcome this limitation, where possible, this study reports the Satorra and Bentler (1994) 
scaled statistic (S-B χ2) along with Maximum Likelihood χ2 value and then, compares the results 
of each estimation methods15. If the comparison indicated that the significance of parameter 
estimates remained statistically unchanged across the two estimation methods (S-B versus ML), 
it is believed that despite its presence, the multivariate non-normality is neither an issue for the 
ML-based SEM analysis nor for the interpretation of results (see Byrne, 2010, for further reading). 
7.6.2. Additivity and Linearity 
Additivity and linearity assume that the relationships between predictor and outcome variables 
are linear (Field, 2013). Because the correlations in general only assume a linear association 
between variables, the presence of nonlinear relationships is largely ignored in the correlation 
estimation. This would result in an underestimation of the true strength of relationships among 
study variables when non-linear relationships exist (Hair et al., 2010; Tabachnick & Fidell, 2012). 
                                                     
14 In fact, the assessment of univariate normality for all the metric variables included in the final model showed no evidence of 
skewness or kurtosis (see Appendix 7.4.c.) 
15 Where the assumption of normality is violated, the S-Bχ2 takes into account the model, the estimation method, and the sample 
kurtosis value to adjust for χ2 tests statistics as well as the standard errors (Byrne, 2010, p. 105). The S-Bχ2 is robust to nonnormal 
distributions or small sample sizes and has been considered as the most reliable test statistics for evaluating covariance structure 
models (Curren et al., 1996 and Hu et al., 1992, as cited in Byrne, 2010). Compared to the Bollen-Stine Bootstrapping technique, 
which only adjust for χ2 value and standard errors of estimates to handle nonnormal data, the S-Bχ2 additionally provides several 
goodness-of-fit indices to help the researcher arrive at a more appropriate interpretation of the analysis (Bentler, 2006). 
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Therefore, it is essential to examine the relationships among study variables for any evidence of 
departure from linearity that could potentially affect the correlation estimates (Hair et al., 2012, 
p. 76). 
In the current study, linearity was assessed by a visual examination of bivariate scatterplots for 
selected metric variables in the dataset. An oval shape of the bivariate scatterplot indicates that 
the two variables are linearly related and normally distributed (Tabachnick & Fidell, 2012). As 
presented in Appendix 7.5, pairwise comparison of selected metric variables using bivariate 
scatterplots revealed no evidence of nonlinear patterns. Hence, it was concluded that the 
assumption of linearity among metric variables of the study is met. 
7.6.3. Homoscedasticity 
Homoscedasticity assumes that the desperation (variance) in scores of the dependent variable(s) 
should be stable across all levels of the independent variable(s). The failure to meet the 
assumption of homoscedasticity is called heteroscedasticity, which refers to a situation where the 
values of dependent variables are unequally dispersed across values of independent variables 
(Hair et al., 2010). According to Tabachnick and Fidell (2012), when the assumption of normality 
is met, the researcher can also assume that relationships among study variables are homoscedastic. 
Tabachnick and Fidell (2012, p. 85) further argued that even though heteroscedasticity does not 
cause a serious problem to the interpretations of multivariate analysis, accounting for its probable 
effects improves the results of analysis (Tabachnick & Fidell, 2012, p. 85).  
Following Hair et al. (2010) guideline, this study conducted the Levene test to investigate 
evidence of heteroscedasticity in the dataset. In doing so, the variance of each metric variable was 
compared across all nonmetric (i.e., categorical) variables in the dataset using the Levene test. A 
significant value of the Levene test statistic (p-value < .050) indicates a substantial inequality of 
variance across nonmetric variables, suggesting evidence of heteroscedasticity. Appendix 7.6 
contains the Levene test statistics as well as the corresponding significance values for each metric 
variable across four nonmetric variables (i.e., age, gender, organisation size, industry type, and 
HR functional orientation). Although 27 variables (out of 90 metric variables) showed some 
patterns of heteroscedasticity, none revealed heteroscedasticity characteristics on more than one 
nonmetric variable. Taken together, the small number of problematic patterns and the lack of 
consistent heteroscedasticity patterns across nonmetric variables suggested that the issue of 
heteroscedasticity is marginal and negligible across variables included in the current study (Hair 
et al., 2010; Tabachnkick & Fidell, 2012). 
7.7. Estimating Non-response Bias 
Differences between the survey respondents and those who do not respond to the survey, in terms 
of demographic or attitudinal variables, can result in a bias known as ‘non-response bias’ (Sax, 
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Gilmartin, & Bryant, 2003). Regardless of the response rate, non-response bias can undermine 
the quality as well as the generalisability of study results (Rogelberg & Stanton, 2007). Therefore, 
estimating the impact of non-response bias is crucial to understand whether respondents’ 
characteristics adequately represent those of non-respondents and therefore the overall study 
population. 
A common approach for estimating non-response bias is to equate late respondents (i.e., those 
who respond the survey later in data collection period) to non-respondents, and then compare late 
respondents with early respondents on the basis of study variables (Biemer & Lyberg, 2003). 
Known as the ‘wave analysis’, this method assumes that late respondents are typically less 
familiar with and/or interested in the survey than the earlier respondents. Therefore, late 
respondents characteristics could be a good representative of non-respondents’ characteristics 
(Rogelberg & Stanton, 2007). If a comparison of early and late respondents on the basis of their 
joint characteristics indicates a significant difference between the two groups, it could be 
concluded that some levels of non-response bias exists in the data. 
Table 7.3. Test of non-response bias 
Independent samples t-test for adopters* 
 
t df Sig.  (2-tailed) 
Mean 
Std. Error 
Difference 
95% C.I. of the 
Difference 
Early Late Difference Lower Upper 
PE 1.574 78 .120 5.05 4.66 .38 .24 -.10 .86 
ATT 1.418 78 .160 5.63 5.31 .33 .23 -.13 .78 
INT 1.691 78 .095 5.99 5.65 .34 .20 -.06 .74 
QUAL .065 78 .948 4.92 4.90 .02 .24 -.47 .50 
CaRM .307 78 .759 5.13 5.07 .07 .21 -.36 .49 
REPUT .083 78 .934 4.99 4.97 .02 .24 -.46 .50 
AGE -1.943 78 .056 4.97 5.73 -.76 .39 -1.52 .02 
GENDER .000 78 1.000 1.70 1.70 .00 .10 -.20 .20 
Independent samples t-test for non-adopters (including laggards) 
PE -1.384 78 .170 3.83 4.14 -.31 .23 -.76 .14 
ATT -.194 78 .846 4.80 4.84 -.05 .23 -.51 .42 
INT -.058 78 .954 4.73 4.75 -.02 .29 -.59 .55 
QUAL -1.877 78 .064 4.32 4.77 -.45 .24 -.93 .03 
CaRM -1.812 78 .074 4.55 4.98 -.43 .24 -.90 .04 
REPUT -.556 78 .580 4.73 4.88 -.16 .28 -.71 .40 
AGE .927 78 .357 5.74 5.40 .34 .37 -.40 1.08 
GENDER -1.076 78 .285 1.58 1.69 -.12 .11 -.33 .10 
Notes: Since an inherent difference was expected between adopters and non-adopters’ scores on the selected study factors, a 
separate mean comparison analysis was conducted for each group. 
Confidence Interval (C.I.), Performance Expectancy (PE), Attitude (ATT), Intention (INT), Recruitment Quality (QUAL), 
Candidate Relationship Management (CaRM), and Employer Reputation (REPUT). 
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Accordingly, the current study examined the extent of non-response bias in the data by comparing 
the pattern of early and late responses across a range of metric and demographic variables (see 
Table 7.3). Since the survey topic is about the adoption and use of social recruiting (SR) 
technologies, it is safe to assume that those interested in and/or familiar with Social Network 
Websites (SNWs) were more inclined to respond to survey than others. Therefore, Performance 
Expectancy, Attitude, Intention, Recruitment Quality, Candidate Relationship Management, and 
Employer Reputation were selected as the sample factors that may have potentially motivated 
participants to respond to the survey. Research also suggests that young male individuals are more 
likely to participate in online surveys than other demographics (James & Rajan, 2004; Palmquist 
& Stueve, 1996). Thus, respondents Age and Gender were also included in the analysis. 
Subsequently, the summated average (mean) score of items measuring these factors (i.e., 
Performance Expectancy, Attitude, Intention, Recruitment Quality, Candidate Relationship 
Management, Employer Reputation, Age, and Gender) was compared between early and late 
responses in order to estimate the non-response bias. 
As shown in Table 7.3, the results of means comparison (i.e., independent sample t-test) between 
the first 40 responses (i.e., 10 percent of respondents) and the last 40 responses on the selected 
factors did not indicate a significant difference (p-value > .050) between early and late responses. 
Therefore, it is reasonable to conclude that non-response bias had no effect on the sample data or 
any subsequent conclusion drawn from the data in this study. 
7.8. Tests for Common Method Bias 
One concern regarding the use of self-report measures for collecting survey data is what 
commonly refers to as the ‘method bias’ (Podsakoff & Organ, 1986). In particular, the method 
bias becomes salient when measures of both predictor (independent) and criterion (dependent) 
variables are collected from the same respondents (Malhotra, Kim, & Patil, 2006; Podsakoff & 
Organ, 1986). This type of bias is called ‘common method bias’, which may result in spurious 
covariance between variables merely because the same respondent provides measures for all 
variables. More specifically, the single-source self-report data can lead to (a) incorrect 
conclusions about true measures of the reliability and validity of constructs, and (b) biased 
estimates of the relationships between dependent and independent variable(s) (MacKenzie & 
Podsakoff, 2012). Therefore, it is critical to identify the potential sources of bias, and to control 
or minimise the effect of common method bias in the data analysis. To remedy the possible effects 
of common method bias effects on the findings of the current study, a number of procedural and 
statistical methods have been adopted. These methods are outlined below. 
First, the procedural remedies recommended by Podsakoff, MacKenzie, Lee, and Podsakoff 
(2003) were followed when designing the survey questionnaire in order to minimise the potential 
sources of method bias. In particular, this study applied ‘scale re-ordering’ technique to alter the 
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survey design in a way that items measuring criterion variables follow, rather than precede, those 
of predictor variables. This method could potentially reduce the bias that results from consistency 
motif – that is the tendency to maintain a consistent pattern of response to similar questions 
(Podsakoff & Organ, 1986). In doing so, measures of dependent variables (e.g., cost-per-hire, 
time-to-fill, recruitment quality, candidate relationship management, employer reputation) were 
relocated to the beginning of the survey and followed by those of predictor variables (e.g., extent 
of use). Furthermore, to minimise the potential effects of social desirability, participants were 
assured that their responses would be anonymous and that there were no right or wrong answers 
to survey questions (Podsakoff et al., 2003). 
In addition to procedural remedies, two statistical tests were conducted to identify and potentially 
control for the extent of common method bias in the data. First, Harman’s single-factor test was 
carried out to examine the evidence of common method bias in the sample data. In this method, 
all manifested items are entered into an exploratory factor analysis (EFA). A substantial amount 
of common method bias exists if (a) a single factor emerges from the analysis, or (b) only one 
factor accounts for the majority (i.e., more than 50 percent) of variance in the data (Podsakoff et 
al., 2003). More recently, it has been suggested the test of Harman’s single factor using a 
confirmatory factor analysis (CFA) is a more sophisticated approach for examining the presence 
of method bias (Podsakoff, MacKenzie, & Podsakoff, 2011). In this method all manifested 
measures are forced into a single latent factor (i.e., common method factor). Method bias exists 
if the resulting CFA model fits the data well (Malhotra et al., 2006). 
Table 7.4 presents the results of Harman’s single factor test using the exploratory factor analysis 
(EFA). The analysis revealed that a one-factor solution accounts for only 31 percent of variance 
in the data. Moreover, a 16-factor solution (that was based on eigenvalues greater than 1.00) 
managed to explain a substantial amount of variance in the data (i.e., 73 percent). 
Table 7.4. Test of common method variance using Harman's single-factor method 
 Total Variance Explained 
Component 
Initial Eigenvalues 
 
Extraction Sums of Squared Loadings 
Total % of Variance Cumulative % Total % of Variance Cumulative % 
1 26.15 31.89 31.89 26.15 31.89 31.89 
2 5.63 6.86 38.75 5.63 6.86 38.75 
3 3.76 4.59 43.34 3.76 4.59 43.34 
4 3.22 3.93 47.27 3.22 3.93 47.27 
5 3.20 3.91 51.18 3.20 3.91 51.18 
6 2.72 3.31 54.49 2.72 3.31 54.49 
7 2.32 2.82 57.31 2.32 2.82 57.31 
8 1.96 2.39 59.71 1.96 2.39 59.71 
9 1.84 2.24 61.94 1.84 2.24 61.94 
10 1.67 2.03 63.98 1.67 2.03 63.98 
11 1.61 1.96 65.94 1.61 1.96 65.94 
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12 1.39 1.70 67.64 1.39 1.70 67.64 
13 1.31 1.59 69.23 1.31 1.59 69.23 
14 1.27 1.54 70.77 1.27 1.54 70.77 
15 1.19 1.45 72.22 1.19 1.45 72.22 
16 1.09 1.32 73.54 1.09 1.32 73.54 
Notes: Un-rotated factor solutions based on principal component analysis; Only components with eigenvalues larger than 1.00 are 
included. 
Similarly, the CFA results showed extremely unsatisfactory fit measures for the Harman’s single-
factor model (χ2 (820) = 11320.83, CFI = .152, AGFI = .125, RMSEA = .186, for Model 1; and χ2 
(299) = 1366.12, CFI = .678, AGFI = .473, RMSEA = .137, for Model 2). Taken together, the 
results of Harman’s single factor analysis using both EFA and CFA indicate that despite its 
presence, the common method bias was not a concern in the interpretation of research findings in 
this study. 
Second, given that some levels of bias were observed in the data, an extra precautionary step was 
taken to determine the amount of variance in the study measures (i.e., survey items) that is due to 
common method bias (Hammer, Roberts, Lowry, Gaskin, & Twyman, 2013). If found to be 
significant, this spurious variance could then be controlled using a statistical procedure known as 
‘single latent method factor’ (Podsakoff et al., 2003). This method allows the researcher to partial 
out the variance caused by method bias into a ‘latent method factor’ (p. 891).  
Following Hammer et al. (2013) recommendations, all study measures were loaded into their 
corresponding latent constructs as well as on a latent ‘common method factor’ in a single CFA 
model (see Appendix 7.7). Next, the statistical significance of constructs’ regression weights was 
estimated and compared with a CFA model in which the ‘common latent factor’ was absent. The 
difference in constructs regression weights between the two CFA models indicates the amount of 
spurious variance that is due to common method bias (Hammer et al., 2013). As a rule of thumb, 
a difference larger than 0.50 (Cohen, 1990, 1992) between two analogous regression weights is 
considered as a ‘large’ common method effect. If presented with evidence of large common 
method effect, latent ‘common method factor’ should be retained in all subsequent analyses in 
order to statistically remedy the effect of common method bias (Hammer et al., 2013).  
The results of ‘single latent method factor’ analysis presented in Appendix 7.8 showed that only 
one regression path (i.e., Facilitating Conditions on ‘fcon2’) was substantially affected by the 
common method bias (difference = 0.588 > .50). Since only ¼ of the Facilitating Conditions 
manifested measures (i.e., one out of four items) showed evidence of method bias, the retainment 
of latent common method factor in subsequent analyses was not warranted (Hammer et al., 2013). 
In other words, it was concluded that no remedial approach was necessary to address the issue of 
common method bias in the sample data for the current study. 
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7.9. Respondents Profiles 
Profiles of the survey participants are summarised in this section. These include demographics as 
well as characteristics of organisations represented by survey respondents (see Table 7.5 for 
detailed descriptive statistics of the remaining participants in the study). Of the total of 375 
participants, 62.9 percent were female. The majority of participants aged 51 years old and more 
(i.e., 40.3 percent). 
Table 7.5. Respondents profile and their organisations characteristics 
Respondents  
Demographics Frequency Percent 
 
Organisations  
Characteristics Frequency Percent 
Gender Organisation Size 
Male 138 37.1 Less than 20 1 0.3 
Female 234 62.9 20 to 199 59 15.9 
Age  200 to 499 95 25.5 
18 to 25 4 1.1 500 or more 217 58.3 
26 to 30 22 5.9 Organisation Industry 
31 to 35 30 8.1 Hi-tech manufacturing 10 2.7 
36 to 40 50 13.4 Other manufacturing 45 12.1 
41 to 45 55 14.8 Construction 17 4.6 
46 to 50 61 16.4 Financial services 22 5.9 
51 and above 150 40.3 Agriculture 4 1.1 
 Job Title Mining 12 3.2 
Chief executive officer 2 0.7 Transportation 15 4.0 
General manager 15 4.1 Education 32 8.6 
HR director 92 24.6 Government 57 15.3 
HR manager 143 38.2 Health-care 35 9.4 
Line manager 11 3.0 Retail 12 3.2 
HR generalist 52 14.0 other 111 29.8 
Staffing/Recruiting expert 34 9.2 Industry Category 
Other 23 6.2 Low-tech industry 92 24.5 
HR Functional Orientation Hybrid industry 138 36.8 
HR Generalist 301 80.4 High-tech industry 145 38.7 
Recruitment Specialist  57 15.2 Adoption Status 
Other 17 4.4 Non-adopter 44 11.7 
    Laggard 123 32.8 
    Adopter 208 55.5 
Note: Total number of valid responses = 375. 
As stated in the methodology chapter (Chapter 6), the sampling frame in this study was restricted 
to Human Resource (HR) managers or those responsible for the recruitment function in their 
respective organisations. An examination of the participants’ job titles showed a satisfactory 
correspondence between participants’ position and the desired sampling frame (i.e., 91.3 percent 
of respondents held HR related positions). As stated earlier in Section 6.5.2, the functional 
orientation of HR was determined based on respondents’ job title (Gardner et al., 2003). Thus, 
Chief Executive Officers, General/HR managers, Line managers, and HR generalist were 
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classified as HR Generalists (80.4 percent) whereas, Staffing and Recruitment experts were 
categorised as Recruitment Specialists (15.2 percent). 
With respect to organisational characteristics, 83.8 percent of participants worked for large 
organisations (with 200 or more employees), 15.9 percent for medium-sized organisations, and 
only 0.3 percent represented small organisations (less than 20 employees). Participants reported 
that their organisations operate in a variety of industries including government (15.3 percent), 
other manufacturing (12.1 percent), Healthcare (9.4 percent), etc. When re-categorised on the 
basis of the technology penetration level within three pre-defined industry groups (Strohmeier & 
Kabst, 2009), 24.5 percent of participating organisations were classified as operating in Low-tech, 
38.7 percent in High-tech, and 36.8 percent in Hybrid industries (see Section 6.5.2 for further 
details on the classification procedure). 
7.10. Summary 
In this chapter an initial examination of the data was conducted to evaluate the impact of missing 
data, outliers, and to test the assumptions of multivariate analysis techniques. The analysis of 
unengaged responses, non-response bias, and common method bias were also discussed to help 
better explore the nature of relationships in the data and among the study variables. Figure 7.1 
(next page) summarises the mains steps (right hand side) and actions (left hand side) taken 
throughout the data screening stage for the current study. 
As a result of missing data diagnosis, and outliers analysis 16 cases were removed from further 
analysis. This resulted in the final workable sample size of 375 valid cases. The examination of 
univariate kurtosis and skewness revealed no significant departure from the assumption of 
normality. Throughout the rest of this study, the detrimental effect of the multivariate non-
normality in the sample data will be taken into account by comparing the analysis results from 
Maximum Likelihood (ML) estimation with those of Satorra and Bentler scaled statistic (S-B) 
estimation method. 
A comparison of early and late responses to the survey also showed no evidence of non-response 
bias in the data. Moreover, it was concluded that common method bias should not be a great 
concern in the interpretation of research findings. Finally, a review of respondents’ profiles and 
their respective organisations showed that the study sample is a good representative of the 
intended sampling frame. The next chapter presents the process through which measurement 
models are developed and validated for research Model 1 and Model 2.  
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Missing data 
diagnosis 
Replacing 
missing data 
Case deletion 
Unengaged 
responses Outliers check 
Univariate 
outliers 
Multivariate 
outliers 
Multivariate analysis 
assumptions 
Normality Homoscedas-ticity 
Non-response 
bias 
Linearity 
Common 
method bias 
Respondents’ 
profiles 
- Extent of missing data analysis by 
case/variable 
- Delete cases/variables with more than 10 
percent missing data 
- Replacing the remaining missing values using 
EM imputation method  
- Univariate outliers analysis using standardised 
score of observations on each variable 
- Multivariate outliers analysis using 
Mahalanobis D2 test 
- Univariate normality assessment via statistical 
(i.e., standardised scores for skewness and 
kurtosis) as well as graphical (i.e., P-P plots) 
methods 
- Linearity assessment using scatter plots 
- Homoscedasticity analysis via Levene test  
- Non-response bias assessment via two 
independent sample t-test 
- Common method bias via Harman’s single 
factor test (EFA, and CFA approach)  
Onward 
Flow Diagram Actions 
Figure 7.1. Summary of steps taken during data preparation stage 
  
181 
 
Chapter 8. Developing and Validating Measurement Models 
8.1. Introduction 
Use of theoretically and empirically validated measurement scales is important in management 
research (Brahma, 2009). In particular, when unobserved constructs (i.e., latent factors) are being 
measured by a set of observed measures (i.e., indicators), testing for the validity and reliability of 
measurements becomes fundamental. Once the validity and reliability of measurements are 
established, it is believed that the presence of measurement error would not severely bias the 
results of research findings, in general, and specifically the significance of parameter estimates 
(Brahma, 2009). 
Figure 8.1 shows a schematic summary of the process through which the reliability and validity 
of measurement scales of this study were evaluated. Adopted from MacKenzie et al. (2011), this 
procedure is specifically developed in accordance to the SEM two-step approach. In this approach, 
the appropriateness, validity, and reliability of a measurement model should be obtained prior to 
the testing of structural theory (Hair et al., 2010).  
Flow Diagram 
Conceptualisation 
Development of 
measures 
Generating 
items 
Content 
validity Pretesting 
Evaluation and 
refinement of scale Pilot Study 
Final 
Reliability Construct validity 
Onward 
Assessment of 
unidimensionality 
Actions 
- Specifying the conceptual definition of 
constructs   
- Generating a pool of items representing 
each construct   
- Item-total correlation 
- Internal consistency measure 
(Cronbach’s alpha) 
- Exploratory factor analysis to specify 
the underlying constructs 
- Confirmatory factor analysis 
- Convergent/Discriminant validity 
- Final test of internal consistency 
(Construct reliability) 
Figure 8.1. Overview of scale development and validation stage 
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Accordingly, this chapter includes a detailed description of steps taken to evaluate the fit, 
reliability and validity of the measurement models. These steps are depicted in Figure 8.1 under 
the (a) scale evaluation/refinement, (b) test of unidimensionality, and (c) construct validity 
blocks16. 
This chapter is organised into following sections. The assessment of the measurement instrument 
content validity is discussed in Section 8.2. This is followed by Section 8.3, where the 
unidimensionality of constructs is analysed through a review of internal consistency measures 
and Exploratory Factor Analysis (EFA). Subsequently, the process of evaluating construct 
validity of measures is explained in Section 8.4. A comprehensive analysis of convergent, 
discriminant validity and final reliability of study constructs are provided in Sections 8.5 and 8.6 
(for the Model 1 and Model 2, respectively). These sections also include a thorough discussion of 
issues pertinent to the use of categorical (versus continuous) data as well as multivariately 
nonnormality in Structural Equation Modelling (SEM) analysis. Finally, a summary of the chapter 
is presented in Section 8.7. 
8.2. Content Validity of the Instrument 
Straub et al. (2004) define content validity as “the degree to which items in an instrument reflect 
the content universe to which the instrument will be generalised” (p. 424). In other words, content 
validity exists when a group of items can adequately reflect the scope of a given construct. Content 
validity is a fundamental requirement to establish construct validity (Brahma, 2009). Thus, it is 
crucial to establish the content validity of constructs prior to initiating the data collection stage. 
Although there is no rigorous method to assess the content validity of constructs (Dunn, Seaker, 
& Waller 1994, as cited in Brahma, 2009), Cronbach (1971) proposes the use of expert panels 
who are familiar with the content universe in order to evaluate the item adequacy, relevance of 
items and content validity. In line with Cronbach’s (1971) recommendations, this study followed 
a two-stage process (i.e., development and judgement) to establish the content validity of 
constructs (Tojib & Sugianto, 2006). These two steps are summarised below17. 
First and in the development phase, the domain of study constructs was defined based on review 
of extant literature and the results from the qualitative study conducted (see Section 6.5). 
Subsequently, an initial pool of items was generated for each study construct (see Table 6.4) and 
arranged in an appropriate sequence for the second phase of content validity analysis (i.e., 
judgement stage). 
Second and in the judgement phase, a panel of experts was asked to evaluate the content validity 
of individual items as well as the whole instrument (see pre-testing process in Section 6.5.3). The 
                                                     
16 Preceding steps have already been discussed in Chapter 6. 
17 See Section 6.5 in Chapter 6 for a detailed discussion on these steps 
  
183 
 
main purpose of this stage was to retain the best items that can satisfactorily measure the desired 
content of the study constructs (Grant & Kenney 1992, as cited in Tojib & Sugianto, 2006). In the 
judgement phase, a total of fifteen experts, comprising ten academics and five practitioners, 
assessed the relevancy of the generated survey items and specified whether the finalised items 
adequately represented their corresponding constructs (see Chapter 6 for further details). 
After establishing the content validity of the survey instrument, a pilot study was conducted using 
50 participants randomly selected from the original sample. Consequently, results of the pilot 
study were analysed using initial reliability (Cronbach’s alpha) analysis in order to evaluate the 
internal consistency of constructs (Straub, 1989) (see Section 6.5.4). The results of preliminary 
Cronbach’s alpha analysis during the pilot study phase indicated an acceptable level of 
consistency among measures of each study construct (see Table 6.6 for details). Moreover, at the 
end of the survey, respondents were asked to provide feedback on the appropriateness and clarity 
of the items. This procedure provided an early evaluation of the survey instrument and helped 
refine and/or tailor the wording of survey items (Tojib & Sugianto, 2006) (see Section 6.5.4). 
Overall, the implementation of the two-stage content validity approach discussed above ensured 
that the survey instrument used in the current study has sufficient level of content validity. 
8.3. Assessment of Unidimensionality 
Once the content validity of survey instrument was established, the unidimensionality of study 
constructs was examined in the next stage of scale validation process (MacKenzie et al., 2011). 
Unidimensionality refers to a situation where a set of indicators share one and only one underlying 
latent factor (Segars, 1997). Since the researcher’s interpretation of a measure may differ from 
the meaning comprehended by respondents, it is important to include the assessment of 
unidimensionality during the scale validation process (Anderson & Gerbing, 1988). 
Measures of internal consistency (i.e., item-total correlation, inter-item correlation, and 
Cronbach’s alpha), and exploratory factor analysis (EFA) are classical tests that are frequently 
used to assess the unidimensionality of constructs (Brahma, 2009). These tests are explained in 
the following sub-sections. 
8.3.1. Internal Consistency Measures 
Churchill (1979) posits that purifying scales on the basis of internal consistency measures should 
absolutely be the first step in examining the construct unidimensionality (p. 68). The rationale 
behind analysis of internal consistency is that those items that measure the same construct should 
be highly inter-correlated in a given scale (Hair et al., 2010). The internal consistency analysis 
ensures that any subsequent factor analysis would result in dimensions that are solely attributable 
to common underlying core(s) in the observed variables (Brahma, 2009). 
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Hair et al. (2010, p. 125) recommended the following diagnostic measures for assessing the 
internal consistency: First, item-to-total correlation (i.e., the correlation of the item to the 
summated scale score) and inter-item correlation (i.e., the correlation among items) that evaluate 
the consistency of each item separately. Item-to-total correlation and inter-item-correlation values 
exceeding .50 and .30 indicate an acceptable level of the internal consistency, respectively (Field, 
2013; Hair et al., 2010). Low value of item-to-total correlation suggests that the item correlates 
poorly with the total score of all scales and therefore, it should be excluded from further analysis 
(Brahma, 2009; Field, 2013). 
The second diagnostic measure for evaluating internal consistency is the reliability coefficient, 
which evaluates the consistency of the entire scale (Hair et al., 2010). The most widely used 
reliability coefficient is Cronbach’s alpha that indicates whether a set of items belong to a specific 
domain (i.e., construct) (Field, 2013; Hair et al., 2010). The threshold of .70 is suggested as the 
minimum acceptable value for Cronbach’s alpha (Hair et al., 2010). However, values as low as 
.50 are also tolerable in the early stages of research (Brahma, 2009; Field, 2013). A practical 
remedy for improving Cronbach’s alpha is to drop items from the scale on the basis of ‘alpha if 
item deleted’, until a satisfactory level of alpha is reached (Brahma, 2009). However, this method 
can only be used when the item pool is large enough so that the deletion of items would not 
undermine the content validity of the scale (Hinkin, 1995). 
Keeping in mind the above-mentioned diagnostic measures, the internal consistency of study 
measures was calculated based on (a) item-to-total correlation, (b) inter-item correlation, and (c) 
Cronbach’s alphas. Moreover, the measure of ‘Cronbach’s alpha if item deleted’ was calculated 
in order to determine whether item deletion could improve the reliability of the scales. Appendix 
8.1 includes the results of the internal consistency analysis for all study measures. Only two items 
(i.e., ae2, and use3) showed low values on both item-to-total correlation and inter-item correlation 
measures (.21 and .39, respectively) and thus, they were dropped from further analysis. It is 
worthy to note that the deletion of ae2 and use3 on the basis of item-to-total correlation and inter-
item correlation measures is also supported by ‘Cronbach’s alpha if item deleted’ test (See Table 
8.1).  
Table 8.1. Summary of initial reliability diagnosis 
Construct 
Cronbach’s 
Alpha before 
item deletion 
Item 
Item-to-
total 
Correlation 
Cronbach’s 
Alpha if item 
deleted 
Administrative 
Expert .575
a ae2: The amount of time HR spends on strategic issues. .209
b .715 
Extent of Use .893 use3: HR personnel’s SNWs use for - Background review and reference check. .385
b .899 
a Cronbach’s alpha < .70 threshold value 
b Item-to-total correlation < .50 threshold value 
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8.3.2. Exploratory Factor Analysis 
The primary purpose of Exploratory Factor Analysis (EFA) is to identify underlying structures 
(i.e., latent factors) among a given set of observed variables (i.e., indicators) (Segars, 1997). 
Although EFA is often used in situations where the link between observed variables and the 
underlying factor is unknown, as Brahma (2009) argues, the EFA can also help empirically test 
whether the items of a single construct do indeed form that construct (p. 63). Moreover, Hair et 
al. (2010) posit that the EFA can be used in a confirmatory approach where the purpose of analysis 
is examining the extent to which the data meet a predetermined factorial structure. Since the EFA, 
determines the appropriateness of underlying structures merely based on correlations among 
study variables, Hair et al. (2010) further recommends a separate EFA tests of dependent and 
independent variables. 
Accordingly, a series of EFAs were separately conducted for both dependent and independent 
variables of this study in order to identify their underlying structures (i.e., latent factors). 
However, before the EFA is performed, the extent to which the assumptions of factor analysis 
held in the data was statistically tested. These assumptions are briefly explained below. 
A principal assumption in EFA is that variables should be sufficiently inter-correlated to produce 
representative factors (Tabachnick & Fidell, 2012). Low correlations among variables indicate 
the absence of an underlying latent factor and therefore, negatively affect the appropriateness of 
EFA. Accordingly, the following approaches were taken into account to examine the adequacy of 
inter-correlations among variables of the study: 
a) Bartlett test of sphericity, which indicates whether a statistically significant correlation 
exists among at least some of the observed variables in the total correlation matrix. A significant 
Bartlett test (p-value < .001) is indicative of the appropriateness of factor analysis for the data 
(Field, 2013). 
b) Kaiser-Meyer-Olkin measure of sampling adequacy (MSA), which examines whether the 
pattern of correlations among observed variables are compact enough so that the factor analysis 
could result in distinct and reliable latent factors (Field, 2013, p. 684). Here, the MSA values are 
calculated for both individual observed variables as well as the overall data matrices. MSA values 
larger than .50 indicate that the pattern of correlations among variables is barely acceptable for 
factor analysis, whereas MSA values larger than .80 are indicative of a correlation pattern that is 
meritorious for EFA (Hair et al., 2010). 
c) Partial correlations, which represent the amount of correlations that cannot be explained 
by variables loaded on latent factors. As a rule of thumb, Hair et al. (2010) suggest partial 
correlation values larger than .70 are indicative of the data not suitable for factor analysis (see 
Appendices 8.2.a to 8.2.d for partial correlations and MSAs for individual observed variables).  
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Table 8.2 summarises the Bartlett test significance and the overall measures of sampling adequacy 
(i.e., overall data matrices) for all the EFAs of this study. The Bartlett’s test of sphericity was 
significant at p-value < .000 and KMO measures of sampling adequacy (MSA) ranged from .871 
to .932 for all the EFAs, all of which exceed the threshold of .80 (Hair et al., 2010). Taken 
together, these results ensured the appropriateness of the sample data for conducting factor 
analyses (EFAs) for this study. 
Table 8.2. Summary of test results for the assumptions in factor analyses 
  Variables included 
Kaiser-Meyer-Olkin and Bartlett's Test 
 
 
 
 
Sample Size Considerations 
KMO 
Measure of 
Sampling 
Adequacy 
Bartlett's Test of Sphericity No. of 
variables 
No. of 
Cases 
Case-to-
variable Ratio 
Chi-Square df Sig. 
Model 1 Independent .871 7840.816 561 .000 34 375 8:1 
Dependent .932 2884.689 120 .000 16 375 17:1 
Model 2 Independent .902 891.529 36 .000 9 208 23:1 
Dependent .932 2930.557 210 .000 21 208 10:1 
Note: KMOs ≥ .80 indicate meritorious level for the sampling adequacy; p-values < .001 for Bartlett test indicate appropriateness 
of factor analysis for the data 
In addition to the above assumptions, the adequacy of the sample size was taken into account for 
performing exploratory factor analyses (EFA). Nunnally and Bernstein (1994) posit that a case-
to-variables ratio of 5:1 is considered as satisfactory and a 10:1 ratio as preferable for achieving 
stable EFA results. In contrary, Kass and Tinsley (1979) argue that it is the overall sample size, 
rather than the case-to-variable ratio, that matters in order for EFA to produce stable results. In 
line with this, Hair et al. (2010) suggest that a sample size of 100 observations or larger is 
preferable for a factor analysis. Similarly, Tabachnick and Fidell (2012) recommend that in order 
to achieve a stable factor solution, a sample size of 300 or more is comforting.  
The sample size of this study exceeded the case-to-variables ratio of 5:1 for both models (i.e., 375 
cases to 50 observed variables in Model 1, and 208 cases to 30 observed variables in Model 2) on 
the one hand, and met the minimum required sample size (i.e., larger than 100) recommended by 
Hair et al. (2010) on the other. Hence, it is concluded that the sample size of the current study can 
adequately provide stable solutions for exploratory factor analyses (EFA). 
Once the appropriateness of factor analysis was established for the sample data, the following 
considerations were taken into account in performing the EFAs: 
a) Maximum likelihood (ML) method was selected over the Principal Component Analysis 
(PCA) as the preferred factor extraction method. ML method is used when the objective of the 
study is to identify latent constructs or dimensions represented in the original observed variables 
(Hair et al., 2010, p. 108). Moreover, the ML method provides goodness-of-fit tests, which 
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indicate the extent to which the extracted factor model fit the original observed data (Tabachnick 
& Fidell, 2012). 
b) The number of factors to be extracted from EFA was based on Kaiser’s criterion (i.e., 
eigenvalues > 1.00) and on the conceptual foundation of the research, that is the number of latent 
factors expected to emerge from the EFA (Field, 2013; Hinkin, 1995). 
c) Direct Oblimin rotation technique was selected to simplify the interpretation of EFA 
results and improve the utility of the extracted solution (Field, 2013). Using the oblique rotation 
technique, Direct Oblimin allows for extracted factors to be correlated with each other 
(Tabachnick & Fidell, 2012). 
d) Only variables with a loading exceeding ±.30 (for Model 1) and ±.40 (for Model 2) were 
considered as substantially important to the underlying factor. This is in line with the Field (2013) 
recommendation that the practical significance of loadings should be evaluated with the size of 
the sample data in mind. For a sample size of 350 or larger (i.e., Model 1), factor loadings greater 
than ±.30 can be considered as having practical significance (Hair et al., 2010). However, in a 
sample of 100 to 200 (i.e., Model 2) a loading greater than ±.40 is required for a factor to be 
considered as practically significant. Variables with low factor loading (less than ±.30), or those 
with substantial loading on more than one factor (i.e., cross-loadings) are considered as 
problematic and should be remedied by either deleting the problematic variables, or 
increasing/decreasing the number of extracted latent factors (Hair et al., 2010). 
Appendices 8.3.a to 8.3.d include pattern matrices of four EFA models examined in this study 
(i.e., separate EFA analysis of independent and dependent variables across Model 1 and Model 
2). The factor analysis of Model 1 independent variables (based on eigenvalues greater than 1.00) 
resulted in an eight-factor solution that accounted for 62.63 percent of the variance in the sample 
data (exceeding the 60 percent threshold value recommended by Hair et al., 2010). However, ec2 
exhibited a substantial cross-loading (.394) on a factor different from the originally hypothesised 
one (i.e., Employee Champion). Thus, ec2 was removed from the analysis. The second and final 
EFA iteration for independent variables in Model 1 showed that the revised eight-factor solution 
adequately explained 63.52 percent of the variance in the data. 
With an exception of two, all extracted independent factors in Model 1 corresponded to the 
theoretical constructs suggested by the conceptual Model 1 and therefore, they were labelled 
accordingly. However, only two factors were extracted to account for the HR Roles. More 
specifically, items measuring Strategic Partner and Change Agent roles were loaded on a single 
latent factor and those measuring Employee Champion and Administrative Expert roles were 
loaded on another (see Appendix 8.3.a). This finding is in line with previous empirical research 
(e.g., Bondarouk & Ruël, 2012; Haines & Lafleur, 2008; Voermans & van Veldhoven, 2007; 
Yusoff & Ramayah, 2012) where only two types of HR roles (i.e., Strategic and Administrative) 
were extracted on the basis of exploratory factor analyses. Consistent with empirical evidence 
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from prior research, the two extracted factors of HR Roles from factor analysis were labelled as 
Strategic Partner and Administrative Expert (see Appendix 8.3.a). 
The factor analysis of dependent variables in Model 1 indicated that a four-factor solution 
accounted for 76.33 percent of variance in the data (see Appendix 8.3.b). This EFA model 
corresponded to the conceptual Model 1 of the study, thus all extracted factors were labelled 
accordingly. 
The analysis of the factor structure for the independent variable (i.e., Extent of Use) in Model 2 
suggested that a one-factor solution adequately explained 61.45 percent of total variance in the 
data. It is important to note that since only one factor was extracted from the analysis, the solution 
could not be rotated (Field, 2013). Therefore, results reported in the Appendix 8.3.c were based 
on the un-rotated factor matrix. As a cautionary step, an extra analysis was conducted by including 
all dependent and independent variables of Model 2 in a single EFA model to assure the 
unidimensionality of dependent and independent latent constructs. The extracted six-factor 
solution model explained 64.58 percent of total variance in the data with no issues reported 
concerning nonsignificant loadings or cross-loadings.   
Finally, the factor analysis of dependent variables in Model 2 produced the anticipated number of 
latent factors (i.e., five-factor solution) that explained 66.25 percent of variance in the sample 
data. However, of the five items that measure the Candidate Relationship Management construct, 
two (i.e., carm1, and carm3) did not load on the expected latent factor. Therefore, these items 
were removed from further analysis. The resulting five-factor solution model accounted for 67.83 
percent of the total variance in the sample data (see Appendix 8.3.d). 
Table 8.3 (next page) summarises the EFA test outputs for the Model 1 and Model 2 latent 
variables. All in all, three items were removed from further analyses as they did not meet at least 
one of the factor extraction criteria explained above. All the remaining 77 items showed 
significant factor loadings (i.e., < .364) on their corresponding latent factors. Overall, it could be 
concluded that the EFA results supported the factorial unidimensionality of all the latent 
constructs of the current study. 
8.4. Assessment of Construct Validity through Confirmatory Factor Analysis 
Once the unidimensionality of constructs is established, the next step in the scale validation stage 
is the assessment the construct validity (MacKenzie et al., 2011). An instrument demonstrates 
construct validity if its measures could provide a reasonable operationalisation of the intended 
underlying construct (Tojib & Sugianto, 2011). In this research, the confirmatory factor analysis 
(CFA) technique was used for assessing the construct validity of all latent study constructs. 
Compared to other classical techniques (e.g., correlational, factor analytic, and multi-trait multi-
method procedures), CFA allows for more precision in assessment and refinement of construct 
validity (Brahma, 2009). 
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Table 8.3. Summary of exploratory factor analyses outputs 
  Construct 
No. of 
Items 
before 
EFA 
Items Deleted Factor Extracted 
No. of 
Items 
After 
EFA 
Reason for 
Deletion 
Model 1 Perceived Complementarity 3 Ǧ PC 3 Ǧ 
 Applicant Readiness 4 Ǧ AR 4 Ǧ 
 Top Management Support 4 Ǧ TMS 4 Ǧ 
 Perceived Success of Competitors 4 Ǧ PSC 4 Ǧ 
 Facilitating Conditions 4 Ǧ FC 4 Ǧ 
 Strategic Partner 3 Ǧ SP 6 Ǧ 
 Change Agent 3 Ǧ Ǧ Ǧ Underlying factor 
was not extracted 
 Administrative Expert 2 Ǧ AE 4 Ǧ 
 
Employee Champion 3 ec2: The amount of time 
HR spends on listening 
and responding to 
employees. 
Ǧ Ǧ Underlying factor 
was not extracted 
 Personal Innovativeness 4 Ǧ PI 4 Ǧ 
 Performance Expectancy 4 Ǧ PE 4 Ǧ 
 Effort Expectancy 4 Ǧ EE 4 Ǧ 
 Attitude 5 Ǧ ATT 5 Ǧ 
 Intention 3 Ǧ INT 3 Ǧ 
Model 2 Extent of Use 9 Ǧ USE 9 Ǧ 
 Time-to-Fill 3 Ǧ TIME 3 Ǧ 
 Cost-per-Hire 2 Ǧ COST 2 Ǧ 
 Recruitment Quality 6 Ǧ QUAL 6 Ǧ 
 
Candidate Relationship 
Management 
5 carm1: Engaging with a 
large number of potential 
job applicants;  
carm3: Delivering a 
custom experience 
unique to each 
prospective candidate. 
CaRM 3 Items loaded on 
different factors 
  Employer Reputation 5 Ǧ REPUT 5 Ǧ 
Total No. 20 80 3 18 77  
 
Following MacKenzie et al. (2011) recommendation, both convergent and discriminant validity 
were examined through CFA in order to establish the construct validity. In doing so, a series of 
one-factor congeneric models were developed and tested individually for each latent construct. 
This was followed by tests of the full CFA measurement models (Lewis et al., 2005). The 
convergent and discriminant validity measures were examined and reported in each step to assess 
the construct validity. In the following sub-sections, both convergent and discriminant validity 
and their respective measurement criteria are discussed in detail.  
8.4.1. Convergent Validity 
Convergent validity is defined as the extent to which items constituting a latent construct are in 
fact the true indicators of that underlying construct (Tojib & Sugianto, 2011). In other words, a 
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convergent validity is achieved if items of a construct reflect one latent factor and only that factor. 
In confirmatory factor analysis, goodness-of-fit (GOF) indices, parameter estimates (i.e., factor 
loadings), and squared multiple correlations (SMC) are indicators of convergent validity at the 
individual indicators level. At the construct level, the average variance extracted (AVE) and 
construct reliability (CR) are the key measures for estimating the extent of convergent validity 
(Hair et al., 2010; MacKenzie et al., 2011). Below, the measures of convergent validity are 
described in detail. 
Goodness-of-fit (GOF) statistics 
Overall, Goodness-of-Fit (GOF) statistics show the extent of fit between the hypothesized model 
(here, called one-factor congeneric models) and the sample data. More specifically, GOF statistics 
indicate the extent of discrepancy between the unrestricted sample variance-covariance matrix on 
the one hand and the restricted variance-covariance matrix implied by the model on the other 
(Byrne, 2010). The lower the discrepancy, the better the model is believed to be in terms of GOF 
statistics (Byrne, 2010). 
Over the past three decades a series of fit indices have been developed to evaluate the model fit. 
These fit indices can be categorised into three groups: (a) absolute, (b) incremental, and (c) 
parsimony fit indices. Hair et al. (2010) suggest that instead of reporting all fit statistics that often 
is redundant, the researcher should report a common set of indices that can perform adequately 
across a wide range of situations (p. 672). Hair et al. (2010) further recommend the inclusion of 
at least one or two incremental fit statistics (e.g., CFI, or TLI), two or more absolute fit statistics 
(e.g., RMSEA, or SRMR) as well as the χ2 value. The GOF categories, their definitions, and 
associated fit statistics reported throughout this study are summarised in Table 8.4. 
Table 8.4. Summary of the Goodness-of-fit categories and their associated fit statistics 
Category Description Fit Statistics Definition 
Absolute fit 
indices 
Evaluates how well the 
model is specified by 
the researcher. 
Chi-square (χ2) The statistical test of discrepancy between 
unrestricted sample covariance matrix and restricted 
covariance matrix implied by the model. 
Normed Chi-
square (χ2/df) 
The chi-square to the degrees of freedom ratio which 
corrects for the chi-square sensitivity to large 
samples. 
Root Mean 
Square Residual 
(RMR) 
Average of residual values derived from fitting 
restricted model covariance matrix implied to 
unrestricted sample covariance matrix. 
Standardised 
Root Mean 
Square Residual 
(SRMR) 
Average standardised residual values derived from 
correlation matrices. It provides a better 
interpretation of RMR statistics. 
Goodness-of-Fit 
Index (GFI) 
Relative amount of variance/covariance in sample 
covariance matrix that could be jointly explained by 
restricted covariance matrix implied by the model.  
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Root Mean 
Square Error of 
Approximation 
(RMSEA) 
The statistical test for how well would the specified 
model fit the population covariance matrix, if it were 
available. 
Closeness-of-Fit 
(PCLOSE) 
The test statistic for the 'goodness' of RMSEA in the 
population 
Incremental 
fit indices 
Evaluates how well the 
estimated model fit 
compared to a null 
model where all 
observed variables are 
considered as 
uncorrelated. 
Normed Fit Index 
(NFI) 
The ratio of the difference in chi-square values 
between the hypothesised model and a null model to 
the null model chi-square value. 
Tucker-Lewis 
Index (TLI) 
Differs from NFI in the fact that it uses the normed 
chi-square values. 
Comparative Fit 
Index (CFI) 
Differs from NFI in the fact that it takes the sample 
size into account. 
Parsimony 
fit indices 
  
Addresses the issues of 
model parsimony. 
  
Adjusted 
Goodness-of-Fit 
(AGFI) 
Differs from GFI by adjusting for the number of df in 
the specified model. 
Parsimony 
Goodness of Fit 
Index (PGFI) 
Takes into account the complexity (i.e., number of 
estimated parameters) of the hypothesised model  
Source: Byrne (2009); Hair et al. (2010) 
Table 8.5 reports the recommended cut-off values for the selected GOF indices that are reported 
in this study. These guidelines are developed on the basis of the sample size as well as the model 
complexity – that is the number of observed variables in the model (Hair et al., 2010). 
Table 8.5. Summary of the selected fit statistics acceptable values 
Indices 
Category Fit Statistic  
Recommended threshold 
Reference 
m < 12a m ≥ 30b 
Absolute Chi-square Non-significant χ2 
(p-value > .050) 
Significant χ2 
expected 
Bagozzi and Yi (2012); Hair et al. 
(2010); Holmes-Smith (2013) 
 Normed Chi-
square 
χ2/df ≤ 2 χ2/df ≤ 3 Holmes-Smith (2013); Iacobucci 
(2010); Kline (2011)  
 Root Mean Square 
Residual  
RMR ≤ .090 or preferably ≤ .080 Bagozzi and Yi (2012) 
 Standardised Root 
Mean Square 
Residual 
SRMR ≤ .090 or preferably ≤ .080 Bagozzi and Yi (2012); Byrne (2010); 
Hu and Bentler (1999) 
 Goodness-of-Fit 
Index 
 GFI ≥ .90 Byrne (2010); Chin and Todd (1995) 
 Root Mean Square 
Error of 
Approximation 
 RMSEA ≤ .080 or preferably ≤ .050 Byrne (2010); Hu and Bentler (1998, 
1999); MacKenzie et al. (2011) 
 Closeness-of-Fit  PCLOSE ≥ .050 Byrne (2010); Holmes-Smith (2013) 
Incremental Normed Fit Index  NFI ≥ .90 or preferably ≥ .95 Hu and Bentler (1999) 
 Tucker-Lewis 
Index 
 TLI ≥ .90 or preferably ≥ .95 Bagozzi and Yi (2012); Byrne (2010); 
Hu and Bentler (1999) 
 Comparative Fit 
Index 
 CFI ≥ .90 or preferably ≥ .95 Byrne (2010); Hu and Bentler (1998, 
1999); MacKenzie et al. (2011) 
Parsimony Adjusted 
Goodness-of-Fit  
 AGFI ≥ .90 or preferably ≥ .95 Gefen, Rigdon, and Straub (2011); 
Holmes-Smith (2013) 
  Parsimony 
Goodness of Fit 
Index 
No specific threshold is suggested; 
PGFI within .50 range is acceptable 
with incremental fit indices ≥ than .90 
Byrne (2010); Hooper, Coughlan, and 
Mullen (2008); Martínez-López, 
Gázquez-Abad, and Sousa (2013) 
a The accepted threshold for models with less than 12 number observed variables (i.e., the one-factor congeneric models) 
b The accepted threshold for models with 30 or more number observed variables (i.e., the full CFA measurement models and the 
structural models) 
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In a case of high discrepancy between unrestricted sample covariance matrices and restricted 
model covariance matrices (i.e., unacceptable level of model fit), the researcher has the option to 
re-specify the model on the basis of misspecification information (Byrne, 2010). In this study the 
model misfit will be remedied by examining standardised residuals and modification indices – 
the two available sources of model misspecification reported in AMOS 22.0 software. 
Residuals indicate the extent of discrepancy between unrestricted and restricted covariance terms 
for each pair of observed variables (i.e., items). Standardised residuals (i.e., residuals divided by 
their standard error values) greater than 2.58 indicate a significant discrepancy (p-value < .050) 
and may suggest a possible problem in the model fit (Byrne, 2010). However, standardised 
residuals greater than 3.29 (p-value < .001) indicate an unacceptable degree of error and 
necessitate re-specification of the model by dropping the problematic item (Hair et al., 2010). 
In situations where a hypothesised model is not appropriately specified, the modification indices 
(MIs) capture the evidence of misfit in the model (Byrne, 2010). In other words, MIs show every 
possible relationship in a given model that is not specified a priori by the researcher (Byrne, 2010). 
The MI values indicate ‘the expected drop in the χ2 value if the problematic parameter were to be 
freely estimated’ in a re-specified model (Byrne, 2010, p. 86). MI values greater than 3.84 (df = 1) 
suggest a significant improvement (p-value < .050) in the model fit if its corresponding path was 
to be estimated freely. It is essential to note that in respecifying a model, the practical 
meaningfulness of the newly added parameter should be taken into account (Byrne, 2010). In 
other words, the researcher must determine whether the addition of a new parameter to the model 
is substantially meaningful and can logically be defended (Byrne, 2010; Kline, 2011).  
Parameter Estimates (Factor Loadings) 
The size and significance of factor loadings indicate the extent to which indicators converge on 
their corresponding latent constructs (Hair et al., 2010). The size of factor loadings specifies the 
amount of variance that is accounted for in an indicator by the latent construct (MacKenzie et al., 
2011). As a rule of thumb, standardised factor loadings greater than or equal to .50 and ideally 
.70 represent indicators that are strongly related to their underlying latent construct (Fornell & 
Larcker 1981, as cited in MacKenzie et al., 2011). In addition to standardised factor loadings, the 
AMOS program provides test statistics of the parameter estimates based on the critical ratio. This 
test operates similar to the z-statistic. Therefore, critical ratio values larger than ±1.98 are 
considered as significant at p-value < .050 (Byrne, 2010). Taken together, low factor loadings and 
non-significant estimates are indicative of inadequate convergent validity at the indicator level. 
As a remedy, problematic indicators should be deleted from further analysis (Byrne, 2010; Hair 
et al., 2010). 
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Squared Multiple Correlations (SMC) 
The squared multiple correlation (SMC) is the squared value of standardised parameter estimates. 
Also known as variance extracted, SMC values indicate how well an item measures a latent 
construct (Hair et al., 2010, p. 708). A SMC value greater than .50 suggests that the underlying 
latent construct accounts for at least 50 percent of variance in an item. However, SMC values as 
low as .30 can be tolerable (Tojib & Sugianto, 2006). Similar to the remedial approach applicable 
to the items with low and non-significant parameter estimates, indicators with SMC values less 
than .30 are potential candidates for deletion (Hair et al., 2010). 
Average Variance Extracted (AVE) and Construct Reliability (CR) 
Average variance extracted (AVE) and construct reliability (CR) are the two measures of 
convergent validity at the construct level (Hair et al., 2010; MacKenzie et al., 2011). The AVE is 
calculated by averaging the square multiple correlation (SMC) values of indicators that measure 
a common underlying construct (MacKenzie et al., 2011). While both SMC values and AVE 
values convey the same meaning, the former operates at indicator level, whereas the latter 
functions at the construct level. An AVE value greater than .50 is desirable as it suggests that at 
least 50 percent of the total amount of variance in the indicators is accounted for by the underlying 
latent construct (Brahma, 2009; Hair et al., 2010). However, AVE values as low as .30 are also 
tolerable (Hair et al., 2010). 
Construct reliability (CR) can also be reported as a supplementary measure of convergent validity 
at the construct level (Brahma, 2009). The CR is measured by ሺσܮሻଶ ൊ ሾሺσ ܮሻଶ ൅ σ൫ͳ െ ܮ௜ଶ൯ሿ where, 
L denotes the standardised factor loadings pertinent to an underlying latent construct (Hair et al., 
2010). The acceptable value for CR is > .70 (MacKenzie et al., 2011). 
8.4.2. Discriminant Validity 
Discriminant validity explains the extent to which the items measuring one latent factor can be 
differentiated from the items representing other factors (Tojib & Sugianto, 2011). In this study, 
discriminant validity was established by comparing the square root of average variance extracted 
(AVE) values of each study construct against its correlation coefficients (r) with other study 
constructs (Fornell and Larcker, 1981, as cited in MacKenzie et al., 2011). Evidence of 
discriminant validity exists if the square root of AVE values exceeds the correlation coefficients 
(Hair et al., 2010). The rationale behind this comparison is that a construct with adequate level of 
discriminant validity should explain more of the variance in its item measures (indicated by the 
square root of AVE values) than the variance it shares with other constructs (share variance is 
represented by the r values). 
The following sections present a detailed description of the construct validity analysis for the 
latent constructs included in this study. First, a series of one-factor congeneric models were first 
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developed and then tested via confirmatory factor analysis (CFA) in order to examine the 
convergent validity of study constructs at the individual indicators level. This was followed by 
developing and testing two full CFA measurement models (i.e., full CFA measurement Model 1 
and Model 2) to establish the convergent validity at the construct level and the discriminant 
validity of the constructs in this study.  
8.5. Developing the Measurement Model 1 
In this section, each latent construct was conceptualised on the basis of its underlying theory as 
well as the EFA results. Using AMOS program a series of one-factor congeneric models was then 
constructed for each individual latent construct. This process included the specification of 
relationships between indicator variables and their corresponding latent constructs. Next, the 
convergent validity of each construct was assessed on the basis of fit statistics (GOF), parameter 
estimates, and squared multiple correlations (SMCs) and their appropriate threshold values 
explained above. Where needed, re-specifications were executed on the basis of standardised 
residuals and modification indices (MIs) in order to improve the model fit and the overall 
convergent validity of constructs at the individual indicators level. 
8.5.1. One-factor Congeneric Measurement Model of Perceived 
Complementarity 
Three items measure the Perceived Complementarity construct. Thus, a one-factor measurement 
model with three indicators was developed and tested in AMOS 22.0. Figure 8.218 presents the 
output path diagram for this hypothesised model. Of importance here is the issue of just-
identification in a CFA model with three indicators (i.e., the number of parameters to be estimated 
in the model is equal to the number of distinct sample moments and thus, the degrees of freedom 
df = 0). As a result, the goodness-of- fit (GOF) statistics cannot be computed and the model fit 
cannot be assessed.  
To overcome this limitation, a pairwise comparison of estimated parameters was conducted by 
calculating the critical ratio for differences (CRDIFF) between each estimated parameter in the 
                                                     
18 In all one-factor congeneric CFA models, values on paths and values adjacent to indicators (items) display standardised factor 
loadings and squared multiple correlations, respectively. 
Figure 8.2. One-factor congeneric model of Perceived Complementarity 
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model (Arbuckle, 2010). A pair of parameters with a non-significant (p-value > .050) critical ratio 
for difference (CRDIFF < 1.96) would basically yield to estimates that are approximately equal. 
These parameters can be constrained as equal (i.e., one less parameter to be estimated) to achieve 
an over-identified model and thus, enable the researcher to calculate GOF statistics (Byrne, 
2010)19. 
Accordingly, error terms associated with prcmp1 and prcmp2 were specified to be equal (CRDIFF 
= .247, p-value > .050). The resulting CFA model of Perceived Complementarity became over-
identified with one degree of freedom. This resulted in GOF statistics summarised in Table 8.6. 
Table 8.6. Parameter estimates and goodness-of-fit statistics for final one-factor 
congeneric model of Perceived Complementarity 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
prcmp1 .949 .046 20.792 *** .761  
prcmp2 .949 .046 20.794 *** .761  
prcmp3 .879 .048 18.128 *** .657  
Goodness-of-Fit Statistics 
χ² (p-value) .060 (.805) RMR .002 NFI 1.000 GFI 1.000 
df 1 SRMR .001 TLI 1.005 AGFI .999 
χ²/df .060 RMSEA (PCLOSE) .000 (.876) CFI 1.000 PGFI .167 
Notes: Unstandardised Estimate (Estimate); Standard Error (S.E.); Critical Ratio (C.R.); p-value (P); Squared 
Multiple Correlation (SMC) 
*** refers to the p-value < .001 
An examination of GOF statistics (Table 8.6) revealed that the proposed model meets all the fit 
criteria. Specifically, the χ2 value was nonsignificant (p-value = .805) and RMSEA was well 
below the .05 cut-off value. Only PGFI index showed some concerns regarding the parsimony of 
the model. However, it is important to note that PGFI is only used for choosing between 
alternative models (Martínez-López et al., 2013; Reisinger & Mavondo, 2007). Moreover, Hooper 
et al. (2008) strongly advised for the use of PGFI in conjunction with other GOF indices because 
‘no definite threshold value have been recommended for PGFI’ (p. 55). 
Moreover, all hypothesised path estimates were significant (with standardised factor loadings > 
.70), and the SMC values exceeded the threshold value of .50. Overall, the proposed model of 
Perceived Complementarity fits the data with the evidence of acceptable convergent validity at 
the individual indicators level. 
 
                                                     
19 Where needed, equality constraints using CRDIFF values will be applied throughout the rest of the chapter in order to calculated 
GOF statistics of the one-factor congeneric models. 
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8.5.2. One-factor Congeneric Measurement Model of Applicant 
Readiness 
The one-factor congeneric model of Applicant Readiness comprises four observed indicators. The 
corresponding CFA model of Applicant Readiness is depicted in Figure 8.3. 
The analysis of the hypothesised model indicated a non-significant χ2 value (p-value = .816) with 
RMSEA well below the cut-off value of .05. Moreover, other fit indices met an acceptable level 
of fit for the model (see Table 8.7). 
Table 8.7. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Applicant Readiness 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
apprd1 .957 .055 17.503 *** .645   
apprd2 .921 .059 15.6 *** .545  
apprd3 1.072 .059 18.253 *** .685  
apprd4 .952 .061 15.50 *** .540  
Goodness-of-Fit Statistics 
χ² (p-value) .407 (.816) RMR .004 NFI .999 GFI .997 
df 1 SRMR .001 TLI 1.007 AGFI .999 
χ²/df .407 RMSEA (PCLOSE) .000 (.920) CFI 1.000 PGFI .200 
 
A review of convergent validity measures showed that (a) the magnitude and the significance of 
path estimates, and (b) the SMC values were within their recommended range (greater than .70 
and .50, respectively). Overall, the CFA test of the proposed one-factor congeneric model 
supported the convergent validity of the Applicant Readiness construct. 
8.5.3. One-factor Congeneric Measurement Model of Top Management 
Support 
The graphic representation of the Top Management Support construct is shown in Figure 8.4. 
Four indicators constituted this latent construct. A review of fit criteria showed that the proposed 
one-factor congeneric model did not fit the data. 
Figure 8.3. One-factor congeneric model of Applicant Readiness 
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In particular, (a) χ2 value was found to be significant (p-value = .001); (b) the normed chi-square 
was well beyond the acceptable threshold (χ²/df = 7.191); and (c) the RMSEA value and its test 
statistics (PCLOSE) were indicative of a poor model fit (RMSEA = .129 (PCLOSE = .013)). Table 8.8 
includes the summary of fit statistics and parameter estimates of this model. 
Table 8.8. Parameter estimates and goodness-of-fit statistics for one-factor 
congeneric model of Top Management Support 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
tms1 1.093 .062 17.610 *** .603   
tms2 1.211 .061 19.796 *** .704  
tms3 1.359 .056 24.218 *** .899  
tms4 1.401 .059 23.733 *** .878  
Goodness-of-Fit Statistics 
χ² (p-value) 14.381 (.001) RMR .040 NFI .989 GFI .981 
df 2 SRMR .019 TLI .972 AGFI .903 
χ²/df 7.191 RMSEA (PCLOSE) .129 (.013) CFI .991 PGFI .196 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
From these results, it is evident that some re-specification were required in order to achieve a 
better model to represent the sample data. A review of misspecification information indicated that 
standardised residuals were within the acceptable range. However the modification indices (MIs) 
suggested that addition of a covariance between two error terms (corresponding to tms3 and tms4 
items) substantially improves χ2 value and the overall model fit (see Table 8.9). Although some 
researchers believe that allowing error covariances to be freely estimated can undermine the 
validity of constructs (e.g., Gerbing & Anderson, 1984; Hair et al., 2010), there are certain 
situations where freeing up these paths can be acceptable. These situations are described below.  
First, error covariance could be triggered in situations where there is an overlap in the content of 
two items. This means that even though worded differently, the two items could basically ask the 
same question (Byrne, 2010). According to Byrne (2010), allowing error covariances to be freely 
estimated is justifiable in these situations. Second, items with high level of error covariance may 
be indicative of a small omitted factor that is beyond what the conceptualised construct can 
Figure 8.4. One-factor congeneric model of Top Management Support 
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explain (Aish & Joreskog 1990, as cited in Byrne, 2010). According to Holmes-Smith (2013), in 
these situations, allowing the error terms to be covaried is a better strategy than decomposing the 
construct if the extant literature provides support for the conceptualisation of the construct as a 
unified factor. 
With these guidelines in mind, a review of tms3 and tms4 item contents suggested that error 
covariance might have occurred as a result of item content overlap. Item tms3 asked whether ‘the 
top management is strongly in favour of using SNWs as business tools’, while item tms4 asked 
whether ‘the top management considers SNWs as important business tools’. Provided with 
evidence of an obvious item overlap, it was concluded that covering error terms associated with 
tms3 and tms4 is justifiable. This model re-specification is also in line with Bentler and Chou 
(1987) proposition that forcing substantial within-construct error covariances to be uncorrelated 
is rarely applicable in the real data. 
As summarised in Table 8.9, the inclusion of error covariance substantially improved the model 
fit. In particular, the overall χ² value decreased from 14.381 to .044 and the RMSEA value from 
.129 to .000. The chi-square significance test indicated a significant improvement (Δχ² (1) = 14.381, 
p-value < .001) in model fit. 
Table 8.9. Post-hoc analyses for one-factor congeneric model of Top Management Support 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   14.381  .991 .129 
2. Respecified model e3 ↔ e4 13.550 .146 .044 14.337 1.000 .000 
Notes: Modification Indices (M.I.); Expected change in Parameter Estimates (Par Change); Overall change in χ² value based on 1.00 
unit of difference in degree of freedom (Δχ²(Δdf)) 
Table 8.10 summarises other fit indices values as well as key convergent validity measures. 
Considering all fit indices, it is reasonable to conclude that the modified model is the best-fitting 
model to the data. 
Table 8.10. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Top Management Support 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
tms1 1.139 .062 8.332 *** .655   
tms2 1.268 .061 20.630 *** .773  
tms3 1.288 .061 21.181 *** .807  
tms4 1.325 .064 20.681 *** .785  
Goodness-of-Fit Statistics 
χ² (p-value) .044 (.834) RMR .001 NFI 1.000 GFI 1.000 
df 1 SRMR .000 TLI 1.004 AGFI .999 
χ²/df .044 RMSEA (PCLOSE) .000 (.895) CFI 1.000 PGFI .100 
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Moreover, the examination of parameter estimates, their significance, and SMC values indicated 
that the modified model met all convergent validity criteria at the individual indicators level. The 
re-specified one-factor congeneric model structure for Top Management Support construct is 
presented in Figure 8.5. 
8.5.4. One-factor Congeneric Measurement Model of Perceived Success 
of Competitors 
The Perceived Success of Competitors was hypothesised to comprise four indicators. The 
graphical presentation for this construct and its indicators are shown in Figure 8.6. The initial 
CFA test revealed inappropriate Goodness-of-fit statistics for the model (see Table 8.11).  
Specifically, the χ² value was significant at p-value of .000 and the normed chi-square value 
surpassed the threshold value of 2.00. Furthermore, RMSEA value did not meet the recommended 
cut-off value of .080. These results necessitated a model re-specification. 
Table 8.11. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Perceived Success of Competitors 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
psc1 .735 .044 16.610 *** .554   
psc2 1.010 .043 23.296 *** .855  
psc3 .979 .043 22.629 *** .827  
psc4 1.083 .044 24.803 *** .918  
Goodness-of-Fit Statistics 
Figure 8.5. Final one-factor congeneric model of Top Management Support 
Figure 8.6. One-factor congeneric model of Perceived Success of Competitors 
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χ² (p-value) 16.232 (.000) RMR .017 NFI .989 GFI .978 
df 2 SRMR .015 TLI .970 AGFI .889 
χ²/df 8.116 RMSEA (PCLOSE) .138 (.007) CFI .990 PGFI .196 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
A review of modification indices (MIs) indicated a substantive misspecification between psc3 
and psc4 items (see Table 8.12). In other words, allowing the covariance between two error terms 
(corresponding to psc3 and psc4 items) to be freely estimated was reported to improve the χ² 
value. A content review of psc3 and psc4 indicated that such re-specification was indeed 
meaningful and relevant. Item psc3 asked whether competitors who have already adopted SNWs 
were likely to be perceived as ‘favourably by prospective job applicants’, while psc4 asked 
whether these organisations were ‘more competitive in attracting talent’. Clearly, there is a 
content overlap between these items. Thus, the model was re-specified to include a covariance 
between psc3 and psc4 error terms. 
Table 8.12. Post-hoc analyses for one-factor congeneric model of Perceived Success of 
Competitors 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   16.232  .990 .138 
2. Respecified model e3 ↔ e4 14.125 .063 .003 16.229 1.00 .000 
  
GOF statistics related to modified model of Perceived Success of Competitors revealed a 
statistically significant improvement over the originally hypothesised model (Δχ² (1) = 16.229, p-
value < .001), and substantial improvement in RMSEA (.000 versus .138) value. The respecified 
model of Perceived Success of Competitors is shown in Figure 8.7.  
Other GOF indices of the re-specified model showed an acceptable fit. Moreover, a review of 
path estimates, their significance, and SMC values suggested the convergence validity at the 
individual indicators level. Final GOF indices and convergent validity measures are summarised 
in Table 8.13. 
 
Figure 8.7. Final one-factor congeneric model of Perceived Success of Competitors 
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Table 8.13. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Perceived Success of Competitors 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
psc1 .750 .044 17.021 *** .577   
psc2 1.050 .043 24.273 *** .925  
psc3 .933 .046 20.364 *** .750  
psc4 1.039 .046 22.495 *** .845  
Goodness-of-Fit Statistics 
χ² (p-value) .003 (.953) RMR .000 NFI 1.000 GFI 1.000 
df 1 SRMR .000 TLI 1.004 AGFI 1.000 
χ²/df .003 RMSEA (PCLOSE) .000 (.971) CFI 1.000 PGFI .100 
 
8.5.5. One-factor Congeneric Measurement Model of Facilitating 
Conditions 
The Facilitating Conditions construct was explained by four items. Figure 8.8 shows the initial 
CFA results for the proposed one-factor congeneric model of Facilitating Conditions construct.  
As shown in Table 8.14, estimation of the hypothesised model resulted in a significant χ² value 
(p-value = .004), a normed chi-square value greater than 2.00, and unacceptable RMSEA value 
of .109. Overall, the GOF statistics were indicative of a very poor fitting model. Therefore, some 
re-specification in the model was required to achieve an acceptable model fit. 
Table 8.14. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Facilitating Conditions 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
fcon1 1.088 .073 14.843 *** .526   
fcon2 .996 .069 14.425 *** .511  
fcon3 1.121 .081 13.803 *** .457 Acceptable at >.30 
fcon4 1.273 .072 17.569 *** .682  
Goodness-of-Fit Statistics 
χ² (p-value) 10.868 (.004) RMR .060 NFI .980 GFI .986 
Figure 8.8. One-factor congeneric model of Facilitating Conditions 
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df 2 SRMR .028 TLI .950 AGFI .929 
χ²/df 5.434 RMSEA (PCLOSE) .109 (.045) CFI .983 PGFI .197 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
First, the inspection of standardised residuals (ranged from -.871 to .904) showed no significant 
discrepancy between the hypothesised model and the sample data. However, modification indices 
(MIs) showed a clear evidence of misspecification between the error terms associated with fcon1 
and fcon4. A closer look at the items revealed a potential content overlap between the two. The 
fcon1 question stated whether the organisation had sufficient ‘financial resources’ to use SNWs, 
while fcon4 asked about the availability of ‘technological resources’ in the organisation to use 
SNWs for recruitment purposes. Taken together, these two items appear to be measuring the same 
thing – that is the availability of organisational resources (i.e., facilitating conditions) for a 
successful adoption of social recruiting technologies (Venkatesh et al., 2012). The apparent 
content overlap between fcon1 and fcon4 justified the re-specification of the initial model (see 
Table 8.15). 
Table 8.15. Post-hoc analyses for one-factor congeneric model of Facilitating Conditions 
Model 
Modification Indices  Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   10.868  .983 .109 
2. Respecified model e1 ↔ e4 5.182 .162 3.483 7.385 .995 .080 
  
The addition of a covariance between fcon1 and fcon4 error terms resulted in a substantial 
improvement of the model fit. In particular, the χ² value dropped from 10.868 to 3.483 (Δχ² (1) = 
7.385, p-value < .010) and the RMSEA from .109 to .082. The GOF statistics for the respecified 
model of Facilitating Conditions are presented in Table 8.16. 
Table 8.16. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Facilitating Conditions 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
fcon1 .985 .082 12.089 *** .435 Acceptable at >.30 
fcon2 1.053 .071 14.746 *** .562  
fcon3 1.169 .083 14.072 *** .514  
fcon4 1.176 .08 14.779 *** .585  
Goodness-of-Fit Statistics 
χ² (p-value) 3.483 (.062) RMR .032 NFI .993 GFI .995 
df 1 SRMR .013 TLI .972 AGFI .954 
χ²/df 3.483 RMSEA (PCLOSE) .080 (.186) CFI .995 PGFI .100 
 Note: χ²/df > 3.00 
Overall, the GOF statistics indicated an acceptable level of fit for the respecified model. Only, the 
normed chi-square index failed to meet the preferred threshold value of 2.00. However, the 
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nonsignificant χ² value helped dismiss any potential concerns related to the model misfit (Holmes-
Smith, 2013). Moreover, the non-significant value of RMSEA (PCLOSE = .186) showed an adequate 
model fit. Finally, the results of convergent validity analysis show that both standardised path 
estimates and SMCs met the acceptable thresholds of .50 and .30, respectively. The final one-
factor congeneric model of Facilitating Conditions is presented in Figure 8.9.  
8.5.6. One-factor Congeneric Measurement Model of Strategic Partner 
The exploratory factor analysis of the items pertinent to Strategic Partner and Change Agent 
resulted in the extraction of only one underlying factor, represented jointly by 6 items (see Section 
8.3.2 for more details). Accordingly, the one-factor congeneric model of Strategic Partner 
construct was hypothesised to have 6 indicators, three of which derived from the originally 
theorised construct of the Change Agent. The schematic representation of this model is shown in 
Figure 8.10.  
A review of GOF statistics indicated an ill-fitting model to the data. In particular, the χ² value was 
significant (p-value = .000) and RMSEA (PCLOSE = .000) value considerably departed from the 
acceptable threshold of .080 (see Table 8.17). Clearly, some modifications were required to 
improve the model fit. The examination of standardised residuals (ranging from -1.495 to 1.115) 
revealed no apparent areas of discrepancy between the hypothesised model and the data. 
Figure 8.9. Final one-factor congeneric model of Facilitating Conditions 
Figure 8.10. One-factor congeneric model of Strategic Partner 
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However, a review of modification indices (MIs) showed that the sp3 error term has substantial 
covariance with the error associated with ca4 (err5↔err3; MI = 9.695) as well as the error related 
to ca2 (err5↔err1; MI = 4.491). Following Byrne (2010) recommendation on the significance of 
model parsimony (p. 125), the sp3 was considered as a confounding variable and therefore 
removed from the analysis. The low SMC value of sp3 (.418) also qualified the item as a candidate 
for deletion. Accordingly, the CFA model was re-specified and re-run after the removal of sp3 
from the analysis. 
Table 8.17. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Strategic Partner 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
ca2 .847 .061 13.834 *** .464 Acceptable at >.30 
ca3 .652 .046 14.091 *** .478 Acceptable at >.30 
ca4 .810 .053 15.386 *** .546  
sp2 .758 .056 13.537 *** .449 Acceptable at >.30 
sp3 .528 .041 12.937 *** .418 Acceptable at >.30 
sp4 .763 .055 13.890 *** .467 Acceptable at >.30 
Goodness-of-Fit Statistics 
χ² (p-value) 68.063 (.000) RMR .053 NFI .915 GFI .950 
df 9 SRMR .046 TLI .875 AGFI .882 
χ²/df 7.563 RMSEA (PCLOSE) .133 (.000) CFI .952 PGFI .407 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
When compared to the originally hypothesised model, the restructured CFA model showed an 
improvement in fit statistics. However, it failed to fit the data to an acceptable level. Specifically, 
the resulting χ² was significant (χ² (5) = 33.102 at .000 probability level), normed chi-square was 
6.620, and RMSEA was .123, all failed to meet their acceptable threshold values. Again, a review 
MIs showed that sp2 was severely confounding with both ca2 (err4↔err1; MI = 16.494) and sp4 
(err4↔err6; MI = 5.247) variables and therefore removed from the analysis. 
Although the restructured model exhibited a substantial improvement in terms of fit statistics, it 
did not achieve a satisfactory level of model fit to the sample data. This was evidenced by the χ²(5) 
value of 7.765, normed chi-square of 3.382, and RMSEA value of .088. Subsequently, a review 
of MIs revealed an area of misspecification in error terms associated with ca3 and sp4 (see Table 
8.18). 
Table 8.18. Post-hoc analyses for one-factor congeneric model of Strategic Partner 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   7.707  .986 .088 
2. Respecified model e2 ↔ e6 4.089 .070 .128 7.579 1.000 .000 
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Item ca3 asked about HR’s priority towards ‘reshaping behaviour for organisational change’, 
whereas item sp4 stated the significance of ‘business partner role currently played by HR’. There 
appears to be a content overlap between the two items to suggest reshaping organisational 
behaviour as the responsibility of business partners and HR strategists (Ulrich et al., 2012). Given 
the significance of the MI, coupled with evidence of obvious item content overlap, the error 
covariance between ca3 and sp4 was included in the model. The modified model is shown in 
Figure 8.11.  
The GOF statistics related to the respecified one-factor congeneric model of Strategic Partner 
revealed a statistically significant improvement over the previous model (Δχ²(1) = 7.579, p-value 
< .010) and a substantial difference in RMSEA (.088 versus .000) value. The GOF statistics for 
the respecified CFA model are presented in Table 8.19.  
Table 8.19. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Strategic Partner 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
ca2 .780 .064 12.215 *** .394 Acceptable at >.30 
ca3 .682 .052 13.141 *** .522  
ca4 .843 .056 15.023 *** .590  
sp4 .820 .061 13.433 *** .539  
Goodness-of-Fit Statistics 
χ² (p-value) .128 (0.720) RMR .004 NFI 1.000 GFI 1.000 
df 1 SRMR .001 TLI 1.012 AGFI .998 
χ²/df .128 RMSEA (PCLOSE) .000 (.821) CFI 1.000 PGFI .100 
  
Overall, the GOF indices suggested that the re-specified model of Strategic Partner construct to 
be better-fitting and the most parsimonious model to represent the data. The examination of 
standardised path estimates, their significance, and SMC values also showed no concerns 
regarding the convergent validity at the individual indicators level. 
 
Figure 8.11. Final one-factor congeneric model of Strategic Partner 
  
206 
 
8.5.7. One-factor Congeneric Measurement Model of Administrative 
Expert 
The one-factor congeneric model of Administrative Expert was developed on the basis of EFA 
results. Accordingly, the underlying construct was hypothesised to constitute of four indicators, 
two of which belonged to the originally theorised Employee Champion construct (see Section 
8.3.2 for more details). The hypothesised Administrative Expert CFA model is illustrated in 
Figure 8.12.  
The χ² value of 66.401 (p-value < .000) revealed an extremely poor fitting model (see Table 8.20). 
Other fit indices including normed chi-square, RMSEA, NFI, TLI, CFI, and AGFI indicated that 
the hypothesised one-factor congeneric model of Administrative Expert did not fit the data well. 
This necessitated re-specifying the model based on the misspecification information. 
Table 8.20. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Administrative Expert 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
ec3 .654 .053 12.374 *** .450 Acceptable at >.30 
ec4 .684 .066 10.435 *** .332 Acceptable at >.30 
ae3 .660 .052 12.767 *** .476 Acceptable at >.30 
ae4 .745 .060 12.493 *** .458 Acceptable at >.30 
Goodness-of-Fit Statistics 
χ² (p-value) 66.401 (.000) RMR .084 NFI .827 GFI .922 
df 2 SRMR .075 TLI .489 AGFI .611 
χ²/df 33.201 RMSEA (PCLOSE) .246 (0.000) CFI .830 PGFI .184 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
An examination of standardised residuals revealed a potential source of misfit in ec4. More 
specifically, the pairwise comparison of standardised residuals indicated that substantial levels of 
error existed between ec4 on the one hand, with ae3 and ec3 on the other (-2.281, and 2.662, 
respectively). Thus, ec4 was considered as a confounding variable and dropped from the CFA 
model (see Byrne, 2009, p. 86 for further details). 
Figure 8.12. One-factor congeneric model of Administrative Expert 
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In line with the evidence discussed above, an examination of MIs also revealed a covariance 
misspecification in error terms associated with ec4 on the one hand, and those of ae3 (err2↔err3, 
MI = 24.310) and ec3 (err2↔err4, MI = 17.728) on the other. This further supported the deletion 
of ec4 item from the analysis (Hair et al., 2010). The final one-factor congeneric model of 
Administrative Expert, after the deletion of ec4, is depicted in Figure 8.13.  
As shown in Table 8.21, respecified CFA model resulted in a nonsignificant χ² value of .001 (p-
value = .973) and RMSEA value of .000 (PCLOSE = .983). Other fit statistics also showed that the 
respecified model adequately fit the data. Also, a review of convergent validity measures 
indicated that (a) standardised factor loading met the critical value of > .50, (b) all estimates were 
significant at p-value < .001, and (c) SMC values fell within the recommended range of > .30. 
Therefore, it was concluded that re-specified one-factor congeneric model of Administrative 
Expert better fit the sample data. 
Table 8.21. Parameter estimates and goodness-of-fit statistics for final 
one-factor congeneric model of Administrative Expert 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
ec3 .535 .054 9.952 *** .304 Acceptable at >.30 
ae3 .808 .058 13.886 *** .714  
ae4 .733 .061 12.024 *** .443 Acceptable at >.30 
Goodness-of-Fit Statistics 
χ² (p-value) .001 (0.973) RMR .001 NFI 1.000 GFI 1.000 
df 1 SRMR .000 TLI 1.013 AGFI 1.000 
χ²/df .001 RMSEA (PCLOSE) .000 (0.983) CFI 1.000 PGFI .167 
 
8.5.8. One-factor Congeneric Measurement Model of Personal 
Innovativeness 
Figure 8.14 displays the schematic representation of the one-factor congeneric CFA model of 
Personal innovativeness construct. Overall, all GOF statistics were indicative of a model that fits 
the data very well. The results of selected GOF statistics are presented in Table 8.22. 
Figure 8.13. Final one-factor congeneric model of Administrative Expert 
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First, the χ² (1.112 (p-value = .573)), normed chi-square (.556), and RMSEA (.000 (PCLOSE = .788)) met 
their recommended threshold values. Second, both standardised estimates and SMC values were 
within their acceptable range of >.70 and >.50, respectively.  
Therefore, the hypothesised one-factor congeneric model of Personal Innovativeness accepted as 
admissible with a satisfactory level of convergent validity at the individual indicators level. 
Table 8.22. Parameter estimates and goodness-of-fit statistics for final one-
factor model of Personal Innovativeness 
Factor Loadings 
Item Estimate S.E. C.R. P SMC Comment 
inn1 .794 .048 16.579 *** .584   
inn2 .921 .058 15.994 *** .555  
inn3 .959 .054 17.761 *** .645  
inn4 .972 .049 19.923 *** .755  
Goodness-of-Fit Statistics 
χ² (p-value) 1.112 (.573) RMR .009 NFI .998 GFI .998 
df 2 SRMR .008 TLI 1.004 AGFI .991 
χ²/df .556 RMSEA (PCLOSE) .000 (.788) CFI 1.000 PGFI .200 
  
8.5.9. One-factor Congeneric Measurement Model of Performance 
Expectancy 
The proposed model of Performance Expectancy construct consisted of four indicators. 
Accordingly, a one-factor congeneric CFA model was designed and tested in AMOS (see Figure 
8.15).  
Figure 8.14. One-factor congeneric model of Personal Innovativeness 
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Although standardised parameter estimates and SMCs values showed an acceptable level of 
convergent validity for the model, the GOF indices failed to meet their acceptable threshold 
values. In particular, the χ² value was 25.610 and significant at p-value < .000. Moreover, both 
the normed chi-square and RMSEA values exceeded their recommended values of < 2.00 and < 
.080, respectively. Selected GOF statistics related to the hypothesised model of Performance 
Expectancy are presented in Table 8.23. 
Table 8.23. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Performance Expectancy 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
prfe1 1.064 .054 19.568 *** .707   
prfe2 .962 .054 17.850 *** .627  
prfe3 1.107 .054 20.478 *** .750  
prfe4 1.164 .053 21.966 *** .818  
Goodness-of-Fit Statistics 
χ² (p-value) 25.610 (.000) RMR .036 NFI .976 GFI .969 
df 2 SRMR .021 TLI .932 AGFI .843 
χ²/df 12.805 RMSEA (PCLOSE) .178 (.000) CFI .977 PGFI .194 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
A review of standardised residuals showed no evidence of model misfit however, the modification 
indices (MIs) analysis revealed potential sources of covariance misspecification between error 
terms associated with prfe1 and prfe2 (err1↔err2, MI = 12.023). A closer examination of these 
items showed an overlap in their contents. As a result the CFA model was respecified accordingly 
and re-run. 
Despite that the revised CFA model exhibited substantial improvement in chi-square (Δχ² (1) = 
15.624, p-value < .001) and RMSEA (.178 versus .156) values, the model failed to adequately fit 
the data. A review of the MIs suggested a substantial improvement in model fit (Δχ² (1) = 8.736, 
p-value < .010, and RMSEA = .026) by allowing the covariance between prfe2 and prfe3 error 
terms to be freely estimated (see Table 8.24). 
Figure 8.15. One-factor congeneric model of Performance Expectancy 
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Table 8.24. Post-hoc analyses for one-factor congeneric model of Performance Expectancy 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   25.610  .977 .178 
2. Respecified model-a e1 ↔ e2 12.023 .107 9.986 15.624 .991 .156 
3. Respecified model-b e2 ↔ e3 6.491 .075 1.250 8.736 1.000 .026 
  
These results suggested a redundancy in prfe2 caused by its content overlap with prfe1 and prfe3. 
Item prfe1 and prfe3 ask about the extent to which SNWs could help ‘accomplish recruiting tasks 
more quickly’ and ‘increase the chances of successful recruitment’, respectively. Similarly, Prfe2 
asks whether HR personnel find SNWs ‘useful in their jobs’. Obviously, prfe2 would have played 
a redundant surrogate role for prfe1 and prfe3. Accordingly, the prfe2 item was removed from the 
analysis and the restructured model was tested once again. The selected GOF statistics showed 
that the restructured model fit the data very well (see Table 8.25). 
Table 8.25. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Performance Expectancy 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
prfe1 1.061 .048 21.985 *** .677   
prfe3 1.061 .048 21.985 *** .712  
prfe4 1.210 .053 22.891 *** .884  
Goodness-of-Fit Statistics 
χ² (p-value) 1.250 (0.264) RMR .040 NFI .998 GFI .998 
df 1 SRMR .004 TLI .999 AGFI .987 
χ²/df 1.250 RMSEA (PCLOSE) .026 (0.457) CFI 1.000 PGFI .166 
  
Particularly, the χ² and RMSEA showed nonsignificant values of 1.250 (df = 1, p-value > .050) and .026 
(PCLOSE = .457) respectively. Moreover, all standardised estimates and SMC values met the minimum 
acceptable thresholds for establishing convergent validity at the individual indicators level. The 
final one-factor congeneric model of Performance Expectancy is presented in Figure 8.16. 
  
Figure 8.16. Final one-factor congeneric model of Performance Expectancy 
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8.5.10. One-factor Congeneric Measurement Model of Effort Expectancy 
As depicted in Figure 8.17, the one-factor congeneric model of Effort Expectancy is measured by 
four indicators. An examination of GOF statistics revealed that the hypothesised model was ill-
fitting.  
In particular, the χ² value was 12.637 and significant (p-value = .002) and both the normed chi-
square and RMSEA values substantially departed from their acceptable threshold values of < 2.00 
and < .080. Therefore, model re-specification was deemed to be inevitable. Other GOF statistics 
for the proposed CFA model is summarised in Table 8.26. 
Table 8.26. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Effort Expectancy 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
effe1 .941 .052 18.124 *** .670   
effe2 .944 .050 18.816 *** .707  
effe3 .863 .055 15.663 *** .543  
effe4 .806 .051 15.930 *** .557  
Goodness-of-Fit Statistics 
χ² (p-value) 12.637 (.002) RMR .148 NFI .031 GFI .983 
df 2 SRMR .024 TLI .954 AGFI .913 
χ²/df 6.319 RMSEA (PCLOSE) .120 (.025) CFI .985 PGFI .197 
Notes: p-value < .050; χ²/df > 2.00; RMSEA > .080 (Model fit is inadmissible) 
First, a review of the standardised residuals (ranged from -.393 to 1.030) showed no substantial 
difference between the sample covariance matrix and the model-implied covariance matrix. 
Turning to MIs summarised in Table 8.27, evidence of misspecification was found in co-varying 
error terms associated with effe1 and effe2 (err1↔err2, MI = 9.252). A closer examination of the 
item content showed that although worded differently, both items asked the same question. While, 
effe1 examined whether SNWs were ‘difficult to implement and use’ in organisations, effe2 
assessed whether learning to operate SNWs would ‘require a lot of effort’. 
 
Figure 8.17. One-factor congeneric model of Effort Expectancy 
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Table 8.27. Post-hoc analyses for one-factor congeneric model of Effort Expectancy 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   12.637  .985 .120 
2. Respecified model e1 ↔ e2 9.252 .105 .536 12.101 1.000 .000 
  
Given the strength of this MI (Par Change = .105), coupled with an apparent similarity in item 
content, the CFA model was re-specified by including a covariance parameter between effe1 and 
effe2 error terms (see Figure 8.18).  
The resulting CFA model exhibited a statistically significant improvement in model fit over the 
originally hypothesised model (Δχ² (1) = 12.101, p-value < .001). Other fit indices showed the 
respecified model fit the data satisfactorily as evidenced by χ² value of .563 (p-value = .464) and 
RMSEA value of .000 (PCLOSE = .636). All indicators meet the requirements for the convergent 
validity at the individual indicators level (see Table 8.28). 
Table 8.28. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Effort Expectancy 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
effe1 .863 .057 15.128 *** .564   
effe2 .870 .055 15.849 *** .601  
effe3 .908 .056 16.220 *** .602  
effe4 .851 .052 16.501 *** .620  
Goodness-of-Fit Statistics 
χ² (p-value) .536 (.464) RMR .005 NFI .999 GFI .999 
df 1 SRMR .004 TLI 1.004 AGFI .993 
χ²/df .536 RMSEA (PCLOSE) .000 (.636) CFI 1.000 PGFI .100 
  
 
 
 
Figure 8.18. Final one-factor congeneric model of Effort Expectancy 
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8.5.11. One-factor Congeneric Measurement Model of Attitude 
As shown in Figure 8.19, the one-factor congeneric model of Attitude consisted of five indicators. 
The preliminary analysis of the CFA model revealed unacceptable fit to the data, even though the 
standardised estimates and SMCs indicated an exceptional level of convergent validity.  
In particular, the χ² value of 35.451 (p-value = .000), the normed chi-square of 7.290, and the RMSEA 
value of .130 (PCLOSE = .000) were indicative of a very poor fitting model to the data. The results of 
selected GOF indices are presented in Table 8.29. Overall, it was apparent that the re-specification 
was required in order to arrive at a better fitting model of Attitude. 
Table 8.29. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Attitude 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
att1 1.105 .053 20.916 *** .747   
att2 1.058 .047 22.617 *** .820  
att3 1.157 .046 24.912 *** .914  
att4 .998 .043 22.982 *** .835  
att5 1.064 .045 23.741 *** .867  
Goodness-of-Fit Statistics 
χ² (p-value) 36.451 (.000) RMR .022 NFI .984 GFI .959 
df 5 SRMR .014 TLI .972 AGFI .876 
χ²/df 7.290 RMSEA (PCLOSE) .130 (.000) CFI .986 PGFI .320 
Notes: p-value < .050; χ²/df > 3.00; RMSEA > .080 (Model fit is inadmissible) 
An examination of standardised residual (ranged from -371 to .473) showed no areas of 
discrepancy between the covariance matrix of the hypothesised CFA model and that of the sample 
data. However, as shown in Table 8.30, the MIs suggested that a substantial improvement could 
be done by including a covariance between error terms associated with att4 and att5 (err4↔err5, 
MI = 24.519). Item att4 asked whether the outcome of using SNWs for the recruitment purposes 
‘should be positive’, while att5 assessed whether using SNWs in the organisation was a ‘valuable 
idea’. Clearly, the two items overlapped in content. 
Figure 8.19. One-factor congeneric model of Attitude 
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Table 8.30. Post-hoc analyses for one-factor congeneric model of Attitude 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   36.451  0.986 0.130 
2. Respecified model e4 ↔ e5 24.519 0.055 5.802 30.649 0.999 0.035 
 
Accordingly, the CFA model was respecified by adding a covariance parameter to the model (see 
Figure 8.20). The incorporation of error covariance between att4 and att5 significantly improved 
the χ² (Δχ² (1) = 30.649, p-value < .001) and the RMSEA (.130 versus .035) values. 
Turning to other GOF fit statistics provided in Table 8.31, it was evident that the re-specified 
CFA model fit the sample data exceptionally well. The new χ² value was 5.802 (p-value = .214) and the 
normed chi-square and RMSEA values were 1.450 and .035, respectively. 
Table 8.31. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Attitude 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
att1 1.112 .052 21.211 *** .763   
att2 1.054 .047 22.666 *** .825  
att3 1.162 .046 25.323 *** .934  
att4 .962 .043 22.225 *** .808  
att5 1.032 .045 22.846 *** .834  
Goodness-of-Fit Statistics 
χ² (p-value) 5.802 (.214) RMR .009 NFI .997 GFI .994 
df 4 SRMR .006 TLI .998 AGFI .977 
χ²/df 1.450 RMSEA (PCLOSE) .035 (.539) CFI .999 PGFI .265 
  
Moreover, the standardised estimate values were sufficiently high (greater than .70) and SMC 
values exceeded the recommended cut-off point of > .50. Overall, these measures showed an 
acceptable level of convergent validity for the one-factor congeneric model of Attitude at the 
individual indicators level. 
Figure 8.20. Final one-factor congeneric model of Attitude 
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8.5.12. One-factor Congeneric Measurement Model of Intention 
The hypothesised model of Intention was measured by three indicators. Accordingly, a one-factor 
congeneric CFA model was developed and tested in AMOS (see Figure 8.21). 
As summarised in Table 8.32, the GOF statistics indicated that the originally hypothesised model 
fit the data exceptionally well. Specifically, the χ² value of .118 was non-significant (p-value > 
.050) and the RMSEA value was well within the recommended threshold of < .080. 
Table 8.32. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Intention 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
int1 1.047 .054 19.537 *** .692   
int2 1.242 .050 24.612 *** .903  
int3 1.256 .051 24.663 *** .905  
Goodness-of-Fit Statistics 
χ² (p-value) .118 (0.664) RMR .003 NFI 1.000 GFI 1.000 
df 1 SRMR .005 TLI 1.002 AGFI 1.000 
χ²/df .118 RMSEA (PCLOSE) .000 (.783) CFI 1.000 PGFI .167 
  
Moreover, all the standardised estimate values were significant and exceeded the threshold value 
of .70. The SMC values also fell within the accepted range of > .50. Taken together, these 
measures indicated a satisfactory level of convergent validity of the one-factor congeneric model 
of Intention. 
8.5.13. Full CFA Measurement Model 1 
So far, the analysis of one-factor congeneric models ensured the unidimensionality of constructs 
as well as their convergent validity at individual indicators level. Once the appropriateness of 
one-factor congeneric models was established, a full CFA measurement model was developed 
and tested in order to examine the construct validity of the proposed measurement Model 1. This 
procedure is in line with a two-step SEM process (Brown, 2006; Hair et al., 2010), which 
advocates the test for fit and construct validity for the full measurement model prior to specifying 
the structural model.  
Figure 8.21. One-factor congeneric model of Intention 
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Figure 8.22. Full CFA measurement Model 1 
Notes: Values on single-headed arrows display standardised factor loadings; values adjacent to single-headed arrows are 
standardised errors; and values on double-headed arrows are correlations. For the simplicity of presentation, correlation 
values are not displayed here and only reported in Table 8.33.  
AMOS does not report standardised error terms. The standardised error terms shown in structural models were calculated 
as (1-λi2), where λi is standardised factor loading (Brown, 2006).
  
217 
 
In doing so, a full CFA measurement model was developed by including all latent factors 
hypothesised in the research Model 1 and then, assessing the resulting CFA model on the basis of 
the selected GOF statistics. A full CFA measurement Model 1 is presented in Figure 8.22. 
It is important to note that the Adoption construct was measured by a single surrogate item as it 
represents the true value of the construct (refer to Section 6.5.2 for more detail). In other words, 
there is no error in calculating scores of SR Technology Adoption construct because its estimated 
values are true reflections of its observed values (i.e., indicator values). Therefore, not only the 
factor loading of the ADOPTION item was constraint to 1.00 for the purpose of the model over-
identification, but also its corresponding error term was fixed to 0.00 as it contained no error in 
estimating the adoption status (see Hair et al., 2010, p. 736 for further reading). 
The selected goodness-of-fit (GOF) statistics for the full CFA measurement Model 1 are presented 
in Table 8.33. The χ² value with 906 degrees of freedom was 1494.078 and significant at p-value 
< .000. Given the complexity of the full CFA measurement Model 1 and the sensitivity of the χ² 
index to a large sample size (Brown, 2006; Byrne, 2010; Holmes-Smith, 2013), such findings 
were not surprising at all. Therefore, it was reasonable to determine the extent of model fit by 
examining other fit statistics provided in the AMOS outputs (Byrne, 2010; Hair et al., 2010). 
Table 8.33. Goodness-of-fit statistics for full CFA measurement Model 1 
χ² (p-value) 1494.249 (.000) RMR .073 NFI .895 GFI .856 
df 906 SRMR .050 TLI .949 AGFI .828 
χ²/df 1.649 RMSEA (PCLOSE) .042 (1.000) CFI .956 PGFI .717 
  
Overall, the GOF statistics indicated an adequate level of fit for the full CFA measurement Model 
1. First, the normed chi-square value (χ²/df = 1.651) was well below the recommended cut-off 
value of 3.00. Second, RMSEA and its test statistics (.042 (PCLOSE = 1.000)) showed that the proposed 
model would adequately fit to the population sample. Third, both RMR and SRMR values fell 
within the acceptable threshold of < .080. Fourth, TLI and CFI values were larger than the 
preferred threshold of .95, indicating an excellent model fit to the data. Although GFI and AGFI 
indices failed to exceed the recommended value of > .90, as discussed earlier, these fit statistics 
should be reviewed in conjunction with other fit indices (Hooper et al., 2008). Finally, the PGFI 
index exceeded the recommended range of .50 and indicated a parsimonious measurement model. 
In view of completeness of the analysis, the modification indices (MIs) were examined as well. 
This review showed that no substantially large and/or meaningful re-specification was necessary 
to improve the model fit. Given the satisfactory fit of the model, coupled with insignificant nature 
of MIs, it was reasonable to conclude that the full CFA measurement Model 1 is the most 
parsimonious model to best fit the sample data. 
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8.5.14. Convergent, Discriminant Validity, and Final Reliability of 
Constructs 
Subsequent to establishing the appropriateness of the full CFA measurement Model 1, the validity 
of the measurement model was examined. According to Hair et al. (2010, p. 730), testing the 
measurement model validity prior to the examination of the structural model helps detect bad 
measures and refine them before initiating the analysis of structural paths and the hypotheses 
testing. The authors further posit that when the full measurement model is validated, the 
researcher can proceed to a test of the full structural model. 
This study followed the Fornell and Larcker (1981) approach to assess the convergent and 
discriminant validity of the full CFA measurement Model 1. To evaluate the convergent validity 
at the construct level, the average variance extracted (AVE) as well as the composite reliability 
(CR) values were calculated for each latent construct. The AVE values greater than .50 and CR 
values larger than .70 indicate an acceptable level of convergent validity at the construct level. 
To examine the discriminant validity, the square root of AVE for each construct was compared 
to its inter-correlation values (r) with all other constructs in the measurement model. A construct 
has discriminant validity if its square root of AVE is larger than its inter-correlation values (r) 
with all other constructs in the model (MacKenzie et al., 2011). 
The convergent and discriminant validity analysis results are presented in Table 8.34. The AVE 
values ranged from .51 (i.e., Strategic Partner) to .84 (i.e., Intention), all of which exceeded the 
recommended value of .50. The CR values ranged from .75 (i.e., Administrative Partner) to .96 
(i.e., Attitude) and met the threshold value of > .70. Finally, the square root of AVE (displayed on 
the table diagonal) values for all study constructs were larger than their corresponding inter-
correlation values (r). Therefore, it was concluded that the full CFA measurement Model 1 had 
an acceptable level of convergent and discriminant validity. 
Table 8.33 also shows the inter-correlation values (r) between the main study constructs and 
control variables. Except for Gender and Industry, all the control variables exhibited a significant 
correlation with their originally hypothesised variables of the study. This provides an early 
evidence for the inclusion of control variables into the structural model. A detailed examination 
of the effects of control variables on their hypothesised constructs of the study will be presented 
in Chapter 9.
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Table 8.34. Convergent, discriminant validity and final reliability of the full CFA measurement Model 1 
  Mean SD CR AVE 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
1. Perceived Complementarity 4.51 .86 .89 .73 .85                    
2. Applicant Readiness 4.71 .98 .86 .60 .68*** .78                   
3. Performance Expectancy 4.15 1.01 .92 .79 .66*** .74*** .89                  
4. Effort Expectancy 1.28 .86 .87 .62 -.44*** -.44*** -.56*** .79                 
5. Top Management Support 4.23 1.21 .93 .77 .30*** .40*** .41*** -.46*** .88                
6. Perceived Success of Competitors 4.63 1.03 .93 .78 .48*** .55*** .66*** -.33*** .27*** .89               
7. Facilitating Conditions 3.41 1.01 .83 .54 .34*** .29*** .32*** -.59*** .58*** .16** .74              
8. Administrative Expert 4.53 .66 .75 .52 -.01 -.05 -.04 .00 .09 .06 .04 .72             
9. Strategic Partner 5.13 .75 .81 .51 .12 .15* .08 -.25*** .31*** .03 .34*** .23*** .71            
10. Attitude 5.34 1.14 .96 .83 .60*** .67*** .78*** -.57*** .37*** .59*** .35*** -.04 .08 .91           
11. Intention 5.42 1.21 .94 .84 .53*** .63*** .67*** -.55*** .54*** .47*** .45*** .00 .22*** .77*** .92          
12. SR Technology Adoption 2.37 .73 Ǧ Ǧ .28*** .38*** .42*** -.41*** .39*** .29*** .39*** -.11 .23*** .51*** .62*** Ǧ         
CONTROL VARIABLES                             
13. Personal Innovativeness 4.87 .90 .87 .64 .20** .21*** .28*** -.33*** .24*** .19** .37*** .10 .30*** .31*** .27*** .23*** .80        
14. Age Ǧ Ǧ Ǧ Ǧ -.16** -.13* -.16** .19** -.06 -.14** -.12* .00 .02 -.19*** -.21*** -.11* -.06 Ǧ       
15. Gender Ǧ Ǧ Ǧ Ǧ .10 .07 .06 -.09 .13* -.02 -.05 .04 .10 .07 .11* .05 -.04 -.17** Ǧ      
16. Size Ǧ Ǧ Ǧ Ǧ .12** .16** .16** -.12* .06 .15** .19** -.13* .16** .17** .15** .16** .07 .02 -.06 Ǧ     
17. Institutionalisation 6.25 1.06 Ǧ Ǧ .05 .09 .04 -.08 .12* .05 .18** .06 .26*** .01 .05 .11* .00 .13* .00 .18*** Ǧ    
18. Comprehensiveness 9.21 1.34 Ǧ Ǧ .10 .07 .08 -.19*** .21*** .08 .19*** .19** .40*** .10 .18*** .22*** .14* .04 .05 .04 .42*** Ǧ   
19. Strategic Orientation 5.69 1.19 Ǧ Ǧ .12* .12* .13* -.20*** .26*** .09 .26*** .10 .43*** .08 .13* .22*** .07 .16** .05 .12* .57*** .37*** Ǧ  
20. Industry Ǧ Ǧ Ǧ Ǧ -.19*** -.04 -.04 .09 .02 .08 -.10 .04 -.10 -.06 -.05 -.08 -.02 .02 .01 .20 .11* .16** .03 Ǧ 
Notes: Standard Deviation (SD); Construct Reliability (CR); Average Variance Extracted (AVE); Italic values on diagonal are square root of AVEs; Values off diagonal are inter-correlation coefficients. 
CR values > .70 and AVE values > .50 indicate convergent validity at the construct level. Square root of AVE values larger than their corresponding inter-correlation coefficients indicate discriminant validity. 
* p < .050, ** p < .010, *** p < .001 
N = 375 
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8.5.15. Addressing the Issue of Using Ordered Categorical Data in SEM 
(Bayesian Estimation) 
An essential underlying assumption in the Maximum Likelihood (ML) estimation is that all 
observed variables should have a continuous scale (Brown, 2006; Kline, 2011). To meet this 
critical assumption, many SEM studies tend to treat Likert scales as parallel to continuous scales, 
albeit the fact that a Likert scale realistically represents categorical data of an ordinal scale (Byrne, 
2010). 
According to Bentler and Chou (1987 as cited in Byrne, 2010), the failure to meet such an 
assumption is negligible when the number of a Likert scale categories is five or more and the data 
are normally distributed. However, a problem would arise when data is skewed (z-skewness > 
1.00) or variables are measured using ordinal scales with less than five categories. In these 
situations, (a) the Pearson correlation coefficient (r) might be underestimated, (b) the χ² value 
would be inflated, and (c) error variances would be overestimated, and finally (d) the standard 
error of parameters will be underestimated (Byrne, 2010, p. 148). All of these may result in 
inaccurate estimation of true values of parameter estimates in the measurement and structural 
models (Byrne, 2010). Thus, it is critical to detect and correct for any potential problems that may 
arise as a result of using ordinal scales in the SEM analysis.  
Addressing this issue is particularly important in the current study since the final dependent 
variable (i.e., Adoption) was measured by an ordinal scale with only three categories (i.e., 1: 
representing non-adopters, 2: laggards, and 3: adopters). In AMOS, the Bayesian estimation is 
the available method for the analysis of ordered categorical variables (Arbuckle, 2010). 
Essentially, Bayesian estimation treats all unknown parameters as random by assigning a joint 
probability distribution (comprising a prior and a posterior distribution) for each parameter in the 
model (Andraszewicz et al., 2014; Lynch, 2007; McKee & Miller, 2014). By repeatedly 
resampling the data, through a process known as Marcov Chain Monte Carlo (MCMC) algorithm, 
the Bayesian procedure estimates a joint distribution value for each study parameter. Once the 
joint distribution value stabilised (adequately converged), the mean of posterior distribution can 
be considered as equivalent to the parameter estimate and its standard deviation could serve as 
the parameter standard error (Byrne, 2010, p. 152; Holmes-Smith, 2013, pp. 12-13). 
Subsequently, the results of the Bayesian estimation could be compared with those calculated by 
maximum likelihood (ML) in order to determine whether the use of ordered categorical data have 
significantly deviated parameters’ standard errors or the significance of parameter estimates 
(Stromeyer, Miller, Sriramachandramurthy, & DeMartino, 2014; Williams, Edwards, & 
Vandenberg, 2003; Zyphur & Oswald, 2013). 
Accordingly, the parameter means and their corresponding standard deviations were estimated 
using the Bayesian method. The Bayesian Model fitting was accomplished by generating and 
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discarding 500 burn-in samples in AMOS. The posterior mean estimates reported in Table 8.35 
are based on a 61,443 analysis samples with a convergence statistic value of CS = 1.0014. 
According to Arbuckle (2006), CS values less than 1.002 are indicative of an acceptable level of 
convergence for the posterior summaries. The adequacy of the full CFA Bayesian measurement 
Mode11 was assessed by examining Posterior Predictive Probability value20 (PP p-value) of the 
posited Bayesian Model. As suggested by Gelman, Carlin, Stern, and Rubin (2004), PP p-values 
close to .50 are indicative of a well-fitting model and PP p-values towards the extremes of 0 or 1 
point to a model that is not plausible (c.f., Zampetakis & Moustakis, 2011, p. 91). The PP p-value 
of .411 indicated an acceptable level of fit for the full CFA Bayesian measurement Mode11.  
Once the Bayesian model fit was established, the posterior mean estimates and their standard 
deviations derived from Bayesian estimation were compared with unstandardised parameter 
estimates and their standard errors calculated from the ML method (i.e., the default estimation 
method in AMOS). As illustrated in Table 8.35, the results of this comparison showed no 
substantial difference between unstandardised factor loadings estimated in the ML method and 
the corresponding posterior distribution mean estimated in the Bayesian method. Moreover, the 
standard errors from the ML estimation did not substantially differ from the standard deviations 
calculated in the Bayesian estimation. 
Table 8.35. Comparison of full CFA measurement Model 1 parameter estimates: 
Maximum Likelihood vs. Bayesian estimation 
Regression 
weights 
Estimation Approach 
Bayesian 
 
Maximum Likelihood 
Mean S.D. C.R. Unstandardised Parameter Estimate S.E. C.R. 
prcmp1 ← PC 1.021 .053 19.26 1.035 .053 19.53 
prcmp2 ← PC 1.006 .052 19.35 1.019 .053 19.23 
prcmp3 ← PC 1.000 - - 1.000 - - 
apprd1 ← AR .927 .051 18.18 .941 .056 16.80 
apprd2 ← AR .850 .057 14.91 .860 .060 14.33 
apprd3 ← AR 1.000 - - 1.000 - - 
apprd4 ← AR .942 .060 15.70 .960 .061 15.74 
prfe1 ← PE .904 .041 22.05 .909 .043 21.14 
prfe3 ← PE .980 .041 23.90 .987 .040 24.68 
prfe4 ← PE 1.000 - - 1.000 - - 
effe1 ← PE .979 .055 17.80 .991 .058 17.09 
effe2 ← PE 1.000 - - 1.000 - - 
effe3 ← EE .918 .061 15.05 .935 .062 15.08 
effe4 ← EE .854 .056 15.25 .871 .057 15.28 
tms1 ← TMS .791 .039 20.28 .795 .039 20.38 
tms2 ← TMS .885 .036 24.58 .891 .036 24.75 
tms3 ← TMS 1.000 - - 1.000 - - 
                                                     
20 Posterior Predictive p-Value is the probability that the replicated data (i.e., posterior predictive distribution) may be more extreme 
than the observed sample data (Zampetakis & Moustakis, 2011, p. 90)  
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tms4 ← TMS 1.029 .029 35.48 1.032 .030 34.40 
psc1 ← PSC .666 .035 19.03 .666 .035 19.03 
psc2 ← PSC .922 .027 34.15 .923 .027 34.19 
psc3 ← PSC .904 .027 33.48 .906 .027 33.56 
psc4 ← PSC 1.000 - - 1.000 - - 
fcon1 ← FC .856 .063 13.59 .870 .068 12.79 
fcon2 ← FC .893 .071 12.58 .925 .067 13.81 
fcon3 ← FC .939 .075 12.52 .969 .079 12.27 
fcon4 ← FC 1.000 - - 1.000 - - 
att1 ← ATT .963 .032 30.09 .965 .031 31.13 
att2 ← ATT .910 .026 35.00 .910 .026 35.00 
att3 ← ATT 1.000 - - 1.000 - - 
att4 ← ATT .829 .025 33.16 .829 .025 33.16 
att5 ← ATT .893 .024 37.21 .893 .025 35.72 
int1 ← INT .866 .033 26.24 .870 .033 26.36 
int2 ← INT 1.000 - - 1.000 - - 
int3 ← INT 1.010 .027 37.41 1.015 .028 36.25 
sp4 ← SR .954 .083 11.49 .974 .085 11.46 
ca4 ← SR 1.000 - - 1.000 - - 
ca3 ← SR .757 .068 11.13 .773 .071 10.89 
ca2 ← SR .936 .080 11.70 .957 .083 11.53 
ec3 ← AE .737 .088 8.38 .767 .087 8.82 
ae3 ← AE .954 .097 9.84 1.006 .111 9.06 
ae4 ← AE 1.000 - - 1.000 - - 
 Notes: Standard Deviations (S.D.); Standard Errors (S.E.); Critical Ratio (C.R.).  
Bayesian mean values are equivalent to the ML unstandardised parameter estimates. S.D. values in Bayesian 
estimation corresponds to S.E. values in the ML. 
C.R. values larger than 3.29 are significant at p < .001. 
Given that the parameter estimates in the full CFA measurement Model 1 remained statistically 
unchanged regardless of the estimation method (ML versus Bayesian approaches), it is safe to 
assume that the use of ordered categorical variables (in particular, the ADOPTION measure) is 
tolerable in the maximum likelihood (ML) based SEM (Arbuckle, 2010; Byrne, 2010; Holmes-
Smith, 2013). 
8.5.16. Addressing the Issue of Multivariate Non-normality (Satorra-
Bentler Scaled Statistics) 
As discussed earlier in Chapter 7, a critical assumption underlying the default maximum 
likelihood (ML) estimation method is the normality of the data distribution at both a univariate 
and multivariate level (see Section 7.6.1). In Section 7.6.1, univariate skewness and kurtosis 
measures were examined to ensure that sample data is univariately normal. However, at the 
multivariate level, the data showed patterns of nonnormal distribution and specifically, with 
respect to the multivariate kurtosis (see Appendix 7.4.c for more details). 
Given the detrimental effects of multivariate kurtosis in the SEM analysis (Byrne, 2010; Kline, 
2011), this section reports Satorra and Bentler (1994) scaled statistic (also known as the S-B 
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robust ML) that are used to correct for the χ2 statistic and parameters standard errors when 
assumption of normality is violated (Bentler, 2006). According to Byrne (2010), the researcher 
can determine whether non-normality have significantly influenced the study results by 
comparing fit statistics and standard errors of parameter estimates calculated from the ML and 
the S-B robust ML. 
Accordingly, the final CFA measurement Model 1 was re-examined using EQS 6.1 program on 
the basis of the Satorra-Bentler robust ML approach. Subsequently, Goodness-of-Fit and key 
parameter statistics resulted from the two estimation methods were compared in order to 
determine the extent to which the multivariate non-normality might have influenced the CFA 
results. The comparison of GOF and selected parameter statistics are presented in Table 8.36. 
First, the S-B robust ML corrected χ2 value was noticeably smaller than the uncorrected ML χ2 
value (1494.249 versus 1295.763). Both CFI and RMSEA statistics substantially improved when 
the S-B robust ML method was implemented (.956 versus .963 for CFA and .042 versus .034 for 
RMSEA). The overall model fit nonetheless remained unchanged regardless of which estimation 
method was used. Second, the statistical significance of selected parameter estimates remained 
the same across the two methods, despite that standard errors underwent correction to account for 
the multivariate nonnormality. Based on this result, it is safe to argue that although multivariate 
nonnormality existed in the data, the overall conclusion remained consistent across both 
estimation methods. This again suggested that the full CFA measurement Model 1 developed for 
the current study has in fact the best fit to the sample data. 
Table 8.36. Comparison of model fit and parameter statistics for full CFA 
measurement Model 1: ML vs. S-B robust ML estimation 
  ML Estimation df Robust ML Estimation* 
 Goodness-of-Fit Statistics  
Chi-square 1494.249 906 1295.763 
NFI .895  .888 
CFI .956  .963 
RMSEA .042  .034 
Covariance 
Parameter Statistics 
Estimate S.E. C.R.  Estimate S.E. C.R. 
err10 ↔ err11 .271 .050 5.451  .271 .060 4.519 
err14 ↔ err15 .072 .022 3.257  .073 .028 2.607 
err16 ↔ err19 .416 .086 4.851  .416 .102 4.083 
err20 ↔ err22 .100 .041 2.416  .101 .048 2.105 
err34 ↔ err35 .202 .043 4.714  .204 .050 4.075 
err41 ↔ err42 .073 .015 4.908  .072 .017 4.235 
Notes: Unstandardised Estimates (Estimate); Standard Error (S.E.); Critical Ratio (C.R.) 
C.R. values larger than 1.96 are significant at .050 probability level.  
* Value calculated using Satorra-Bentler robust method.  
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8.6. Developing the Measurement Model 2 
Turning to the confirmatory factor analysis of the Model 2, this section presents a detailed 
examination of one-factor congeneric models for individual latent factors as well as the test for 
convergent validity at the individual indicators level. This is followed by the examination of the 
full CFA measurement Model 2, convergent validity at the construct level, and the discriminant 
validity of constructs. Finally, similar to the full CFA measurement Model 1, the issue of 
multivariate non-normality in the sample data for full CFA measurement Model 2 will be 
addressed by comparing the parameter statistics calculated from the maximum likelihood (ML) 
estimation and those from the Satorra-Bentler robust ML. 
8.6.1. One-factor Congeneric Measurement Model of Extent of Use 
Based on the EFA results, a one-factor congeneric model of the Extent of Use was designed to 
include ten indicators. These items measure the intensity and the diversity of the SR technology 
use by the participating organisations (see Section 6.5.2 for further details). The CFA model of 
Extent of Use is shown in Figure 8.23.  
A review of GOF statistics indicated that the initial CFA model poorly fit the data. More 
specifically, the χ2 value of 97.860 was significant at the p-value < .000 and RMSEA value of 
.117(PCLOSE = .000) failed to meet the threshold value of < .080. Other fit statistics are included in 
Table 8.37. 
 
Figure 8.23. One-factor congeneric model of Extent of Use 
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Table 8.37. Parameter estimates and goodness-of-fit statistics for one-factor 
congeneric model of Extent of Use 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
use1 1.124 .097 11.591 *** .548  
use2 1.126 .095 11.826 *** .564  
use4 1.010 .106 9.531 *** .409 Acceptable at >.30 
use5 1.033 .100 10.353 *** .465 Acceptable at >.30 
use6 1.111 .106 10.477 *** .473 Acceptable at >.30 
use7 1.259 .140 8.988 *** .373 Acceptable at >.30 
use8 1.074 .097 11.100 *** .515  
use9a 1.381 .111 12.417 *** .604  
use9b 1.313 .097 13.581 *** .681  
Goodness-of-Fit Statistics 
χ² (p-value) 97.860 (.000) RMR .134 NFI .892 GFI .897 
df 27 SRMR .050 TLI .892 AGFI .828 
χ²/df 3.624 RMSEA (PCLOSE) .117 (0.000) CFI .919 PGFI .538 
Notes: p-value < .050; χ²/df > 3.00; RMSEA > .080 (Model fit is inadmissible) 
Turning to misspecification information, the standardised residuals (ranged from -1.444 to 2.018) 
showed no significant discrepancy between the covariance matrix of the hypothesised model and 
the unrestricted covariance matrix of the sample data. However, a review of modification indices 
(MIs) revealed a substantial improvement in model fit by covering the error terms associated with 
two overlapping items, i.e. use1 and use2 (see Table 8.38). 
Table 8.38. Post-hoc analyses for one-factor congeneric model of Extent of Use 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   97.860  .919 .117 
2. Respecified model e1 ↔ e2 33.768 .474 61.049 36.811 .960 .084 
 
Item use1 asked about the extent of SNWs use by respondents to ‘search for candidates’, while 
use2 examined the extent of SNWs use by respondents to ‘establish initial contacts’. Clearly, both 
items measured the same concept of ‘connection initiation’ (Melanthiou, Pavlou, & Constantinou, 
2015). Accordingly, a new covariance term was added to the CFA model and the respecified 
model was run once more. 
The respecified model of Extent of Use revealed a significant improvement in terms of model fit 
statistics. In particular, the χ2 value significantly dropped from 97.860 to 61.049 (Δχ² (1) = 36.811, 
p-value < .001) and the RMSEA from .117 to .084. Nevertheless, further re-specification deemed 
necessary as the model failed to fit the data adequately (i.e., χ2 = 61.049 (p-value = .000), and RMSEA 
= .084 (PCLOSE = .022)). 
  
226 
 
A review of MIs in the re-specified model showed that the error term associated with use9a had 
a significant amount of ‘within-construct covariance’ with error terms associated with use8 
(err7↔err8, MI = 7.440) and use9b (err4↔err8, MI = 10.670). Consequently, use9a was 
identified as a confounding variable (Hair et al., 2010) and deleted from the model. The 
restructured CFA model is depicted in Figure 8.24.  
The goodness-of-fit statistics related to the restructured model revealed that the deletion of use9a 
substantially improved the model fit. The resulting χ2 value was 26.526 and nonsignificant (p-
value = .116), the normed chi-square value was 1.396, and the RMSEA was .046 (PCLOSE = .534), all 
of which were indicative of a well-fitting model. Other GOF statistics for the restructured one-
factor congeneric model of Extent of Use are presented in Table 8.39. 
Table 8.39. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Extent of Use 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
use1 1.048 .101 10.396 *** .477 Acceptable at >.30 
use2 1.056 .099 10.683 *** .496 Acceptable at >.30 
use4 1.031 .106 9.687 *** .426 Acceptable at >.30 
use5 .995 .102 9.765 *** .431 Acceptable at >.30  
use6 1.105 .107 10.292 *** .467 Acceptable at >.30 
use7 1.300 .140 9.263 *** .397 Acceptable at >.30 
use8 1.048 .099 10.632 *** .491 Acceptable at >.30 
use9b 1.384 .095 14.546 *** .757  
Goodness-of-Fit Statistics 
χ² (p-value) 26.526 (.116) RMR .095 NFI .964 GFI .968 
df 19 SRMR .035 TLI .984 AGFI .940 
χ²/df 1.396 RMSEA (PCLOSE) .046 (.534) CFI .989 PGFI .511 
Figure 8.24. Final one-factor congeneric model of Extent of Use 
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As shown in Table 8.39, all factor loadings, their significance level, and SMCs met the 
recommended cut-off values. The re-specified one-factor congeneric model of Extent of Use 
indicated a satisfactory level of convergent validity for individual indicators. 
8.6.2. One-Factor Congeneric Model of Time-to-Fill 
As illustrated in Figure 8.25, a three indicator CFA model was hypothesised to measure Time-to-
Fill.  
Both GOF statistics as well as convergent validity measures were indicative of a model that fit 
the sample data perfectly. In particular, the χ2 value of .728 was non-significant (p-value = .394) 
and both normed chi-square and RMSEA values were well below the threshold values of < 2.00 
and < .080, respectively (see Table 8.40). 
Table 8.40. Parameter estimates and goodness-of-fit statistics for final 
one-factor congeneric model of Time-to-Fill 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
time1 .825 .095 8.656 *** .400 Acceptable at >.30  
time2 1.055 .092 11.523 *** .721  
time3 .921 .092 9.998 *** .538  
Goodness-of-Fit Statistics 
χ² (p-value) .728 (.394) RMR .046 NFI .996 GFI .997 
df 1 SRMR .012 TLI 1.005 AGFI .985 
χ²/df .728 RMSEA (PCLOSE) .000 (.497) CFI 1.000 PGFI .166 
  
Additionally, the standardised path estimates were larger than .50 and significant at p-value < 
.001 and the SMCs were above the acceptable threshold of .30. These values suggested that the 
one-factor congeneric model of Time-to-Fill had an adequate level of convergent validity at the 
individual indicators level. 
8.6.3. One-Factor Congeneric Model of Cost-per-Hire 
Only two items constitute the one-factor congeneric model of Cost-per-Hire. Accordingly, a CFA 
model was developed, with two observed variables and tested for its fit. The schematic 
Figure 8.25. One-factor congeneric model of Time-to-Fill 
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representation of the model is shown in Figure 8.26. Of importance here is the issue of under-
identification (i.e., number of parameters to be estimated in the model is larger than number of 
distinct sample moments, df < 0.00) in a CFA model with only two indicators.  
Therefore, in addition to placing an equality constraint on the error terms associated with cost1 
and cost2, the factor loadings were set to take equal values (see Section 8.5.1 for further details). 
It is worthy to note that an investigation of parameters critical ratio for differences (CRDIFF) 
showed no significant difference between factor loadings (CRDIFF = .491) on the one hand and 
between their associated error variances on the other (CRDIFF = -.526). This supports the 
inclusion of equality constraints (Byrne, 2010). The resulting goodness-of-fit (GOF) statistics and 
convergent validity measures are presented in Table 8.41. 
Table 8.41. Parameter estimates and goodness-of-fit statistics for one-
factor parallel model of Cost-per-Hire 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
cost1 1.335 .078 17.189 *** .806   
cost2 1.335 .078 17.189 *** .783  
Goodness-of-Fit Statistics 
χ² (p-value) .107 (.743) RMR .026 NFI .999 GFI .999 
df 1 SRMR .000 TLI 1.005 AGFI .998 
χ²/df .107 RMSEA (PCLOSE) .000 (.796) CFI 1.000 PGFI .333 
  
The χ2 value was .107 and non-significant at p-value > .050 and RMSEA fell well below the 
threshold value of < .080. The remaining fit indices as well as the convergent validity measures 
pointed to a model that adequately fit the data. 
8.6.4. One-factor Congeneric Measurement Model of Recruitment Quality 
The Recruitment Quality construct was hypothesised as comprising six items. The pictorial 
representation of the model, including the standardised estimates and squared multiple correlation 
(SMC) values are shown in Figure 8.27.  
Figure 8.26. One-factor congeneric model of Cost-per-Hire 
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As indicated in Table 8.42, the χ2 value of 42.239 (p-value < .000), normed chi-square of 4.693, and 
RMSEA value of .139 (PCLOSE = .000) indicated an extremely poor fit of the hypothesised model to 
the data. Thus, a re-specification of the model was necessary. 
A review of standardised residuals (ranged from -.696 to 1.570) did not provide any evidence of 
misspecification in the model. However, the modification indices (MIs) indicated evidence of 
misspecification in co-varying error terms (err1↔err2, MI = 17.569) associated with qual1 and 
qual2 (see Table 8.43).  
Table 8.42. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Recruitment Quality 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
qual1 .724 .067 10.880 *** .501  
qual2 .915 .078 11.715 *** .558  
qual3 1.116 .077 14.547 *** .746  
qual4 1.030 .076 13.638 *** .686  
qual5 .911 .080 11.335 *** .532  
qual6 .903 .074 12.251 *** .594  
Goodness-of-Fit Statistics 
χ² (p-value) 42.239 (.000) RMR .063 NFI .937 GFI .931 
Df 9 SRMR .046 TLI .916 AGFI .838 
χ²/df 4.693 RMSEA (PCLOSE) .139 (.000) CFI .950 PGFI .399 
Notes: p-value < .050; χ²/df > 3.00; RMSEA > .080 (Model fit is inadmissible) 
Item qual1 asked about the extent to which the use of SNWs would have helped the organisation 
‘expand the job candidate reach beyond the HR’s personal networks’, while qual2 examined the 
ability to ‘target passive job candidates’ via using SNWs. It seems that both items measured the 
value of SNWs in expanding HR professionals’ reach to those candidates who otherwise could 
not be contacted via traditional methods. Thus, overlapping of these items was clear. 
Figure 8.27. One-factor congeneric model of Recruitment Quality 
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Table 8.43. Post-hoc analyses for one-factor congeneric model of Recruitment Quality 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   42.239  .950 .139 
2. Respecified model-a e1 ↔ e2 17.569 .198 23.323 18.916 .975 .104 
3. Respecified model-b e5 ↔ e6 9.329 .155 12.784 10.539 .991 .066 
  
Therefore, the CFA model was subsequently re-specified and tested again. The GOF statistics for 
the re-specified model showed that inclusion of the error covariance significantly improved the 
model fit (Δχ² (1) = 18.916, p-value < .001, and RMSEA = .104 versus .139). Unfortunately, the resulting 
model was again poorly fit with the new χ2 (8) value of 23.323 significant at p-value = .003 and the 
RMSEA value failing to meet the threshold value of < .080.  
Again, the MIs inspection revealed that error covariances related to qual5 and qual6 is miss-
specified (see Table 8.42). Similar to the error covariance between qual1 and qual2, the one 
between qual5 and qual6 pointed to a redundancy due to content overlap. ‘Getting more 
information about job candidates’ (i.e., qual5) and ‘targeting specific job levels to recruit for’ 
(i.e., qual6) appear to measure a similar content, which is providing more information for better 
targeted recruiting. Consequently, a covariance term was added to the model and the model was 
tested once more. The resulting GOF statistics revealed that the re-specified one-factor congeneric 
model of Recruitment Quality is the most parsimonious model to best fit the data (see Table 8.44). 
Table 8.44. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Recruitment Quality 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
qual1 0.699 .068 10.283 *** .467 Acceptable at >.30  
qual2 0.887 .080 11.131 *** .525  
qual3 1.134 .077 14.764 *** .770  
qual4 1.038 .076 13.676 *** .696  
qual5 0.886 .082 10.791 *** .504  
qual6 0.884 .075 11.764 *** .569  
Goodness-of-Fit Statistics 
χ² (p-value) 12.784 (.078) RMR .030 NFI .981 GFI .978 
df 7 SRMR .021 TLI .981 AGFI .934 
χ²/df 1.826 RMSEA (PCLOSE) .066 (.277) CFI .991 PGFI .326 
  
The nonsignificant χ2 value of 12.784 (df = 7, p-value > .050), normed chi-square of 1.826, and RMSEA 
value of .066 were all indicative of a well-fitting model. The standardised parameter estimates 
and SMC values showed adequate level of convergent validity of the CFA factor at individual 
indicators level. The final CFA model of Recruitment Quality is depicted in Figure 8.28.  
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8.6.5. One-factor Congeneric Measurement Model of Candidate 
Relationship Management 
An exploratory factor analysis of five items developed for measuring the Candidate Relationship 
Management construct resulted in deletion of two items (see Section 3.8.2). Accordingly, the one-
factor congeneric model of Candidate Relationship Management was designed to include only 
three indicators (Figure 8.29).  
Goodness-of-Fit statistics related to the CFA model revealed that the hypothesised model fit the 
data very well as evidenced by χ2 value of .729 (df = 1, p-value > .050) and RMSEA value of .000 (PCLOSE 
= .497). Additionally, a review of standardised estimates and SMC values showed no concerns 
regarding the validity of the Candidate Relationship Management construct at individual 
indicators level. A summary of these information is provided in Table 8.45. 
Table 8.45. Parameter estimates and goodness-of-fit statistics for one-
factor congeneric model of Candidate Relationship Management 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
carm2 .903 .070 12.925 *** .654   
carm4 .887 .069 12.800 *** .645  
carm5 .961 .071 13.540 *** .730  
Figure 8.28. Final one-factor congeneric model of Recruitment Quality 
Figure 8.29. One-factor congeneric model of Candidate Relationship Management 
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Goodness-of-Fit Statistics 
χ² (p-value) .729 (.393) RMR .012 NFI .997 GFI .997 
df 1 SRMR .005 TLI 1.003 AGFI .985 
χ²/df .729 RMSEA (PCLOSE) .000 (.497) CFI 1.000 PGFI .166 
  
8.6.6. One-factor Congeneric Measurement Model of Employer 
Reputation 
Four indicators were hypothesised to form the one-factor congeneric model of Employer 
Reputation. Figure 8.30 depicts the initial CFA model for this construct. The overall GOF 
statistics pointed to an ill-fitting model.  
More specifically, the χ2 (5) value of 39.513 (p-value < .000), the normed chi-square of 7.903, and the 
RMSEA value of .190 (PCLOSE = .000) failed to meet their acceptable threshold values (see Table 
8.46). 
Table 8.46. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Employer Reputation 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
rep1 .901 .066 13.726 *** .693   
rep2 .917 .073 12.505 *** .612  
rep3 .837 .073 11.528 *** .546  
rep4 .983 .072 13.655 *** .688  
rep5 1.071 .075 14.255 *** .727  
Goodness-of-Fit Statistics 
χ² (p-value) 39.513 (.000) RMR .060 NFI .935 GFI .920 
df 5 SRMR .044 TLI .885 AGFI .760 
χ²/df 7.903 RMSEA (PCLOSE) .190 (.000) CFI .943 PGFI .307 
  
Figure 8.30. One-factor congeneric model of Employer Reputation 
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Although standardised residual covariances (ranged from -1.174 to 1.044) did not exhibit any 
problems related to the model poor fit, the MIs revealed evidence of misfit for rep3. More 
specifically, a significant amount miss-specified covariance was observed between the rep3 error 
term and those associated with rep1 (err3↔err1, MI = 9.036) and rep5 (err3↔err5, MI = 5.340). 
A closer look at item rep3 showed a clear inconsistency between its content and that of others. 
Both rep1 and rep5 examined the impact of SNWs in promoting the organisation as a ‘company 
to work for’ and ‘employer of choice’, whereas the rep3 assessed the impact of SNWs on the 
overall brand alignment that is, ‘aligning employer brand with organisation brand’. Given a clear 
discrepancy of rep3 content with other items comprising the Employer Reputation construct, 
coupled with the confounding statistical evidence indicated by the MIs, the deletion of rep3 from 
further analysis was well-supported. 
Although the restructured model of Employer Reputation indicated a substantial improvement, 
the overall model fit was far from being acceptable (χ2 (2) = 10.142 (p-value < .010), normed chi-square 
= 5.071, and RMSEA = .146 (PCLOSE = .027)). An examination of MIs for restructured model showed 
that a covariance between error terms associated with rep1 and rep5 was an area of 
misspecification (see Table 8.47). 
Table 8.47. Post-hoc analyses for one-factor congeneric model of Employer Reputation 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Covariances M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Hypothesised model   10.142  .982 .146 
2. Respecified model e1 ↔ e5 4.836 .090 2.700 7.442 .996 .073 
  
While rep1 examined the impact of SNWs in promoting the status of firm as ‘the company to 
work for’, rep5 assessed the contribution of SNWs to showcase the firm as ‘a special work 
environment’. Clearly, there is a redundancy due to item content overlap between rep1 and rep5. 
Accordingly, the covariance parameter was added to the model and the final CFA model of 
Employer reputation was tested again. 
As summarised in Table 8.48, the re-specified model adequately fit the sample data. More 
specifically, the χ2 value of 2.700 (p-value > .050) and the RMSEA value of .073 (PCLOSE = .180) were within 
their acceptable threshold. Moreover, neither the standardised parameter estimates nor SMC 
values showed any concerns regarding convergent validity of the construct at the individual 
indicators level. 
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Table 8.48. Parameter estimates and goodness-of-fit statistics for final one-
factor congeneric model of Employer Reputation 
Factor Loadings  
Item Estimate S.E. C.R. P SMC Comment 
rep1 .823 .070 11.721 *** .577   
rep2 .980 .072 13.569 *** .699  
rep4 1.048 .071 14.684 *** .781  
rep5 .985 .080 12.291 *** .616  
Goodness-of-Fit Statistics 
χ² (p-value) 2.700 (.100) RMR .015 NFI .994 GFI .993 
df 1 SRMR .010 TLI .977 AGFI .930 
χ²/df 2.700 RMSEA (PCLOSE) .073 (.180) CFI .996 PGFI .099 
  
Therefore, the final one-factor congeneric model of Employer Reputation with three indicators 
was determined as admissible. The schematic portrayal of this CFA model is provided in Figure 
8.31.  
8.6.7. Full CFA Measurement Model 2 
Once the unidimensionality and convergent validity of individual constructs constituting Model 
2 were established, a full CFA measurement model was developed and tested. The full CFA 
measurement Model 2 served as a baseline model to determine the appropriateness of the 
measurement model structure on the one hand, and the construct level convergent validity and 
discriminant validity of the study constructs on the other (Brown, 2006; Hair et al., 2010). 
To assess the appropriateness of the full CFA measurement Model 2, all the latent constructs were 
included in a single CFA model for testing based on Goodness-of-Fit (GOF) statistics. A 
schematic representation of measurement Model 2 is provided in Figure 8.32.
Figure 8.31. Final one-factor congeneric model of Employer Reputation 
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Figure 8.32. Full CFA measurement Model 21 
Notes: Values on single-headed arrows display standardised factor loadings; values adjacent to single-headed arrows are 
standardised errors; and values on double-headed arrows are correlations. For the simplicity of presentation, correlation 
values are not displayed here and only reported in Table 8.49.  
AMOS does not report standardised error terms. The standardised error terms shown in structural models were calculated 
as (1-λi2), where λi is standardised factor loading (Brown, 2006). 
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A review of GOF statistics showed that the hypothesised model fit the data well. First, the χ2 of 
496.215 with 280 degrees of freedom was significant at p-value < .000 (see Table 8.49). These 
findings were not unexpected for the following two reasons: (a) the deviation of the sample data 
from multivariate normality, and (b) the size of the sample data, which can significantly inflate 
the χ2 value (Brown, 2006; Kline, 2011). Therefore, the χ2 test statistics should be interpreted in 
conjunction with other GOF indices (Brown, 2006; Byrne, 2010; Holmes-Smith, 2013). The 
normed chi-square value (1.772) was within the recommended range of < 3.00, and the RMSEA 
value (.065) showed an adequately fit for the model to the population sample. Although the RMR 
value did not meet its recommended threshold of < .090, the SRMR value of .060 was well below 
the cut-off point of < .080. According to Bagozzi and Yi (2012), between RMR and SRMR, the 
latter should be the index of choice as only the SRMR index can be interpreted. 
Table 8.49. Goodness-of-fit statistics for full CFA measurement Model 2 
χ² (p-value) 496.215 (.000) RMR .115 NFI .864 GFI .835 
df 280 SRMR .060 TLI .924 AGFI .793 
χ²/df 1.772 RMSEA (PCLOSE) .064 (.009) CFI .935 PGFI .666 
  
The TLI and CFI values met the acceptable threshold value of > .90, indicating a satisfactory fit 
of the model to the data. Finally, both GFI and AGFI indices were close to – but did not meet – 
the recommended value of > .90. This is due to the fact that both GFI and AGFI are excessively 
sensitive to the large sample size (Bagozzi, 2010; Shah & Goldstein, 2006). Therefore, they 
should be evaluated in conjunction with other fit indices (Hooper et al., 2008). Finally, the PGFI 
index exceeded the recommended range of .50s and thus, was indicative of a parsimonious 
measurement model. 
8.6.8. Convergent, Discriminant Validity, and Final Reliability of 
Constructs 
Once the appropriateness of the full CFA measurement Model 2 was established, the next step 
was to examine the discriminant validity and construct level convergent validity. The validity of 
the full CFA measurement Model 2 was tested using the Fornell and Larcker (1981) approach. In 
doing so, the construct reliability (CR) and average variance extracted (AVE) values were 
estimated for each latent construct in the Model 2. The CR values greater than .70 and AVEs 
larger than .50 are indicative of adequate convergent validity at the construct level. Moreover, the 
square root of AVE for each construct was compared to its inter-correlation coefficient (r) with 
other constructs in the model. Constructs are said to be discriminant if the square root of AVEs 
were greater than their corresponding inter-correlation coefficients (r). The results of convergent 
and discriminant validity analysis are presented in Table 8.50. 
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Table 8.50. Convergent, discriminant validity and final reliability of the full CFA measurement Model 2 
  Mean SD CR AVE 1 2 3 4 5 6 7 8 9 
1. Extent of Use 4.43 1.04 .89 .50 .70         
2. Time to Fill 4.39 .90 .78 .54 .55*** .74        
3. Cost per Hire 5.29 1.33 .89 .80 .47*** .69*** .89       
4. Recruitment Quality 4.52 .87 .90 .59 .58*** .67*** .71*** .77      
5. Candidate Relationship Management 4.65 .83 .86 .67 .66*** .65*** .61*** .76*** .82     
6. Employer Reputation 4.80 .95 .89 .67 .57*** .52*** .48*** .61*** .74*** .82    
CONTROL VARIABLES              
7. Age Ǧ Ǧ Ǧ Ǧ -.04 .00 -.09 -.10 -.03 -.02 Ǧ   
8. Gender Ǧ Ǧ Ǧ Ǧ -.10 -.04 -.01 -.03 -.15 -.09 -.21** Ǧ  
9. HR Functional Orientation - - - - .10 -.16* -.15* .12* .18* .12 -.18* -.06 - 
Notes: Standard Deviation (SD); Construct Reliability (CR); Average Variance Extracted (AVE); Italic values on diagonal are square root of AVEs; 
Values off diagonal are inter-correlation coefficients. 
CR values > .70 and AVE values > .50 indicate convergent validity at the construct level. 
Square root of AVE values larger than their corresponding inter-correlation coefficients indicate discriminant validity. 
* p < .050, ** p < .010, *** p < .001 
N = 208  
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As shown in Table 8.50, the CR values ranged from .78 (Time-to-Fill) to .90 (Recruitment 
Quality) and the AVE values ranged from .50 (Extent of Use) to .80 (Cost-per-Hire), all exceeding 
their recommended threshold of > .50 and > .70, respectively. The square root of AVE (displayed 
on the Table 8.49 diagonal) values for all study constructs were larger than their corresponding 
inter-correlation values (r). Thus, it was concluded that the full CFA measurement Model 2 was 
acceptable in terms of convergent and discriminant validity criteria. 
Different to the Model 1, none of the control variables theorised in the research Model 2 exhibited 
a significant correlation with their hypothesised dependent variable (i.e., Extent of Use). 
Nevertheless, the effect of hypothesised control variables will still be further examined in the next 
chapter. 
8.6.9. Addressing the Issue of Multivariate Non-normality (Satorra-Bentler 
Scaled Statistics) 
As the final step to ensure the appropriateness of the final full CFA measurement Model 2, the 
extent to which the multivariate non-normality in the data may have distorted the findings was 
examined. As stated earlier in Section 8.5.16, an underlying assumption in the SEM methodology 
is that the data should be normally distributed. Failing to meet such assumption may result in (a) 
an inflated χ2 value, (b) an underestimation of χ2 based GOF statistics such as TLI and CFI, and 
(c) spuriously low standard errors of parameters (Byrne, 2010; Gerbing & Anderson, 1984). 
Given the presence of multivariate non-normality in the sample data pertinent to the Model 2 (see 
Section 7.6.1 for details), the full CFA measurement Model 2 was tested in EQS 6.1 software 
using the Satorra and Bentler (1994) scaled statistics (i.e., the S-B robust ML). 
Table 8.51. Comparison of model fit and parameter statistics for full CFA 
measurement Model 2: ML vs. S-B robust ML estimation 
  ML Estimation df Robust ML Estimation* 
 Goodness-of-Fit Statistics  
Chi-square 496.215 280 421.001 
NFI .864  .836 
CFI .935  .937 
RMSEA .064  .051 
Covariance 
Parameter Statistics 
Estimate S.E. C.R.  Estimate S.E. C.R. 
err1 ↔ err2 .472 .102 4.607  .473 .117 4.045 
err14 ↔ err15 .162 .050 3.273  .162 .058 2.798 
err18 ↔ err19 .205 .059 3.491  .208 .063 3.296 
err23 ↔ err26 .136 .052 2.589  .135 .059 2.294 
Notes: Unstandardised Estimates (Estimate); Standard Error (S.E.); Critical Ratio (C.R.) 
C.R. values larger than 1.96 are significant at .050 probability level.  
* Value calculated using Satorra-Bentler robust method. 
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Table 8.51 provides the selected GOF statistic outcomes as well as key parameter statistics 
produced from both the maximum likelihood (ML) and the S-B robust ML approaches. A 
comparison of fit indices showed a substantial improvement in χ2 (496.215 versus 421.001) and 
RMSEA values (.064 versus .051) when the S-B robust ML was used as the estimation method. 
However, change in the estimation method from the ML to the S-B robust ML did not change the 
significance of parameter estimates. In other words, the S-B robust ML correction of the standard 
errors did not result in statistically significant change in parameter estimates beyond what the ML 
had already captured (Arbuckle, 2010). Therefore, it could be concluded that even though non-
normality existed in the sample data, it did not influence the final decision about fit statistics and 
the significance of parameter estimates in the full CFA measurement Model 2.  
8.7. Summary 
This chapter explained the processes through which the measurement scales were tested and 
validated. The reliability and validity of the measurement model prior to the analyses of structural 
models were confirmed. In doing so, a rigorous examination of factors unidimensionality was 
conducted via exploratory factor analysis (EFA). This was followed by the test of convergent and 
discriminant validity via confirmatory factor analysis (CFA). 
As a result, ten indicators were identified as not suitable and subsequently were removed from 
further analysis. The remaining indicators constitute factors that are both valid and reliable. 
Although the removal of items may raise some concerns regarding the content validity of 
constructs, the appropriateness of the final CFA measurement Model 1 and Model 2 (in terms of 
fit statistics, reliability, and construct validity) suggested that the effect of the items deletion is 
minimal. 
Except for two constructs (i.e., Employee Champion and Change Agent), all the study constructs 
theorised in the research Model 1 and Model 2 were extracted from the exploratory factor analysis 
(EFA) and further supported by the confirmatory factor analysis (CFA). Of the four HR roles 
theorised by Ulrich (1997), only Administrative Expert and Strategic Partner were supported by 
EFA and CFA analyses. These findings are consistent with the finding from previous research in 
this area (e.g., Bondarouk & Ruël, 2012; Haines & Lafleur, 2008; Voermans & van Veldhoven, 
2007). 
The issues of using ordered categorical and multivariately non-normal data in the maximum 
likelihood (ML) estimation method (i.e., the default method of estimation in the AMOS 22.0 
software) was addressed via a comparison of ML results in AMOS with two robust estimation 
methods (i.e., Bayesian estimation and Satorra-Bentler scaled statistics). Results indicated that 
the violation of the ML based SEM assumptions (i.e., the use of continuous and normal data) is 
indeed negligible in the current study. 
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The next chapter reports the process through which the structural models, pertinent to the research 
Model 1 and Model 2, will be developed and validated. The results of testing research hypotheses 
developed in Chapters 3 to 5 will be presented and the effect of control variables will also be 
examined. 
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Chapter 9. Developing Structural Models and Testing Research 
Hypotheses 
9.1. Introduction 
The main purpose of this chapter is to discuss the process through which theorised research 
models (Model 1 and Model 2) and hypotheses are tested. More specifically, structural Model 1 
is tested in order to analyse the magnitude and significance of the determinants of social recruiting 
(SR) technology adoption decisions. The hypothesised pre-hire consequences of SR technology 
use are examined via testing the structural Model 2. 
The rest of this chapter is organised as follows. Section 9.2 presents (a) the results of model 
validity, (b) the impact of control variables, and (c) the findings of hypotheses testing for the 
structural Model 1. Section 9.3 follows a similar outline to discuss the analyses of (a) model 
validity, (b) control variables effects, and (c) hypotheses pertinent to the structural Model 2. The 
issue of using multivariate non-normal data for testing the structural Model 2 in the ML-based 
SEM will be addressed in both Section 9.2 and 9.3. A summary of the chapter is presented in 
Section 9.4. 
9.2. Specifying and Testing the Structural Model 1 
As explained earlier in Chapter 8, this study follows a Two-Step SEM approach (Anderson & 
Gerbing, 1988), whereby the measurement part of the hypothesised research model is tested prior 
to the assessment of its structural portion. Use of this approach would help correct the sources of 
misspecification and validate the measurement part of the model in a CFA analysis, prior to 
assessment of the structural relationships among latent constructs in the model (Kline, 2011). 
Given the satisfactory level of validity and fit for the measurement part of the Model 1 (see 
Section 8.5), the following sub-sections report on the test results of the structural Model 1. 
9.2.1. Initial Assessment of Structural Model 1 
Three sets of criteria were used to assess the structural part of the Model 1. These include, 
goodness-of-fit (GOF) statistics, structural parameter estimates, and the amount of variance-
explained (R2) in endogenous (dependent) constructs (Hair et al., 2010; Kline, 2010). While the 
appropriateness of the overall structural model is determined by reviewing the GOF statistics (see 
Chapter 8), the test of research hypotheses is carried out by reviewing the magnitude and 
significance of the corresponding parameter estimates (Byrne, 2010; Hair et al., 2010). The R2 
values represent the extent of the predictive power of all constructs with direct effect on an 
endogenous variable in the model. Usually, the acceptable value for R2 is determined according 
to the area of research (Kline, 2011, p. 185). As a rule of thumb, R2 values less than .10 are 
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considered as small effects, while values around .30 are treated as typical or medium effects, and 
values larger than .50 are indicative of large effects (Chin, 2010; Cohen, 1992; Kline, 2011). It is 
important to note that when moving from the measurement part to the structural part of the model, 
there should not be a substantial fluctuation (i.e., changes > .05) in the factor loadings of study 
constructs (Hair et al., 2010, p. 736; Kline, 2011, p. 276). In other words, the measurement part 
of the model should remain statistically in-varied regardless of any changes in the structural part 
of the model. 
Figure 9.1 illustrates AMOS graphic output of the hypothesised structural Model 1 derived from 
the literature (c.f., Chapter 3) and findings of the exploratory qualitative study (c.f., Chapter 5). 
Note that for the simplicity of interpretations, the covariances among exogenous latent factors are 
not shown in the visual representation of the structural models.  
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Figure 9.1. Hypothesised structural Model 1 
Notes: For all structural models in this chapter, values in bold are standardised path estimates; values in italic are variance 
explained (R2); values on single-headed arrows display standardised factor loadings; values adjacent to single-headed 
arrows are standardised errors (residuals); and values on double-headed arrows are correlations. 
AMOS does not report standardised error terms. The standardised error terms shown in structural models were calculated 
as (1-λi2), where λi is standardised factor loading (Brown, 2006). 
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Goodness-of-Fit Summary 
Selected goodness-of-fit (GOF) statistics for structural Model 1 are presented in Table 9.1. First, 
the χ2 (df = 778) value, was 1372.515 and significant at .000 probability level. Nevertheless, 
considering the sensitivity of chi-square significance test to large sample sizes and multivariate 
non-normality (Brown, 2006; Byrne, 2010), these findings were expected. The overall fit of the 
structural Model 1 to the data was therefore evaluated by reviewing other fit indices. 
Table 9.1. Goodness-of-fit statistics for structural Model 1 
χ² (p-value) 1372.515 (.000) RMR .084 NFI .896 GFI .853 
df 778 SRMR .059 TLI .947 AGFI .829 
χ²/df 1.764 RMSEA (PCLOSE) .045 (.974) CFI .952 PGFI .735 
  
A review of selected fit indices showed that the hypothesised structural Model 1 satisfactorily fits 
the data. First, the normed chi-square value of 1.764 and the RMSEA value of .045 (PCLOSE = .974) 
were within their acceptable range (< 3.00 and < .080, respectively) (Iacobucci, 2010). Second, 
both TLI and CFI indices met the minimum threshold value of > .90, with the CFI exceeded the 
preferred value of > .950 (Bagossi & Yi, 2012; Byrne, 2010). Third, the RMR and SRMR values 
were well within the acceptable range of < .090 (Bagozzi & Yi, 2012; Hu & Bentler, 1999). 
Fourth, both GFI and AGFI were closed to meeting their recommended range of > .90. Given the 
excessive sensitivity of GFI and AGFI statistics to large sample sizes (Bagozzi, 2010; Shah & 
Goldstein, 2006), these findings were reasonable. Finally, the PGFI value of .730 fell within the 
recommended rage of .50. This indicated a parsimonious model (Byrne, 2010; Martínez-López et 
al., 2013). 
Overall, the GOF statistics were indicative of a well-fitting structural model. The modification 
indices (MIs) were examined as a precautionary step in order to discover sources of misfit in the 
structural model. 
Modification Indices (MI) 
Given that any misfit in the measurement components of Model 1 was already dealt with in the 
previous chapter, of interest here is the substantially meaningful MI values related to the structural 
paths. A review of MIs related to the structural Model 1 showed the evidence of misfit with the 
regression path flowing from Perceived Success of Competitors to Performance Expectancy. In 
other words, if the regression path between the two constructs was to be freely estimated 
(PSC→PE), the χ2 value would drop by at least 24.682 (see Table 9.2). 
As discussed earlier in Chapter 5, in the absence of substantial evidence, human resource (HR) 
professionals and change agents were found to rely on competitors’ success stories to justify the 
potential benefits of adopting social recruiting (SR) technologies. In other words, the more 
successful competitors are perceived to be, the more the expectations regarding the performance 
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outcomes of SR technologies will be. Thus, it is substantially meaningful to conclude that those 
organisations perceiving their competitors as successful in adopting SR technologies would 
concomitantly display higher levels of SR technology performance expectations (see further 
discussion on this point in Chapter 10). Given the meaningfulness of this structural path, the 
structural Model 1 was re-specified by introducing a regression path for Perceived Success of 
Competitors to Performance Expectancy (i.e., structural Model 1.1). Statistical results of this re-
specification process is detailed below. 
Table 9.2. Post-hoc analyses for structural Model 1 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Reg. Weight M.I. Par Change χ²(df) Δχ²(1) CFI RMSEA 
1. Structural Model 1   1372.515  .952 .045 
2. Structural Model 1.1 PSC → PE 24.682 .182 1323.215 49.300 .956 .044 
 Notes: Regression Weight (Reg. Weight), Perceived Success of Competitors (PSC), Performance Expectancy (PE).  
9.2.2. Post Hoc Analyses of Structural Model 1 
9.2.2.1. Assessment of Model 1.1 
Goodness-of-Fit Summary 
The estimation of structural Model 1.1 resulted in χ2 (df = 777) value of 1323.215, normed chi-square 
value of 1.703, SRMR value of .054, TLI value of .951, a CFI value of .956, and RMSEA (PCLOSE 
= .997) value of .045. Although the overall improvement in Model 1.1 seemed to be small in terms 
of GOF values, such improvement was indeed significant (Δχ² (1) = 49.300, p-value < .001). 
Moreover, the regression estimate for the new path (i.e., PSC→PE) in the re-specified Model 1.1 
was .308 and significant at p-value < .001 (C.R. = 7.275). 
Modification Indices 
A review of MI values for the restructured Model 1.1 showed that a substantial improvement 
could be achieved by allowing a regression path from Effort Expectancy to Performance 
Expectancy to be freely estimated (EE→PE, MI = 9.873). Previous research in the area of 
technology adoption provides extensive empirical evidence that Effort Expectancy may be 
considered as an antecedent of Performance Expectancy (Davis, 1993; Venkatesh, 2000; 
Venkatesh & Davis, 2000). For instance, the Technology Adoption Model (TAM) (Davis, 1989) 
assumes that the less effort to use a technology would allow the adopters to allocate more effort 
to other activities and thus contribute to overall performance (p. 334). On the basis of the rationale 
presented above, coupled with extensive empirical support from prior research, the structure 
Model 1.1 was re-specified once more to include a regression path from Effort Expectancy to 
Performance Expectancy, leading to the development of structural Model 1.2. 
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9.2.2.2. Assessment of Model 1.2 (Final Model) 
Goodness-of-Fit Summary 
The estimation of respecified Model 1.2 yielded a χ2 (df = 776) value of 1303.669 and a RMSEA 
(PCLOSE = 0.999) value of .043. Regardless of the trivial change in the overall GOF statistics (see Table 
9.3), the chi-square difference test indicated that the improvement in structural Model 1.2 was 
indeed significant (Δχ² (1) = 19.546, p-value < .001). 
Table 9.3. Post-hoc analyses for structural Model 1.1 
Model 
Modification Indices 
 
Goodness-of-Fit Difference Sig. Test 
Reg. Weight M.I. Par Change χ²(df) Δχ²(Δdf) CFI RMSEA 
1. Structural Model 1.1   1323.215  .956 .045 
2. Structural Model 1.2 EE → PE 9.873 -.144 1303.669 19.546 .957 .043 
 Notes: Effort Expectancy (EE), Performance Expectancy (PE).  
Moreover, estimated value of the newly added structural path (i.e., EE→PE) was -.183 and 
statistically significant at < .001 probability level (C.R. = -4.228). Selected fit statistics of the 
structural Model 1.2 are shown in Table 9.4. 
Table 9.4. Goodness-of-fit statistics for structural Model 1.2 (final model) 
χ² (p-value) 1303.669 (.000) RMR .076 NFI .902 GFI .860 
df 776 SRMR .053 TLI .953 AGFI .837 
χ²/df 1.680 RMSEA (PCLOSE) .043 (.999) CFI .957 PGFI .739 
  
The normed chi-square value was well below the cut-off value of < 3.00 and both RMR and 
SRMR fell within their recommended value of < .080. The NFI, TLI, and CFI indices met their 
recommended threshold value of > .90, with CFI and TLI exceeding the preferred value of > .950. 
Although GFI and AGFI failed to meet their recommended threshold of > .90, both indices 
showed incremental improvement when compared to the originally hypothesised structural Model 
1 (.860 versus .853 for GFI, and .837 versus .829 for AGFI).  
For the purpose of completeness, the modification indices (MIs) were examined once again in 
order to identify sources of misfit in the model. As expected, no substantially meaningful 
misspecification was observed in the structural Model 1.2. Accordingly, the inclusion of any new 
structural parameters was deemed unnecessary. Given the evidence of excellent GOF statistics, 
coupled with the absence of any misspecification indication in MIs, it is concluded that the 
structural Model 1.2 represents the best fit to the data. The schematic representation of the final 
structural Model 1 is shown in Figure 9.2. 
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Figure 9.2. Hypothesised structural Model 1.2 (Final model) 
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9.2.3. Analysis of Control Variables 
Before the examination of parameter estimates associated with the structural part of the Model 1 
(i.e., hypotheses testing), control variables were included in the model in order to control for those 
extraneous influences that may significantly affect the study results (Atinc et al., 2012). This is in 
line with Becker (2005) recommendation on the inclusion of contextual control variables only in 
the last step of the analysis. The addition of control variables only in the last stage allows 
independent variables, that are of the research main interest, to account for variance in the 
outcome variables (Carlson & Wu, 2012, p. 432). Therefore, any improvements in the variance 
explained (R2) by the inclusion of control variables could be looked at and acknowledged if 
necessary (Carlson & Wu, 2012). 
Accordingly, Personal Innovativeness, Age, and Gender were linked to Effort Expectancy, 
Performance Expectancy, and Facilitating Conditions (only for Age) on one hand, and Size, 
Configurations of HR (i.e., Institutionalisation, Comprehensiveness, and Strategic Orientation), 
and Industry were linked to SR Technology Adoption on the other (see Section 3.5 for detailed 
rationalisations). Subsequently, the magnitude and significance of these relationships were 
examined (see Table 9.5). 
Table 9.5. Analysis and impact of control variables for structural Model 1 
Control Variables Significance Test 
Dependent Variables 
PE EE FC ADPT 
Personal Innovativeness Estimate .069 -.339*** - - 
 C.R. 1.538 -6.054 - - 
Gender Estimate .011 -.142 - - 
 C.R. .152 -1.447 - - 
Age Estimate -.006 .081** -.099 - 
 C.R. -.288 2.791 -1.704 - 
Size Estimate - - - .052 
 C.R. - - - 1.327 
Configuration of HR 
Institutionalisation Estimate - - - -.027 
 C.R. - - - -.775 
Comprehensiveness Estimate - - - .039 
 C.R. - - - 1.652 
Strategic Orientation Estimate - - - .071* 
 C.R. - - - 2.316 
Industry Estimate - - - -.062 
  C.R. - - - -1.637 
Notes: Values in bold are significant at * p < .050, ** p < .010, and *** p < .001. 
Unstandardised Estimate (Estimate), Critical Ratio (C.R.), Performance Expectancy (PE), Effort 
Expectancy (EE), Facilitating Conditions (FC), Adoption (ADPT) 
Results showed that of the 10 hypothesised control relationships, only three were statistically 
significant. More specifically, of all the control variables that were hypothesised to have an 
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influence on Performance Expectancy, Effort Expectancy, and Facilitating Conditions, only Age 
(β = .081, p-value < .010) and Personal Innovativeness (β = -.339, p-value < .001) showed 
significant effects on Effort Expectancy, partially supporting H13 and H15, respectively (see further 
discussion in Chapter 10). Gender was found to have significant impact on neither Performance 
Expectancy nor Effort Expectancy (thus, H14 was not supported).  
The results also revealed that among the Configurations of HR components, only the Strategic 
Orientation (β = -.071, p-value < .050) of HR had a significant effect on Adoption and therefore, 
H16 was partially supported. Finally, neither Size (H17) nor Industry (H18) had a significant 
relationship with the organisations’ SR Technology Adoption. The implications of these findings 
are discussed in detail in Chapter 10.  
Subsequently, only those control variables with significant effects on their hypothesised 
endogenous factors were retained in the final structural Model 1 to control for their extraneous 
influences (Carlson and Wu, 2012, p. 415). 
9.2.4. Final Assessment of Structural Model 1 
Given the significant effect of Age and Personal Innovativeness on the Effort Expectancy, and 
Strategic Orientation on Adoption, the final structural Model 1 was respecified to include these 
relationships (see Figure 9.3). Goodness-of-fit statistics are discussed below. 
Goodness-of-Fit Summary 
The estimation of the final structural Model 1 resulted in an overall χ2 (df = 1012) value of 1639.443 
(RMSEA = .041, CFI = .953, and TLI = .948). It is important to note that this structural model is 
no longer ‘nested’ within the previous model (i.e., structural Model 1.2) as parameter sets in the 
two models are not subsets of one another (refer to Bentler & Chou, 1987; Byrne, 2010 for further 
reading). As such, the fit comparison of these models on the basis of chi-square difference test is 
no longer applicable. Thus, the appropriateness of the structural model is solely based on the 
goodness-of-fit (GOF) statistics. 
Table 9.6. Goodness-of-fit statistics for structural Model 1 
(control variables included) 
χ² (p-value) 1639.443 (.000) RMR .075 NFI .887 GFI .850 
df 1012 SRMR .052 TLI .948 AGFI .826 
χ²/df 1.620 RMSEA (PCLOSE) .041 (1.000) CFI .953 PGFI .731 
 Note: RMR and SRMR > .080; The model fit is inadmissible. 
As shown in Table 9.6, this final structural Model 1 has a satisfactory level of fit to the data. The 
normed chi-square value of 1.620 was well below the threshold value of < 3.00 and the RMSEA 
value of .041 (PCLOSE = .999) met the cut-off point of < .080. Both TLI and CFI fell within the 
recommended range of > .90 and PGFI value of .731 well exceeded the recommended range of 
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.50. The NFI, GFI, and AGFI indices were very close to the recommended threshold value of > 
.90. When these fit indices were reviewed in conjunction with others (Hooper et al., 2008), it is 
concluded that the final structural Model 1 exhibits adequate level of fit to the data.  
A review of MIs shows no substantively meaningful misspecification in the final structural Model 
1. Therefore, this model is the final best-fitting structural model to represent the sample data. A 
pictorial representation of the final structural Model 1 (with significant control variables included) 
is presented in Figure 9.3. 
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Figure 9.3. Final structural Model 1 (Control variables included) 
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To further establish the validity of the structural Model 1, two additional criteria were taken into 
consideration. First, the standardised estimates of factor loading in the structural model were 
compared against those obtained from the corresponding measurement model. Only three factor 
loadings exhibited notable fluctuations, all of which were less than .05. Given that small 
fluctuations are expected when moving from a measurement model to a structural model (Hair et 
al., 2010, p. 736), it was concluded that these differences were negligible. This indicates an 
adequate level of stability among the measured indicator variables, which in turn, provides further 
support for the validity of the structural Model 1.  
Second, the extent to which the structural model accounts for the variance in endogenous 
constructs (R2) was reviewed (Hair et al., 2010). As shown in Figure 9.3, the overall variance 
explained by the model was 40.9 percent for SR Technology Adoption decision, 68.2 percent for 
Intention, 67.2 percent for Attitude, 79.1 percent for Performance Expectancy, and 35.5 percent 
for Effort Expectancy. All these R2 values pointed to medium to large effects (Chin, 2010; Kline, 
2011) and were indicative of an exceptionally good predictive power for the structural Model 1. 
Given that the structural Model 1 exhibited satisfactory level of fit and validity, in the next section, 
the statistical significance of structural paths (parameter estimates) are examined in order to test 
the main research hypotheses, apart from those of the control variables discussed earlier. 
Parameter Estimates 
Both standardised and unstandardised estimates related to structural paths of the research Model 
1 are presented in Table 9.7. Turning to the unstandardised estimates, results showed that except 
for two, all structural parameter paths were significant in their predicted directions. Only paths 
flowing from Perceived Success of Competitors and Administrative Expert to Intention were 
found to be non-significant (hypotheses H5b and H9 were not supported, accordingly). On the other 
hand, Strategic Partner role was found to have a significant relationship with Intention – despite 
its relatively small magnitude (β = .109). Therefore, H12 was supported. 
The proposed positive effect of Performance Expectancy and negative effect of Effort Expectancy 
on Attitude were found to be significant, supporting H3 and H4, respectively. Both Hypothesised 
relationships related to Attitude on Intention (H2) and Intention on Adoption (H1) were statistically 
significant. Facilitating Conditions was also found to have a significantly positive effect on the 
SR technology Adoption, thus H6 was supported. The proposed effect of Top Management Support 
on Intention was also significant, supporting H5a. The effects of Applicant Readiness on Intention, 
Performance Expectancy, and Effort Expectancy were also significant, with the AR → PE 
relationship showing the largest magnitude in terms of predictive effects (β (AR→PE) = .473 versus 
β (AR→EE) = -.234 and β (AR→INT) = .130). These findings supported hypotheses H5c, H7a, and H7b, 
respectively. The impact of Perceived Complementarity on Performance Expectancy (H8a) and 
Effort Expectancy (H8b) was also found to be significant. 
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Table 9.7. Model 1 structural paths analysis and hypothesis testing 
Structural path 
Path Coefficient 
S.E. C.R. 
Standardised 
  
Unstandardised 
Hypothesised paths     
INT → ADPT .552*** .377 .034 11.196 
ATT → INT .609*** .616 .054 11.341 
PE → ATT .703*** .649 .047 13.794 
EE → ATT Ǧ.179*** -.219 .059 -3.711 
TMS → INT .252*** .207 .035 5.984 
PSC → INT .022 .022 .044 .503 
AR → INT .130* .134 .058 2.301 
FC → ADPT .111* .072 .033 2.160 
AR → PE .473*** .522 .065 7.978 
AR → EE -.234** -.194 .066 -2.966 
PC → PE .112* .153 .064 2.371 
PC → EE -.259*** -.246 .074 -3.320 
AE → INT Ǧ.018 Ǧ.033 .073 Ǧ.449 
SP → INT .109* .113 .052 2.186 
Emerging paths     
PSC → PE .308*** .334 .045 7.494 
EE → PE Ǧ.191*** -.253 .057 -4.445 
Control Variables†     
AGE → EE .096* .050 .026 1.963 
PI → EE Ǧ.265*** -.283 .059 -4.777 
SO → ADPT .122** .075 .026 2.879 
Notes: Values in bold are significant at * p < .050, ** p < .01, *** p < .001. 
Intention (INT), SR Technology Adoption (ADPT), Attitude (ATT), Performance 
Expectancy (PE), Effort Expectancy (EE), Perceived Complementarity (PC), Facilitating 
Conditions (FC), Applicant Readiness (AR), Top Management Support (TMS), Perceived 
Success of Competitors (PSC), Strategic Partner (SP), Administrative Expert (AE), Personal 
Innovativeness (PI), Strategic Orientation (SO), Standard Error (S.E.), Critical Ratio (C.R.) 
† Only control variables with significant values are included.  
Additionally, the results of structural analysis of the newly emerged paths, from the structural 
Model 1 re-specification, showed that Perceived Success of Competitors positively and Effort 
expectancy negatively predict Performance Expectancy. 
With respect to control variables hypotheses, H15 was partially supported as only the casual path 
flowing from Personal Innovativeness to Effort Expectancy (H15b) was found to be significant. 
Age was also found to have a significantly positive relationship with Effort Expectancy, providing 
partial support for H13. Finally, of all the factors constituting the Configurations of HR, only 
Strategic Orientation of HR was found to significantly predict SR technology Adoption, partially 
supporting H16. A detailed discussion regarding the interpretations and implications of these 
findings will be provided in Chapter 10. 
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9.2.4.1. Addressing the Issue of Using Ordered Categorical Data in SEM 
(Bayesian Estimation) 
As described earlier in Section 8.5.15, a major trust in Maximum Likelihood (ML) estimation is 
that all observed variables have a continuous scale (Brown, 2006; Byrne, 2010). Failing to meet 
such assumption may result in an overestimation of error variances and underestimation of 
parameters standard errors (DiStefano, 2002 as cited in Kline, 2011). This could spuriously 
increase the critical ratio of parameter estimates, resulting in an incorrect acceptance of research 
hypotheses (refer to Section 8.5.15 for further explanation). Given that the final dependent 
variable in structural Model 1 (i.e., Adoption) is comprised only three ordered categories (i.e., 1: 
representing non-adopters, 2: laggards, and 3: adopters), one could argue that the analysis of 
structural paths should be based on a methodology that takes the possible biased effect of ordered 
categorical data into account.  
Traditionally, research has implemented Logistic Regression-based estimation methods (such as 
binary or multinomial logistic regression) in order to analyse models in which the outcome 
(dependent) variable is categorical (Field, 2013; Hair et al., 2010). However, in situations where 
the inter-relationships among study variables are multi-layered and complex, logistic regression 
models fail to adequately indicate the direction of influences between the outcome variable and 
independent variables (Kupek, 2006; Law, 2009; Ramamurthy et al., 2008).  
An example study is Ramamurthy et al. (2008) investigation of the key determinants of data 
warehouse adoption, where the adoption (outcome variable) was measured by a single categorical 
binary variable. Logistic regression was used to analyse the relationships between dependent 
variables and the outcome variable (i.e., adoption). Upon testing the hypothesised model, the 
authors found support for only five out of twelve hypotheses and thus, speculated that the 
relationships of independent variables with the outcome variable (i.e., adoption) were much more 
complex than what a logistic regression model could explain (Ramamurthy et al., 2008). This 
prompted Ramamurthy et al. (2008) to rerun the research model using Structural Equation 
Modelling (SEM) – a technique that adequately accounts for complex inter-relationships among 
study constructs (Byrne, 2010; Kline, 2011; Kupak, 2006). Subsequently, the SEM analysis 
provided empirical support for ten out of twelve hypothesised relationships in the research model. 
The authors recommended future research to take into consideration the limitations of logistic 
regression modelling in testing research models with complex relationships (Ramamurthy et al., 
2008). 
Similar to the findings of Ramamurthy et al. (2008), the analysis of relationships between 
independent variables of this study and the outcome variable (i.e., SR Technology Adoption) using 
logistic regression indicated the relationships among these variables were far more complex that 
what logistic regression could explain (see Appendix 9.1 of detailed analysis). More specifically, 
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only three (i.e., Intention, Perceived Complementarity, and Administrative Expert) out of eleven 
main hypothesised antecedents were found to significantly predict SR Technology Adoption. 
Considering the disappointing nonsignificant findings from logistic regression model for the 
antecedents of SR technology adoption (see Appendix 9.1), coupled with empirical support from 
extant literature regarding the preference of SEM over logistic regression for testing complex 
models (e.g., Angst & Agarwal, 2009; Kupek, 2006; Law, 2009; Ramamurthy et al., 2008), the 
choice of ML-based SEM over the logistic regression modelling is clearly justified in testing 
research hypotheses included in Model 1.  
Table 9.8. Comparison of Model 1 structural parameter estimates: 
Maximum Likelihood vs. Bayesian estimation 
Structural path 
Estimation Approach 
Bayesian 
  
Maximum Likelihood 
Mean S.D. C.R. 
95% Credibility 
Interval a Unstandardised Parameter 
Estimate  
S.E. C.R. 
Lower 
Bound 
Higher 
Bound 
INT → ADPT .376*** .034 11.059 .312 .444 .377*** .034 11.196 
ATT → INT .618*** .056 11.036 .506 .734 .616*** .054 11.341 
PE → ATT .650*** .047 13.830 .557 .746 .649*** .047 13.794 
EE → ATT -.218*** .061 -3.574 -.343 -.102 -.219*** .059 -3.711 
TMS → INT .208*** .035 5.943 .142 .274 .207*** .035 5.984 
PSC → INT .020 .045 .444 -.109 .067 .022 .044 .503 
AR → INT .130* .058 2.241 .020 .250 .134* .058 2.301 
FC → ADPT .072* .034 2.118 .001 .139 .072* .033 2.160 
AR → PE .516*** .065 7.938 .388 .653 .522*** .065 7.978 
AR → EE -.191** .067 -2.851 -.321 -.059 -.194** .066 -2.966 
PC → PE .154* .064 2.406 .024 .283 .153* .064 2.371 
PC → EE -.244** .076 -3.211 -.392 -.100 -.246*** .074 -3.320 
AE → INT -.029 .069 -.420 -.177 .111 Ǧ.033 .073 Ǧ.449 
SP → INT .109* .053 2.056 .015 .192 .113* .052 2.186 
PSC → PE .334*** .044 7.591 .245 .423 .334*** .045 7.494 
EE → PE -.254*** .058 -4.379 -.375 -.145 -.253*** .057 -4.445 
AGE → EE .052* .025 2.080 .002 .097 .050* .026 1.963 
PI → EE -.277*** .060 -4.617 -.402 -.171 -.283*** .059 -4.777 
SO → ADPT .076** .026 2.923 .025 .127 .075** .026 2.879 
 Notes: Values in bold are significant at * p < .050, ** p < .010, *** p < 0.001. Values under Mean column can be interpreted as the 
unstandardised parameter estimates; and values under S.D. column are analogous to S.E. values for the ML estimation. 
Intention (INT), Adoption (ADPT), Attitude (ATT), Performance Expectancy (PE), Effort Expectancy (EE), Perceived 
Complementarity (PC), Facilitating Conditions (FC), Applicant Readiness (AR), Top Management Support (TMS), 
Perceived Success of Competitors (PSC), Strategic Partner (SP), Administrative Expert (AE), Personal Innovativeness (PI), 
Strategic Orientation (SO), Standard deviation (S.D.), Critical Ratio (C.R.), Standard Error (S.E.). 
a Unlike conventional confidence intervals (CIs), the Bayesian credibility intervals are interpreted as a probability statement 
about the parameter itself. This literally means that we are 95 percent certain that the true value of the parameter lies between 
lower bound and upper bound values (Zampetakis & Moustakis, 2011, p. 90). 
Nonetheless, in order to address the possible detrimental effect of using ordered categorical data 
in maximum likelihood (ML) based SEM, the final structural Model 1 was re-examined using the 
Bayesian estimation – the available method in AMOS for analysis of ordered categorical data 
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(Arbuckle, 2010). Once the Bayesian analysis was performed, the Bayesian posterior distribution 
estimates were compared with unstandardised parameter estimates calculated from ML in order 
to determine whether the use of ordered categorical measures may have influenced the 
significance of research hypotheses (Andraszewicz et al., 2014; Byrne, 2010). Table 9.8 includes 
both Bayesian and ML outputs for structural regression paths in Model 1. 
Bayesian Model fitting was accomplished after AMOS generated and discarded 500 burn-in 
samples. The posterior summaries shown in Table 9.8 are based on 78,256 analysis samples 
(convergence statistic (CS) = 1.0016 < 1.002, indicating an acceptable level of convergence for 
posterior summaries, Arbuckle, 2006). The posterior predictive probability value (PP p-Value = 
.319) for the estimated Bayesian model was near .50, indicating an acceptable fit for the posited 
Bayesian model (Gelman et al., 2004).  
Next, a comparison of Bayesian versus ML estimation showed that the difference in critical ratio 
(C.R.) values derived from Bayesian versus ML estimation was ranging from -.160 (for PI→EE) 
to 0.305 (for ATT→INT), none of which indicated a substantial fluctuation in the significance of 
structural path estimates. Moreover, the changes in the magnitude of parameter estimates across 
the two estimation methods were trivial (largest difference was .006 for PI→EE).  
Given that the difference in parameter estimates calculated from Bayesian and ML approaches 
were minimal, coupled with the evidence of nonsignificant fluctuation in critical ratio (C.R.) 
values, it is safe to conclude that the analysis of ordered categorical data (in particular, the 
outcome variable that is, SR Technology Adoption) via Maximum Likelihood estimation did not 
cause much significantly meaningful differences to the study findings. 
9.2.4.2. Addressing the Issue of Multivariate Non-normality (Satorra-
Bentler Scaled Statistic) 
In closing this section on testing structural Model 1, a comparative analysis was conducted from 
two perspectives: the maximum-likelihood (ML), which is the default estimation method in 
AMOS), and the Satorra-Bentler (S-S) robust ML estimation. As stated earlier in Section 8.5.16, 
where the assumption of multivariate normality is not met, the usual ML estimation can result in 
a χ2 value that is inflated and standard errors that are underestimated (Brown, 2006; Byrne, 2010; 
Kline, 2011). The Satorra-Bentler (S-B) robust ML approach corrects both χ2 value and the 
standard errors of parameter estimates in order to account for the multivariate non-normality in 
the data (Bentler, 2006). Because critical ratio (C.R.) is a function of the standard error, the 
corrected standard errors  may vary the critical ratio, which in turn can ultimately impact the 
significance of parameter estimates (Byrne, 2010, p. 126). 
Given that the evidence of multivariate non-normality – specifically multivariate kurtosis – 
existed in the sample data (see Section 7.6.1), a comparison of parameter estimates derived from 
the ML and the S-B robust ML approach can determine whether multivariate non-normality in 
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the sample data have potentially led to incorrect conclusions regarding the statistical significance 
of research hypotheses.  
Thus, the final structural Model 1 was re-examined in EQS 6.1 program using the S-B robust ML 
approach and the resulting goodness-of-fit (GOF) statistics and structural parameter estimates 
were compared with those calculated earlier from the ML in AMOS. Table 9.9 summarises the 
results of this comparison. 
Table 9.9. Comparison of model fit and parameter statistics for structural Model 
1: ML vs. S-B Robust ML estimation 
  ML Estimation df Robust ML Estimation† 
 Goodness-of-Fit Statistics  
Chi-square 1639.443 1012 1436.819 
NFI .887  .879 
CFI .953  .960 
RMSEA .041  .034 
Structural Path 
Parameter Statistics 
Estimate S.E. C.R.  Estimate S.E. C.R. 
INT → ADPT .377*** .034 11.196  .373*** .039 9.576 
ATT → INT .616*** .054 11.341  .577*** .063 9.154 
PE → ATT .649*** .047 13.794  .752*** .067 11.228 
EE → ATT -.219*** .059 -3.711  -.234*** .069 -3.398 
TMS → INT .207*** .035 5.984  .238*** .050 4.752 
PSC → INT .022 .044 .503  .031 .062 .499 
AR → INT .134* .058 2.301  .141* .065 2.164 
FC → ADPT .072* .033 2.160  .098* .047 2.092 
AR → PE .522*** .065 7.978  .508*** .068 7.474 
AR → EE -.194** .066 -2.966  -.210** .079 -2.662 
PC → PE .153* .064 2.371  .133* .060 2.224 
PC → EE -.246*** .074 -3.320  -.243*** .068 -3.575 
AE → INT Ǧ.033 .073 Ǧ.449  -.033 .077 -.428 
SP → INT .113* .052 2.186  .108* .050 2.153 
PSC → PE .334*** .045 7.494  .421*** .068 6.191 
EE → PE -.253*** .057 -4.445  -.234*** .052 -4.494 
AGE → EE .050* .026 1.963  .049* .025 1.961 
PI → EE -.283*** .059 -4.777  -.284*** .076 -3.735 
SO → ADPT .075** .026 2.879  .076*** .029 2.612 
Notes: Values in bold are significant at * p <.050, ** p < .010, *** p < 0.001. 
Intention (INT), Adoption (ADPT), Attitude (ATT), Performance Expectancy (PE), Effort Expectancy (EE), 
Perceived Complementarity (PC), Facilitating Conditions (FC), Applicant Readiness (AR), Top Management 
Support (TMS), Perceived Success of Competitors (PSC), Strategic Partner (SP), Administrative Expert (AE), 
Personal Innovativeness (PI), Strategic Orientation (SO), Critical Ratio (C.R.), Standard Error (S.E.), 
Unstandardised Path Estimates (Estimates) 
† Value calculated using Satorra-Bentler robust method. 
First, the S-B corrected χ2 value was noticeably smaller than the one calculated from the ML 
(1136.819 versus 1639.443). The S-B corrected χ2 also resulted in noticeable improvement in CFI 
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and RMSEA indices (.960 versus .947 for CFI and .034 versus .043 for RMSEA). Nevertheless, 
the overall model fit remained the same across both estimation methods. 
Second, all standard errors of casual path estimates underwent upward correction in order to take 
the multivariate non-normality into account. This resulted in comparatively smaller values of 
critical ratio (C.R.) than those extracted by the ML estimation. However, the statistical 
significance of casual path estimates remained unchanged, leading to similar conclusions as those 
from the regarding the overall test of research hypotheses.  
On the basis of these comparative analyses, it is safe to argue that although multivariate non-
normality existed in the sample data, it did not affect the overall conclusion of this study regarding 
the model fit and the significance of research hypotheses developed in Chapter 4 (see Table 4.3). 
  
  
259 
 
9.3. Specifying and Testing the Structural Model 2 
Similar to the procedure explained in Section 9.2, the remainder of this chapter describes the 
process through which the structural Model 2 was developed and tested. The goodness-of-fit 
(GOF) statistics as well as variances explained (R2) will provide evidence of structural validity 
for Model 2, whereas the magnitude and significance of structural parameter estimates serve as a 
basis for testing relevant research hypotheses. 
9.3.1. Initial Assessment of Structural Model 2 (Final Model) 
Figure 9.4 shows the AMOS graphic output representing the structural Model 2 and its related 
hypotheses: 
Figure 9.4. Hypothesised structural Model 2 
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Goodness-of-Fit Summary 
The initial assessment of structural Model 2 revealed a χ2 (df = 290) value of 513.880 that was 
significant at .000 probability level. Considering the sensitivity of chi-square test to large samples 
(Byrne, 2010; Kline, 2011), the overall fit of the model was judged in conjunction with other 
selected goodness-of-fit (GOF) statistics (see Table 9.10). 
The model’s normed chi-square value of 1.772 and the RMSEA value of .064 were well within 
the acceptable range of < 3.00, and < .080, respectively. Both TLI and CFI values met the 
recommended threshold of > .90. Reviewing NFI, GFI, and AGFI alongside other fit indices, 
these fit statistics were considered as acceptable. 
Table 9.10. Goodness-of-fit statistics for structural Model 2 
χ² (p-value) 513.880 (.000) RMR .115 NFI .864 GFI .835 
df 290 SRMR .060 TLI .924 AGFI .893 
χ²/df 1.772 RMSEA (PCLOSE) .064 (.009) CFI .935 PGFI .666 
  
Although SRMR met the cut-off value of < .080, the RMR value of .115 did not fall within its 
acceptable range. Nonetheless, as Weston and Gore (2006) stated, for less complicated models 
with sample sizes less than 500, a RMR value between .080 and .150 is to be expected (p. 743). 
Moreover, as stated earlier between RMR and SRMR, the latter is recommended to be the index 
of choice for interpretation purposes (Byrne, 2010; Gefen et al., 2011).  
Given the size of the sample used for the structural Model 2 (i.e., 208), coupled with the 
satisfactory value for SRMR (i.e., .060), the RMR outside the preferred range of < 0.080 was 
considered as tolerable. Finally, the PGFI value of .666 well exceeded the recommended threshold 
of .50, indicating a parsimonious structure for Model 2. Overall, the selected GOF statistics 
pointed to a structural model with an adequate level of fit to the sample data. 
Modification Indices 
As the final step to ensure the appropriateness of the structural Model 2, the modification indices 
(MI) were examined to identify any potential sources of misfit in the estimated structural model. 
At this point, an examination of MIs is important because a primary reason for an inflated RMR 
value could be related to the model misspecification (Weston & Gore, 2006). 
A review of MIs related to the structural paths showed no sources of structural misfit for Model 
2 (the largest MI was related to adpb2→adpb1 = 9.159, that is practically meaningless). These 
results not only disregard any concerns about the inflated value of RMR index, but also support 
the conclusion that the structural Model 2 best fits the sample data. 
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9.3.2. Analysis of Control Variables 
Similar to the structural Model 1, once the adequacy of fit for the structural Model 2 was 
established, Age, Gender, and Functional Orientation of HR were added to the model in order to 
control for their probable influences on the main results of the study (Atinc et al., 2012; Becker, 
2005). Age, Gender, and HR functional orientation were linked to Extent of Use and the 
magnitude and significance each relationship was calculated (see Table 9.11). 
Results showed that none of the three hypothesised relationships was statistically significant. 
More specifically, Age and Gender, did not have a significant effect on the extent of SR 
technology use (β = .035 and β = .0302 at p-value > .050, respectively). Thus, H22 and H23 were 
not supported. Moreover, the Functional Orientation of HR showed no significant influence on 
the extent of SR technology use (β = -.0307, p-value > .05), thus H24 was not supported. 
Table 9.11. Analysis and impact of control variables for 
structural Model 2 
Control Variables Significance Test 
Dependent Variable 
USE 
Age Estimate -.035 
 C.R. -.564 
Gender Estimate -.302 
 C.R. -1.404 
HR Functional Orientation Estimate -.307 
 C.R. -1.297 
Note: Values are significant at * p < 0.05, ** p < 0.01, and *** p < 0.001. 
Unstandardised Estimate (Estimate); Critical Ratio (C.R.); Extent of Use (USE) 
Given the nonsignificant influence of hypothesised control variables on the Extent of Use, 
inclusion of these variables to the structural Model 2 was deemed to be inconsequential. 
Therefore, it was concluded that the structural Model 2 depicted in Figure 9.5 is the final best-
fitting model to represent the data.  
To complete this section, two additional steps were taken to further support the validity of the 
structural Model 2. First, a comparison of standardised estimates of factor loadings across the full 
CFA measurement Model 2 and the structural Model 2 was conducted to identify any probable 
instability in the measurement part of the model (Hair et al., 2010). Two loadings showed trivial 
fluctuations (less than .050 difference) across the measurement and the structural model. These 
results were indicative of an adequate stability in measured variables and provided further support 
for the validity of the structural Model 2. 
Second, the extent to which the structural Model 2 accounted for the variance in endogenous 
variables was examined. As showed in Figure 9.5, the amount of variance explained (R2) by the 
model (i.e., Extent of Use) was 22.3 percent for Cost-per-Hire, 30.0 percent for Time-to-Fill, 33.9 
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percent for Recruitment Quality, 44.1 percent for Candidate Relationship Management, and 
finally 32.3 percent for Employer Reputation. These results were indicative of a good predictive 
power for the structural Model 2 (Chin, 2010; Kline, 2011). Further discussion of these findings 
can be found in Chapter 10. 
Parameter Estimates 
Provided with evidence of fit and validity for the structural Model 2, the casual path estimates 
were examined in order to test the research hypotheses (H19 to H21). Both standardised and 
unstandardised structural path estimates associated with the Model 2 are summarised in Table 
9.12. 
Table 9.12. Model 2 structural paths analysis and hypothesis testing 
Structural path 
Path Coefficient 
S.E. C.R. 
Standardised  Unstandardised 
USE → COST -.472***  -.486 .080 -6.094 
USE → TIME -.548***  -.379 .059 -6.415 
USE → QUAL .583***  .391 .056 7.021 
USE → CaRM .664***  .433 .053 8.145 
USE → REPUT .568***  .420 .058 7.240 
Notes: Values in bold are significant at * p <.050, ** p < .010, *** p < .001. 
Extent of Use (USE), Cost-per-Hire (COST), Time-to-Fill (TIME), Recruitment Quality 
(QUAL), Candidate Relationship Management (CaRM), Employer Reputation (REPUT), 
Standard Error (S.E.), Critical Ratio (C.R.) 
All causal paths were significant in their hypothesised directions. First, the hypothesised paths 
flowing from Extent of Use to Cost-per-Hire (β = -.49) and Time-to-Fill (β = -.38) were found to 
be negative and significant. Therefore it could be concluded that respondents perceived that the 
use of SR technologies is negatively related to cost and time of hiring, supporting H19a and H19b 
accordingly. Second, the Extent of Use was found to significantly predict Recruitment Quality, 
thus H19c was supported. Finally, the proposed effect of Extent of Use on Candidate Relationship 
Management (H20) on the one hand, and Employer Reputation (H21) on the other was found to be 
significant. Interpretations and implications of these findings are presented in Chapter 10. 
9.3.3. Addressing the Issue of Multivariate Non-normality (Satorra-Bentler 
Scaled Statistics) 
Similar to the procedure described in Section 8.6.9, the final structural Model 2 was re-examined 
using Satorra-Bentler (S-B) robust ML estimation approach in order to determine the extent to 
which multivariate non-normality may have distorted the model fit and the significance of causal 
paths. The results of the comparison between S-B robust ML estimation and those of maximum 
likelihood (ML) are presented in Table 9.13. 
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First, a comparison of fit indices calculated from both ML and S-B robust ML showed a 
substantial improvement in the χ2 value (513.880 in ML versus 436.001 in S-B robust ML) as 
well as the RMSEA value (.064 versus .051). Moreover, the CFI value improved from .935 in the 
ML to .937 in the S-B robust ML. Despite the noticeable improvement in fit statistics, the overall 
fit of the structural Model 2 remained unchanged. Second, the S-B robust ML correction of 
standard errors resulted in smaller critical ratio. However, the overall significance of causal 
parameter estimates remained statistically unchanged across the ML and the S-B robust ML. 
Taken together, these results indicated that multivariate non-normality did not significantly distort 
any conclusions about the model fit and the research hypotheses pertinent to the structural Model 
2. 
Table 9.13. Comparison of model fit and parameter statistics for structural 
Model 2: ML vs. S-B Robust ML estimation 
  ML Estimation df Robust ML Estimation† 
 Goodness-of-Fit Statistics  
Chi-square 513.880 290 436.001 
NFI .864  .836 
CFI .935  .937 
RMSEA .064  .051 
Structural Path 
Parameter Statistics 
Estimate S.E. C.R.  Estimate S.E. C.R. 
USE → COST -.486*** .080 -6.094  -.567*** .081 -6.994 
USE → TIME -.379*** .059 -6.415  -.405*** .068 -5.958 
USE → QUAL .391*** .056 7.021  .398*** .067 5.934 
USE → CaRM .433*** .053 8.145  .598*** .082 7.288 
USE → REPUT .420*** .058 7.240  .434*** .068 6.383 
Notes: Values in bold are significant at * p < .050, ** p < .010, *** p < 0.001. 
Extent of Use (USE), Cost-per-Hire (COST), Time-to-Fill (TIME), Recruitment Quality (QUAL), Candidate 
Relationship Management (CaRM), Employer Reputation (REPUT), Unstandardised Estimate (Estimate), 
Critical Ratio (C.R.), Standard Error (S.E.) 
† Value calculated using Satorra-Bentler robust method. 
9.4. Summary 
The purpose of this chapter was to describe the process through which the research models and 
hypotheses were tested. More specifically, the structural Model 1 and Model 2 were examined on 
the bases of (a) Goodness-of-Fit (GOF) statistics, (b) the amount of variance explained by each 
model, and (c) magnitude and significance of the hypothesised structural paths. Results of the 
GOF examination showed that both structural models adequately fit the sample data. 
Additionally, the magnitude and significance of control variables were also examined. 
The potential effect of using ordered categorical measures (in the structural Model 1) was 
examined using a comparative analysis of causal parameter estimates between maximum 
likelihood (ML) estimation (i.e., the default estimation method in AMOS) and Bayesian 
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estimation. The extent to which multivariate non-normality in sample data may have distorted the 
findings of the study was tested via a comparative analysis of path estimates calculated from ML 
and Satorra-Bentler robust ML methods for both Model 1 and Model 2. Analyses of results 
showed that neither the use of ordered categorical measures nor the use of multivariately non-
normal data significantly distorted the conclusions regarding the appropriateness of structural 
models and the test of research hypotheses. Table 9.14 summarises the test results of all research 
hypotheses as well as control variables for both research Model 1 and Model 2. 
In the next chapter a detailed interpretations and discussion of the empirical findings of this study 
will be presented.
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Table 9.14. Overall results of hypotheses testing (Structural Model 1 and Model 2) 
 
Hypothesis 
Number Path Direction Description Finding 
STRUCTURAL MODEL 1 
M
ain Effects 
H1 INT → ADPT Behavioural intention is positively related to SR Technology Adoption decision. Supported 
H2 ATT → INT Attitude toward SR technologies is positively related to Intention to use SR technologies. Supported 
H3 PE → ATT Performance Expectancy of SR technologies is positively related to Attitude toward SR technologies. Supported 
H4 EE → ATT Effort Expectancy of SR technologies is negatively related to Attitude toward SR technologies. Supported 
H5a TMS → INT Top Management Support is positively related to Intention to adopt SR technologies. Supported 
H5b PSC → INT Perceived Success of Competitors is positively related to Intention to adopt SR technologies. Not Supported 
H5c AR → INT Perceptions of Applicant Readiness is positively related to Intention to adopt SR technologies. Supported 
H6 FC → ADPT Facilitating Conditions is positively related to SR technology Adoption decision. Supported 
H7a AR → PE Perceptions of Applicant Readiness is positively related to Performance Expectancy. Supported 
H7b AR → EE Perceptions of Applicant Readiness is negatively related to Effort Expectancy. Supported 
H8a PC → PE Perceived Complementarity is positively related to Performance Expectancy. Supported 
H8b PC → EE Perceived Complementarity is negatively related to Effort Expectancy. Supported 
H9 AE → INT Role of HR as Administrative Expert is positively related to Intention to use SR technologies. Not Supported 
H10 EC → INT Role of HR as Employee Champion is negatively related to Intention to use SR technologies. Not Supported* 
H11 CA → INT Role of HR as Change Agent is positively related to Intention to use SR technologies. Not Supported* 
H12 SP → INT Role of HR as Strategic Partner is positively related to Intention to use SR technologies. Supported 
Em
erging 
Effects 
      
- PSC → PE Perceived Success Of Competitors is positively related to Performance Expectancy. Supported 
- EE → PE Effort Expectancy of SR technologies is negatively related to Performance Expectancy. Supported 
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C
ontrols Effects 
H13a AGE → PE HR professionals’ Age contributes to the Performance Expectancy. Not Supported 
H13b AGE → EE HR professionals’ Age contributes to Effort Expectancy.  Supported 
H13c AGE → FC HR professionals’ Age contributes to perceptions of Facilitating Conditions. Not Supported 
H14a GEN → PE HR professionals’ Gender contributes to the Performance Expectancy. Not Supported 
H14b GEN → EE HR professionals’ Gender contributes to the Effort Expectancy. Not Supported 
H15a PI → PE Personal Innovativeness contributes to the Performance Expectancy. Not Supported 
H15b PI → EE Personal Innovativeness contributes to the Effort Expectancy. Supported 
H16  -  Configurations of HRM contributes to the SR technologies Adoption decision. Partially Supported  
H17 SIZE → ADPT Organisation Size contributes to the SR technologies Adoption decision. Not Supported 
H18 IND → ADPT Organisation Industry contributes to the SR technologies Adoption decision. Not Supported 
STRUCTURAL MODEL 2 
M
ain Effects 
H19a USE → COST The Extent of SR Technology Use is negatively related to HR professionals' perceptions of the Cost-per-Hire. Supported 
H19b USE → TIME The Extent of SR Technology Use is negatively related to HR professionals’ perceptions of the Time-to-Fill. Supported 
H19c USE → QUAL The Extent of SR Technology Use is positively related to HR professionals' perceptions of the Recruitment Quality. Supported 
H20 USE → CaRM The Extent of SR Technology Use is positively related to HR professionals' perceptions of the Candidate Relationship 
Management. 
Supported 
H21 USE → REPUT The Extent of SR Technology Use is positively related to HR professionals' perceptions of the Employer Reputation. Supported 
       
C
ontrols 
Effects 
H22 AGE → USE HR professionals’ Age contributes to the Extent of SR Technology Use. Not Supported 
H23 GEN → USE HR professionals’ Gender contributes to the Extent of SR Technology Use. Not Supported 
H24 FO → USE HR professionals’ Functional Orientation contributes to the Extent of SR Technology Use. Not Supported 
Notes: Intention (INT), SR Technology Adoption (ADPT), Attitude (ATT), Performance Expectancy (PE), Effort Expectancy (EE), Perceived Complementarity (PC), Facilitating Conditions (FC), Applicant Readiness 
(AR), Top Management Support (TMS), Perceived Success of Competitors (PSC), Strategic Partner (SP), Change Agent (CA), Employee Champion (EC), Administrative Expert (AE), Age (AGE), Gender 
(GEN), Personal Innovativeness (PI), Organisation Size (SIZE), Organisation Industry (IND), Extent of Use (USE), Time-to-Fill (TIME), Cost-per-Hire (COST), Recruitment Quality (QUAL), Candidate 
Relationship Management (CaRM), Employer Reputation (REPUT), HR Functional Orientation (FO).  
* Hypotheses not supported due to measurement issues (see Section 8.3.2 for more details). 
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Chapter 10.  Discussion 
10.1. Introduction 
This chapter presents a detailed discussion of the empirical findings of the current study. More 
specifically, the hypotheses pertinent to research Model 1 and Model 2 are explained and where 
applicable, the theoretical and practical implications relevant to each hypothesis are also 
presented. 
This chapter is organised as follows. First, a review of research objectives and key research 
questions of the study is presented in Section 10.2. Second, an in-depth discussion of findings 
relevant to research Model 1 hypotheses (H1 to H18 including control variables effects) is provided 
in Section 10.3. Next, the findings from the research Model 2 and its relevant hypotheses (H19 to 
H24) are discussed in Section 10.4. This is followed by an empirical comparison between adopters 
and non-adopters’ perceptions of social recruiting (SR) technology pre-hire outcomes in Section 
8.5. Through this comparison, empirical evidence is presented to answer two propositions 
developed from the qualitative exploratory phase of this research (see Section 5.7 for details). 
Finally Section 10.6 presents a summary of the chapter. 
10.2. Research Questions and Objectives Revisited 
The review of literature in Chapter 2 showed that research in the area of Social Recruiting (SR) 
technologies is limited. In particular, very little attention has been given to empirical examination 
of salient factors that drive the hiring organisations’ decision to adopt or reject SR technologies. 
Additionally, the majority of existing research has focused on post-hire outcomes of SR 
technology use (e.g., affective commitment, job performance, and turnover intention) and very 
little attention is given to empirical investigation of these technologies with respect to pre-hire 
outcomes. 
In view of these gaps in the literature, the main objective of this study was twofold: first, to 
provide a better understanding of the salient drivers of SR technology adoption decisions by hiring 
organisations; and second, to explore and investigate the key pre-hire outcomes of these 
technologies. Therefore, the main research questions that guided this study were: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
Q2a: What are the potential pre-hire outcomes of SR technology use by organisations? 
Q2b: To what extent are SR technologies perceived to influence pre-hire outcomes of 
recruitment? 
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Subsequently, the current investigation was guided by the following five specific research 
objectives in order to provide empirical answers to the above key research questions: 
1. To identify salient factors that influence SR technology adoption decisions in 
organisations. 
2. To determine key potential pre-hire outcomes of SR technology use. 
3. To develop and validate a model of the antecedents of SR technology adoption 
decisions. 
4. To develop and validate a model of the pre-hire outcomes of SR technology use. 
5. To explain the nature of relationships among determinants of SR technology 
adoption on the one hand and the effect of SR technology use on recruitment pre-
hire outcomes on the other.   
The first two objectives were achieved by the comprehensive review of the literature on 
Information Technology (i.e., technology adoption), Social Network Websites (i.e., network 
externalities), and Human Resource Management (i.e., HR roles model and the framework of e-
HRM outcomes) in Chapters 3 and 4. As a result, a set of theoretical concepts – fundamental to 
explaining the adoption of SR technologies on one hand and their perceived pre-hire outcomes 
on the other – were identified and represented by two conceptual models (i.e., Model 1 and Model 
2, respectively). 
In an attempt to fulfil the subsequent two objectives, a qualitative exploratory research was first 
conducted. The preliminary qualitative phase provided evidence to support the applicability of 
the proposed conceptual models to the context of this study as well as a few adjustments to the 
hypothesised concepts and interrelationships among them (see Chapter 5 for details). Next, the 
revised research Model 1 and Model 2 were empirically tested and validated using quantitative 
data collected through a survey (see Chapters 6 to 9). 
To accomplish the final research objective, the subsequent sections will discuss findings of the 
model validation for each research model. This is followed by presenting the theoretical and 
practical insights pertinent to the research hypotheses. 
10.3. Discussion of Findings from Research Model 1 – Determinants of SR 
Technology Adoption Decisions 
The results of structural analysis for the research Model 1 are depicted in Figure 10.1, including 
the significant paths, path coefficients, variances explained, and fit indices. First, following the 
guidelines provided by Bagozzi and Yi (2012), Byrne (2010), and Hu and Bentler (1999) with the 
CFI > .90, TLI > .90, SRMR < .08, and the RMSEA < .06, it was found that fit measures were 
indicative of a well-fitting structural model in the current study.  
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Figure 10.1. Research Model 1 with results 
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Second, the hypothesised relationships in the model were examined. As shown in Figure 10.1, 
eight out of twelve main hypothesised relationships were supported. The results revealed that 
along with the strong significant path coefficients of Attitude → Intention, and Intention → SR 
technology Adoption, the highest path coefficients occurred with Performance Expectancy → 
Attitude, and Applicant Readiness → Performance Expectancy with path coefficients of .703 and 
.473, respectively (p < .001). Therefore, it is concluded that Performance Expectancy and 
Applicant Readiness are likely to be perceived by HR decision makers as the two most important 
determinants of SR technology adoption decisions. 
Only the hypothesised relationships from Perceived Success of Competitors to Intention and 
Administrative Expert role to Intention were not significant. The remaining constructs comprising 
the research Model 1 showed significant effects on their hypothesised dependent variables (see 
Figure 10.1). Additionally, regression paths from Perceived Success of Competitors to 
Performance Expectancy and Effort Expectancy to Performance Expectancy emerged during the 
structural path analysis of research Model 1. Of the control variables included in the structural 
model, only Personal Innovativeness, Age, and Strategic Orientation of HR were found to have 
significant partial effect on their corresponding dependent variables. 
Overall, the final research Model 1 explained more than 40 percent of the variance in SR 
Technology Adoption (i.e., final dependent variable). Furthermore, about 68 percent of the 
variance in Intention and 67 percent of the variance in Attitude was explained by this model. The 
amount of variance accounted for in Intention by the research Model 1 is substantial and 
comparable to that of the original unified theory of acceptance and use of technology (UTAUT) 
model (i.e., R2 = “as much as 70 percent”, Venkatesh, Morris, Davis, and Davis, 2003, p. 467). 
Moreover, the research Model 1 provides a much better predictive power than earlier studies that 
extended the UTAUT to different contexts or technologies. Examples are, Sun, Ya-li, Xinmin, 
and Boehnke (2011) integrated model of the UTAUT for explaining users’ intention to adopt 
online social networks, Kijsanayotin et al. (2009) extension of the UTAUT to the health IT 
adoption among community health centres in Thailand, and Plummer et al. (2011) extension of 
the UTAUT for explaining job applicants’ intention to adopt Social Network Websites for 
employment purposes, in which the proposed models explained 50 percent, 54 percent, and 50 
percent of variance in Intention, respectively. 
This finding further supports Venkatesh et al.’s (2003) proposition that perhaps the IT adoption 
research has approached its limit of the ability to explain the adoption behaviour in the 
organisational context. Given that the research Model 1 is an extended variation to the original 
UTAUT model, it could be argued that the proposed extensions (i.e., network externality 
components, HR roles, and decomposed social influence factors) are indeed critical for the 
predictive validity and applicability of UTAUT in the SR technology adoption context. In fact, 
when the proposed extensions were dropped from the Model 1, the remaining core constructs of 
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the UTAUT (i.e., Performance Expectancy, Effort Expectancy, and Facilitating Conditions) 
accounted for only 51 percent of variance in Intention. These results support the significance of 
proposed extensions in the research Model 1 for explaining HR decision makers’ intention and 
their future decision to adopt SR technologies in the organisational context. 
As shown in Figure 10.1, SR Technology Adoption is directly influenced by Intention and 
Facilitating Conditions. Intention itself, is found to be predicted by four constructs namely, 
Attitude, Top Management Support, Perceived Success of Competitors (although found 
nonsignificant), and Strategic Partner role of HR. Attitude is influenced by Performance 
Expectancy and Effort Expectancy, which in turn are explained by Applicant Readiness and 
Perceived Complementarity. Following the sequence through which these relationships are 
described here, the next sub-sections provide a detailed discussion, theoretical understandings, 
and empirical insights related to research Model 1 and its hypotheses. 
10.3.1. Intention → SR Technology Adoption 
The results of structural model analysis showed that the HR professionals’ decision to adopt 
Social Recruiting technologies is largely predicted by their behavioural Intention, supporting H1. 
In fact, of all the direct predictors of the SR Technology adoption decision – including Facilitating 
Conditions and Strategic Orientation of HR – Intention demonstrated the largest predictive effect 
on actual adoption decisions (β = .552, p-value < .001). From this finding, it could be inferred that 
it is rather the cognitive motivation (i.e., intention) of HR decision makers that could accurately 
indicate how likely it is for the hiring organisation to adopt (or reject) SR technologies. This 
finding is also in line with the underlying assumption of the theory of reasoned action (Ajzen & 
Fishbein, 1980) and the theory of planned behaviour (Ajzen, 1991) which postulate that the 
stronger the intention to engage in a given behaviour, the greater its actual performance (Ajzen, 
1991). 
The relationship between intention and actual adoption decision was also in the same direction as 
the UTAUT model proposes, providing further support for the applicability of this model in the 
SR technology adoption setting. This finding is also in line with the results from several prior 
studies showing that behavioural intention is a good indicator of actual use of technology in 
different contexts (e.g., Chang et al., 2007; Neufeld, Dong, & Higgins, 2007; Venkatesh et al., 
2012). 
Overall, it could be concluded that the HR decision maker’s Intention provides a very accurate 
prediction for the actual decision to adopt/reject SR technologies by his/her respective 
organisation. However, this finding should be interpreted with caution as there are at least three 
known limitations to the predictive ability of Intention as a determinant of actual behaviour: First, 
intentions can only reflect the internal HR decision makers’ beliefs regarding SR technology 
adoption and it does not capture the external factors that may facilitate or hinder the actual 
  
272 
 
organisational adoption decisions such as resource availability and infrastructure, or HR 
knowledge and skills. Although, Facilitating Conditions was included in the Model 1 to account 
for the role of these external factors, as Venkatesh et al. (2008) argue, facilitating conditions might 
not fully capture the role of all possible external factors affecting the final adoption decisions.  
Second, intentions are inherently unstable and dependent on the information available to the 
decision making unit (Sutton, 1998 as cited in Venkatesh et al., 2008). In other words, if provided 
with new information, the decision maker’s beliefs and consequently his/her intention can 
radically change. Therefore, intentions can be less predictive of actual behaviour, specifically if 
there is a large time lapse between the intention formation and the actual adoption decision (Ajzen 
& Fishbein, 1980). This may be a limitation to predicting the future adoption decision of the 
laggards sample in the current study since our observation was a “snap-shot” which captured 
respondents’ intentions and their future decision at the same time. If the gap between the time that 
HR decision makers form adoption intention and the time the actual decision occurs becomes 
large enough, they may be presented with new information and consequently their intention may 
change drastically, rendering intention inaccurate and less predictive of the actual adoption 
decision. 
Finally, it is widely recognised that the ability of Intention in predicting actual behaviour hindered 
in mandatory settings where the decision maker unit does not have a complete volitional control 
over the decision (Ajzen, 1991; Brown et al., 2012; Venkatesh et al., 2008). However, this 
limitation would be a lesser concern in the context of this study as the SR technology adoption is 
expected to be a non-mandatory decision over which the HR decision maker is likely to have a 
complete volitional control. 
In line with Venkatesh et al.’s (2008) recommendation, future researchers are advised to address 
these limitations by including behavioural expectation as a mediator in the relationship between 
intentions and actual adoption behaviour. Behavioural expectation is defined as “an individual’s 
self-reported subjective probability of his/her performing a behaviour, based on his/her cognitive 
appraisal of volitional and non-volitional behavioural determinants” (Warshaw & Davis, 1984, p. 
111 as cited in Venkatesh et al., 2008). The addition of expectations as a mediator not only 
addresses the limitations described above by capturing and accounting for the uncertainty 
inherited in intentions for predicting behaviour, but also could substantially increase the amount 
of variance explained in the actual adoption decision (Venkatesh et al., 2008). Moreover, research 
has shown that behavioural expectation is a significantly better predictor of “initial IS adoption 
and use” (Venkatesh et al., 2008, p. 495). Since the adoption and use of SR technologies among 
Australian organisations is still in its early stages (LinkedIn, 2013a), the inclusion of behavioural 
expectation as a mediator between the intention and the actual SR technology adoption decision 
could add more strength to the predictive ability of the research Model 1. 
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10.3.2. Facilitating Conditions → SR Technology Adoption 
This study has also found that Facilitating Conditions have a significant effect on SR Technology 
Adoption decisions (β = .111, p-value < .050), supporting H6. This finding supports a general 
argument made by several previous studies that the Facilitating Conditions construct is a 
significant predictor of actual adoption and usage of IT in organisational settings (Chang et al., 
2007; Im et al., 2011; Kijsanayotin et al., 2009; Venkatesh et al., 2011; Yu, 2012; Zhou et al., 
2010). 
In this study, Facilitating Conditions as a construct was conceptualised to include tangible assets 
(i.e., financial readiness and IT infrastructure), intangible resources (i.e., knowledge, skills, and 
expertise of HR), as well as the support provided by the organisation to remove barriers of the 
adoption (see Section 6.5.2). Keeping this conceptualisation in mind, the H6 finding implies that 
all things being equal, SR technology adoption is more likely to occur if tangible resources, 
intangible resources, and organisational support are more readily available to HR. Moreover, the 
direct effect of Facilitating Conditions on the actual adoption decision, rather than Intention, 
concurs with the argument that no matter what the intentions are, if the organisation does not have 
adequate resources to support the IT usage, the adoption is not likely to take place (Venkatesh et 
al., 2008; Venkatesh et al., 2003).  
It is important to note that despite its significance, Facilitating Conditions had a marginal impact 
on the SR Technology Adoption decision (β FC → ADPT = .111). One possible explanation for this 
marginal effect could be attributed to less financial and technological requirements involved in 
the implementation and use of SR technologies, particularly during the early adoption stages. In 
fact, these technologies are typically free to use in their very basic form and do not necessitate 
any special type of expertise beyond what HR professionals or recruiters already have. Thus, most 
organisations are expected to possess the basic infrastructure (i.e., the hardware, network 
connection and Internet access), knowledge, and skills necessary for basic adoption of SR 
technologies with no significant expenses to incur.  
Another plausible explanation could be the nature of the study sample that is mostly comprised 
large organisations (more than 58 percent). Prior research indicates that large organisations have 
more slack resources (including financial, technical, and human resources) to spare for adopting 
or implementing new technologies (Damanpour, 1992; Ghobakhloo et al., 2011; Uzoka, 2008; 
Zhu et al., 2006). Conversely, small and medium-sized enterprises (SMEs) are intuitively 
expected to have very limited financial/technological resources and internal HR/IS expertise to 
understand and successfully adopt innovative IT (Thong et al., 1996). Consequently, when 
deciding to adopt SR technologies Facilitating Conditions may not seem to be as important for 
the HR decision makers representing large firms as it could be for those representing SMEs. 
Despite the fact that the results from analysing control variables did not support a substantial role 
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for Organisation Size in the research Model 1, future researchers are advised to investigate the 
role of Organisation Size in more detail by examining the moderating effect of Organisation Size 
on the relationship between Facilitating Conditions and SR technology Adoption decisions. 
Notwithstanding, the marginal effect of Facilitating Conditions does not, by any means, discount 
the importance of tangible and intangible resources, as well as organisational support in the 
decision of adopting SR technologies. It simply implies that even though organisational resources 
and support are vital prerequisites for a successful adoption, the SR technologies do not require 
as much expenditure, IT infrastructure, technical expertise or skills as organisations may consider 
they would. This is a message to HR practitioners and top managers that first, they need to keep 
in mind both tangible resources (such as IT infrastructure) as well as intangible knowledge (such 
as networking skills and social media know-how) when assessing the organisation capability to 
adopt SR technologies. Second, it is a reminder to the hiring organisations that fostering necessary 
skills and capabilities is required for a successful adoption. Thus, professional training courses, 
experience sharing and ongoing technical assistance are all important for a successful adoption of 
SR technologies. SR technology vendors are also encouraged to put more effort into alleviating 
the barriers of adoption, specifically for the less resourceful SMEs. Vendors could do so by 
offering technical subsidies such as on-site assistance, free training workshops and consultancy 
as well as financial supports such as promotions, discounted services and products. 
10.3.3. Attitude → Intention 
The results of this study showed that Attitude has a significant direct effect on Intention (β = .609, 
p < .001), supporting H2. This finding implies that HR decision makers’ affective reaction towards 
SR technologies predicts their behavioural Intention to adopt such technologies. In other words, 
if the decision maker evaluates the adoption and use of SR technologies as a more favourable 
action, the intention to adopt such technologies will be more likely to be formed. 
Although numerous prior studies (e.g., Brown et al., 2002; Chau & Hu, 2001; Nah et al., 2004; 
Pynoo et al., 2007; Venkatesh & Davis, 2000) have provided empirical support for the 
significance of attitudinal beliefs in predicting different IT adoption and use intentions, Venkatesh 
et al. (2003) found that attitudinal constructs are significant “only when Performance and Effort 
Expectancy constructs are not included in the model” (p. 455) and subsequently removed attitude 
from the UTAUT model. Clearly, the finding of this study contradicts this conclusion of 
Venkatesh et al. but indicates that Attitude does play a substantial and significant role in predicting 
Intention to adopt SR technologies, despite the presence of Performance Expectancy and Effort 
Expectancy constructs (see Figure 10.1).  
One plausible explanation for this discrepancy is the voluntary nature of SR technology adoption 
decisions for HR decision makers as opposed to the mandatory setting in which the UTAUT was 
originally developed. According to Brown et al. (2002), the role of attitudinal beliefs diminishes 
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as the adoption becomes mandatory and the user loses volitional control over the adoption 
decision. That is, in a mandatory setting one may have no choice but to use a system regardless 
of whether s/he perceives the system as favourable or unfavourable. However, it is blieved that 
HR decision makers (such as HR managers, HR professionals, and recruiter) usually possess high 
levels of volitional control and autonomy with respect to the choice of methods through which 
recruitment is carried out. Therefore, it could be argued that when deciding to adopt SR 
technologies, the HR decision maker unit may evaluate attitudes towards alternative recruitment 
methods and choose to select the one (in this case SR technologies) with the most favourable 
outcome. 
Another probable explanation for the contradiction between this finding and that of Venkatesh et 
al. in the UTAUT model could be related to measurement items of the Attitude construct. While, 
the measures adopted in this study capture the cognitive aspects of attitude (an example item is 
‘In my opinion using SNWs for recruitment purposes is a wise decision’, see Section 6.5.2), those 
used by Venkatesh et al. emphasise on the affective dimensions of attitude (an example item is ‘I 
like working with the system’, see Venkatesh et al., 2003, p. 456). According to Yang and Yoo 
(2004), affective attitude focuses on the extent to which an individual likes performing a 
behaviour and reflects emotional attraction towards the behaviour in question, whereas cognitive 
attitudes are evaluative beliefs, judgements, or perceptions towards the behaviour based on the 
individual’s values. In the context of IT adoption and acceptance, Yang and Yoo (2004) showed 
that the affective aspect of attitude is a very weak predictor of IT intention (“affective dimension 
does not explain IS use intentions at all”, Yang and Yoo, 2004, p. 26), whereas the cognitive 
aspect of attitude plays a significant role in explaining intentions. This could potentially explain 
why Venkatesh et al. (2003) found attitude a nonsignificant determinant in the UTAUT model, 
while the current study showed that Attitude is indeed a significant predictor of Intention. 
To further explore the importance of the Attitude construct in predicting Intention, two additional 
empirical tests were conducted. First, the ‘effect size’ of Attitude on Intention was calculated 
using Cohen’s f 2 in order to estimate the role of this construct in explaining the variance in 
Intention (Götz, Liehr-Gobbers, & Krafft, 2010). Accordingly, the structural Model 1 was 
estimated twice, once with and once without the Attitude construct in the model. Then, the amount 
of variance explained in Intention was calculated for each model (i.e., R2incl = .682 versus R2excl = 
.563)21. The effect size of Attitude on Intention can be calculated using the following formula 
(Götz et al., 2010): 
                                                     
21 R2incl denotes to the variance explained in Intention where Attitude was included in the model, and R2excl denotes to the amount of 
variance explained in intention where Attitude was excluded from the model. 
 Values for f 2 of .02, .15, and .35 indicate weak, moderate, and substantial influence of the exogenous latent variable on the particular 
endogenous variable, respectively (Chin, 1998, p. 316; Götz et al., 2010, p. 702). 
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The estimated value of f 2 for Attitude was .375, indicating a substantial influence of Attitude on 
Intention (Chin, 1998; Götz et al., 2010). Therefore, it could be concluded that Attitude plays a 
substantial role in explaining the variance occurred in Intention beyond what Performance 
Expectancy and Effort Expectancy may offer. 
Second, the mediating role of Attitude in the relationship between Performance and Effort 
Expectancy to Intention (i.e., PE/EE → ATT → INT) was examined. According to Davis et al. 
(1989), a key assumption for attitude is that it “fully mediates the effect of beliefs [performance 
and effort expectancy] on intentions … much of its value is foregone if it only partially mediates 
the impact of these beliefs” (p. 989). Hence, if evidence of full mediation is found for Attitude, it 
could be argued that Attitude is indeed a valuable and pertinent construct of the research Model 1 
in explaining the SR technology adoption Intention (see Burton-Jones & Hubona, 2006 for a 
similar finding). 
Consequently, a post-hoc analysis was conducted to test the mediating effect of Attitude by adding 
direct paths from Performance and Effort Expectancy to Intention in an ‘alternative model’ (see 
Table 10.1). Bootstrapping procedure using 5,000 resamples was carried out to estimate the 
significance of direct, indirect, and total effects (Cheung & Lau, 2008; Rucker, Preacher, Tormala, 
& Petty, 2011). 
Table 10.1. Results of mediation analysis 
                 
Indirect CIs 95% Direct t-value Total t-value Mediation Type 
1. PE → INT        0.028 0.529   Full 
    PE → ATT → INT 0.410*** 0.293, 0.552   0.439*** 3.557 
2. EE → INT        -0.035 -0.737   Full 
    EE → ATT PE → INT -0.188
*** -0.276, -0.117   -0.223*** -5.093 
3. EE → ATT        -0.178*** -3.670   Partial 
    EE → PE → ATT -0.135*** -0.197, -0.075   -0.313*** -6.945 
4. PSC → INT        0.022 0.503   Full 
    PSC → PE ATT → INT 0.132
* 0.084, 0.193   0.110* 2.265 
Notes: All coefficients are completely standardised. For estimating indirect effect 95% Confidence Intervals (CI), bootstrapping 
was performed using 5,000 random samples.  
Values in bold are significant at * p < .050, ** p < .010, *** p < .001. 
Performance Expectancy (PE), Effort Expectancy (EE), Attitude (ATT), Perceived Success of Competitors (PSC), and 
Intention (INT). 
First, the assessment of the alternative model showed no significant improvement in the model fit 
in terms of the χ2 value (Δχ2 (2) = .577, p > .050). Second, the variance explained in Intention for 
both models was very similar (.682 versus .688), further discounting any superiority for the 
alternative model. Third, the analysis of path estimates revealed significant indirect effects from 
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Performance and Effort Expectancy to Intention on the one hand (β (PE → ATT → INT) = .410 and β (EE 
→ ATT → INT) = -.118, p < .001) and nonsignificant direct effects of Performance and Effort 
Expectancy to Intention on the other (β (PE → INT) = .028 and β (EE → INT) = -.035, p > .050). This 
result indicated that Attitude fully mediates the relationship from Performance Expectancy and 
Effort Expectancy to Intention (Rucker et al., 2011). 
To conclude, given the trivial improvement in the alternative model in terms of the χ2 value and 
variance explained, coupled with evidence of full mediation for Attitude, the parsimony rule 
(Bollen, 1984; McDonald & Marsh, 1990) is deemed as applicable. Thus, of the two competing 
models, the simpler one (i.e., without PE, EE → INT direct paths) was considered as more 
parsimonious and more acceptable. This finding further supports the substantial role of Attitude 
in explaining the dynamics of SR technology adoption decisions. 
Overall, the finding of H2 offers noteworthy implications to both research and practice. From 
theoretical perspective, future studies should differentiate between cognitive and affective aspects 
of attitude and focus on the former dimension rather than the latter in order to enhance the 
understanding and prediction of IT adoption and use. From a practical point of view, it is 
important to note that change in attitudes occurs quickly and effortlessly compared to change in 
non-evaluative beliefs such as performance and effort expectancy (Yang & Yoo, 2004). 
Therefore, HR change agents need to consider positive attitude change techniques such as direct 
influences (e.g., enhancing end-users’ motivations and moods) and persuasive messages (e.g., 
direct and two-way communications) as complementary tools for streamlining and improving the 
process of SR technology adoption. 
10.3.4. Top Management Support → Intention 
As pointed out in the qualitative phase of this study, Top Management Support is one of the three 
salient referents which could potentially influence the HR decision to either adopt or reject SR 
technologies (see Chapter 5). The empirical examination of research Model 1 provided further 
support for this postulation. In particular, a review of the magnitude of path coefficients showed 
that following the Attitude construct, Top Management Support was the second strongest 
predictor of HR decision makers’ Intention to adopt SR technologies (β = .252, p < .001), 
supporting H5a. This is consistent with findings from prior research on the adoption of new IT in 
organisation settings (e.g., Arthur, Herdman, & Yang, 2014; Dong et al., 2009; Teo et al., 2007). 
This finding implies that SR technologies are more likely to be adopted and used in organisations 
where top management is more committed to and supportive of innovative practices. 
The following three explanations can be presented to justify the significance of Top Management 
Support in predicting HR decision makers’ Intention to adopt SR technologies. First, top 
management can ensure the availability of financial, technical, and human resources necessary 
for a successful adoption and implementation of SR technologies (i.e., resource provision). This 
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implies that if the HR decision maker does not believe that a strong resource support is provided 
by management, s/he is less likely to adopt SR technologies. Second, senior management’s active 
involvement and strong leadership towards change can foster a supportive climate for HR change 
agents with respect to introducing SR technologies into existing recruitment practices (i.e., change 
management). Given that the acceptance of SR technologies may require radical transformation 
in HR roles and recruitment practices (Bondarouk et al., 2013; Parry & Solidoro, 2013), strong 
management support helps HR decision makers better overcome the organisational barriers to 
change. Finally, top management vision sharing with HR change agents may help develop a 
common understanding about the benefits of adopting SR technologies within the organisation 
and subsequently overcome potential criticism, rejection, or confusion with using these 
technologies (i.e. vision sharing). 
These findings offer a number of meaningful implications for practice. First, HR decision makers 
need to communicate the potential benefits and advantages of SR technologies with the top 
management in order to attain their buy-in and guarantee the allocation, mobilisation, and 
prioritisation of resources necessary for a successful adoption. Second, top management should 
demonstrate their commitment to SR technologies by providing or redesigning training programs, 
removing barriers to change as they appear, and enacting reward policies and incentives for 
effective use of SR technologies. Lastly, the top management needs to publicise their shared 
vision in order to lend credibility to HR change agents responsible for implementing SR 
technologies and streamline the transformation from existing recruitment procedures. This could 
be done through visible signalling and formal communication, espousing innovative values, and 
creating a culture in which innovative behaviours are valued. 
10.3.5. Perceived Success of Competitors → Intention22 
Drawing from the results of the exploratory qualitative study (see Chapter 5), it is postulated that 
competitors is one of the salient social referents that can directly influence HR decision makers’ 
intentions to adopt SR technologies. However, the analysis of structural Model 1 failed to provide 
empirical support for this assumption. More specifically, the results of path analysis indicate that 
the effect of Perceived Success of Competitors on Intention was non-substantial and 
nonsignificant (β = .022, p > .050), failing to support H5b. This also contradicts the findings of 
prior research advocating the role of competitors’ success in predicting IT adoption intentions 
(e.g., Liang, Saraf, Hu, & Xue, 2007; Messerschmidt & Hinz, 2013; Yoon & George, 2013). 
Alternatively, a relationship emerged from the casual path analysis of Model 1 indicating a 
significantly positive influence of Perceived Success of Competitors on Performance Expectancy 
(β = .308, p < .001). The dual nature of mimetic pressures could serve as an explanation for these 
                                                     
22 The effect of Applicant Readiness as the third social referent that influences Intention is discussed in detail in Section 10.3.9. 
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contradictory findings. In one explanation, mimetic pressures can directly affect intention to adopt 
a new IT through a process known as competitive bandwagon effect (Abrahamson & Rosenkopf, 
1993). In this scenario, the fear of losing competitive advantage prompts the organisation to 
imitate the actions of successful organisations, without considering benefits or drawbacks of the 
IT in question. Alternatively, organisations may closely monitor their environment in order to 
identify successful practices adopted by competing organisations and subsequently imitate their 
actions in order to achieve a similar success (i.e., outcome-oriented imitation, Williamson & 
Cable, 2003). In this scenario, the organisation mimics the ‘best practices’ adopted by similar 
organisations in order to minimise the costs of research and experimentation as well as the risks 
of being early adopters (Son & Benbasat, 2007). 
It is believed that while ‘competitive bandwagon effect’ explains the direct influence of Perceived 
Success of Competitors on Intention, the ‘outcome-based imitation’ operates primarily through 
Performance Expectancy perceptions (see Thong, 1999 for similar reasoning). The nonsignificant 
direct relationship of PSC → INT would imply that when deciding to adopt SR technologies, HR 
decision makers might not blindly conform to mimetic pressures stemmed from the fear of losing 
competitive advantage to rivals. Instead, they use the competitors’ success as a proxy (in the form 
of “best practices” or “success stories”) for validating the expected performance of SR 
technologies. The more the success of competitors who use SR technologies for recruitment, the 
greater the HR decision maker will perceive the Performance Expectancy of these technologies 
(indicated by significant direct effect of PSC → PE) and consequently, the higher his/her intention 
to adopt them (as indicated by significant indirect effect of PSC → PE, ATT → INT in Table 
10.1). This interpretation seems sensible, given the uncertainties regarding the expected outcomes 
of SR technologies and the lack of empirical evidence to support the value of these technologies 
for the recruitment function (see Section 5.5). In conclusion, the perceived success of competitors 
is viewed as a form of “vicarious learning” about the true benefits and expected outcomes of SR 
technologies on the part of the imitating organisation (Williamson & Cable, 2003, p. 351). 
Overall, the findings demonstrated the importance of recognising competitors’ success and 
mimetic institutional pressures in predicting the adoption of SR technologies. This is a message 
for HR decision makers: instead of blindly succumbing to competitive bandwagon pressures, it is 
important to actively observe the external environment and participate in industry trade, vendor, 
and professional events in order to develop realistic evaluation of the true benefits and outcomes 
of SR technologies. Meanwhile, SR technology vendors should work closely with relevant 
industry, trade, and professional associations (e.g., Australian Human Resource Institute or 
Society for Human Resource Management) on promotional programs since these are the 
institutions from which HR decision makers are likely to collect information on best recruitment 
practices adopted by benchmark organisations. When promoting their social recruiting services 
and products, vendors should not only highlight the number of organisations that have 
  
280 
 
successfully adopted SR technologies but also provide extensive information on how competitors 
leverage these technologies to achieve success.
10.3.6. HR roles → Intention 
Hypotheses H9 to H12 were articulated to examine the potential impact of four prominent types of 
HR roles (Ulrich, 1997) on the Intention to adopt SR technologies. However, the results of 
exploratory factor analysis (EFA) did not provide empirical support for the expected distinction 
between Administrative Expert and Employee Champion roles on one hand, and Strategic Partner 
and Change Agent roles on the other (see Section 8.3.2 for details). As a result, Ulrich’s (1997) 
original four-role model was reduced to a two-role model which distinguished between the role 
of Strategic Partner – representing the strategic/change-oriented role of HR – and Administrative 
Expert – representing the administrative/employee-oriented roles of HR. These findings were 
consistent with results from prior studies which examined Ulrich’s model of HR roles and derived 
only two distinct roles for HR professionals (e.g., Bondarouk & Ruël, 2012; Haines & Lafleur, 
2008; Voermans & van Veldhoven, 2007; Yusoff et al., 2010). 
A probable explanation for this finding is that in the organisations represented by the study 
sample, the four types of HR roles may not be highly visible or clearly defined. Hence, survey 
respondents representing the participating organisations were unable to tell apart all the different 
types of HR roles as originally proposed by Ulrich (1997). Alternatively, the reoccurrence of 
similar findings in several prior research studies with respect to the appropriateness of a two-role 
model of HR could possibly point to the psychometric deficiencies of the scale developed by 
Ulrich (1997) for measuring HR roles. In line with this, Haines and Lafleur (2008) posit that 
“given that Ulrich’s (1997) typology of roles is still not established empirically, future research 
should conduct an exploratory factor analysis (EFA) to determine if the distinction between roles 
is found” (p. 532). 
Of the two combined HR roles that emerged from the EFA, only the Strategic Partner role showed 
a significant positive influence on Intention to adopt SR technologies (β = .109, p < .050), 
supporting H12. This finding implies that HR decision makers who hold a Strategic Partner role 
are more inclined to adopt SR technologies. This finding is in line with existing literature (e.g., 
Bondarouk & Ruël, 2012; Haines & Lafleur, 2008; Voermans & van Veldhoven, 2007). Girard 
et al. (2013) provided earlier qualitative evidence from both HR practitioners and academics on 
the association between the strategic role of HR and the adoption of social media in recruitment. 
In their opinion, social media offers new opportunities (such as, applicant relationship 
management and employer branding) to raise the strategic role of HR professionals. The current 
study further validates their proposition and suggests that those HR professionals with preferences 
towards a Strategic Partner role are more inclined to adopt SR technologies since the deliverables 
of these technologies enable HR to become and remain as organisational strategists. 
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In addition, the perception of Administrative Expert role was not found to be significantly related 
to HR decision makers’ adoption Intention (β = -.018, p > .050), failing to support H9. This finding 
is comparable with Voermans and van Veldhoven (2007) finding that indicated a nonsignificant 
influence of Administrative Expert role on a positive attitude towards the e-HRM adoption. A 
possible explanation for this finding is that compared to Strategic Partners, Administrative 
Experts may lack broad perspectives or the business understanding necessary for identifying 
business opportunities that may arise from adopting new HR systems (including social recruiting 
technologies). Moreover, Administrative Experts may not have the authority to aggressively seek 
new ideas, technologies, and HR practices in the organisation, whereas Strategic Partners may 
be in a better position to do so. For that reason, administrative experts may be less aware of the 
potential opportunities provided by SR technologies and thus, less inclined to adopt them. 
The fact that HR decision makers with perceptions of Strategic Partner role were more inclined 
to adopt SR technologies, should be seen as an opportunity by change agents as well as vendors. 
When introducing these technologies, communications from change agents should be tailored 
towards promoting aspects of SR technologies that bring about strategic values for the recruitment 
function such as, employer branding (Bondarouk et al., 2013) and applicant relationship 
management (Girard et al., 2013). This finding would also send a strong message to SR 
technology vendors to further develop and promote applications and services that are clearly 
aligned with HRs’ perception of being engaged in strategic roles.  
Nevertheless, the above recommendations do not undermine the significance of communicating 
the operational (administrative) value of SR technologies such as increased efficiency of 
recruitment tasks. Given that the majority of SMEs are more concerned with administrative values 
of the new IT, rather than its strategic benefits, it would be a missed opportunity if change agents 
or vendors solely emphasise the strategic deliverables of SR technologies. At their best, 
communication tactics should contain both elements of strategic and operational related 
contributions of SR technologies to make them appealing to HR professionals who play either 
Strategic Partners or Administrative Experts roles.  
From the theoretical perspective, these findings indicated that the distinction between HR roles 
as previously proposed by Ulrich (1997) is not entirely justified. It is recommended future 
research consider reducing the four-factor model of HR roles to a two-factor model which 
describes HR professionals as either Strategic Partners or Administrative Experts. Additionally, 
future studies are advised to empirically validate the appropriateness of the two-factor model 
derived from this study as opposed to the four-role model of HR originally developed by Ulrich 
(1997). 
10.3.7. Performance Expectancy → Attitude 
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The structural analysis of research Model 1 revealed that Performance Expectancy was by far the 
strongest predictor of Attitude with a path coefficient of .703 (p < .001), supporting H3. The 
dominant role of Performance Expectancy in Model 1 is not surprising, given that the construct 
revolves around timeliness and usefulness of SR technologies as well as the improvements 
brought about by these technologies to the recruitment function (see Section 2.5.2). Moreover, 
this finding further validates the results from Tornatzky and Klein (1982) and Jeyaraj et al. (2006) 
meta-analyses, which identified perceived usefulness (and similar constructs) as the best predictor 
of IT adoption. 
A possible explanation for the significance of Performance Expectancy as a key predictor of the 
SR technology adoption is what is known as cognitive instrumentality (Venkatesh & Davis, 
2000). When deciding to adopt SR technologies, HR decision makers engage in a cognitive 
instrumental process through which SR technology capabilities (such as target recruiting, 
advanced searching, instantaneous communication, and access to up-to-date information) is 
compared with what needs to get done for a successful performance of recruitment tasks (i.e., 
identifying, attracting, selecting, and screening potential applicants). A match between SR 
technology capabilities and the recruitment task requirements (i.e., target recruiting enhances the 
ability to identify the right applicant) is translated into higher performance expectancy, which 
subsequently affects the likelihood of developing favourable attitudes and eventually positive 
intention to adopt SR technologies (as indicated by the significant indirect relationship between 
PE → ATT → INT in Table 10.1). 
To better understand the role of Performance Expectancy in predicting the adoption of SR 
technologies, it would be worth comparing the current finding with those reported by Parry and 
Wilson (2009) regarding the significance of relative advantage in explaining organisational 
adoption of online recruitment technologies (i.e., corporate websites and commercial job boards). 
The negative effect of relative advantage on the adoption of corporate recruitment websites (β = 
-.130, p < .050) on one hand and minimal effect of this factor on the adoption of commercial job 
boards (β = .177, p < .010) on the other prompted Parry and Wilson to conclude that these 
recruiting technologies have become a “hygiene factor” for organisations (2009, p. 667). That is, 
HR practitioners adopt these technologies because it is expected of them to do so, irrespective of 
whether these technologies are perceived as beneficial or not. Adapting Parry and Wilson’s 
inference to this study and bearing in mind the magnitude of Performance Expectancy effects in 
Model 1, it could be presumed that expected performance, advantages, and benefits are more 
prominent with respect to SR technologies than traditional online recruitment methods. In other 
words, HR decision makers may perceive more benefits in adopting and using Social Network 
Websites as recruitment tools than commercial job boards and/or corporate recruitment websites. 
Future research needs to put this assumption to empirical testing by simultaneously comparing 
the expected benefits, relative advantages, and performance of these recruiting technologies. 
  
283 
 
Overall, the results of H3 suggest that organisations should emphasise the expected performance 
of SR technologies as it seems to be the most important concern for HR decision makers. Thus, 
organisations need to make work-related benefits of these technologies perceivable, identifiable 
and substantial to HR practitioners through formal announcements, communication campaigns, 
or even users’ testimonials. Moreover, the change agents can empirically demonstrate the 
comparative effectiveness of SR technologies over traditional methods of recruitment through 
staff training and hands-on experience. SR technology vendors should also take steps towards 
publicising the unique features of SR technologies as opposed to traditional online recruitment 
methods through marketing campaigns, webinars, and workshops. As an example, LinkedIn 
regularly holds free webinars, publishes periodicals and handbooks, and offers free trials targeted 
at recruiters and HR managers in order to familiarise them with the usability and functionality of 
its recruiting services and products for hiring organisations. 
10.3.8. Effort Expectancy → Attitude 
This study found the relationship between Effort Expectancy and Attitude towards SR 
technologies to be negative and significant (β = -.179, p < .001), supporting H4. This finding is 
similar to those of previous research that suggest Effort Expectancy or similar constructs (i.e., 
ease of use and complexity) as a significant predictor of attitudes towards IT adoption within the 
organisation context (Brown et al., 2002; Kim, Chun, & Song, 2009; Oostrom, van der Linden, 
Born, & van der Molen, 2013; Pynoo et al., 2007; Venkatesh & Davis, 1996). This finding implies 
that HR decision makers who perceive SR technologies as a complex recruiting solution, which 
requires a lot of effort to implement, would tend to form unfavourable attitudes and subsequently 
have low intentions towards adoption (as indicated by the significant indirect relationship between 
EE → ATT, PE → INT in Table 10.1). 
Moreover, a relationship emerged from the causal path analysis indicating a significant negative 
influence of Effort Expectancy on Performance Expectancy (β = -.191, p < .001). Although 
Venkatesh et al. (2003) did not hypothesise a similar relationship in the conceptualisation of the 
UTAUT model, previous literature provides ample theoretical and empirical support for the 
meaningfulness of the relationship between the Performance and Effort Expectancy constructs 
(Davis, 1989, 1993; Gefen & Keil, 1998; Qin et al., 2011; Venkatesh, 2000; Venkatesh & Davis, 
2000). This finding implies that Effort Expectancy could mitigate the positive effects of the 
expected outcomes of SR technologies (i.e., performance expectancy) and thus, would prevent 
HR decision makers from the adoption. 
To further understand the dynamics of the relationship between Effort and Performance 
Expectancy, a test of the mediation effect was conducted (see Table 10.1). Results indicated that 
the relationship between Effort Expectancy and Attitude is partially mediated by Performance 
Expectancy (that is, both direct and indirect effects of EE → ATT became significant). More 
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specifically, the mediation analysis showed that almost a half of the total effect of Effort 
Expectancy on Attitude operates through Performance Expectancy (i.e., indirect effect: -.137, p < 
.001). This implies that unless a decision maker unit perceives SR technologies as being 
advantageous first, their effortlessness will have very little effect on the formation of favourable 
attitudes.  
Another interpretation is that Performance Expectancy may contain considerations of both 
‘advantages’ as well as ‘complexities’ of using SR technologies for recruitment purposes (see 
Davis, 1993 for details). Thus, Effort Expectancy may be seen as part of the complexities 
associated with leveraging SR technologies to improve the recruitment function. To put it 
differently, effort expectations associated with SR technologies may not only stem from system 
characteristics such as user interface, user experience, and user friendliness, but also may be 
founded in complexities inherited in the system functionality (i.e., expected effort to accomplish 
recruiting tasks via these technologies). Some examples of functional complexities pertinent to 
using SR technologies discussed in Chapter 2, would include privacy issues (Black et al., 2014; 
Thomas et al., 2014), relevancy, validity, reliability, and legality of information (Black & 
Johnson, 2012; Kluemper, 2013; Roth et al., 2013), adverse treatment/impact on applicants 
(Brown & Vaughn, 2011; Parez, 2013), and applicants’ negative reactions (Stoughton et al., 
2013b; Stoughton et al., 2012). While system complications may impose direct negative effects 
on Attitude, it is believed that the negative effect of functional complexities would operate 
primarily through Performance Expectancy. In other words, while system dis-functionalities are 
likely to negatively affect cognitive or affective reactions towards the SR technology adoption, 
the functional complexities of SR technologies can cloud the judgments regarding the expected 
performance of these technologies in terms of recruitment outcomes and thus, influence 
perceptions of Performance Expectancy.  
These findings have important implications to practice. First, SR technology vendors need to 
ensure that both aspects of Effort Expectancy (i.e., system characteristics and system 
functionality) are addressed when developing recruiting products and services. Vendors and 
developers should bear in mind that while system characteristics such as interface design, 
navigability, or system responsiveness are focal points to enhance favourable attitudes towards 
SR technologies, of primary importance is to build a product that could deliver the functionality 
that HR practitioners would need in order to accomplish their recruiting tasks. This is a vital 
consideration since empirical research shows that in the long term, system functionality plays a 
stronger role in predicting IT use than system characteristics (Venkatesh, 2000). Second, 
organisations need to design and implement intervention mechanisms that not only impart the 
procedural knowledge of using SR technologies, but also foster the skills and expertise necessary 
for a successful use of these technologies in the recruitment process. In the latter sense, the 
training programs developed by vendors may focus on developing general knowledge of Social 
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Network Websites, HR networking and communication abilities, as well as personal marketing 
and impression management skills (Bondarouk et al., 2013; Parry & Solidoro, 2013). 
10.3.9. Applicant Readiness → Performance, Effort Expectancy, and 
Intention 
Perhaps, the role of Applicant Readiness in research Model 1 was the most interesting finding 
with respect to the determinants of SR technology adoption decisions in the current study. First, 
and in line with the effects of direct network externalities (Lin & Bhattacherjee, 2008a), this study 
revealed that Applicant Readiness is a salient antecedent of both Performance Expectancy and 
Effort Expectancy beliefs. More specifically, the path analysis results indicated that Applicant 
Readiness had a significant positive effect on Performance Expectancy (β = .473, p < .001) and 
significant negative effect on Effort Expectancy (β = -.234, p < .010), supporting H7a and H7b 
respectively. Second, and consistent with the notion of normative institutional pressures (Teo et 
al., 2003), Applicant Readiness was found to have a significant direct effect on the HR decision 
makers’ adoption Intention (β = .130, p < .010), supporting H5c. These findings may be attributed 
to the following explanations. 
As discussed in the qualitative exploratory phase, Applicant Readiness comprises two aspects 
namely, SNWs penetration and applicant willingness. While the former resembles the concept of 
‘referent network size’ and reflects the extent of SNWs diffusion in the target labour market of a 
given organisation, the latter shows the extent to which applicants actively use SNWs for job 
search purposes (see Chapter 5). Taken together, these two facets of Applicant Readiness reflect 
the potential labour market volume (i.e., SNWs penetration), and applicants’ understanding and 
appreciation of SNWs as job search tools (i.e., applicant willingness). 
Bearing the above definitions in mind, first, the significant effect of Applicant Readiness on 
Performance Expectancy (H7a) implies that the higher the diffusion of SNWs among potential job 
candidates, the greater the organisation access to the target labour market when adopting SR 
technologies will be; and hence, the better the likelihood of identifying, attracting and eventually 
recruiting future employees. In other words, the extent of SNWs diffusion in the labour market 
directly determines whether the adoption of SR technologies can be translated into profitability 
in terms of recruitment outcomes. Thus, HR decision makers would perceive a higher level of 
Performance Expectancy from adopting SR technologies if they believe that these technologies 
could enable them to access a pool of candidates large enough to successfully recruit desired 
employee(s).  
Second, the significant effect of Applicant Readiness on Effort Expectancy (H7b) is rather 
intuitive. The greater diffusion of SNWs among users translates into a larger number of potential 
applicants the organisation can communicate with and thus, less effort is required to recruit 
desirable employees. Overall, the findings of H7a and H7b suggest that the extent of applicant 
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readiness creates direct network externalities and increases the technical value of SR technologies 
while reducing the expected effort for using these technologies as a recruitment tool.  
Third, the significant direct effect of Applicant Readiness on Intention (H5c) implies that HR 
decision makers contemplating SR technology adoption are likely to be influenced by the 
prevalence of SNWs among their target applicants (i.e., readiness). As HR decision makers 
perceive that more of their target applicants are adopting SNWs for job search purposes, the SR 
technology adoption may deemed to be a normatively appropriate decision. This finding lends 
further support to the applicability of institutional forces, specifically normative pressures, in 
explaining the role of applicants as a salient referent group in shaping SR technology adoption 
decisions (Holm, 2014). 
In addition to the hypothesised causal relationships pertinent to Applicant Readiness, the 
multifaceted nature of this construct requires a specific consideration. Given the significant factor 
loadings of the items that tapped into the ‘applicant willingness’ aspect of the Readiness construct 
(apprd1 and apprd4), it could be inferred that applicant willingness and SNWs penetration are 
not mutually exclusive. Both aspects are believed to be necessary conditions for SR technologies 
to evolve into truly valuable recruitment methods. In other words, the extent of Applicant 
Readiness depends not only on the diffusion rate of SNWs among potential job applicants but 
also on the extent to which job seekers truly engage in SNWs with the sole purpose of searching 
for job opportunities. In fact, the ‘unwillingness’ of prospective jobseekers to actively use SNWs 
for employment purposes (Manroop & Richardson, 2013) may possibly serve as an explanation 
for the low adoption rate of SR technologies among Australian organisations. Despite the 
considerable diffusion of SNWs – particularly business-oriented SNWs such as LinkedIn – among 
the Australian workforce, the ‘willingness’ to truly engage in SNWs as a job search strategy is 
still evidently lacking (LinkedIn, 2013a). 
Overall, these findings have a number of practical implications. For example, SR technology 
vendors need to realise that readiness to adopt a new technology is not solely derived from 
organisation-level factors such as the extent of slack resources. At a minimum, the decision to 
adopt SR technologies depends on a certain degree of readiness on the part of applicants too. 
Perceptions of SNWs penetration as well as applicant willingness can greatly pull organisations 
to adopt SR technologies. Vendors, therefore, should enhance the diffusion of SNWs among 
individual applicants by running marketing campaigns that are targeted at job seekers. For 
example, publicly propagating applicants’ success stories about landing a dream job offer could 
trigger future job seekers to jump on the SNWs bandwagon in order to improve their employment 
chances. Vendors should also improve the applicants’ willingness to engage in these platforms 
by communicating the values of these technologies as personal branding and job search tools, and 
by providing online support and how-to instructions for individual end-users to enable them to 
become power-users. 
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Furthermore, SR technology vendors need to understand the positive effect of direct network 
externalities in the organisation adoption decision. Hence, they should enforce the perception that 
a sizeable number of like-minded applicants and job seekers are using their services through 
communicating relevant statistics to their target clients in a timely manner. The statistics such as 
the total number of users, the number of new members signing-up per day, the number of monthly 
unique visitors, and the number of users across different geographic locations (e.g., Australia) or 
demographics (e.g., Millennials) may serve as a proxy for Applicant Readiness in general and 
SNWs penetration (i.e., referent network size) in particular. In addition, service providers should 
develop proxies that are specifically tailored towards demonstrating applicants’ willingness to use 
SNWs for employment purposes. Examples may include percentage of members that use these 
technologies daily, average time spent on these platforms, or percentage of members that actively 
use SNWs to search for jobs. 
10.3.10. Perceived Complementarity → Performance and Effort 
Expectancy 
The results of path analysis indicated that Perceived Complementarity significantly affects HR 
decision makers’ perceptions of Performance (β = .112, p < .050) and Effort Expectancy (β = -
.259, p < .001), supporting H8a and H8b respectively. These findings reinforce the implications of 
network effects in general and indirect network externalities specifically for explaining the 
adoption of interactive technologies. The findings also lend support to the similar conclusions 
drawn from previous research (e.g., Gao & Bai, 2014; Lee et al., 2012; Lin & Bhattacherjee, 
2008a; Lin & Lu, 2011). Overall, these findings suggest that when ancillary products and services 
(such as advanced search engines, targeted advertisement tools, and support services) are 
available via SR technologies, the degree of perceived Performance Expectancy would be higher. 
Similarly, with increased complementary applications and tools, using SR technologies would 
become less complex and require less effort on behalf of HR professionals. From a practical 
perspective, these findings suggest that change agents should be cognizant of the role of indirect 
network effects (i.e., complementarity) and therefore, communicate the availability and value of 
complementary tools and services through organisation bulletins, on-site training, or product 
trials. Considering the challenging nature of influencing perceptions of Performance and Effort 
Expectancy through direct network externality (i.e., SNWs penetration, applicant willingness, and 
overall Applicant Readiness) in the short-run, SR technology vendors are recommended to 
influence these perceptions through in-direct network externalities, i.e. Perceived 
Complementarity. Vendors can achieve this goal by constantly developing and incorporating 
valuable ancillary products and services into SR technologies and online social platforms. 
Interestingly, Perceived Complementarity was found to be more influential on Effort Expectancy 
than on Performance Expectancy (β PC→EE = -.259 versus β PC→PE =.112). An explanation could be 
that the ancillary tools and services are generally designed to remove the complexities of SR 
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technologies use rather than empowering HR users to enhance the recruitment and hiring 
outcomes. Take LinkedIn as an example, its recruiting solutions such as InMail™ (a direct messaging 
service) and JYMBII™ (a target advertising tool) are mainly tailored toward easing the process of advertising 
jobs and connecting recruiters to job candidates and therefore, reducing the Effort Expectancy 
perceptions. However, the use of these services may not necessarily be translated into a better 
recruit in terms of the hiring outcomes such as job performance, person-job/organisation fit, or 
employee retention. 
This result suggests that SR technology providers and vendors need to develop and incorporate 
complementary products and services that are aimed to not only remove the barriers 
(complexities) of SR technology adoption and usage but also enhance the expected performance 
of these technologies in terms of hiring outcomes. An example of a performance-related ancillary 
product is what is known as ‘IBM system U’ (Badenes et al., 2014). This complementary tool 
allows HR professionals to accurately predict Big-Five personality traits (Goldberg, 1992), 
fundamental human motivations (Maslow, 1943), and basic human values (Schwartz, 2006) via 
information available on applicants’ SNW profiles. Intuitively, information provided via this 
ancillary tool can help HR professionals better assess the compatibility between job candidates’ 
characteristics on one hand and job requirements, organisation culture and values on the other and 
hence, enhance perceptions of Performance Expectancy. 
10.3.11. Control Variables 
In addition to exogenous variables hypothesised as the predictors of interest in explaining the 
adoption of SR technologies, this study examined a number of control variables whose effects 
were presumed to be extraneous to the structural Model 1. These variables included individual 
differences (i.e., age, gender, and personal innovativeness) as well as a number of contextual 
factors (i.e., configuration of HRM, industry, and organisation size). 
Of the variables representing the individual differences, only Age and Personal Innovativeness 
were found to have significant influence on their hypothesised endogenous variables. First, Age 
showed a significant positive impact on Effort Expectancy (β = .096, p < .050), partially 
supporting H13. This finding lends support to Venkatesh et al.’s (2003) postulation that the effect 
of effort-oriented constructs (i.e., Effort Expectancy) are more perceptible for older individuals in 
adopting new IT. Given that younger HR professionals have been raised and educated in the 
Digital Age (Venkatesh et al., 2003), wherein access to internet technology and Social Network 
Websites is ubiquitous, it is expected that the younger generation of HR decision makers would 
perceive less effort associated with the adoption of SR technologies than the older generation.   
Second, Personal Innovativeness showed a significant negative effect on Effort Expectancy 
perceptions (β = -.283, p < .001), partially supporting H15. This finding confirms the positive 
relationship between personal innovativeness and effort-oriented constructs postulated by 
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Agarwal and Prasad (1998b). These results suggest that HR decision makers who are generally 
more predisposed to try out new technology, would be more confident in their ability to 
successfully handle the complexities (i.e., effort expectations) of SR technologies. However, 
contrary to our expectation, the relationship between Personal Innovativeness and Performance 
Expectancy became nonsignificant (β = .065, p < .050). A possible explanation is that the expected 
performance of SR technologies was readily apparent to the HR professionals that participated in 
this study. Thus, the effect of HR respondents’ mere curiosity and innovativeness on shaping 
performance expectations may have become marginal. Given the significant correlation between 
the two constructs (Pearson’s r = .276, p < .001), another explanation for this nonsignificant 
relationship could be that the effect of Personal Innovativeness on Performance Expectancy is 
repressed by the effects of other exogenous variables (such as Perceived Complementarity and 
Applicant Readiness) in the structural Model 1. 
Taken together, findings of H13 and H15 imply that when introducing SR technologies to the 
organisation, the change agents’ attention should mainly focus on providing necessary support 
for less innovative and older HR practitioners in order to minimise the perceived complexities of 
these technologies. Support could include skill development programs, training workshops or 
continuing assistance provided by younger peers or vendors. 
Finally, Gender was not associated with any of its hypothesised endogenous variables and 
therefore, H14 was not supported. This result contradicts previous empirical evidence suggesting 
that females perceive a significantly lower level of Performance Expectancy and a higher level 
of Effort Expectancy than males due to their different levels of IT anxiety, aptitude, and 
confidence (Venkatesh & Morris, 2000; Venkatesh et al., 2000; Venkatesh et al., 2003; Zhang, 
2005). Alternatively, this finding supports Strohmeier and Kabst (2009) argument that gender 
differences in adopting new HR technologies may no longer exist in the Digital Age. In other 
words, in the era of internet and computer literacy the gender gaps in adopting new IT have long 
disappeared particularly in a developed country like Australia. Therefore, it is reasonable to infer 
that gender difference is not an issue when adopting SR technologies. 
With respect to contextual control variables, only the strategic orientation aspect of HRM 
Configuration had a significant positive effect on SR Technology Adoption decision (β = .112, p 
< .050), partially supporting H16. This result is in line with that of Strohmeier and Kabst (2009) 
who indicated that strategic orientation is the most important aspect of HRM when adopting e-
HRM. The finding of the current study implies that having a clear strategic orientation for HRM 
is an incitement for HR professionals to adopt SR technologies on the one hand, and further 
validates the importance for vendors to communicate the strategic value of these technologies to 
HR decision makers on the other. 
The nonsignificant influence of the institutionalisation and comprehensiveness of HRM on SR 
Technology Adoption decision could be attributed to statistical reasons rather than theoretical 
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reasons. That is, the skewness of the sampled data towards organisations with highly formalised 
and comprehensive HRM departments may have rendered the effect of HRM institutionalisation 
and comprehensiveness nonsignificant23. On the other hand, the significant correlation 
coefficients of institutionalisation (Pearson’s r = .111, p < .050) and comprehensiveness 
(Pearson’s r = .224, p < .001) with the Adoption decision suggest that the effect of these two 
aspects of HRM configuration may be suppressed by Facilitating Conditions. This is a logical 
inference since both institutionalisation and comprehensiveness of HRM ultimately reflect the 
extent to which the HRM department is able to dispose of financial, technical, and human 
resources for successfully adopting SR technologies (Strohmeier & Kabst, 2009) – a notion 
already captured by the Facilitating Conditions construct discussed earlier. 
Finally, neither Size nor Industry of the organisation showed a significant association with the SR 
Technology Adoption decision (β = .049 and -.054 with p < .050, respectively), failing to support 
H17 and H18 respectively. Similar to the justification provided before, the nonsignificant role of 
organisation Size can be attributed to the disproportionate number of large organisations in the 
sample data. That is, more than 60 percent of respondents in the survey were representing 
organisations with more than 500 employees (see Table 7.5). The disproportionate organisation 
Size ratio represses the variance in the data and eventually damages the power of the statistical 
analysis. Future researchers are advised to overcome this limitation by stratifying the sample 
based on the organisation size (see Chapter 11 for limitations of the current study).  
With respect to the effect of Industry, the interpretation could be that sectorial differences in the 
task structure (i.e., the proportion of stationary and clerical work) does not significantly enhance 
or hinder SR technology adoption. This finding contradicts that of Strohmeier and Kabst (2009) 
which indicated that the adoption of new HR technologies is more predominant in high-tech 
industries with a high share of clerical and stationary work. A plausible explanation for this 
finding could be the “segmented adoption”, that is the possibility to make SR technologies 
available to a certain segment of employees within an organisation (Strohmeier & Kabst, 2009). 
For example, even though construction firms are generally characterised as a low-tech industry 
with a limited share of stationary and clerical tasks, there could be a certain clerical segment of 
employees (e.g., administration) within these firms that can effectively adopt and use SR 
technologies. 
  
                                                     
23 Z skewness for institutionalisation and comprehensiveness was 14.044 and 25.371 with p-value < .001, respectively (see Appendix 5.4.a 
for details). 
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10.4. Discussion of Findings from Research Model 2 – Pre-hire Outcomes of 
SR Technology Use 
Figure 10.2 presents the results of the structural analysis of research Model 2 including significant 
paths, path coefficients, variance explained, and fit indices. First, a review of fit indices indicated 
that the structural Model 2 fits the data very well with the CFI and TLI values higher than .90, 
SRMR value less than .08, and RMSEA value less than .06 (Bagozzi & Yi, 2012; Byrne, 2010; 
Hu & Bentler, 1999). 
Second, results of the structural path analysis supported the significance of all hypothesised 
relationships in their expected directions. However, there were no significant results regarding 
the control effects of Age, Gender and Functional Orientation of HR (see Table 9.11). Lastly, the 
amount of variance explained in the endogenous dependent variables by Extent of Use was 
ranging between 22 percent (Cost-per-Hire) to 44 percent (Candidate Relationship Management), 
indicating adequate predictive value for research Model 2. 
Figure 10.2. Research Model 2 with results 
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Overall, it could be inferred that the extensive use of SR technologies do contribute to pre-hire 
outcomes of the recruitment function at the operational (recruitment efficiency), relational 
(candidate relationship management) and transformational (employer reputation) level. All in all, 
the findings from Model 2 are consistent with the existing literature. From a theoretical 
perspective, these results have built on Snell et al. (1995) notion that the extensive use of IT 
impacts HR functions by alleviating the administrative burden of HR tasks (i.e., operational 
outcome), enhancing HRs’ relationship with outer parties (i.e., relational outcome), and 
transforming the nature of HR functions (i.e., transformational outcome). Moreover, the findings 
from this study corroborate with Girard and Fallery (2011) earlier qualitative evidence on the 
association between the use of Social Network Websites and three types of recruitment goals, i.e. 
efficiency, applicant relationship management, and employer reputation. 
The following sections present a detailed discussion as well as theoretical understandings and 
empirical insights pertinent to hypotheses that were developed and tested in research Model 2. 
10.4.1. Extent of Use → Cost-per-Hire, Time-to-Fill, and Recruitment 
Quality 
As established in the qualitative exploratory phase of this research, Recruitment Efficiency was 
decomposed into three distinct measurable constructs, i.e. Cost-per-Hire, Time-to-Fill, and 
Recruitment Quality (see Chapter 5 for details). Accordingly, three new hypotheses were 
developed (H19a to H19c) in order to examine the extent to which SR technology usage may impact 
each of these pre-hire outcomes at the operational level. 
In support of hypothesis H19a, the results of structural path analysis indicated that more extensive 
use of SR technologies has enabled HR participants to reduce the costs incurred during the 
recruitment process (β = -.472, p < .001). This finding supports Parry and Solidoro (2013) 
postulation that the use of SR technologies can result in a major cost reduction since the 
organisation moves away from outsourcing the recruitment function (to external agencies) to an 
in-house recruitment practice. Results also supported hypothesis H19b, revealing that more 
extensive use of SR technologies has enabled participating HR professionals to shorten the 
timespan between the first advertisement of a vacancy and the final staffing decision (β = -.548, 
p < .001). Support was also found for hypothesis H19c specifying that the more extensive use of 
SR technologies is perceived to be associated with a better quality of hire (β = .583, p < .001). 
Taken together, the results of H19b and H19c appears to be in line with the finding from a recent 
consultancy-based survey finding by Jobvite (2014) which showed that more than 44 percent of 
recruiters have seen improvement in time-to-fill and quality of candidates since implementing SR 
technologies.  
Overall, supporting evidence for H19a to H19c imply that the extensive use of SR technologies are 
perceived to positively influence the operational efficiency of the recruitment function. From a 
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theoretical viewpoint, these findings are consistent with the central argument presented in the 
existing literature that suggest an improvement of operational efficiency of HR functions by 
automation, streamlining the HR processes, and eliminating the administrative burden of HR tasks 
via use of new technologies (Bondarouk & Ruël, 2006; Gardner et al., 2003; Haines & Lafleur, 
2008; Lepak, Bartol, & Erhardt, 2005; Parry & Tyson, 2008). Moreover, these results lend support 
to Girard and Fallery (2011) notion that the use of SR technologies by HR professionals is mainly 
motivated by “cost reduction” and “efficiency gains” (p. 154). 
It is important to note that the HR professionals participating in this study believed that the 
extensive use of SR technologies is a stronger predictor of Recruitment Quality (β = .583, p < 
.001) than any other aspect of Recruitment Efficiency. This finding was not surprising at all since 
SR technologies are primarily designed to help HR professionals access to complementary 
information on job candidates beyond what traditional resumes and cover letters may offer (Faour 
& Heinze, 2013). Moreover, these technologies allow HR professionals to approach and target 
both active and passive candidates, potentially lead to expanding applicant pools (DeKay, 2009; 
Nikolaou, 2014). Considering these pre-hire deliverables, it is not unexpected to see HR 
professionals reporting better access to qualified candidates and an improved candidate 
assessment subsequent to using SR technologies. 
10.4.2. Extent of Use → Candidate Relationship Management 
The results of structural path analysis indicated that SR technology Extent of Use significantly 
influenced perceptions of Candidate Relationship Management (β = .664, p < .001), supporting 
H20. This finding implies that by extensively using SR technologies, HR professionals 
participating in the current study were able to establish and maintain personal contact with a larger 
number of job candidates and deliver a customised experience unique to each candidate. From 
the theoretical perspective, the finding of H20 is consistent with Snell et al. (1995) notion of 
gaining relational outcomes of HR technologies, i.e. change in the focus of HR professionals 
towards the customer (applicant) relationship (p. 163). Moreover, this finding is also in line with 
Parry and Solidoro (2013) proposition that social recruiting technologies enable HR professionals 
to personalise communications, facilitate dialogue between the organisation and applicants, and 
eventually integrate future employees into the culture of the organisation by creating a sense of 
community. 
From practical point of view, the results of H20 suggest that SR technologies provide a valid basis 
for a hiring organisation to help future employees engage with their potential future roles and with 
the organisation. This is a noteworthy finding for HR professionals since prior research suggests 
that engaging with employees from the very early stages of recruitment is vital for building a 
healthy psychological contract between employer and employees (Parry & Solidoro, 2013; Saks, 
2006). HR professionals are therefore advised to develop necessary skills and capabilities (such 
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as verbal abilities, communication and networking skills) to effectively manage candidate 
relationships via SR technologies.  
In addition to practical implications, future studies could supplement the results of this study by 
investigating socio-cultural aspects of a successful candidate relationship management strategy 
when using SR technologies. For instance, future research could provide an in-depth examination 
of the actual success of SR technologies in managing candidate relationships by analysing the 
role of organisation culture and leaders’ behaviours. According to Parry and Solidoro (2013), a 
participatory culture in which organisation leaders actively advocate employee voice and open-
communications is crucial for a successful SR technology-based Candidate Relationship 
Management. Future studies could specifically examine these socio-cultural issues to provide a 
clearer picture of the association between SR technology use and perceptions of successful 
Candidate Relationship Management. 
10.4.3. Extent of Use → Employer Reputation 
The results of structural path analysis showed that SR technology Extent of Use significantly 
predicts perceptions of Employer Reputation (β = .586, p < .001), supporting H21. In other words, 
HR professionals participating in the study believed that their extensive use of SR technologies 
has enabled them to improve the Employer Reputation by better promoting the status of the firm, 
showcasing what makes the organisation a special work environment, and communicating what 
sets the organisation apart from its competitors. This finding is consistent with Bondarouk et al. 
(2013) proposition that Social Network Websites will provide an opportunity to create “a unique 
employer brand through large-scale organisational image marketing” (p. 52). Moreover, it lends 
support to Girard et al. (2011) belief that the use of SR technologies enables HR professionals to 
develop an innovative and attractive employer image through publicly disseminating information 
about the organisation. 
From a theoretical viewpoint, the finding of H21 concurs with IT’s transforming impact (Snell et 
al., 1995) and reinforces the promise that the greater use of SR technologies may help HR 
professionals progress to more strategic roles through creating new innovative HR practices; i.e. 
employer reputation (Bondarouk et al., 2013; Girard et al., 2013). From a practical perspective, 
this finding suggests that HR professionals may need to develop new competencies that will help 
them overcome the expectations of their new strategic roles as ‘employer brand’ and ‘reputation’ 
managers. These may include strategic marketing knowledge, advertising, communication, and 
networking skills as well as public relations expertise. 
10.4.4. Control Variables 
As explained earlier in Section 9.3.2, there were no significant results for the control variables 
hypothesised in research Model 2. More specifically, Age had a very small effect on SR 
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technology Extent of Use (β = -.044, p > .050), failing to support H22. This finding contradicts 
research Model 1 in which Age was found to play a significant role in SR technology adoption 
decisions (see Section 10.3.11). A possible explanation is that upon the adoption and extensive 
use of SR technologies, older HR professionals gradually learn to cope with the cognitive load 
associated with using these new technologies and therefore, the effect of Age diminishes. 
Similarly, the effect of Gender on SR technology Extent of Use was found to be nonsignificant (β 
= -.109, p > .050), failing to support H23. This finding provides support for Zhang (2005) assertion 
that in the age of Gender Equality, both male and female individuals receive a great level of 
exposure to the Internet and Social Network Websites (SNWs) so that a unisex pattern of SR 
technology use is predictable among HR professionals.  
With regard to Functional Orientation of HR, the analysis revealed that there is no significant 
difference in the SR technology Extent of Use between HR generalist and recruiting specialists (β 
= .100, p > .050), failing to support H24. Whereas previous literature places a strong emphasis on 
the differences between HR generalists and functional specialists with respect to use of human 
resource information technology (e.g., Gardner et al., 2003), the current study does not validate 
the necessity of such an emphasis, as far as the SR technologies are concerned. A plausible 
explanation for this contradiction is the fact that SR technologies can serve specific recruiting 
tasks (through reducing cost-per-hire, time-to fill, and improving recruitment quality) along with 
broader HR functions (such as candidate relationship management and employer reputation). 
Therefore, both recruiting specialists and HR generalists may be equally familiar with SR 
technology outcomes, even though at different levels, and therefore they use these technologies 
to the same extent. 
10.5. Comparing Adopters and Non-adopters’ Perceptions of SR Technology 
Pre-hire Outcomes 
As explained earlier in the qualitative phase of this study (Chapter 5), an unexpected discrepancy 
emerged from the NVivo analysis with regard to adopters and non-adopters’ perceptions of the 
pre-hire outcomes of SR technologies at the operational level. Whereas adopters believed that SR 
technologies have enabled them to improve the recruitment pre-hire outcomes at operational, 
relational, and transformational levels, the non-adopters (including laggards) held a rather 
sceptical standing by stating that these technologies, at their best, may only improve the relational 
and transformational outcomes of the recruitment function (see Section 5.7 for details). This 
finding suggested a necessity to further examine the inconsistency between adopters and non-
adopters perceptions of SR technology outcomes by developing and testing the following two 
propositions: 
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Proposition A: Organisations already using SR technologies (adopters) have significantly 
lower perceptions of Cost-per-Hire/Time-to-Fill and higher perceptions of 
Recruitment Quality compared with non-adopters/laggards. 
Proposition B: When it comes to Candidate Relationship Management and Employer 
Reputation, there is no significant difference between adopters and non-
adopters/laggards perceptions of SR technology pre-hire outcomes. 
Subsequently, the ‘latent mean differences’ related to Cost-per-Hire, Time-to-Fill, Recruitment 
Quality, Candidate Relationship Management, and Employer Reputation constructs were 
examined between adopter and non-adopter (including laggards) groups. First, measurement 
invariance of the latent constructs was established in a sequential order by testing for a configural 
model, followed by metric invariance, and lastly scalar invariance using the χ² difference test24 
(Byrne, 2010; Teo, 2014). Evidence of measurement invariance ensures that any deviance in 
means across the two groups is solely pertinent to the differences in the latent constructs and not 
due to measurement bias (Byrne, 2010). 
As shown in Table 10.2, results of the multigroup measurement invariance test across the adopter 
and non-adopter samples revealed that imposing factor loadings equality (model 1.2) and 
intercepts equality (model 1.3) did not significantly worsen either χ² or CFI values (Δχ² (13) = 16.66, 
p > .050 when metric equality was imposed and Δχ² (26) = 36.12, p > .050 when scalar equality was 
imposed), providing support for metric and scalar invariance of the measurement model across 
the two groups (Byrne, 2010; Cheung & Rensvold, 2002). 
Table 10.2. Measurement invariance test results by adoptiona status 
Model χ² df Δχ² Δdf p-value CFI ΔCFI 
1.1 536.540 244 Ǧ Ǧ Ǧ .944 Ǧ 
1.2 553.206 257 16.666 13 .215 .943 .001 
1.3 572.661 270 36.121 26 .089 .940 .004 
Notes: 1.1: Configural Model; 1.2: Metric Invariance Model; 1.3: Scale Invariance Model.  
a 208 adopters, 167 non-adopters (including laggards). 
Once the measurement invariance was established, the test of multigroup latent mean difference 
was conducted in order to compare the responses between the adopter and non-adopter samples 
with regard to pre-hire outcomes of SR technologies. Multigroup latent mean test is preferred 
over the traditional t-test or ANOVA because it provides “error-free measures of the latent 
                                                     
24 Configural model acts as a baseline model for comparison of all subsequent models in the invariance hierarchy. Metric invariance 
reflects the similarity of rating scales across groups and is established by confirming the equality of measurement weights (factor 
loadings). Scalar invariance reflects the similarity of the quantifiable meanings of scales across groups and is established by 
confirming the equality of measurement intercepts (Byrne, 2010; Teo et al., 2014).  
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variables, and accounts for random error of measurement for observed variables associated with 
each latent construct” (Teo, 2014, p. 132). 
Consequently, the mean of latent constructs was constrained to zero for one group, i.e. non-
adopters so that it serves as the reference group against which the estimated mean of the 
comparison group (i.e., adopters) is compared (Byrne, 2010). Table 10.3 shows the results of the 
multigroup latent mean difference analysis for all hypothesised pre-hire outcomes of SR 
technologies. A review of fit statistics indicated that the structured means model fitted the data 
very well (e.g., CFI = .940 and RMSEA = .056). Given these findings, the interpretation of latent 
mean difference test results can proceed with confidence (Byrne, 2010). 
A review of mean difference estimates in Table 10.3 shows that whereas the latent factor means 
related to Cost-per-Hire (CR = -3.242, p < .010), Time-to-Fill (CR = -4.273, p < .001), and 
Recruitment Quality (CR = 3.133, p < .010) were statistically significant, this was not the case for 
Candidate Relationship Management (CR = 1.631, p > .050) and Employer Reputation (CR = 
1.230, p > .050). 
Table 10.3. Test of latent mean differences between adopters and non-adopters 
Construct 
χ² (df) SRMR RMSEA (PCLOSE) TLI CFI M.D. S.E. C.R. 
572.661 (270) 0.048 .056 (.067) .933 .940    
COST      -.471 .145 -3.242** 
TIME      -.518 .121 -4.273*** 
QUAL      .317 .101 3.133** 
CaRM      .177 .109 1.631 
REPUT           .136 .111 1.230 
Notes: Non-adopters group was selected as the reference group (i.e. latent means for non-adopters were fixed to 0.0)  
Mean Difference (M.D.), Standard Error (S.E.), Critical Ratio (C.R.), Cost-per-Hire (COST), Time-to-Fill 
(TIME), Recruitment Quality (QUAL), Candidate Relationship Management (CaRM), Employer Reputation 
(REPUT). 
* p < 0.05, ** p < 0.01, and *** p < 0.001. 
Given that the latent mean parameters were estimated for the ‘adopters’ group (i.e., latent means 
for the non-adopter/laggard group were fixed to zero), these findings indicate that HR 
professionals from adopting organisations appear to have significantly (a) lower perceptions of 
cost-per-hire and time-to-fill; and (b) higher perceptions of recruitment quality than HR 
professionals representing non-adopting/laggard organisations, supporting Prop A. On the other 
hand, when it comes to perceptions of candidate relationship management and employer 
reputation, there appears to be little difference between the two groups of HR professionals, 
supporting Prop B.  
A possible explanation for these findings is that HR professionals participating in the study have 
realised the operational outcomes of SR technologies only upon the adoption and extensive use 
of these technologies. Prior to this point HR professionals remain sceptical or even dismissive of 
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such outcomes. Another interpretation is that information publicly available to HR decision 
makers are generally pertinent to relational (i.e., candidate relationship management) and 
transformational (i.e., employer reputation and employer branding) outcomes of SR technologies 
rather than operational outcomes (i.e., cost-per-hire, time-to-fill, and recruitment quality). Thus, 
HR professionals are intuitively expected to be more aware of the former outcomes of SR 
technologies rather than the latter. This is an important message to both vendors and change 
agents that they should address the operational outcomes of SR technologies along with the 
relational and transformational outcomes when conveying technology benefits to their potential 
clients. SR technology vendors should also develop factual measures and criteria (such as social 
media analytics) to quantify the evaluation of cost, time, and quality of hiring via SR technologies 
in order to get non-adopters to ‘buy-in’. 
In line with this, future scholarly research should focus on providing valid evidence on the value 
of SR technologies in terms of operational pre-hire outcomes. In this regard, a fruitful avenue of 
research could be a comparison of SR technologies with other predominant recruiting methods 
(such as corporate web-pages, online job boards, employee referrals, and direct contacts) in terms 
of operational pre-hire outcomes such as cost-per-hire, time-to-fill, and yield ratio. At the very 
least, such scholarly investigations can corroborate the incremental validity of SR technologies 
over and above traditional recruitment methods and provide a clear answer to address sceptics’ 
concerns about the operational value of these technologies. 
10.6. Summary 
The purpose of this chapter was to provide a detailed discussion for empirical findings pertinent 
to research Model 1 and Model 2 and explain how these findings answer key research questions. 
First, research Model 1 provided empirical support for the hypothesised factors influencing the 
organisation’s decision to adopt/reject SR technologies. As postulated, the core components of 
the UTAUT model (including attitude, intention, performance/effort expectations, and facilitating 
conditions) were found to play a salient role in HR professionals’ decisions to adopt SR 
technologies. In addition, key components of network externality (applicant readiness and 
perceived complementarity) provided a valuable insight to understanding key extrinsic 
determinants of adoption decisions. The findings also revealed that along with applicants, 
competitors and top management are two salient referents that determine the adoption decision 
through social influences. Lastly, this study provided partial support for the impact of the HR 
roles in predicting SR technology adoption decisions. 
With respect to research Model 2, findings indicated that key pre-hire outcomes of SR 
technologies could be successfully identified using Snell et al. (1995) categorisation of e-HRM 
outcomes. Moreover, the results of empirical analysis supported the notion that HR professionals 
strongly believed the use of SR technologies as an effective way to improve pre-hire outcomes of 
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the recruitment function in terms of cost and time of hiring as well as recruitment quality. 
Furthermore, the findings provided further evidence that the use of SR technologies influenced 
the relational and transformational aspects of the recruitment function through enhancing 
candidate relationship management and organisation reputation.  
In the next chapter, the theoretical, methodological, and practical contributions of this research 
will be presented and the study limitations and directions for future research will be discussed. 
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Chapter 11. Conclusions, Limitations, and Future Research Directions 
11.1. Introduction 
This chapter brings to a conclusion the current investigation by presenting how the study findings 
contribute to research and practice. It discusses key research limitations that need to be considered 
when interpreting the results and outlines areas for future research. 
The rest of this chapter is organised as follows. An overview of research is presented in Section 
11.2 in order to revisit the process through which this study provided evidence in relation to the 
research questions. This is followed by a detailed discussion on how the study findings contribute 
to the knowledge of SR technologies and IT adoption research (Section 11.3). Practical 
implications for HR managers, organisational change agents, and SR technology vendors are 
outlined in Section 11.4. This chapter concludes by presenting the limitations of this study and 
some directions for future research in the area of SR technologies (Section 11.5). 
11.2. Overview of Research 
Social recruiting (SR) technologies such as LinkedIn, Facebook, and Twitter are considered as 
the next generation of recruitment methods for organisations and HR professionals. However, 
only recently has the academic community started to go beyond the surface of SR technology use 
and investigate this phenomenon greater depth. Nevertheless, the extensive review of SR 
technology literature in Chapter 2 clearly shows that scholarly studies on this phenomenon is still 
sparse particularly relating to: (a) the adoption of SR technologies from the organisational 
viewpoint, and (b) the examination of expected pre-hire outcomes, which are key to the utilisation 
of new recruiting technologies. To address these gaps in the literature the following three research 
questions were posed and are now answered by this research: 
Q1: What are the potential factors influencing the SR technology adoption decisions in 
organisations? 
Q2a: What are the potential pre-hire outcomes of SR technology use by organisations? 
Q2b: To what extent are SR technologies perceived to influence pre-hire outcomes of 
recruitment? 
Two conceptual models (Model 1 and Model 2) were developed through a rigorous review of 
literature in Chapters 3 and 4 in order to address research question Q1 and Q2a, Q2b, respectively. 
In developing the conceptual Model 1, the unified theory of acceptance and use of technology 
(UTAUT) model was adopted as the underlying framework of the research and was further 
extended by including components from the theory of Network Externalities as well as the HR 
roles model (c.f., Chapter 3). Thus, this research constructed an integrated model of the salient 
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determinants of SR technology adoption decisions (see Section 3.4 for details). Based on the 
framework of e-HRM outcomes (Snell et al., 1995), the conceptual Model 2 identified recruitment 
efficiency, candidate relationship management, and employer reputation as the probable pre-hire 
outcomes of SR technology usage (see Chapter 4). 
Subsequent to the development of conceptual models, a preliminary qualitative research was 
conducted in order to gain a richer understanding of salient determinants and outcomes of SR 
technology adoption and usage (c.f., Chapter 5). Results from the analysis of interviews with 15 
HR informants from 12 Australian organisations provided insights to refine the key constructs, 
and hypothesised relationships embedded in the study’s conceptual models. Specifically, 
interview results revealed that the applicants, competitors, and top management are three salient 
referent groups that exert ‘social influences’ on the organisation’s adoption decision. 
Accordingly, the conceptual Model 1 and the relevant hypotheses were revised by decomposing 
the main ‘Social Influence’ construct into three sub-constructs, namely: Applicant Readiness, 
Perceived Success of Competitors, and Top Management Support. In refining the conceptual 
Model 1, the ‘Referent Network Size’ construct was also substituted by the newly developed 
‘Applicant Readiness’ construct, as the latter concept was believed to better fine-tune the 
attributes of ‘Referent Network Size’ to the context of this study. Lastly, interview results 
indicated that the concept of recruitment efficiency should be decomposed into three sub-
constructs including cost-per-hire, time-to-fill, and recruitment quality. As a result, conceptual 
Model 2 and its hypotheses were refined to incorporate these modifications (see Figure 5.3 for 
the graphical depiction of the revised Model 1 and Model 2). 
Following the revisions to conceptual Model 1 and Model 2, the main quantitative study was 
carried out. This phase included (a) the development of a survey instrument and data collection 
using an online survey of 375 Australian HR professionals (see Chapter 6), (b) data preparation 
for quantitative analysis of the research models (see Chapter 7), (c) developing and validating the 
measurement models (see Chapter 8), and finally (d) examining the validity of structural models 
and testing research hypotheses using the Structural Equation Modelling (SEM) technique (see 
Chapter 9). 
Overall, findings from testing research Model 1 confirmed the significance of constructs 
developed from the literature and the qualitative phase (see Chapter 10). In particular, the UTAUT 
constructs including performance expectancy, effort expectancy, facilitating conditions, and 
intention were among the key drivers of SR technology adoption decisions. In contrast to the 
original conceptualisation of the UTAUT model, it is also found that ‘attitude’ plays a significant 
role in the decision to adopt SR technologies. In line with the findings of the qualitative study, 
results from the hypothesis testing of research Model 1 indicated that applicants, competitors, and 
top management are the three significant social referents that influence the adoption decision. 
Empirical evidence was also provided for the salient role of the Network Externality components, 
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i.e. perceived complementarity and applicant readiness. Moreover, the quantitative results 
provided support for the significance of the strategic partner role of HR in predicting adoption 
decisions. Lastly, the results from testing the research Model 2 showed that the extensive use of 
SR technologies is significantly associated with HR professionals’ perceptions of the 
conceptualised pre-hire outcomes including lower cost-per-hire, faster time-to-fill, better 
recruitment quality, enhanced candidate relationship management, and improved employer 
reputation.  
All in all, this study managed to provide empirical answers to the research questions described 
above by: (a) establishing a fully functional model of the determinants of SR technology adoption 
decisions; and (b) developing a model of SR technologies’ pre-hire outcomes and examining the 
extent to which these outcomes may be realized upon the extensive use of these technologies.  
Findings from the current study contribute to research and practice in a number of ways. These 
contributions are highlighted in the following sections. 
11.3. Contributions to Research 
11.3.1. To Social Recruiting Literature 
This research contributes to the literature by answering the call for more theory-driven research 
in the domain of SR technologies. As shown through the structured review of the SR technology 
literature, empirical research in the area of recruitment ‘activity’ and ‘objectives’ is sparse, with 
the majority of studies limited to the abstract-level analysis of the phenomenon. The development 
and empirical validation of an integrated model of SR technology adoption drivers on one hand 
(i.e., Model 1) and a theory-driven model of pre-hire outcomes of SR technology use on the other 
(i.e., Model 2) address these gaps in the literature and significantly contributes to the knowledge 
development of an emerging field of SR technology adoption and usage by organisations. 
As identified from the review of literature (c.f., Chapter 2), the majority of research in the area of 
internet-based recruitment technologies focused on studying the adoption from the applicants’ 
point of view (e.g., Fisher & Howell, 2004; Madera, 2012; Plummer et al., 2011). The results 
from the current investigation of the key determinants of the SR technology adoption from the 
organisation perspective are novel, and thus making noteworthy contribution to the literature on 
internet-based recruitment technologies.  
Specifically, a key contribution is the identification of the Applicant Readiness construct as a 
newly introduced belief structure that drives the organisation’s adoption decision. To the best of 
our knowledge, no previous studies have explicitly considered the role of ‘applicants’ in the 
organisation’s decision to adopt a new IT-based recruitment technology. Applicant Readiness is 
defined as the extent to which applicants, whom an organisation has direct ties with, are perceived 
to be actively using SR technologies for employment purposes. Although the importance of 
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external parties such as customers and clients (treated as similar to applicants) has been 
acknowledged in other research areas including Electronic Data Interchange and e-Commerce 
literature (e.g., Teo et al., 2003; Zhu et al., 2006), it is believed that the notion of ‘applicant 
readiness’ is rather appropriate and appealing to IT-based recruitment technology literature in 
general and SR technology research specifically.  
There appears a substantial role of the ‘applicant readiness’ construct in predicting effort and 
performance expectations and adoption intention, as examined in the current research. Therefore, 
future research on internet-based recruitment methods should adopt this construct to gain insights 
into why some recruitment technologies prosper while others fail. With an appropriate refinement 
to the measurement instrument derived from this study, the applicant readiness construct will be 
applicable to different contexts and to a wide range of recruiting technologies. 
Another way through which the current study contributes to literature is the empirical 
investigation of the SR technology success on a set of theory-driven criteria, i.e. cost-per-hire, 
time-to-fill, recruitment quality, candidate relationship management, and employer reputation. By 
going beyond studying the simple adoption decision as a final outcome and examining the success 
of the SR technology usage, this study contributes to the extant research on the effects of 
employing different recruiting sources on pre-hire outcomes. No prior study has attempted to 
empirically examine the perceived success of SR technology use with regard to their pre-hire 
outcomes. Nor has any measurement instrument been previously devised in order to measure the 
perceptions of pre-hire outcomes of SR technologies. In fact, the lack of perceptual measures left 
researchers no choice but to evaluate the pre-hire outcomes of recruiting methods using 
companies’ internal data (e.g., Breaugh et al., 2003; Rafaeli et al., 2005) – a practice not feasible 
in most situations. With a sufficient refinement to the measurement instruments developed and 
validated in this study, these perceptual measures can be employed by future researchers to study 
the pre-hire outcomes of different recruiting sources and thus, effectively overcome the 
limitations described above.  
Another way that this research contributes to the literature is by providing empirical evidence for 
the appropriateness of the Snell et al. (1995) framework of e-HRM outcomes to the domain of SR 
technologies. More specifically, the Snell et al. framework was successfully adopted as a basis 
for theorising the link between SR technology usage and the pre-hire recruitment outcomes at the 
operational (i.e., cost-per-hire, time-to-fill, and recruitment quality), relational (i.e., candidate 
relationship management), and transformational (i.e., employer reputation) levels. Although 
previous studies have more or less concluded the same set of outcomes for e-HRM in general 
(e.g., Gardner et al., 2003) and SR technologies specifically (e.g., Girard & Fallery, 2011), they 
lacked a cogent theory to justify the choice of these outcomes. Through extending Snell et al.’s 
framework to the domain of the SR technology outcomes and integrating it into the research 
Model 2, the current study addressed the above-mentioned shortcoming in the prior research.  
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The other contribution of this research to SR technology literature is in its structured review of 
existing literature using Kitchenham (2004) Mapping Study Approach (MSA) and based on 
Breaugh (2008) model of the recruitment process. It is thought that the current work is the first 
study that has attempted to review this emerging stream of research in a structured manner with 
the purpose of identifying key missing areas of research. The structured examination of SR 
technology literature can be adopted as a baseline against which future research trends in this 
domain can be tracked. Moreover, this approach can be adopted by other scholars across different 
disciplines to identify clusters of research studies in a structured manner and locate the areas in 
which the research is lacking. 
11.3.2. To Information Technology Adoption Literature 
This research extends the IT adoption research stream to a new domain (i.e., social recruiting 
technologies) and to a different context (i.e., organisational HR professionals). To date, a majority 
of research on the Social Network Websites has investigated the adoption from an individual end-
user’s perspective and in the hedonic context where hedonic motivations such as enjoyment and 
playfulness are considered as paramount to adoption decisions (e.g., Gao & Bai, 2014; Hossain 
& de Silva, 2009; Lin & Lu, 2011; Lu & Yang, 2014; Sun, Liu, Peng, Dong, & Barnes, 2013). In 
contrary, this study viewed this phenomenon through the lens of organisational HR professionals 
and in a utilitarian context. The results demonstrated that instead, the utility motives such as 
performance and effort expectations are the key drivers of the technology adoption in the 
organisational context. 
The current study also contributes to the UTAUT literature by demonstrating the value of 
including context-specific constructs (i.e., Network Externalities and the HR roles model) to a 
well-established theoretical model. By adding Network Externality components (i.e., 
complementarity and applicant readiness) to a synthesis of UTAUT and the HR roles model, this 
research managed to explain a large portion of performance expectancy, effort expectancy, and 
intention to adopt SR technologies. More importantly, this research managed to investigate the 
nature and impact of ‘applicant readiness’. Using the theory of Network Externalities as well as 
institutional theory (i.e., mimetic pressures from competitors to adopt best practices), the current 
study showed that applicant readiness impacts the adoption intentions both directly and indirectly 
through effort and performance beliefs. Overall, this research identified a number of key 
additional constructs and relationships that could be integrated into the UTAUT model and could 
help tailor the enhanced model to a new context of organisations’ adoption of SR technologies. 
Another noteworthy contribution is that this study called into question some assumptions of the 
UTAUT model. In contrary to the conceptualisation of the UTAUT, wherein ‘attitude’ was 
excluded from the model, the empirical findings from this research indicated that ‘attitude’ does 
play a significant role in predicting adoption intentions if it is measured correctly. Moreover, both 
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qualitative and quantitative results demonstrated that the ‘social influence’ construct, the way that 
the UTAUT postulated, cannot justly reflect the impact of social/external forces (i.e., applicants, 
competitors, and management) on the adoption decision. These findings suggests that researchers 
should be more attentive when planning to implement the UTAUT model to new contexts or to 
innovative technologies. 
Moreover, this research applied the theory of Network Externalities to a new context as no prior 
study has adapted this theory outside the hedonic context of the IT adoption. This study is the first 
attempt to empirically examine the applicability of Network Externality components to a 
utilitarian context that is, the organisation adoption of SR technologies. Although a key 
component of Network Externality (i.e., referent network size) underwent major revisions to 
become relevant to the context of this study (i.e., applicant readiness), the findings provided 
general support for the value of this theory and its components for explaining the adoption of 
network-based ITs (such as SR technologies) in utilitarian contexts. 
Lastly, the results of this study add to the knowledge about the relevance of the decision maker’s 
characteristics (namely, HR roles) in the decision to adopt a new IT. Notwithstanding that only 
the strategic partner role of HR showed a significant effect on adoption intention, the results of 
this study indicated that HR roles are equally important in the decision to adopt SR technologies 
as are the technology and organisation characteristics. With regard to the HR roles model, the 
current study also called into question the validity of the four-factor role model as proposed by 
Ulrich (1997) and recommended scholars to be mindful of validating its proposed measures when 
adopting this model to a new area of research. 
11.4. Contributions to Practice 
Unveiling the mechanisms through which SR technologies are introduced to an organisation, and 
demonstrating that the extensive use of these technologies does contribute to pre-hire recruitment 
outcomes have a range of implications to both HR managers/change agents and SR technology 
vendors/developers. First, the findings from this study encourage HR managers and organisation 
change agents to: 
a) realise the importance of positive attitudes in the successful adoption of SR technologies. HR 
managers and change agents should keep in mind that changes in attitudes occur more swiftly 
than changes in non-evaluative beliefs such as performance and effort expectancy. Thus, 
organisations can apply positive attitudes techniques such as direct influences and persuasive 
messaging to increase the likelihood of successful adoption. 
b) emphasise the importance of communicating the impacts of SR technologies on recruiting 
performance. The study revealed that performance expectations is the most significant 
determinant of adoption decisions. Therefore, change agents should make the work-related 
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benefits of SR technologies more pronounced to the target audience such as HR professionals 
by comparing the unique deliverables of these technologies to traditional recruiting sources. 
c) design and implement intervention mechanisms that are intended to build both procedural 
knowledge of using SR technologies, as well as the skills and expertise necessary to execute 
recruiting tasks via these technologies. Training programs may include the development of 
social networking skills, communication abilities, and personal marketing expertise. 
d) get top management ‘buy-in’ in order to guarantee the allocation, mobilisation, and 
prioritisation of human, technical, and financial resources that are essential for a successful 
adoption. Top management should also take steps towards creating a supportive 
organisational climate in which innovative behaviour is encouraged in order to streamline the 
process of adoption. 
e) use their competitors’ success as supporting evidence for the utility of SR technologies in 
adopting organisations. In doing so, change agents and HR managers need to actively observe 
the competitive environment in order to get a realistic view of the SR technology benefits 
rather than blindly submitting to the competitive pressure. 
f) keep in mind the importance of tangible and intangible resources required for successful 
adoption and implementation of SR technologies. HR managers and change agents need to 
carefully assess their IT infrastructure and human capabilities to ensure necessary capacity to 
successfully adopt SR technologies. 
g) understand that the success of SR technologies depends on the extent of applicant readiness 
as well. Regardless of an organisation’s internal capabilities, the adoption of SR technologies 
may not necessarily result in better and/or less effortful recruiting performance. Prior to the 
decision to adopt SR technologies, HR managers need to closely monitor their target 
workforce market and ensure that desirable job candidates can indeed be contacted through 
this channel of recruitment. 
h) highlight the utility of ancillary recruiting products and services when prompting SR 
technologies. Organisations need to realise that these complementary products and services 
are what set this method apart from the traditional sources of recruitment. Thus, the success 
of SR technologies directly depend on making these products readily accessible to HR 
practitioners.   
i) communicate the value of SR technologies in delineating the administrative burden of 
recruiting tasks while empowering HR professionals to become more involved in strategic 
functions. To get HR professionals in various organisation levels on board, change agents 
should be wary of the different types of roles that HR practitioners might play in the 
organisation (administrative expert versus strategic partner). They further should adjust the 
adoption message on the basis of these HR roles and the corresponding values (administrative 
versus strategic) SR technologies bring in to each role. 
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j) focus on providing additional support for less innovative and older HR practitioners when 
implementing SR technologies. HR managers and change agents should specifically tailor 
intervening programs to this demography in order to minimise the perceived complexities of 
SR technologies and eventually, the likelihood of rejection. 
In addition to the practical implications pertinent to HR managers and organisational change 
agents, the findings of this study have a number of implications for technology vendors and 
developers. Specifically, the findings of this study urge SR technology vendors and developers 
to: 
a) publicise the unique features of SR technologies through marketing campaigns, webinars, and 
workshops in order to familiarise HR decision makers with the utilitarian value of their 
products and services. 
b) bear in mind that system functionality is as important as system characteristics (i.e., user 
interface design, navigability, or system responsiveness) to the organisational end-users. In 
other words, of primary importance is to develop a technology that could deliver the 
functionality that HR requires in order to accomplish HR tasks. 
c) work closely with relevant industry and professional associations such as Australian Human 
Resources Institute (AHRI) and Society for Human Resource Managers (SHRM) as they 
could help promote SR products and services by: (a) highlighting the number of organisations 
that have successfully adopted these technologies, and (b) providing information on how 
major industry leaders leverage SR technologies to achieve success. 
d) alleviate the barriers of adoption for less fortunate small and medium organisations which 
lack financial and human resources necessary for a successful adoption by offering free trials 
and work-shops, on-site assistance, and discounted services. 
e) actively work towards diffusing SR technologies in the labour market by communicating the 
values of these technologies as a superior job search tool. It is important to propagate relevant 
statistics such as the total number of users and/or the number of monthly unique visitors so 
as to create the perception that a sizable number of job seekers can be contacted through using 
SR technologies. 
f) take steps towards developing and integrating complementary products and services that are 
aimed to not only minimise the complexities of SR technology adoption but also enhance the 
expected performance of these technologies in terms of recruiting outcomes. 
g) emphasise both the administrative value and strategic deliverables of SR technologies in order 
to get a better buy-in from HR decision makers. Vendors need to pay a particular attention to 
developing factual measures that help organisations rigorously evaluate the key pre-hire 
deliverables of SR technologies, specifically at the operational level (i.e., cost-per-hire, time-
to-fill, and recruitment quality). 
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11.5. Limitations and Directions for Future Research 
As discussed in the previous sections, the outcomes from the current research contributes to both 
research and practice in the area of SR technologies. However, a number of limitations remain 
when interpreting the findings of this study. What follows is a detailed discussion on the 
limitations related to the research design, sample characteristics, and the nature of constructs 
implemented in this study, along with directions for future research to overcome some of these 
limitations. 
11.5.1. Research Design 
Four limitations with regard to the research design of the current study were identified. First, 
while the constructs identified in the research Model 1 and its underlying theories explained a 
large portion of variance in the dependent variables (including intention and adoption decision), 
there might be other theories (e.g., task-technology fit, Goodhue & Thompson, 1995; hedonic 
motivations, Heidjen, 2004) or factors (e.g., price value, Venkatesh et al., 2012; recruiters’ 
characteristics, Oostrom, van der Linden, Born, & van der Molen, 2013; formal social media 
policy, Chapter 5) that could have further enhanced the understanding of SR technology adoption 
decisions. For instance, the qualitative results revealed that presence of a ‘formal social media 
policy’ can remove the barriers of adoption (i.e., effort expectations) by providing guidelines on 
how to best leverage SR technologies. Accordingly, future research should examine the 
applicability of these theories and factors in explaining organisations’ adoption decisions by 
integrating them into the research Model 1. 
Second, unlike the original conceptualisation of the UTAUT model in which demographic 
variables were treated as moderators, the research Model 1 operationalised these variables as 
controls. This limitation is largely due to the sample size restrictions and the lack of statistical 
power necessary for conducting the moderation analysis. This is a significant avenue for future 
research since previous studies (e.g., Venkatesh et al., 2003; Venkatesh et al., 2012) have shown 
that demographic variables such as age and gender moderate the relationships between the 
UTAUT constructs and adoption decisions. 
Third, although the examination of the research Model 2 provided preliminary evidence for the 
success of SR technologies in terms of their pre-hire outcomes, it did not offer a concrete 
confirmation for the incremental validity (i.e., whether SR technologies adds value in terms of 
pre-hire outcomes beyond existing recruiting methods) for these technologies. This limitation can 
be addressed by conducting future comparison studies in which alternative recruiting sources 
(such as direct contacts, corporate websites, and online job boards) are evaluated against SR 
technologies on the basis of their pre-hire outcomes. Only upon conducting such comparison 
studies, one can truly assert that SR technologies do improve the overall success of the recruitment 
function. 
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Lastly, when designing the study, it was not plausible to distinguish all of the SR technology tools 
that HR professionals were thinking of when responding to survey questions. In other words, all 
types of SR technologies (e.g., LinkedIn, Xing, Facebook, or Twitter) were treated holistically 
and as a single technology artefact. Although this decision was made deliberately so the resulting 
models could be generalisable to varying SR technologies, it is possible that the research models 
(Model 1 and Model 2) and their embedded constructs/relationships operate differently across 
different SR technologies. For instance, business-oriented SR technologies such as LinkedIn and 
Xing may evoke different belief structures to drive the adoption decision as opposed to non-
professional platforms such as Facebook and Twitter. Similarly, business-oriented SR 
technologies may be seen to better enhance the pre-hire outcomes as they are specifically designed 
with the recruitment purpose in mind, whereas this may not be the case for non-professional 
platforms since they are primarily intended to interconnect friends. Accordingly, future research 
should take into account the plausible differences between business-oriented and non-professional 
SR technologies with respect to adoption dynamics and pre-hire outcomes. This could be 
accomplished by examining the moderating role of the ‘SR technology type’ using the multigroup 
SEM analysis of Model 1 and Model 2. 
11.5.2. Study Sample 
First, this study was conducted in Australia where organisations’ use of SR technologies is still 
in its infancy (LinkedIn, 2013a). Although the choice of this sampling frame could provide 
valuable insights to understand why Australian organisations are lagging behind in adopting these 
technologies, it may limit the generalisability of findings to other countries such as United States, 
where the use of SR technologies has become a mainstream recruiting activity (SHRM, 2013). 
Future research can consider using different samples from different countries to re-test the 
applicability of research Model 1 and Model 2 developed from the current study to different 
contexts. 
Second, the study sample comprised a disproportionately large number of respondents from large 
organisations. Thus, precautions need to be made in attempting to generalise the findings to small 
and medium organisations as the sample did not adequately represent the latter category. Future 
research can overcome this limitation by stratifying the sample based on the ‘organisation size’. 
Third, given the sample size of this study, it was not possible to analyse the differences between 
adopters and non-adopters of SR technologies with respect to the determinants of adoption 
decisions (i.e., Model 1). Nor was possible to explore for these differences within the scope of 
this study. However, such analysis would certainly be an interesting avenue of research since 
prior studies emphasised significant differences between adopters and non-adopters in other IT 
contexts (e.g., Karahanna et al., 1999). Future researchers are advised to collect larger samples in 
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order to investigate possible differences between adopters and non-adopters regarding the drivers 
of SR technology adoption decisions. 
The last limitation with respect to the study sample is the relatively low response rate (i.e., 10.8 
percent). Although this response rate is comparable with prior organisational research studies 
(Mean = 35.0 percent; and SD = 18.2, Baruch & Holtom, 2008), it may weaken the 
generalisability of the study findings. Nevertheless, the analysis of non-response bias (Chapter 7) 
discarded any concern regarding the systematic non-response bias, i.e. the major concern with 
low response rate in the survey research. In fact, the low response rate may be due to the 
respondents’ unfamiliarity or disinterest with SR technologies and therefore, can be interpreted 
as supporting evidence for the low adoption rate of these technologies among Australian 
organisations. 
11.5.3. Construct Measures 
The majority of the construct measures used in this study were adopted from prior research and 
thus, their psychometric properties are considered to be well established. However, the rigorous 
validation procedures carried out in this research, including exploratory and confirmatory factor 
analyses, resulted in dropping several pre-established items (see Chapter 8). Although the 
remaining items adequately reflect the constructs of the research models, the content validity of 
some constructs may have been compromised as a result of the item deletion. For instance, the 
factor analysis of the HR-roles model indicated that a four-factor model should be substituted 
with a two-factor model representing strategic partner role on the one hand and the administrative 
role of HR on the other. If intending to replicate or extend the research Model 1 and Model 2, 
future research should bear in mind this issue of content validity, hence exercise standalone EFA 
and CFA analyses on construct measures used in this study. 
Moreover, a number of constructs (i.e., applicant readiness, cost-per-hire, time-to-fill, recruitment 
quality, candidate relationship management, and employer reputation) were operationalised for 
the first time in this study and therefore, they have no precedence in the literature. This limits the 
possibility to cross-check the external validity of these constructs despite the fact that their content 
and construct validity were empirically tested through (a) interviews and experts opinions; (b) 
convergent validity; (c) discriminant validity; and (d) construct reliability analysis. 
The final limitation is the use of a single item to measure the final dependent variable (i.e., 
adoption decision) in the research Model 1. Although using single-indicator measures can 
severely compromise the reliability and validity of analysis and potentially result in Type II error, 
such practice is acceptable in situations where the researcher “deals with no abstract, but doubly 
concrete and singular construct” (Martínez-López et al., 2013, p. 127). In this study, the decision 
to adopt, continue to adopt, or reject SR technologies is indeed a concrete singular object and 
therefore, there should not be any concern regarding the appropriateness of using a single-item 
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measure. Nonetheless, future studies, if all possible, should aim to collect multiple-indicator 
measures, which could help further enhance the reliability and validity of measures tested. 
11.5.4. Self-report Data 
The current study entirely relied on single-source self-report data to test the research Model 1 and 
Model 2 and their related hypotheses. The use of single source data may be problematic in 
situations where the outcome constructs could be seen as socially desirable (Podsakoff & Organ, 
1986). This limitation is specifically pertinent to the research Model 2 and its outcome constructs 
since the respondents were comprised HR professionals who had already been using SR 
technologies. That is, the participants may overestimate the pre-hire outcome values of using SR 
technologies to further confirm their initial adoption decisions or simply because they believe that 
such overestimation would result in social approval. Future research can overcome this limitation 
by designing a cross-sectional study in which different sources are employed to collect data on 
dependent and independent variables. For instance, the ‘extent of SR technology use’ could be 
measured via archived system log-in records. Similarly, the data on pre-hire outcomes of SR 
technologies can be collected from multiple sources, including organisations’ archival data or 
applicants. 
Lastly, the use of self-report data for measuring both predictor and outcome variables may result 
in spurious correlations among the study constructs due to a phenomenon known as ‘common 
method bias’ (Podsakoff et al., 2003). Although prior research has reported that the inflated 
correlations caused by method bias is negligible in most cases (i.e. 0.10 or less, Malhotra et al., 
2006), the current study took into consideration several procedural (i.e., scale reordering and 
warranting confidentially of responses) and statistical remedies (i.e., Harman’s single-factor 
analysis using EFA and CFA) to mitigate and control for the effect of method bias. Future research 
that intends to use self-report data may wish to consider other techniques such as Multi-Trait 
Multi-Method technique, marker variable technique, or common method-adjusted SEM to 
remedy the effect of common method bias (MacKenzie & Podsakoff, 2012; Malhorta et al., 2006). 
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Appendices 
Appendix 2.1. Detailed discussion on uniqueness and complexities of Social Recruiting 
(SR) technologies 
Uniqueness of SR Technology  
Person-Job, Person-Organisation Fit 
Information accessible on SR technologies could also be used to supplement personality tests for 
predicting applicants’ Person-Organisation and Person-Job fit (Roulin & Bangerter, 2013; Slovensky 
& Ross, 2012). For instance, the potential fit between a job candidate and the organisation can be 
determined by reviewing the candidate’s interests, and professional or personal social communities 
with which s/he is associated (Plummer et al., 2011). Moreover, business-oriented SNWs, such as 
LinkedIn, often contain work-related information (e.g., work experience) and therefore could be used 
to assess P-J fit; whereas personal SNWs, such as Facebook, are more likely to yield information 
(e.g., personal interests, values, and beliefs) that are useful in predicting P-O fit (Roulin, 2014; Roulin 
& Bangerter, 2013). 
Passive versus Active Job Candidates 
SR technologies allow organisations to approach and target ‘passive candidates’ (Davison, Maraist, 
& Bing, 2011; Dineen & Soltis, 2011). Passive candidates are those who are currently employed, not 
actively looking for a job, but are open to new opportunities if any arise (Flanigan, 2008). Compared 
to active job seekers, passive candidates are especially desirable since they represent an untapped 
source of qualified and professionally stable individuals who are not associated with any recruiting 
agency (DeKay, 2009).  
The majority of traditional recruitment methods (such as job fairs, and online job boards) only 
provide access to candidates who are actively looking for job (Nikolaou, 2014). In contrast, when 
utilising SR technologies, recruiters have access to passive candidates’ information even when they 
are not actively seeking for a job (Hayes, 2012). Once identified as potential targets, recruiters can 
then use ‘poaching’ or ‘talent raiding’ strategies to build up close relationships with passive 
candidates until the right hiring opportunity presents itself (Nikolaou, 2014). 
Talent Communities versus Talent Pools 
Another factor that distinguishes SR technologies from other methods of recruitment is what Rao 
(2014) refers to as ‘talent communities’. Talent communities are online forums where individuals 
can develop interactive, personal, and meaningful relationships with corporate HR and the 
organisation in order to learn what they have to offer from an employment perspective (Hayes, 2012). 
Unlike traditional applicant depositories and talent pools, in which data are infrequently updated and 
limited to basic contact information (Trost, 2014; Wheeler, 2010), talent communities present real 
time data which are far beyond candidates’ bio data or personal details (Hayes, 2012). 
Social recruiting technologies help recruiters to (a) build a community of talent who share similar 
values and interests with the organisation, (b) access active and passive candidates who are interested 
in what the organisation has to offer, (c) showcase the organisation’s culture, and (d) keep members 
of the community updated of the latest changes and developments in the organisation (Hayes, 2012; 
Joyce, 2009). 
Social Referral Recruiting 
Employee referral is defined as the leveraging of current employees to bring a job opening to the 
attention of a potential job applicant (Breaugh, 2013, p. 398). Previous studies have shown that 
compared to other methods (such as newspaper ads or college placements), employee referral results 
in higher quality of recruitment in a shorter period of time and with lower costs (e.g., Castilla, 2005; 
Yakubovich & Lup, 2006). The strength of this method lays in the fact that current employees not 
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only pre-screen the individuals based on their fit, but also provide more accurate job and 
organisation-related information to the referred candidates (Breaugh, 2013). 
With the advent of SR technologies, organisations can leverage current employees’ online social 
networks as social referral tools. Social referral recruiting can be defined as using current employees’ 
online social networks to enable them recommend a candidate for a job opening (Hayes, 2012). By 
tapping into the employees’ vast network of connections, organisations can increase their chances of 
bringing a job opening to the attention of relevant candidates (Smith & Kidder, 2010).  
A report by Jobvite (2012) showed that in 2012, 73 percent of employers have successfully used 
social referrals to recruit desired candidates; an increase of 15 percent compared to 2011. Unlike 
organisation websites and online job boards, in which job posts that are static in nature (i.e., they 
await to be found by an active job seeker), social referrals allow job openings to be shared across 
networks of relevant professionals (i.e., to make a job post go viral among passive and active job 
seekers) (Divol et al., 2012 as cited in Hayes, 2012). Without a doubt, social referral is one of the 
unique features of SR technologies that set this method apart from others. 
Other Benefits 
Other unique features of SR technologies as compared to traditional recruitment methods include: 
target recruiting (Davison, Maraist, & Bing, 2011; Tyagi & Tyagi, 2012); reaching narrowly defined 
types of candidates and niche skills (Banerjee, 2012); connecting with Generation Y job seekers 
(Faour & Heinze, 2013; Manroop & Richardson, 2013) and Millennials (Cho et al., 2013); 
broadening the scope of recruitment campaigns (Bissola & Imperatori, 2013); cost saving in terms 
of advertising jobs (Brown & Vaughn, 2011); and finally sustaining employee attraction and 
employer branding (Bondarouk et al., 2013). 
Despite many benefits associated with the use of SR technologies (Roth et al., 2013), several 
complexities have been mentioned in academic studies as well as the business press. These 
complications primarily include: relevancy, validity, reliability, and legality of information (e.g., 
Black & Johnson, 2012; Davison, Maraist, Hamilton, et al., 2011; Kluemper, 2013; Roth et al., 2013); 
privacy concerns and potential discrimination (e.g., Brown & Vaughn, 2011; Clark & Roberts, 2010; 
Parez, 2013); and applicants’ perceptions (e.g., Madera, 2012; Roulin & Bangerter, 2013; Stoughton 
et al., 2012). 
Complexities of SR Technology* 
Information Relevancy 
First, as (Roth et al., 2013) argued, information accessible via SR technologies are not necessarily 
job-related (e.g., political party memberships or involvement in union activities) however, they are 
difficult to be ignored when reviewing candidates’ profiles. According to Heilman and Okimoto 
(2008), such information may result in stereotypes and therefore cause bias in the recruiter’s 
judgment. This is specially the case of personal SNWs such as Facebook as they are primarily 
intended to facilitate social rather than professional interactions and thus, may provide a wide variety 
of job-irrelevant information (Roulin, 2014). On the other hand, such information may act as an 
irrelevant yet influential cue for recruiters to develop a greater liking towards a candidate with whom 
they share similar interests. Such similarity cues may, in turn, result in a fictitious evaluation of the 
candidate (Goldberg, 2005; Roth et al., 2013). 
 
                                                     
* Before explaining SR technologies’ complexities, it is important to note that some of the challenges named above (e.g., privacy 
concerns) are more pertinent to the use of SR technologies in selection and screening of candidates (Smith & Kidder, 2010). 
However, when it comes to the staffing and sourcing of prospective employees, there is no fine line between recruitment practices 
on one hand and selection efforts on the other. In other words, one may engage in some level of screening and selection activities 
(such as background checking) during the initial recruitment phase. Thus, it is reasonable to discuss these complexities regardless 
of the scope of the current study (i.e., recruitment). 
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Validity and Reliability 
When scanning profiles, many recruiters do not assess candidates on the basis of any particular 
measure (Kluemper, 2013). If the intention is to develop a measurable criteria, then the issue of 
reliability, content and face validity of measures in the context of SR technologies becomes a crucial 
question that needs answering (Black & Johnson, 2012).  
Another important aspect of social recruiting evaluations is the issue of predictive validity 
(Kluemper, 2013); that is, whether the assessment of information accessible on SR technologies can 
be accurately related to organisation outcomes such as task performance (Smith & Kidder, 2010). 
According to Roth et al. (2013), to date no empirical study has set to address the link between SR 
technology-based candidate assessments on one hand and organisation outcomes on the other (i.e., 
predictive validity).  
Perhaps the only empirical research to establish predictive validity of SR technologies is Sinar’s 
(2013) study, in which information on LinkedIn profiles (such as number of positions held before, 
network size, within-company promotions, and group memberships) was found to successfully 
predict several aspects of job performance (e.g., customer focus, active learning, decision making, 
and communication ability). Unless the predictive validity of information available via SR 
technologies is established, such technologies may serve very little purpose for improving hiring 
decisions and outcomes (Kluemper, 2013). 
Information Completeness 
Several studies have pointed to the role of incomplete information as one of the challenges associated 
with SR technologies (e.g., Brown & Vaughn, 2011; Roth et al., 2013). For instance, Roth et al. 
(2013) used the inferred information model (Johnson, 1987) to explain how incomplete information 
(e.g., absence of endorsements on a LinkedIn profile) may be seen as an attempt to cover up negative 
information. In these scenarios, the missing information may cause a lingering suspicion in the 
recruiter towards a candidate and subsequently, an erroneous devaluation of him/her. 
On the other hand, additional information may not necessarily mean a more accurate evaluation of 
candidates. According to a study by Bartlett & Greene (1966 as cited in Roth Roth et al., 2013), when 
additional information is not job-related (e.g., age, gender, marital status, ethnicity), inferences are 
distorted and subsequently, the accuracy of candidates’ evaluation decreases. Additionally, such 
information may only cause a false increase in recruiters’ confidence with regard to their hiring 
decisions (Roth et al., 2013). This is specifically the case of non-business oriented SR technologies 
(such as Facebook) where recruiters can easily access a great volume of job-irrelevant information 
on prospective candidates (Brown & Vaughn, 2011). 
Privacy and Legality 
Invasion of privacy has been constantly argued as one the unique ethical and legal challenges of 
using SR technologies for recruitment and staffing purposes (e.g., Black & Johnson, 2012; Black et 
al., 2014; Davison, Maraist, Hamilton, et al., 2011). A survey by the Society for Human Resource 
Mangers (SHRM, 2013) indicates that when using SR technologies, 48 percent of HR managers were 
concerned about invading the privacy of candidates (compared to 33 percent in 2011). What might 
be considered by potential applicants as private information may be seen by hiring organisations as 
legitimate public information (Kluemper, 2013).  
According to the Office of the Australian Information Commissioner (OAIC, 2013b, accessed on 15 
Sep 2014), information on one’s SNW profile that is publicly available can be looked at by anyone 
including potential employers. Moreover, employers are allowed to base their hiring decisions on 
what they see on applicants SNW profiles (OAIC, 2013a, accessed on 15 Sep 2014). Finally, when 
using SNWs, applicants have rights under the Privacy Act 1988 (Privacy Act) only if the social 
networking website is based in Australia or has a presence in Australia.  
Adding to the controversy of the issue, organisations are not currently required by law to disclose 
how and what type of information on SNWs is used in making hiring decisions (Brown & Vaughn, 
2011; OAIC, 2013a, accessed on 15 Sep 2014). Therefore, employers may use unethical tactics in 
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order to access information even when applicants’ profiles are set as private including, ‘friending 
applicants’; asking applicants to provide their login information; and requesting current employees 
to report on prospective candidates (Kluemper, 2013; Smith & Kidder, 2010). Unless legislative 
action or organisational policies are developed regarding in/appropriate use of information, 
organisations may remain liable for illegal and unethical use of SR technologies (Black & Johnson, 
2012). 
Fair Hiring Practices 
A study by Nikolaou (2014) showed male and older job applicants tend to use LinkedIn as a job 
sourcing tool, whereas younger candidates prefer Facebook. Discrepancies in use of SR technologies 
across different age and gender groups may affect recruiters’ decisions in a way similar to incomplete 
information effects (Roth et al., 2013). For instance, a recruiter who prefer using one type of SR 
technology over another, may evaluate a male older applicant with a LinkedIn profile as having 
provided complete information compared to a younger applicant without such profile. 
Similarly, Roth et al. (2013) posits that when using SR technologies the digital divide across races, 
ethnicities, and age groups may have negative consequences for certain protected classes (such as 
Blacks, Hispanics, and older individuals) who have less access to the online world. Moreover, SR 
technologies are more susceptible to disparate treatment against protected groups than other 
recruitment methods since protected class status information is more prevalent and easily accessible 
via these technologies (Kluemper, 2013). In fact, an SHRM report (2013) shows that 52 percent of 
participating HR managers are concerned about discovering information about protected classes 
when using SR technologies (compared to 53 percent in 2011). 
Applicants’ Reactions and Impression Management 
As applicants become aware of the increasing use of SR technologies by hiring organisations, they 
may develop two major types of adaptive reactions which add to the complexities of these 
technologies: (a) negative reactions; and (b) impression management. First, applicants may perceive 
the organisation use of SR technologies as violations of privacy and thus, develop negative reactions 
towards the hiring organisation (Madera, 2012). Such perceptions may not only discourage applicants 
from perusing a job offer but also damage the reputation of the hiring organisation (Highhouse, 
Lievens, & Sinar, 2003; Winter, 2013). In line with this, Stoughton et al. (2012) found evidence that 
the use of SR technologies for screening purposes, decreases applicants’ perceptions of fairness, 
procedural justice, and ultimately lowers the organisation’s attractiveness. They further posit that the 
magnitude of the negative effects is larger when SR technologies are inconsistently used for assessing 
job applicants.  
Second, applicants who are aware that organisations may be using SR technologies will engage in 
self-presentation and impression management in order to present themselves in a more favourable 
manner (Karl, Peluchette, & Schlaegel, 2010). For instance, an experimental study by Roulin (2014) 
showed that when participants were informed that employers use SR technologies, they were more 
likely to engage in self-promotion practices. They further concluded that the probability of faux pas 
posting (i.e., information posted by potential applicants on SNWs that may hurt their chances for 
getting a job, Roulin, 2014; p. 80) was significantly lower for those who were aware of organisation 
use of SR technologies. Thus, impression management and information manipulation can undermine 
the validity social recruiting evaluations. Overall, the importance of applicants’ reactions in general 
and impression management in particular can be more substantial in the domain of SR technologies 
(Roth et al., 2013). 
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Appendix 2.2. Categorising scholarly studies identified in SR technologies domain based on the Model of Recruitment Process 
Authors 
Name Year Purpose of Study 
Type of 
Study 
Data 
Collection 
Method / 
Design 
Respondents Major Findings 
Model of Recruitment 
Process 
  
Focus of 
Study 
 
Type of 
Publica-
tion 
R
esearch D
iscipline 
R
ecruitm
ent O
bjective 
Strategy D
evelopm
ent 
R
ecruitm
ent A
ctivity 
R
ecruitm
ent O
utcom
e 
Intervening Job A
pplicant 
V
ariables 
A
pplicant R
eactions 
O
rganisation Perspective 
DiMicco et 
al.  
2008 Understanding what motivates 
employees to use Enterprise-
SNWs at work; and what are 
their goals for building online 
relationships and sense making? 
Research 
Paper 
(Qualitative) 
Semi-
structured 
Interview 
17 Employees Motivations to use Enterprise-SNWs differs from users' of 
External SNEs. Employees use such technologies to not only 
stay connected with those they know, but also to meet new 
people. Enterprise-SNWs are also used to strategically 
connect and deliver career advancement goals and desires to 
a larger audience. 
 9    8  Conference 
Proceeding 
IT & 
IS 
Thew 2008 Profiling LinkedIn as one of the 
largest business-oriented SNWs, 
discussing its advantages for 
staffing and areas for 
improvement. 
Viewpoint - - LinkedIn is a great tool for recruiters and HR managers to 
build up their professional network, making new connections 
with potential employees, and searching for relevant 
candidates. However, using this technologies can be costly. 
Recruitment results is directly determined by the quality of 
LinkedIn profiles. 
 9     8 Journal 
Article 
I/O 
Psych 
& Man 
DeKay 2009 Investigating the feasibility of 
business-oriented SNWs to 
locate passive jobseekers. 
Research 
Paper 
(Quantitative) 
Observation 220 LinkedIn 
users 
The results did not confirm the assumption that business-
oriented SNWs are fruitful sources for identifying passive 
jobseekers. 
9   9   8 Journal 
Article 
I/O 
Psych 
& Man 
Elzweig & 
Peeples 
2009 Providing some guidelines for 
better understanding the legality 
of SNWs use in recruitment and 
liability for invading the 
applicants' privacy. 
Viewpoint - - Strategies need to be developed to avoid invasion of privacy, 
and discriminatory acts when using SNWs for recruiting and 
retention purposes. HR managers need to give notice to 
applicants regarding the use of SNWs information and ensure 
the accuracy of such information. 
 9     8 Journal 
Article 
Law 
  
 
 
349 
Genova 2009 Discussing applicants/current 
employees' rights to privacy on 
SNWs and whether it is fair if 
decision regarding employment, 
termination, and disciplinary 
actions are based on SNWs 
information.  
Viewpoint - - Currently there are no laws surrounding organisations' use of 
SNWs information and therefore individuals are advised to 
exercise restraint in their online presence. Organisations on 
the other hand are advised to establish strategies and policies 
regarding the use of SNWs in the business context. 
 9   9 8  Journal 
Article 
I/O 
Psych 
& Man 
Kluemper 
& Rosen 
2009 Exploring the feasibility of 
using SNWs profile information 
to improve hiring decisions. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
63 University 
students 
Experienced recruiters can successfully distinguish high 
performer from lower performer candidates based on 
information provided in Facebook profiles. Moreover, 
intelligence and emotional stability positively contributes to 
the quality of assessments. 
9   9   8 Journal 
Article 
Psych 
Roberts & 
Roach 
2009 Suggestions for potential job 
applicants with regard to theory 
SNW presence, information 
publicly available, and 
impressions a recruiter may 
have from online profiles.  
Viewpoint - - Applicants should engage in personal branding on SNWs by 
identifying: whom they want to influence; how they want to 
be perceived; what career goals they have; and how much 
information should be made publicly available. 
    9 8  Journal 
Article 
I/O 
Psych 
& Man 
Bart et al. 2010 Determining whether potential 
applicants benefit from job 
offers when they are a member 
of SNWs; and how differences 
in receiving information on job 
openings can be explained 
through the strength-of-weak-
ties and structural holes 
theorems? 
Research 
Paper 
(Quantitative) 
Survey 386 SNWs users Users of SNWs with more contacts are more likely to receive 
job opening information. However, this is only the case of 
LinkedIn (professional SNWs) users. Overall, having more 
weak-ties is the prime predictor of receiving job information 
of non-managers, whereas for managers, having strong ties is 
relevant to receiving job information. 
    9 8  Journal 
Article 
I/O 
Psych 
& Man 
Bohnert & 
Ross 
2010 Determining whether having 
SNW profiles impact the 
likelihood of receiving a job 
offer, and higher salary rates. 
Moreover, the authors explored 
the effects of SNW profile types 
(alcohol-oriented, family-
oriented, and business oriented 
profiles) on the raters’ 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
148 University 
students 
Family and professional-oriented SNW profiles result in 
higher evaluation, whereas alcohol-oriented profiles results 
in lowest evaluation of candidates by raters. Results also 
showed that employers weight SNWs information very 
heavily. Finally, candidates with family and business oriented 
SNW profiles are more likely to receive the job offer and start 
at higher salaries.  
    9  8 Journal 
Article 
Psych 
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evaluation of potential 
candidates.  
Clark and 
Roberts 
2010 Exploring the negative effects of 
employers' informal use of 
SNWs in hiring decisions for 
society; and providing some 
guideline for employers to use 
SNWs in a responsible manner.  
General 
Review 
- - Authors explained some legal issues related to employers use 
of SNWs for making hiring decisions and how it may harm 
individuals' privacy and boundaries between work and 
private life. Furthermore, they advised employers to develop 
policies to establish what information on SNWs relates to on-
the-job behaviours and what types of jobs legitimise the use 
of SNWs information. Some guidelines were suggested for 
employers to avoid the violation of law when using SNWs. 
 9 9  9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Doherty 2010 Discussing the growing 
popularity of SNWs as 
recruitment tools and outlining 
some key considerations for 
organisations when using social 
recruiting technologies. 
General 
Review 
- - SR technologies have changed the recruitment climate by 
removing the administrative burden associated with 
traditional CVs; and turning recruitments strategies from 
passive to active practice. Some complexities with use of SR 
technologies are discrimination and privacy risks, integration 
and alignment with existing recruitment processes, and 
keeping employer brand current. 
 9 9    8 Journal 
Article 
I/O 
Psych 
& Man 
Jones and 
Behling 
2010 Exploring why and how 
employers use SNW 
information in hiring decisions 
and discussing some 
considerations regarding ethical, 
personal, and legal issues with 
the use of SNWs. 
General 
Review 
- - Employers should avoid basing their hiring decisions on 
sensitive information available on SNWs as it may (a) violate 
the SNWs' terms-of-use; (b) provide access to prohibited, 
private, and inaccurate information; and (c) result in violation 
of law. 
  9    8 Journal 
Article 
IT & 
IS 
Mary, 
Charlie, 
Jitendra, & 
Bharat  
2010 Rising awareness about whether 
employers should use Facebook 
for hiring purposes and making 
recommendations to potential 
applicants. 
General 
Review 
- - Employers should make sure that the applicant is aware that 
Facebook information may be accessed by the employer; and 
also information collected is directly related to the purpose of 
hiring. 
 9   9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Navan 2010 Examining Irish public 
perceptions of the social 
recruiting technology; its 
potential effect on the invasion 
of privacy; and whether online 
connections can be leveraged in 
securing a job.  
N/A Survey 119 individuals Individuals are open to try using SR technologies in order to 
learn about new job opportunities. Moreover, the network of 
online connections is perceived to improve the chances of 
employment. 
    9 8  Master's 
Thesis 
I/O 
Psych 
& Man 
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Plummer 2010 Understanding key determinants 
of applicants' intentions to use 
SNW as job search tools. 
N/A Survey 131 Job seekers Authors used the Unified Theory of Acceptance and Use of 
Technology as initial theoretical model and found 
'performance expectancy' and 'effort expectancy' predicts 
applicants' intentions. Moreover, 'privacy concerns', 
'perceived justice', 'perceived risks', and 'inside connections' 
were found to be significant predictors of applicants' 
intentions. Authors argued that SR technology vendors need 
to better communicate the benefits of using SNW as job 
search tools to applicants while serving them with more 
control over their information in order to alleviate privacy 
concerns.  
    9 8  Doctral 
Thesis 
IT & 
IS 
Smith and 
Kidder 
2010 Explaining some practical, 
legal, and ethical considerations 
of using Facebook for 
recruitment and selection 
purposes.  
General 
Review 
- - Authors suggested that hiring organisations may face legal 
challenges for using Facebook as a hiring tool. Inaccurate and 
irrelevant information, complexities of interpretation, and 
legal issues are some of the challenges of using Facebook. 
Organisations should (a) use Facebook to maintain a positive 
organisation image; (b) have a clear job-related purpose for 
using Facebook as a hiring tool; and (c) avoid unethical 
practices (such as 'friending') to access private information. 
 9 9    8 Journal 
Article 
I/O 
Psych 
& Man 
Vicknair, 
Elkersh, 
Yancey, & 
Budden  
2010 Examining students' attitudes 
and awareness of employers and 
recruiters use of SNWs as a part 
of their hiring practices. 
Research 
Paper 
(Quantitative) 
Survey 289 University 
Students 
Descriptive results showed that students are generally aware 
of hiring organisations' use of SNWs. Despite their reluctance 
to provide private information, students considered 
employers use of SNWs as a fair practice. Authors concluded 
that the awareness of employers' use of SNW may increase 
applicants' inclination to use SNW for job search and 
professional networking. 
    9  8 Journal 
Article 
I/O 
Psych 
& Man 
Asmaro 2011 Investigating the relevance of 
different LinkedIn profile 
contents on recruiters' 
perceptions of hirability as well 
as effects of impression 
management tactics in LinkedIn 
profiles. 
N/A Experimental 
Design / 
Survey 
23 HR recruiters Impression tactics as well as the relevance of work 
experience, education, and interests displayed in LinkedIn 
profiles are positively related to recruiters' perceptions of 
hirability. Moreover, when applicants' interests or education 
are relevant to those of recruiters, impression management 
tactics better increases the perceptions of hirability. Based on 
his findings, the author provided some recommendations for 
prospective applicants for designing LinkedIn profiles. 
    9  8 Master's 
Thesis 
Psych 
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Brown & 
Vaughn 
2011 Addressing some issue of using 
SNWs within the hiring process 
including, potential negative 
outcomes related to misuse of 
SNWs by employers; validity 
and legal issues of using such 
technologies; and practical 
implications for hiring 
organisations. 
General 
Review 
- - The use of SNWs in the hiring process may pose some legal 
challenges as employers may obtain potentially 
discriminatory information such as age, gender, race, 
ethnicity, and membership to protected classes. Moreover, 
information on SNWs are highly unstructured and 
unstandardised making it very difficult to relate information 
to job-related outcomes. Authors recommended practitioners 
to establish evidence for validity and job-relevance of 
information obtained from SNWs and create safeguards 
against potential negative outcomes of misusing SNWs in the 
hiring process. 
 9 9    8 Journal 
Article 
I/O 
Psych 
& Man 
Caers & 
Castelyns 
2011 Extending the knowledge on 
how Belgian recruitment and 
selection (R&S) professionals 
use SNWs for hiring and how 
their decisions are influenced by 
SNWs information. 
Research 
Paper 
(Quantitative) 
Survey 751 Belgian 
R&S pro-
fessionals; 398 
Facebook users; 
353 LinkedIn 
users 
Descriptive analysis showed that SNWs have become 
supplementary tools for Belgian R&S professionals to recruit 
applicants, find additional information, and decide who to 
invite for interviews. However, these professional perceive 
Facebook profiles as signals for applicants' maturity and 
extraversion rather than emotional stability and 
agreeableness. This is mainly to avoid the risk of selection 
biases in early stages of recruitment. 
 
 
9    8 Journal 
Article 
IT & 
IS 
Davison, 
Maraist, & 
Bing  
2011 Describing some issues 
associated with using SNWs for 
recruitment, selection, and 
discipline / termination purposes 
and providing recommendations 
for future research. 
Literature 
Review 
- - Research need to explore (a) how SR technologies affect 
applicant pool in terms of quality; (b) whether there are 
differences in applicants across different SNW platforms; (c) 
how applicants mat react to job postings via these 
technologies; (d) and how organisations may interact with 
potential applicants to improve their employer brand and 
reputation. Further recommendations on the use of SNWs for 
selection, discipline, and termination of current/future 
employees were provided. 
9  9 9 9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Davison, 
Maraist, 
Hamilton, 
et al.  
2011 Describing some issues 
regarding the legality and 
appropriateness of using internet 
and SNW for screening job 
applicants and providing 
practical recommendations for 
proper use of such technologies 
in hiring decisions. 
General 
Review 
- - Discrimination, privacy, defamation are among the major 
legal concerns surrounding the use of SNWs for hiring 
decisions in US. Although SNWs may generate some job-
relevant information (such as counterproductive workplace 
behaviours, knowledge, skills, abilities, personality traits, 
PO/PJ fit, and relevant bio data), such information may be 
unreliable, invalid, or inaccurate. Standardised rating scales 
need to be developed to evaluate applicants based on SNWs 
information. Finally, organisations were advised to (a) 
 9 9    8 Journal 
Article 
Law 
  
 
 
353 
develop relevant policies, (b) determine SNWs risks/benefits, 
(c) use standardised assessment tools, (d) verify the accuracy 
of information, and (e) disclose their use of SNWs for hiring 
purposes to potential applicants. 
Elefant 2011 Reviewing legal and regulatory 
issues regarding organisational 
engagement in social media as a 
business/hiring tool. 
General 
Review 
- - The author provides an exhaustive summary of the legal and 
regulatory issues surrounding the use of social media for 
recruiting purposes (i.e., discrimination, access to genetic 
information, inaccurate judgements, applicants' privacy, and 
liability for employee conduct) and proposes best practices 
and guidelines for developing a proper social media policy 
(i.e., selecting proper SNW, defining goals, educating staff, 
distinguishing official use and other uses, developing 
disclaimers and terms of services, regular updates to the 
policy, and cyber-insurance). 
 9 9    8 Journal 
Article 
Law 
Madia 2011 Identifying best practices for 
adopting SNWs in recruitment 
strategies. 
Viewpoint - - The author recommend organisations to understand the role 
of SNWs as the next generation of recruitment and selection 
tools. She further advise that SR technologies need to be 
integrated into overall recruitment strategy in order to be 
develop a cost effective, targeted, and strategic recruitment 
process; remain competitive, and source top talent.  
9 9 9 9   8 Journal 
Article 
I/O 
Psych 
& Man 
Martensen, 
Börgmann, 
& Bick  
2011 Examining how SNW are 
changing the nature of 
relationships between 
applicants/employees on one 
hand and employers on the 
other. 
Research 
Paper 
(Quantitative) 
Survey 590 Facebook 
and Xing users 
Results of descriptive analysis indicate that 
employees/applicants actively use SNWs for career 
development and self-marketing. Moreover, those who use 
SNWs for career development are more likely to engage in 
self-marketing. Although general risk awareness, in terms of 
data security, was found to be low among respondents, such 
awareness was found to be higher for those who see SNWs 
as self-marketing tools. Lastly, individuals who are more 
aware of risks associated with SNWs data are more likely to 
take cautionary steps to limiting public access to their online 
data. 
    9  8 Conference 
Proceeding 
Mark 
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Plummer et 
al. 
2011 Developing a model based on 
Unified Theory of Acceptance 
and Use of Technology to 
investigate factors influencing 
jobseekers' behavioural 
intentions to apply for a job via 
SNWs. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
44 University 
Students 
Results of structural model analysis indicate that risk beliefs, 
privacy concerns, and performance expectancy directly affect 
applicants’ intentions to use SNWs for employment 
purposes. Moreover, perceived justice/trust and inside 
connections (i.e., applicants' online connections) positively 
influence applicants' performance expectancy perceptions. 
Overall, authors provided some preliminary support for 
applicability of UTAUT model in SR technologies domain. 
    9  8 Conference 
Proceeding 
IT & 
IS 
Banerjee 2012 A descriptive explanation of SR 
technologies effects on 
recruitment practices across 
different sectors in India form 
both applicants and recruiters 
viewpoints. 
Research 
Paper 
(Quantitative) 
Survey 100 recruiters 
and 164 
applicants 
From recruiters’ point of view, descriptive results indicated 
that SNW are the third major sources of recruitment in India 
after internal referrals and online job portals. Majority of 
respondents believed that SR technologies will revolutionise 
the recruitment process, with LinkedIn being the major SR 
technology upon which they rely. While firms do not blindly 
rely on information provided on SNWs, sociability was 
suggested as the most important aspect of personality that 
could be assessed via SNWs. From applicants’ point of view, 
results showed that applicants use SNW to gain 
job/organisation information and they view companies using 
SR technologies as modern and up-to-date. 
     8 8 Journal 
Article 
I/O 
Psych 
& Man 
Black & 
Johnson 
2012 Discussing issues such as 
privacy, candidate appearance, 
stigmas, and discrimination with 
respect to the use of SNWs for 
hiring purposes and developing 
relevant propositions. 
Conceptual 
Paper 
- - Authors summarises key issues relevant to the use of SR 
technologies by developing a set of propositions. These 
issues include, reliability; content validity; applicant 
appearance; potential stigmas towards applicants; gender and 
age discrimination; fair hiring practices; disparate treatment 
and disparate impact; and organisational privacy. This study 
is among the first which addresses the issue of organisational 
privacy as opposed to applicant privacy when using SR 
technologies. 
9 9  9   8 Journal 
Article 
I/O 
Psych 
& Man 
Brecht, 
Eckhardt, 
Berger, & 
Guenther  
2012 Examining the influence of key 
characteristics of SNWs 
corporate career pages on users' 
perceived hedonic and 
utilitarian value and their 
subsequent intentions to access 
these corporate pages.  
Research 
Paper 
(Quantitative) 
Survey 470 University 
Students 
Results from structural model analysis using PLS showed 
information regarding 'new appointments', 'daily work 
routine', 'jobs', and 'corporate news' significantly affects 
individuals' intentions to use SNWs corporate career pages 
through 'perceived usefulness'. Moreover, 'entertainment', 
'media format', and 'features' affect individuals' intentions 
through 'perceived enjoyment'. Authors recommended hiring 
organisations to provide a wide array of organisation/job 
  9  9 8 8 Conference 
Proceeding 
IT & 
IS 
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relevant information on their SNWs career pages as well as 
entertaining content in order to better engage with potential 
candidates. 
Chang & 
Madera 
2012 Examining organisational 
factors that predict the use of 
SNWs for recruitment and 
screening purposes; and how 
recruiters use such technologies. 
Research 
Paper 
(Quantitative) 
Survey 68 Hospitality 
industry 
recruiters 
Findings showed that recruiters use SR technologies more 
often to recruit 'management level' and 'front-of-the-house' 
candidates than 'entry level' and 'back-of-the-house' 
applicants. Moreover, recruiters value negative information 
available on SNWs as more important compared to positive 
information. Authors concluded that recruiters in hospitality 
industry have been quick to adopt SR technologies. 
Moreover, organisation size and presence of social media 
policy was found to be related to the use of SR technologies. 
Overall, their results supported the significance of 
organisational factors in adopting these technologies. 
9

9    8 Journal 
Article 
I/O 
Psych 
& Man 
Guillory & 
Hancock  
2012 Understanding the effect of 
LinkedIn profiles on deception 
in resumes 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
119 University 
students 
In contrary to common belief that internet-based 
communications are more deceptive, the study findings 
showed that compared to traditional resumes, LinkedIn 
resumes are less deceptive on information critical to 
employers (e.g., work experience and responsibilities) but 
more deceptive about 'interests' and 'hobbies'. Authors argued 
that verifiable information on LinkedIn is less susceptible to 
deception. However, applicants are more likely to tamper 
unverifiable information such as interests in order to increase 
their attractiveness. 
 
 
  9 8  Journal 
Article 
Psych 
Sinha et al. 2012 Reviewing current practices of 
social media analytics with 
respect to both HR and business 
processes. 
General 
Review 
- - In addition to benefits of using SNWs and social media 
analytics for improving customer and candidate relations, the 
authors argued that sourcing talent on SNWs results in 
attracting aspirants and promoting reputation of the 
employing organisation, conveying the employer value 
proposition on a global scale, and faster, better focused 
recruiting. 
9   9   8 Journal 
Article 
I/O 
Psych 
& Man 
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Slovensky 
& Ross  
2012 Describing managerial and US 
legal issues of using SNWs for 
personnel selection. 
Literature 
Review 
- - Among key benefits of using SNWs are: providing more 
realistic information on job applicants; and accessing more 
complete information in a cost-effective manner. At the same 
time, authors cautioned HR managers on inaccurate SNW 
information; fake IDs; and the probability of SNW 
information to reinforce initial hiring decisions. Other 
complexities relevant to the use of SNW for hiring purposes 
are: fairness issues, privacy concerns, and legal/ethical 
issues.  
9 9 9 9   8 Journal 
Article 
I/O 
Psych 
& Man 
Stoughton 
et al.  
2012 Examining how potential 
applicants react to employers’ 
use of SR technologies as pre-
screening tools. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
175 University 
students 
Results showed that applicant react negatively to the use of 
SR technologies in pre-screening stage of recruitment. More 
specifically, SNW screening caused applicants to feel their 
privacy is invaded, which in turn lowered the organisational 
attraction. Procedural unjust played a mediating role in the 
relationship between invasion of privacy and organisational 
attraction. Moreover, inconsistent screening and applicant 
agreeableness caused the most adverse reaction to the SNW 
screening. Authors advised practitioners to consider the cost 
and benefits of using SR technologies for pre-screening 
applicants as it may reduce organisational attractiveness or 
lower future performance of employees. 
    9 8  Conference 
Proceeding 
Psych 
Tripathy & 
Kaur  
2012 Examining current employees 
perceptions of using SNWs for 
background/information checks 
by employers 
Research 
Paper 
(Qualitative) 
Focus Group 30 IT employees Findings of focus group analysis showed that the use of 
SNWs in hiring decisions may result in negligent hiring. 
Moreover, the credibility of information on SNW is doubtful. 
Employees showed negative reactions to employers 
monitoring SNW profiles beyond post-office hours. Finally, 
respondents believed that employers action has caused them 
to engage in high degrees of self-monitoring when using 
SNWs. Surprisingly, current employees considered 
employers SNW monitoring as an acceptable practice. 
    9 8  Journal 
Article 
I/O 
Psych 
& Man 
Tyagi & 
Tyagi  
2012 Presenting the fundamental 
components of social media that 
is linked with the human 
resource processes and 
discussing opportunities 
General 
Review 
- - By providing several business case studies, authors described 
how SNWs has helped recruiters to aggressively seek out for 
talent, and reassure the accuracy of information provided by 
candidates in CVs and cover letters.  
 9     8 Journal 
Article 
I/O 
Psych 
& Man 
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provided by such technologies 
for HR managers. 
Willey, 
White, 
Domagalski
, & Ford  
2012 Developing awareness 
regarding legal aspects of using 
SNWs for recruiting and 
screening purposes. 
General 
Review 
- - Authors discussed some legal and ethical issue (such as 
discrimination, privacy, contract law) that needs to be 
addressed in developing a useful social media policy for 
hiring organisations. Following recommendations were 
proposed in developing social media policies: extending 
current policies to online environment; providing practical 
examples of acceptable online behaviours; and providing in-
house assistance for employees with social media concerns. 
 9     8 Journal 
Article 
IT & 
IS 
Bissola & 
Imperatori  
2013 Exploring employee 
expectations of the role of 
SNWs in job hunting and 
offering recruiters some insights 
on proper employer branding 
and recruitment strategies when 
using SR technologies. 
Research 
Paper 
(Qualitative) 
Semi-
structured 
Interview 
34 informants 
(26 Gen Ys, 5 
Recruiters, 2 
Head hunters, 3 
Social Media 
manager) 
Analysis results revealed that Gen Y applicants use different 
SNWs in varying patterns in order to (a) 'receive' information 
about companies; (b) 'seek' for job vacancies; (c) 'share' their 
job-related knowledge and experiences with others; (d) lead 
online discussions on specific work topics; and (e) experience 
companies values, culture and climate. Authors 
recommended some practical strategies to HR managers for 
successful use of SR technologies, such as real-time updates, 
ongoing monitoring, direct and personalised contacts with 
applicants. 
 9 9  9 8 8 Book 
Chapter 
I/O 
Psych 
& Man 
Bondarouk 
et al.  
2013 Exploring the immediate future 
of employer branding through 
SNWs. 
Research 
Paper 
(Qualitative) 
Delphi 
technique 
11 academics 
and 20 HR 
professionals 
Academics envision the future of SNWs as technologies that 
will improve target recruiting, company branding, and 
communications, and HR competencies, whereas recruiters 
believe such technologies will improve employer branding, 
visibility of the company, and organisation responsiveness. 
Author further advised HR professionals to improve their 
marketing knowledge, communication and networking skills 
if SR technologies are to be used.  
 9 9    8 Book 
Chapter 
Mark 
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Bonsón & 
Bednárová  
2013 Understanding the extent to 
which Eurozone companies use 
LinkedIn, and investigating their 
purposes for using such 
technology, and their audience. 
Research 
Paper 
(Quantitative) 
Secondary 
data 
306 companies 
listed in the 
STOXX Europe 
600 Index 
Majority of Eurozone companies use LinkedIn to focus on 
current and future employees. The focus is mainly on 
providing job-related information and career opportunities 
for future candidates. Author found that only a few of these 
companies engage in blogging or updating company status on 
LinkedIn. Finally companies operating in communication 
and technology sectors use LinkedIn more extensively 
compared to others. 
  9   8  Journal 
Article 
I/O 
Psych 
& Man 
Chauhan et 
al.  
2013 Exploring whether Facebook 
can be considered as and 
effective tool for recruiting 
future employees. 
Viewpoint - - Authors discussed several distinguishing factors that may be 
beneficial in using Facebook as a recruitment tool (such as, 
collecting applications, additional data, and cost 
effectiveness). Additionally, key concerns regarding misuse 
of Facebook by employers were explained including, 
negligent hiring, age, gender, and ethnicity discriminations, 
and invasion of privacy). 
 9  9 9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Cho et al.  2013 Assessing the Millennials Gen 
perception of companies with 
different social media policies 
and its effect on PO fit, 
organisational attraction, and 
job pursuit intentions. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
286 University 
students 
Findings showed that Millennials perceive high level of PO 
fit with organisation that have policies supporting the use of 
SNWs. Moreover, PO fit significantly predicted job pursuit 
intentions through organisational attractiveness. Authors 
argued that nowadays Millennials heavily rely on SNWs and 
therefore, give high values to organisations that support 
employees' use of SNWs. 
    9 8  Journal 
Article 
Psych 
Faour & 
Heinze  
2013 Presenting a conceptual model 
to direct future research on 
recruiting Gen Y via SR 
technologies.  
General 
Review 
- - Authors proposed a conceptual model consisted of key 
characteristics of Gen Y (e.g., digital immersion), major 
recruitment practices conducted via SR technologies (e.g., 
employer branding), and practical considerations (e.g., 
recruiters skills) so that hiring organisations could better 
utilise such technologies to attract Gen Y.  
 9 9  9 8 8 Conference 
Proceeding 
IT & 
IS 
Girard et al.  2013 Clarifying some issues relevant 
to integration of SNWs into 
recruitment strategies. 
Research 
Paper 
(Qualitative) 
Delphi 
technique 
34 experts (26 
HR profes-
sionals, 8 
academics) 
Authors concluded that SNWs are not going to replace other 
sources of recruitment but may be used as more dynamic and 
relational recruitment tools. SNWs may result in greater 
internalisation of recruitment functions by involving both 
managers and current employees in sourcing talent. Finally, 
SNWs can improve the strategic orientation of HR roles 
through employer branding, and internal skills development. 
 9 9    8 Book 
Chapter 
I/O 
Psych 
& Man 
  
 
 
359 
Kluemper  2013 Exploring several issues related 
to SNWs screening relevant to 
research and practice. 
General 
Review 
- - The author provides a detailed discussion on key HR 
concerns relevant to SNWs screening including, relevant, 
validity, reliability of information; invasion of privacy, 
discrimination, and negligent hiring. Moreover, issues of 
SNWs screening were discussed from applicants' point of 
view. These include, impression management and applicant 
reactions. The chapter is concluded by presenting best 
practices for using SNWs for screening and hiring purposes 
(such as, requesting informed consents from applicants, 
verifying information reviewed, discouraging covert tactics 
such as 'friending' and 'over the shoulder' screening, 
conducting SNWs screening at the end of hiring process to 
avoid misjudgements, develop standardised evaluation 
approaches, and providing training sessions for recruiters).  
 9 9  9 8 8 Book 
Chapter 
I/O 
Psych 
& Man 
Manroop & 
Richardson  
2013 Examining how Gen Y uses 
SNWs as a job search tool. 
Research 
Paper 
(Qualitative) 
In-depth 
interview 
29 HRM 
graduates 
Authors identified several distinct themes relating to Gen Y 
use of SNWs as job search tools. These include, (a) skill-set 
deficit with regard to professional use of SNWs; (b) resisting 
using SNWs for job search, specifically using personal SNWs 
such as Facebook; (c) lack of awareness of job search features 
on SNWs; and (d) scepticism and privacy concerns. 
Interestingly enough, authors found that Gen Y engage in 
either passive or active use of SNWs for employment 
purposes. Majority of interviewees admitted that they do not 
have necessary skills to actively use SNWs to search for jobs. 
    9 8  Book 
Chapter 
I/O 
Psych 
& Man 
McLarty et 
al.  
2013 Understanding the impact of Big 
Five personality traits, 
organisational affiliation (i.e., 
affective commitment and 
turnover intentions), and job 
performance (i.e., job 
performance and job 
competence) on LinkedIn 
adoption and usage. 
Research 
Paper 
(Quantitative) 
Survey 547 Job incum-
bents, 673 
acquaintances of 
job incumbents, 
442 incumbents' 
supervisors 
Results showed that conscientiousness, extraversion, and 
agreeableness are among the differentiating personality 
factors for those who create LinkedIn profiles. In addition, 
among organisational affiliation factors, only affective 
commitment may lead to LinkedIn adoption. Authors argued 
that those job incumbents with high degrees of affective 
commitments may adopt LinkedIn to display positive 
information about the organisation or find useful professional 
contacts. Moreover, high performer and competent 
incumbents are more likely to create LinkedIn profiles mainly 
to display their achievements to a larger audience. Finally, 
authors found that those with high degree of turnover 
   9 9 8 8 Conference 
Proceeding 
I/O 
Psych 
& Man 
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intentions have higher LinkedIn usage, possibly a signal that 
they are looking for new job opportunities. 
Ollington, 
Gibb, & 
Harcourt  
2013 Exploring how structure and 
governance of SNWs can be 
effectively used by recruiters to 
attract and screen job applicants. 
Research 
Paper 
(Qualitative) 
Interview 25 HR 
professionals 
Authors based their analysis on Network Ties theory and 
argued that in SNW environment, recruiters play a 
'connecting' role between candidates and employers. 
Recruiters admitted that their online profile should project the 
firm's brand to enhance reputation and legitimacy of 
recruiters' SNW presence. Moreover, data transparency and 
data specificity were argued as key necessities for improving 
the strength of recruiters' online connections on one hand and 
increasing trust and legitimacy between recruiters and 
applicants on the other. 
 9 9    8 Journal 
Article 
I/O 
Psych 
& Man 
Parez  2013 Investigating ethical aspects of 
using LinkedIn as a recruitment 
tool 
N/A Survey 145 University 
students 
Inaccurate information, privacy, and discrimination against 
protected groups are key issues that recruiters need to keep in 
mind when using LinkedIn. Descriptive results revealed that 
majority of participants see LinkedIn recruitment process as 
ethical. 
 9   9 8 8 Master's 
Thesis 
I/O 
Psych 
& Man 
Parry & 
Solidoro  
2013 Examine the role of SNWs for 
engagement with existing and 
prospective employees. 
Case Study Semi-
structured 
Interview 
33 informants In case of prospective employees, the primary driver for using 
SNWs were to communicate employer brand and to access 
both passive and active job candidates. For existing 
employees, SNWs are regularly used for corporate 
communications, information sharing, learning and 
development, creating communities of interest. 
9  9   8  Book 
Chapter 
Mark 
Reiner & 
Alexander  
2013 Exploring the extent of 
alignment between recruiters' 
and potential applicants' 
perceptions of SNWs usage. 
Research 
Paper 
(Quantitative) 
Survey 1497 Students 
and 405 
Recruiters 
Results indicated that the potential impacts of SNW on both 
applicants and recruiters are underestimated. Moreover, there 
are international differences in both parties with respect to 
types of information posted and how they are perceived. 
However, when it comes to specific countries, alignment 
exists in both parties in terms of information type and 
perceptions. Authors concluded that there is a gap between 
recruiters and applicants' perceptions of SNWs usage at the 
global level. 
9    9  8 Conference 
Proceeding 
IT & 
IS 
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Roth et al.  2013 Advancing a research agenda 
that addresses the gap between 
practice and research in the area 
of SR technologies and SNW 
assessment. 
Literature 
Review 
- - Authors adopted several theoretical framework to address 
key issues associated with research on SR technologies and 
SNW assessment. First, key aspects of information available 
on SNWs (i.e., incomplete information, negative information, 
violating evaluators' key beliefs, and volume of information) 
that may affect candidates’ assessments were identified. 
Second, several concerns regarding validity and reliability of 
SNW assessments were identified. These include, 
information structure, criterion validity, content and 
predictive validity, and reliability of SNW assessments. 
Third, potential adverse impacts of SNW assessments on 
subgroups (e.g., minorities, ethnic, age groups etc.) were 
discussed. Lastly, applicants’ reactions to SNW assessments 
in terms of privacy concerns, transparency of evaluations, and 
unethical access to information were elaborated. By 
introducing relevant propositions, authors provided several 
guidelines throughout the paper for future research in the area 
of SNW assessments. 
9 9 9 9 9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Roulin & 
Bangerter  
2013 Using signalling theory to 
examine what information 
recruiters collect from SNW 
profiles and whether there is a 
difference between personal and 
professional SNWs in terms of 
information collection.  
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
96 HR 
professionals 
and 146 
potential 
applicants 
Recruiters prefer to use information on Facebook to evaluate 
potential PO fit, whereas information collected from 
LinkedIn is preferred to evaluate the PJ fit of potential 
candidates. Moreover, applicant held perceptions similar to 
recruiters'. That is the use of Facebook and LinkedIn 
information for measuring PO and PJ fit, respectively. 
Additionally, results showed that recruiters and potential 
candidates analyse applicant's Facebook profile differently. 
While recruiters mainly focus on professional/personal 
information and number of friends, potential candidates focus 
on 'pictures' and the 'wall'. Second, compared to recruiters, 
applicants focus more on 'faux pas'. Finally, both parties tend 
to infer similar personality traits form the applicants 
Facebook profile. Overall, the findings supported the notion 
that SNWs may be useful to provide honest signals in 
recruiting and selecting prospective employees. 
  9  9 8 8 Journal 
Article 
Psych 
Ruggs et al.  2013 Examining potential adverse 
impacts of using SR 
Viewpoint - - Authors argued that heterogeneous nature of SNWs in terms 
of demographics (i.e., age, gender, race, and educational 
background) may lead to stereotypes and thus, result in bias 
against marginalised groups. Therefore, the use of SNWs in 
 9     8 Journal 
Article 
Law 
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technologies with respect to 
protected classes. 
attraction and selection phases may lead to legal issues. At 
the same time, authors argued that the same heterogeneity 
may be embraced by recruiters to ensure equality and thus, 
increase opportunities of marginal groups in recruitment 
process.  
Sitou  2013 Exploring whether job 
candidates manipulate their 
Facebook profile information as 
an impression tactic to appear as 
more appealing to employers.  
N/A Structured 
Interview 
50 Potential job 
applicants 
Avoiding employers' misperceptions was found to be the 
main reason for applicants to manipulate their Facebook 
information. In order to do so, applicant primarily try to make 
their Facebook profile 'private', remove unflattering content, 
or modify content to appeal to employers. Interestingly, 
applicants reported that impression management tactics on 
Facebook are not effective mainly because they believed that 
employers do not search their Facebook information or their 
Facebook profiles are not 'public'. Finally, the findings 
indicated that majority of respondents were in favour of 
employers accessing applicants' Facebook information.    
   9 8  Master's 
Thesis 
Psych 
Stopfer & 
Gosling  
2013 A review on internal as well as 
external SNWs at workplace 
General 
Review 
- - Authors describe the nature of internal and external SNWs 
and how they are currently being used in workplace context. 
seeking additional information on potential candidates, 
searching candidates for niche jobs or projects, seeking 
professional advice using online communities, building and 
joining interest groups, professional networking are among 
the main reasons to use SNWs in workplace context.  
9 9     8 Book 
Chapter 
Psych 
Stoughton, 
Thompson, 
& Meade  
2013 Investigating whether job 
applicants' personality traits can 
be traced using SNW postings. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
175 University 
students 
Findings showed that self-report substance use postings on 
SNWs are positively correlated with extraversion, whereas 
badmouthing was negatively correlated with agreeableness 
and conscientiousness. Overall, the authors found that certain 
personality characteristics can be inferred by reviewing 
applicants' SNW postings. 
9    9 8 8 Journal 
Article 
Psych 
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Stoughton 
et al.  
2013 Investigating how job applicants 
react to employers' use of SNWs 
for pre-screening purposes. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
175 University 
students, 208 
US-based adults 
Results of structural model analysis revealed that pre-
employment screening via SNWs increases applicants' 
perceptions of invasion of privacy. This in turn lowers 
perceived organisational justice and organisational attraction 
while increases intentions to sue the organisation. 
Surprisingly, the authors found that SNWs pre-screening 
affect the above mentioned outcomes (i.e., procedural justice, 
attraction, and intentions to sue the organisation) regardless 
of whether or not applicants are offered the job. Authors 
encouraged the practitioners to consider costs and benefits of 
SNW pre-screening on organisational outcomes before 
engaging in such practices. 
    9 8  Journal 
Article 
Psych 
Van 
Iddekinge 
et al.  
2013 Investigating how recruiters' 
assessments of Facebook 
profiles fare with respect to 
'criterion-related validity' and 
'sub-group differences'. 
Research 
Paper 
(Quantitative) 
Survey 416 University 
students, 86 
Recruiters, 142 
Immediate 
supervisors 
Results indicated that SNWs assessments were unrelated to 
supervisor rating of applicants' job performance, turnover 
intentions, and actual turnover. Moreover, Facebook 
evaluations did not improve applicant assessments beyond 
what traditional predictors (i.e., cognitive ability, self-
efficacy, and personality tests) may offer. Finally, authors 
found that Facebook ratings tend to favour 'female' and 
'white' applicants. Consequently, authors argued that the 
appropriateness of SNW assessments may have serious 
limitations with respect to criterion-related validity. They 
further advised practitioners to refrain from using SNW 
information until valid and reliable methods are developed. 
9 9 9 9   8 Journal 
Article 
I/O 
Psych 
& Man 
Back et al.  2014 Exploring factors that may 
influence applicants' 
perceptions of invasion of 
privacy when SNW information 
are used for hiring and 
recruitment decisions. 
Conceptual 
Paper 
- - Authors developed a model that includes 'information', 
'procedural', 'socio-cultural', and 'individual' factors that may 
contribute to applicants' perceptions of invasion of privacy. 
They further extended the model to explain applicants’ 
reactions to invasion of privacy and potential negative 
outcomes for the hiring organisations. Finally, provision of 
fair information policies was recommended to ensure data 
collected from SNW profiles are accurate; to clarify 
applicants' expectations of privacy; and to increase 
individuals' perceived control over their SNW information. 
 9   9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
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Curran, 
Draus, 
Schrager, & 
Zappala  
2014 Understanding college students' 
perceptions of the amount of 
information they feel HR 
professionals could access 
through Facebook profiles. 
Research 
Paper 
(Quantitative) 
Focus Group / 
Survey 
12 University 
students, 5 HR 
professionals / 
435 University 
students 
Results indicated that respondents did not believe much job-
related information could be drawn from their Facebook 
profiles. Moreover, findings showed that students are not 
likely to modify their Facebook profiles even though they are 
aware that their pages may be reviewed by employers. On the 
other hand, HR professionals believed that many job-related 
characteristics (i.e., potential unethical behaviours and 
communication skills) can be evaluated via Facebook 
information. 
9   9 9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Scott, 
Sinclair, 
Short, & 
Bruce  
2014 Examining the effects of SNW 
language use applicant 
attractiveness and hirability. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
112 University 
Students 
Results indicated that the use of language (correct vs. 
incorrect spelling and grammar) has no effect on applicants' 
attractiveness. However, applicants who used correct 
language on SNW were seen as more intelligent, competent 
and hireable. Moreover, results showed that employers 
weight language use as more important compared to peers. 
Overall, authors concluded that SNW profile contents can be 
viewed as behavioural residues forming employers' 
judgement of prospective applicants.  
9  9  9 8 8 Journal 
Article 
Psych 
Lewis  2014 Examining the effects of raters’ 
characteristics and several 
components of SNW profiles on 
raters’ evaluation of potential 
job applicants. 
N/A Experimental 
Design / 
Survey 
144 Full-time 
employees 
Compared to personal SNW profiles, professional profiles 
have more impact on the evaluation of applicants. Moreover, 
individual characteristics of raters (i.e., collectivism, 
extraversion, and gender) was found to influence SNW 
profile evaluations. When evaluation is conducted through 
SNW profiles, collectivistic, extrovert, male evaluators are 
more likely to recommend higher starting salaries, or provide 
higher evaluation of job performance. Finally, raters believed 
that information available on professional SNWs are more 
credible that those provided in resumes. 
  9    8 Master's 
Thesis 
Psych 
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Manant, 
Pajak, & 
Soulié  
2014 Understanding the effects of 
SNW screening on negligent 
hiring of protected classes. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
834 Fictitious 
applications 
Based on the results, authors suggested that Facebook 
profiles are indeed being reviewed for the purpose of 
applicant screening. Minorities (i.e. Arabs vs. French) were 
significantly less likely to receive call-backs from employers 
during the period in which sensitive information (language 
spoken and country of origin) were directly accessible from 
front page of applicants' Facebook profiles. However, when 
updates in Facebook layout sent parts of these sensitive 
information (i.e., language spoken) to sub-tabs, the difference 
in call-backs disappeared. This suggests that employers' 
screening of Facebook profiles is superficial or their access 
to sensitive information is rather unintentional. Regardless of 
their intentions, employers need to be aware that reviewing 
SNW profiles may result in unintended discrimination 
against protected classes. 
 9 9 9   8 Working 
Paper 
I/O 
Psych 
& Man 
Nikolaou  2014 Exploring the use of SNWs for 
job search purposes among 
applicants as well as 
understanding how recruiters 
use SR technologies in 
recruitment and screening 
processes. 
Research 
Paper 
(Quantitative) 
Survey 375 working 
and non-
working 
individuals, 107 
HR pro-
fessionals 
Compared to females, male job seekers tend to be more active 
on LinkedIn. Moreover, job seekers tend to use job boards 
more extensively compared to SNWs. Moreover, active job 
seekers (as opposed to passive candidates) were found to be 
visiting SNWs more often. However, passive job seekers tend 
who spend more time on LinkedIn were considering it as 
more effective for employment purposes. As a conclusion, 
authors suggested the passive candidates spend more time on 
LinkedIn probably because they expect that it will bring them 
closer to recruiters. For HR professionals, age was found to 
be related to LinkedIn usage as older HR professionals are 
more inclined to use LinkedIn as compared to Facebook. This 
might be mainly due to fear of invasion of privacy which is 
more possible when using personal SNW such as Facebook. 
9 9   9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Paik, 
Shahani-
Denning, & 
Griffeth  
2014 Examining the impact of 
physical attractiveness and 
amount of information 
accessible on LinkedIn on 
subjective evaluation of several 
job-related outcomes. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
291 members of 
HR groups on 
LinkedIn 
Authors found no support for the hypothesis that candidates' 
attractiveness may bias the evaluator's perception of 
'recommendations for hire' and 'salary recommendations', 
regardless of the amount of information provided on 
LinkedIn profiles. Authors argued that due to abundance of 
job-relevant information on LinkedIn, it is less likely for 
recruiters to be affected by attractiveness bias. Moreover, the 
results showed that compared to older raters, younger 
evaluators are more likely to recommend less attractive 
  9 9   8 Journal 
Article 
Psych 
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candidates for hiring. Practical recommendations for training 
recruiters in evaluation LinkedIn profiles were given. 
Ramasamy 
& Raman  
2014 Examining the effect of SR 
technologies quality on 
employers' use of these 
technologies as well as the effect 
of corporate reputation on 
attracting applicants through SR 
technologies.  
Research 
Paper 
(Quantitative) 
Survey 180 HR 
personnel 
Results provided support for both hypotheses. In other words, 
quality of SR technologies was found to positively impact 
employers’ intentions to use such technologies. Moreover, 
perceptions of corporate reputation was found to be 
significantly influencing job applicants’ attraction via SR 
technologies. Authors concluded that SR technologies can 
indeed be used by recruiters to accomplish business goals. 
9      8 Conference 
Proceeding 
I/O 
Psych 
& Man 
Rao  2014 Describing the use of SNWs as 
talent management tools in 
emerging economies of Mexico 
and India. 
Conceptual 
Paper 
- - The author found cultural differences across two nations in 
the use of SNWs as talent management tools. More 
specifically, Orkut is predominantly used to attract technical 
employees, Facebook for expatriates, and LinkedIn for 
management levels in India. In contrast, in Mexico Facebook, 
twitter, and YouTube are adopted to engage with young talent 
whereas, LinkedIn is adopted to access high-level talent. 
 9 9    8 Book 
Chapter 
I/O 
Psych 
& Man 
Roulin  2014 Examining the role of 
employers' use of SNWs for 
recruitment purposes, applicants 
use of SNWs, personality, and 
self-promotion intentions on 
applicants' likelihood of faux 
pas postings on SNWs. 
Research 
Paper 
(Quantitative) 
Experimental 
Design / 
Survey 
330 Individuals Findings showed that age, extrovertism, awareness of 
employers' use of SNWs, and self-promotion inclinations 
were found to be related to applicants' likelihood of faux pas 
postings. More specifically, younger, extrovert applicants 
who are unaware of employers' use of SNWs are more likely 
to engage in faux pas postings on SNWs. Moreover, people 
who are less concerned about their privacy and try to impress 
their friends on SNWs are more likely to do faux pas postings. 
Authors concluded that misbehaviours on SNWs are more 
relevant to individual differences and situational factors (i.e., 
awareness of employers' use of SNWs for recruitment 
purposes). 
    9 8  Journal 
Article 
I/O 
Psych 
& Man 
Ruël, 
Bondarouk, 
& 
Dresselhaus  
2014 Exploring the contribution of 
SNWs for global talent 
management in Multi-National 
Corporations. 
Research 
Paper 
(Qualitative) 
Delphi 
technique 
28 Informants 
consisting of 
HR mangers, 
HR researchers, 
and Graduate 
students 
While internal SNW may improve 'contact management' and 
'common interchange' within MNCs, external SNWs can be 
used in order to turn current employees as ambassadors of 
MNCs. Interestingly, authors found that participants did not 
consider SNWs as recruitment tools. Other implications of 
SNWs for talent management practices were explained as 
well including, online trainings, advancing social, functional, 
and methodological competencies of employees. 
 9     8 Book 
Chapter 
I/O 
Psych 
& Man 
  
 
 
367 
Thomas, 
Rothschild, 
& Donegan  
2014 Exploring ethical, legal, and 
practical issues of using SNWs 
for staffing future employees as 
well as monitoring current 
employees. 
General 
Review 
- - Authors discuss some legal limitations with respect to use of 
SNW by employers in US including, invasion of privacy, 
discrimination, and adverse impact. Moreover, practical 
considerations of using SNW information were discussed and 
several guidelines where provided with respect to use of 
SNWs as recruitment and monitoring tools. These include, 
developing and communicating guidelines, having formal 
social media policy in place, establishing valid and reliable 
recruiting process through SNWs, and defining job-
relatedness of SNW information. 
 9 9    8 Journal 
Article 
Law 
Zide et al.  2014 Identifying elements of 
LinkedIn profiles which HR 
professionals focus on the most 
and examining whether 
LinkedIn profiles differ across 
industries on the bases of these 
elements, 
Research 
Paper 
(Qualitative) 
Interview / 
Observation 
5 HR 
informants, 288 
LinkedIn 
profiles 
Authors identified 20 elements of LinkedIn profiles which 
hiring managers focus on the most when reviewing 
candidates’ profiles. The top five elements include, 
employment history, education, years of experience, and how 
applicant is presenting him/herself on LinkedIn. Grammatical 
errors was found to be considered as initial means to dismiss 
the candidate. Further, authors found evidence of differences 
across three industries (HR, Sales/Marketing, and 
Industrial/Organisational psychology) in terms of identified 
elements. Specifically, sales/marketing professionals are 
more likely to complete different aspects of their LinkedIn 
profiles compared to HRs and I/O psychologists. As evident 
by users' unwillingness to complete their profiles, authors 
concluded that LinkedIn is still far from being considered as 
a replacement to traditional CV and resumes. 
9 9 9  9 8 8 Journal 
Article 
I/O 
Psych 
& Man 
Notes: Information Technology and Information System (IT & IS); Industrial/Organisational Psychology & Management (I/O Psych & Man); Psychology (Psych); Marketing (Mark) 
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Appendix 5.1. Interview Guide 
Interview Number:        Organization:      
Website:  LinkedIn page:  
Department / Unit / Group name:        
Date:        
Interview Duration:        
Interviewer:        
1. Interviewee Profile 
Title:       First Name: Last Name: 
Position/Role:       
Address:       
LinkedIn page: 
Phone:       Email:       
Number of years with organization:       Number of years in current position:       
Previous job experiences: 
2. General Questions 
1. What methods has your organization used to recruit potential job candidates?  
If using Social Network Websites, what type of network has been prominently used (i.e. LinkedIn, 
Facebook, and Twitter etc.)? 
2. When did you start using Social Network Websites, in general? 
3. How did you become aware of the Social recruiting methods in the first time? 
4. What are the top Social Network Websites used by your organizations for recruitment purposes? 
5. When using Social Network Websites, do you target a particular job level (i.e. executive/upper 
management; other management; non-managerial salaried employees; non-managerial hourly 
employees)? 
6. Do you have any formal/informal organizational policy that guides the use of Social Network 
Websites as recruitment tools? 
3. Key determinants of SR technology adoption  
I. Performance Expectancy 
7. What are the top reasons for your organization to either use or not use the social recruiting method? 
8. Have you seen any improvement in the recruitment function by using social recruiting? 
9. How do you define “usefulness” in this context? Could you give me a few examples? 
II. Effort Expectancy 
10. Do you need any IT expertise to use Social Network Websites as recruitment tools? Describe the 
degree of ease associate with using such technologies in HR. 
11. How hard it is to learn work with Social Network Websites for recruitment purposes? 
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12. Do you believe SNWs are ‘easy to use’? How do you define the term ‘ease of use’? Could you give 
me a few examples? 
III. Facilitating Conditions 
13. What kind of technical/organizational requirements you think that need to be in place before an HR 
department could adopt and utilize Social Network Websites for recruitment? 
14. To what extend these conditions affect your decision to use social recruiting? 
IV. Perceived complementarity 
15. Are you aware of any business and hiring solution services offered by Social Network Websites? If 
so, which do you know about? 
16. To what extend this hiring solutions influenced your decision to adopt social recruiting? 
V. Social influences 
17. Have other departments in your organization adopted Social Network Websites? (i.e. marketing, 
management, sales, customer service, IT, public relations) 
18. Who are the main decision makers in your organization when it comes to adopting a new 
technology? In this case social recruiting method?  
19. Has any of the following influenced your decision to adopt social recruiting? (Other 
departments/senior managers/competitors/ and (or) the industry in which your organization operates) 
VI. HR managers’ role preferences 
20. Do you consider yourself as a ‘Tech savvy’? 
21. How do you describe your HR role in the organization? 
- Do you see yourself as a strategic partner, administrative expert, a change agent, or an 
employee champion? 
x Strategic partner)  see yourself as a business partner? 
x Administrative expert)  efficiently administer HR functions? 
x Change agent)  helping organization to adopt change and stay 
competitive? 
x Employee champion)  helping employees to meet their personal needs? 
4. Usage behaviour and the extent of SR technology use 
VII. Social Recruiting Adoption 
22. How does your recruit job candidates using Social Network Websites? Describe the techniques, and 
functions that are done during social recruiting process. 
5. Key pre-hire outcomes of SR technology adoption 
VIII. Social Recruiting pre-hire outcomes 
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23. In comparison to other recruitment channels, what are the main advantages of using Social Network 
Websites? 
- Better information about applicants’ work-related skills, attributes, and performance 
- Better person-job/organization fit 
- Targeting particular job levels (i.e. graduate positions/middle managers/top managers) 
- Targeting particular skills/geographic regions 
- Tim-per-hire or cost-per-hire 
24. Can you generate a sufficient pool of applicants by only relying on social recruiting method? 
25. Has Social Network Websites increased your employer image and reputation? How?  
26. As an organization what do you need to do to improve your presence and reputation on Social 
Network Websites?   
27. To what extend candidate relationship management is important for talent acquisition? And can 
Social Network Websites improve such relationships? 
28. How can you improve such relationships via SNWs? 
- Do you think having a LinkedIn page with current employees as members would help person-
job/organization fit? 
29. What are the major drawbacks of using Social Network Websites for recruitment? 
30. If you have to stop using social recruiting tomorrow, what will you miss the most about it? 
31. Is there anything that I have not covered and you think is important to add? 
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Contextual 
Factors 
HR 
Professionals’ 
Role
Social Recruiting 
Adoption and Use 
 
Employer 
Reputation 
Candidate 
Relationship 
Management 
Recruitment 
Efficiency
Appendix 5.2. Interview flyer (research project outline for interview) 
  
 
 
 
 
 
 
 
 
Organizations’ Adoption and Use of Social 
Recruiting Technologies 
Antecedents and Pre-hire Outcomes 
Main Researcher’s full name 
Main Supervisor’s full name 
Co-supervisor’s full name 
Over the last couple of years, the use of Social Network Websites as 
business tools has grown substantially among organizations. However, to 
embrace Social Network Websites seamlessly as a part of recruitment 
strategies could be a real challenge for human resource professionals. The 
aim of this research is (1) to identify key determinants of the successful 
adoption of social recruiting method, and (2) to explore the potential benefits 
of these technologies in terms of recruitment and organization outcomes.  
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Appendix 6.1. Preview of web-based survey questionnaire 
 
 
 
 
Introduction 
 
Thank you for your participation in this survey. The survey takes approximately 15 to 20 minutes to 
complete. Please note the following abbreviations: 
  
x SNWs - Social Network Websites such as LinkedIn, Facebook, and Twitter. 
x HR - Human Resources 
  
A number of statements are given throughout this survey seeking your best response. There is no right or 
wrong response to any of these statements.  
  
Where you may not know the exact response, please provide your best and most accurate judgment. 
 
Please be advised that you can save your progress at any time and resume it later by clicking on "Save and 
Resume later" button. 
To resume the survey, click on the link provided in the survey email. A gentle reminder that this survey will 
remain active for only 5 weeks after the date of commencement. 
If you want to read the Plain Language Statement for this research project, please click on the link below: 
  
Otherwise, click on 'START THE SURVEY' button to continue. 
Plain language statement 
 
 
 
 
 
  
START THE SURVEY 
Save and Resume later 
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1. What is your gender? (GENDER) 
☐ Male 
☐ Female 
 
2. Please indicate your age by choosing one of the following categories: (AGE) 
18 to 25 26 to 30 31 to 35 36 to 40 41 to 45 46 to 50 51 and above 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
3. What is your job title in your organisation? (FUNCTION ORIENTATION) 
☐ Chief executive officer ☐ HR manager ☐ Staffing/Recruiting expert 
☐ General manager ☐ Line manager ☐ Other (Please specify)  
☐ HR director ☐ HR generalist  
 
 
4. What is the total (estimated) number of employees in your organisation? (ORGANISATION SIZE) 
Less than 20 employees 20 to 199 employees 200 to 499 employees 500 or more employees 
☐ ☐ ☐ ☐ 
 
5. Please specify the industry in which your organisation operates: (ORGANISATION INDUSTRY) 
☐ Hi-tech manufacturing ☐ Agriculture ☐ Government 
☐ Other manufacturing ☐ Mining ☐ Health-care 
☐ Construction ☐ Transportation ☐ Retail 
☐ Financial services (e.g., banking, insurance, etc.) ☐ Education ☐ Other (Please specify)  
     
 
 
6. Which of the following best describes your organisation? (INSTITUTIONALISATION OF HRM) 
In order to choose your answer, move the slider to the right with one indicating on formal 
HR and seven indicating a fully developed in-house HR. 
no formal HR  a fully developed in-house HR 
 1 2 3 4 5 6 7  
My organisation has   
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7. Which of the following HR functions are performed in your organisation? (Multiple answers may be 
chosen) (COMPREHENSIVENESS OF HRM) 
☐ HR strategy and policy ☐ Performance management ☐ Diversity and work-life balance 
☐ Staffing ☐ Payroll ☐ Employee relations 
☐ Training ☐ Compensation and reward management ☐ None of the above 
☐ Career development ☐ Health and safety ☐ Other (Please specify)  
    ☐ 
 
 
8. Which of the following best describes your organisation? (STRATEGIC ORIENTATION OF HRM) 
no explicit HR strategy  
elements of HR 
strategy only 
related to some 
HR functions 
 
an explicit HR strategy fully 
integrated with the 
organisation business strategy 
 1 2 3 4 5 6 7  
My organisation has 
 
 
 
9. Has your organisation, or your HR staff ever used SNWs (such as LinkedIn, Facebook etc.) for 
recruitment and staffing purposes? (ADOPTION) 
☐ Yes, we currently use SNWs for recruitment and staffing purposes 
☐ No, we never have, but plan to do so in near future 
☐ No, we never have and do not plan to do so in near future 
 
10. Please indicate the extent to which you agree with the following statements: 
 I believe that the adoption of SNWs has helped our organisation … 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Promote the status of the firm as a ‘company to 
work for’. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Engage with a large number of potential job 
applicants. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Align our employer brand with the organisation’s 
overall brand. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Deliver a custom experience unique to each 
prospective candidate. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Showcase what makes our company a special 
work environment. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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11. Please indicate the extent to which you agree with the following statements: 
 I believe that the adoption of SNWs has helped our HR personnel … 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Reduce the time span between the first 
advertisement of a vacancy and the acceptance of 
offer by a job candidate. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Expand the job candidate reach beyond their 
personal networks. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Reach the relevant candidates in a shorter 
amount of time. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Target the passive candidates who might not 
otherwise apply for the job vacancy advertised. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Zero-in faster on ideal job candidates. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Reduce costs incurred to get a qualified candidate 
to accept an offer. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Better recruit for positions that require certain 
skills. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Attract qualified and scarce candidates. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Get more information about job candidates to 
better assess them. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Target a specific job level to recruit for (e.g. entry 
level, managers, executives). ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Reduce the sourcing and marketing costs incurred 
to bring in the right candidate. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
12. Please indicate the extent to which you agree with the following statements: 
 I believe that the adoption of SNWs has helped our organisation … 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Communicate what sets our company apart from 
others. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Establish personal contacts with prospective 
candidates. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Position the company as an 'employer of choice'. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Learn about potential job applicants on an 
individual basis. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Create and retain relationships with potential 
candidates. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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With reference to your organisation, please indicate the level to which you agree with the following 
statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- HR uses SNWs for business purposes many times 
per week. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- HR uses SNWs at work for variety of purposes. 
(e.g., advertising job vacancies, posting 
information, background review etc.) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
With reference to your organisation, please indicate HR personnel’s extent of SNWs use for each of the 
following: 
In order to choose your answer, move the slider to the right with one being the minimal level of HR 
personnel's SNWs use, and seven being the highest level of HR personnel's SNWs use. 
Never  Rarely  Sometimes  
Ofte
n 
 
All of the 
Time 
 1 2 3 4 5 6 7  
Searching for candidates 
 
 
Establishing initial contacts 
 
 
Background review and reference 
check  
 
Disseminating information 
 
 
Advertising job vacancies 
 
 
Developing professional networks 
 
 
Creating or maintaining a group or 
page on SNWs for the organisation  
 
 
13. Please indicate the level to which you agree with the following statements. 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- A wide range of talent sourcing tools are available 
on SNWs.  
(e.g. recruiter licenses, talent searching tools) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- A wide range of business solutions are available 
on SNWs. 
(e.g. advertisements, real-time analytics) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- A wide range of recruitment related activities can 
be performed using SNWs. 
(e.g. job postings, advanced searching) 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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14. Please indicate the level to which you agree with the following statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- In our organisation, the top management is aware 
of the benefits of SNWs. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Top management is willing to allocate the 
necessary resources for the adoption of SNWs. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- In our organisation, the top management is 
strongly in favour of the use of SNWs as business 
tools. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Top management considers SNWs as important 
business tools. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
15. Please indicate the level to which you agree with the following statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- SNWs enable us to accomplish recruiting related 
tasks more quickly. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- HR personnel find SNWs useful in their jobs. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- If we use SNWs, our chance of a successful 
recruitment will increase. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Using SNWs increases the productivity of HR 
personnel. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
16. With respect to your organisation, please indicate the amount of time HR spends on each of the 
following activities: 
 
The amount of time HR spent 
 
Never Rarely Occasionally Sometimes Frequently Usually Always 
- Supporting the new behaviours to keep the firm 
competitive. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Operational issues. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Listening and responding to employees. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Strategic issues. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
17. Please indicate the level to which you agree with the following statements. 
In my opinion, our main competitors that have adopted SNWs … 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Have benefited greatly. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Are likely to be perceived as more successful in 
attracting prospective candidates by others in the 
same industry. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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- Are likely to be perceived favourably by 
prospective job applicants. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Are likely to be perceived as more competitive in 
attracting talent. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
18. Please indicate the level to which you agree with the following statements. 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Our organisation intends to continue using SNWs 
for recruitment purposes. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- It is likely that our organisation would find ways to 
further improve the use of SNWs for recruitment 
purposes. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- It is possible that our organisation will take steps 
to better incorporate SNWs to current 
recruitment methods. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
19.  With respect to your organisation, please indicate HR's priority towards each of the following 
activities: 
 
HR priority level 
 
Not a 
Priority 
Very Low 
Priority 
Low 
Priority 
Neither 
Low nor 
High 
Priority 
Moderat
e Priority 
High 
Priority 
Top 
Priority 
- Aligning HR strategies with business strategies. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Conducting HR administrative processes. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Offering assistance to help employees meet family 
and personal issues. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Reshaping behaviour for organisational change. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
20. Please indicate the level to which you agree with the following statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- SNWs are difficult to implement and use within 
our company. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Learning to operate SNWs for recruitment 
purposes requires a lot of effort. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- The interaction of HR personnel with SNWs is 
clear and understandable. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- It is easy to become skilful at using SNWs for 
recruiting purposes. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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21. With reference to your organisation, please indicate the level to which you agree with the following 
statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- Our organisation has sufficient financial 
resources to use SNWs for recruitment purposes. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Our HR personnel have sufficient knowledge to use 
SNWs for recruitment purposes. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- A specific person (or group) is available for 
assistance with difficulties in using SNWs. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- Our organisation has sufficient technological 
resources to support the use of SNWs for 
recruitment purposes. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
22. Please indicate the significance of the following roles currently played by HR within your 
organisation: 
 
The significance of HR role 
 Not at all 
Significant 
Low 
Significanc
e 
Slightly 
Significant 
Neutra
l 
Moderatel
y 
Significant 
Very 
Significant 
Extremely 
Significant 
- A business partner role. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- An administrative expert role. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- A champion of employees. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- A change agent. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
23. Please indicate the level to which you agree with the following statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- In my opinion, using SNWs for recruitment 
purposes is an improvement over traditional 
methods. 
☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- I believe that HR should make more use of SNWs. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- In my opinion using SNWs for recruitment 
purposes is a wise decision. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- I think the outcome of using SNWs for recruitment 
purposes should be positive. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- I believe that using SNWs in our organisation is a 
valuable idea. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
24. Please indicate the level to which you agree with the following statements: 
 Strongly 
Disagree 
Disagree 
Somewhat 
Disagree 
Neither 
Agree or 
Disagree 
Somewhat 
Agree 
Agree 
Strongly 
Agree 
- If I heard about a new technology, I would look for 
ways to experiment with it. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
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- Among my peers, I am usually the first to try out 
new technologies. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- In general, I am hesitant to try out new information 
technologies. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
- I like to experiment with new technologies. ☐ ☐ ☐ ☐ ☐ ☐ ☐ 
 
Thank you for your time and participation in this survey. 
 
 
Please enter your email address below to be included in the draw to win a Google Nexus7 tablet valued 
at $249. 
 
Important notice: 
  
Your email address will be used to draw the prize, but will be removed from the data file containing your 
responses to the survey questions before the file is sent to researchers for analysis. 
 
Only de-identified responses will be made available to the researchers. 
 
 
Email address  
 
  
  
381 
 
Appendix 6.2. Preview of email invitation letter 
 
  
 
   
Dear [respondents First Name | Last Name], 
[Respondents Position] at [Company] 
As a manager or practitioner involved in human resource (HR) management processes of your company, you have 
been cordially invited to participate in the attached survey as a part of my doctoral research. 
The research aims at investigating the current status of the use of Social Network Websites as recruitment tools 
within Australian firms. The outcomes of this study will improve our understanding of what makes Social Network 
Websites successful tools to attract and recruit talent.   
This survey will take approximately 15 to 20 minutes to complete. Completion of the survey is voluntary; and your 
responses will be completely anonymous and treated with strict confidentiality (see below for reference to the 
ethical conduct of this research project). Please note that you may withdraw from participation at any time. 
As an incentive, we are offering a prize for your time in completing this survey. Completion of the survey entitles 
you to enter into a draw to win a Google Nexus7 tablet valued at $249. Please complete this survey before 20 Sep 
2013 to be eligible for the prize draw. 
To complete the survey please click on the link below: 
[Survey Link] 
Or copy and paste the URL below into your internet browser: 
[Survey URL] 
Once you click on the link, you will be redirected to a new window with a brief instruction to complete the survey 
as well as an option to read the Plain Language Statement related to this research project. 
Please note that only a small sample of respondents have been selected to receive this survey, so your feedback 
is extremely vital to the outcomes of this study. 
Thank you very much in advance for your time and participation. We greatly appreciate your prompt response. 
Please direct all your questions to Researcher Full Name (contact details provided below):  
Yours sincerely, 
Researcher Full Name 
PhD Candidate, Department of Management 
Deakin Business School | Deakin University 
  70 Elgar Road, Deakin University, Melbourne Burwood Campus, VIC 3125, Australia 
  +61 3 9244 #### | +61 452 ### ###   
  ####@deakin.edu.au 
   au.linkedin.com/in/####/ 
Further Information: 
This survey is being administered by Researcher full name – and supervised by Dr ### ###, Dr ### ### and Professor ### 
### – as a part of a PhD program at the Deakin Graduate School of Business, Deakin University. 
This project has been carried out according to the National Statement on Ethical Conduct in Human Research (2007). The 
ethics aspects of this research project have been approved by the Human Research Ethics Committee of Deakin 
University. Ethics ID number for this project is [BL-EC 37-12]. 
Follow the link to opt out of future emails: [Opt-out Link | Click here to unsubscribe] 
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Appendix 6.3.a. Ethics approval letter 
 
27 August 2012  
 
Dear Researcher’s Name, 
Project : BL-EC 37-12  
Factors Influencing the Adoption of Social Network Websites as Recruitment Tools 
 
Thank you for submitting the above project for consideration by the Faculty Human Ethics 
Advisory Group (HEAG). The HEAG recognised that the project complies with the National 
Statement on Ethical Conduct in Research Involving Humans (2007) and has approved it. You 
may commence the project upon receipt of this communication. 
The approval period is for four years. It is your responsibility to contact the Faculty HEAG 
immediately should any of the following occur: 
x Serious or unexpected adverse effects on the participants 
x Any proposed changes in the protocol, including extensions of time 
x Any changes to the research team or changes to contact details 
x Any events which might affect the continuing ethical acceptability of the project 
x The project is discontinued before the expected date of completion. 
You will be required to submit an annual report giving details of the progress of your research. 
Failure to do so may result in the termination of the project. Once the project is completed, you 
will be required to submit a final report informing the HEAG of its completion. 
Please ensure that the Deakin logo is on the Plain Language Statement and Consent 
Forms. You should also ensure that the project ID is inserted in the complaints clause on 
the Plain Language Statement, and be reminded that the project number must always be 
quoted in any communication with the HEAG to avoid delays. All communication should be 
directed to: katrina.fleming@deakin.edu.au 
The Faculty HEAG and/or Deakin University Human Research Ethics Committee (HREC) may 
need to audit this project as part of the requirements for monitoring set out in the National 
Statement on Ethical Conduct in Research Involving Humans (2007). 
If you have any queries in the future, please do not hesitate to contact me. 
We wish you well with your research. 
Kind regards, 
Katrina Fleming 
B & L HEAG Secretaria 
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Appendix 6.3.b. Plain Language Statement for web-based survey 
 
 
 
PLAIN LANGUAGE STATEMENT AND CONSENT FORM 
 
TO:  Participant in the Survey  
 
 
Plain Language Statement  
Date:  July 2013 
Full Project Title:   Factors Influencing the Adoption of Social Network Websites 
as Recruitment Tools 
Principal Researcher:  Dr Main Supervisor Name 
Student Researcher:  Mr PhD Candidate Name 
Associate Researcher(s): Dr Associate supervisor Name 
 
 
Dear Sir/Madam, 
You are invited to take part in a research project that investigates the determinants of successful 
adoption and use of Social Network Websites as recruitment tools. The research is being 
undertaken as a part of the PhD program and is supported by the Graduate School of Business, 
Deakin University. 
The results of this study will contribute to a better understanding of 
behavioral/organizational/technical requirements that may need to be met before an 
organization decide to use Social Network Websites as a method to identify, attract and recruit 
potential job candidates. 
As a manager/key HR informant with the responsibility of making decisions about recruitment 
and use of recruitment methods in your company, you have been selected to participate in this 
research project, and provide your perception and views on the statements outlined in the 
enclosed survey questionnaire (Please see the link).  
Note that, your participation in this project is completely voluntary and if you do not wish to take 
part you are not obliged to.  
Upon opening the questionnaire link and after reading this Plain Language Statement, you will be 
asked to consent to proceed to answer the questions. At the bottom of the window, you may 
choose to either participate in or withdraw from the project. Please note that you may withdraw 
from participation at any time during answering the survey questions. 
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By choosing to participate in the research you will access a set of questions which asks you about 
your overall perception on the use of Social Network Websites as recruitment tools in your 
organizations. The questionnaire would take up to 20 minutes of your time to complete. When 
you have completed the survey, please click on the “Finish” button in order to submit your 
responses. 
All the resulting data from the survey will be stored securely on a password-protected portable 
hard drive which will be kept safely in a locked cabinet at Deakin University for a period of five 
years after final thesis publication. After this point all the data will be destroyed. 
The findings of this study will be published as a part of PhD thesis, as well as in academic journal 
articles, and in conference papers. Please note that, no identifiable data of the participant will be 
either collected or published in any format. 
If you wish to access the results of this study, the following web page will be created with the 
summary of research findings: 
http://www.deakin.edu.au/research/admin/pubs/reports/database/dynamic/output/person/pe
rson.php?person_code=kashiki&cat_code= 
Ethical Guidelines 
This project will be carried out according to the National Statement on Ethical Conduct in Human 
Research (2007) produced by the National Health and Medical Research Council of Australia. This 
statement has been developed to protect the interests of people who agree to participate in 
human research studies. The ethics aspects of this research project have been approved by the 
Human Research Ethics Committee of Deakin University. 
Complaints 
If you have any complaints about any aspect of the project, the way it is being conducted or any 
questions about your rights as a research participant, then you may contact:   
The Manager, Research Integrity, Deakin University, 221 Burwood Highway, Burwood Victoria 
3125, Telephone: 9251 7129, Facsimile: 9244 6581;  
research-ethics@deakin.edu.au  Please quote project number [BL-EC 37-12]. 
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Appendix 6.3.c. Plain Language Statement for Interviews 
 
 
 
PLAIN LANGUAGE STATEMENT AND CONSENT FORM 
 
TO:  Interview Participant  
 
 
Plain Language Statement  
Date:  November 2012 
Full Project Title:   Factors Influencing the Adoption of Social Network Websites 
as Recruitment Tools 
Principal Researcher:  Dr Main Supervisor Name 
Student Researcher:  Mr PhD Candidate Name  
Associate Researcher(s): Dr Associate Supervisor Name 
 
 
Dear Sir/Madam, 
You are invited to take part in a research project that investigates the determinants of successful 
adoption and use of Social Network Websites as recruitment tools. The research is being 
undertaken as a part of a PhD program and is supported by the Graduate School of Business, 
Deakin University. 
The results of this study will contribute to a better understanding of 
behavioral/organizational/technical requirements that may need to be met before an 
organization decides to use Social Network Websites as a method to identify, attract and recruit 
potential job candidates. 
As a manager with the responsibility of making decisions about recruitment and the use of 
recruitment methods in your organization, you have been invited to share your experience and 
expertise as a part of contribution to this research project.  
Nonetheless, please note that your participation in this project is completely voluntary and if you 
do not wish to take part you are not obliged to. Once you have read this statement and agree to 
participate, please sign the attached consent form. You may keep the copy of this Plain language 
Statement. In case you decided not to participate, please complete the attached Withdrawal of 
Consent Form. 
With your consent, your participation in the project will involve in a face-to-face interview of 
approximately one hour. You may stop the interview at any time. You may also ask that any 
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information collected at your interview be destroyed and not used for the research up to the time 
of publication of the research results. A list of interview questions is enclosed. 
If it is possible, we wish to voice record the interview. If you wish otherwise, we will take hand 
written notes of the interview. All the resulted data from the interview will be stored securely on 
a password-protected portable hard drive which will be kept safely in a locked cabinet at Deakin 
University for a period of five years after final thesis publication. After this point all the data will 
be destroyed. 
The findings of this study will be published as a part of a PhD thesis, in academic journal articles, 
and in conference papers. Please note that, no identifiable data of the participants or their 
organisations will be either collected or published in any format. 
If you wish to access the results of this study, the following web page will be created with the 
summary of research findings: 
http://www.deakin.edu.au/research/admin/pubs/reports/database/dynamic/output/person/pe
rson.php?person_code=kashiki&cat_code= 
Ethical Guidelines 
This project will be carried out according to the National Statement on Ethical Conduct in Human 
Research (2007) produced by the National Health and Medical Research Council of Australia. This 
statement has been developed to protect the interests of people who agree to participate in 
human research studies. The ethics aspects of this research project have been approved by the 
Human Research Ethics Committee of Deakin University. 
Complaints 
If you have any complaints about any aspect of the project, the way it is being conducted or any 
questions about your rights as a research participant, you may contact:   
The Manager, Research Integrity, Deakin University, 221 Burwood Highway, Burwood Victoria 
3125, Telephone: 9251 7129, Facsimile: 9244 6581;  
research-ethics@deakin.edu.au  Please quote project number [BL-EC 37-12]. 
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Appendix 7.1. Percentage of cases with missing data on each metric variable 
 Missing Data   Missing Data   Missing Data 
Variable Number Percent  Variable Number Percent  Variable Number Percent 
prcmp1 3 .8  att5 16 4.1  carm5 Ǧ Ǧ 
prcmp2 3 .8  int1 13 3.3  rep1 Ǧ Ǧ 
prcmp3 3 .8  int2 13 3.3  rep2 Ǧ Ǧ 
apprd1 1 .3  int3 14 3.6  rep3 Ǧ Ǧ 
apprd2 1 .3  sp2 14 3.6  rep4 Ǧ Ǧ 
apprd3 1 .3  sp3 14 3.6  rep5 Ǧ Ǧ 
apprd4 1 .3  sp4 16 4.1  use9a Ǧ Ǧ 
prfe1 11 2.8  ca2 14 3.6  use1 Ǧ Ǧ 
prfe2 11 2.8  ca3 14 3.6  use2 Ǧ Ǧ 
prfe3 11 2.8  ca4 16 4.1  use3 Ǧ Ǧ 
prfe4 11 2.8  ec2 14 3.6  use4 Ǧ Ǧ 
effe1 14 3.6  ec3 14 3.6  use5 Ǧ Ǧ 
effe2 14 3.6  ec4 16 4.1  use6 Ǧ Ǧ 
effe3 15 3.8  ae2 14 3.6  use7 Ǧ Ǧ 
effe4 15 3.8  ae3 14 3.6  use8 6 1.5 
tms1 10 2.6  ae4 16 4.1  use9b Ǧ Ǧ 
tms2 10 2.6  time1 1 .3  inn1 15 3.8 
tms3 11 2.8  time2 1 .3  inn2 15 3.8 
tms4 10 2.6  time3 1 .3  inn3 15 3.8 
psc1 16 4.1  cost1 1 .3  inn4 15 3.8 
psc2 16 4.1  cost2 1 .3  adoption Ǧ Ǧ 
psc3 16 4.1  qual1 1 .3  institutionalisation Ǧ Ǧ 
psc4 16 4.1  qual2 1 .3  comprehensiveness 2 .5 
fcon1 14 3.6  qual3 1 .3  strategic orientation Ǧ Ǧ 
fcon2 15 3.8  qual4 1 .3  age 2 .5 
fcon3 14 3.6  qual5 1 .3  gender 1 .3 
fcon4 14 3.6  qual6 1 .3  size Ǧ Ǧ 
att1 16 4.1  carm1 Ǧ Ǧ  industry Ǧ Ǧ 
att2 16 4.1  carm2 Ǧ Ǧ  HR functional Orientation - - 
att3 16 4.1   carm3 Ǧ Ǧ      
att4 16 4.1  carm4 Ǧ Ǧ     
Note: Total number of missing data are 655 (1.86 percent) 
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Appendix 7.2. Expectation maximisation estimated means and standard deviations 
statistics 
 Estimated Means Estimated S.D.s 
  
Estimated Means Estimated S.D.s 
Variable All Values EM All Values EM Variable All Values EM All Values EM 
prcmp1 4.91 4.91 1.10 1.11 use9b 4.76 4.77 1.51 1.49 
prcmp2 4.90 4.90 1.10 1.10 sp2 5.18 5.17 1.15 1.14 
prcmp3 5.21 5.22 1.10 1.10 sp3 6.16 6.16 .84 .85 
apprd1 4.71 4.72 1.19 1.18 sp4 5.84 5.84 1.13 1.13 
apprd2 4.23 4.23 1.39 1.40 ca2 4.87 4.86 1.26 1.25 
apprd3 4.53 4.54 1.29 1.29 ca3 5.91 5.90 .98 .98 
apprd4 4.56 4.56 1.30 1.30 ca4 5.68 5.67 1.13 1.14 
prfe1 4.39 4.40 1.27 1.26 ec2 5.79 5.79 1.06 1.06 
prfe2 4.66 4.67 1.21 1.20 ec3 5.38 5.38 .97 .97 
prfe3 4.59 4.60 1.29 1.28 ec4 5.33 5.32 1.21 1.21 
prfe4 4.32 4.33 1.30 1.29 ae2 5.85 5.84 1.01 1.01 
effe1 4.06 4.06 1.33 1.34 ae3 5.51 5.51 .96 .96 
effe2 4.22 4.22 1.31 1.31 ae4 5.52 5.52 1.10 1.11 
effe3 4.49 4.49 1.18 1.18 time1 4.14 4.15 1.38 1.37 
effe4 4.73 4.73 1.07 1.08 time2 4.85 4.86 1.37 1.36 
tms1 4.41 4.41 1.42 1.43 time3 4.60 4.60 1.33 1.32 
tms2 4.20 4.20 1.45 1.45 cost1 4.68 4.69 1.46 1.45 
tms3 4.12 4.12 1.45 1.45 cost2 4.79 4.8 1.48 1.47 
tms4 4.06 4.07 1.50 1.49 qual1 5.30 5.31 1.21 1.19 
psc1 4.29 4.30 0.99 0.99 qual2 5.34 5.35 1.25 1.23 
psc2 4.47 4.48 1.11 1.09 qual3 4.80 4.81 1.38 1.37 
psc3 4.56 4.57 1.08 1.07 qual4 4.87 4.88 1.33 1.32 
psc4 4.57 4.58 1.14 1.13 qual5 4.70 4.72 1.36 1.35 
fcon1 4.73 4.72 1.50 1.50 qual6 4.77 4.78 1.25 1.24 
fcon2 4.56 4.55 1.41 1.40 carm1 5.43 5.44 1.20 1.18 
fcon3 4.22 4.21 1.65 1.65 carm2 5.15 5.16 1.16 1.14 
fcon4 4.83 4.82 1.55 1.55 carm3 4.45 4.46 1.32 1.31 
att1 5.02 5.03 1.26 1.25 carm4 5.02 5.03 1.20 1.19 
att2 5.21 5.23 1.17 1.15 carm5 4.97 4.98 1.12 1.10 
att3 5.21 5.23 1.21 1.19 rep1 5.20 5.21 1.20 1.18 
att4 5.36 5.37 1.10 1.09 rep2 4.83 4.84 1.20 1.18 
att5 5.30 5.32 1.15 1.12 rep3 5.02 5.03 1.23 1.22 
int1 5.35 5.36 1.28 1.28 rep4 4.89 4.91 1.20 1.18 
int2 5.37 5.39 1.32 1.29 rep5 4.89 4.90 1.28 1.27 
int3 5.25 5.27 1.34 1.33 inn1 5.32 5.31 1.04 1.04 
use9a 4.32 4.34 1.76 1.75 inn2 4.54 4.53 1.25 1.25 
use1 4.54 4.55 1.54 1.52 inn3 5.13 5.13 1.22 1.22 
use2 4.08 4.10 1.50 1.49 inn4 5.06 5.05 1.12 1.11 
use3 3.23 3.24 1.67 1.67 adoption 6.26 6.26 1.04 1.04 
use4 3.96 3.97 1.59 1.58 institutionalisation 4.99 4.98 .75 .75 
use5 5.00 5.01 1.51 1.51 comprehensiveness 5.68 5.68 1.20 1.20 
use6 4.56 4.58 1.64 1.63 strategic orientation 1.64 1.64 .74 .74 
use7 3.99 3.99 2.09 2.09 HR functional 
orientation 
1.15 1.15 .35 .35 
use8 4.89 4.88 1.43 1.43 
Note: Little's MCAR test: Chi-Square = 621.236, DF = 634, Sig. = .634. Standard Deviation (S.D.) 
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Appendix 7.3. Summary of the univariate and multivariate outliers examination 
Univariate Outliers* 
 
Multivariate Outliers** 
Variables Cases with standardised values exceeding ±3.29 
Cases with largest D2 values  
Case 
 
χ2 
prcmp1 48 51 147.38 
effe4 68, 97, 287 15 134.01 
psc1 51, 76, 97, 272 97 131.40 
psc3 15, 76, 97, 272 80 130.45 
att2 5, 15, 162, 272 168 130.28 
att3 5, 15, 162, 272  324 129.24 
att4 5, 162 317 127.31 
att5 5, 15, 162 7 124.45 
int1 5, 162, 239, 331  69 124.16 
int2 5, 15, 162, 272, 331 8 123.69 
sp2 103 287 121.46 
sp3 21, 158, 222, 351  351 120.97 
sp4 21, 69, 80, 168, 222, 277, 284, 289, 416 189 116.76 
ca3 21, 76, 103, 158, 222 95 115.59 
ec2 37, 158, 222, 277 313 115.34 
ec3 21, 158, 222, 277   
ec4 103, 222   
ae2 37, 158, 221   
ae3 218, 222, 395   
ae4 168, 218, 395   
qual1 5, 15, 19, 67, 142    
qual2 5, 15   
carm1 2, 5, 15, 331   
carm2 5, 15, 131   
carm4 5, 15, 51, 67, 68, 331   
carm5 5, 15, 331   
rep1 2, 5, 15, 48, 142, 331   
inn3 382   
institutionalisation 18, 62, 69, 129, 152, 189, 191, 214    
comprehensiveness 62, 377   
strategic orientation 34    
Notes: Only variables with univariate outliers are included in the table; Cases in italic are significant at p < .001; χ2 = 132.27(df = 86) 
* Cases in bold are univariate outliers on more than one variable. 
** Cases in bold are univariately and multivariately outliers. 
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Appendix 7.4.a. Test for univariate normality 
  
Skewness Std. Error of Skewness z Score* Kurtosis 
Std. Error of 
Kurtosis z Score* 
prcmp1 -.368 .126 -2.921 -.085 .251 -.339 
prcmp2 -.366 .126 -2.905 -.324 .251 -1.291 
prcmp3 -.617 .126 -4.897 .346 .251 1.378 
apprd1 -.297 .126 -2.357 -.085 .251 -.339 
apprd2 -.371 .126 -2.944 .223 .251 .888 
apprd3 -.442 .126 -3.508 -.043 .251 -.171 
apprd4 -.484 .126 -3.841 -.272 .251 -1.084 
prfe1 -.319 .126 -2.532 -.031 .251 -.124 
prfe2 -.458 .126 -3.635 .474 .251 1.888 
prfe3 -.482 .126 -3.825 .261 .251 1.040 
prfe4 -.304 .126 -2.413 -.064 .251 -.255 
effe1 -.319 .126 -2.532 .147 .251 .586 
effe2 -.420 .126 -3.333 .328 .251 1.307 
effe3 -.235 .126 -1.865 -.199 .251 -.793 
effe4 -.372 .126 -2.952 .544 .251 2.167 
tms1 -.480 .126 -3.810 -.372 .251 -1.482 
tms2 -.258 .126 -2.048 -.638 .251 -2.542 
tms3 -.216 .126 -1.714 -.418 .251 -1.665 
tms4 -.244 .126 -1.937 -.479 .251 -1.908 
psc1 .036 .126 .286 1.640 .251 6.534 
psc2 -.196 .126 -1.556 .691 .251 2.753 
psc3 -.279 .126 -2.214 .705 .251 2.809 
psc4 -.130 .126 -1.032 .525 .251 2.092 
fcon1 -.649 .126 -5.151 -.360 .251 -1.434 
fcon2 -.326 .126 -2.587 -.731 .251 -2.912 
fcon3 -.190 .126 -1.508 -.955 .251 -3.805 
fcon4 -.682 .126 -5.413 -.489 .251 -1.948 
att1 -.451 .126 -3.579 .278 .251 1.108 
att2 -.677 .126 -5.373 .985 .251 3.924 
att3 -.585 .126 -4.643 .515 .251 2.052 
att4 -.670 .126 -5.317 .797 .251 3.175 
att5 -.624 .126 -4.952 .636 .251 2.534 
int1 -.905 .126 -7.183 .834 .251 3.323 
int2 -1.030 .126 -8.175 1.011 .251 4.028 
int3 -.995 .126 -7.897 .949 .251 3.781 
sp2 -.435 .126 -3.452 .158 .251 .629 
sp3 -1.355 .126 -10.754 3.698 .251 14.733 
sp4 -1.441 .126 -11.437 2.900 .251 11.554 
ca2 -.365 .126 -2.897 -.042 .251 -.167 
ca3 -1.416 .126 -11.238 3.667 .251 14.610 
ca4 -.997 .126 -7.913 1.103 .251 4.394 
ec2 -.767 .126 -6.087 .703 .251 2.801 
ec3 -.632 .126 -5.016 .825 .251 3.287 
ec4 -1.064 .126 -8.444 1.453 .251 5.789 
ae2 -.888 .126 -7.048 1.179 .251 4.697 
ae3 -.950 .126 -7.540 1.194 .251 4.757 
ae4 -1.309 .126 -10.389 2.713 .251 10.809 
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use9a -.294 .175 -1.680 -1.092 .348 -3.138 
use1 -.448 .175 -2.560 -.302 .348 -.868 
use2 -.487 .175 -2.783 -.354 .348 -1.017 
use3 .190 .175 1.086 -1.065 .348 -3.060 
use4 -.416 .175 -2.377 -.639 .348 -1.836 
use5 -.505 .175 -2.886 -.654 .348 -1.879 
use6 -.502 .175 -2.869 -.485 .348 -1.394 
use7 -.068 .175 -.389 -1.363 .348 -3.917 
use8 -.728 .175 -4.160 -.184 .348 -.529 
use9b -1.133 .175 -6.474 .675 .349 1.934 
time1 -.199 .126 -1.579 -.486 .251 -1.936 
time2 -.629 .126 -4.992 .048 .251 .191 
time3 -.451 .126 -3.579 -.165 .251 -.657 
cost1 -.283 .126 -2.246 -.581 .251 -2.315 
cost2 -.558 .126 -4.429 -.345 .251 -1.375 
qual1 -1.058 .126 -8.397 1.668 .251 6.645 
qual2 -.788 .126 -6.254 .673 .251 2.681 
qual3 -.687 .126 -5.452 .144 .251 .574 
qual4 -.687 .126 -5.452 .231 .251 .920 
qual5 -.766 .126 -6.079 .280 .251 1.116 
qual6 -.647 .126 -5.135 .325 .251 1.295 
carm1 -1.195 .126 -9.484 1.708 .251 6.805 
carm2 -.862 .126 -6.841 1.111 .251 4.426 
carm3 -.445 .126 -3.532 -.109 .251 -.434 
carm4 -1.027 .126 -8.151 1.425 .251 5.677 
carm5 -.737 .126 -5.849 .892 .251 3.554 
rep1 -1.059 .126 -8.405 1.694 .251 6.749 
rep2 -.755 .126 -5.992 .632 .251 2.518 
rep3 -.841 .126 -6.675 .849 .251 3.382 
rep4 -.765 .126 -6.071 .962 .251 3.833 
rep5 -.796 .126 -6.317 .610 .251 2.430 
inn1 -.706 .126 -5.603 .670 .251 2.669 
inn2 .157 .126 1.246 -.399 .251 -1.590 
inn3 -.530 .126 -4.206 -.17 .251 -.677 
inn4 -.443 .126 -3.516 -.064 .251 -.255 
adoption -.679 .126 -5.389 -.864 .251 -3.442 
institutionalisation -2.182 .126 -17.317 6.368 .251 25.371 
comprehensiveness -1.581 .126 -12.548 3.525 .251 14.044 
strategic orientation -.827 .126 -6.563 .461 .251 1.837 
* Values in bold are significant at p < .001. Values in red exceed the cut-off value of ± 10.00 suggested by Kline (2010) and thus, 
indicate severe univariate kurtosis. 
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Normal P-P plot for sp3 Normal P-P plot for sp4 
Normal P-P plot for ca3 Normal P-P plot for ae4 
Normal P-P plot for institutionalisation Normal P-P plot for comprehensiveness 
Appendix 7.4.b. Normal P-P plots for selected metric variables 
Plot of univariate distribution  Cumulative normal distribution  
  
393 
 
Appendix 7.4.c. Assessment of univariate and multivariate normality using AMOS 
Model 1  Model 2 
Variable skew c.r. kurtosis* c.r.  Variable skew c.r. kurtosis* c.r. 
prcmp1 -.36 -2.87 -.08 -.348  use9b -1.12 -6.36 .63 1.77 
prcmp2 -.36 -2.86 -.33 -1.335  use1 -.46 -2.59 -.29 -.82 
prcmp3 -.59 -4.64 .31 1.21  use2 -.48 -2.69 -.38 -1.07 
apprd1 -.31 -2.47 -.08 -.33  use4 -.41 -2.29 -.65 -1.85 
apprd2 -.34 -2.66 .16 .63  use5 -.51 -2.91 -.65 -1.85 
apprd3 -.45 -3.56 -.06 -.23  use6 -.49 -2.77 -.51 -1.44 
apprd4 -.46 -3.62 -.33 -1.29  use7 -.08 -.44 -1.36 -3.84 
prfe1 -.29 -2.26 -.07 -.29  use8 -.71 -4.04 -.22 -.62 
prfe3 -.45 -3.57 .24 .95  time1 -.02 -.09 -.51 -1.45 
prfe4 -.28 -2.21 -.07 -.27  time2 -.60 -3.38 .33 .93 
effe1 .32 2.48 .16 .64  time3 -.50 -2.85 -.09 -.24 
effe2 .38 2.98 .24 .94  cost1 -.41 -2.34 -.61 -1.73 
effe3 .20 1.59 -.26 -1.03  cost2 -.58 -3.29 -.44 -1.25 
effe4 .35 2.78 .49 1.93  qual1 -.88 -4.99 1.85 5.22 
tms1 -.46 -3.64 -.38 -1.50  qual2 -.91 -5.16 .94 2.66 
tms2 -.25 -1.97 -.65 -2.57  qual3 -.57 -3.22 -.05 -.15 
tms3 -.19 -1.50 -.42 -1.67  qual4 -.60 -3.36 .16 .46 
tms4 -.24 -1.88 -.48 -1.87  qual5 -.68 -3.87 .38 1.07 
psc1 .03 0.27 1.57 6.19  qual6 -.55 -3.14 .32 .89 
psc2 -.18 -1.45 .72 2.83  carm2 -.79 -4.46 .91 2.58 
psc3 -.28 -2.20 .70 2.75  carm4 -.86 -4.88 1.46 4.13 
psc4 -.16 -1.26 .53 2.08  carm5 -.47 -2.64 .51 1.43 
fcon1 -.65 -5.14 -.34 -1.33  rep1 -.75 -4.25 1.38 3.89 
fcon2 -.33 -2.56 -.74 -2.91  rep2 -.50 -2.80 .01 .02 
fcon3 -.19 -1.46 -.95 -3.73  rep4 -.43 -2.44 .20 .57 
fcon4 -.68 -5.33 -.50 -1.97  rep5 -.59 -3.31 .34 .96 
att1 -.44 -3.46 .28 1.08  Controls 
att2 -.69 -5.40 1.02 4.01  age -.60 -3.37 -0.89 -2.51 
att3 -.59 -4.66 .54 2.12  gender -.63 -3.59 -1.60 -4.52 
att4 -.65 -5.11 .77 3.04  HR functional 
orientation 
1.19 6.71 -0.51 -1.67 
att5 -.64 -5.01 .69 2.72      
int1 -.85 -6.69 .66 2.61       
int2 -1.03 -8.07 1.00 3.93       
int3 -.98 -7.71 .90 3.53       
sp4 -1.45 -11.40 2.94 11.57       
ca2 -.31 -2.44 -.15 -.58       
ca3 -1.42 -11.20 3.83 15.10       
ca4 -.97 -7.60 1.07 4.20       
ae3 -.94 -7.40 1.14 4.50       
ae4 -1.29 -10.14 2.60 10.23       
ec3 -.63 -4.93 .78 3.06       
adoption -.70 -5.48 -.84 -3.29       
Controls       
inn1 -0.71 -5.58 0.67 2.63       
inn2 0.14 1.14 -0.40 -1.58       
inn3 -0.52 -4.08 -0.18 -0.70       
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inn4 -0.45 -3.51 -0.10 -0.37       
age -0.77 -6.09 -0.52 -2.05       
gender -0.53 -4.21 -1.72 -6.75       
institutionalisation -2.16 -17.03 6.20 24.41       
comprehensiveness -1.56 -12.27 3.40 13.39       
strategic orientation -0.83 -6.55 0.46 1.81       
size -0.90 -7.12 -0.57 -2.23       
Industry -.269 -2.36 -1.309 -5.19       
Multivariate Normality 349.911 44.194**     105.456 17.230** 
Notes: c.r. = critical ratio  
* Values ≥ 7.00 are indicative of early departure from univariate normality (i.e., univariate kurtosis).  
** Values ≥ 5.00 are indicative of early departure from multivariate normality (i.e., multivariate kurtosis). 
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Appendix 7.5. Bivariate Scatter-Plots for selected metric variables 
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Appendix 7.5. Cont’d 
Note: An oval shape of scatterplots indicates that the two variables are normally distributed and 
linearly related 
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Appendix 7.6. Test for homoscedasticity 
 Nonmetric/Categorical Variable(s) 
Metric Variable(s) 
Age Gender Organisation Size Industry Sector 
HR functional 
orientation 
Levene 
Stat. Sig. 
Levene 
Stat. Sig. 
Levene 
Stat. Sig. 
Levene 
Stat. Sig. 
Levene 
Stat. Sig. 
Levene 
Stat. Sig. 
prcmp1 .41 .84 1.13 .29 .46 .63 2.31 .10 1.26 .29 .59 .44 
prcmp2 .74 .59 1.63 .20 .49 .62 2.75 .07 1.38 .24 3.37 .07 
prcmp3 1.06 .38 2.25 .14 .80 .45 .12 .89 .82 .52 1.59 .21 
apprd1 3.03 .01 .03 .86 .53 .59 1.00 .37 .83 .51 3.29 .07 
apprd2 .12 .99 .01 .91 .96 .39 .10 .91 1.05 .38 1.43 .23 
apprd3 .75 .59 .87 .35 .80 .45 .22 .80 .40 .81 1.11 .29 
apprd4 1.32 .26 .60 .44 .03 .98 1.01 .37 .65 .63 3.89 .05 
prfe1 1.18 .32 .52 .47 .47 .63 2.04 .13 1.99 .10 .25 .62 
prfe2 .56 .73 .63 .43 .23 .80 1.72 .18 .48 .75 2.95 .09 
prfe3 .80 .55 1.25 .27 .61 .55 2.58 .08 .75 .56 6.15 .01 
prfe4 1.00 .42 .58 .45 1.12 .33 3.56 .03 4.47 .00 1.20 .27 
effe1 .74 .59 .00 .98 .17 .84 .02 .98 .35 .85 .10 .76 
effe2 .65 .66 .01 .92 .71 .49 1.20 .30 .25 .91 .07 .79 
effe3 .93 .46 3.62 .06 .36 .70 .43 .65 .23 .92 .25 .62 
effe4 .47 .80 .11 .74 1.75 .18 .86 .42 .51 .73 .04 .85 
tms1 .75 .59 .32 .57 .43 .65 .37 .69 1.92 .11 2.75 .10 
tms2 1.11 .36 1.38 .24 .51 .60 .67 .51 7.29 .00 .22 .64 
tms3 .28 .93 .53 .47 1.23 .30 .56 .57 4.83 .00 1.34 .25 
tms4 .56 .73 .32 .58 .06 .94 .09 .92 3.76 .01 1.90 .17 
psc1 .21 .96 .06 .80 1.01 .37 .06 .95 2.01 .09 .16 .69 
psc2 .21 .96 .28 .60 .13 .88 .71 .49 1.75 .14 .28 .60 
psc3 .28 .92 1.53 .22 .21 .81 .50 .61 1.03 .39 2.12 .15 
psc4 .72 .61 1.22 .27 .16 .86 .28 .76 .57 .69 2.81 .10 
fcon1 .41 .84 .92 .34 .00 1.00 .67 .51 .31 .87 7.88 .01 
fcon2 .66 .65 .61 .44 .93 .40 .13 .88 .97 .43 2.14 .15 
fcon3 1.17 .32 3.45 .07 .26 .77 .25 .78 1.29 .28 .02 .90 
fcon4 .78 .57 .07 .80 .03 .97 1.30 .28 1.31 .27 .79 .38 
att1 .50 .78 .18 .67 1.54 .22 .60 .55 .36 .84 .58 .45 
att2 1.49 .20 .05 .82 1.37 .26 .18 .83 .67 .61 .13 .72 
att3 1.25 .29 .29 .59 .49 .61 .73 .48 .33 .86 .25 .62 
att4 1.15 .33 .93 .34 .01 1.00 .70 .50 1.10 .36 2.32 .13 
att5 2.36 .04 .00 .97 .36 .70 .12 .89 1.00 .41 1.19 .28 
int1 .42 .84 .76 .38 .57 .57 1.18 .31 1.36 .25 1.89 .17 
int2 .55 .74 .63 .43 .16 .85 .57 .57 .54 .71 5.45 .02 
int3 .93 .47 .00 .98 .03 .97 .12 .89 .54 .70 .93 .34 
use9a .81 .55 3.15 .08 .40 .67 1.66 .19 1.87 .12 .53 .47 
use1 1.25 .29 .01 .91 3.14 .05 2.57 .08 .65 .63 .82 .37 
use2 1.06 .38 .47 .49 .96 .39 1.86 .16 3.00 .02 4.57 .03 
use3 .53 .76 .36 .55 .65 .52 1.33 .27 2.83 .03 .00 .97 
use4 2.46 .03 2.39 .12 1.15 .32 2.36 .10 1.66 .16 .97 .33 
use5 1.08 .37 1.86 .18 .09 .92 .31 .73 3.43 .01 .67 .41 
use6 .94 .46 1.21 .27 1.43 .24 .01 .99 1.01 .41 .37 .54 
use7 1.15 .33 .42 .52 .39 .68 .77 .46 .71 .58 .20 .65 
use8 .53 .75 .00 1.00 .76 .47 2.71 .07 2.01 .10 1.11 .29 
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use9b 1.21 .31 .21 .65 .90 .41 2.70 .07 1.22 .31 .44 .51 
sp1 .75 .59 .00 .97 .26 .77 1.05 .35 .97 .42 .08 .78 
sp2 2.39 .04 .78 .38 .17 .85 .37 .69 .85 .50 1.88 .17 
sp3 1.10 .37 .06 .80 2.03 .13 .38 .69 .84 .50 .53 .47 
sp4 .54 .75 .24 .63 .64 .53 1.82 .16 .75 .56 .19 .66 
ca1 1.22 .30 .59 .44 1.85 .16 1.44 .24 2.43 .05 6.30 .01 
ca2 .45 .81 .00 .96 .08 .92 .38 .68 .91 .46 1.03 .31 
ca3 .68 .64 .00 .95 2.07 .13 1.22 .30 1.36 .25 .33 .57 
ca4 .46 .80 3.74 .06 1.25 .29 1.33 .27 2.47 .04 .10 .76 
ec1 .84 .53 .08 .78 .25 .78 .32 .73 1.75 .14 .17 .68 
ec2 1.47 .20 .18 .68 .68 .51 1.27 .28 .40 .81 .67 .42 
ec3 1.22 .30 .09 .77 .57 .57 .52 .60 .39 .82 .12 .73 
ec4 .92 .47 .19 .66 1.69 .19 .08 .92 .46 .77 .19 .66 
ae1 .79 .56 2.87 .09 .59 .56 .24 .79 .86 .49 .61 .44 
ae2 .63 .68 .20 .66 2.51 .08 4.95 .01 .34 .85 .06 .80 
ae3 .31 .90 .93 .34 .72 .49 2.01 .14 2.45 .05 7.91 .01 
ae4 .11 .99 .06 .80 .86 .42 .93 .40 4.23 .00 3.59 .06 
time1 .82 .54 .47 .50 .48 .62 1.14 .32 .67 .61 .56 .45 
time2 .43 .83 .21 .65 3.28 .04 1.94 .15 1.42 .23 2.74 .10 
time3 .32 .90 1.46 .23 .25 .78 3.17 .04 1.53 .19 .02 .89 
cost1 .30 .91 .20 .66 2.26 .11 5.05 .01 2.26 .06 .10 .75 
cost2 1.89 .10 .46 .50 .46 .63 .38 .69 1.77 .13 .49 .49 
qual1 1.28 .28 .22 .64 .99 .38 1.28 .28 .30 .88 .01 .93 
qual2 1.02 .41 .01 .93 .43 .65 .55 .58 .54 .71 .43 .51 
qual3 1.34 .25 1.08 .30 .40 .67 3.16 .04 1.48 .21 2.21 .14 
qual4 .16 .98 .29 .59 1.34 .26 1.99 .14 1.18 .32 .02 .89 
qual5 .63 .68 2.12 .15 .13 .88 4.87 .01 2.30 .06 .66 .42 
qual6 .32 .90 .01 .93 .88 .42 .88 .42 .27 .90 .54 .46 
carm1 1.04 .39 .00 1.00 1.82 .17 2.52 .08 1.85 .12 1.62 .20 
carm2 1.86 .10 .55 .46 1.32 .27 1.65 .19 .59 .67 .00 .98 
carm3 .38 .86 .34 .56 .23 .79 .52 .59 .89 .47 .10 .76 
carm4 1.56 .17 1.04 .31 .25 .78 1.30 .28 1.70 .15 .02 .90 
carm5 .64 .67 .13 .72 .68 .51 .32 .73 1.51 .20 .01 .92 
rep1 .95 .45 1.63 .20 2.67 .07 .29 .75 1.34 .26 .12 .73 
rep2 .56 .73 5.71 .02 .73 .48 .56 .58 3.34 .01 .70 .40 
rep3 .27 .93 .00 .99 .83 .44 .55 .58 1.63 .17 .00 .98 
rep4 1.07 .38 1.52 .22 .03 .97 .04 .96 3.72 .01 .29 .59 
rep5 .30 .91 1.41 .24 .45 .64 1.22 .30 2.92 .02 .02 .88 
inn1 .79 .56 .35 .56 .00 1.00 3.83 .02 .71 .59 2.25 .13 
inn2 .62 .68 .51 .48 .73 .48 .13 .88 .37 .83 1.46 .23 
inn3 .69 .63 2.99 .09 .64 .53 2.81 .06 .65 .63 1.47 .23 
inn4 .51 .77 .01 .95 .95 .39 3.79 .02 1.08 .37 .35 .56 
adoption .37 .87 .67 .42 1.41 .25 1.43 .24 4.53 .00 3.43 .07 
institutionalisation .85 .51 1.02 .31 1.02 .36 1.09 .34 1.63 .17 1.72 .19 
comprehensiveness 2.09 .07 .20 .66 .48 .62 5.27 .01 1.58 .18 4.02 .05 
strategic orientation 3.29 .00 .08 .78 .88 .42 .93 .40 .83 .51 4.03 .05 
Notes: Levene statistic and its corresponding significance level represent the dispersion of variance for each metric variable across 
nonmetric levels of nonmetric study variables; Values in bold are significant at the p ≥ .050 level. 
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Appendix 7.7. Controlling for the effects of method bias using ‘common latent factor 
method’ approach for Model 1 and Model 2  
Note: CLF = Common Latent Factor 
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Appendix 7.8. Estimation of effects of method bias on measurement parameters 
Standardised regression weights for Measurement Model 1  
Regression Path Estimate (CLF included) 
 
Estimate (CLF excluded) 
 
Difference 
prcmp1 ← PC .737 .866 .129 
prcmp2 ← PC .756 .851 .095 
prcmp3 ← PC .708 .839 .131 
apprd1 ← AR .680 .818 .138 
apprd2 ← AR .642 .715 .073 
apprd3 ← AR .703 .800 .097 
apprd4 ← AR .639 .768 .129 
prfe1 ← PE .675 .826 .151 
prfe3 ← PE .786 .888 .102 
prfe4 ← PE .779 .894 .115 
effe1 ← EE .707 .805 .098 
effe2 ← EE .664 .832 .168 
effe3 ← EE .398 .747 .349 
effe4 ← EE .440 .752 .312 
psc1 ← PSC .670 .732 .062 
psc2 ← PSC .896 .918 .022 
psc3 ← PSC .865 .913 .048 
psc4 ← PSC .924 .960 .036 
fcon1 ← FC .492 .690 .198 
fcon2 ← FC .192 .780 .588 
fcon3 ← FC .358 .704 .346 
fcon4 ← FC .625 .770 .145 
tms1 ← TMS .546 .768 .222 
tms2 ← TMS .543 .839 .296 
tms3 ← TMS .765 .948 .183 
tms4 ← TMS .751 .938 .187 
att1 ← ATT .752 .878 .126 
att2 ← ATT .849 .908 .059 
att3 ← ATT .856 .964 .108 
att4 ← ATT .791 .897 .106 
att5 ← ATT .799 .916 .117 
int1 ← INT .671 .852 .181 
int2 ← INT .826 .943 .117 
int3 ← INT .834 .948 .114 
ae3 ← AE .792 .788 -.004 
ae4 ← AE .679 .681 .002 
ec3 ← AE .579 .590 .011 
ca2 ← SP .482 .650 .168 
ca3 ← SP .686 .691 .005 
ca4 ← SP .697 .769 .072 
sp4 ← SP .610 .736 .126 
Measurement Model 2  
use9b ← USE .861 
  
.845 
  
.016 
use1 ← USE .669 .709 -.040 
use2 ← USE .696 .728 -.032 
use4 ← USE .602 .647 -.045 
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use5 ← USE .552 .651 -.099 
use6 ← USE .671 .697 -.026 
use7 ← USE .580 .634 -.054 
use8 ← USE .713 .705 .008 
time1 ← TIME .552 .613 -.061 
time2 ← TIME .733 .748 -.015 
time3 ← TIME .854 .834 .020 
cost1 ← COST .867 .918 -.051 
cost2 ← COST .845 .865 -.020 
qual1 ← QUAL .658 .716 -.058 
qual2 ← QUAL .731 .737 -.006 
qual3 ← QUAL .878 .879 -.001 
qual4 ← QUAL .803 .821 -.018 
qual5 ← QUAL .734 .697 .037 
qual6 ← QUAL .743 .745 -.002 
carm2 ← CaRM .831 .869 -.038 
carm4 ← CaRM .833 .789 .044 
carm5 ← CaRM .780 .801 -.021 
rep1 ← REPUT .555 .757 -.202 
rep2 ← REPUT .742 .848 -.106 
rep4 ← REPUT .747 .868 -.121 
rep5 ← REPUT .676 .794 -.118 
Notes: Perceived Complementarity (PC), Applicant Readiness (AR), Performance Expectancy (PE), Effort Expectancy 
(EE), Perceived Success of Competitors (PSC), Facilitating Conditions (FC), Top Management Support (TMS), 
Attitude (ATT), Intentions (INT), Administrative Expert (AE), Strategic Partner (SP), Extent of Use (USE), 
Time to Fill (TIME), Cost per Hire (COST), Recruitment Quality (QUAL), Candidate Relationship Management 
(CaRM), Employer Reputation (REPUT).  
Values in bold represent a large effect of method bias. 
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Appendix 8.1. Initial test of reliability 
Construct Cronbach's Alpha Item 
Item-Total Statistics 
Inter-item Correlation Matrix Corrected 
Item-Total 
Correlation 
Alpha if 
Item 
Deleted 
Perceived 
Complementarity 
.888 prcmp1 .80 .826 Ǧ          
 prcmp2 .79 .830 .76 Ǧ         
  prcmp3 .75 .864 .71 .70 Ǧ        
Applicant 
Readiness 
.858 apprd1 .72 .811 Ǧ          
 apprd2 .68 .830 .59 Ǧ         
 apprd3 .74 .802 .67 .61 Ǧ        
  apprd4 .67 .831 .58 .55 .61 Ǧ       
Performance 
Expectancy 
.913 prfe1 .80 .888 Ǧ          
 prfe2 .76 .901 .72 Ǧ         
 prfe3 .81 .886 .69 .69 Ǧ        
  prfe4 .84 .875 .76 .68 .80 Ǧ       
Effort 
Expectancy 
.866 effe1 .73 .822 Ǧ          
 effe2 .75 .815 .71 Ǧ         
 effe3 .69 .841 .59 .59 Ǧ        
  effe4 .70 .837 .58 .62 .61 Ǧ       
Top 
Management 
Support 
.932 tms1 .77 .933 Ǧ          
 tms2 .83 .917 .71 Ǧ         
 tms3 .89 .896 .73 .79 Ǧ        
  tms4 .88 .900 .72 .78 .89 Ǧ       
Perceived 
Success of 
Competitors 
.935 psc1 .73 .951 Ǧ          
 psc2 .90 .898 .73 Ǧ         
 psc3 .86 .910 .66 .83 Ǧ        
  psc4 .91 .896 .70 .88 .88 Ǧ       
Facilitating 
Conditions 
.824 fcon1 .63 .786 Ǧ          
 fcon2 .65 .780 .52 Ǧ         
 fcon3 .61 .798 .45 .54 Ǧ        
  fcon4 .71 .747 .62 .56 .56 Ǧ       
Attitude .961 att1 .85 .960 Ǧ          
 att2 .89 .953 .81 Ǧ         
 att3 .94 .945 .85 .87 Ǧ        
 att4 .89 .953 .77 .81 .87 Ǧ       
  att5 .91 .950 .79 .83 .88 .88 Ǧ      
Intention .936 int1 .81 .950 Ǧ          
 int2 .90 .885 .79 Ǧ         
  int3 .90 .881 .79 .90 Ǧ        
Strategic Partner .694 sp2 .51 .666 Ǧ          
 sp3 .59 .548 .45 Ǧ         
  sp4 .51 .602 .38 .52 Ǧ        
Change Agent .738 ca2 .53 .712 Ǧ          
 ca3 .58 .647 .45 Ǧ         
  ca4 .60 .602 .48 .56 Ǧ        
Employee 
Champion 
.721 ec2 .50 .688 Ǧ          
 ec3 .59 .588 .45 Ǧ         
  ec4 .56 .618 .42 .54 Ǧ        
.575a ae2 .21b .715 Ǧ          
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Administrative 
Expert 
 ae3 .52 .268 .22c Ǧ         
  ae4 .55 .359 .16c .56 Ǧ        
Personal 
Innovativeness 
.871 inn1 .71 .840 Ǧ          
 inn2 .69 .850 .59 Ǧ         
 inn3 .73 .830 .61 .59 Ǧ        
  inn4 .78 .810 .66 .65 .7 Ǧ       
Extent of Use .893 use9a .73 .876 Ǧ          
 use1 .67 .880 .55 Ǧ         
 use2 .69 .879 .56 .71 Ǧ        
 use3 .39b .899 .23c .32 .30 Ǧ       
 use4 .61 .884 .53 .35 .40 .25c Ǧ      
 use5 .61 .884 .61 .52 .46 .10c .49 Ǧ     
 use6 .65 .881 .52 .51 .55 .31 .44 .43 Ǧ    
 use7 .57 .890 .49 .34 .38 .19c .46 .43 .42 Ǧ   
 use8 .69 .879 .65 .48 .50 .39 .48 .43 .48 .43 Ǧ  
  use9b .82 .870 .56 .62 .62 .54 .56 .55 .57 .57 .61 Ǧ 
Time to Fill .841 time1 .66 .819 Ǧ          
 time2 .74 .744 .63 Ǧ         
 time3 .71 .772 .59 .69 Ǧ        
Cost per Hire .869 cost1 .77 Ǧ Ǧ          
  cost2 .77 Ǧ .77 Ǧ         
Recruitment 
Quality 
.904 qual1 .68 .896 Ǧ          
 qual2 .69 .895 .65 Ǧ         
 qual3 .82 .874 .60 .61 Ǧ        
 qual4 .79 .880 .56 .61 .77 Ǧ       
 qual5 .70 .893 .49 .49 .66 .62 Ǧ      
  qual6 .75 .885 .54 .52 .71 .66 .67 Ǧ     
Candidate 
Relationship 
Management 
.865 carm1 .62 .853 Ǧ          
 carm2 .77 .817 .53 Ǧ         
 carm3 .62 .857 .56 .53 Ǧ        
 carm4 .73 .828 .50 .71 .49 Ǧ       
  carm5 .72 .830 .48 .72 .49 .68 Ǧ      
Employer 
Reputation 
.919 rep1 .82 .896 Ǧ          
 rep2 .76 .908 .67 Ǧ         
 rep3 .74 .911 .73 .56 Ǧ        
 rep4 .81 .899 .71 .75 .63 Ǧ       
  rep5 .84 .892 .75 .71 .72 .74 Ǧ      
Note: The deletion of items in bold improves the reliability of construct  
ᵃ Cronbach's alpha < .70 
ᵇ Items with an corrected item-total Correlation < .50 
ᶜ Items with inter-item correlations < .30 
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Appendix 8.2.a. Anti-image correlation matrix for Model 1 independent variables 
prcmp1 .84                                  
prcmp2 -.53 .85                              
prcmp3 -.28 -.32 .92                              
apprd1 -.23 .09 -.03 .92                             
apprd2 .08 .05 -.16 -.21 .86                              
apprd3 .01 -.05 -.01 -.33 -.24 .90                             
apprd4 .06 -.13 -.08 -.13 -.24 -.23 .93                            
tms1 -.08 .10 .01 .07 .01 -.04 -.02 .95                           
tms2 .06 -.10 .06 -.02 -.06 -.05 .03 -.23 .93                          
tms3 .08 -.02 -.07 -.02 .07 .01 -.04 -.17 -.26 .85                         
tms4 -.03 .04 .01 -.06 -.09 .05 .01 -.14 -.18 -.69 .87                        
psc1 .00 -.10 .06 -.01 -.04 -.20 .03 -.04 -.01 .06 -.10 .92                       
psc2 .01 .01 -.02 -.03 .02 .14 -.10 .01 .05 -.03 .01 -.35 .86                      
psc3 -.06 .03 -.01 .04 .05 -.08 -.08 .06 -.02 -.01 -.03 .02 -.23 .89                     
psc4 .01 .00 -.03 -.06 -.04 .01 .03 -.03 -.05 .08 -.03 -.08 -.51 -.53 .85                    
fcon1 -.01 .09 -.02 -.10 .00 .10 -.07 .02 -.15 .05 .00 -.07 .07 -.12 .08 .85                   
fcon2 -.15 .06 -.05 .05 -.02 -.09 -.01 -.09 -.07 .06 -.03 .04 .05 .08 -.09 -.18 .92                  
fcon3 .02 -.04 -.08 .00 .14 -.01 .02 .00 -.09 -.11 .06 .00 -.04 -.07 .05 -.05 -.21 .92                 
fcon4 -.03 .01 .03 .02 -.04 .07 .00 -.03 -.12 .01 .03 .05 -.03 -.03 .04 -.38 -.19 -.27 .86                
sp2 .04 -.01 .02 .07 .06 .01 -.06 -.01 .00 .11 -.11 -.03 .05 -.02 -.05 -.02 -.11 .02 -.05 .89               
sp3 -.16 .11 .04 -.02 -.10 -.01 .06 -.07 -.01 -.08 .08 .00 .02 -.04 .04 .11 .10 -.05 -.08 -.24 .83              
sp4 .04 -.06 .02 -.04 -.04 .01 .03 -.03 .10 -.02 .00 .09 -.02 .04 -.06 -.02 -.13 .00 -.05 .09 -.32 .85             
ca2 .07 -.06 .01 -.01 -.01 -.11 .06 .06 -.14 -.04 .09 -.01 .00 .06 -.04 -.01 -.12 -.07 .09 -.27 -.01 -.17 .89            
ca3 .11 -.03 -.05 -.06 -.01 -.01 .05 .01 .11 -.08 .04 -.02 .04 -.01 -.04 -.09 -.02 -.03 .13 -.08 -.25 .06 -.08 .85           
ca4 -.03 -.03 .06 -.01 .03 .04 -.03 -.04 .00 .02 -.04 .01 -.03 -.05 .09 .00 .01 .06 -.01 -.13 .05 -.31 -.17 -.33 .84          
ec2 -.07 .09 -.10 .00 -.02 .00 .02 -.02 .02 .00 -.01 .01 .08 .04 -.09 .10 .14 -.01 -.13 -.23 .12 -.03 -.20 -.07 .06 .84         
ec3 .01 .02 .00 .03 .08 .06 -.12 -.03 -.17 .06 .02 -.05 -.05 -.02 .06 .13 -.01 .06 -.02 -.02 -.08 -.13 -.04 -.21 .11 -.16 .81        
ec4 -.04 -.02 .01 .05 .03 .00 -.07 -.01 -.05 .00 -.02 -.01 -.07 -.01 .11 -.03 -.04 .01 .10 -.07 .01 -.09 .16 .00 -.25 -.19 -.27 .83       
ae3 -.02 .02 -.01 .03 -.05 .03 .06 .02 .06 -.07 .05 -.05 .06 -.07 -.02 .00 -.05 -.04 .01 .03 -.02 .12 .04 .11 -.07 -.06 -.36 .05 .60      
ae4 .12 -.12 .05 -.07 .01 -.01 .02 .03 -.02 .09 -.08 .17 -.06 .04 -.02 -.03 .02 .02 -.01 .01 -.01 .00 -.05 .00 .11 -.02 .00 -.27 -.48 .62     
inn1 -.10 .06 -.06 .01 .06 -.05 -.02 .02 .02 -.06 -.02 .02 .04 .03 -.08 -.04 .04 .01 -.10 -.01 .04 -.03 -.02 -.01 .03 .04 -.01 -.03 .03 .01 .91    
inn2 .07 -.05 .04 -.02 .12 -.01 -.16 .02 .01 .03 -.02 -.01 -.03 .05 .01 -.01 -.06 -.07 .08 -.03 -.02 .03 -.04 .01 .00 -.08 .11 -.03 -.09 .12 -.21 .86   
inn3 .01 -.01 .01 .03 -.11 .01 .04 -.03 .08 .03 -.03 .01 -.01 .02 -.02 .01 -.01 -.07 .04 .04 -.07 -.04 -.01 -.05 -.03 .05 .07 .03 -.11 .01 -.23 -.18 .85  
inn4 .07 -.07 .03 -.03 -.05 .06 .07 .01 .04 -.11 .09 -.08 .01 -.12 .07 -.03 -.10 .11 -.07 .03 .01 .06 -.01 .00 -.03 -.06 -.10 .05 .15 -.18 -.28 -.31 -.40 .81 
Notes: Italic values on diagonal are the Measures of Sampling Adequacy (MSA); Values off diagonal are the partial correlations; MSA values > .50 and partial correlation values < .70 are acceptable. 
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Appendix 8.2.b. Anti-image correlation matrix for Model 1 dependent variables 
prfe1 .95                
prfe2 -.28 .97               
prfe3 -.03 -.17 .94              
prfe4 -.39 -.05 -.49 .92             
effe1 .00 .07 .04 .00 .91            
effe2 -.03 .01 .06 -.03 -.46 .91           
effe3 -.02 .08 -.04 .10 -.21 -.16 .93          
effe4 .01 -.02 -.03 .00 -.14 -.24 -.30 .94         
att1 -.04 -.11 -.06 -.09 .02 .04 -.06 .08 .97        
att2 .03 .09 -.10 .02 .07 -.02 -.13 .01 -.23 .96       
att3 -.11 -.01 -.09 .07 -.01 -.01 .10 -.02 -.27 -.34 .95      
att4 .04 -.02 .11 -.09 .01 -.04 -.01 .04 -.02 -.10 -.31 .95     
att5 .02 -.04 -.03 -.02 -.07 .08 .01 .00 -.04 -.16 -.24 -.42 .96    
int1 -.11 -.05 -.09 .09 -.09 .08 .07 .02 -.04 .09 .00 -.12 -.10 .97   
int2 -.02 -.10 -.04 .11 .09 -.03 -.03 .06 -.02 -.06 .10 -.04 -.09 -.16 .90  
int3 .04 -.03 .10 -.16 -.03 .01 .04 -.04 .07 -.06 -.14 .10 .04 -.26 -.71 .89 
 
Appendix 8.2.c. Anti-image correlation matrix for Model 2 independent variables 
use9a .88         
use1 -.11 .87        
use2 -.14 -.45 .89       
use4 -.15 .13 -.02 .93      
use5 -.31 -.18 .04 -.16 .91     
use6 -.10 -.08 -.16 -.08 -.02 .96    
use7 -.16 .10 .01 -.10 -.08 -.08 .92   
use8 -.38 -.01 -.03 -.08 .09 -.07 .00 .90  
use9b .12 -.23 -.17 -.23 -.13 -.14 -.30 -.27 .89 
 
Appendix 8.2.d. Anti-image correlation matrix for Model 2 dependent variables 
time1 .94                     
time2 -.28 .97                    
time3 -.15 -.17 .97                   
cost1 -.05 -.06 -.21 .91                  
cost2 -.27 .04 .01 -.55 .93                 
qual1 -.06 -.07 -.01 -.05 -.01 .97                
qual2 .20 -.15 -.22 .00 -.05 -.25 .96               
qual3 .15 -.04 -.21 -.18 -.04 -.05 -.02 .95              
qual4 -.13 -.03 -.04 .10 .00 .03 -.15 -.41 .96             
qual5 .06 -.09 .01 .00 -.04 .00 -.01 -.10 -.13 .96            
qual6 .00 .00 -.07 .13 -.19 -.07 .01 -.20 -.11 -.25 .97           
carm1 -.03 -.16 -.01 .03 -.04 -.20 -.07 -.01 -.07 .06 .03 .96          
carm2 -.01 -.01 -.06 -.05 .07 -.22 -.07 -.04 .00 -.04 .04 .04 .96         
carm3 -.10 -.01 -.11 -.11 .13 .10 .06 .04 -.03 -.10 -.10 -.13 -.06 .95        
carm4 -.03 .00 -.11 .10 -.04 .02 .05 -.11 .12 -.32 -.01 -.09 -.25 .05 .95       
carm5 -.01 -.04 -.03 .00 -.04 .00 -.03 .09 -.09 .09 -.07 .03 -.29 -.05 -.30 .96      
rep1 -.05 .08 .08 .02 .03 -.03 -.08 -.10 .00 .08 .02 -.30 -.01 .09 .01 -.03 .95     
rep2 .00 .02 .02 .03 -.11 .01 -.09 .12 -.08 -.05 .03 .06 -.26 .03 .10 -.04 -.15 .94    
rep3 .00 -.01 -.02 -.05 -.02 -.05 .04 .02 -.01 .01 -.01 -.15 .03 -.20 .05 -.02 -.29 .07 .96   
rep4 -.06 -.08 .05 .11 -.03 .01 .07 -.09 .03 -.04 -.03 .09 -.05 -.04 -.10 -.04 -.19 -.34 -.08 .96  
rep5 .06 .06 .05 -.01 -.01 -.03 -.02 .03 -.02 .03 -.04 .00 .04 -.31 -.09 .03 -.23 -.25 -.21 -.19 .95 
Notes: Italic values on diagonal are the Measures of Sampling Adequacy (MSA); Values off diagonal are the partial correlations. 
MSA values > .50 and partial correlation values < .70 are acceptable. 
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Appendix 8.3.a. The pattern matrix for Model 1 independent variables 
(1st iteration)  
  
Factor 
1 2 3 4 5 6 7 8 
prcmp1 .016 -.035 -.027 .867 -.014 .065 .049 .017 
prcmp2 .017 -.018 .059 .865 -.014 -.056 -.016 .007 
prcmp3 .043 .037 .005 .700 -.054 .022 .006 .142 
apprd1 .074 .047 .009 .128 -.008 .033 .020 .662 
apprd2 -.016 .025 .003 -.050 -.006 -.008 -.019 .784 
apprd3 -.007 -.009 -.019 .057 .052 -.013 .022 .807 
apprd4 .150 .037 .019 .129 .006 .012 -.044 .559 
tms1 -.010 .713 -.025 -.014 .073 .102 .015 .016 
tms2 .023 .708 -.082 -.016 .006 .246 -.061 .081 
tms3 -.030 .988 .084 .010 -.039 -.054 .039 -.016 
tms4 .059 .950 .025 -.007 -.053 -.056 .014 .039 
psc1 .640 .082 .038 .026 .008 -.072 .046 .165 
psc2 .949 -.004 -.001 .010 -.006 -.046 -.004 -.043 
psc3 .898 -.006 .012 .016 -.002 .072 -.026 -.006 
psc4 .959 -.031 -.007 .003 .011 .016 .003 .007 
fcon1 -.009 .006 .054 -.066 -.027 .724 .018 .081 
fcon2 -.044 .045 .088 .131 .172 .585 -.007 .080 
fcon3 .075 .171 .010 .136 .040 .546 .018 -.106 
fcon4 -.001 .044 .012 -.002 .006 .808 -.031 -.042 
sp2 .084 -.015 -.017 -.043 .656 .140 -.051 -.025 
sp3 -.041 .049 .010 -.019 .613 .005 .016 .042 
sp4 -.026 -.022 -.016 .044 .677 .089 .049 .012 
ca2 .010 -.009 .061 -.022 .632 .130 .004 .100 
ca3 .036 .008 .091 -.050 .715 -.127 .034 .020 
ca4 -.029 .039 .048 .038 .741 -.043 .079 -.057 
ec2 .003 .024 .008 .053 .394 .010 -.304 .007 
ec3 .075 .090 -.079 .006 .220 -.055 -.534 -.045 
ec4 -.080 .119 -.048 .109 .188 -.087 -.411 -.045 
ae3 .047 -.016 .015 -.006 -.112 .016 -.749 -.017 
ae4 -.047 -.044 .072 -.046 -.080 .020 -.740 .034 
inn1 .014 .090 .720 .078 -.015 .070 .015 -.015 
inn2 -.006 -.006 .738 .005 .035 -.004 .023 .009 
inn3 -.004 -.035 .815 -.014 .030 -.032 -.020 .011 
inn4 .024 -.003 .862 -.031 .004 .033 -.076 -.022 
Notes: Extraction Method: Maximum Likelihood; Rotation Method: Oblimin with Kaiser Normalization. 
* Variables removed from further analysis. 
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Appendix 8.3.a. (cont’d) The pattern matrix for Model 1 independent variables  
(2nd and final iteration) 
 Factor Label 
  PSC TMS PI PC SP FC AE AR 
prcmp1 .016 -.035 -.028 .866 -.010 .065 .044 .017 
prcmp2 .016 -.019 .059 .867 -.008 -.056 -.024 .006 
prcmp3 .042 .038 .006 .699 -.053 .023 .008 .141 
apprd1 .074 .047 .009 .128 -.006 .033 .018 .662 
apprd2 -.015 .025 .003 -.050 -.004 -.008 -.019 .785 
apprd3 -.007 -.008 -.019 .058 .051 -.013 .022 .805 
apprd4 .150 .037 .019 .130 .009 .011 -.041 .557 
tms1 -.010 .712 -.024 -.014 .074 .101 .015 .016 
tms2 .023 .708 -.081 -.015 .008 .245 -.059 .081 
tms3 -.031 .987 .085 .010 -.037 -.054 .037 -.016 
tms4 .058 .950 .026 -.007 -.052 -.056 .014 .040 
psc1 .640 .083 .038 .026 .007 -.072 .047 .164 
psc2 .948 -.005 -.002 .011 -.004 -.046 -.007 -.042 
psc3 .898 -.007 .011 .016 .000 .072 -.029 -.005 
psc4 .958 -.031 -.007 .003 .009 .016 .003 .007 
fcon1 -.009 .006 .053 -.065 -.023 .722 .015 .081 
fcon2 -.044 .043 .086 .132 .176 .585 -.015 .080 
fcon3 .075 .171 .010 .137 .040 .546 .016 -.106 
fcon4 -.001 .046 .012 -.002 .006 .807 -.026 -.042 
sp2 .083 -.011 -.014 -.040 .640 .138 -.049 -.026 
sp3 -.041 .043 .006 -.017 .620 .004 -.002 .044 
sp4 -.025 -.028 -.021 .046 .685 .088 .033 .013 
ca2 .009 -.007 .063 -.020 .619 .128 .001 .098 
ca3 .036 .005 .088 -.048 .715 -.129 .022 .020 
ca4 -.029 .033 .043 .041 .749 -.047 .061 -.058 
ec3 .075 .089 -.078 .009 .223 -.054 -.523 -.045 
ec4 -.079 .116 -.048 .112 .192 -.086 -.407 -.045 
ae3 .046 -.019 .014 -.002 -.101 .020 -.754 -.014 
ae4 -.048 -.048 .071 -.041 -.071 .024 -.753 .039 
inn1 .014 .090 .721 .077 -.014 .070 .017 -.016 
inn2 -.006 -.004 .739 .005 .032 -.005 .028 .007 
inn3 -.005 -.036 .813 -.014 .034 -.032 -.026 .012 
Notes: Extraction Method: Maximum Likelihood; Rotation Method: Oblimin with Kaiser Normalization.  
Perceived Success of Competitors (PSC), Top Management Support (TMS), Personal Innovativeness (PI), 
Perceived Complementarity (PC), Strategic Partner (SP), Facilitating Conditions (FC), Administrative Expert (AE), 
Applicant Readiness (AR) 
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Appendix 8.3.b. The pattern matrix for Model 1 dependent 
variables  
(1st and final iteration) 
 Factor Label 
  ATT INT EE PE 
prfe1 .022 -.063 .009 .784 
prfe2 .038 -.222 -.116 .549 
prfe3 .129 .040 -.035 .777 
prfe4 -.028 .017 .005 .945 
effe1 .045 -.017 .834 -.031 
effe2 -.034 -.030 .861 .039 
effe3 .068 .060 .695 -.090 
effe4 -.094 .013 .718 .060 
att1 .706 .049 -.060 .219 
att2 .888 -.036 .021 .002 
att3 .903 -.010 -.016 .050 
att4 .947 -.009 -.007 -.052 
att5 .872 -.075 -.018 -.008 
int1 .197 -.608 -.054 .079 
int2 .015 -.939 -.027 -.024 
int3 -.025 -.960 .019 .033 
Notes: Extraction Method: Maximum Likelihood; Rotation Method: Oblimin with Kaiser 
Normalization.  
Attitude (ATT), Intention (INT), Effort Expectancy (EE), Performance Expectancy (PE) 
 
 
Appendix 8.3.c. The factor matrix for Model 2  
independent variable (1st and final iteration) 
 Factor Label 
 USE 
use9a .777 
use1 .734 
use2 .748 
use4 .638 
use5 .679 
use6 .686 
use7 .610 
use8 .717 
use9b .825 
Notes: Extraction Method: Maximum Likelihood; Only 1 factor was 
extracted thus, the solution cannot be rotated. 
Extent of Use (USE) 
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Appendix 8.3.d. The pattern matrix for Model 2 dependent variables  
(1st iteration) 
 Factor 
  1 2 3 4 5 
time1 .083 .144 .131 -.470 -.046 
time2 .295 -.032 .051 -.419 .169 
time3 .267 -.136 .176 -.400 .265 
cost1 .900 .004 -.013 -.038 .034 
cost2 .817 -.011 .109 .014 .024 
qual1 .028 .201 .072 -.113 .572 
qual2 .174 -.070 .142 .006 .696 
qual3 .240 .073 .048 -.217 .430 
qual4 .229 .144 .007 -.073 .436 
qual5 .140 .008 .139 .014 .655 
qual6 .073 .131 .041 -.171 .586 
carm1* .390 -.045 .364 -.271 -.095 
carm2 .158 .104 .689 -.028 .037 
carm3* -.111 .566 .273 -.097 .014 
carm4 -.027 .008 .629 -.142 .185 
carm5 .024 .006 .716 -.139 -.009 
rep1 .209 .743 .070 -.029 -.177 
rep2 .062 .512 .308 .091 .025 
rep3 .071 .779 -.145 -.120 .045 
rep4 .068 .584 .360 .064 -.021 
rep5 -.076 .793 .161 .001 .077 
Notes: Extraction Method: Maximum Likelihood; Rotation Method: Oblimin with Kaiser 
Normalization. 
Cost-per-Hire (COST), Employer Reputation (REPUT), Candidate Relationship 
Management (CaRM), Time-to-Fill (TIME), Recruitment Quality (QUAL) 
* Variables removed from further analysis. 
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Appendix 6.3.d. (Cont’d) The pattern matrix for Model 2 dependent variables  
(2nd and final iteration) 
 Factor Label 
  COST REPUT CaRM TIME QUAL 
time1 .060 .188 .099 -.448 -.002 
time2 .267 -.011 .032 -.388 .195 
time3 .323 -.155 .196 -.386 .195 
cost1 .890 -.005 .011 -.006 .012 
cost2 .784 .028 .093 -.001 .070 
qual1 .047 .220 .061 -.099 .617 
qual2 .111 -.033 .103 .037 .751 
qual3 .230 .058 .026 -.219 .416 
qual4 .210 .139 -.033 -.070 .400 
qual5 .033 .005 .050 .037 .806 
qual6 .047 .094 .000 -.178 .605 
carm2 .204 .154 .660 .000 .001 
carm4 -.038 .029 .619 -.119 .209 
carm5 .056 .030 .743 -.111 -.043 
rep1 .133 .821 -.017 -.038 -.110 
rep2 .005 .626 .262 .099 .116 
rep3 .063 .741 -.155 -.152 .015 
rep4 -.010 .701 .220 .070 .083 
rep5 -.085 .806 .075 -.024 .093 
Notes: Extraction Method: Maximum Likelihood; Rotation Method: Oblimin with Kaiser Normalization. 
Normalization. 
Cost-per-Hire (COST), Employer Reputation (REPUT), Candidate Relationship Management (CaRM), Time-
to-Fill (TIME), Recruitment Quality (QUAL)  
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Appendix 9.1. Results of Binomial Logistic Regression analysis of research Model 1 
For this study, Multinomial Logistic Regression (MLR) technique was used as the outcome 
(dependent) variable has three categories: non-adopter, laggards, and adopters (Field, 2013). 
Observed measure (items) loadings were used to calculate the factor score for each latent 
construct in this study. 
As depicted in ‘Model Fitting Information’ table below, -2 log likelihood (-2LL) was significantly 
smaller for the hypothesised model of the study that for the null model (χ (38) = 264.981, p-value 
< .001), indicating a good overall model fit (Hair et al., 2010). Moreover, Pseudo coefficients of 
determination were pointed to a good model fit (Cox & Snell = .512, Nagelkerke = .593, and 
McFadden = .362) (Field, 2013; Hair et al., 2010).  
Lastly, ‘Classification Results’ table indicated that the hypothesised model correctly classified 
75.0% of non-adopters, 48.8% of laggards, 82.9% of adopters, and 70.4% of all observations. 
Therefore, it was concluded that the hypothesised model is good enough in predicting group 
membership (Field, 2013). 
Classification Results 
Adoption Status Observed 
Predicted 
Non Adopters Laggards Adopters Percent Correct 
Non Adopters 44 33 8 3 75.0% 
Laggards 123 10 60 53 48.8% 
Adopters 208 5 31 172 82.9% 
Overall Percentage - 15.1% 26.6% 58.3% 70.4% 
  
As shown in ‘Likelihood Ratio Tests’ table below, the results of likelihood ratio tests indicated 
that of the eleven hypothesised main constructs in Model 1, only Intention, Perceived 
Complementarity, and Administrative Expert were found to contribute significantly to SR 
Technology Adoption decisions. Therefore, it was concluded that the inter-relationships among 
study constructs is probably more complex than a simple direct influence on the outcome variable 
(i.e., SR Technology Adoption), as modelled in the MLR regression model (Kupek, 2006; 
Ramamurthy et al., 2008).  
Model Fitting Information 
Model 
Model Fitting Criteria 
 
Likelihood Ratio Tests 
 
Pseudo R-Square 
-2 Log Likelihood Chi-Square df Sig. Cox and Snell Nagelkerke McFadden 
Intercept Only 737.622       
Final 470.959 266.663 40 .000 .512 .593 .362 
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This leads to conclude that logistic regression method in general, and multinomial logistic 
regression in particular, cannot adequately account for the complexity of inter-relationships 
among the study constructs hypothesised in research Model 1. Hence, the choice of maximum 
likelihood-based structural equation modelling (ML-based SEM) over the logistic regression 
modelling is clearly justified in testing research hypotheses included in Model 1. 
Likelihood Ratio Tests 
 
-2 Log Likelihood of 
Reduced Model χ² df 
INTERCEPT 470.959a .000 0 
Intention 518.093 47.135*** 2 
Attitude 476.257 5.299 2 
Performance Expectancy 470.990 .032 2 
Effort Expectancy 471.046 .088 2 
Top Management Support 471.687 .729 2 
Perceived Success of Competitors 472.036 1.077 2 
Applicant Readiness 471.930 .971 2 
Perceived Complementarity 482.480 11.521** 2 
Administrative Expert 484.322 13.363** 2 
Strategic Partner 471.723 .764 2 
Facilitating Conditions 475.717 4.759 2 
Age 471.015 .056 2 
Gender 471.450 .491 2 
Personal Innovativeness 472.434 1.475 2 
Institutionalisation 473.640 2.681 2 
Comprehensiveness 477.979 7.021* 2 
Strategic Orientation 479.273 8.314* 2 
Size 471.133 .175 2 
Industry 479.823 8.864 4 
Notes: Values in bold are significant at * p < .050, ** p < .010, and *** p < .001. 
a The chi-square statistic is the difference in -2 log-likelihoods between the final model and a reduced model. The reduced 
model is formed by omitting an effect from the final model. The null hypothesis is that all parameters of that effect are 0. 
For the purpose of MLR completeness, the direction of impact of main predictor variables on the 
outcome variable was examined through a pair-wise comparison (Field, 2013; Hair et al., 2010). 
Before interpreting pair-wise comparison results, it is important to note that in the current study, 
the ‘non-adopters’ category was selected as a basis (i.e., comparison group) for all comparison 
analyses. Thus, three analyses were conducted by a) comparing ‘non-adopters’ with ‘laggards’, 
b) ‘non-adopters’ with ‘adopters’, and c) ‘laggards’ with ‘adopters’. Conclusion about the 
directions can be drawn by reviewing β values and their corresponding significance levels (see 
Table below). Positive values of β indicates that an increase in the predictor variable is associated 
with an increase in the predicted probability of the outcome variable (i.e., reference group), and 
vice versa for a negative relationship (Hair et al., 2010, p. 422). ‘Parameter Estimates’ table 
summarises information on the effect of each predictor variable on the outcome variable (i.e., SR 
Technology Adoption).  
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Parameter Estimates  
 Non Adopters vs. Laggards  Non Adopters vs. Adopters  Laggards vs. Adopters 
  β Wald Odds Ratio  β Wald Odds Ratio  β Wald Odds Ratio 
INTERCEPT -11.690** 8.347   -15.831*** 13.838   4.141 3.557  
Intention 2.082*** 23.517 8.019  2.520*** 29.467 12.431  -.438 2.968 .645 
Attitude .728 2.437 2.070  1.080* 4.771 2.946  -.353 1.851 .703 
Performance Expectancy -.098 .029 .907  -.104 .030 .901  .006 .000 1.006 
Effort Expectancy .057 .016 1.059  .120 .062 1.127  -.062 .058 .940 
Top Management Support -.220 .593 .803  -.144 .229 .866  -.075 .238 .928 
Perceived Success of Competitors -.132 .117 .876  .053 .017 1.054  -.185 1.036 .831 
Applicant Readiness -.341 .326 .711  -.078 .016 .925  -.263 .780 .769 
Perceived Complementarity .154 .169 1.166  1.332** 2.250 2.264  .724** 4.065 2.062 
Administrative Expert -.608 1.612 .544  -1.035* 6.935 .355  .806** 7.621 2.240 
Strategic Partner -.229 .250 .795  .140 4.788 1.151  .162 10.744 1.176 
Facilitating Conditions .303 .527 1.354  .609 .102 1.838  -.455* .395 .635 
Age -.023 .021 .977  -.037 .048 .964  .014 .026 1.014 
Gender: Male -.049 .007 .952  .251 .167 1.285  .202 .452 1.223 
Gender: Female 0a    0a    0a   
Personal Innovativeness .462 1.450 1.587  -.428 1.092 .652  .034 .023 1.034 
Institutionalisation -.438 2.455 .645  .435 2.070 1.545  -.004 .001 .996 
Comprehensiveness .386* 4.103 1.471  .537* 6.598 1.584  -.151 1.264 .860 
Strategic Orientation .334 1.736 1.397  .701* 6.312 2.496  -.367* 5.218 .693 
Size .129 .171 1.138  -.127 .145 .881  .003 .000 1.003 
Industry: Low tech -.240 .115 .787  -.720 .934 .487  -.960* 6.333 .383 
Industry: Hybrid -.542 .765 .581  -.278 .183 .758  -.820* 6.002 .440 
Industry: High tech 0a    0a    0a   
Note: Values in bold are significant at * p < .050, ** p < .010, and *** p < .001. A variable that is significant overall (as indicated in likelihood ratio tests) may not be significant in pair-wise comparison. 
a This parameter is set to zero because it is redundant. 
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As shown in table of ‘Parameter Estimates’, of the main predictor variables hypothesized in 
research Model 1, Intention was significantly more important determinant of SR Technology 
Adoption for laggards (β = 2.082, Wald = 23.517, p-value < .001) and adopters (β = 2.520, Wald 
= 29.467, p-value < .001) than non-adopters. This leads to full support for the role of Intention as 
a determinant of SR technology adoption decisions. 
Statistical analysis showed that Attitude (β = 1.080, Wald = 4.771, p-value < .050), Perceived 
Complementarity (β = 1.332, Wald = 2.250, p-value < .010), and Administrative Expert (β = -
1.035, Wald = 6.935, p-value < .050) were significantly related SR Technology Adoption only 
for adopters when compared to non-adopters. This leads to partial support for the role of Attitude, 
Perceived Complementarity, and Administrative Expert in predicting SR technology adoption 
decisions. 
