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1. Introduction
It is well known that in near-integrable Hamiltonian systems one has the persistence of analytic
invariant tori on which motion is conjugate to a rotation, with frequency vectors satisfying a condition
weaker than Diophantine, initially considered by Kolmogorov [19]. Conditions of this type, such as the
one introduced by Brjuno [2,3] that we will refer to as the Brjuno condition, were extensively studied
by Rüssmann [26]. In the Siegel problem [28,30] and the case of circle diffeomorphisms [31], the
Brjuno condition is known to be the optimal condition under which such an analytic conjugacy is
guaranteed to exist. In higher-dimensional problems, the question of the weakest possible condition
is a fundamental open problem. Recently, we have developed a renormalization group approach to
the construction of invariant tori with Brjuno frequency vectors for vector ﬁelds on Td × Rm [16],
using two general theorems, a normal form theorem and a stable manifold theorem, that we proved
in [15]. The main objective of this paper is to extend the renormalization methods developed in [16]
in order to construct analytic lower-dimensional tori of near-integrable Hamiltonian systems.
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than the number of degrees of freedom. The problem of persistence of lower-dimensional tori, un-
der the conditions stated by Melnikov [23], has already been considered by Moser [24] in the case
of dimension lower by one than the number of degrees of freedom. The proof of existence of el-
liptic (stable) lower-dimensional tori in the general case was given by Eliasson [6]. For an overview
of the results on lower-dimensional tori, the reader is referred to [4,6–10,22,24,25,27,29,32]. Lower-
dimensional tori also appear in and are particularly relevant for PDEs (see e.g. [1,5,20]).
Renormalization group methods have previously been applied to construction of analytic maximal-
dimensional tori of near-integrable Hamiltonian systems (see e.g. [12,17]). They have also been applied
to non-perturbative problems in Hamiltonian dynamics. In the case of two degree-of-freedom Hamil-
tonians and golden mean frequency ratio a computer-assisted proof of the existence of the non-trivial
renormalization group ﬁxed point was given in [13], and the corresponding non-smooth invariant tori
have been constructed in [14].
We consider Hamiltonians H = H0+h which are small perturbations of the integrable Hamiltonian
H0(q, p, ξ,η) = ω · p + 1
2
D∑
j=1
Ω j
(
ξ2j + η2j
)
. (1.1)
The corresponding dynamics on the phase space Td ×Rd ×RD ×RD is given by Hamilton’s equations
dql
dt
= ωl + ∂plh,
dpl
dt
= −∂qlh,
dξ j
dt
= Ω jη j + ∂η j h,
dη j
dt
= −Ω jξ j + ∂ξ j h, (1.2)
for l = 1, . . . ,d and j = 1, . . . , D .
For h = 0, the system is integrable and the dynamics are constrained to invariant tori. These
tori are contained in the level sets of H0. The maximal dimension of these tori is d + D , and in
that case the motion on these tori are characterized by frequencies ω1, . . . ,ωd and Ω1, . . . ,ΩD . The
hyper-surface p = 0, ξ = η = 0, contained in the level set H0 = 0, is a lower-dimensional torus of
dimension d. The motion on this torus is a linear ﬂow q → q + ωt characterized by internal frequen-
cies ω1, . . . ,ωd . The normal space is described by coordinates ξ , η, whose origin is an elliptic ﬁxed
point characterized by the normal frequencies Ω1, . . . ,ΩD . The problem of persistence of such elliptic
lower-dimensional invariant tori under small perturbations of Hamiltonians of the form (1.1) has been
considered for example in [25,27].
After the change of variables
u j = 1√
2
(ξ j + iη j), w j = i√
2
(ξ j − iη j), (1.3)
the Hamiltonian H0 is transformed into
H0(q, p,u,w) = ω · p − i
D∑
j=1
Ω ju jw j . (1.4)
To simplify the notation, we have denoted this function by H0 also.
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The corresponding operator Hˆ0, deﬁned by the Poisson bracket Hˆ0Ψ = {Ψ, H0}, is given by
Hˆ0 = ω · ∇q − i
∑
j
Ω j(u j∂u j − w j∂w j ). (1.5)
If Ψν,κ,α,β(q, p,u,w) = eiν·q pκuαwβ, where (ν,κ,α,β) ∈ Zd × Nd0 × ND0 × ND0 and N0 = N ∪ {0},
then
Hˆ0Ψν,κ,α,β = i
[
ω · ν + Ω · (β − α)]Ψν,κ,α,β . (1.6)
The moduli of the eigenvalues |ω · ν + Ω · (β − α)| of Hˆ0 are precisely the small denominators that
appear in the problem of construction of lower-dimensional tori. In the renormalization approach
that we pursue here, the small divisors are transformed into “large divisors” by a scaling of the phase
space. The terms containing “large divisors” are then eliminated by a coordinate change.
Given μ > 0, we will perform the following scaling of the non-toral part of the phase space
Sμ(q, p,u,w) =
(
q,μp,μ1/2u,μ1/2w
)
. (1.7)
Under such a transformation, a Hamiltonian H is transformed as H → 1μ H ◦ Sμ . Notice that the
Hamiltonian H0 is invariant under this transformation.
Given a matrix T ∈ GL(d,R), we will also perform the canonical scaling
T (q, p,u,w) = (Tq, T¯−1p,u,w), (1.8)
where T¯ = T T is the transpose of T . This scaling is an essential part of the method and the choice
of matrices T has played an important role in previous schemes. In [15], we constructed a renormal-
ization scheme using a sequence of scaling matrices T ∈ SL(d,Z) generated by a multidimensional
continued fraction algorithm introduced by Khanin, Lopes Dias and Marklof [11], and based on an al-
gorithm by Lagarias [21]. The results of [11] provide good bounds in the case of Diophantine vectors
ω, and allowed for the extension of the results of [17] for two degree of freedom Hamiltonians to
higher dimensions [12]. In order to extend the results to Brjuno frequency vectors, we developed a
different method [16,18], which uses non-integer matrices in GL(d,R). In the present paper, we will
perform this scaling with non-integer matrices in SL(d,R). On a technical level, the problem at hand
is more complicated than the one considered in [16], due to the existence of ﬁnitely many additional
“resonances” (planes in Rd whose any open neighborhood contains small denominators).
Our matrices T will have the property that Tω = η−1ω, where 0< η < 1. With an additional time
rescaling the Hamiltonians H0 are transformed as
H0 → η−1μ−1H0 ◦ T ◦ Sμ(q, p,u,w) = ω · p − i
∑
j
η−1Ω ju jw j . (1.9)
We assume that ω satisﬁes the following Brjuno condition [2,3]:
Deﬁnition 1.1. ω ∈ Rd is Brjuno if
∞∑
n=1
2−n ln
(
1
min0<|ν|2n |ω · ν|
)
< ∞, (1.10)
where the minimum is taken over lattice vectors ν in Zd .
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all Diophantine vectors.
We will further assume that the frequencies Ω1, . . . ,ΩD are real, nonzero and all different and
that Ω = (Ω1, . . . ,ΩD) is Diophantine with respect to ω.
Deﬁnition 1.2. We say that Ω = (Ω1, . . . ,ΩD) ∈ RD is Diophantine with respect to ω ∈ Rd if there
exist constants τ > 0 and C > 0 such that
|ω · ν + Ω · V | > C|ν|−τ , (1.11)
for all ν ∈ Zd \ {0}, and all V ∈ ZD with 0< |V | 2.
The objective of this paper is to consider analytic Hamiltonians, close to H0, that can be expanded
in Fourier–Taylor series as
H(q, p,u,w) =
∑
ν,κ,α,β
Hν,κ,α,βe
iq·ν pκuαwβ . (1.12)
Instead of working with Hamiltonian functions, we will work with the corresponding Hamiltonian
vector ﬁelds that they generate. We will consider Banach spaces Aρ , with ρ > 0, of analytic vector
ﬁelds (see Section 2), close to the vector ﬁeld K , deﬁned by K (q, p,u,w) = (ω,0,−iΩ¯u, iΩ¯w), where
Ω¯ = diag[Ω1, . . . ,ΩD ].
We are interested in Hamiltonians that are real analytic in the original variables (q, p, ξ, η), i.e.
which satisfy H ◦ C∗ = C∗ ◦ H , where C∗ is the complex conjugation. In the new variables, this sym-
metry implies that the Hamiltonians have the following property
H ◦ C(q, p,u,w) = C∗ ◦ H(q, p,u,w), (1.13)
where C(q, p,u,w) = (q∗, p∗,−iw∗, iu∗). The corresponding Hamiltonian vector ﬁelds X then satisfy
C∗Q X ◦ C = X, where Q is the linear transformation Q (q, p,u,w) = (q, p,−iw, iu). We will call
vector ﬁelds which satisfy this property real.
The main result of this paper is the following.
Theorem 1.3. For every Brjuno vector ω ∈ Rd and Ω ∈ RD Diophantine with respect to ω with different and
nonzero components, there exists an open neighborhood B of real analytic Hamiltonian vector ﬁelds X ∈ Aρ
around K , and an analytic codimension d + D manifold W ⊂ B, such that every Hamiltonian vector ﬁeld
X ∈ W has an analytic d-dimensional invariant torus with frequency vector ω.
Remark 1.4. The manifold W is the stable invariant manifold for the sequence of renormalization
operators, that we will construct, associated to the “trivial” ﬁxed point. The unstable directions of
the renormalization correspond to changes in frequency vectors ω and Ω . One can use the above
result to prove the existence of invariant d-dimensional tori in families of Hamiltonian vector ﬁelds
intersecting the stable manifold. If one is interested in invariant tori with frequency vectors parallel
to ω, the number of the necessary parameters can be reduced by 1. As usual (see e.g. [15]), close to a
non-degenerate Hamiltonian vector ﬁeld, for which the q-component Xq|p=0 is transversal to ω, one
can further reduce the number of parameters needed to prove the existence of invariant tori by d−1,
by considering the translations in the p-variables.
The paper is organized as follows. In Section 2, we deﬁne the spaces of Hamiltonian vector ﬁelds
that we consider. Section 3 contains the formulation and estimates on a single renormalization step.
In Section 4, we construct a sequence of renormalization parameters and the stable manifold for the
sequence of corresponding renormalization operators. Section 5 contains the construction of analytic
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ization transformations.
2. Spaces of vector ﬁelds
Since we will perform the scaling of the torus Td = (R/2πZ)d using non-integer matrices, it will
be necessary to consider functions with periodicity of different lattices in Rd . Let {e1, . . . , ed} be a
basis and Z = {∑di=1 ziei | zi ∈ Z} be a lattice in Rd . Let also V be its dual lattice, i.e. the set of points
v ∈ Rd satisfying exp(iv · z) = 1 for all z ∈ Z . If Z = (2πZ)d , then V = Zd .
On Cn we use norms ‖c‖ = sup j |c j| and |c| =
∑
j |c j|. For linear operators between normed linear
spaces, we will always use the operator norm, unless stated otherwise. Denote by Dρ , with ρ > 0, the
set of all points (x, y,u,w) in Cd ×Cd ×CD ×CD characterized by ‖ Im x‖ < ρ , ‖y‖ < ρ , ‖u‖ < ρ and
‖w‖ < ρ . Deﬁne Aρ(V) to be the Banach space of all analytic vector ﬁelds X on Dρ , with frequency
module in V , that can be expanding in Fourier–Taylor series
X(x, y,u,w) =
∑
v,κ,α,β
Xv,κ,α,βe
ix·v yκuαwβ, (2.1)
where v · x =∑i vixi and yκ =∏i yκii , and have the ﬁnite norm
‖X‖ρ =
∑
v,κ,α,β
‖Xv,κ,α,β‖eρ|v|ρ|κ |+|α|+|β|. (2.2)
Here, κ ∈ Nd0, α,β ∈ ND0 . We will consider only Hamiltonian vector ﬁelds, and we will use the same
symbol Aρ(V) to denote the subspace of Hamiltonian vector ﬁelds.
We also deﬁne A′ρ(V) to be the space of all vector ﬁelds X ∈ Aρ(V), whose derivatives DX are
bounded linear operators on Aρ(V). When the lattice V is ﬁxed, we will simplify the notation by not
explicitly mentioning the dependence on V .
We end this section with the following proposition, whose proof follows directly from the above
deﬁnitions.
Proposition 2.1. Let X ∈ Aρ and Z ∈ Aρ ′ , with 0< ρ ′  ρ . Then
(i) ‖X(x, y,u,w)‖ ‖X‖ρ , for all (x, y,u,w) ∈ Dρ .
(ii) (DX)Z ∈ Aρ ′ and ‖(DX)Z‖ρ ′  (ρ − ρ ′)−1‖X‖ρ‖Z‖ρ ′ , if ρ ′ < ρ .
(iii) X ◦ (I+ Z) ∈ Aρ ′ and ‖X ◦ (I+ Z)‖ρ ′  ‖X‖ρ , if ρ ′ + ‖Z‖ρ ′  ρ .
3. One renormalization step
The vector ω ∈ Rd satisfying the Brjuno condition (1.10) is assumed to be ﬁxed throughout the
paper. We will rotate and scale the coordinate system (by a linear map N ) such that ω takes the
form (1,0, . . . ,0). In the new coordinates, the lattice vectors v do not necessarily have integer com-
ponents. We will denote such a lattice of vectors v by V . The lattice V is therefore just the lattice
Z
d expressed in a transformed system of coordinates. Notice that the Brjuno condition (1.10) involves
scalar products and is invariant under such a transformation. It can be interpreted just as a condition
on the lattice V .
On a neighborhood of K in Aρ(V), the one-step renormalization operator is deﬁned by
R(X) = η−1S∗μT ∗U∗X X, (3.1)
where U∗ denotes the pullback of a vector under a map U , i.e. U∗X = (DU)−1X ◦ U . Here, the map
UX is chosen such that its pullback brings the vector ﬁeld X into a normal form, that we call resonant.
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as in (1.7) and (1.8), respectively (with the change of notation (q, p) → (x, y)).
We choose the matrix T in the deﬁnition of the scaling T to be a diagonal matrix T =
diag[η−1, ζ, . . . , ζ ] in the new coordinate system. Here 0 < η,ζ < 1. Thus, the action of T on an
arbitrary vector x ∈ Rd , that admits a decomposition x = x‖ + x⊥ into a component x‖ parallel to ω,
and a component x⊥ perpendicular to ω, is given by
T (x) = η−1x‖ + ζ x⊥. (3.2)
We assume that the components of ω = (1,0, . . . ,0) are rationally independent with respect to
a given lattice V , in the sense that the ﬁrst component v‖ of any nonzero vector v ∈ V is nonzero.
Then, given any L  1, we can ﬁnd  > 0 such that
|v⊥| > L or |v‖| , ∀v ∈ V \ {0}. (3.3)
In other words, all points in V , except for the origin, lie outside the disk characterized by |v⊥|  L
and |v‖| < . This condition is technically very important and will be used below to replace the trivial
bound ‖ν‖ 1, valid for ν ∈ Zd \ {0}.
We will assume that the parameters ρ ′, η, ζ,σ ,μ, , L are given positive numbers and that the
following conditions are satisﬁed
σ < 1/2, 2σ L  , 0< η ζ < 1, e−ρ ′(1−ζη)L μ3/2. (3.4)
Deﬁnition 3.1. Consider the Fourier–Taylor expansion (2.1) of a single component of a vector ﬁeld.
A mode of this component of the vector ﬁeld is the term in this expansion labeled by (v, κ,α,β).
A mode of a vector ﬁeld characterized by ﬁxed (v, κ,α,β), with v ∈ V , κ ∈ Nd0 and α,β ∈ ND0 , is
the vector ﬁeld whose xi-component is the (v, κ − δi e,α,β) mode of this component of the vector
ﬁeld, whenever κi > 0 or zero otherwise; yi-component is the (v, κ,α,β) mode of this component of
the vector ﬁeld; u j-component is the (v, κ,α,β − δj e) mode of this component of the vector ﬁeld,
whenever β j > 0 or zero otherwise; w j-component is the (v, κ,α − δj e, β) mode of this component
of the vector ﬁeld, whenever α j > 0 or zero otherwise. Here i = 1, . . . ,d, j = 1, . . . , D; δi is the
Kronecker delta, i.e. δi = 1 if i =  and zero otherwise; e = (δ1, . . . , δdim), where dim = d or dim = D ,
is the unit vector in the -th coordinate direction of the standard basis. We have used Einstein’s
notation, i.e. we assume the summation over repeated up and down indices.
Remark 3.2. Notice that the operators −i∂x and S∗μ commute on the space of vector ﬁelds considered,
and that modes of a vector ﬁeld are the joint eigenvectors of −i∂x and S , where S is the generator
of the one-parameter group of scalings S∗μ . A mode of a vector ﬁeld characterized by mode indices
(v, κ,α,β) is the joint eigenvector for (−i∂x, S) corresponding to the eigenvalues (v,k), where k =
|α|+|β|
2 + |κ | − 1. Sometimes, we will also call (v,k) with v ∈ V and k ∈ {−1,−1/2,0,1/2,1,3/2, . . .}
the mode indices, referring to all the mode indices (v, κ,α,β), with |α|+|β|2 + |κ | − 1 equal to k.
Remark 3.3. Consider the Fourier–Taylor expansion (1.12) of a Hamiltonian. Each mode of this Hamil-
tonian, i.e. each term in this expansion characterized by a quadruplet (v, κ,α,β) ∈ V ×Nd0 ×ND0 ×ND0 ,
generates a single mode Hamiltonian vector ﬁeld characterized by (v, κ,α,β). The (0,0,0,0) mode
of any Hamiltonian vector ﬁeld is zero.
Deﬁnition 3.4. Let I = V × Nd0 × ND0 × ND0 . In the ﬁrst renormalization step, let I+ be the set of all
(v, κ,α,β) ∈ I satisfying |ω · v| σ |v| when v = 0, or α = β when v = 0, or k := |α|+|β|2 +|κ |−1> 0,
and let I− be the complement of I+ in I . Deﬁne I+ and I− to be the projection operators onto the
subsets of resonant and nonresonant vector ﬁelds spanned by modes with mode indices in I+ and I− ,
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respectively. In addition, we deﬁne Ek , for k ∈ {−1,−1/2,0,1/2,1,3/2, . . .}, as the projection operator
onto the space spanned by modes with mode indices (0, κ,α,β), with |α|+|β|2 + |κ | − 1 equal to k.
The torus averaging operator is then deﬁned by E =∑k Ek .
Let χ−1 = max{‖T¯‖,‖T−1‖} > 1.
Lemma 3.5. If 0 < ρ ′′  χρ ′ and μ < 1, then T ∗S∗μ deﬁnes a bounded linear operator from I+Aρ ′ (V) to
Aρ ′′ (TV), with the property that
∥∥T ∗S∗μEk X∥∥ρ ′′  χ−1μk‖Ek X‖ρ ′ ,∥∥T ∗S∗μI+(I − E)X∥∥ρ ′′  χ−1μ1/2∥∥I+(I −E)X∥∥ρ ′ . (3.5)
Proof. It suﬃces to verify the given bounds for a single mode Xv,k characterized by (v,k). From the
deﬁnitions of the scaling maps it follows that
∥∥T ∗S∗μXv,k∥∥ρ ′′  χ−1eA‖Xv,k‖ρ ′ , (3.6)
where A  ρ ′′|T v‖| + ρ ′′|T v⊥| − ρ ′|v‖| − ρ ′|v⊥| + k ln(μ) + (k + 1) ln(χ−1ρ ′′/ρ ′). Setting v = 0, and
using that ρ ′′  χρ ′ and k−1, yields the ﬁrst bound in (3.5).
In order to prove the second bound, assume that (v,k) belongs to I+ . Consider ﬁrst the case
|v‖| σ |v|, with v = 0, and k  0. This inequality implies |v‖| < 2σ |v⊥|, by using that σ < 1/2, and
does not allow frequencies v that satisfy |v⊥| L and |v‖| , due to the condition (3.4). Thus, we
must have |v⊥| > L by condition (3.3). Consequently,
A −ρ ′
(
1− ρ
′′
ρ ′
ζ
)
|v⊥| + k ln(μ) + (k + 1) ln
(
χ−1ρ ′′
ρ ′
)
−ρ ′(1− ζη)L − ln(μ), (3.7)
where we have again used that ρ ′′  χρ ′ , μ < 1 and −1  k  0. The second bound in (3.5) now
follows by using (3.4).
Next, consider the case k > 0, i.e. k 1/2. Since ρ ′′ < χρ ′ , we have A  (1/2) ln(μ) and thus
∥∥T ∗S∗μXv,k∥∥ρ ′′  χ−1μ1/2‖Xv,k‖ρ ′ . (3.8)
This also implies the second bound in (3.5). 
Let J = {(v, κ,α,β) ∈ I−: |Ω · V | > (1/2)|ω · v| for all V = β − α ∈ ZD with |V | 2}, and
γ (1) = max
(v,κ,α,β)∈ J
{
1,
σ
|ω · v + Ω · V |
}
, γ (2) = max
(v,κ,α,β)∈ J
{
2,
σ |v|
|ω · v + Ω · V |
}
.
Notice that χ(1),χ(2) < ∞, by condition (1.11).
Proposition 3.6. For all 0 = v ∈ V and V ∈ ZD with |V | 2, if |ω · v| > σ |v| and |ω · v + Ω · V | = 0, then
|ω · v + Ω · V | σ/γ (1) and |ω · v + Ω · V | σ/γ (2)|v|.
Proof. If |ω · v| > σ |v| and |Ω · V |  (1/2)|ω · v| then we have |ω · v + Ω · V |  |ω · v| − |Ω · V | 
(1/2)|ω · v| and thus |ω · v + Ω · V | (σ /2)|v|. Using conditions (3.3) and (3.4) and L  1, we also
obtain |ω · v| > σ and thus |ω · v + Ω · V | σ/2, in that case.
The number of modes with |Ω · V | > (1/2)|ω · v| > (1/2)σ |v| and |V | 2 is ﬁnite. So, if |ω · v +
Ω · V | = 0 then |ω · v + Ω · V | σ/γ (1) and |ω · v + Ω · V | σ/γ (2)|v|. 
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Proposition 3.7. If ρ > 0, and Z ∈ I−A′ρ , then
∥∥I−[Z , K ]∥∥
ρ
 σ
γ
‖Z‖′ρ, (3.9)
where γ = 2(ρ+1)ρ max{γ (1), γ (2)}.
Proof. Assume that (v, κ,α,β) belongs to I− . Then, k  0 and either |ω · v| > σ |v| with v = 0 or
α = β with v = 0. Due to our choice of the norm, it suﬃces to verify these bounds for a single mode
Zv,κ,α,β of vector ﬁeld Z ∈ I−A′ρ . Notice that Kˆ Zv,κ,α,β = i(ω · v + Ω · (β − α))Zv,κ,α,β and that Kˆ
commutes with I− . If α = β with v = 0, then |ω · v+Ω · (β −α)| > cΩ  σ/γ (1) . The previous bounds
and Proposition 3.6 show that if Z ∈ I−A′ρ and Y = [Z , K ], then ‖Z‖ρ  γ (1)/σ‖Y‖ρ and
d∑
j=1
‖∂x j Z‖ρ 
γ (2)
σ
‖Y‖ρ,
d∑
j=1
‖∂y j Z‖ρ +
D∑
j=1
(‖∂u j Z‖ρ + ‖∂w j Z‖ρ) 2γ (1)ρσ ‖Y‖ρ. (3.10)
As a result we obtain (3.9). 
This proposition allows us to apply the normal form theorem of [15], which directly implies the
following lemma. The positive number  < 1 that appears in the following is ﬁxed throughout the
paper. It has the meaning of the step-dependent domain parameter ρ of the initial vector ﬁelds that
we would like to renormalize.
Consider the equations
I
−(X + [Z , X])= 0, I−U∗X X = 0. (3.11)
Constants that we call universal, do not depend on any renormalization parameters.
Lemma 3.8. Let ρ > 0, and let ρ ′ = ρ − (σ /γ ). There exist universal constants C1 and C2 such that for
every vector ﬁeld X ∈ A′ρ , if
‖X − K‖′ρ  C1(σ/γ ),
∥∥I−X∥∥
ρ
 C1(σ/γ )2, (3.12)
then there exists a vector ﬁeld Z ∈ I−A′ρ and a change of coordinates UX : Dρ ′ → Dρ , solving Eq. (3.11), such
that the vector ﬁeld U∗X X belongs to Aρ ′ , and
‖Z‖′ρ,‖UX − I‖ρ ′  C2(γ /σ )
∥∥I−X∥∥
ρ
,∥∥U∗X X − X∥∥ρ ′  C2(ρ − ρ ′)−1(γ /σ )∥∥I−X∥∥ρ,∥∥U∗X X − X − [Z , X]∥∥ρ ′  C2(ρ − ρ ′)−3(γ /σ )3∥∥I−X∥∥2ρ. (3.13)
The map X → UX is continuous in the region deﬁned by (3.12), and analytic in its interior.
By construction, the map X → U∗X X is type-preserving, in particular Hamiltonian vector ﬁelds
remain Hamiltonian under this transformation (see the discussion at the end of Section 5 of [15]).
Deﬁne the operator P as the projection operator P = E−1 +Eα=β0 onto the space spanned by reso-
nant vector ﬁelds that expand under scaling. Since in this paper we have restricted our consideration
to Hamiltonian vector ﬁelds, E−1 is simply the zero operator. Let the restriction of R to this subspace
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the spaces characterized by α = β and α = β , respectively. We will also deﬁne E+ = EI+ = E − EI− .
Notice that the terms EI−X are eliminated in the ﬁrst renormalization step once and for all, i.e. after
one renormalization step, we have E+ = E. In the following, Aρ denotes the subspace of Hamiltonian
vector ﬁelds.
Theorem 3.9. There exist universal constants C, R > 0, such that the following holds, under the given assump-
tions on L, ,η, ζ, γ and μ. Let B be the open ball in Aρ(V), with (σ /γ ) < ρ  , of radius R(σ /γ )2 ,
centered at K . Then R is a bounded analytic map from B to Aηρ−η(σ/γ )(TV), satisfying ‖L−1‖ 1 and
∥∥(I − E+)R(X)∥∥
ηρ−η(σ/γ )  Cη
−2(γ /σ )2μ1/2
∥∥(I − E+)X∥∥
ρ
,∥∥(I − P)R(X)∥∥
ηρ−η(σ/γ )  Cη
−2(γ /σ )2μ1/2
∥∥(I − P)X∥∥
ρ
,∥∥PR(X) − R(PX)∥∥
ηρ−η(σ/γ )  Cη
−2(γ /σ )6
∥∥(I − E+)X∥∥
ρ
∥∥(I − P)X∥∥
ρ
. (3.14)
Proof. Let ρ ′ = ρ − (σ /γ ). There exists a universal constant R > 0, such that the conditions (3.12)
in Lemma 3.8 hold, whenever X belongs to the domain B , deﬁned by ‖X − K‖ < R(σ /γ )2.
By Lemma 3.5, we have
∥∥(I− E+)R(X)∥∥
ηρ ′ = η−1
∥∥T ∗S∗μ(I − E+)U∗X X∥∥ηρ ′
 η−2μ1/2
[∥∥(I −E+)X∥∥
ρ ′ +
∥∥(I − E+)(U∗X X − X)∥∥ρ ′]. (3.15)
Using the bound in (3.13) on the norm of U∗X X − X , together with the fact that I−E+ = 0, we obtain
the ﬁrst inequality in (3.14). Similarly, Lemma 3.5 implies that
∥∥EkR(X)∥∥ηρ ′  C1η−2μk[‖Ek X‖ρ ′ + ∥∥Ek(U∗X X − X)∥∥ρ ′], (3.16)
for some universal constant C1 > 0 and for all k = |α|+|β|2 + |κ | − 1 1/2. Summing over all k  1/2
to get a bound on ‖(E+ − P)R(X)‖ηρ ′ , and then adding (3.15), yields
∥∥(I − P)R(X)∥∥
ηρ ′  C1η
−2μ1/2
[∥∥(I − P)X∥∥
ρ ′ +
∥∥(I − P)(U∗X X − X)∥∥ρ ′], (3.17)
if C1 is chosen suﬃciently large. Using again the second bound in (3.13), and the fact that I−P = 0
and I−E+ = 0, we obtain the second inequality in (3.14).
By Lemma 3.5, we also have a bound
∥∥PR(X) − R(PX)∥∥
ηρ ′ = η−1
∥∥T ∗S∗μP(U∗X X − X)∥∥ρ ′  η−2∥∥P(U∗X X − X)∥∥ρ ′ . (3.18)
Using Lemma 3.8, the norm on the right-hand side of (3.18) can be estimated as follows:
∥∥P(U∗X X − X)∥∥ρ ′  C2(γ /σ )6∥∥(I − E+)X∥∥2ρ + ∥∥P[Z , X]∥∥ρ ′ , (3.19)
where Z = I− Z is the vector ﬁeld described in (3.11). Hamiltonian vector ﬁelds satisfy P[Z ,PX] = 0,
and thus
∥∥P[Z , X]∥∥
ρ ′ =
∥∥P[Z , (I − P)X]∥∥
ρ ′  C3(γ /σ )‖Z‖′ρ
∥∥(I − P)X∥∥
ρ
 C4(γ /σ )2
∥∥(I − E+)X∥∥ ∥∥(I − P)X∥∥ . (3.20)ρ ρ
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the third inequality in (3.14).
The bound concerning the restriction L of R to PAρ(V), is obvious if one notices that this re-
striction is the linear operator L = η−1T ∗ . 
4. Composed renormalization transformations
We express the Brjuno condition on ω (and thus on V) in terms of the summability of the series
of numbers
an =
∞∑
k=n
2n−k
[
2−k−κ ln
(
1/Ω ′k+κ
)+ (k + κ ′)−2], Ω ′n = min
0<|ν⊥|<2n
|ν‖|, (4.1)
for all positive integers n. Here κ,κ ′ > 2 are two integer constants to be determined later.
It follows from the deﬁnition that an+1/2 < an < 2an+1, for all n ∈ N, and thus an+12n+1/4 <
an2n < an+12n+1. This makes the sequence an2n increasing and well-controllable.
Deﬁne the scaling parameters
ηn =
(
An+1
An
) d−1
d
, ζn =
(
An+1
An
) 1
d
, where An =
∞∑
k=n
ak, (4.2)
for all positive integers n. Since {an} is a summable sequence of positive numbers, the sequence {An}
is decreasing and converges to zero. Deﬁne recursively λn = ηnλn−1, with λ0 = 1. These deﬁnitions
imply that ηn < ζn < 1, for d 2.
These parameters are used to deﬁne the scaling maps Tn and Pn = Tn · · · T1 at each renormaliza-
tion step
Tn(x) = η−1n x‖ + ζnx⊥, Pn(x) = λ−1n x‖ +
(
n∏
i=1
ζi
)
x⊥. (4.3)
We also deﬁne T0 = P0 to be the identity. Notice that the determinants |Tn| = |Pn| = 1, for all n ∈ N,
by the choice of the scaling parameters.
The geometric data V , L and  used in the n-th renormalization step are
Vn−1 = Pn−1V0, Ln−1 = 2n+κ
n−1∏
i=1
ζi, n−1 = λ−1n−1e−an2
n+κ
. (4.4)
Deﬁnition 4.1. Let
σn = (2λn−1Ln−1)−1e−an2n+κ = A1
2An
2−(n+κ)e−an2n+κ . (4.5)
This immediately implies σn > 0 and 2σnLn−1  n−1, for all n ∈ N.
Proposition 4.2. For any ﬁxed κ ′ > 0 and suﬃciently large κ , one has
∑∞
n=1 σn < 1/2.
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σn <
A1
2an
2−(n+κ)e−an2n+κ .
Since {an2n} is a growing sequence, the sequence {σn} is decreasing. Notice also that for a ﬁxed κ ′ ,
and suﬃciently large κ , we have 2n+κan  2n+κ (n+κ ′)−2  c′2κn, for some constant c′ > 0 depending
only on κ ′ . This makes the sum
∑∞
n=1 σn ﬁnite, and by choosing κ suﬃciently large, we can make
this sum smaller than 1/2. 
Proposition 4.3. If v ∈ Vn−1 is nonzero, then either |v‖| n−1 or |v⊥| > Ln−1 .
Proof. Assume that v ∈ Vn−1 satisﬁes 0 < |v⊥|  Ln−1. Then the corresponding lattice point ν =
P−1n−1v in V0 satisﬁes |ν⊥|  (
∏n−1
i=1 ζi)−1Ln−1 = 2n+κ , and thus |ν‖| Ω ′n+κ by (4.1). Since we have
Ω ′n+κ > e−an2
n+κ
, this yields
|v‖| = λ−1n−1|ν‖| λ−1n−1Ω ′n+κ > λ−1n−1e−an2
n+κ = n−1, (4.6)
as claimed. 
Deﬁnition 4.4. Let Ωn−1 := λ−1n−1Ω , for n ∈ N. Let also
J−n−1 =
{
(v, κ,α,β) ∈ I−(Vn−1): |ω · v| < 2|Ωn−1 · V | for all V = β − α with |V | 2
}
,
and
γn := 8
λn−1
max
(v,κ,α,β)∈ J−n−1
{
2,
σnmax{1, |v|}
|ω · v + Ωn−1 · V |
}
.
Deﬁnition 4.5. The domain of analyticity of functions that are going to be renormalized at the n-th
step is determined by the parameter
ρn−1 = λn−1
(
1−
n−1∑
k=1
σk
λk−1γk
)
. (4.7)
The numbers ρn are positive due to Proposition 4.2 and the fact that γkλk−1 > 1. Moreover, ρn−1 >
λn−1/2 and ρ ′n−1 > ρλn−1/2, where ρ ′n−1 = ρn−1 − ρσn/γn .
Proposition 4.6. If Ω is Diophantine with respect to ω, then there exists a universal constant ξ > 0, such that
for all n ∈ N,
γn < ξ
−1 max
{(
min |Ω · V |)−1,C−1 max |Ω · V |τ+1}λ−(τ+1)n−1
(
σn
n−1∏
i=1
ζi
)−τ
. (4.8)
Here, the min and max are taken over all V ∈ Zd with 0< |V | 2.
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λn−1
8
γn < max
(v,κ,α,β)∈ J−n−1
{
2,
σnmax{1, |v|}
|ω · v + Ωn−1 · V |
}
 max
(v,κ,α,β)∈ J−n−1
{
2,
max{σn, |ω · v|}
|ω · v + Ωn−1 · V |
}
< max
(v,κ,α,β)∈ J−n−1
{
2,
max{σn,2max |Ωn−1 · V |}
λ−1n−1|ω · ν + Ω · V |
}
= max
(v,κ,α,β)∈ J−n−1
{
2,
max{σnλn−1,2max |Ω · V |}
|ω · ν + Ω · V |
}
, (4.9)
and thus
λn−1
8
γn < max
|ν|<2max |Ω·V |(λn−1(∏n−1i=1 ζi)σn)−1
{
2,
max{σnλn−1,2max |Ω · V |}
|ω · ν + Ω · V |
}
. (4.10)
Here, we have used the fact that
|v| = |v‖| + |v⊥| = λ−1n−1|ν‖| +
(
n−1∏
i=1
ζi
)
|ν⊥|
(
n−1∏
i=1
ζi
)
|ν|, (4.11)
and that the condition σn|v| |v‖| < 2max |Ωn−1 · V | implies the following inequality |ν| < 2max |Ω ·
V |(λn−1(∏n−1i=1 ζi)σn)−1.
Using the Diophantine with respect to ω condition on Ω , we obtain that
γn < ξ
−1 max
{(
min |Ω · V |)−1,C−1 max |Ω · V |τ+1}λ−(τ+1)n−1
(
σn
n−1∏
i=1
ζi
)−τ
, (4.12)
where ξ is a universal constant and the min and max are taken over all V ∈ Zd with 0< |V | 2. 
Deﬁnition 4.7. Let
μn := exp
{
−
3
λn−1(1− ζnηn)Ln−1
}
= exp
{
− 
3A1
an2
n+κ
}
, n 1. (4.13)
Proposition 4.8. For all n 1, μn+1 < μn < μ1/4n+1 . Furthermore, given C,N > 0, if κ ′ and then κ are chosen
suﬃciently large, then for all n 1,
μn  Ce−N2
n+κan , μn  C2−Nn, μn  C
(
An
A1
)N
. (4.14)
Proof. Let C > 0 and N > 0 be arbitrary. Since an+1/2 < an < 2an+1, for all n ∈ N, we have
an+12n+1/4 < an2n < an+12n+1, and thus μn+1 < μn < μ1/4n+1. By choosing κ and κ ′ suﬃciently large,
we have 1/(3A1)  N . Increasing them further, if needed, we obtain the ﬁrst bound. Keeping κ ′
ﬁxed, and increasing κ further, if necessary, we obtain the second two bounds in (4.14) by using that
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inequality, together with An/A1 > an/A1 > (n + κ ′)−2/A1 > e−c′n/A1 > e−2n/A1 > e−2n+κ /(NA1) , where
the last inequality is valid for suﬃciently large κ , implies the third bound in (4.14). 
Proposition 4.8 directly implies the following.
Corollary 4.9. Given any C,N > 0, if κ ′ and then κ are chosen suﬃciently large, then for all n 1,
μn  Cσ Nn , μn  CλNn  CηNn  Cζ Nn , μn  Cγ −Nn . (4.15)
At this point we have veriﬁed all of the assumptions made in Section 3. We can now apply Theo-
rem 3.9 to the n-th step renormalization operator Rn , deﬁned, by the parameters introduced above,
from a subset in Aρn−1 (Vn−1) to Aρn (Vn). Denote by Ln the corresponding linear operator from
PAρn−1 (Vn−1) to PAρn (Vn).
Deﬁne Aρn,n = Aρn (Vn), for all non-negative integers n. From Theorem 3.9 we immediately obtain
the following theorem. To simplify the notation, we will not write down explicitly the dependence of
the norm on the lattice Vn .
Theorem 4.10. There exist constants C, r > 0, such that the n-th step renormalization operator Rn is a
bounded analytic map from an open ball Bn−1 in Aρn−1,n−1 of radius r(σn/γn)2 , centered at K , into Aρn,n,
satisfying ‖L−1n ‖ 1 and
∥∥(I −E+)Rn(X)∥∥ρn  Cη−2n (γn/σn)2μ1/2n ∥∥(I − E+)X∥∥ρn−1 ,∥∥(I − P)Rn(X)∥∥ρn  Cη−2n (γn/σn)2μ1/2n ∥∥(I − P)X∥∥ρn−1 ,∥∥PRn(X) − Rn(PX)∥∥ρn  Cη−2n (γn/σn)6∥∥(I − E+)X∥∥ρn−1∥∥(I − P)X∥∥ρn−1 . (4.16)
In what follows, a domain Dn−1 for Rn is a subset of the ball Bn−1 described in Theorem 4.10,
that is open in Aρn−1,n−1 and contains the vector ﬁeld K . Given a domain Dn−1 for each Rn , the
domain D˜n of the “composed” renormalization operator R˜n+1 = Rn+1 ◦ R˜n , for n ∈ N, with R˜1 = R1,
is deﬁned recursively as the set of all vector ﬁelds in the domain of R˜n that are mapped under R˜n
into the domain Dn of Rn+1. By Theorem 4.10, these domains are open and non-empty, and the
transformations R˜n are analytic on D˜n−1.
Theorem 4.11. Let 0 <  < 1/2. If κ ′ and then κ are chosen suﬃciently large, then there exist a sequence
of domains {Dn−1} for the renormalization transformations {Rn}, such that the set W =⋂n D˜n is the graph
of an analytic function W : (I − P)D0 → PD0 , satisfying W (0) = K . For every X ∈ W , if n  1 and ψn =∏n
i=1 μi , then
∥∥R˜n(X) − Kn∥∥ρn ψ1/2−n ∥∥(I − P)X∥∥,∥∥(I − E)R˜n(X)∥∥ρn ψ1/2−n ∥∥(I −E)X∥∥. (4.17)
Proof. Our goal is to apply the stable manifold theorem of [15]. To do so, we ﬁrst rescale our trans-
formations Rn . Let rn = r−1(σn+1/γn+1)2 for every non-negative integer n, with r−1 > 0 smaller than
half the constant r from Theorem 4.10.
Deﬁne the transformations Rn by
Rn(Z) = r−1n
[Rn(K + rn−1Z) − K ], n ∈ N. (4.18)
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linear map from Pn−1Aρn−1,n−1 to PnAρn,n , which will be denoted by Ln . By Theorem 4.10, Rn is
analytic and bounded on the ball ‖Z‖ < 2, and satisﬁes
∥∥(I −En)Rn(Z)∥∥ρn  εn∥∥(I −En−1)Z∥∥ρn−1 ,∥∥(I − Pn)Rn(Z)∥∥ρn  ϑn∥∥(I − Pn−1)Z∥∥ρn−1 ,∥∥PnRn(Z) − Rn(Pn−1 Z)∥∥ρn  ϕn∥∥(I −En−1)Z∥∥ρn−1∥∥(I − Pn−1)Z∥∥ρn−1 , (4.19)
where
εn = ϑn = Cη−2n (γn/σn)2(γn+1/σn+1)2μ1/2n and ϕn = Cη−2n (γn/σn)6(γn+1/σn+1)2.
Here, C  1 is a constant that may depend on , but not on any other renormalization parameters. In
addition, we have ‖L−1n ‖ < 1/4. We will restrict Rn to the domain Dn−1 ⊂ Aρn−1,n−1, deﬁned by
‖Pn−1 Z‖ρn−1 < 1,
∥∥(I − Pn−1)Z∥∥ρn−1 < δn−1, ∥∥(I −En−1)Z∥∥ρn−1 < δn−1, (4.20)
where δn−1 = (6ϕn)−1. By Corollary 4.9, for any 0<  < 1/2, if κ ′ and κ are chosen suﬃciently large,
then εn μ1/2−  ε = 3/16, ϑn μ1/2−  ϑ = 1/4, and
Cη2n−1η−4n (γn−1/σn−1)−6(γn/σn)6(γn+1/σn+1)4μ
1/2
n  1,
for all positive integers n. The latter inequality implies
εnδn−1  δn, ϑnδn−1  δn, (4.21)
for all n 1. Since, δn−1ϕn = 1/6< ε, the last bound in (4.19) implies
∥∥PnRn(Z) − Rn(Pn−1 Z)∥∥ρn  ε∥∥(I − En−1)Z∥∥ρn−1 . (4.22)
The hypotheses of the stable manifold theorem (Theorem 6.1 of [15]) are now veriﬁed, with ϑ =
1/4 and ε = (1−ϑ)/4, and the conclusions of this theorem imply the statements in Theorem 4.11. 
5. Lower-dimensional invariant tori
Let Z be a lattice in Rd and, V its dual lattice. Let T d = Rd/Zd . We say that a vector ﬁeld X ∈
Aρ(V) has an invariant d-torus with frequency vector ω if there is a continuous embedding Γ from
D0 = T d × {0} into Dρ , such that for all t ∈ R,
ΦtX ◦ Γ = Γ ◦ Φtω, (5.1)
where Φω is the ﬂow of the vector ﬁeld (ω,0). Here 0 is the zero vector in Rd+2D .
Consider a one-step renormalization operator R and a vector ﬁeld X in the domain of R. If F is
any map from D0 into the domain of ΛX = UX ◦ T˜ , where T˜ = Sμ ◦ T , deﬁne the map
MX (F ) = ΛX ◦ F ◦ T˜ . (5.2)
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MX (ΓR(X)). This can be seen easily from the identity ΛX ◦ ΦηtR(X) = ΦtX ◦ ΛX .
Denote by A0(V) the Banach space of continuous functions F : D0 → C2d+2D , with frequency
module in V , for which the norm ‖F‖0,V =∑v ‖Fv‖ is ﬁnite, where {Fv} are the Fourier coeﬃcients
of F .
Consider now a Brjuno frequency vector ω and a ﬁxed but arbitrary vector ﬁeld X such that its
push-forward X0 under the linear change of coordinates N , described at the beginning of Section 3,
belongs to the associated stable manifold W described in Theorem 4.11. Let Xn = Rn(Xn−1) for n 1.
In order to simplify notation, we will write Uk and Mk+1 in place of UXk and MXk , respectively. Our
goal is to construct an appropriate sequence of functions Γk ∈ A0(Vk), satisfying
Γn−1 = Mn(Γn) = Λn ◦ Γn ◦ T˜ −1n , Λn = Un−1 ◦ T˜n, (5.3)
where T˜n = Tn ◦Sμn , for all n > 0. Then we will show that Γ0 is an invariant torus for X0. Finally, the
pullback of Γ0 under N is the desired invariant torus of X .
Let us emphasize several important points here: (i) The original vector ﬁeld X , for which we will
construct an invariant torus, has the periodicity of the lattice 2πZd . The push-forward of this vector
ﬁeld under the linear transformation N on Rd × Rd+2D is the vector ﬁeld X0 with the periodicity of
a lattice Z0 which is dual to V0. (ii) At every step of the renormalization procedure, we have vector
ﬁelds that are invariant under translations of the lattice Zn , dual to Vn , that is linearly isomorphic
to Zd , or, equivalently, Xn is a vector ﬁeld on T dn ×Cd+2D , where T dn = Rd/Zn . (iii) Since we use non-
integer matrices when scaling, the lattice Zn changes with each renormalization step. The n-th step
renormalization transformation Rn maps the vector ﬁeld Xn−1 with periodicity of the lattice Zn−1
into a vector ﬁeld Xn with periodicity of Zn . (iv) Our construction yields (for each n) an invariant
torus for Xn (see Remark 5.5), which is an embedding Γn : T dn × {0} → T dn × Cd+2D . In particular,
Γ0 is an invariant torus with frequency vector (1,0, . . . ,0) for X0. The desired invariant torus Γ with
Brjuno frequency vector ω, for the original vector ﬁeld X , is the pullback of Γ0 under N , which is an
embedding Γ : Td × {0} → Td × Cd+2D .
Now, let us deﬁne Bn , for every n 0, to be the vector space A0(Vn), equipped with the norm
‖ f ‖′n = r−1n ‖ f ‖0,Vn = r−1n
∑
v∈Vn
‖ f v‖, rn = 
4n
λn. (5.4)
Denote by Bn the unit open ball in I+Bn , centered at the identity function I, and by Bn/2 the ball of
radius 1/2 in the same space.
Proposition 5.1. If κ ′ and then κ are chosen suﬃciently large, then there exists an open neighborhood B of
K in A , such that for every X ∈ W ∩ B, and for every n  1, the map Mn is well deﬁned and analytic, as a
function from Bn to Bn−1 . Furthermore, Mn takes values in Bn−1/2, and ‖DMn(F )‖ 1/3, for all F ∈ Bn.
Proof. Clearly, Mn is well deﬁned in some open neighborhood of I in Bn , and
Mn(F ) = I+ g + (Un−1 − I) ◦ (I+ g), g = T˜n ◦ f ◦ T˜ −1n , (5.5)
where f = F − I. In order to estimate the norm of Un−1 − I, we can apply Lemma 3.8, with ρ ′n−1 equal
to ρn−1 − (σn−1/γn−1). By Lemma 3.8 and Theorem 4.11, there exists a constant C > 0, such that
‖Un−1 − I‖ρ ′n−1  C(γn/σn)
∥∥I−Xn−1∥∥ρn−1  C(γn/σn)ψ1/2−n−1 ∥∥(I −E+)X∥∥
ψ1/2−2n−1
∥∥(I − E+)X∥∥ ψ1/9n , (5.6)
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assumed that κ ′ and then κ have been chosen suﬃciently large, and that the neighborhood B of
K has been chosen suﬃciently small (depending on κ ′ and κ ). Though all steps in (5.6) cannot be
carried through if n = 1, the ﬁnal estimate is also valid in that case.
The composition with I + g in Eq. (5.5) is controlled by Proposition 2.1, using the fact that
‖g‖0,Vn−1  η−1n rn‖ f ‖′n is less than ρ ′n−1/2, since we assume that F ∈ Bn . Using rn/rn−1 = ηn/4, we
obtain ‖g‖′n−1  η−1n ηn/4 1/4. From (5.6) we obtain ‖Un−1 − I‖′n−1  rn−1ψ1/16n  1/2, if κ ′ and κ
have been chosen suﬃciently large. These estimates show that Mn−1 maps Bn into Bn−1/2.
Now, we obtain a bound on the norm of the derivative map
DMn(F ) f¯ = g¯ + D(Un−1 − I) ◦ (I + g)g¯, (5.7)
where g¯ = T˜n ◦ f¯ ◦ T˜ −1n . Since ‖g‖0,Vn−1  ρn−1/2, and
∥∥D(Un−1 − I)∥∥ρ ′n−1/2  2ρ ′n−1 ‖Un−1 − I‖ρ ′n−1 , (5.8)
we obtain a bound on this derivative norm analogous to (5.6). This, together with the fact that the
inclusion map from Bn into Bn−1 is bounded in norm by ηn/4, shows that ‖DMn(F )‖ 1/3, for all
n 1, and for all F ∈ Bn . 
Below, we will make use of the following estimate on the difference between the ﬂow for X and
the ﬂow for the constant vector ﬁeld (ω,0).
Proposition 5.2. (See [15].) Let τ be a positive real number and X a vector ﬁeld inA , such that τ‖X−ω‖ <
r < . Then for all times t in the interval [−τ , τ ],
∥∥ΦtX − Φtω∥∥−r  ∥∥t(X − ω)∥∥. (5.9)
Here and in what follows, we write ω for the constant vector ﬁeld (ω,0), in order to simplify the
notation.
Let Φn be the ﬂow for the vector ﬁeld Xn . In order to prove that a solution to (5.3) yields an
invariant torus Γ0 for X , we will use the identity
Φtn−1 ◦ Mn(F ) ◦ Φ−tω = Mn
(
Φ
ηnt
n ◦ F ◦ Φ−ηntω
)
, (5.10)
which follows from the relation described after (5.2), between the ﬂow for a vector ﬁeld and the ﬂow
for the corresponding renormalized vector ﬁeld. This requires an estimate of the following type.
Proposition 5.3. Under the same assumptions as in Proposition 5.1, there exists an open neighborhood B of K
inA , such that for every X ∈ W ∩ B, and for every n 1, the function Φsn ◦ F ◦Φ−sω belongs to Bn, whenever
F ∈ Bn/2 and |s| λn/(4max{‖Ω‖,1}).
Proof. We will use the following easily veriﬁable identity
Φsn ◦ F ◦ Φ−sω = I+ f ◦ Φ−sω +
[
Φsn ◦ Φ−sω − I
] ◦ (I+ f ◦ Φ−sω ). (5.11)
Since ‖ f ‖′n  1/2, and ‖ f ◦ Φ−sω ‖0,Vn = ‖ f ‖0,Vn , we have ‖ f ◦ Φ−sω ‖0,Vn  rn/2. The composition
in (5.11) is well deﬁned since rn/2< ρn (see Deﬁnition 4.5).
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∥∥Φsn ◦ Φ−sω − I∥∥rn/2  ∥∥s(Xn − ω)∥∥rn  ∥∥s(Xn − Kn)∥∥rn + ∥∥s(K −ω)∥∥rn , (5.12)
provided that the right-hand side of this inequality is less than rn/2. Since X ∈ W , using Theorem 4.11
we can bound the ﬁrst term as ‖s(Xn − Kn)‖rn  |s|ψ1/2−n ‖X − K‖ which can be made smaller than
rn/4, for any n, if ‖X − K‖ is chosen suﬃciently small. The second term can be bounded as ‖s(Kn −
ω)‖rn  |s|‖Ωn‖rn = |s|‖Ω‖λ−1n rn  rn/4. Thus, the sum on the right-hand side of inequality (5.12) is
indeed smaller than rn/2. Finally,
∥∥Φsn ◦ F ◦ Φ−sω − I∥∥′n−1  r−1n−1rn  ηn/4, (5.13)
which proves the claim. 
Now we are ready to construct invariant tori. A function f deﬁned on W is said to be analytic if
f ◦ W is analytic on the domain of W .
Theorem 5.4. Under the same assumptions as in Proposition 5.1, there exists an open neighborhood B of K
in A , such that the following holds. Given any X ∈ W ∩ B, and any sequence of functions Fk ∈ Bk, deﬁne
Γn,k = (Mn+1 ◦ · · · ◦ Mk)(Fk), 0 n < k. (5.14)
Then the limits Γn = limk→∞ Γn,k exist in Bn, are independent of the choice of F0, F1, . . . , and satisfy the
identities (5.3). Furthermore, Γ0 is an invariant torus for X, and the map X → Γ0 is analytic and bounded on
W ∩ B.
Proof. By Proposition 5.1, the map Mn : Bn → Bn−1/2 contracts distances by a factor of at least 1/2.
Thus, if 1  n < k < k′ , then the difference Γn,k′ − Γn,k is bounded in norm by 2n−k+1. This shows
that the sequence k → Γn,k converges in Bn to a limit Γn , which is independent of the choice of the
functions Fk . By choosing Fk = Γk for all k, we obtain the identities (5.3). The analyticity of X → Γ0
follows via the chain rule from the analyticity of the maps used in our construction, and from uniform
convergence.
In order to prove that Γ0 is an invariant torus for X , we will use the identity (5.10). To be more
precise, given a real number t , with |t| < (4max{‖Ω‖,1})−1, deﬁne tn = λnt for all n  0. Proposi-
tion 5.3 allows us to iterate the identity (5.10), and get the identity
Φt0 ◦ Γ0,k ◦ Φ−tω = (M1 ◦ · · · ◦ Mk)
(
Φ
tk
k ◦ Φ−tkω
)
, (5.15)
for all k > 0. As proved above, the right- (and thus left)-hand side of this equation converges in
A0 to Γ0. In addition, Γ0,k → Γ0 in A0, and the convergence is pointwise as well, by part (i) of
Proposition 2.1. Thus, since the ﬂow Φt0 is continuous, we have Φ
t
0 ◦Γ0 ◦Φ−tω = Γ0. This identity now
extends to arbitrary t ∈ R, due to the group property of the ﬂow, and the fact that composition with
Φsω is an isometry on A0. 
Remark 5.5. It easily follows from Theorem 5.4 that Γn is an invariant torus for Xn = Rn(Xn−1), which
is an embedding from the torus T dn × {0} into T dn × Cd+2D .
Let A0ρ be the subspace of functions Aρ which do not depend on the variables y,u,w . In what
follows, the torus Γ0 associated with a vector ﬁeld X ∈ W will be denoted by ΓX . For convenience,
we extend the map X → ΓX to an open neighborhood of K , by setting ΓX = Γ ′X , where X ′ = (I +
W )(X − PX) ∈ W .
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open neighborhood B of K in Aρ(V0), such that ΓX has an analytic continuation to ‖ Im x‖ < δ, for each
X ∈ B. The map X → ΓX deﬁnes (via the above extension) a bounded analytic map from B to A0δ (V0).
Proof. The proof of this theorem is completely analogous to the proof of Theorem 4.5 of [15]. For
that reason, we will give only a sketch here.
Consider the translations Rq(x, y,u,w) = (x + q, y,u,w). By examining the construction of W
and ΓX , one veriﬁes that for any q ∈ Rd , the translated vector ﬁeld R∗q X belongs to W whenever X
does, and that
ΓX (q,0,0,0) = (Rq ◦ ΓR∗q X )(0,0,0,0). (5.16)
The idea now is to use the analyticity of map X → ΓX , to extend the right-hand side of Eq. (5.16) to
the complex domain ‖ Imq‖ < δ. This yields the desired analytic continuation of ΓX . The remaining
parts of Theorem 5.6 are proved by using the fact that the right-hand side of (5.16) is jointly analytic
in X and q. 
The proof of Theorem 1.3 follows from Theorems 4.11, 5.4 and 5.6. Our construction in Theo-
rems 5.4 and 5.6 yields an invariant torus Γ0 for X0, which is an embedding from T d0 × {0} into
T d0 × Cd+2D . The invariant torus with the Brjuno frequency vector ω for the vector ﬁeld X on the
pullback of W under N (denoted by W in Theorem 1.3) is the pullback of Γ0 under N .
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