The author describes a method for improving standard "exact" confidence intervals in discrete distributions with respect to size while retaining correct level. The binomial, negative binomial, hypergeometric and Poisson distributions are considered explicitly. Contrary to other existing methods, the author's solution possesses a natural nesting condition: if α < α , the 1 − α confidence interval is included in the 1 − α interval. Nonparametric confidence intervals for a quantile are also considered.
INTRODUCTION
Construction of confidence intervals in discrete distributions is an old problem for which no definite solution seems to have been reached. The usual approach is based on inverting an equal-tailed test, giving standard "exact" intervals in distributions such as binomial, Poisson, negative binomial, or hypergeometric. Following Blyth & Still (1983) , an exact confidence set has coverage probability larger than or equal to the nominal level for all possible parameter values. The level is correct if the confidence coefficient (the infimum of the coverage probabilities) is equal to the nominal level. Standard exact confidence intervals tend to be very conservative and too wide, i.e., the confidence coefficient is strictly greater than the nominal level, in particular for small and moderate sample sizes. One way to alleviate this problem is to use approximate solutions based on the normal distribution; cf., e.g., Vollset (1993) or Agresti & Coull (1998) for the binomial case. Such procedures typically yield shorter intervals, but the coverage probability is not above the nominal level for all parameter values and hence they are not correct confidence sets in the strict sense. The second approach is to look for less conservative exact intervals. For the binomial distribution, this is done by Sterne (1954) , Crow (1956) , and Blyth & Still (1983) and for the Poisson distribution by Crow & Gardner (1959) . Casella (1986) and Casella & Robert (1989) address the question of improving confidence procedures with respect to length while maintaining correct confidence level through a numerical procedure called a refinement process. This results in a class of improved confidence procedures with length optimality and includes the intervals considered by Crow (1956) and Blyth & Still (1983) for the binomial case. We show that this class, based on inverting tests with shortest acceptance regions, does not lead to nested confidence intervals and also does not dominate the standard procedure for all confidence levels. The purpose of this article is to present an analytical approach that always gives improved exact confidence intervals compared to the standard equal-tailed intervals for discrete distributions while maintaining the nesting condition and providing the experimenter with a pvalue. Our approach builds on the concept of acceptability function due to Spjøtvoll (1983) and is related to a procedure for improving binomial confidence intervals presented in Sterne (1954) . It is no more difficult to use than the standard method and does not involve detailed analysis of acceptance regions for every possible parameter value, like the methods in Blyth & Still (1983) .
In the next section, we formulate the problem in terms of confidence curves and present a general method for constructing exact confidence sets. Section 3 introduces the acceptability function and shows why it leads to improved intervals compared to the standard method. In Section 4, we discuss the important case of binomial confidence intervals and compare our method to previously suggested approximate and exact procedures. The rest of the paper then studies the improved intervals for the Poisson, negative binomial, and hypergeometric distributions. We also look at nonparametric confidence intervals for a quantile. The appendix contains S-Plus code for computing the acceptability functions so the reader can make his/her own tables.
CONFIDENCE SETS AND CONFIDENCE CURVES
Let X have a discrete distribution indexed by a real-valued parameter θ and let p θ (x) be the density with respect to counting measure on the natural numbers. We want to construct exact 1 − α confidence sets for θ based on a statistic T = T (X), i.e., sets C α (t) such that inf θ P θ {θ ∈ C α (T )} ≥ 1 − α. Here, t is an observed value of T . There is no universally accepted principle for finding T . Assume a test of H : θ = θ 0 against K : θ = θ 1 is based on the statistic T (X), such that H is rejected when T is large if θ 1 > θ 0 and when T is small if θ 1 < θ 0 . In particular, this holds if the family of distributions has monotone likelihood ratio in T (x), i.e., the ratio of densities p θ (x)/p θ (x) is a non-decreasing function of T (x) for all θ < θ . This includes the binomial, Poisson, negative binomial, and hypergeometric distributions; cf. Lehmann (1986, Chapter 3) . If T is stochastically increasing, i.e., P θ (T ≤ t) is decreasing in θ for all t, it is natural to restrict attention to confidence intervals. Families with monotone likelihood ratio are always stochastically increasing. Standard confidence intervals for θ are found by inverting the equal-tailed test of
and θ U is the smallest θ such that P θ (T ≤ t) ≤ α/2; cf. Casella & Berger (1990, Section 9.2.3) . These intervals will be exact, i.e., the coverage probability is at least 1 − α for every possible θ. However, there must be some room for improvement since we have replaced the condition
by the stronger condition
The p-value of the equal-tailed test of H : θ = θ 0 is
Notice that (θ L , θ U ) = {θ: β(θ; t) > α} = U α (t), say. The function β(θ; t) is the confidence curve corresponding to this confidence procedure, as advocated in Birnbaum (1961) , and β(θ; t) as a function of θ for a fixed (observed) t gives all possible confidence intervals at all levels, and ranks all possible θ-values according to how reasonable they are after T = t is observed.
A preference function π is a function which, for each observed X = x, associates a real-valued function on the parameter space. For a given preference function π and observed x, the point θ 1 is then preferable to θ 2 if π(θ 1 ; x) > π(θ 2 ; x). The notion of a preference function was introduced by Spjøtvoll (1983) . A confidence curve π is a preference function with the additional property that {θ: π(θ; x) > α} is a 1 − α confidence set for θ. For the confidence curve β(θ; x), the preferability of θ for an observed x is the largest value of α such that θ is included in the confidence interval at level 1 − α. Any confidence procedure can be thought of as implicitly derived from a confidence curve, at least if the confidence sets are nested, i.e., sets with larger confidence coefficient always include those with smaller coefficient. Confidence procedures with this property are said to be nested, or to satisfy the nesting condition. Without this requirement, the data might be significant at level α but not at a higher level α , and the p-value of the corresponding test would not be defined. The very possibility of this pathological behaviour casts doubt on the testing-confidence set methodology; cf. Chernoff (1951) .
The improved confidence intervals are based on the idea of finding a better confidence curve than β(θ; t), i.e., a function α(θ; t) such that α(θ; t) ≤ β(θ; t) for all θ and t while P θ {α(θ; T ) > α} ≥ 1 − α. Confidence intervals based on α(θ; t) are then shorter than the standard intervals but have the same minimum coverage probability. The next lemma gives the basic idea. Lemma 1. Let X have density p θ (x) and let γ(θ, x) be any function of x and θ.
The level is exactly 1 − α if there are values of x and θ such that λ(θ; x) = α or equivalently α = H θ (z) for some z. In particular, the level is 1 − α for all θ if γ(θ; X) has a continuous distribution with strictly increasing distribution function H θ (z) for all θ. If θ 0 is at the border of the 1 − α confidence set for a particular observed x, the coverage probability is exactly 1 − α at θ 0 if λ(θ 0 , x) = α. For a specific function γ(θ; x), there may of course be no such values of θ; e.g., if γ(θ; x) is a constant in x, the only attainable confidence levels are 0 and 1. Moreover, if α < α , then λ(θ; x) > α ⇒ λ(θ; x) > α and hence confidence sets derived from Lemma 1 are always nested.
One possible choice is γ(θ, x) = p θ (x). Then λ(θ; x) is the probability of obtaining a likelihood equal to or smaller than the one observed when θ is the true parameter. This function is used to obtain improved confidence limits for the binomial success probability by Sterne (1954) . Notice that the sets from Lemma 1 will not in general be intervals, even if γ(θ, x) = p θ (x) and the density has monotone likelihood ratio. For instance, if p θ (x) is increasing or decreasing in θ for all x, we get one-sided intervals and if p θ (x) is not unimodal, the resulting sets may be unions of disjoint intervals. For this reason, and to ease comparison with the standard approach, we prefer the choice γ(θ, x) = min{P θ (T ≥ t), P θ (T ≤ t)}, where t = t(x).
THE ACCEPTABILITY FUNCTION
The following theorem provides exact 1 − α confidence sets which always improve the standard set U α (t).
Theorem 1. Let the distribution of X be indexed by θ and let
(ii) The following expressions hold:
Proof. (i) follows from Lemma 1. To show (ii), fix θ and define g(t) = P θ (T ≥ t) and h(t) = P θ (T ≤ t). Then g(t) is non-increasing and h(t) is non-decreasing. If
where
If T is the sufficient statistic in a one-parameter exponential family, the function α(θ; t) is the acceptability function defined in Spjøtvoll (1983) and Theorem 1 is contained in that paper. Viewed as a preference function, the acceptability function has some optimality properties for this family. Here, we only view it as a convenient way of generating the confidence sets S α (t) which by Theorem 1 are the level sets of α(θ; t). Recall that β(θ; t) is the p-value of the two-sided test based on T as in (3) and the corresponding confidence interval is U α (t) = {θ: β(θ; t) > α}. The following corollary is an immediate consequence of Theorem 1 and shows why α(θ; t) leads to improved confidence sets in discrete distributions.
Corollary 1. It always holds true that α(θ; t) ≤ β(θ; t) and consequently
The confidence sets S α (t) based on the acceptability function are always subsets of the standard sets U α (t); they are less conservative but are still exact confidence procedures. They have correct level 1 − α precisely at points θ 0 that are at the border of S α (t) when T = t is observed provided α(θ 0 ; t) = α, i.e., α(θ; t) is continuous at θ 0 . The function α(θ; t) is discontinuous at points θ such that
for some v; in other words when α(θ; t) = β(θ; t) (and α(θ; t) < 1). In Section 4.2, we show that other exact procedures which have been suggested as improvements of the standard method in the binomial case will sometimes be shorter than the acceptability intervals, but they do not satisfy the nesting condition. This detracts from their usefulness.
The acceptability function also provides the experimenter with an appropriately defined p-value for an asymmetric discrete null distribution. Various possible definitions of the p-value in this case are discussed by Gibbons & Pratt (1975) . As a p-value associated with a two-sided test of H : θ = θ 0 , α(θ 0 ; t) is defined as the sum of the one-tailed p-value, and an attainable probability in the other tail which is as close as possible to, but not greater than, the one-tailed p-value.
The rest of this paper investigates the actual improvement for specific discrete distributions. For continuous distributions, α(θ; t) = β(θ; t) and no improvement is possible. If T is stochastically increasing, U α (t) is always an interval but there is a minuscule possibility that S α (t) is a union of several disjoint intervals rather than one interval because (4) and (5) may not be monotone in θ. In that case, we use as our confidence interval the smallest interval containing S α (t), i.e., (θ L , θ U ) where θ L is the smallest θ such that α(θ; t) ≥ α and θ U is the largest θ such that α(θ; t) ≥ α. These modified intervals are still subsets of the standard intervals, have the required minimum coverage probability and satisfy the nesting condition.
BINOMIAL DISTRIBUTION
Let X denote a binomial variate for sample size n with success probability p.
This confidence interval is known as the Clopper-Pearson "exact" confidence interval for p. Let f ν1,ν2,α denote the upper α quantile in the F -distribution with ν 1 and ν 2 degrees of freedom. Leemis & Trivedi (1996, p. 67) show that the interval can be written
This interval is usually treated as a gold standard when comparison between different confidence sets for p is made, but is often criticized for being too conservative. The confidence set S α (x) = {p : α(p; x) > α} is superior to U α (x) since it has the same nominal level but is shorter. This is illustrated in Figure 1 where we plot α(p; x) and β(p; x) together with coverage probabilities as a function of p for α = .05. Table 1 shows the improvement in mean coverage probability, i.e., 1 0 C n (p)dp where C n (p) is the coverage probability if p is the true value. 
is acceptability α(p; t), unbroken line is Clopper-Pearson β(p; t).
Middle: Coverage probability for 95% Clopper-Pearson confidence interval. Bottom: Coverage probability for 95% acceptability confidence interval.
As can be seen from Figure 1 , the actual coverage of the Clopper-Pearson intervals is 1 − α/2 rather than 1 − α for p near 0 or 1. For n ≤ 5, this is true for all p when α = .05. In general, the actual coverage is 1 − α/2 rather than 1 − α if n < (1 − ln α/ ln 2); cf. Angus & Schafer (1984, p. 190) . No such problems arise with S α (x). For instance, if n = 1 and α < 1/2, then 
] when x = 0 and [1/2, 1] when x = 1. This is due to the discreteness and shows that the entire confidence curve should be shown, not just the level sets.
Moreover, the acceptability of p is 1 in an interval including the median-unbiased estimatorp (the solution of Pp(X ≤ x) = Pp(X ≥ x)) which means that no values of p in this interval will be rejected at any level when x is observed. This is quite reasonable and again reflects the discrete nature of the problem. If we observe x = 3 when n = 5 and test H: p = .59 against K: p = .59, we should never reject at any level because no other observed x-value supports the null hypothesis more than x = 3.
Comparison With Approximate Methods.
Many authors, e.g., Vollset (1993) , Leemis & Trivedi (1996) and Agresti & Coull (1998) , advocate using some approximate method such as (continuity corrected) score intervals or adjusted Wald intervals since these intervals have almost the right level and are shorter than the Clopper-Pearson intervals. It is our contention that no approximate solution is necessary, since the interval S α (x) has level 1 − α for all n and is considerably shorter than U α (x). Table 1 shows average width of the Clopper-Pearson(CP) and acceptability (AC) intervals as well as average widths of the adjusted Wald (AW) and score (SC) intervals. If a family of intervals is ( x , u x ) when X = x is observed, then the average width is n x=0 (u x − x )/(n + 1). Let p = X/n and let Φ be the cdf of the standard normal. Then the score interval is based on the approximate confidence curve 2Φ(−|p − p|/ p(1 − p)/n) and the Wald interval on 2Φ(−|p − p|/ p(1 −p)/n). For adjusted Wald interval, replace n with n + 4 andp with (X + 2)/(n + 4) when α = .05; cf. Agresti & Coull (1998) . However, these procedures have confidence coefficient well below the nominal level.
Comparison With Other Exact Procedures.
Exact binomial confidence intervals are discussed by Sterne (1954) , Crow (1956) , and, more recently, Blyth & Still (1983) and Casella (1986) . Sterne (1954) considers the probability of obtaining a number of successes as probable as or less probable than the observed x, i.e., λ(p;
n−x in the notation of Lemma 1. He then argues that one should consider as a confidence set for p all values of p such that λ(p; x) > α as in Lemma 1. Now λ(p; x) has the same form as the acceptability function α(p; x) but with discontinuities at different values of p. Fix p and let X = x be observed. If
where x * * is the largest u < x such that P p (X = u) ≤ P p (X = x). If P p (X = x) is maximized at x = x m and x = x m+1 , then λ(p; x m+1 ) = 1 also and the formulas are still valid. Hence λ(p; x) is discontinuous for values of p such that P p (X = x) = P p (X = u) for some u. If λ(p; x) involves probabilities from both tails, it has unique local minimum for a smaller value of p than this discontinuity point (p < 1/2); cf. see Crow (1956, p. 427) . Therefore, the confidence sets from Sterne's system may be unions of several disjoint intervals as noted by Crow. As  Figure 3 shows, the Sterne system does not uniformly improve the Clopper-Pearson intervals. The total length of the Sterne confidence sets is however as small as possible for the given level. Crow (1956) proved that every confidence set given by a family of shortest acceptance intervals makes the sum of the n + 1 possible lengths of the sets as small as possible. The complete class of confidence procedures in Casella (1986) , which includes the intervals in Crow (1956) and Blyth & Still (1983) , consists of all possible (equivariant) exact intervals at level 1 − α which maintain shortest total length and always are intervals (as opposed to Sterne's procedure.) Unfortunately, to achieve this the nesting property of Sterne's system is lost. Let us review the construction in Blyth & Still (1983) . For each n and p 0 , there is one or several shortest acceptance intervals A n (p 0 ) ≤ X ≤ B n (p 0 ) of the hypothesis H: p = p 0 against K: p = p 0 . We consider only equivariant intervals, i.e., require
. The corresponding confidence set at level 1 − α consists of all values of p 0 that are not rejected at level α, and since this set should be an interval, we require A n (p 0 ) and B n (p 0 ) to be non-decreasing in p 0 . These acceptance intervals can be found graphically by plotting, as a function of p, the n + 1 probabilities P p (X = x) of the size 1 regions, the n probabilities P p (x ≤ X ≤ x + 1) of size 2 regions up to the two probabilities P p (0 ≤ X ≤ n − 1) and P p (1 ≤ X ≤ n) of size n. Figure 2 shows the situation for n = 3. Draw the line y = 1 − α and determine the shortest region(s) with probability above 1−α for a given p. Some of these may still violate the equivariance or interval requirement. Table 2 shows the procedure for 1 − α = .696, .470 and .444. Casella's class is defined as every possible shortest region, Crow's class always chooses the acceptance region furthest to the right for p < .5 whereas the BlythStill system changes acceptance region at the midpoint of the possible values of p. Table 3 shows the corresponding confidence intervals. These procedures remove horizontally undesirable behaviour, i.e., always give intervals. They do, however, introduce vertically undesirable behaviour because none of the members of this complete class are nested. Referring to Table 3 , the unique shortest confidence interval when x = 1 is observed is (.114, .634) for 1 − α = .696 and (.237, .654) when 1 − α = .444. This violates the nesting requirement. Consider the Blyth-Still intervals for x = 1. The point p 0 = .64 is included in the confidence interval for levels 1−α ≥ .705, excluded for levels between .704 and .666, included again for levels between .665 and .475, excluded between .474 and .445, included between .444 and .442 and finally excluded when 1 − α < .442. The reader is challenged to determine the p-value of the corresponding test of H : p = p 0 when X = 1 is observed. The Crow system has even wilder behaviour, as can be seen from Figure 3 . This figure shows the 1 − α confidence intervals (p L , p U ) at vertical level y = α. For Casella's class, there are several choices, and one possibility is indicated with short dashes. The Clopper-Pearson intervals are also shown, and none of the members in Casella's class dominate the Clopper-Pearson intervals for all possible levels. Crow (1956, p. 425) notices that his intervals may violate the nesting requirement, and modifies his choice so that the .90 interval is never longer than the .95 interval. This makes his tables look reasonable, but this practice has some counterintuitive consequences. Firstly, it attaches special significance to the arbitrarily chosen "commonly used fixed levels" .90, .95 and .99. Secondly, it makes the p-value of the corresponding test (if defined at all) dependent on which fixed levels one might be willing to consider. One really wants to modify the intervals so the nesting requirement is always satisfied, but this is not possible as Theorem 2 shows. The reader might object that this unreasonable behaviour in our example for n = 3 only occurs at smaller levels than one would normally consider. This is for ease of exposition only. If we consider n = 25, the same problems occur for 1 − α = .95 but the picture corresponding to Figure 2 would now be very complicated without adding new insight. In practice, the difference between the Blyth-Still and acceptability intervals is small, and the corresponding entries for the Blyth-Still intervals in Table 1 coincides with the ACC column except that the mean coverage for n = 10 is .974. Proof. For n = 1, 2, the acceptability intervals are members of Casella's class which consequently contains nested sets. It suffices to consider confidence intervals when x = 1 is observed, though this phenomenon always occurs if the rejection regions involve probabilities from both tails. We want to show that for n ≥ 3 and x = 1, Casella's 1−α upper confidence limit u 1 (1−α) is not a strictly increasing function of 1−α. Let p 2 = n 1/(n−1) /{1+n 1/(n−1) } be the p such that P p (X = 1) = P p (X = n) and let 1 − α 2 = P p2 (X ≥ 2). Then u 1 (1 − α 2 ) = p 2 because the shortest acceptance region at level 1 − α 2 is {2 ≤ X ≤ n} for sufficiently small p > p 2 and {1 ≤ X ≤ n − 1} for sufficiently large p < p 2 . The function P p (2 ≤ X ≤ n − 1) is continuous in p and maximized at p 1 = (n − 1) 1/(n−2) /{1 + (n − 1) 1/(n−2) } (cf. Casella 1986, eq. (3.8)), strictly increasing for 0 ≤ p < p 1 and strictly decreasing
is coincidental with Casella's lower confidence limit n (1 − α) when x = n and hence is not unique. But there exists a level 1
In short, one cannot insist on having length optimality, nestedness and confidence sets that are always intervals at the same time. The Sterne system has the first two properties but may yield two separate intervals rather than one. All members of Casella's class are intervals and have length optimality, but they are not nested. Also, none of these systems are guaranteed to improve upon the ClopperPearson interval in the sense of producing an interval that is always a subset of the former for a specific outcome, even though this was their original motivation. The acceptability intervals are always nested and always improve upon the ClopperPearson system, but do not have the length optimality. In our opinion, this is a small deficiency compared to violation of the natural nesting requirement.
POISSON DISTRIBUTION
Let X be a Poisson variate with mean λ. The confidence interval based on β(λ; x) is U α (x) which can be written (χ
where G ν is the cumulative distribution function in the chisquare distribution with ν degrees of freedom; cf. Garwood (1936) . The Garwood intervals suffer from the same problem as the Clopper-Pearson intervals, being too wide and yielding coverage probabilities strictly greater than 1 − α, especially for small λ where the level is effectively 1 − α/2. The acceptability intervals alleviate these problems and have coverage probabilities much closer to the nominal level, especially for λ near 0. Improvement on the Garwood interval while maintaining exact level 1 − α is considered by Crow & Gardner (1959) and Casella & Robert (1989) . These procedures are based on inverting shortest acceptance regions and lead to non-nested confidence intervals. The same criticism as in the binomial case applies.
NEGATIVE BINOMIAL DISTRIBUTION
Let X be the number of non-cases before r cases are observed with prevalence rate p. Then X follows the negative binomial distribution with parameters r and p, viz.
where r is known and p is unknown. This family of distributions has monontone likelihood ratio in T (x) = −x. The case r = 1 is the geometric distribution. Lui (1995) gives tables for the standard interval U α (x) for α = .05. In Figure 4 , the confidence curves α(θ; x) and β(θ; x) are plotted when x = 5 is observed and r is 1, 5 or 20. We have also plotted the coverage probabilities for the standard interval and the acceptability interval when α = .05. The standard procedure has coverage probability about 1 − α/2 rather than 1 − α when p is near 1, the problem being worse when r is small. Figure 4: Top: Confidence curves for the negative binomial distribution based on standard approach and acceptability. Middle: Coverage probability for standard 95% confidence interval. Bottom: Coverage probability for 95% acceptability confidence interval.
HYPERGEOMETRIC DISTRIBUTION
Assume a finite universe consisting of N units whereof an unknown number A have a particular attribute. We randomly sample n units from the universe without replacement and record the number of observed units with the attribute, X. The latter then has a hypergeometric distribution,
Hypergeometric, N=100, n=13, x=10 Here, A is the unknown parameter. Wright (1991) gives extensive tables of standard confidence sets. Since A takes values in {0, 1, . . . , N}, we are now considering confidence sets rather than intervals, but as shorthand, let [A 1 , A 2 ] mean the set {A 1 , A 1 + 1, . . . , A 2 }. The standard confidence set is obtained by inverting the equal-tailed test (Buonaccorsi 1987 ) and can hence be written
In Figure 5 , we have plotted the confidence curves α(A; x) and β(A; x) for x = 10 when N = 100, n = 13. Figure 6 shows coverage probabilities for the standard and acceptability intervals at level 1 − α = .95 for N = 20, n = 4 and N = 100, n = 13 which correspond to examples 3.8 and 3.9 in Wright (1991) . The standard intervals are very conservative in these cases, having coverage probability at least .9855 and .9641, respectively, compared to .9566 and .9510 for acceptability in the two cases. Wright (1991, p. 51) incorrectly states that the excess probability for the standard interval is as small as possible. In both cases, the 95% interval S .05 (x) is a proper subset of the standard interval for all x. For N = 20, n = 4, the standard 95% sets for x ∈ {0, 1, 2, 3, 4} are [0, 11] , [1, 15] , [2, 18] , [5, 19] , [9, 20] (Wright 1991, p. 51) , while the improved sets are [0, 10] , [1, 14] , [3, 17] , [6, 19] , [11, 20] . We can also obtain tests for H : A = A 0 against K : A = A 0 with a type I-error closer to the nominal level, which in turn will give higher power. For instance, if A 0 = 50 when N = 100, n = 13, then the standard test at level .05 rejects when X ≥ 11 or X ≤ 2 with actual level .0147, while the test which rejects when α(A 0 ; x) ≤ .05 also includes X = 10 in the rejection region and has actual level .0430.
CONFIDENCE INTERVALS FOR QUANTILES
Let X 1 , . . . , X n be i.i.d. with continuous distribution F (x) and let F (x ε ) = ε. Nonparametric inference about the ε-quantile x ε can be based on the statistic T n (θ) = n i=1 I(X i ≤ θ) since T n (x ε ) has a binomial distribution with parameters n and ε. The p-value of the equal-tailed test of H : x ε = θ against K : x ε = θ, is β(θ; t) = min[2 min{P (Y ≥ t), P (Y ≤ t)}, 1], where t is the observed value of T n (θ) and Y ∼ Bin(n, ε). The set U α (t) = {θ: β(θ; t) > α} is a 1 − α nonparametric confidence interval for x ε (Lehmann 1975, p. 185) . The acceptability interval S α (t) = {θ: α(θ; t) > α} is a subset of the standard interval and has confidence level at least 1 − α. Figure 7 shows α(θ; t) and β(θ; t) when θ = x .25 and n = 25. This is plotted for X i = i for i = 1, . . . , 25, which is of course artificial but convenient since X (i) = i. The standard 95% interval is (X (2) , X (12) ) while the acceptability interval is (X (2) , X (11) ), and the coverage probabilities are .982 and .963, respectively. Since, if Y ∼ Bin(25, .25), P (Y ≤ 1) = .007, P (Y ≤ 2) = .032, P (Y ≥ 12) = .011 and P (Y ≥ 11) = .030, it is obvious that we can obtain a shorter interval in this case by requiring (1) rather than (2). But it is interesting that these conclusions are obtained through Theorem 1. For ε = 1/2, Y ∼ Bin(n, 1/2) whence P (Y ≥ y) = P (Y ≤ n − y), and consequently α(θ; t) = β(θ; t); so acceptability does not give improved confidence intervals for the median.
SUMMARY AND DISCUSSION
We have introduced a new method for constructing exact confidence sets that leads to shorter and less conservative exact confidence sets for discrete distributions. For stochastically increasing distributions, attention can be restricted to intervals and the method gives intervals that are easy to compute and do not involve anything except the distribution at hand. Numerical results show that the improved intervals are much less conservative than standard exact intervals. Previously suggested improved procedures, in particular for the binomial distribution, may yield shorter intervals but the resulting confidence intervals violate the natural nesting; i.e., confidence intervals with a large confidence coefficient do not necessarily include intervals with a smaller confidence coefficient. They may also fail to be subsets of the standard intervals.
Our improved intervals are always subsets of the standard intervals, are always nested and are guaranteed to have the nominal confidence level. Therefore, there is nothing to lose but there may be a substantial gain from adapting the new procedure.
