The successful application of a conceptual rainfall-runoff (CRR) model depends on how well it is calibrated. Despite the popularity of CRR models, reports in the literature indicate that it is typically difficult, if not. i.
typical of CRR models also lead to the existence of multiple optima (i.e., more than one sohition). However, the automatic calibration procedures in current use are incapable of finding the globally optimal parameter estimates with any reasonable degree t tf confidence. This translates into uncertainty regarding the accuracy of the model forecasts. Furthermore, unless the best set of parameters associated with a given calibration data set can be found, it is difficult to determine how sensitive the parameter estimates (and hence the model forecasts) are to factors such as input and output data error, model error, quantity and quality of data, objective function used, and so on. This model was first introduced by Gupta [1982] and has been presented by Gupta and Sorooshian [1983] . techniques" (see also Brazil [1988] ). Wang [1991] reported that the genetic algorithm [Holland, 1975] Our objective is to determine what can be learned about the structural identifiability properties of CRR models. In particular, we are interested in (1) detecting the location and number of multiple optima; and (2) obtaining global information about parameter sensitivity and the structure of the objective function response surface.
Because of the highly complex and nonlinear nature of CRR models, a theoretical analysis of the model equations to obtain the information we require is difficult, if not impossible. Therefore, we have chosen to use computational methodologies that employ information sampled from the entire parameter space, taking care to adequately span the space and provide a sufficient density of coverage. The two procedures we have used are: (1) uniform random sampling (URS) of the parameter space; and (2) exhaustive gridring (EG) of the parameter space.
Uniform Random Sampling (URS) Method
The method of uniform random sampling (URS) is a primitive probabilistic approach to global optimization. In this method, a prespecified number of points, N (say N = 1000), is sampled at random from the feasible parameter space using a uniform probability distribution. The objective function value is computed at each point, and the point with the best (we shall use minimum) objective function value is taken as an estimate of the optimum. In addition, however, the N sampled points contain important information about the nature and structure of the objective function response surface. This information can be extracted using appropriate analysis procedures. One such procedure is to construct graphical projections of the sampled points after having arranged them in order of increasing objective function value. The two graphical projections we investigated were (1) X-Y plot of the distance of each point from the optimum normalized by the parameter range (NORD), versus objective function value; and (2) X-Y plot of parameter value (PARV), versus objective function value.
To illustrate how these plots are useful, two simple examples are presented. First, consider the simple twodimensional nonconvex Hosaki function (Figure 3a example, a two-dimensional problem with a grid size of 100 x 100 requires 10,000 function evaluations and 78,804 function comparisons; the method is clearly not an efficient procedure for finding the global minimum. The EG method was applied to the SIXPAR model in two-and threedimensional subspaces only. Higher-dimensional subspaces were not studied because the computational burden became too large, even for the Convex C240 used in this study.
The two-dimensional subspaces were examined first. For each pair of parameters, a grid size of 100 x 100 was used.
In addition to the case of "perfect" data (no streamflow error), the influence of two types of streamflow data error .The three-dimensional subspaces were examined next. A calibrate the CRR type model SIXPAR using local search grid size of 100 x 100 x 100 was used to search each procedures (e.g., simplex method, Rosenbrocks method, three-dimensional parameter space for local optima using the Newton-Raphson method, etc.); we believe these problems to be common to other CRR models such as the SAC-SMA.
.SL.S objective function. The results, pre.sente. d in Table 3 . indicate that the number of local optima In the three-In Table 4 , five major characteristics that complicate the dimensional subspaces reaches as many as 812. This clearly optimization problem are identified. Perhaps the most imdoes not bode well for local search optimization procedures. portant of these is that the structure of multiple optima exists The locations of the local optima in four of these three-on at least two scales. At the "large" scale, we find that dimensional subspaces are displayed in Figures 10a-10d . there is more than one broad "region of attraction" into The large number of minor optima is the most probable reason for the numerous reports in the literature of the inability to find unique "optimal" parameter values. In a local search procedure, when a line optimum or a stationary point is encountered, the optimization procedure will generally stop. Small step size local searches will be unable to run In addition to the presence of optima at different scales, the objective function surface in the multiparameter space is not smooth and has discontinuous derivatives that vary in an unpredictable manner through the parameter space. This helps explain why derivative-based local optimization methods have not performed well. Furthermore, it indicates that, the maze of minor optima, inevitably failing to reach the for any global optimization to be successful, it must not global optimum. Because many of the minor optima can be depend on smooth and continuous derivatives either. Fifound quite far from the global optimum, the search may nally, the response surface •n the region of the global terminate without even finding an approximate solution.
optimum is not necessarily convex, exhibits widely vaD.'ing The combination of the five features mentioned above makes the optimization problem difficult to solve. The task, therefore, is to design an optimization procedure that k capable of dealing with these various difficulties. To deal with multiple regions of attraction, the algorithm must be globally based and possess global convergence properties. The algorithm must be able to avoid being trapped by minor optima, and it must not require the availability of explicit analytic expressions for the objective function in terms of its parameters or for the derivatives. It must be robust in the presence of parameter interaction and nonconvexity of the objective function surface. Finally, because CRR modeb usually involve a large number of parameters, the algorithm must be efficient in the presence of high dimensionality. therefore only a brief summary is provided here. In essence, deterministic methods can provide a rigid guarantee of success, but they do so at the expense requiring that the function satisfy certain restrictive conditions (e.g., continuity, differentiability to second order, Lipschitz condition, etc.) that cannot be guaranteed for CRR models. Further, they are typically inefficient [Torn and Zilinskas, 1989] and slow in converging to the optimum. Probabilistic methods, on the other hand, involve the evaluation of the function at a random sample of points in the feasible parameter space, followed by subsequent manipulations of the sample using a combination of deterministic and probabilistic rules. While probabilistic methods can guarantee convergence. only in a probabilistic sense, they are quite efficient in practme and have the major advantage that they do not usually impose restrictive conditions on the nature of the function. Because many probabilistic methods can be employed when the function is discontinuous and when derivative information is difficult or impossible to obtain, this makes them natural candidates for the optimization of CRR models. Therefore, we chose not to investigate deterministic global optimization methods for CRR model calibration, and all the algorithms discussed in this paper belong to the class of probabilistic global optimization methods.
Evaluation of the Adaptive Random Search Method
As mentioned in section 4, the uniform random sampling approach is a primitive probabilistic optimization method. 1. Choose a focal point (for example, this can be the "best" point obtained in the preliminary process of defining the parameter space, or it can be some arbitrary point such as the centroid of the feasible space). 
Generate a set of N points randomly distributed in the

Repeat steps 2-4 until the best point is found in the smallest range level a user-specified successive number of times (say three). This point is chosen as the optimal parameter set.
Reports in the optimization literature indicate that the ARS strategy works well in practice. We therefore conducted detailed tests of the ARS strategy on the SIXPAR model, using the following experimental approach. The centroid of the feasible parameter space was used as the initial focal point. One hundred independent optimization runs were conducted using the ARS algorithm, each using a different, randomly selected initial seed value; this consists of 100 statistically independent trials of the algorithm. We know from experience with the SIXPAR model that a function value of 10 -3 guarantees that the "true" parameter values have been found to within a few decimal places. Therefore, for all of the studies reported in this paper, we have defined an optimization run to be a success as soon as a function value of 10 -3 is achieved. The number of suc. cesses out of 100 is a measure of the "effectiveness" of the algorithm, and the average number of function evaluations taken over all successes is a measure of the "efficiency" of the algorithm. A uniform sampling distribution was used, the number of range levels used was four, and the test was The results are presented in Figure 12 ; the solid line shows the performance of the ARS method alone, and the dashed lines show the performance of the three cases of the ARS/ simplex method. In each case the failure rate has reduced considerably (from 100% to 62% for case 1, from 100% to 58% for case 2, and from 100% to 45% in case 3) with only marginal increases in the average number of function evaluations; however the failure rate is still high. Figure 15 shows the beginning and ending parameter values for the 100 simplex searches started after 5000 ARS function evaluations; while $5 of the 100 simplex local searches terminated at the global optimum (horizontal dotted line), there has been no significant reduction in the distribution of the parameter values for the remaining 45 optimization runs.
Evaluation of a Multistart Simplex Procedure
A method for dealing with multiple optima that has been suggested in the hydrologic literature [e.g., Johnston and Pilgrim, 1976] is to run several trials of a local search optimization method from different starting points in the feasible space. The validity of such an approach can be demonstrated by the following arguments. To have good confidence in the results of any probabilistic optimization procedure, we require that it have a relatively small failure probability on the problem of interest. Let us say that we run a procedure once on a problem beginning from some randomly selected location in the feasible search space, and the probability of failure is Pf (out of 100 independent tests of the method, we expect that 100 x Pf of them will fail). If we then rerun the procedure r times from r independent randomly selected locations, the overall failure probability will decrease according to the equation Poe(r) = Pf(1) r and tend to zero as r becomes large. If Poe is 0.65 (65 failures out of 100), then r equal to 12 will give a failure rate of less than 1 in 100. This simple global search strategy of repeating the search from many different locations is called a "multistart" procedure.
The efficiency of the multistart procedure varies nonlinearity with Poe, so that the number of restarts r required to achieve an overall failure probability of Pf(r) is given by r = In (Pf(r))/ln (Pf(1)). The curve of r versus Poe(1) is plotted in Figure 16 mately 5 CPU seconds for 7 years of daily streamflow and 6-hourly precipitation calibration data on the Convex 240 supercomputer), and 10,000 evaluations would require considerable computational resources. Moreover, due to the fact that the SAC-SMA model has many more optimizable parameters than the SIXPAR model, the initial failure probability Pf(1) is likely to be much higher than 0.65, so that the number of restarts required would be much larger than 12. It is, therefore, desirable that the efficiency of the search procedure be improved.
THE SHUFFLED COMPLEX EVOLUTION GLOBAL OPTIMIZATION METHOD
A strategy based on the use of multiple simplexes started from random locations of the search space has certain desirable properties that enable it to overcome the various difficulties encountered on the response surface of the SIX-PAR model. However, it is easy to see that a source of inefficiency in the method is that each simplex search operates completely independently, with no sharing of infor-50. , , 1 
The Shuffled Complex Evolution Algorithm
The shuffled complex evolution (SCE-UA) method is a new global optimization strategy designed to be effective and efficient for a broad class of problems. The SCE-UA strategy combines the strengths of the simplex procedure of Netder and Mead [1965] with the concepts of controlled random search [Price, 1987] , competitive evolution [Holland, 1975] and the newly developed concept of complex shuffling. The SCE-UA strategy is presented below and is illustrated in Each member of a community (complex) is a potential parent with the ability to participate in a process of reproduction. A subcomplex selected from the complex is like a pair of parents, except that a subcomplex may consist of more than two members. To ensure that the evolution process is competitive, we require that the probability that "better" parents contribute to the generation of offspring is higher than that of "worse" parents. The use of a triangular probability distribution ensures this competitiveness. Nelder and Mead's [ 1965] procedure is applied to each subcomplex to generate most of the offspring. This strategy uses the information contained in the subcomplex to direct the evolution in an improvement direction. In addition, offspring are 
CONCLUSIONS
Attempts to calibrate CRR models, such as the SAC-SMA portion of the National Weather Service River Forecast 7. SUMMARY System, have been typically unable to obtain unique optimal parameter estimates using conventional automatic calibraThis paper has addressed the problem of obtaining the globally optimal parameters for a simplified CRR model. In section 4 we used two graphical techniques to show that the severity of the problem of multiple optima in CRR models is more difficult than had been previously thought. We identified five major characteristics that complicate the optimization problem (Table 4 ). The most important of these is that there are a large number of local minima located throughout tion procedures. The inability to place a reasonable degree of confidence on the estimated parameter values translates into uncertainty regarding the accuracy of the model forecasts. Furthermore, unless the best set of parameters associated with a given calibration data set can be found, it is difficult to determine how sensitive the parameter estimates {and, hence, the model forecasts) are to factors such as input and streamflow data error, model error, quantity and quality of the feasible parameter space. These results indicate that data, objective function used, and so on. currently used local search optimization procedures have a low probability of successfully finding the optimal parameter sets. In section 5 we tested the performance of three existing global search optimization procedures on the research CRR model SIXPAR. One hundred independent trials of the ARS method showed that it has an unacceptably low probability of successfully finding the global optimum. The use of a local search simplex procedure [Nelder and Mead, 1965 ] to augment the ARS global search yielded better results, but still had a high probability of failure. In contrast, a multistart procedure based on the simplex algorithm (MSX) was able to achieve a success rate of 99 in 100, with 12 independent The reason that unique optimal parameter estimates are difficult to obtain is that the optimization procedures typically used are not powerful enough to do the job. The results presented in this paper suggest that, in addition to the previously known problems of parameter interaction, nonconvexity of the response surface, and discontinuous derivatives, the problem of multiple optima occurs on at least two scales. If large numbers of minor optima are indeed present on the function response surface for the SAC-SMA and other CRR models (as our experience leads us to believe), it seems likely that conventional local search optimization procedures will terminate prematurely (the simplex method restarts..While the effect. iveness o.f.the MSX algorithm is was found to have a 65% probability of failure .on th.e high, it is not very efficient, .requiring a large number of SIXPAR model in this stu. dy). Under such conditions, •t function evaluations. Finally, in section 6 we presented a seems reasonable to also infer that random search-based new global optimization procedure, entitled the shuffled complex evolution (SCE-UA) method, which appears to be capable of efficiently and effectively identifying the optimal values for the model parameters. The SCE-UA procedure required only one third of the function evaluations needed by global optimization procedures such as the adaptive random search method will also fail to locate the global optimum with an acceptable probability of success.
Our results indicate that at least two optimization procedures may be capable of finding the globally optimal paramthe MSX approach to achieve the same probability of eters during CRR model. calibration: .MSX, a multistart success (99 in 100).
procedure based on the "simplex" algorithm; and SCE-UA.
the shuffled complex evolution procedure developed at the University of Arizona by the authors. The MSX algorithm is relatively easy to program and implement and can, therefore, be used when the initial failure probability Pf(1) is not too large and when sufficient computer time is available. However, in the case that large amounts of data are being used in the calibration of a relatively complex CRR model, the MSX procedure may not be feasible. The shuffled complex evolution (SCE-UA) procedure appears to be about 3 times more efficient than the MSX procedure, while still being relatively easy to program and implement.
