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THE STRUCTURE OF TWO-PARABOLIC SPACE:
PARABOLIC DUST AND ITERATION.
JANE GILMAN
Abstract. A non-elementary Mo¨bius group generated by two-
parabolics is determined up to conjugation by one complex pa-
rameter and the parameter space has been extensively studied. In
this paper, we use the results of [7] to obtain an additional struc-
ture for the parameter space, which we term the two-parabolic
space. This structure allows us to identify groups that contain
additional conjugacy classes of primitive parabolics, which follow-
ing [14] we call parabolic dust groups, non-free groups off the real
axis, and groups that are both parabolic dust and non-free; some
of these contain Z × Z subgroups. The structure theorem also at-
taches additional geometric structure to discrete and non-discrete
groups lying in given regions of the parameter space including a
new explicit construction of some non-classical T-Schottky groups.
1. Introduction
Non-elementary Mo¨bius groups generated by two parabolic transfor-
mations are parameterized by a non-zero complex number, λ. This
parameter space has been studied extensively. The study begins with
the work of Lyndon and Ullman [11] who obtained results about the
free part, those values of λ ∈ C corresponding to free groups and David
Wright who, in the 1970’s, obtained computer pictures of the portion
of the discrete free part that has come to be known as the Riley slice,
R [14, 18] (see also [5, 16]). Subsequently Keen and Series studied the
Riley slice and its boundary [10]. Beardon has extensive results on free
and non-free points [4, 3]. Bamberg [2] also studied the non-free points.
Gehring, Machlachlan, and Martin [6] have studied points for which λ
gives an arithmetic group. Recently Agol [1] has classified the non-free
discrete groups via the topology of a corresponding knot. The discrete
two parabolic groups are, of course, Kleinian groups.
In [7], Gilman and Waterman found explicit equations for the bound-
ary for the subspace consisting of classical T-Schottky groups. The
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boundary consisted of the portions of two parabolas between their in-
tersection. In addition they found a one complex parameter family of
non-classical T-Schottky groups. NSDC groups, classical T-Schottky
groups and non-classical T-Schottky groups are all either inside the
Riley slice or on its boundary. Groups interior to the Riley slice corre-
spond to discrete groups where there are two, but not three conjugacy
classes of maximal parabolic subgroups, that is, quotient surfaces or
handlebodies where two, but not three curves have been pinched. In
[7] it was shown that only four values of λ on the boundary of the
classical T-Schottky space correspond to additional pinching. These
are λ = ±i,±2.
Here we are interested in all groups whether or not they are discrete
and we want to identify classes of non-discrete groups by the algebraic
properties of λ. These algebraic properties are strongly related to geo-
metric properties of the action of the group on Cˆ.
We use the results of [7] to obtain an additional structure theorem
for the parameter space, which we term the two-parabolic space. This
structure allows us to identify groups that contain additional conjugacy
classes of primitive parabolics, which following [14] we call parabolic
dust groups, non-free groups off the real axis, and groups that are
simultaneously parabolic dust and non-free.
2. Organization
The organization of this paper is as follows. Section 3 contains some
background, notation and terminology. Some readers may skip or skim
this section. The body of the paper begins with section 4 where the
relation between λ and the matrices of the generators is defined and
iteration of λ is introduced. Section 5 reviews definitions for Schottky
groups and prior results about the classical T-Schottky boundary. The
results of these two sections are combined to obtain the idea of nth clas-
sical T-Schottky groups and the main results about such groups (The-
orems 6.2,7.1, 7.3 and 7.6 and corollaries 7.2 and 7.4). Section 8 de-
scribes the tessellation of the complex plane by the classical T-Schottky
boundary and its pre-images and gives some example. Section 9 intro-
duces a new concept of iteration, lateral iteration and discusses moving
around the parameter space using combined lateral and vertical iter-
ation (proposition 9.1). The regions for which we find equations and
boundaries correspond to types of configuration of Schottky curves on
Cˆ, that is to the geometry of the action of the generators of Gλ (sec-
tion 10). We close with some ideas about generalizing the lateral and
vertical moves to arbitrary two-generator groups (section 11).
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3. Preliminaries: Background, terminology and notation
We let M be the Mo¨bius group, the group of two-by-two nonsingu-
lar complex matrices acting as linear transformations on the complex
sphere Cˆ and by extension on hyperbolic three space. We identify M
with PSL(2,C).
We are interested in two generator subgroups, Gλ, where λ is a non-
zero complex number, the parameter, and Gλ is generated by two para-
bolic transformations. Although the trace of an element of PSL(2,C)
is only determined up to sign, if we require that the pull backs to
SL(2,C) of the two generators of Gλ have positive trace, the trace of
every other element of Gλ is well-defined. We use Tr to denote the
trace of an element of Gλ or its appropriate pull-back to an element
of SL(2,C). A transformation is parabolic, of course, if its trace is
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two. A group is non-elementary if it contains no abelian subgroups of
finite index. The precise matrices that generate Gλ will be given below
(section 4).
3.1. The sometimes topological picture. We let Ω(Gλ) denote set
of discontinuity of Gλ. The group Gλ may or may not be discrete, but
if it is discrete it can have at most three conjugacy classes of maximal
parabolic subgroups. The Riley slice of Schottky space is denoted by
R and is defined to be the set of λ where Gλ is discrete and free and
contains exactly two conjugacy classes of primitive parabolics so that
Ω(Gλ)/Gλ is a four punctured sphere. We note that when such a Gλ
is discrete, the corresponding hyperbolic three manifold will be doubly
cusped at the images of the parabolic fixed points of the group and the
corresponding boundary of the handlebody will be a four punctured
sphere where the punctures are identified in pairs, that is, a surface of
genus two where two curves have been pinched to a point.
When the group Gλ is not discrete, there is no topological picture to
think of.
3.2. Properties. We will be interested in describing sets of λ where
Gλ has a number of different algebraic and/or geometric properties.
By abuse of language, we say that λ is free meaning that Gλ is a free
group. We say that λ is Schottky, T-Schottky, classical T-Schottky,
non-classical, non-free, NSDC, etc. if Gλ is.
3.3. Terminology. If G is any subgroup of M we call a parabolic
element h ∈ G a primitive parabolic if h = gm for some g ∈ G and
some integer m implies m = ±1. If G is a Kleinian group acting on Cˆ
and p is any point fixed by an element of G, then Gp, the stabilizer of
p is either a rank 1 or rank 2 parabolic subgroup. A Kleinian group is
maximally parabolic if it allows no deformations with more conjugacy
classes of parabolic elements.
The group Gλ might not be discrete and have three or more con-
jugacy classes of primitive parabolics. Following [14] (page 258) and
Wright’s 2004 post-card caption, we term a two parabolic generator
group, whether it is discrete or not, parabolic dust if it has a third
primitive conjugacy class of parabolics. In that case both the group
and its parameter λ are referred to as dust.
3.4. Parabolics and pinching. If G is a discrete group so that there
exists a quotient surface, S = Ω(G)/G and a quotient manifold, words
5in G correspond curves on S. If G has a deformation sending some non-
parabolic word to a parabolic, we say that the corresponding curve has
been pinched.
The maximal number of elements that can be pinched to parabolics
is precisely the number of rank 1 parabolic subgroups that any group
isomorphic to G can contain. A group with this largest number of
rank 1 parabolic subgroups is maximally parabolic. If G is a Schottky
group of rank two, then it can contain at most three rank 1 parabolic
subgroups.
4. The matrices and iterating λ
If G is a marked group with two parabolic generators, S and T ,
then up to conjugation G = Gλ = 〈S, T 〉 where S =
(
1 0
1 1
)
and
T = Tλ =
(
1 2λ
0 1
)
for some nonzero complex number. We assume
that λ 6= 0 so that G is non-elementary.
We note for future reference that since Tr S = 2,Tr T = 2 and
λ 6= 0, letting [S, T ] denote the multiplicative commutator, we have
(4.1) Tr [S, T ]− 2 = Tr STS−1T−1 − 2 = 4λ2;
(4.2) Tr ST−1 = Tr TS−1 = 2− 2λ
(4.3) and Tr ST = Tr (TS)−1 = 2 + 2λ.
(4.4) Tr ST = ±2⇔ λ = −2, Tr ST−1 = ±2⇔ λ = 2,
(4.5) Tr [S, T ] = ±2⇔ λ = ±i.
Jørgensen’s inequality [?] tells us that Gλ is not discrete if |λ| < 1/2.
We refer to the circle |λ| < 1
2
as the Jørgensen circle.
We can also calculate that
(4.6) TλST
−1
λ =
(
1 + 2λ −4(λ)2
1 1− 2λ
)
The matrices S and TλST
−1
λ generate a subgroup of G. We can conju-
gate S and TλST
−1
λ by the matrix
(4.7) A =
(
1 0
−1
2λ
1
)
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so that the ordered pair of parabolics (S, TλST
−1
λ ) is conjugate to the
ordered pair (S, Tλ˜) where λ˜ = −2λ2. Thus 〈S, TλST−1λ 〉 ≃ Gλ˜. Here
≃ denotes group isomorphism. This defines λ˜ for any λ.
Definition 4.1. If λ ∈ C, we define λ˜ by λ˜ = −2λ2.
Notation 4.2. We write Gλ ⊃≃ Gλ˜ to indicate that Gλ has a subgroup
isomorphic to Gλ˜. Similarly we write Gλ˜ ⊂≃ Gλ. In drawing diagrams
with a lattice of subgroups, we use the standard notation
G
|
H
when H is a subgroup of G. If G contains a subgroup isomorphic to
H , we will write
G
| ≃
H
We let f(z) = −2z2. We will obtain information about the structure
of two-parabolic space by iterating f , a standard procedure in the study
of discrete group. Here, we iterate the classical T-Schottky boundary
and find potential parabolic dust as well as non-free points.
5. Schottky definitions and prior results
We are interested in T-Schottky groups, which are the same as Schot-
tky groups except that arbitrary tangencies are allowed among the
Schottky circles and Jordan curves. That is, tangencies at points that
are parabolic fixed points and at non-parabolic fixed points and be-
tween circles that are paired or not paired by the marked Schottky
generators are allowed.
The picture of the Riley slice is well known. The Jørgensen circle
and the classical T-Schottky parabolas are depicted in figure 1. Also
depicted is a region in the plane where all group are non-classical T-
Schottky groups. Groups in the this region which is denoted by NCF
form a one complex parameter family and are called the non-classical
family. There are, of course, non-classical groups outside this family.
Theorem 5.2 summarizes facts about these regions and their bound-
aries. In this paper we iterate and apply this theorem to two-parabolic
space. First we define
7Figure 1. Boundary Regions Each point λ ∈ C cor-
responds to a two-generator group. The shaded region
shows NCF the one parameter family of non-classical
T-Schottky groups in the first quadrant. The exterior to
the outer parabolas are the non-separating disjoint cir-
cle groups (NSDC groups), the middle parabolas are the
boundary of the classical groups. The boundary of the
Riley slice includes ±2 and ±i but otherwise lies interior
to the Schottky parabolas. Points inside the Jørgensen
circle (|λ| < 1
2
) are non-discrete groups. Between the
Riley slice and the Jørgensen circle are additional non-
classical groups together with degenerate groups, isolated
discrete groups and non-discrete groups.
Definition 5.1. Let P = {z = x+ iy| − 2 ≤ x ≤ 2 and ± y = 1− x2
4
}.
P consists of portions of each of two intersecting parabolas. We refer
to P as the as the Schottky parabolas and each portion as a Schottky
parabola.
Theorem 5.2. [7] Let G = 〈A,B〉 with Tr A = 2 and Tr B = 2 and
Tr [A,B]− 2 = 4λ2 where λ ∈ C− {0}. Then
(1) G is discrete and classical T-Schottky ⇔ λ = x+ iy and
|y| ≥ 1− x2
4
.
(2) λ is on the boundary of classical T-Schottky space precisely when
λ = x+ iy,−2 ≤ x ≤ 2, and |y| = 1− x2
4
. That is, the Schottky
parabolas are the boundary of classical T-Schottky space.
(3) If G is discrete and classical T- Schottky, it has a third conju-
gacy class of parabolics ⇔ λ = ±2 or ± i. In the first case,
A±1B is parabolic and in the second case [A,B] is parabolic.
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(4) Let K be the convex hull of the set consisting of the circle |z| = 1
and the points z = ±2. If λ lies between one of the T-Schottky
parabolas and the interior of K, then Gλ is non-classical T-
Schottky.
Let LK be the line in C whose equation is 3y = −
√
3x+2
√
3. Then
LK is tangent to the circle of radius 1 at the point (
1
2
,
√
3
2
). Let K0
denote the segment between the point of tangency and z = 2 (including
the end points) and let CK0 be the arc of the unit circle between the
point (1
2
,
√
3
2
) and i. Set BK0 = K0 ∪ CK0. The the region between the
interior of K and the T-Schottky parabola in the first quadrant is the
region bounded by BK0 and |y| = 1 − x
2
4
. We denote it together with
BK0 and its symmetric images across the real and imaginary axes by
NCF and call it the region of the non-classical family. We include in
NCF the line segment K0 and the segment of the unit circle between
pi/3 and pi/2 as well as their symmetric images about the real and
imaginary axes. Figure 1 shows the portion of NCF inside the first
quadrant.
Letting λ = x+ iy = reiθ where r ≥ 0 and 0 ≤ θ < 2pi, we obtain an
equivalent formulation of 4.
Corollary 5.3. Let λ = x + iy = reiθ lie in the first quadrant with
|y| < 1− x2
4
. Then λ is non-classical T-Schottky if either
(1) r ≥ 1 and pi
3
≤ θ ≤ pi
2
or
(2) −
√
3x
3
+ 2
√
3
3
≤ y and 0 ≤ θ ≤ pi
3
If λ is the image of a point in either of the above two regions under
reflection in the x or y axis, then λ is non-classical T-Schottky.
Let A1 is the region in corollary 5.3(1) and A2 the region in 5.3(2).
We have by symmetry the regions −Ai, A¯i, and −A¯i. Then NCF =
∪i=,1,2(Ai ∪ −Ai ∪ A¯i ∪ −A¯i).
6. Iteration and nth T-Schottky groups
We are interested in what happens between the Jørgensen circle and
the classical T-Schottky parabola. We can iterate as follows. Given λ
with 1
2
< |λ| < 1, Gλ has a subgroup isomorphic to Gλ˜ where λ˜ = −2λ2.
We say that Gλ is second classical T-Schottky if Gλ˜ is classical T-
Schottky, but Gλ is not. We let f
n(z) denote the nth iterate of f .
9We consider the iterative sequence of subgroups,
(6.1) 〈S, TST−1〉
|
〈S, TST−1 · S · (TST−1)−1〉
|
...
|
〈S, TST−1 · S(TST−1)−1 · S · (TST−1 · S(TST−1)−1)−1〉
That is, we define inductively, the parabolic transformations
(6.2) P0 = T,
P1 = TST
−1,
P2 = P1SP
−1
1 ,
...
Pi = Pi−1SP
−1
i−1.
Set G0 = Gλ = 〈S, Tλ and Gi = 〈S, Pi−1〉. Let λi be the parameter
with Gi ≃ Gλi. We have f i(λ) = λi. Note that as we move down in
the lattice of subgroups, λ moves out from the origin in C. We define
Definition 6.1. If for some integer n ≥ 1, Gfn(λ) is classical T-Schottky
but Gf(n−1)(λ) is not, we say Gλ is nth classical T-Schottky.
Theorem 6.2. Let f(λ) = λ˜ and (f ◦ f)(λ) = ˜˜λ. Then
(1) If |λ| < 1
2
, then |fn(λ)| < 1
2
for all integers n so that Gλ˜ is non
discrete and Gfn(λ) is neither discrete nor classical T-Schottky
for any n > 0.
(2) If |λ| >
√
2
2
, then |λ˜| > 1 and |˜˜λ| > 2 so that G˜˜
λ
is classical
T-Schottky.
(3) Given 1
2
< |λ| <
√
2
2
, there is a smallest integer n such that if
f(z) = −2z2 and fn(z) denotes the nth iterate of f , then Gfn(λ)
is classical T-Schottky but Gf(n−1)(λ) is not.
(4) For each λ with 1
2
< |λ| <
√
2
2
, there is a unique integer n such
that Gλ is nth classical T-Schottky.
10 JANE GILMAN
Proof. The first two parts are a calculation using theorem 5.2 which
says that if λ ≥ 2, Gλ is T-Schottky. To see the third and fourth part
for each integer n with n ≥ −1, define
tn =
1
2
2n−1
2n
.
We consider Cr, the circle centered at the origin with radius r where
r = tn. Note that C−1 is the circle of radius 2 and C0 is the circle of
radius 1. We observe that |f(tn)| = tn−1 so that f(Cn) = Cn−1. Since
the Schottky parabola lies between the circle of radius 1 and the circle
of radius 2, the successive inverse images of the T-Schottky parabolas
lie between these successive circles. These circles tessellate the region
of the complex plane outside the Jørgensen circle and inside the circle
of radius two as do the successive backwards iterates of the Schottky
parabolas. 
7. Parabolic dust and Freeness
We now investigate the pre-images of groups that are either parabolic
dust or non-free.
Theorem 7.1. (1) Let Gλ be such that f
n(λ) is parabolic dust for
some integer n, then either Gλ is parabolic dust or non-free.
(2) Let Gλ be such that f
n(λ) is non-free for some integer n, then
Gλ is non-free.
Proof. We consider the iterative sequence of subgroups Gi ≃ Gf i(λ)
(6.1) and parabolics Pi (6.2) and note that as parabolic dust Gfn(λ) will
have three distinct conjugacy classes of parabolic subgroups. Either the
generators of these groups are not conjugate in Gλ, in which case Gλ
is parabolic dust or two or more of them are conjugate in Gλ in which
case Gλ has a relation and is, therefore, non-free. As a non-free group,
Gfn(λ) will have a non-trivial relation and this relation will hold in
Gλ. 
An immediate corollary is
Corollary 7.2. Let Gλ be such that f
n(λ) = ±i or ±2 for some integer
n ≥ 1 then either Gλ is parabolic dust or non-free.
We will prove that such groups are actually both parabolic dust and
non-free.
11
7.1. Analysis of Gλ for λ =
±1±i
2
. We do an analysis of G±1±i
2
. Note
that Gλ˜ ≃ G±i and G˜˜λ ≃ G±2. Here it is important to distinguish
between subgroups that are isomorphic to a given group and actual
subgroups, that is between ⊂≃ and ⊂.
Theorem 7.3. G±1±i
2
is both parabolic dust and non-free. It contains
two conjugacy classes of Z×Z parabolic subgroups and thus is not free.
It contains four distinct conjugacy classes of parabolic elements and
thus is parabolic dust.
Proof. By symmetry, it suffices to treat the case λ = 1−i
2
.
(1) λ = 1−i
2
, Gλ = 〈S, Tλ〉, Tλ fixes ∞ and S fixes 0.
(2) f(λ) = −2λ2 = i = λ˜, Gλ˜ ≃ 〈S, TλST−1λ 〉
Let T˜ = TλST
−1
λ . T˜ fixes 1− i and S fixes 0.
We note that ST˜S−1T˜−1 =
(
3 −4
4 −5
)
is parabolic with fixed
point at 1.
(3)
˜˜
λ = 2, G˜˜
λ
= G2 and
˜˜T = T˜ ST˜−1 =
( −1 4
−1 3
)
has its fixed
point at 2.
(4) We look at S−1 ˜˜T =
( −1 4
0 −1
)
. Its fixed point is at ∞.
(5) Thus Tλ and S
−1 ˜˜T are parabolics that share the same fixed
point, but are not conjugate in the Mo¨bius group. Therefore,
they must commute
(7.1) TλS
−1 ˜˜T = S−1 ˜˜TTλ.
and, therefore, G 1−i
2
is not free and contains the Z×Z subgroup
generated by the commuting elements.
We note that a similar analysis interchanging S and Tλ shows that S
and T−1λ (ST
−1
λ S
−1Tλ · (STλS−1)−1 share a fixed point, namely 0. Since
Gλ is non-elementary, S and Tλ are not conjugate, none of the four
parabolics can be conjugate. 
Looking at further pre-images of ±i, we have
Corollary 7.4. If fn(λ) = ±i for some n > 1, then Gλ is simulta-
neously non-free and parabolic dust and contains at least two distinct
Z× Z subgroups.
Proof. If fn(λ) = ±i, then f (n−1)(λ) = ±1±i
2
so that Gλ ⊃≃ G±1±i
2
and
inherits its two non-conjugate Z× Z subgroups. 
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Figure 2. We have conjugated the group G 1−i
2
so that
S identifies C = {|z + 1| = 1} and C ′ = {|z − 1| = 1, T
identifies L = {y = −i} and L′ = {y = i}, S(z) = z
z+1
,
T (z) = z + 2i, TST−1(z) = (1+2i)z+4
z−2i+1 , T0(z) =
2z+1−i
−1+i
2
z
,
T = T0ST
−1
0 , G−1+i
2
≃ 〈S, T0〉 ⊃ Gi = 〈S, T 〉 ⊃ G2 =
〈S, TST−1〉 Then T0 has the same fixed point as [S−1, T ],
namely −(1 + i).
One could further analyze the pattern of Z × Z subgroups in the
pre-images of ±i. We expect the number of non-conjugate such groups
to grow.
Figure 2 illustrates the action of (a conjugate of) G 1−i
2
and its sub-
groups in Cˆ, showing the parabolic fixed points and the isometric circles
of the transformations. We have conjugated so that ∞ is no longer a
parabolic fixed point.
Remark 7.5. The G±1±i
2
correspond to the Whitehead link and have
finite volume quotients. Since at each step the groups are of infinite
index, the corresponding covering would have infinite degree, so the Gλ
with fk(λ) = ±1±i
2
will have zero volume. That is, the limit sets will
be Cˆ.
7.2. Additional Non-free points. We note that Beardon, Bamberg,
Ignatov, and Lyndon-Ullman [3, 4, 2, 8, 9, 11] among others have stud-
ied non-free points on the real axis. We combine their results along
with theorem 7.1 to obtain complex non-free points.
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Theorem 7.6. Let δ 6= 0 ∈ C. Then Gδ is not free if for some integer
k ≥ 0 fk(δ) = λ and one of the following holds:
(1) λ ∈ { p2
2(p2+1)2
| p = 1, 2, ...} ∪ { 1
2p2
| p = 2, ...}
(2) λ = 4 sin2(ppi
q
) where p and q are relatively prime integers.
(3) λ = p
2
2q2
where p and q satisfy Pell’s equation, 1 = q2−Np2, for
some positive square free integer N .
(4) λ = p
2
n
2q2n
, λ where N is a positive square free integer and the
convergents of 1√
N
are pn/qn.
(5) λ ∈ B where
B = {1
2
, 1,
3
2
,
1
2
e
ipi
3 ,
1 +
√
13
4
,
5 +
√
5
4
,
i√
2
,
1√
2
,
9
50
,
8
25
,
25
72
,
8
81
,
25
162
,
25
98
,
9
8
,
8
9
,
25
32
,
25
18
}.
(6) λ ∈ λ0
n2
where Gλ0 is not free.
(7) λ ∈ {1
2
( 1
n
)2, 1
2
( 2
n
)2, 1
2
( 3
n
)2, ..., 1
2
( 8
n
)2, n 6= 0 ∈ Z}
(8) λ ∈ { (m+n)2
2m2n2
| m 6= 0, n 6= 0 ∈ Z}
Proof. Apply theorem 7.1 to the results of Bamberg, Beardon, Igna-
tov and Lyndon-Ullman. Translate from the µ parameter to the λ
parameter via 2λ = µ2 where necessary. 
7.3. Pre-images of cusps on the boundary of the Riley slice.
In [10] and [17, 18] a family of words Wp/q indexed by the rationals,
p/q, are studied. These are termed Farey words. For a discrete group,
words in the group correspond to curves on the corresponding surface.
In particular pinching the curves corresponding to Farey words until
Tr Wp/q = −2 gives cusps on the boundary of the Riley slice, that is,
parameters where there are three parabolics. We let λp/q be the value
of λ for which Tr Wp/q = −2. Apply theorem 7.1 to see that
Corollary 7.7. Let Gλ be such that f
n(λ) = λp/q for some integer n
and some rational number p/q. Then either Gλ is parabolic dust or
non-free.
7.4. Questions. Ian Agol has asked the question about the values
of |λp/q|. David Wright has computed |p/q| for some values of p/q.
It would be nice to understand where these points lie in the in the
tessellation of the space by the circles Ctn that arose in the proof of
theorem 6.2.
Can we decide whether the group has a third parabolic conjugacy
class or whether it is non-free? Bamberg [2] has a procedure for deter-
mining whether λ represents a non-free group. It is not an algorithm,
that is, it does not necessarily stop, but if one has a bound on the
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length of the word, which we do, and a bound on the exponents of the
word in the original generators, his procedure may be useful.
8. Tessellation of C by the backwards iterates of the
Schottky parabolas
With some more terminology we can say a number of useful things
about the backwards iterates of the Schottky parabolas and other
boundaries and regions.
Definition 8.1. Let D⋄ be the Euclidean square in Cˆ with vertices ±i
and ±1.
8.1. The pre-image of the Schottky parabolas. To investigate
the pre-images of P, we first look at what f does to lines. We will
see that the function f maps horizontal and vertical lines to parabolas
with vertices on the x-axis. It also maps all other straight lines to
parabolas.
8.1.1. Images of lines. We want to investigate the image of the straight
line x + y = c under the map f(z) = −2z2 where c is a real number
and z = x+ iy. We set f(z) = z˜ = x˜+ iy˜.
Lemma 8.2. The image of the line x+ y = c under f , is the parabola
y˜ = −c2 + (x˜)2
4c2
.
Proof. If f(z) = z˜ = x˜+ iy˜, x˜ = −2(x2− y2) and y˜ = −4xy. Calculate
that if x+ y = c, y = c− x,
y2 = c2 − 2cx+ x2
x2 − y2 = 2cx− c2
x˜ = −2(x2 − y2) = 2c2 − 4cx
(x˜)2 = 4c4 − 16cx + 16c2x2
and
(x˜)2
4
= c4 − 4c3x+ 4c2x2.
Also calculate that
y˜ = −4xy = −4x(c− x) = −4xc + 4x2
c2 · y˜ = −4xc3 + 4x2c2
c2 · y˜ + c4 = c4 − 4xc3 + 4x2c2 = (x˜)
2
4
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c2 · y˜ = −c4 + (x˜)
2
4
y˜ = −c2 + (x˜)
2
4c2

Whence,
Corollary 8.3. If c = ±1, y˜ = −1 + (x˜)2
4
.
Corollary 8.4. The diamond, D⋄, is the preimage of the Schottky
parabolas.
Proof. Use corollary 8.3 A similar calculation to the one done in proving
lemma 8.2 shows that if x− y = ±1, y˜ = 1− (x˜)2
4
. 
Similar calculations yield
Lemma 8.5. The line x0 = c is mapped to the parabola x = −2c2+ y28c2 .
The line y0 = c is mapped to the parabola x = 2c
2 − y2
8c2
.
In particular,
Corollary 8.6. The function f maps the square with vertices at (±c,±c)
to the parabolas x˜ = ±2c2 + ∓y˜2
8c2
and
Corollary 8.7. The function f maps the square with vertices at (±1
2
,±1
2
)
to the region bounded by the parabolas x˜ = ±1
2
+ ∓1
2
(y˜)2.
8.1.2. Pre-images of lines. In order to identify the images and pre-
images of further regions such asNCF under iteration, we consider pre-
images of the line y = mx+ b where m 6= 0. In looking at the regions,
we will usually only be interested in segments of lines or parabolas
or hyperbolas as we were when we identified the Schottky parabolas
as segments of two intersecting parabolas. We adopt the convention
the convention that when we say the preimage or image is a line or a
parabola or a branch of a hyperbola, we mean the appropriate segment
which should be clear from the context.
Lemma 8.8. Let L = {z = x+ iy | y = mx+ b} be a straight line with
m 6= 0 and b 6= 0, then f−1(L) is the hyperbola whose equation is
(x− y
2m
)2
( 1
2m
+ 2m)b
− y
2
2mb
= 1.
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Proof. Let f(x0 + iy0) = z = x + iy, then x = −2(x20 − y20) and y =
−4x0y0. Substitute into y = mx + b, simplify, and then replacing x0
by x and y0 by y.

Recall that the line LK is the line with the equation y = −
√
3
3
x+2
√
3
3
.
We call this the K-line. The point of tangency of the K-line and the
unit circle is (1
2
,
√
3
2
).
Example 8.9. The preimage of the segment of the K-line between
x = 1
2
and x = 2 is the portion of the hyperbola 4(x0 +
√
3
2
)2 − 7y20 = 3
between i
√
2
2
ei
pi
6 and −i.
Example 8.10. Let Lθ denote the line through the origin making a
counterclockwise angle of θ with the positive real axis. Then f(Lθ) =
L2θ.
Example 8.11. Recall that A1 is the region in the first quadrant
bounded by the unit circle, the Schottky parabola, and Lpi
3
. Thus
f−1(A1) will be bounded by the circle centered at the origin with radius√
2
2
, the line x+ y = 1 and Lpi
6
.
8.2. Second pre-image of the Schottky parabolas. We have seen
that f({x+ iy | x± y = ±1}) is the Schottky parabolas. We want to
describe x0 + iy0, where {f(z0)} = {x+ iy | x± y = ±1}.
We note that x = −2(x20 − y20) and y = −4x0y0. Thus
−2(x20 − y20)± (−4x0y0) = ±1.
In particular,
(x0 ∓ y0)2
±1
2
∓ (y0)
2
∓1
4
= 1.
This proves
Corollary 8.12. The second inverse image of the Schottky parabolas
consists of portions of eight hyperbolas. The hyperbolas intersect in
pairs on points on the circle C√2
2
= f−2(C0) and the portions of the
hyperbolas between sucessive points of intesection gives the boundary of
second classical T-Schottky space.
Figure 3 illustrates this. More generally, if n ≥ 2, one expects
f−n(P), the boundary of the nth classical space, to be the union of
portions of branches of 2n+1 hyperbolas. These 2n+1 branches of hy-
perbolas intersect in pairs with the points of intersection lying on the
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Figure 3. Inverse images of the Schottky parabolas.
circle f−n(C0) which has radius tn−1 = 1
2
2n−1−1
2n−1
and the boundary con-
sists of the portions of the hyperbolas between successive intersection
points. The {f−n(P), n ∈ Z} tessellate the complex plane.
Example 8.13. Loxodromic-Parabolic T-Schottky generators. Any
given pair of generators of a classical Schottky or T-Schottky group
may or may not be generators for an actual Schottky configuration,
that is, the set of side pairings for two pairs of Schottky circles. If
they are we say that they are Schottky generators for a marked Schot-
tky configuration. In [7] it was shown that if a Gλ was a T-Schottky
group, it had a pair of parabolic Schottky generators for a marked
Schottky configuration. It was also shown that Gλ had an additional
loxodromic-parabolic pair of Schottky generators for a marked Schot-
tky configuration precisely when λ = x+ iy satisfied x±y ≥ ±2 [7]. In
particular if D2⋄ is the square with this boundary its pre-image under
f consists of segments of the eight hyperbolas ±(x0 ∓ y0)2 ∓ y
2
0
∓ 1
2
= ±1
inside the unit circle that intersect at the ±1, ±i, and ±1±i
2
. See Figure
1.
9. Lateral Iteration and Vertical iteration
We think of the iteration of subgroups given by 6.1 as being vertical
iteration. The successive subgroups are moving down in the diagram of
the lattice. We can also perform what we call a lateral iteration. That
is, for each integer n 6= 0, Tnλ = T nλ and we consider the subgroup
〈S, Tnλ〉 of Gλ. Now 〈S, T nλ 〉 = 〈S, Tnλ〉 = Gnλ.
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We can also perform a single vertical iteration or a series of vertical
iterations on Gnλ. A single vertical iteration replaces Gnλ by G−2nλ2 =
G−8λ2 and m > 0, vertical iterations replaces Gnλ by Gfm(nλ).
Since vertical iteration replaces λ by −2λ2 and lateral iteration re-
places λ by nλ, we think of V moving groups down in the lattice of
subgroups more quickly than L. This motivates the names.
If we let V (Gλ) = Gλ˜ and L
n(Gλ) = Gnλ, then we can describe suc-
cessive vertical and horizontal iterations by a sequence of V m1Ln1V m2 · · ·Lnt
where m1, ...mt and n1, ..., nt are positive integers and V
m denotes m
successive vertical iterations so that V m(Gλ) = Gfm(λ).
Combining horizontal and vertical iteration allows one to move more
fully around in the parameter space. We observe that
Proposition 9.1. (1) No applications of vertical iteration moves
λ out of the Jørgensen circle.
(2) There always is a lateral move that takes a given λ out of the
Jørgensen circle. That is, for each λ 6= 0 in the Jørgensen cir-
cle, there is a smallest m such that Lm(Gλ) = Gmλ lies outside
the Jørgensen circle. That is, there is an integer m such that
|mλ| > 1
2
.
(3) L and V do not commute in general. That is if n 6= 1,
Ln ◦ V (Gλ) ≃ G−2nλ2 6= G−2n2λ2 ≃ V ◦ Ln(Gλ).
(4) However, there are some relations among the L and V . For
example
(9.1) V ◦ Lm(Gλ) = Ln ◦ V (Gλ)⇔ n = m2.
One can use lateral iteration and obtain more formulas for parabolic
dust and non-free groups.
Example 9.2. The NSDC parabolas under combined Vertical and Lat-
eral iteration: In [7] non-separating circle groups, NSDC groups for
short, were studied. It was found that the boundary of NSDC space is
given by the portions of the two parabolas y2 = 16±8x for −2 ≤ x ≤ 2.
Let S be the square with vertices at (±1
2
,±1
2
). Then V (S) consists of
the parabolas 2x = ±1 + y2. Apply L−2 (e.g. z 7→ −4z) to these
parabolas to obtain the NSDC parabolas setting as setting x = −x0
4
and y = −y0
4
yields y20 = 16 + 8|x0|. That is, L−2 ◦ V (S) = ∂NSDC.
See Figure 1.
10. The action of S and T on Cˆ.
We have described the various types of groups by the regions in which
λ lies. We can equally well describe these groups by the configuration
of Schottky curves imposed upon a group with a given type of λ.
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Figure 4. This figure illustrates the domains: a) the in-
terior classical T-Schottky configuration, b) the bound-
ary classical T-Schottky configuration, c) the interior
non-classical configuration in the NCF family and d)
the non-classical boundary configuration for the NCF
family.
If a rank two Schottky group has generators g1 and g2 and g1(C1) =
C2 and g2(T1) = T2 where C1, C2, T1, and T2 are Jordan curves whose
interiors are pairwise disjoint, then the intersection of the exterior of
these curves is called the Schottky domain and the set of circles to-
gether with the side pairings is called a Schottky configuration. If the
Jordan curves are circles, we have a classical Schottky configuration.
Not every set of generators for a Schottky group are the side pairings
for a Schottky configuration. If g1 and g2 are the side pairings for a
Schottky configuration, we call them the Schottky generators. In the
case of Gλ we normalized so that C1 and C2 paired by S were are tan-
gent at 0 with equal radii, R, and T1 and T2 paired by T were tangent
at∞. We summarize the geometric configurations obtained for various
regions. See Figure 4.
Theorem 10.1. A Gλ for λ in the given region always has a Schottky
configuration that can always be constructed as indicated.
λ is an interior T-Schottky point: One can always find a clas-
sical configuration where the where the circles C1 and C2 lie
interior to T1 and T2 and there are no additional tangencies
between the circles. The configuration has a total of two points
of tangency.
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λ is ∂T-Schottky: Every classical Schottky configuration will have
six tangencies between the four circles except when λ = ±2 when
there are only fours tangencies.
λ lies on the lower boundary of NCF , on the K-line: (or on
the arc of the unit circle). The curves C1, C2, T (C1), T (C2) will
give a classical Schottky configuration for 〈S, TST−1〉. Here C1
and C2 are round circles. T (C1) is tangent to C1 at a point p1,
T (C2) is tangent to C2 at a point p2, and C2 is tangent to T (C1)
at a point p. Let M1 be the tangent line to C1 through p1, M2
the tangent line to C2 through p2; and M3 the tangent line to
T (C1) and C2 through p. Let L2 be the Jordan curve made up
of three arcs: the segment of M1 between ∞ and M1 ∩M3, the
segment of M3 between M1∩M3 and M3∩M2, and the segment
M2 between M3 ∩ M2 and ∞. Set L1 = T−1(L2). Then the
transformation T pairs the Jordan curves L1 and L2.
λ interior to NCF : Let M1 and M2 be parallel lines with each
tangent to both C1 and C2. We assume that T (M1) lies between
M1 and M2. Let P be the perpendicular bisector of the line
connecting the centers of C1 and C2. Let M be a line parallel to
M1 that intersects P at q0, a point between the point of tangency
of the C1 and C2 and M2∩P . Let q be the point on P a distance
R from q0. Let 2λ be the vector from 0 to q and let T (z) =
z + 2λ. Let L2 be the Jordan curve comprised of arcs along the
perpendicular bisector of the centers of C1 and T (C1), along M ,
along the perpendicular bisector of the centers of T (C1) and C2,
along the line parallel to M equidistant from M2, and along the
perpendicular bisector of the line segment connecting the centers
of C2 and T (C2). Let L1 = T
−1(L2). Then L1, L2 = T (L1), C1
and C2 = S(C1) give a Schottky domain for Gλ and λ will be
interior to NCF .
Proof. The description for the first three regions come from [7]. The
description for the last follows by ruling out the configurations for first
three cases. 
11. Towards a more general theory
If one looks in the bigger space of representations modulo conju-
gacy for two generator groups, what we have termed lateral is really
semi-lateral iteration, SL. It is lateral only in comparison with V .
A general Nielsen transformation sends generators (A,B) to genera-
tors (A,A±1B), does not change the group, and does not change the
properties of discreteness or non-discreteness or free-ness. This is true
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lateral iteration. It does change the triple of parameters one asso-
ciates to a two generator group. We note that in the case of a discrete
group, such a Nielsen transformation, N , corresponds to an element of
the mapping-class group and thus has a geometric interpretation as a
Dehn twist.
In our case, the Nieslen transformation moves us out of the two-
parabolic parameter space. But when we move to a more general the-
ory, it might be that certain sequences of moves in the larger parameter
space bring us back to the two-parabolic space. We would like to de-
velop a theory of motions around the representation space using the
three types, V , SL and N . This would be related to the various word
families studied in connection with representations and volumes of hy-
perbolic manifolds and orbifolds.
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