Abstract. We introduce a class of nonstationary stochastic processes suitable for modeling nonstationary radar targets and clutter. This class of processes can be characterized by pseudodifferential operators driven by the Wiener process. We refer to these processes as pseudostationary processes and define a concept of space-varying spectral density function using the symbol of the underlying operators. We then derive an analytic filtered-backprojection-and backprojection-filtering-type formulas based on the minimum mean square error criterion for synthetic aperture image reconstruction. The inversion formulas depend on the space-varying spectral density function of target and clutter. We present an algorithm for the simultaneous estimation of target a priori information and reconstruction of SAR images. The algorithm is computationally efficient and can be implemented with the computational complexity of fast-backprojection algorithms. Extensive numerical simulations demonstrate the performance of the method. Existing SAR image reconstruction methods that take into account noise and clutter can be broadly categorized into two classes: numerical optimization-based methods [8, 9, 10, 14, 18, 19, 25, 26, 27, 28, 30, 35, 39, 40, 46, 49, 51, 52, 53, 59, 60] and analytic methods [11, 20, 41, 45, 58] .
f (s, t) = F[V ](s, t) := e −i2πω(t−R(s,x)/c) A(x, s, ω)V (x) dωdx, (2.1)
where V (x), x ∈ Ω V is the scene reflectivity function (or radiance [56] ) to be reconstructed and Ω V is a compact subset of R 2 . A is a complex amplitude term that includes the antenna beam patterns, transmitted waveform, geometrical spreading factors, etc. t ∈ [t 0 , t 1 ] ⊂ R denotes fast time, s ∈ [s 0 , s 1 ] ⊂ R is the slow time parametrizing the position of the moving antennas. ω is the angular frequency and c denotes the speed of light in free space. R(s, x) can be interpreted as the "range" or distance between the antennas and the scatterer located at x at slow time s. Depending on the SAR modality, R(s, x) takes different forms. For example, for the monostatic configuration [32] , R becomes R(s, x) = 2|γ(s) − x|, (2.2) where γ(s) denotes the antenna trajectory; for the bistatic configuration [57] , it becomes R(s, x) = |γ T (s) − x| + |γ R (s) − x|, (2.3) where γ T (s) and γ R (s) denote transmitter and receiver antenna trajectories, respectively; and for the hitchhiker [56] , it becomes R(s, x) = |γ R i (s) − x| − |γ R j (s) − x|, (2.4) where γ R i (s) and γ R j (s) denote the trajectories of the ith and jth receiver antennas, respectively. Note that x = [x, ψ(x)] in (2.2)-(2.4).
Figures 1(a)-(c) illustrate typical imaging geometries for the monostatic, bistatic, and hitchhiker SAR.
For all SAR modalities, we assume that for some m A , the amplitude term A satisfies the symbol estimate [56, 57] where K is any compact subset of R × R 2 , C K,α,β,ρ is a K, α, β, ρ dependent constant, and ρ is a multi-index. This assumption holds since most SAR modalities involve waveforms that are slowly varying in frequency domain. This assumption makes the "forward" operator F a Fourier integral operator (FIO) [3, 4, 5, 6] . In radar applications, the scatterers of interest, such as certain vehicles or buildings, are typically referred to as the target and those scatterers that result in unwanted reflections, such as a tree or a lamppost are referred to as clutter. Thus, we decompose the scene of scatterers V into target, T , and clutter, C, and write V = T + C. (2.6) Taking into account the measurement noise, we extend (2.1) and model the measured scattered field data as
d(s, t) = F[T + C](s, t) + n(s, t), (2.7)
where n(s, t) denotes the receiver noise and s ∈ [s 0 , s 1 ] and t ∈ [t 0 , t 1 ].
In [58] , we presented an analytic synthetic aperture image reconstruction method in the presence of noise and clutter. This method provides an explicit inversion formula under the assumption that the target, clutter, and noise are stationary stochastic processes. In the following section, we extend our work in [58] and present a class of nonstationary processes suitable for modeling target and clutter. In the subsequent sections, we present two analytic inversion formulas when the underlying processes belong to this class of nonstationary processes.
3. Models for target, clutter, and noise. Often times, radar targets and clutter are modeled as stationary stochastic processes. However, most SAR scenes are composed of multiple heterogenous objects. Therefore, a statistical stationarity assumption is unlikely to hold for real SAR scenes.
In this section, we introduce a class of nonstationary stochastic processes suitable for modeling radar targets and clutter. We characterize this class of processes using pseudodifferential operators driven by the Wiener process. This characterization provides a natural spectral representation for such processes. We refer to this new family of processes as pseudo-stationary processes. Using the spectral representation and the symbol of the underlying pseudodifferential operator, we define a concept of a SVSD function for pseudostationary processes.
Note that a similar class of nonstationary processes called "semistationary processes" was introduced in [7] . However, our characterization is given from the perspective of pseudodifferential and FIOs.
3.1. Nonstationary target and clutter models. Let Ω T be a compact subset of R 2 and T (x), x ∈ Ω T , be the target scene. Without loss of generality, we assume that T (x) is a zero-mean stochastic process for all x ∈ Ω T . We characterize T (x), x ∈ Ω T , in the mean square sense as follows:
where B(x ) denotes the zero-mean Wiener process. We assume that S T satisfies the following assumptions:
S T is sufficiently rapidly decreasing in ξ so that the variance of T (x) satisfies Assumption 3. S T satisfies the following symbol estimate:
for some m T ∈ R, where U is any compact subset of R 2 , C T U,α,β is a constant that depends on the multi-indices α, β, and U . Assumption 3 makes
the kernel of a pseudodifferential operator with symbol S T . Therefore, we refer to the stochastic processes defined in (3.1)-(3.3) as the pseudostationary processes. We refer to |S T (x, ξ)| 2 as the space-varying power spectral density function of the target. Note that if S T (x, ξ) is independent of x, (3.1) defines T (x) as a stationary process. Let
We can then alternatively express (3.1) as
Equation (3.6) shows that T (x) can be viewed as the output of a time-varying convolution filter driven by dB(x), the zero-mean white noise process. Let
be the autocovariance function of T (x), x ∈ Ω T , where E denotes the expectation operator. Using the fact that B(x) is an orthogonal increment process, we write
and obtain
for all x, x ∈ Ω T . Let T denote the pseudodifferential operator with symbol S T . Equation (3.9) shows that the autocovariance
Another interesting observation can be made by rearranging the terms of (3.9). Let
Taking the Fourier transform of the right-hand side of (3.10) with respect to τ , we get the Wigner distribution function [50] of S T (x, ξ) with respect to x integrated over ξ.
Similarly, we assume that the clutter, C(x), x ∈ Ω C , where Ω C ⊆ R 2 , is a zero-mean, pseudostationary process with the following spectral representation
with the autocovariance function R C and the SVSD function |S C (x, ξ)| 2 . We assume that S C satisfies an estimate similar to the one given in (3.3). Furthermore, we assume that it is sufficiently rapidly decreasing in ξ so that the clutter process has finite variance for each x ∈ Ω C , ⊆ R 2 , i.e.,
Model for the measurement noise.
We assume that the additive measurement noise is a zero-mean stationary process in fast time and statistically mutually independent in slow time and write
To avoid peculiar behavior, we assume
Note that σ(s) allows the noise process to have a different variance for each slow time s ∈ [s 0 , s 1 ].
We denote the autocovariance function of noise by
We refer to |S n (s, ω)| 2 as the power spectral density function of the noise process. Finally, without loss of generality, we assume that the target, clutter, and noise are mutually statistically independent.
Image formation.
In this section we present two inversion formulas for image reconstruction based on the minimum MSE estimation criterion. The first formula is given by a FBP-type operator and the second one is given by a BPF-type operator. Having both FBP and BPF inversion formulas allows us to interleave the estimation of SVSD function of target and clutter with the image reconstruction as described in the next section.
We form an imageT 1 of T by the following FIO,
where Q 1 is a filter that satisfies a symbol estimate similar to the one in (2.5). Since K 1 is an FBP-type operator, we callT 1 the FBP image of T .
We form a second imageT 2 of T as follows:
where Q 2 is the kernel of a pseudodifferential operator with symbol q 2 , i.e.,
We assume that q 2 satisfies a symbol estimate similar to the one in (2.5). Since K 2 performs backprojection followed by filtering with Q 2 , we refer toT 2 as the BPF image of T .
Our objective is to design the filters Q i , i = 1, 2, so that the following MSE of the reconstructed images is minimized:
The imageT i is related to the target T as follows:
Inserting (4.5) forT i into (4.4), we obtain
I Ω in (4.7) stands for the bandlimited identity operator which will be defined later in this section. 1 Before we determine the filters Q 1 and Q 2 , we simplify K i F as in [6, 57, 58] and next approximate each of the qualities in (4.7)-(4.9).
Let f (x), x ∈ Ω f , ⊆ R 2 be a distribution. Under appropriate assumptions on A and Q 1 [3, 4, 5, 32, 41, 56, 57, 58] , we write
is the Jacobian that comes from the change of variables (4.11). Ξ is given by
where for x = z, (4.14) and [6, 22] . Substituting z for x in Ξ, we conclude that the leadingorder singularities of
Given a flight trajectory and the bandwidth, the best possible image (in the least-squares sense) one could reconstruct would be
where Ω z is the data collection manifold given by
We refer to I Ω as the bandlimited identity operator and denote its kernel byχ Ω .
Following the steps in (4.10)-(4.14), we express K 2 F as follows:
into (4.18), we obtain
We now apply the method of the stationary phase in the variables x and ξ simultaneously 2 and obtain the critical points at
The leading-order term of (4.18) is then
Note that (4.15) and (4.22) show that the operators K 1 F and K 2 F are the same to the leading order, i.e.,
Having simplified K i F, i = 1, 2, we now approximate each term given in (4.7)-(4.9). Lemma. Let the imagesT i , i = 1, 2, be formed as in (4.1) and (4.2), where the filters Q 1 and Q 2 satisfy symbol estimates similar to the one in (2.5). We assume that the geometric conditions on the flight trajectories and the antenna beam patterns satisfy certain conditions such that artifacts are avoided [6, 22] .
(i) Then, the leading-order singularities of each term in the MSE are given by
where
, and η(x, x, ξ) is the Jacobian that comes from the change of variables (4.11).
(ii) The leading-order singularities of J T (Q 2 ), J C (Q 2 ), and J n (Q 2 ) are given by (4.23)-(4.25) with Q 1 replaced by q 2 , where (i) Then, the following filter minimizes the leading-order MSE J (Q 1 ):
2 In order to apply the method of the stationary phase, the determinant of the Hessian of the phase function has to be nonzero. The Hessian of the phase function φ1(x, ξ , ξ, where ξ ∈ Ω z and Ω z is given by
|S T (z, ξ)| 2 and |S C (z, ξ)| 2 are the SVSD functions of target and clutter defined in (3.9), and (3.11), S n (ξ) is the noise power spectral density function defined in (3.16), andχ Ω is a smooth cutoff function that prevents division by zero.
(ii) The leading-order singularities of the filter Q 2 that minimize the (leading-order) MSE J (Q 2 ) are given by
(iii) With these choices of filters, the leading-order MSE of J (Q i ), i = 1, 2 is given by
and ξ ∈ Ω z . Proof. See Appendix B for the proof.
The image reconstruction algorithm.
The filters derived in the previous section require a priori information, specifically the SVSD functions of target and clutter and noise power spectral density function. In many radar applications, it is assumed that the prior information on clutter can be obtained by collecting radar data in the absence of the target in the scene of interest [8, 9, 19, 30, 40] . Similarly, thermal noise prior information can be obtained in the absence of scattered field data. However, a priori information on the target is often not available. In this section, we describe an algorithm to estimate the target SVSD function and to reconstruct the target scene simultaneously using the measured data. Finally, we describe the computational complexity of the algorithm in comparison with the algorithms available in the literature.
The estimation of the SVSD function.
In this subsection, we briefly describe a method introduced in [7] for the spectral density function estimation of nonstationary processes. The method can be viewed as a straightforward extension of the spectral density function estimation for stationary processes.
Let Φ(x) be a square integrable, compactly supported windowing function and f (x) denote a realization of a zero-mean pseudostationary process. We define
where y ∈ R 2 and Ω Φ is the support of the windowing function Φ. It is assumed that the "width" of the windowing function is much smaller than the support of the observations (see [7, p. 837] ). Equation (5.1) can be viewed as the time-frequency transform of the observations. It was shown that |Y (x, ξ)| 2 is an unbiased estimate of S f (x, ξ), the SVSD function of f . This estimate is analogous to the classical periodgram estimate of the spectral density function of stationary processes. Similar to the results of the classical spectral estimation theory, better bias-variance trade-offs can be achieved by convolving |Y (x, ξ)| 2 with another windowing function. 3 5.2. The steps of the algorithm. We observe that the filter Q 1 can be factored into two components as follows:
q 11 is the filter derived in [57] under the assumptions that the target is deterministic and the received data do not have noise or clutter components. Clearly, this filter does not involve any target information. The second filter, q 12 , is a low pass filter that can be expressed solely by the target-to-clutter ratio (SCR) and target-to-noise ratio (SNR). Dividing the numerator and the denominator by the target SVSD, we obtain
where SCR and SNR are defined as
Clearly, q 12 is the component of the filter Q 1 that suppresses noise and clutter. If a priori information on SCR and SNR is available, then this information can be used to build the filter q 12 . Otherwise, the target SVSD function can be estimated from the data to build the filter q 12 . To facilitate the estimation of target SVSD, we define the following images:
The first-and second-order statistics of the imageT and the imageT 0 given in (4.1) have the same leading-order singularities and only differ by smoother functions. To build the filter q 12 , we use the imageT 0 to estimate the target SVSD as described in the previous section.
A pseudocode describing the estimation of the target SVSD and the reconstruction of the imagesT 0 andT is described in Algorithm 1. Algorithm 1. SAR image reconstruction algorithm for nonstationary target and clutter.
T
%FormT 0 using the filter q 11 as in [57] %FormC 0 using the filter q 11 as in [57] in the absence of target for
% Estimate target and clutter SVSD as in [7] 
The computational complexity of the algorithm.
The computational complexity of our method is determined by the following major steps: estimating the SVSD functions, filtering in the Fourier domain using q 11 , the backprojection operation and filtering using Q 12 . Below, we summarize the computational complexity of each of these steps.
We assume that the image to be reconstructed is N × N and that the measured data have O(N ) samples in both the fast-time and slow-time variables.
1. As described in [57] , the filtering in the Fourier domain and backprojecting the filtered data can be computed with O(N 2 log N ) computational complexity using either the fast-backprojection [31, 43] or the fast-FIO calculation algorithms [13] .
2. The estimation of the SVSD function requires computing the magnitude of the Fourier transform around each pixel within a window. Assuming that the window size is m × m, the estimation of the SVSD function has the computational complexity of O(N 2 m 2 log m). Since m N , the computational complexity of this step is O(N 2 ). 3. Q 12 is the kernel of a pseudodifferential operator. Therefore, the computational complexity of filtering with Q 12 is given by O(N 2 log N ) when fast backprojection of fast-FIO calculation algorithms are used. Thus, our algorithm can be implemented with the computational complexity of O (N 2 log N ) .
The feature-preserving reconstruction techniques, such as the one in [14] , can be implemented with the computational complexity of O(N 4 )-O(N 6 ) depending on the optimization method and the nature of the regularization employed. Computational complexity of the spectral estimation-based methods is generally governed by matrix inversions. Recently developed spectral estimation-based methods, such as the ones in [42, 53, 54] , have the computational complexity of O(N 4 ), O(N 4 ), O(N 6 ), respectively. In [46] , computational complexities of the methods described in [42, 53] 
depending on the length of the radar data and the imaging grids. The linear programming and orthogonal matching pursuit-based techniques described in [17] have the computational complexity of O(N 7/2 ), O(N 3 ). The subspace pursuits-based technique presented in [17] has the computational complexity of O(N 2 log N )-O(N 3 ), depending on the sparsity of the underlying data. Thus, our algorithm has a lower computational complexity than those of the algorithms in [14, 17, 42, 53, 54] .
Numerical simulations.
We performed numerical simulations to evaluate the performance of our image reconstruction method and compared the results with the methods presented in [57] and [58] .
Simulation setup.
We consider a 100m × 100m scene as shown in Figure 2 (a). The scene is discretized into 64 × 64 pixels. A bistatic antenna system, with π/18 separation between the transmitter and receiver, traverses a circular trajectory given by γ(s) = [22 cos s, 22 sin s, 6.5] km. Hence, the effective bandwidth of the transmitted waveform is 96.4 MHz. The trajectory is uniformly sampled for s ∈ [0, 2π] at 128 points. We assume an isotropic antenna and precompensation of the data for the geometric spreading factors and the demodulation related terms. We used (2.1) to simulate the received signal at the baseband. The target is the airplane-like figure placed at the center of the scene as shown in Figure 2(a) . Three rectangles shown in Figure 2(b) form the localized clutter patches. The reflectivity of the clutter patches is generated using the Rayleigh distribution, a commonly used statistical model for clutter in radar data [38] . The additive thermal noise is white Gaussian in both fast-time and slow-time parameters.
Evaluation method.
We reconstructed SAR images using four different image reconstruction methods and compared the results. These methods are as follows:
• Method 1. We used the reconstruction method described in [57] . This method assumes that the scene is deterministic and the measurements are ideal without any noise or clutter components.
• Method 2. We used the method described in [58] . This method assumes that the target and clutter are statistically stationary processes and that their spectral density functions are known a priori.
• Method 3. We used the FBP method with filter Q 1 given in (4.27) under the assumptions that the target and clutter are pseudostationary processes and that their SVSD functions are known a priori. We determined these SVSD functions from target-and clutter-only images.
• Method 4. We used the algorithm described in section 5. In this case, the target and clutter SVSD functions were estimated from the images reconstructed by Method 1 described above. In Methods 3 and 4, the SVSD functions of target and clutter were estimated using the method described in section 5.1 with an 11-by-11 Bartlett window [33, section 9] .
We generated data at different SCRs and SNRs. These measured quantities are defined as follows: 4 SNR = 20 log 10
where N S is the number of slow-time samples, N T is the number fast-time samples, μ T is the mean of the target scene, μ d is the mean of its data. We used the MSE as a figure of merit to compare the reconstructed images. We define MSE in dB as follows:
where M is the number of realizations used in an experiment, N is the number of pixels and T r (x) is the reconstructed image using the rth realization.
Results.
We performed two sets of experiments: 1. In the first set of experiments, the clutter level was kept constant at 10dB SCR and the noise level was changed from −20dB to 40dB SNR with 4dB increments. Ten different realizations of noise were produced and added to clutter contaminated data simulated using (2.7). The reconstructed images at SNR levels of −20, 8, and 40dB are shown in Figures 3-5 and Figure 6 shows the MSE versus SNR performances of the four methods described above at constant SCR. 2. In the second set of experiments, the noise level was kept constant at 10dB SNR and the clutter level was changed from −20dB to 40dB SCR with 4dB increments. For each SCR level, ten different realizations of clutter were generated. The measurement data were simulated using (2.7). The reconstructed images at SCR levels of −20, 8, 40dB are shown in Figures 7-9 and Figure 10 shows the MSE versus SCR performances of the four methods described above at constant SNR. From Figures 6 and 10 , we see that for both sets of experiments Method 3 produces the lowest MSE values for all SNR and SCR levels. This is followed by Methods 4, 2, and 1. As SNR (or SCR) increases the difference between the MSE values of Methods 1 and 2 gets smaller as expected. We also observed that as the SNR (or SCR) value increases, the difference between the MSE values associated with Methods 4 and 2 becomes larger. This can be explained with better target SVSD estimation at higher SNR (or SCR) levels.
Figures 3-5 show the reconstructed images (averaged over ten realizations) for SNR levels of −20, 8, 40dB and 10dB SCR. We see that at −20dB SNR, the method described in [57] cannot recover the scene. At 10dB SNR, however, all four methods can recover the scene, but Method 1 retains singularities induced by noise and clutter and Method 3 produces visually the cleanest image. Figures 7-9 show the reconstructed images for SCR levels of −20, 8, 40dB and 10dB SNR. We see that all four methods recover a visually recognizable scene at all SCR levels. However, at low SCR the clutter patches are visually more prominent than the target in images produced by Methods 1, 2, and 4. Only Method 3, which uses an SVSD function estimated from a clutter-free scene, can suppress clutter and recover target with good contrast. At high SCR levels, the target intensity dominates and therefore all four methods can recover the target scene. Methods 3 and 4 perform better than Methods 1 and 2 in suppressing the clutter strength.
Conclusion.
In this paper, we introduced a class of nonstationary stochastic processes suitable for modeling SAR targets and clutter. This class of processes can be viewed as the output of pseudodifferential operators driven by the Wiener process. The symbol of the underlying pseudodifferential operator provides a natural concept of SVSD function for pseudostationary processes. Under the assumption of pseudostationarity, we present FBP-and BPF-image formation formulas based on the minimum MSE criterion. The filters associated with each of the reconstruction formulas can be determined explicitly and are given by the SVSD functions of target and clutter. We next present a third formula that is given by the composition of an FBP operator and a pseudodifferential operator. We showed that all three formulas have the same leading-order terms. We outlined an algorithm for a computationally efficient implementation of the image reconstruction and SVSD function estimation methods based on the third formula.
We performed numerical simulations to demonstrate the performance of our method. The simulation results show a reduction in the MSE of the images as well as improved visual image quality as compared to SAR image reconstruction methods presented in [57] and [58] .
Our reconstruction methods have many advantages. They can be implemented with the computational complexity of fast-backprojection algorithms. Hence, they are computationally efficient as compared to other methods [14, 17, 42, 53, 54] . Unlike many of the existing methods, our reconstruction methods do not rely on certain imaging geometries and limiting assumptions, such as linear wavefront curvatures, linear flight trajectory, small scene, and short aperture. Our methods can accommodate arbitrary imaging geometries, curved wavefronts, wide apertures, and system related parameters. Our methods require a priori statistical information on clutter and noise. If such information is not available, it can be estimated from data. In that case, the performance of the current method (in the mean square sense) can be viewed as an upper limit.
As compared to [57] and [58] , this method has better edge preservation at the same SNR and SCR levels. This can be explained by the local application of the minimum MSE criterion as opposed to the global application of the same criterion in [57] and [58] .
Although, our current treatment focuses on the bistatic configuration, the methods and algorithms presented in this paper can be extended to other SAR modalities [23, 47, 48, 55, 56] .
While our primary interest lies in SAR imaging, our methods can be easily adapted to image reconstruction problems in sonar, geophysics, or ultrasound where FIOs arise naturally. Using (3.7), (4.15), and (4.16), we obtain 
Thus, we approximate (A.2) as
We now apply the method of stationary phase in the variables 6 , x and ζ and obtain the critical points at ζ = ξ and x = x. (A.7) 6 The Hessian of φ3(x, x , ξ, ζ) 
