Abstract: The inverse problem of ECG is the task of cardiac source reconstruction from the measured body surface potential maps (BSPM). It is ill-posed and therefore requires regularization, which is usually applied uniformly to the whole heart geometry. In order to improve the solution quality and localize potentials extrema we propose a local regularization method: the weighting is done iteratively according to the solution spatial content. The performed test showed the ability of the new method to overcome oversmoothing and to better reconstruct strong solution gradients.
Introduction
The assumption of quasistaticity in the body volume conductor leads to the Cauchy problem for Laplace equation. Our values of interest, the transmembrane voltages (TMV), build the source term for the Poisson equation valid in the cardiac muscle tissue [1] . The problem of finding electrical potentials in the heart is ill-posed, i.e. it is unstable with respect to the measurement and modeling errors. Several mathematical techniques exist to overcome this obstacle, among them the most famous one is Tikhonov regularization [2] .
Methods
The idea of Tikhonov regularization is to introduce a stabilizing parametric functional enforcing desired properties of the sought solution:
where A ∈ R m×n is the lead-field matrix, an operator connecting the cardiac sources to the measurement points,
p×n -regularization operator. In practice the most common types of the matrix L are identity or the matrices of spatial derivatives. In this work we used a finite element discretized version of the Laplace operator (p = n), thus requiring smoothness of our solution. When using L 2 norm in the regularization functional (1), this minimization problem has a closed form solution:
The invertion in (2) can be efficiently done with use of SVD (in case of L being an identity matrix) or GSVD in general case [3] :
where
The singular values σ, µ are ordered in non-decreasing and non-increasing order respectively and are normalized such that σ 
Having performed this decomposition (must be done only once), the solution can be represented by the following formula:
where f i are filter factors. Their choice is the key difference between various regularization techniques and should be done in such a way that the contribution from smaller singular values σ i in (u T i y/σ i )x i is effectively filtered out [3] . For the Tikhonov second order regularization given by functional (1) the filter factors are:
From this formula it follows that the same amount of regularization is applied for all solution components which leads in general to the partial (geometrically) oversmoothing. The method could be however improved by local regularization. Instead of a single parameter λ we introduce a vector of regularization parameters λ = {λ 1 ...λ n } that would allow for a different amount of weighting for each source point. The initial estimate of the solution is obtained by (4) with L-curve criterion for choosing an optimal regularization parameter [4] . Then based on the solution spatial derivatives we iteratively update the regularization vector:
with i, k being vector components and iteration numbers respectively. The problem (2) is solved for each iteration to obtain the next estimate of x. The formula (6) implies increasing the parameter λ for regions with small spatial derivatives hence forcing the Laplacian to take smaller values, i.e. equalizing the respective solution components. The areas possessing the strongest gradients are slightly changed, since the corresponding parameters experience only minor modifications.
Results
A result of such iterative procedure is given by Fig. 1 . For a simulated left ventricular extrasystole the reconstruction was made for the time instance t = 20 ms after its initiation. As it can be seen, the Tikhonov reconstruction provides a good initial estimate of the true solution. Despite the fact that the area with highest TMV values is well recovered, regularization in L 2 sense smoothes equally the whole domain, which can result in small derivatives over the heart and, as a consequence, the correlation coefficient of only 5%. After performing several times iterative local reweighting these effects are flattened out and only the region of interest is remained. The correlation coefficients for the first three iterations of the proposed method are 54%, 62% and 68% respectively.
Discussion
In this work we considered a local regularization for the inverse problem of ECG where all solution components could have different weights.
Oster and Rudy proposed in [5] a regional regularization which is based on the decomposition of BSPM into a set of submaps for a spherical geometry using Legendre polynomials, i.e. their method is operating in the space of measurements. Johnson and MacLeod ([6] ) investigated a local GSVD based regularization varying the amount of smoothness for sub-matrices of a global transfer matrix, these submatrices represent different geometry regions. The most similar to our method approach was implemented by Ahmad and Brooks in [7] . But in contrast to the present work they weight the regularization matrix with the Laplacian of the true solution taken from simulation. For the case treated in this work the solution delivered by Tikhonov regularization was of good quality and the iterative procedure improved its main features. In our future work we will analyze the behavior of the algorithm with worse initial solution estimates; the question would be, how to do weighting in a softer way, without overemphasizing initial false extrema.
Another interesting aspect could be to investigate the necessary number of iterations and find the connection between the optimal number of iterations and optimal local weights on the one hand and the amount of noise on the other. As the noise is not commonly known in practice and there are always some modeling errors present, it would be interesting to evaluate the performance of the algorithm with respect to lower and upper bounds noise estimates.
