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ABSTRACT 
THE USE OF ITEM RESPONSE THEORY IN DEVELOPING THE 
DYNAMIC INDICATORS OF VOCABULARY SKILLS PARALLEL FORMS 
MAY 2008 
JANE M. RILEY, B.A., UNIVERSITY OF MASSACHUSETTS, AMHERST 
M.Ed., UNIVERSITY OF MASSACHUSETTS, AMHERST 
Ph.D., UNIVERSITY OF MASSACHUSETTS, AMHERST 
Directed by: Professor William J. Matthews 
The primary purpose of this study was to develop ten parallel-forms of the DIVS 
measures using a modified one-parameter model of item response theory (IRT). 
Secondarily, the IRT created forms were compared to the original forms. Data were 
collected on pre-kindergarten and kindergarten students. The item responses first 
underwent preliminary analyses and poor and negatively discriminating items were 
removed. Then, the item characteristics were estimated and parallel-forms were created. 
The test information and test characteristic curves (TCC) for the newly developed forms 
are reported. The preexisting DIVS forms, which had been originally created by random 
assignment, were compared to the new IRT created forms. Overall, the IRT forms yielded 
vastly improved test characteristics. Implications for future studies are discussed. 
vi 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGEMENTS.v 
ABSTRACT.vi 
LIST OF TABLES.x 
LIST OF IGURES.xi 
CHAPTER 
1. STATEMENT OF THE PROBLEM.1 
Introduction.1 
Influential Policy Change in Reading Disability Assessment.4 
Formative Assessments in the Area of Reading Acquisition.7 
Curriculum-based measurement.7 
Dynamic Indicators of Basic Early Literacy Skills.9 
Dynamic Indicators of Vocabulary Skills.11 
Test Construction of Formative Assessments.12 
Use of IRT to Build Parallel Forms.15 
Current Investigation.17 
2. LITERATURE REVIEW.18 
Vocabulary Development.18 
Importance of Vocabulary in Reading.21 
Assessing Vocabulary Knowledge.25 
The DIVS: What do they assess?.28 
Test Construction.29 
Classical Test Theory and Curriculum-Based Measurement.29 
Item Response heory.35 
Models of IRT.37 
Assessing Alternate Forms using IRT.42 
Comparing Random Forms to IRT Forms.47 
Vocabulary and IRT.48 
Vll 
3. METHOD 49 
Participants and Setting.49 
Measures.50 
Picture Naming Fluency.50 
Reverse Definition Fluency.52 
Research generated PNF and RDF measures.53 
Data Collectors Training.54 
Interobserver agreement.54 
Procedure.55 
Research Design.56 
4. RESULTS.59 
Picture Naming Fluency Results.59 
Preliminary Analysis.59 
PNF Item Discrimination.60 
PNF Item ifficulty.61 
Parallel Form Generation.63 
Test Information.66 
Test Characteristic Curves.67 
Reverse Definition Fluency Results.68 
Preliminary Analysis.68 
RDF Item Discrimination.69 
RDF Item ifficulty.70 
Parallel Form Generation.72 
Test Information.74 
Test Characteristic Curves.76 
Comparing the Parallel Forms: New Forms to the Preexisting Forms.76 
Comparison of the PNF & RDF orms.77 
5. DISCUSSION.85 
Importance of this Study.87 
Limitations.89 
Future Directions.92 
Vlll 
APPENDICES 
A. CONSENT FORM.95 
B. PICTURE NAMING FLUENCY STANDARDIZED DIRECTIONS.96 
C. REVERSE DEFINITION FLUENCY STANDARDIZED DIRECTIONS.98 
D. PNF PARALLEL FORMS.100 
E. RDF PARALLEL F R S.110 
BIBLIOGRAPHY.120 
ix 
LIST OF TABLES 
Table Page 
3.1 Ordering of Items on Parallel Forms.57 
4.1 PNF Discrimination Characteristics.61 
4.2 PNF Item Difficulty Characteristics.61 
4.3 PNF Item Difficulty Categorization Characteristics.63 
4.4 PNF Item Discrimination and Difficulty Grouping.63 
4.5 PNF Test Information Characteristics.66 
4.6 RDF Discrimination Characteristics.70 
4.7 RDF Item Difficulty Characteristics.70 
4.8 RDF Difficulty Categorization Characteristics.71 
4.9 RDF Item Discrimination and Difficulty Grouping.72 
4.10 RDF Test Information Characteristics.75 
x 
LIST OF FIGURES 
Figure Page 
2.1 Modified Rasch Model ICC Example.41 
2.1 Test Information Illustration.45 
2.3 TCC Illustration.46 
4.1 Histogram of PNF Distribution of Original Items.60 
4.2 Histogram of PNF Difficulty Distribution.62 
4.3 PNF Beginning Items Test Characteristic Curves.64 
4.4 PNF Middle Items Test CharacteristicCurves.65 
4.5 PNF Ending Items Test Characteristic Curves.65 
4.6 Test Information for the PNF Parallel Forms.67 
4.7 PNF Parallel-form Test Characteristic Curves.68 
4.8 Histogram of RDF Distribution of Original Items.69 
4.9 Histogram of RDF Difficulty Distribution.71 
4.10 RDF Beginning Items Test Characteristic Curves.73 
4.11 RDF Middle Items Test CharacteristicCurves.73 
4.12 RDF Ending Items Test Characteristic Curves.74 
4.13 Test Information for the RDF Parallel Forms.75 
4.14 RDF Parallel-form Test Characteristic Curves.76 
4.15 PNF Random Forms Averaged TCC. 7g 
4.16 PNF IRT Forms Averaged TCC. 79 
4.17 RDF Random Forms Averaged TCC. 80 
4.18 RDF IRT Forms Averaged TCC. 80 
xi 
4.19 PNF Random Forms Averaged Item Information.82 
4.20 PNF IRT Forms Averaged Item Information.82 
4.21 RDF Random Forms Averaged Item Information.83 
4.22 RDF IRT Forms Averaged Item Information .84 
Xll 
CHAPTER 1 
STATEMENT OF THE PROBLEM 
Introduction 
That there is a reading crisis in America is no secret; we see it in academic 
journals as well as in popular magazines. The statistics are hard facts and the American 
Federation of Teachers says with certainty: “If a child in the modem society like ours 
does not learn to read, [she or] he doesn’t make it in life” (Hall & Moats 1999, p.7). 
Reading is a cultural imperative and is necessary for individual survival and achievement 
in contemporary American society. Throughout the years legislation has addressed the 
need to increase the level of reading achievement and has raised literacy standards in 
schools. In 2001, the No Child Left Behind (NCLB, 2001) initiative passed legislation 
stating that all children must be proficient readers by the end of third grade. 
In 1997, Congress, in conjunction with the Secretary of Education, and the 
National Institute of Child Health and Human Development (NICHD, 2000), created the 
National Reading Panel (NRP) for the purpose of determining the key components to 
literacy instruction. The NRP was appointed to study the following areas: alphabetics 
(including phonemic awareness and phonics instruction), fluency, comprehension 
(including vocabulary and text comprehension and strategy instruction), teacher 
education, and computer technology. Including only research meeting rigorous 
methodological standards, the NRP conducted comprehensive meta-analyses on studies 
investigating effective literacy instruction. When possible these methodological 
standards were followed; however, if researched areas lacked the quantity of studies at 
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the established level necessary, more subjective qualitative analyses were used for 
analyses. 
The panel identified five essential areas of reading development. These core 
areas are phonemic awareness, phonics (or word study), fluency, vocabulary, and 
comprehension. The phonemic awareness (PA) meta-analysis results were clear that 
there are several skillful ways to teach PA. The NRP found PA training translated to 
increases in phonemic awareness and results lasting well beyond the instruction. PA 
training also resulted in improvements in students’ spelling. Systematic phonics 
instruction was found to be the best model of instruction in the area of phonics as 
students improved their decoding and spelling skills. The Panel found guided oral 
reading and repeated reading were instructional methods that improved fluency, as well 
as word recognition, and comprehension. Using a variety of research-based vocabulary 
instructional methods, the Panel found vocabulary knowledge is best taught both directly 
and indirectly with multiple exposures. Vocabulary was shown to be an important 
component to text comprehension. The NRP reported that combinations of reading 
comprehension techniques are also important in the area of reading comprehension. The 
areas of vocabulary and comprehension require more research to clarify when to use each 
technique and with what age group. 
Using the findings of the NRP, a model of literacy instruction has been adopted 
by research-oriented school districts. This model focuses on the importance of using 
research-based instructional methods, while taking into account the setting when 
choosing the methods. The Panel discusses the importance of all of these components as 
important elements in the ultimate goal of skillful reading. 
2 
Adams (1990) found the three most important early literacy skills are 
phonological awareness, language skills, and awareness of print. Some of the skills begin 
before the students enter school, such as phonemic awareness and vocabulary knowledge. 
All of these skills develop from being taught and talked to during the early years of life. 
Hart and Risley (1995) conducted a longitudinal study that found that children’s 
vocabulary, a necessary preliteracy skill, varied greatly across income groups and 
vocabulary is closely correlated to overall language ability. The researchers found by the 
time the students were 3 years old differential rates of vocabulary growth between socio¬ 
economic statuses were already established. These researchers found language experience 
varies greatly for children from different families. By the time the children turn four 
years there are vast differences between their accumulated experiences; children from 
professional families experience an average of 45 million words; and children from 
working-class families experience an average of 26 million words. The average child in 
a welfare family would have experienced only 13 million words spoken, a significant 
discrepancy when compared to children of other SES groups (Hart & Risley, 1995). 
These findings exemplify one reason for the urgency to quickly remediate individuals 
who enter school without these preliterate vocabulary skills. 
A longitudinal study by Juel (1988) exemplifies the benefits of early intervention 
resulting in improved reading ability. Juel found that 88% of proficient readers at the end 
of first grade remained proficient readers at the end of fourth grade; whereas, 87% of 
struggling readers at the end of first grade continued to have problems in reading at the 
end of fourth grade. As students become older, the level of instructional intensity needed 
to change a student’s growth trajectory increases exponentially. 
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Stanovich (1986) dubbed problems in literacy achievement the “Matthew Effect” 
as he observed the persistent gap between the good readers and the poor readers, unless 
educators intervene intensively to remediate the gap. This means comparable growth 
with achieving peers is not enough struggling students need to make greater gains to 
close the gap. This effort is increasingly more difficult as students’ progress in school, 
indicating why adopting a model of prevention is important. In an effort to prevent 
reading failure, Torgesen, et al (1999) examined the effectiveness of three approaches to 
tutorial instruction with students exhibiting low phonological skills. The researchers 
found that intensive, one-on-one, phonemically explicit instruction provided early on to 
students who scored below the 12th percentile for phonological processing has great 
prevention benefits. When tested again as second graders, these same students had 
continued to improve and were at the 50th percentile in reading at the word level. This 
intensive intervention created dramatic growth and prevented later reading failure in 
these children. This research is indicative of the powerful changes that can be made in 
students' lives. By intervening early with the effective preliteracy instruction, we can 
prevent later reading problems for students. 
Influential Policy Change in Reading Disability Assessment 
Building on the necessity to service students with reading problems quickly and 
early, the reauthorization of the Individuals with Disabilities Education Improvement Act 
(IDEA; 2004) legislated an alternative technique, Responsiveness to Intervention (RT1), 
as a new model for special education eligibility determination in the area of specific 
learning disability (SLD). Previously, unless granted special permission, determining a 
SLD was based solely on an IQ-Achievement discrepancy formula. Comparing the 
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student's IQ score to their achievement score is theorized to reveal discrepancies that 
would estimate the student’s true ability (potential) as compared to their performance 
level (current level of ability). 
The discrepancy formula has been problematic in reliably differentiating and 
classifying students (Aaron, 1997; Gresham & Witt, 1997; Reschly, Tilly, & Grimes, 
1999). Furthermore, there are major validity issues with the model. For example, IQ 
only accounts for 25% of the variance in reading and reading and IQ are not 
unidirectional constructs, but rather are reciprocal (Aaron, 1997; Stanovich, 1986). 
Hintze (1996) noted there is a systematic flaw of regression to the mean, or a testing 
effect, as two tests are given. In addition, Hintze stated that children with IQs of less than 
100 are systematically excluded because it is harder for them to yield a 22-point 
discrepancy between their IQ and achievement scores to qualify for special education 
services. 
Beyond the psychometric and validity issues with the discrepancy model, the 
model’s “wait to fail” approach is problematic. Under this model, struggling students 
need to wait to have a severe enough discrepancy in order to qualify for services. Given 
the evidence on the challenge of remediation as students become older, this wait time 
decreases the likelihood of improving student outcomes. Responsiveness to Intervention 
(RTI) is a model in which a student receives services immediately, thus this model is 
intervention-oriented in its approach (Fuchs, et al. 2003). 
With the reauthorization of IDEA, RTI has been approved by the federal 
government as an alternative to the IQ-Achievement discrepancy model. Fuchs, Mock, 
Morgan, and Young (2003) describe RTI as the following general procedure: students are 
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provided with generally effective instruction from their classroom teacher and their 
progress is monitored. If they are do not respond to the classroom instruction, they 
receive additional support and their progress is monitored; those who do not respond to 
this additional support may warrant special education services because they have 
demonstrated a need for additional instruction to show adequate growth. There are 
several RTI qualification models. For instance, in their treatment validity model of 
identification of learning disabilities Speece, Case and Molloy (2003) suggested students 
need to exhibit a dual discrepancy, both rate of learning and a level need to be discrepant 
from their peers. 
There are several studies that suggest RTI is promising. Velluntino and 
colleagues (1996) demonstrated there are differences in levels of responsiveness. He 
intervened with children below the 15th percentile in reading skills and found 
approximately two-thirds of the children were remediated (categorized as above the 30th 
percentile), and about one-third of the children were difficult to remediate (still below the 
criteria). This RTI model, called the Standard-Protocol model, suggests those individuals 
still below the 15th percentile after intensified instruction would qualify for special 
education services. 
The other major model of RTI is called the problem-solving model. This model 
has been used in a few states with different specific approaches. It is individually based: 
the child’s problem is identified, an intervention is created or designated, and the 
student’s progress is monitored. In the Heartland school district of Iowa, as the student’s 
needs intensify the level of support follows suit until special education is determined to 
be necessary to support the intensity of instruction needed for the individual (Ikeda, et al, 
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2002). There has not been much research on this model of RTI and the varying 
approaches of this model. 
Despite the many positive aspects to using the RTI model, it is not without its 
problems. In fact, after comparing the current RTI models Douglas Fuchs and colleagues 
(2003) questioned whether RTI should be used today, tomorrow, or never. They 
suggested that RTI is a model still in its early form and is still in need of research to 
clarify the specifics of how to use this assessment process. Lynn Fuchs (2003) observed 
there are some major conceptual and technical issues in using RTI. The following are 
some of the issues: determination of the length of intervention with progress monitoring; 
criteria for inadequate progress; specifying the nature of the intervention; and 
determining the integrity of intervention implementation. All of these factors rely on the 
reliability, construct validity, and minimization of the standard error of measurement (an 
index of test error) when using parallel forms to monitor student progress because test 
scores need to accurately estimate an individuals’ true ability. 
Formative Assessments in the Area of Reading Acquisition 
Curriculum-based measurement 
Assessment tools necessary for the prevention of reading problems and for 
monitoring the progress of instruction need to be formative in nature. Summative 
evaluation does not show the subtle changes over time, and is not helpful in determining 
instruction changes (Deno, Espin, & Fuchs, 2002). In summative evaluation, the data are 
aggregated after the completion of instruction, and are only indicative of pre to post 
testing growth. Formative assessments provide data that can be used both to inform 
instruction and can be used as a baseline of student growth. Curriculum-based 
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measurements (CBMs) are measures developed by Stan Deno in the 1970’s that can be 
used for both formative and summative evaluation (Deno, 1985). Before the creation of 
CBM student progress was often monitored using mastery measurement, single skill tests 
without psychometric properties. With the development of CBM, measures are held both 
to the psychometric standards of summative tests and also have the capacity for many 
multiple forms, and thus can be used over time. CBM have been created to be global 
indicators of academic ability in four areas: reading, math, spelling, and written 
expression. 
CBMs were created with the following necessary assumptions as a guide (Jenkins, 
Deno & Mirkin, 1979). Shinn (1989) states that, “among the criteria the measure(s) had 
to be: (1) tied to the curriculum; (2) of short duration to facilitate frequent administration 
by teachers/educators; (3) capable of having multiple forms; (4) inexpensive to produce 
in terms of time in production and in expense; and (5) sensitive to the improvements of 
student’s achievement over time” (p. 30). 
CBM research has been concentrated in the area of CBM-reading, due to 
foundational importance of reading. To administer CBM-Reading, one-minute measure 
of a student’s reading ability is taken and the number of words read correctly is used as 
the score. Reading-CBM test-retest reliability coefficients range from .82 to .97 and 
parallel-form reliability coefficients range from .84 to .96, both with most correlations 
above .90 and interrater agreement coefficients were .99 (Marston, 1982; Tindal, 
Germann, & Deno, 1983; Tindal, Marston, & Deno, 1983). The initial validity study 
reports correlations with word reading and oral reading of passages ranged from .73 to 
.91, with most coefficients above .80 (Deno, Mirkin, & Chiang, 1982). According to 
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Salvia and Ysseldyke (2001) measures with a reliability coefficient of .90 or above have 
adequate psychometric properties for use within a framework of high stakes decision¬ 
making. The standard for using test results for screening purposes is recommended to 
have a minimum reliability coefficient of .80. The reliability coefficients for CBM- 
Reading fall between the two guidelines, and thus their use should be carefully 
considered. 
Dynamic Indicators of Basic Early Literacy Skills 
In an attempt to prevent reading failure, Kaminski and Good (1988) have 
developed a Dynamic Indicators of Early Literacy Skills (DIBELS): formative 
assessments that are a downward extension of CBM in the area of reading. The DIBELS 
(Initial Sounds Fluency, Phoneme Segmentation Fluency, Nonsense Word Fluency, and 
Letter Naming Fluency, and) are measures of early literacy skills and have been found to 
be predictive of later reading success (Kaminski & Good, 1998). As stated earlier, 
Adams (1990) suggests the three most important early literacy skills are phonemic 
awareness, language skills, and awareness of print. The DIBELS measures tap into some 
of these important competencies. 
Initial Sounds Fluency (ISF) and Phoneme Segmentation Fluency (PSF) are 
measures of phonological awareness. When testing a student on ISF, students are 
assessed on their ability to recognize and produce an orally presented word in two 
different tasks. In the first task, students are asked to identify which picture, of the four 
presented, begins with the given sound. In the second task, the student needs to produce 
the first sounds of an orally presented word that matches one of the pictures on the probe. 
During administration of the PSF measure, children listen to a word and their ability to 
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segment a three- to four-phoneme word into its individual sounds is assessed. Alternate 
form reliability coefficient is .61 (.51 - .73) for ISF, .74 (.66- .79) for PSF for 
kindergarten, and .67 (.60 - .70) for first grade. The comparison of ISF with the 
Woodcock-Johnson Readiness Cluster yielded a criterion validity coefficient of .40 for 
kindergarteners. One-year predictive validity coefficients for ISF with PSF, NWF, and 
CBM-Reading are from .29 to .36 and for PSF with CBM-Reading and NWF yield 
median coefficients from .40 to .52. This indicates that phonological measures such as 
ISF and PSF are low to moderately predictive of reading in the early years. PSF and 
NWF are more predictive of a child’s reading ability in a year’s time. 
Nonsense Word Fluency is a measure of the alphabetic principle, including letter- 
sound correspondence and ability to orally blend constant-vowel-constant (CVC) and 
vowel-constant (VC) words where the letters in the words use their most common 
sounds. Students are presented with a probe with CVC and VC words and are asked to 
verbally produce the sounds of the letters or read the whole word. Alternate form 
reliability coefficient for use of NWF with kindergarteners is .83 (.67 - .88). Concurrent 
validity coefficients with the Woodcock Johnson Readiness Cluster are .51 and predictive 
validity coefficients with measures of CBM-Reading at the end of first and second grade 
range from .73 to .77. 
Letter Naming Fluency provides a measure of risk, as it is very predictive of later 
reading success. Students are presented with upper and lower case letters on a page, and 
they need to orally identify the letters. LNF has high alternate form reliability 
coefficients for kindergarten and first grade of .89 (.86 - .92) and .86 (.80 - .87), 
respectively. LNF strongly predicts other measures of reading and later reading success 
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with predictive validity coefficients of .69 to .72 for predicting NWF, .74 for predicting 
first grade CBM-Reading, and .62 to .66 when predicting the Woodcock Johnson 
Reading Cluster at the end of second grade. 
Dynamic Indicators of Vocabulary Skills 
DIBELS measures tap into two of the early predictors of reading, the alphabetic 
principle and phonological awareness. However, an important early indicator is missing 
in these series of measures. As stated earlier, vocabulary development is an important 
predecessor to literacy not included in the DIBELS assessment measures. In an attempt to 
fill this void, Parker (2000) developed the Dynamic Indicators of Vocabulary Skills 
(DIVS), formative assessments in the area of vocabulary. Picture Naming Fluency (PNF) 
and Reverse Definition Fluency (RDF) are two DIVS measures identified to detect 
vocabulary growth. Currently, these measures have only been used along with DIBELS 
for screening purposes during reading benchmarking periods. 
Vocabulary is measured using the PNF by having the students name as many 
pictures, on a 44-item picture test, as they can within one minute. Some of the pictures a 
student might name are: a sun, a pillow, and a bed. In the RDF measure, students are told 
vocabulary definitions of up to 30 words within one minute, and the students need to 
come up with the vocabulary word being defined. For example, “What is an animal that 
roars?” Only the alternate form reliability coefficients have been conducted thus far. For 
PNF, the reliability coefficients median is .67 (.55 - .77) for preschoolers and .55 (.40 - 
.67) for kindergarteners. RDF alternate form reliability coefficients are .62 (.49 - .73) for 
preschool and .79 (.71 - .85) for kindergarteners. The median concurrent validity 
coefficients for PNF are .44 (r = .30 - .56) and are .72 (r = .43 - .77) for RDF. The 
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validity coefficients indicate that these measures relate moderately with commercially 
available language and receptive vocabulary measures. 
Parallel forms of the DIVS measures still need to be assessed. Given the 
necessity to increase reliability and validity standards for parallel forms due to the 
potential high-stakes nature of their use, it is necessary to be stringent when looking to a 
model of test construction. Research needs to ensure the parallel forms are truly 
equivalent tests yielding similar results. Parallel form reliability coefficients reflect 
similarity between tests as measured at the test level. However, without specific research 
investigating each item, one cannot ascertain that the 44-items on a PNF test or 30-items 
on a RDF test follow the same sequence of difficulty, making parallel forms truly 
equivalent. 
Test Construction of Formative Assessments 
Multiple forms have been created for DIBELS and DIVS measures by randomly 
assigning items to probes, not by looking at the discrimination and difficulty of each 
item. As formative assessment measures are increasingly used for instructional changes 
and linked to more high stakes decision-making, the quality of test construction, 
reliability of alternative forms, and the ability to differentiate students become more 
important. As previously stated, with the move toward the use of the RTI model for 
special education services determination, the use of truly equivalent parallel measures has 
become essential. Within the use of Curriculum Based Measurement, oral reading 
fluency is currently the only formative assessment measure that has consistently met the 
demands of technical adequacy, primarily using classical test theory as a means of 
improvement. With measures such CBM-Mathematics parallel forms have shown more 
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variability and less technical adequacy. CBM-Reading yields a reliability coefficient of 
.94 for two parallel forms given the same day; whereas the reliability coefficients for two 
alternate mathematic forms given at the same time vary from .48 for division probes to 
.72 for addition probes. 
Historically, CBM reading materials were created by randomly pulling passages 
from the instructional materials for each alternate form. Thus, the alternate tests were 
only controlled in that they were pulled from the same material. Research in this area has 
indicated using this method is problematic because the material readability is not 
controlled for text difficulty, and different levels of growth are exhibited dependent on 
the text. Hintze, Daly and Shapiro (1998) investigated the difference of student’s rates of 
progress by using their progress monitoring slopes. Using two different level of CBM 
reading passages, goal level and grade level, they found that students’ progress varied as 
a function of the type of passage. 
In an attempt to increase the reliability of passages by reducing the standard error 
ol measurement, Hintze and Christ (2004) examined the effects of controlling passage 
difficulty by looking at the sensitivity of the measures over time. Using readability 
formulas, one set of passages was controlled within the middle of the grade level. For 
example, to qualify as a second grade readability controlled probe, the probe would have 
to calculate a readability index of between grade level 2.3 and 2.7. Results of the study 
indicate the controlled passages minimized the amount of measurement error 
significantly. The authors suggested, “the reduction in measurement error could 
potentially lead to enhanced data-based decision making” (p.212). This research has 
proven invaluable: reducing the standard error of measurement by using controlled 
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passages, the researchers have improved the test in general. Nevertheless, according to 
Hambleton, Swaminathan, and Rogers (1991) “The problem with standard error of 
measurement, which is a function of test score reliability and variance, is that it is 
assumed to be the same for all examinees. But.. .scores on any test are unequally precise 
measures for examinees of different abilities. Hence, the assumption of equal errors of 
measurement for all examinees is implausible” (p.4). 
There are several other issues with classical test theory and conventional methods 
of parallel form creation other than the group characteristic of standard error of 
measurement. Perhaps the most problematic issue with classical test theory is one’s 
ability, or true score, is test dependent. The estimated ability depends on the difficulty of 
the test items, thus examinee characteristics and test characteristics are intertwined. Item 
difficulty is defined as a proportion of the students tested whom answered the items 
correctly. Therefore item difficulty is group dependent and will vary depending on the 
people who are tested. Group dependency is particularly problematic when using parallel 
forms are used with populations not included in the normative sample. 
Hambleton, Swaminathan and Rogers (1991) state another limitation of classical 
test theory has to do with the definition of reliability as “the correlation between test 
scores on parallel forms of a test” (p.4). They claim this is difficult, if not impossible, due 
to the problem of satisfying the definition of parallel tests when analysis is only 
conducted at the test level. While equivalence may be met at the test level, without 
evaluating items there will be variability within the test. These authors argue that a 
further drawback of classical test theory is it is not item focused but rather test oriented, 
which is a limitation when wanting to predict test scores for differing populations. 
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Because of the limitations of classical test theory, item response theory (IRT; Hambleton, 
Swaminathan, & Rogers, 1991) has evolved as an alternate theory of mental 
measurement. 
Cantrell (1999) stated, “because in classical theory item difficulties and person 
ability are on different scales, it is inappropriate to compare them. Item Response 
Theory, on the other hand, transforms item difficulty and person ability estimates into 
statistics on a single comparable scale...” (p. 171). This means the items are independent 
of the individual and the person’s ability is independent of the items, so one is assured 
the scores are more accurate indicators of true ability (Cantrell, 1999). Using item 
response theory, one can create a model in which items are described with regard to the 
item s discrimination and difficulty level. Items that cannot discriminate between low and 
high ability are discarded, and the remaining items can be used to develop truly parallel 
forms. By using IRT rather than classical test theory, parallel test forms may be 
constructed so that change in scores over time represent change in ability rather than 
simply variability in test difficulty. Building a test using item information rather than 
summative test scores allows for more parallelism of forms. 
Use of IRT to Build Parallel Forms 
As stated previously, in classical test methods difficulty is dependent on the 
ability of the sample, which is problematic when the ability of the measured group is 
different from the ability of the normed group. This is particularly problematic when 
trying to measure the effects of students with disabilities. One may not be able to 
ascertain whether results were due to the actual effects of the treatment or due to the 
difficulty level, as item difficulty and true treatment effect are confounded. Cohen, 
15 
Bottge, and Wells (2001) were able to overcome the limitations of classical test theory by 
using IRT to create parallel probes which they were able to use to track student progress 
and examine the effects of a mathematics intervention with special populations. The 
researchers first developed a single metric in which all of the items are compared based 
on an individual's ability, in this case mathematic ability. Using IRT, general 
mathematics achievement probes were then created. To examine the specificity of the 
IRT generated probes verses the conventional probes, both the raw score (from the 
conventional probes) and the IRT-based converted scores were used to measure the 
treatment effects. Results indicated there was greater variability in the raw score probe 
means than in the IRT-based metric. Furthermore, the conventional probes yielded 
dissimilar scores to the IRT-converted scores, leading to possible differences in 
interpretation of the treatment results. Using IRT converted scores the effects of the 
treatment were not confounded with the difficulty of the items. Cohen et al. (2001) state. 
These differences also point to the need for care in developing measures in any study 
when different tests or probes need to be used. This is an especially important concern at 
the time when standards and accountability are at the forefront of education” (p. 43). 
In summary, the demand for reliable and valid CBM measures has increased with 
the introduction of RTI, particularly the need for parallel forms able to detect individual’s 
growth over time. Vocabulary has been designated as one of the five components to 
learning to read well and there is a need for parallel forms in this reading domain. This 
investigation will use IRT to build parallel forms of the DIVS measures, thus creating 
forms better able to reliably measure growth in the area of vocabulary. 
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Current Investigation 
The purpose of the study was to use item response theory to examine the items 
used to construct DIVS two measures, PNF and RDF. First, all items will be preliminary 
analyzed and poor items will be discarded. Then, development of the parallel forms will 
be conducted using IRT. Parallel forms will be constructed by selecting items from the 
item bank such that the forms would be of approximately equal difficulty and 
discrimination as determined by the test characteristic and item information curves. 
Finally, the newly created IRT based forms will be compared to the previous test forms 
currently used in practice. 
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CHAPTER 2 
LITERATURE REVIEW 
This chapter serves two primary purposes and is organized into two main 
sections. First, this chapter reviews the literature in the area of vocabulary development, 
the interplay between vocabulary and reading, and standard vocabulary assessment 
measures and the DIVS. Second, this chapter will provide an overview of classic and 
modem test construction methods. Specifically, I will discuss the underlying principles 
of test construction and how to use psychometric techniques to build parallel-forms used 
to assess growth. Finally, I will discuss how to compare previous forms to the forms 
created using modem psychometric principles. 
Vocabulary Development 
The development of vocabulary has been theorized and debated for several 
decades. Developmentally, at 3 months infants begin babbling and at 11 months infants 
turn their babbling into phonemes (Bates & Goodman, 1997; MacWhinney, 1998). 
Infants' vocabulary development begins with gestures and babbling, progressing to the 
verbal command that corresponds to the action, event or object of interest. From 18 to 24 
months, infants learn a significant number of vocabulary words (Tomasello, 2003). 
Although rates of learning vary, researchers call this time of learning a “vocabulary 
burst” (Bates & Goodman, 1997; Mervis & Bertrand, 1995; Reznick& Goldfield, 1992). 
By the time children enter school, they have acquired their phonological system, but 
vocabulary continues to develop throughout their educational careers and beyond 
(Wagner, Muse, & Tannenbaum, 2007). But, what does it mean to truly “know a word”? 
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An early theory of vocabulary development posits there are stages of 
development. Dale (1965) theorized word knowledge goes through the following stages: 
Stage 1: never saw it before. 
Stage 2: heard it, but does not know what it means. 
Stage 3: recognizes it in the context as having something to do with_. 
Stage 4: knows it well. 
Dale suggests development of word knowledge is incremental and can be incomplete 
where it can be known in context before a word is known independently and completely. 
Beck, McKeown, and Omanson (1987) suggest word knowledge lies on a 
continuum. First, individuals have no knowledge of a word. Second, one might have a 
general sense of a word. These researchers give the example of a general sense as 
knowing mendacious has a negative connotation. Third, words are known narrowly 
within one context. Their example of this point on the continuum is being able to explain 
what a “radiant bride” is but unable to describe “radiant” in another setting. Fourth, one 
has understanding of a word but is not yet able to use it in appropriate situations. Finally, 
in the last point on the continuum of vocabulary development one has a rich 
understanding of a word independent of context. There is an understanding how the word 
relates to other words, and its extension to metaphorical uses. A metaphorical 
understanding of what someone is doing when they are “devouring” a book, rather than 
the limited understanding of “devouring” in terms of eating, exemplifies the final point of 
knowing a word using this continuum. 
Beck, McKeown, and Omanson’s continuum of vocabulary development is 
deeply intertwined with context, where context is used as a way to mark the level of 
development. Cronbach (1942), however, defines word knowledge development as a 
progression. Cronbach’s theory is defined as five steps. They are: 
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1. Generalization, or ability to define a word. 
2. Application, or the ability to select or recognize situations appropriate to using 
a word. 
3. Breadth, or knowledge of the multiple meanings of a word. 
4. Precision, or the ability to apply a word correctly and to recognize its 
inappropriate use. 
5. Availability, or the ability to actually use a word in thinking and discourse. 
Interestingly, Cronbach's development model starts at what Beck, McKeown, and 
Omanson describe as a more advanced point on their continuum. 
Graves (1987) is another theorist who uses actions to define development stages. 
He suggests that aspects of vocabulary knowledge development can be modeled from the 
perspective of learning tasks. These six stages represent the acquisition of vocabulary 
words: 
1. Learning to read known words. 
2. Learning new meanings for known words. 
3. Learning new words representing known concepts. 
4. Learning new words for new concepts. 
5. Clarifying and enriching known words and meaning. 
6. Moving words from receptive to expressive vocabulary. 
Graves' development model holds some consistency with the other theorists in the last 
level of development as moving words from receptive to expressive vocabulary, 
however, other theorists define this in more precise terms. 
In summary, development of word knowledge, vocabulary, is not consistently 
defined. Most theorists agree there can be partial understanding of a word, and as 
vocabulary develops individuals have an understanding of a word that is more precise 
and less bound to context. Full understanding of a word means it can be used in novel 
settings, and there is a metaphorical understanding of the word. 
In addition to the depth of understanding words, the amount of words known 
varies greatly and correlates with academic success. Smith (1941) found high school 
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seniors at the top of their class knew about four times as many words than their lower- 
performing classmates. Gould, Nation, and Read (1990) estimate we have potential to 
know 20,000 word families, and a five year old entering kindergarten should know about 
4,000 to 5,000 word families. 
Importance of Vocabulary in Reading 
Vocabulary is integral to becoming literate. Vocabulary is designated as one of 
the five components outlined by the National Reading Panel (National Institute of Child 
Health and Human Development, 2000) as contributing to reading. The components are: 
phonological awareness, phonics, fluency, vocabulary, and comprehension. Vocabulary 
plays an important part in becoming a good reader from the early stages when students 
are learning the sounds of spoken language (phonological awareness) to being able to 
comprehend text up into adulthood. Individuals who are learning English as a second 
language encounter unique challenges when learning to read. While vocabulary certainly 
affects their reading development, the complexities these students encounter is beyond 
the scope of the present research. 
Vocabulary knowledge contributes to early reading readiness. Vocabulary is 
correlated to phonological awareness, which is important in the early stages of reading 
development and highly predictive of later reading skills (Wagner, Muse, & 
Tannenbaum, 2007). Chaney (1992) and Lonigan et al (1998; 2000) and Storch and 
Whitehurst (2002) found phonological awareness and oral language are significantly 
related during the preschool period. Torgesen (1997) showed vocabulary knowledge 
plays a larger role than phonological awareness in children s reading performance as they 
advance through the primary grades. 
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Research by Fowler (1991) and Metsala and Walley (1998) suggest vocabulary is 
predictive of growth in phonological awareness. Phonological awareness is the 
knowledge that words are composed of sounds. A cognitive model, called the lexical 
restructuring model, is assumed to be a function of vocabulary growth. Specifically, 
children s vocabulary develops within a spectrum of phonological similarity. For 
example, learning words like “cat,” “hat,” and “fat.” Increased phonological awareness 
exists for learned words with phonological similarity. This suggests it is the learning of 
new words, and the relationship between the words, that leads to increased phonological 
awareness. 
In a longitudinal analysis, Roth, Speece, and Cooper (2002) used regression 
analyses to explain the variance in early reading. They found phonological awareness 
predicted single word reading in first and second graders; however, semantic abilities (or 
oral definitions and word retrieval) predicted reading comprehension. Oral language and 
word retrieval together accounted for 23% of the variance in second grade reading 
comprehension, when taking into account kindergarten print awareness skills. This study 
points to the importance of oral language in reading comprehension, not phonological 
awareness. Furthermore, Lombardino, Riccio, Flynd and Pinheiro (1997) showed that 
expressive language in combination with phonemic awareness, the ability to hear and 
manipulate sounds in words, accounted for 59% of unique variance in reading words in 
isolation. Of the 59%, phonemic awareness accounted for most of the variance (49%) 
indicating phonemic awareness is important in the decoding aspect of reading. However, 
expressive language contributed 49% of the unique variance in reading comprehension, 
indicating the importance of language development in comprehension as well. The 
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relationship between children’s vocabularies and their developing phonological 
awareness and expressive language exemplifies the importance of vocabulary in the early 
stages of reading development. 
Vocabulary plays an important part in the development of reading 
comprehension. Catts and colleagues (1999) found oral language measured in 
kindergarten significantly contributed to second grade reading comprehension. This 
small, but significant variance, was found even when controlling for IQ. Velluntino and 
Scanlon (1987) examined the contributions of vocabulary and grammar in predicting 
reading comprehension in the early (second and third grade) and later (sixth and seventh 
grade) years of school. They found vocabulary tasks were the best predictor of reading 
comprehension and grammatical tasks accounted for no unique variance. While 
performance on vocabulary tasks did not differentiate good and poor readers in the early 
years, vocabulary ability did differentiate groups at in the later years. This highlights the 
importance of vocabulary in reading development in the later years of life. Vocabulary 
is of greater importance in the upper grades because of the increased demand of the 
curriculum. Text in the later years requires greater word knowledge for comprehension, 
whereas in the earlier grades the vocabulary words in text are easier than those in the 
upper grades. 
Vocabulary knowledge and reading comprehension are highly related; however, 
vocabulary contributes uniquely as important to reading comprehension (Davis 1944, 
1968; Spearritt, 1972). Davis (1944, 1968) conducted the first factor analysis of 
comprehension identifying recalling word meaning and drawing inferences about the 
meaning of a word from content as important components of comprehension. A factor 
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analysis conducted by Spearritt (1972) identifying similar factors. Additionally, he found 
identifying and recalling word meaning is an important factor of reading comprehension. 
While vocabulary contributes to comprehension, research is not clear about 
whether remediation or teaching of vocabulary will increase comprehension in novel text. 
Thus far, research has shown instruction in the area of vocabulary has not been effective 
in substantially increasing comprehension in passages with untaught vocabulary words. 
Beck, Perfetti and McKeown (1982) found comprehension to novel text did occur for the 
instructed students. In the Beck, Perfetti and McKeown study, students were taught 
words and then assessed on their ability to conduct comprehension tasks. These 
instructed students performed significantly better than the control group, and gains were 
made in all measures of comprehension containing words that had been previously 
taught. However, while the instructed students also comprehended text containing words 
not taught better than the control group, the weakness of the study is a methodological 
one. The two groups were instructed by different teachers. As such, the reason for the 
gain of the instructed students may be confounded by instructor variables. 
It is clear, however, vocabulary development goes hand-in-hand with the 
development of reading. From oral language development and phonological awareness to 
reading comprehension in the later grades, vocabulary knowledge plays an integral role. 
Vocabulary leads to improvement of phonological awareness; however, it is not clear 
whether the teaching of vocabulary improves reading comprehension. While further 
research in the area of instruction of vocabulary will be important for vocabulary 
remediation, the overall importance of vocabulary in literacy development is well 
supported in the empirical research. 
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Assessing Vocabulary Knowledge 
Vocabulary assessments focus on measuring an individual’s receptive or 
expressive knowledge. Traditional assessment methods, also called summative 
assessment, are used to rank a student’s ability in relationship to other individuals their 
own age. However, formative assessments can be used to rank a student relative to other 
students, inform instruction, and monitor change over time. 
Traditional Assessments 
Peabody Picture Vocabulary Test-Revised (PPVT-R; Dunn & Dunn, 1981) is a 
measure of receptive vocabulary. Each item has four simple, black and white illustrations 
arranged in a multiple-choice format. The individual is to choose the picture that best 
illustrates the stimulus word presented by the examiner. This measure allows for both 
verbal and nonverbal (pointing) responses. Split-half reliability estimates range from .61 
to .88, and alternate-form reliability estimates from .71 to .91. Concurrent validity 
correlations with the Stanford-Binet Vocabulary subtest ranged from .68-.76; with the 
Wechsler Intelligence Scale for Children Vocabulary subtest they ranged from .37-.83; 
and with the Wechsler Adult Intelligence Scale Vocabulary subtest they ranged from 
.60-.67. 
Oral vocabulary subtest of the Test of Language Development-Primary Third 
Edition (TOLD-P: 3; Newcomer & Hammill, 2008) measures a child’s ability to give oral 
directions to common English words that are spoken by the examiner. The relational 
vocabulary subtest measures a child’s ability to understand and orally express the 
relationship between two spoken stimulus words, and the picture vocabulary subtest 
measures a child’s understanding of spoken English words. Overall, the TOLD-P: 3 
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assesses spoken language in young children. The internal consistency of the subtests of 
the TOLD-P: 3 range between .80 and the low ,90's. Test-retest reliability estimates over 
a four month interval range from .81 to .92. 
The Expressive One Word Picture Vocabulary Test (EOWPVT; Gardner, 2000) is 
a picture naming test which measures a child's naming/expressive vocabulary skills. The 
examinee is asked to name illustrations (such as objects, actions, or concepts). The 
Receptive One-Word Picture Vocabulary Test (ROWPVT) was co-normed with the 
EOWPVT. The ROWPVT requires examinees to match an object or concept with its 
name. Classical test theory and item response theory were used to analyze the item data. 
Split-half reliability coefficients yielded a median of .98. Test-retest reliability estimates 
ranged from .93 to .98, with a median of .96. 
Comprehensive Receptive & Expressive Vocabulary Test - Second Edition 
(CREVT-2; Wallace & Hammill, 2002) assesses receptive vocabulary through selection 
of a picture, with a choice of six pictures within the same theme. The themes represent 
concepts that are familiar for most people. On the expressive test, the individual has to 
define the stimulus word given orally to the examinee. The coefficient alpha for the total 
test for ranged from .89 to .98 on both forms of the test. Test-retest reliability coefficients 
(intervals two week and two months) and interscorer reliability estimates were .90. 
Expressive Vocabulary Test (EVT; Williams, 1997) measures expressive 
vocabulary and word retrieval. Individuals must label a presented picture of body parts, 
and produce synonyms for stimulus words presented orally within a phrase. Split-half 
reliability estimates for the EVT range from .83 to .97, with a median of .91. The Rasch 
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ability estimate was used to estimate examinee’s ability on each half of the test. Test- 
retest reliability estimates (with a mean interval of 42 days) range from .77 to .90. 
Pearson, Heibert, and Kamil (2007) assert we need to assess the way vocabulary 
is assessed. Testing measures are important so that one can more effectively teach 
vocabulary, understand the relationship between vocabulary and comprehension, and use 
the measures to monitor student growth. These researchers argue “vocabulary assessment 
is grossly undernourished” (p.282). The most common vocabulary measures are 
summative in nature. These measures, described previously, can be used for ranking 
individuals but cannot be used to measure change over time. Thus, the need for a 
vocabulary measure that can be used frequently, is brief, and detects change over time is 
long over due. 
Formative Vocabulary Assessments 
The DIVS assess vocabulary differently than the traditional vocabulary tests 
reviewed for two main reasons: the DIVS are fluency based and formative measures. If 
the examinee does not state their response within the allotted amount of time, then the 
examinee is told the response and the next item is presented. Because the DIVS are 
fluency based, the measures are assessing quick recognition of the vocabulary word. 
Perfetti and Hogaboam (1975) demonstrated individuals skilled in reading 
comprehension also have rapid word recognition. The reverse is true: those less skilled 
in comprehending text are slower in word recognition. This illustrates the importance of 
efficient word recognition, immediate knowledge of a word’s meaning, and the 
relationship of the word recognition process to comprehension. Perfetti and Hogaboam 
summarize the importance of word recognition in comprehension simply stating, “it is 
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obvious that the best situation for comprehension of a text occurs when virtually all of the 
words in a given text are highly accessible” (p.465). 
The DIVS can be used formatively. While the examinee might be evaluated for 
between-student differences, once norms for these measures have been created, the 
examinee could also be measured for within-student differences over time. The parallel- 
forms for each DIVS measure allows measurement of students’ rate of progress over 
time. Furthermore, the formative nature of the measure will allow for educators to 
observe whether an individual is not making adequate progress and whether the 
vocabulary intervention needs to be intensified or is working well. 
The DIVS: What do they assess? 
Vocabulary knowledge can be described as having both depth and breadth. Depth 
of knowledge has to do with the development of understanding individual words, and 
breadth of knowledge has to do with the amount of words known. The DIVS assess both 
dimensions of vocabulary knowledge, both breadth and depth. By comparing children’s 
ability to quickly assess a vocabulary word in comparison to same age children, depth of 
knowledge is estimated. Furthermore, due to the speeded nature of the DIVS measures, 
the breadth of knowledge estimated are words that are well established not words in 
which a general meaning is known but the actual vocabulary words are not easily 
accessible. 
The depth of knowledge is estimated using the DIVS measures at two different 
points of development. While both assessments require expressive language, the task 
requirements differ greatly. The picture naming task may be tapping into early 
development of vocabulary, simple definition of a picture. Naming of simple pictures 
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requires a definition but do not require understanding of how these words relate to other 
words, or use of a word in a new context. For example, a picture of a bird can be simply 
defined as “bird,” without the understanding that they fly, the specific bird name, or 
relationship between birds and other animals. However, the reverse definitions task 
requires a more developed expressive task. To answer reverse definitions correctly, one 
has to have knowledge of a word in context, how the word relates its category, and what 
makes the word different from other words in the category. For example, if asked, “What 
is a bird that flies, is small, and likes to drink red sugar water?” If a child was able to 
answer “hummingbird” using a reverse definition assessment, then the child’s 
understanding of a bird would be considered more advanced. 
Without one clearly defined and well researched development model, the DIVS 
measures cannot be designated as measuring a specific vocabulary stage. However, it is 
reasonable to assume that RDF measure involves more understanding of a word than the 
PNF measure. Therefore, the DIVS assesses the breadth and depth of knowledge at two 
developmental^ different points of vocabulary development, with reverse definition 
fluency being more advanced than the picture naming fluency task. 
Test Construction 
Classical Test Theory and Curriculum-Based Measurement 
Classical test theory has been used almost exclusively when estimating reliability 
of curriculum-based measures, such as the DIVS. In this section, a brief overview of 
classical test theory is presented, followed by reliability studies in the area of curriculum 
based measurement. 
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Reliability represents the consistency or reproducibility of tests scores across 
circumstances (Crocker & Algina, 1986). Some common procedures for estimating 
reliability are: test-retest reliability, parallel-form reliability and measures of internal 
consistency reliability. All of these estimates have their strengths and weaknesses. Test- 
retest reliability is estimated by administering the same test to the same sample on two 
different occasions. The correlation coefficient is calculated between the two sets of 
scores. The assumption is that there has been no change in the rank-ordering of 
participants from the sample. The amount of time between testing has to be considered, 
as vastly different reliability estimates can be achieved depending on the time between 
initial test and retesting. The estimates yielded from test-retest are said to be a coefficient 
of stability (Crocker & Algina, 1986). 
Correlating alternate forms of a test is another way of estimating reliability. To 
obtain the reliability estimates, two or more forms are administered at the same occasion 
and then the correlation coefficients of the tests are calculated. The assumption of this 
approach is that the content on the tests are equivalent (Crocker & Algina, 1986). While 
using parallel forms of a test would be the best approach, it is nearly impossible due to 
the strict definition (Hambleton, Swaminathan, & Rogers, 1991). Lord and Novick 
(1968) define parallel test forms as tests with the same true scores and same error 
variances, whereas alternative forms measure the same construct (but do not necessarily 
have the same identical true scores or error variances). Alternate forms can be used to 
estimate reliability as the definition is more easily attained. Coefficient of equivalence is 
yielded using alternate or parallel form reliability estimates (Crocker & Algina, 1986). 
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Internal consistency measures are conducted by correlating separately scored 
parts of a test. Internal consistency coefficients are indicators of the quality of the test 
items as well as the homogeneity of items on the test (Crocker & Algina, 1986). Split- 
half reliability is conducted by assigning items into two sets and then administering the 
entire set of items at one time. Use of/?-values, an estimate of difficulty based on the 
proportion of examinees who answer the dichotomous item correctly, is essential in 
creating equal halves. The weakness of this approach is that it underestimates reliability 
as shorter tests are not as reliable as longer tests. Using the Spearman Brown formula, the 
full-test length can be estimated. A further weakness of this method is that the estimates 
yielded using these techniques vary dependent on how the items are divided. Cronbach’s 
alpha, as well other formulas, estimate all possible split-halves in a test, thus controlling 
the major concern of split half reliability (Crocker & Algina, 1986). 
Test reliability is affected by several factors, including test content, test length, 
homogeneity of sample, and observed scores used. According to Crocker and Algina 
(1986) “[test] speededness may artificially inflate test reliability coefficients” (p. 153). 
While the goal of the DIVS measures are to assess individuals’ fluency on a task, split 
half and internal consistency procedures of estimating reliability can overestimate the 
tests’ reliability due to the speeded nature of the assessments because individuals with 
greater skill perform more quickly. Test retest, and alternate form reliability are better 
estimates when using a timed measure. Crocker and Algina further state “nevertheless, no 
matter what method is used, the reliability estimate of timed tests must be interpreted 
with caution” (p. 145). 
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Reliability estimates of CBM measures have been evaluated mostly by using test- 
retest and alternate form methods. Several reliability studies for each of the measures 
were conducted. The CBM-Reading reliability estimates widely varied even when using 
the same method. Reliability coefficients for test retest were .82 with a 10 week delay 
(Marston, 1982) and .97 when a two week delay was used (Tindal, Marston, & Deno, 
1983). This range of estimates shows the variability time plays in estimating reliability 
using test retest. CBM-Spelling reliability estimates range when estimated using two 
alternate forms at the same time with .97 for correct letter sequences (Tindal, Marston, & 
Deno, 1983) to .82 using the same method with a smaller sample and restricted age range 
(Tindal, Germann, & Deno, 1983) illustrating reliability estimates vary with regard to test 
sample. 
When assessing CBM-Written Language and CBM-Mathematics, internal 
consistency methods of estimating reliability were used in addition to test retest and 
alternate form. The test retest estimates varied greatly when using correct letter sequence 
as the measurement. Using test retest, a 10 week delay yielded a reliability coefficient of 
.51 (Marson, 1982), a three week delay yielded an estimate of .70 (Marston & Deno, 
1981), whereas a one day delay yield a .92 estimate (Marston & Deno, 1981). Reliability 
studies using internal consistency to estimate reliability yielded consistently higher 
reliability coefficients of .87 when estimating using Cronbach’s alpha to .99 when using 
split half (Marston & Deno, 1981). These estimates indicate use of the internal 
consistency methods may have been inappropriately used do to the speededness of CBM 
measures as these estimates vary greatly from the test retest estimates. Reliability studies 
assessing mixed probes of CBM-Mathematics are fairly consistent across test retest with 
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a one week delay and use of Cronbach’s alpha with coefficients of .93 (Tindal, Germann, 
& Deno, 1983) and .93 (Fuchs, Fuchs, & Hamlett, 1988), respectively. 
Reliability of the D1BELS measures was estimated using alternate form 
reliability. Median reliability coefficients for each DIBELS measure range from .61 for 
Initial Sound Fluency to .89 for Letter Naming Fluency for kindergarteners and .86 for 
first graders. Phoneme Segmentation Fluency reliability estimate is .74 for 
kindergarteners and .67 for first graders and Nonsense Word Fluency reliability is 
estimated to have a coefficient of .83 (Good & Kaminski, 2002). DIVS measures 
reliability was also only estimated using alternate form reliability. PNF the reliability 
coefficients median is .67 for preschoolers and .55 for kindergarteners. RDF alternate 
form reliability coefficients are .62 for preschool and .79 for kindergarteners (Parker, 
2000). 
Certainly the reliability information provided is indicative of the need for work in 
this area. Thus far, the reliability work, beyond the initial research, has been conducted in 
the area CBM-Reading (or oral reading fluency) using classical test theory methods. 
Some research that has moved beyond basic correlational reliability estimates has 
examined the affects of the curriculum on the sensitivity of student growth. 
Hintze et al (1994) examined the effects of the curriculum on the sensitivity of 
progress monitoring. Using least squares regression to index students’ rate of progress, 
Hintze suggested probes created from literature-based basal were less sensitive to 
indexing growth than those from the traditional basal. Furthermore, Hintze et al (1998) 
showed the level of passage difficulty yielded differential effects on a student rate of 
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improvement. This indicates the reliability of oral reading fluency varies as a function of 
the curriculum employed and passage difficulty. 
To examine the effects of using more controlled passages, Hintze and Christ 
(2004) examined the effects of passage difficulty using readability formulas and the 
sensitivity of the measures to index student rate of progress. Oral reading fluency 
passages were controlled using readability formulas to be within the middle of the grade 
level. For example, to qualify as a second grade readability controlled probe, the probe 
would have to calculate a readability index of between grade level 2.3 and 2.7. Hintze 
and Christ found a reduction of measurement error when the controlled passages were 
used, in comparison to an uncontrolled passage. 
Christ (2006) conducted research in the area of estimates of the standard error of 
measurement for CBM of oral reading fluency. Christ examined what occurs when the 
assumption that all estimates of standard error of measurement are consistent across the 
population is held. By replicating the delayed alternate form reliability conducted by 
Marston (1989), Christ found similar reliability coefficients for the sample. However, the 
standard error of measurement varied across and within the grade levels. This research 
shows the importance of more reliability research in the area of CBM, and the weakness 
of using classical test theory when conducting the research. While reliability assessed 
using classical methods may yield what is considered “appropriate coefficients,” the 
underlying assumptions are problematic. 
One study to date has used modem psychometrics with CBM, not as a way of 
assessing or improving reliability, but to index how oral reading fluency correlates to 
constructs of interest. MacMillian (2000) used the many-faceted Rasch model to 
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investigate oral reading fluency and its correlate to reading growth, gender difference, 
/ 
relative-age effects, and reading probe difficulty. 
Although classical test methods have been used almost exclusively in developing 
CBM measures, most norm-referenced tests are now created using modem test theory. 
Furthermore, while these measures may yield a highly reliable coefficient that does not 
mean that the measure is able to detect individual growth over time. Contrasting from 
classical test theory, IRT is a convenient technique for building parallel forms using the 
item characteristics to build the forms. Tests constructed using IRT are built using items 
with comparable characteristics in a similar order, rather than a random assignment of 
items and analysis of the test at the test level. The IRT built parallel-forms yield more 
comparable parallel tests, so evaluation of growth is not confounded with test variability. 
Item Response Theory 
Item response theory is an extension of nonlinear factor analysis and addresses the 
limitations of classical test theory. The most important differentiation between IRT and 
classical test theory is classical test theory test characteristics are dependent on the 
sample responses and the sample of the respondents being tested. For example, test 
difficulty depends on the ability of the individuals sampled. Therefore, an easy test might 
appear difficult if the respondents sampled had a low ability in the area being assessed. 
Using IRT, item difficulty can be estimated independently of the sub-population being 
assessed. 
IRT reliability is not estimated as being the same across the population as in 
classical test theory. Rather, a test is constructed to have maximum reliability for a 
specific subsection of the population. Furthermore, IRT allows a convenient method of 
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estimating conditional reliability and standard error of measurement (Lord, 1984). Using 
IRT, reliability is estimated at the item level across ability level. Classical test theory is 
based on test scores as a whole, and does not consider the make up of items on a test and 
how individuals interact with those items. This is important when considering test use, 
such as differentiating individuals with a high ability in an area. To differentiate the 
individuals effectively, the items on the test need range to in difficulty. IRT is item 
oriented. Tests are built from estimated item characteristics (e.g., item difficulty). 
Therefore, test construction is created with regard to the population the test will be used 
to assess. Test information indicates the population in which the test is most reliable. 
Tests are built so that they are most reliable for the predetermined population. 
IRT is based on modeling the probability an examinee correctly responds to an 
items given her/his ability level and the item characteristics (Hambleton, Swaminathan, 
& Rogers, 1991). An item characteristic curve (ICC) illustrates the relationship between 
the probability of a correct response to an item and the level of ability. Ability in the 
context of IRT does not have to do with IQ (i.e., it is not necessarily inherent or fixed), 
but rather is the range of skills in the content area being assessed. 
IRT rests on several assumptions, unidimensionality and local independence 
being the most important to understand for the purpose of this research study. 
Unidimensionality is the assumption that only a single ability is being measured by the 
items in a test. IRT mathematically expresses an examinee’s probability of a correct 
response on an item directly depends on that examinee’s ability. However, measuring one 
ability independently (unidimensionality) can never be met because there are always 
several cognitive processes involved in any testing situation; furthermore personality and 
36 
test taking factors can also lead to different examinee responses (Hambleton, 
Swaminathan, & Rogers, 1991). Because this assumption cannot be strictly met, a 
presence of a “dominant” factor is the requirement for this assumption to be met. For 
example, the DIVS may also measure socio-economic status but the dominate factor of 
the DIVS is vocabulary. 
Another assumption is local independence, or the assumption that examinees’ 
responses are independent from one another and are not correlated after controlling for 
the ability of interest. This assumption cannot be strictly met as well. For example, it 
cannot be expected that an examinee’s responses to several test items are not correlated, 
even after controlling for ability. However, to analyze items independently this 
assumption rests on the confirmation of the unidimensionality assumption. If 
unidimensionality is met, then local independence is obtained as well. With these 
assumptions in mind, IRT is a mathematical expression of the relationship between 
ability and item responses. 
Models of IRT 
There are three primary IRT models for dichotomous data (i.e., scored correct or 
incorrect): One-, two-, and three-parameter models. In this section these three models 
will be briefly discussed. Additionally, the modified Rasch model, the model used in this 
research study, will also be discussed. The primary distinction among all of the IRT 
models are the number of parameters used to describe the items. These models of IRT 
necessitate dichotomous item response, such as multiple-choice, true or false, or open- 
response data with a defined correct response. 
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The one-parameter model, also called the Rasch model as a tribute to its 
developer, is expressed as: 
PW) = 
(6-bi) 
1 + e (O-bi) 
i = 1,2, 
where P indicates the probability that a randomly chosen examinee with ability 6 answers 
item i correctly; bt represents the item i difficulty level; n is the number of items on the 
test; and e is a transcendental number whose value is 2.718 (correct to three decimals). P, 
(0) is expressed as an S-shaped curve expressing the relationship between ability and 
item response across the ability scale, between 0 and 1. The one parameter expressed in 
this model is item difficulty. 
The one-parameter model assumes that item difficulty is the only characteristic 
influencing examinees’ performance, besides ability. In this model there is no item 
discrimination parameter; all items are assumed to be equally discriminating. When 
evaluating the ICC yielded from this model, items with the greatest difficulty are on the 
right of the scale or the high end of the scale, and easy items to the left or on the low end 
of the scale. Although the item difficulty parameter is unbounded, the values typically 
range from -2 to +2. Items with -2 difficulty values are easy and items with +2 values are 
difficult. When using this one-parameter model, there are no allowances made for 
guessing. The lower asymptote of the ICC is always zero, meaning that low ability 
examinees have zero probability of answering the item correctly (Hambleton, 
Swaminathan, & Rogers, 1991). This is not a reasonable assumption for all testing 
formats, and is especially problematic for multiple choice tests. An appropriate use of the 
one-parameter model occurs when item discriminations are similar, and guessing is not a 
factor. 
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The two-parameter item response model is similar to the one-parameter; however 
both difficulty and discrimination are accounted for in the model. It is expressed as 
Dm(G-bi) 
where the parameters Pi {&) and b, are the same as in the one-parameter model. The 
factor!) is a scaling factor that makes the logistic function close to a cumulative normal 
ogive model. Parameter describes item discrimination (Hambleton, Swaminathan, & 
Rogers, 1991). Hambleton, Swaminathan, and Rogers (1991) describe item 
discrimination: “Item discrimination of an item is proportional to the slope of the ICC at 
the point of difficult on the ability scale. Item with steeper slopes are more useful in 
separating examinees into different ability levels than items with flatter slopes” (p. 15). 
The two-parameter model is commonly chosen when the sample size is adequate (at least 
500) and guessing is not a factor. 
The three-parameter model incorporates item difficulty and discrimination, and 
takes into account the probability that low ability examinees may correctly answer an 
item via guessing. It is mathematically expressed as 
Pi(0) = Ci + (1 — Ci) 
Dai (6 —bi) 
1 + e Dai(0-bi) 
i = 1,2 
where P, (<9), ah and D are defined the same as in the two-parameter model, and 
is the pseudo-chance level parameter. Unlike the other models, the three-parameter 
model allows for the possibility for the lower asymptote to be greater than zero. 
Therefore, low ability examinees have the potential to get a few items correct. 
Hambleton, Swaminathan, and Rogers (1991) describe the pseudo-chance level 
parameter. Parameter c,- is incorporated into the model to take into account performance 
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at the low end of the ability scale, where guessing is a factor in selected response test 
items. This model does not account for guessing evenly across the ability scale, but rather 
only at the low end of ability where guessing is a factor (low ability examinees would 
have a tendency to guess more than individuals who are at a higher ability). This is 
important as it is not a “guessing parameter,” rather c, takes into account guessing at the 
point of need only” (p. 17). The three-parameter model is often chosen when multiple 
choice questions are used and sample size is sufficient (at least 1,000). 
Two- and three-parameter models require a larger sample size than the one- 
parameter model to adequately estimate the item parameters. Using one-parameter 
model, the single parameter (item difficulty) can be estimated appropriately with fewer 
examinees. Even when the items vary in discrimination slightly, the one-parameter 
model is justified when the sample size is small (Lord, 1983). However, when the items 
are not homogeneous with respect to discrimination, the problem of varying item 
discriminations are not accounted for using the one-parameter model. The model used in 
this study falls between the one- and the two-parameter models. It can be described as the 
modified one-parameter model or the modified Rasch model. 
Using this model, difficulty is estimated using the one-parameter model. 
However, discrimination is estimated using a classical index, item corrected point biserial 
correlation (rpbi). These correlations indicate how well the item correlates with the 
corrected total score (i.e., total score without the item of interest included). Items that 
correlate well to the test are better discriminating items, and items that poorly correlate 
are less discriminating items. After evaluating the values for rpbi, items may be 
categorized as low, moderate, and highly discriminating. The ^-parameter may then be 
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fixed to values representing low, moderate, and highly discriminating items (e.g., 0.5, 
1.0, and 1.5, respectively). In this modified one-parameter model, difficulty was 
accurately estimated using IRT and discrimination was roughly estimated using rpki, as an 
estimate of discrimination. This model may be chosen when sample size is small but item 
discrimination is still an important factor. 
Figure 2.1. Modified Rasch Model ICC Example 
Figure 2.1 illustrates the ICC for three items with the same difficulty but with 
low, moderate, and high discrimination. The ICC with high discrimination, a = 1.5, 
distinguishes based on ability best. It is less probable that individuals on the lower end of 
the ability scale to get the item correct. At zero on the ability range, individuals are 
discriminated well as indicated by the steep curve. High ability examinees have a high 
probability of getting the item correct as their ability is higher than the difficulty of the 
item. 
The ICC with low discrimination, a = .5, does not distinguish well along the 
ability range as steepness does not change along the ICC. For example, examinees with 
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very low ability still have about 20% chance of getting this item correct. The ICC with 
moderate discrimination, a = 1, distinguishes between examinees at the lower and higher 
abilities as the curve hugs the bottom of the low ability and slowly curves to the higher 
abilities; however, this moderately discriminating item does not discriminate as well as 
the highly discriminating item. 
It an item were easier, the ICC would be similar however, the point of 
discrimination would be located lower on the ability range. A high difficulty and high 
discrimination item would have a steep slope at the high part of the ability range. The 
curves for the low, moderate, and high discrimination remain close to the Figure 2.1 
illustration but the given the difficulty of the item, the slopes shift left or right. 
Assessing Alternate Forms using IRT 
In assessing alternate forms using modem psychometrics, data are collected and 
participant responses are analyzed at the item level first, then at the test level. At the point 
of analysis, what are known are the examinee responses to the test items and these are 
used to estimate ability and item parameters. At the item level, item discrimination and 
item difficulty parameters are estimated. At the test level, the test can be individually 
evaluated by looking at the test characteristic curve (TCC) and test information. The test 
level information can then be used to assess the parallelism of alternate forms. Forms that 
are judged not to be approximately parallel may be reconstructed by selecting different 
items to represent the test score. 
As described previously, item discrimination is an item’s ability to discriminate 
between examinees with differing ability levels. Items with better discriminatory power 
are generally more desirable items because they tend to increase overall reliability. 
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Ability, as discussed previously is assumed to be unidimensional, and is defined as the 
dominate construct being measured. In this study, ability; can be defined broadly as 
vocabulary> ability, and more specifically to the measures as ability to answer picture 
names or ability to answer reverse definition questions, both of which correlates to a 
person’s overall vocabulary ability. Discrimination has to do with the slope of the curve. 
The y axis is the probability of getting an item correct given an individual’s ability, and 
on the x axis is the ability level (usually expressed as between -3 to 3, with 0 being 
average, but theoretically range from negative infinity to positive infinity). The steeper 
the slope of the ICC, the more discriminating the item. Therefore, the item can 
discriminate individuals from one another best at the steepest part are the curve where the 
slope increases quickly at a given point of ability. Items with flatter characteristic curves 
are less able to discriminate between student abilities. These items are not able to 
discriminate as well between individuals because the curve is less dramatic and does not 
change much as ability level increases. 
As described previously, item difficulty has to do with how an item functions 
along the ability scale. When constructing a test, item difficulty parameters are chosen 
with the purpose of the test in mind, and the anticipated ability of the group for which the 
test is intended. On an ICC, an item with less difficulty may begin higher on the low end 
of the ability scale and a harder item may begin lower on the curve. Difficulty curves 
progress upwards as the ability scale increases. The higher the curve on the y axis across 
the ability scale, the higher the proportion of people at that point on the ability scale 
getting the item correct. Depending upon the item, the curve may not reach the top of the 
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y axis even at the high end of the ability scale, which is indicative of a more challenging 
item. 
Once the item parameters are estimated, then parallel forms can be created by 
placing items with similar estimates onto different tests (e.g., the overall difficulty and 
discrimination of the items across forms is comparable). With the function of the test in 
mind, difficulties of items chosen are considered. Items with more precise discrimination 
are preferable to items with less discrimination. The shape of the test information, which 
will be discussed next, may be compared across test forms to assess parallelism. 
Test information is an approximation of test reliability, and is a visual 
representation of how well a form is estimating ability over the range of ability scores. It 
may be set apriori and varies based on the intended group of individuals, and their ability 
level, for which the test is intended. Where the test information curve is highest, the test 
has the best reliability at that ability level. Low points of the test information curve 
indicate less reliability at that ability level. Test information is calculated for all the 
parallel forms being created, and tests are determined parallel when their test information 
are similar. Test information is calculated by adding the item information functions for 
each item on a test form. 
Figure 2.2 illustrates three tests with different test information functions. The test 
illustrated by the broken line has the highest information of all of the tests for examinees 
at the high end of the ability scale. The test is most reliable for use with the higher ability 
population, and has low reliability with individuals with low ability. The test illustrated 
by the solid line is most reliable for use with individuals in the lower ability range and is 
least reliable when used with individuals in the high ability range. These two tests 
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illustrate how test reliability is not consistent across the ability scale. The test illustrated 
by the grey line has poor test information across all abilities, as there is barely a curve to 
this test and it is low on the y axis. 
Figure 2.2. Test Information Illustrations 
Secondarily, at the test level, test characteristic curves (TCC) are used to 
transform ability scores into true scores and are an estimate of test form difficulty. 
Instead of indicating the probability that an individual will get the item correct given 
her/his ability level, the TCC estimates the true score given an individual’s ability. TCCs 
are created by evaluating the probability of correct response at each ability level for all 
the items in a test given the item characteristics. TCC does not depend on the distribution 
of items or examinee’s ability scores, as these are estimated given the data collected at 
each level. The middle of the true score is an estimate of test difficulty in numerical 
terms. The slope of the test characteristic curve can only be defined in verbal terms as 
there are no parameters for this curve. 
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Figure 2.3. TCC Illustrations 
Figure 2.3 illustrates three tests with different TCC. The test illustrated with the 
solid line does not yield vastly different scores for individuals across the ability range. 
The average score for this test is approximately 25, however the predicted true score 
range is only ten points for this test. The test illustrated by the dotted line has a greater 
range and better distinguishes individuals given their ability. The test illustrated with the 
grey line does not distinguish individuals given their scores on the lower end of the 
ability scale, however, the TCC are vastly different from zero to the upper ability range. 
The range of this test is great but not equal across the ability range. 
In summary, the item characteristic and test level parameters are all important in 
developing parallel forms. TCC will allow you to estimate cut scores at a chosen ability 
level. If one wanted a broad test, one might choose to use items that have high 
information across most of the ability level. If one wanted a narrow band test to 
distinguish individuals who are at nearly the same level on the ability scale, test 
information should be maximized at the point at which the examinees ability lies. In 
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developing parallel forms used to assess growth, the consistency of test information and 
TCC across all the forms ensures that the test are comparable, parallel, and that growth 
measured over time is due to true growth and not variability across forms. 
Comparing Random Forms to IRT Forms 
Comparison of parallel forms can be conducted by examining the TCC and item 
information yielded. Analyzing the variability of the forms by looking at how the parallel 
forms perform on the TCC will give information about the comparability of the forms. 
By examining the test information curves yielded from the different forms, one can 
compare the amount and variability of information yielded from the forms as well as 
where the information differs across forms. Comparison of tests using these measures 
gives some indication of how the newly created IRT-based forms compare to the original 
parallel forms, which were created by random assignment of items. 
In this study, the randomly created forms had not gone through a preliminary 
analysis, and there were several items in the data bank that were not considered for IRT 
development due to their low or negative discrimination. Because these items were in the 
original forms and they were not analyzed, the item parameters are unknown to these 
items. The researcher had to make a choice about how to compare the forms. One option 
was to evaluate all of the invalid items along with the valid items and obtain estimates of 
item difficulty and item discrimination. However, this is somewhat problematic given the 
discriminating items were fixed based on their distribution. It is unclear what a good 
estimate of discrimination would be for these items. The second option is to instead 
compare the averages of the test information (averaged item information) and TCC 
(predicted proportion correct). These averaged test level analysis allow for the varying 
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number of items in the random parallel forms. This researcher chose to compare the two 
test development types using averages. This format does not show the extreme 
differences, given that the most problematic items were removed from the forms. 
However, when differences are seen using this more stringent comparison technique, one 
can evaluate the differences in test development, if a preliminary analysis occurs at 
minimum. 
Vocabulary and IRT 
The DIVS measures are easily created using a Modified Rasch model as these are 
response-based measures. The difficulty of the item is important. While discrimination is 
not the same across all of the items, and the difference should be accounted for, the 
discrimination can be estimated using classical methodology (corrected item to total 
score correlation). Other measures of CBM, such oral reading fluency, which is a 
measure of total words read in a minute are more difficult to construct using IRT as they 
are not response-based. 
The purpose of this study is to use IRT to construct DIVS parallel-forms. Use of 
modem test theory will yield more reliable tests. Furthermore, there will be greater 
knowledge of the order of items, difficulty and discrimination of the items, and the 
appropriate population with which to use the DIVS. This model of development should 
serve as a model of improvement in the construction of CBM measures. 
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CHAPTER 3 
METHOD 
This chapter describes the research methods employed in developing the parallel- 
forms of the Dynamic Indicators of Vocabulary Skills (DIVS) two measures, Picture 
Naming Fluency (PNF) and Reverse Definition Fluency (RDF). First, the participants and 
research settings are described. Then, measures are explained in their original and 
research generated formats, followed by procedure. Finally, the research design is 
discussed. 
Participants and Setting 
Participants for this study were recruited from general education preschool and 
kindergarten classrooms in four elementary schools, in three western Massachusetts 
school districts. Eleven children in preschool and 118 children in kindergarten were 
recruited and participated in the study, for a total of 129 children. An overview of the 
study was presented to the building principals and the teachers in written and oral format. 
A consent form was sent home with children for parental review and consent (See 
Appendix A). In the first district the consent was sent out in Spanish and English due to 
the high Spanish speaking population, and signed parental consent was returned. The 
second district did not require written signed consent; rather assent was implied if the 
consent form was not returned rejecting their child’s participation in the study. This 
district uses curriculum-based measurement assessments regularly and this type of data 
was viewed as an extension of the typical general education assessments. Specific 
students in this district were sent Spanish and English consent, determined by the teacher 
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of the student. In the third district, only the English consent form was sent home and 
signed parental consent was returned. 
Census data from the Massachusetts Department of Education (2007) indicates 
that in the first district, the children are 35% White, 60% Hispanic, 5% Black and 85% of 
the students in this district are eligible for free or reduced-price lunch program. In the 
second school district, two schools were used for data collection. In one school 72% of 
the students are White, 20% Black, 4% Hispanic, and 3% Asian or Pacific Islander. Fifty 
percent of the students in this school are eligible for free or reduced-price lunch program. 
In the other school 78% of the students are White, 13% Black, 7% Hispanic, and 2% 
Asian or Pacific Islander. Sixty-two percent of the students in this school are eligible for 
free or reduced-price lunch program. Finally, in the school in the third district 90% of the 
students are White, 5% Black, 2% Hispanic, and 2% Asian or Pacific Islander and 1% 
American Indian or Alaskan Native. Thirteen percent of the students in this school are 
eligible for free or reduced-price lunch program. The state average of students who 
receive free or reduced-lunch is 28%. 
Measures 
Picture Naming Fluency 
Picture Naming Fluency is a measure of vocabulary knowledge created as one of 
the Dynamic Indicators of Vocabulary Skills (DIVS; Parker, 2000). The alternate form 
reliability coefficients are .67 (.55 to .77) for preschoolers and .55 (.40 to .67) for 
kindergarteners. Parker hypothesized the low reliability for kindergarteners is likely to 
increase with more than one set of multiple forms, as these forms are to be used as a 
screening measure only, and overtime multiple forms will likely increase the reliability of 
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the measure. The median concurrent validity coefficient of .44 (r = .30 to .56) indicates 
PNF relates moderately with commercially available language measures, such as the 
Peabody Picture Vocabulary Test-Ill, the Expressive Language Vocabulary test, and 
OWLS Oral Expressive Scale. 
Administration methods outlined by Parker (2000) were followed with a few 
deviations necessary for the item analysis. The original format of the PNF forms has 44 
pictures presented. For the purposes of the study, students were individually presented all 
of the unique 300 pictures. Students were orally given the following standardized 
directions, “When I say begin, start naming the picture at the top of the page. Name the 
pictures across the page. Try to name each picture. If you come to a picture that you 
don’t know, I’ll tell it to you. Do you have any questions?” (See Appendix B). 
Administrators circled the correct answer for each correct verbalization or put a slash 
through the item if it is incorrectly named. If a student hesitated or failed to name the 
picture in five seconds, then the administrator named the picture and marked the picture 
as incorrect. Instead of administering the test in its current fluency based one-minute 
form, all pictures were attempted by the students in an untimed manner in order for all 
items to be analyzed. 
PNF was scored using the number of Pictures Named Correctly. The following 
examples were considered correct: self-corrections within five seconds, plural forms of 
singular words, and multiword responses (such as “polar bear” for “bear”). Incorrect 
items were those named incorrectly, omitted items, responses given after five seconds. 
There was no penalization for mispronunciation of words. 
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Reverse Definition Fluency 
Reverse Definition Fluency is another measure of vocabulary knowledge created 
as one of the Dynamic Indicators of Vocabulary Skills (DIVS; Parker, 2000). The 
alternate form reliability for coefficients are .62 (.49 -.73) for preschool and .79 (.71 to 
.85) for kindergarteners. The median concurrent validity coefficient of .72 (r = .43 to .77) 
indicates that RDF relates well with commercially available language measures and 
receptive vocabulary measures, such as the Peabody Picture Vocabulary Test-Ill, the 
Expressive Language Vocabulary test, and OWLS Oral Expressive Scale. 
Administration methods outlined by Parker (2000) were followed with a few 
deviations necessary for the item analysis. During individual administration, the students 
were orally presented with the following standardized directions, “I am going to describe 
a word to you. After I describe it, tell me what word I’m thinking of. For example, if I 
say ‘What is an animal that roars?’ you would say, ‘A lion.’ Let’s try one...What is a part 
of your body that is used to see?” If the student responds, “eye or eyes” then the 
administrator said, “Good. Eye is a part of your body that is used to see.” If the student 
stated an incorrect response or delayed for longer than five seconds, then the 
administrator said, “Eye is a part of your body that is used to see. Let’s try again. What is 
a part of your body that is used to see?” (Pause) If the student’s response was still 
incorrect, the administrator pointed to their eye and said one last time, “Eye is a part of 
your body that is used to see.” Students were prompted that the task began when the 
administrator then stated, “Ok. Here’s your first one:” (See Appendix C). 
The RDF measure has been designed with a list of 30 orally presented definitions. 
For this study, all of the unique 281 formal definitions were orally presented to each 
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student. As with the PNF measure, the RDF measures were presented in an untimed 
manner. However, if a student delayed for longer than five seconds than the item was 
considered incorrect, and the administrator will gave the next definition. If the student 
failed to produce a response after five consecutive definitions were presented, the task 
was discontinued. 
Correct items were scored by circling the correct word given on the answer key. If 
responses given were not on the answer key, a slash through the box was made to 
indicate an incorrect response. Responses were scored using Words Named Correctly. 
The following responses were counted as correct: one of the correct words in the answer 
key, self-corrections made within five seconds, plural forms of singular words, singular 
forms of plural words, and multiword responses (such as “moo cow” instead of “cow”). 
Incorrect responses were those not listed on the item’s answer key, a hesitation for more 
than five seconds, or repetition of the definition. There was no penalization for 
mispronunciation of words. 
Research generated PNF and RDF measures 
The PNF and RDF measures were altered for this research to include each unique 
item on a single form, as necessary for IRT. All items were administered in two or more 
test sessions. The adapted measures were conducted in an untimed manner to facilitate 
administration of all items. Items were based on the alternate forms created by Parker 
(2000). Twenty PNF conventional alternate forms yielded 300 unique PNF items and 
the 18 RDF conventional alternate forms yielded 281 unique items. One form was created 
for each measure by assigning all the unique items in no particular order. The form for 
each measure was then split into two halves. It was approximated that it would take one- 
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hall hour for half of the form, or a total of an hour of assessment per student. Most 
students assessed took the approximated amount of time. 
Data Collectors Training 
The primary investigator trained all data collectors. These individuals were three 
undergraduate students who served as research assistants and 11 graduate students 
enrolled in a school psychology program. Individuals were taught the administration and 
scoring of the two measures during one training session. During the training, the 
collectors were instructed directly on the process of administration and scoring and given 
an administration and scoring manual. Individuals then practiced administering and 
scoring the measures using triads. The lead administrator administered and scored the 
measure to another individual, while the third person watched the administration and 
scored the items along with the lead administrator. The lead administrator and third 
person compared their scores at the end of each administration. Each individual 
administered and scored a minimum of three times for each measure. They met the 
predetermined criteria of scoring on three administrations of each test with 100% 
agreement during the training session. If an error was made during administration and 
scoring, then the triad practiced using an additional practice sheet. 
Interobserver agreement 
Interobserver agreement was assessed by the primary investigator with an 
independent scorer. All data was entered by the three undergraduate research assistants 
and the primary investigator. Ten percent of the students data were examined at the item 
level by comparing the computer entered score to the actual form data. The independent 
scorer compared the form data to the computer score and the primary data collector 
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changed any discrepancies to match the actual form data. Two errors were found during 
this comparison, on two different student forms. The scoring agreement was determined 
using point-by-point agreement and calculated by dividing the number of agreements by 
the number of agreements plus disagreement and multiplying by 100 (House, House & 
Campbell, 1981). 581 items per student and 13 student forms were evaluated, or a total 
of 7,553 potentially correct items coded. With two errors, the total agreements were 
7,551 divided by 7,553 times 100. Due to the large number of potential individual items, 
the mean agreement percentage was 99.97%. 
Procedure 
Data were collected over a period of 11 weeks. One hundred and twenty-nine 
students were assessed using all of the 300 unique PNF items, and 108 students were 
assessed in the 281 RDF items. Individual administrations of the tests were split into two 
testing periods of approximately 30-minutes each. Each individual student assessment 
was assessed over no more than five weeks, typically in two sessions but occasionally 
over three sessions. To reduce systematic bias, during the first administration the 
students were randomly assigned to begin with either PNF or RDF. During the second 
test session, the administration ordering was switched. The data collectors followed the 
administration and scoring as previously instructed and asked questions to the primary 
investigator as needed. Four students were assessed one additional time after the 11-week 
data collection period to collect missing items due to test administration error (e.g. 
skipping of a page of items). 
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Research Design 
Preschool and kindergarten students were assessed using all of the items in the 
PNF and RDF research generated measures. Preliminary analysis of the classical item 
discrimination was conducted using corrected point-biserial correlation (rpbi). The 
purpose ot this analysis was to remove low or negatively discriminating items before 
further analyzing the remaining items. All items were analyzed and items with rpb- s < 0.1 
were removed. These items with rpbl <0.1 met one of the following criterion: they were 
items with a negative correlation, items with no discrimination, or items that were not 
able to be analyzed. Examples of items with negative discrimination were items that 
students with high ability tended to state incorrectly. An example of an item with no 
discrimination and items that were not able to be analyzed may have been due to all of 
the students responding correctly to the item, therefore yielding no discrimination 
between individuals. 
The valid items were then analyzed using a modified Rasch model, to determine 
item difficulty and item discrimination. Ten parallel forms for each measure were 
created with the same number as in the original format, 44 items for PNF and 30 items 
for RDF. Test information and test characteristic curves (TCC) were used to examine the 
reliability and difficulty of the parallel forms. Test information and TCC were altered 
until they were as comparable as possible across the parallel forms. 
Items were then arranged within each form. First, beginning items were pulled 
from easy difficulty and low discriminating items. Easier items were selected at the 
beginning of the form to allow all students to feel successful at answering a few items 
correctly. These items were followed by more discriminating and more difficult items. 
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Finally, the last items on the form were selected from the low discriminating yet 
moderate to highly difficult items. As these parallel forms will be used in a timed 
manner, the last items on the form were the least important as students with the capability 
to reach the end of the form are likely high ability students who could answer the items 
correctly and students with low ability are less likely to complete the test. Table 3.1 
shows the order of items chosen for the forms, using the overlapping categories of 
discrimination and difficulty: 
Table 3.1 
Ordering of Items on Parallel Forms 
Easy B Low B Moderate B High B 
Low a 1 3 11 12 
Moderate a 2 5 8 10 
High a 4 6 7 9 
To assess the difficulty of the items at different parts of the test, items were 
grouped into beginning, middle and ending items and were examined across the parallel 
forms by creating TCC for items in each grouping. Beginning items, or items used to 
warm up to the task, were designed as the first five items on the task. Beginning items 
were designated as such because of the discontinuation rule of the RDF measure, which 
comes into effect if five sequential items are answered incorrectly. Therefore, if the 
student does not warm up to the task, the task is discontinued. The same method was 
used v\ ith the PNf measure. These easy items also set up a student to feel successful at 
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the beginning of the test. As the test will be used in a timed manner, there is no way of 
knowing how many items individuals will be able to answer within the one-minute 
allotted time, therefore the middle and ending item were designated by splitting the 
remaining items as equally as possible. Middle items were be calculated as the first half 
of the items, minus the beginning items, and ending items were designated as the second 
halt of the items, minus the beginning items. TCC of the grouped items were compared. 
Finally, IRT created forms were compared to their original forms using averaged 
TCC and averaged item information across the forms and using visual inspection and 
points on the ability scale as points of comparison. Only the valid items of the original 
forms were compared to the valid items (all of the items) on the IRT forms. For this 
reason, averages were computed due to the varying amount of items on the original items 
due to the removal of the items during preliminary analysis. 
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CHAPTER 4 
RESULTS 
This chapter presents the data collected for the primary investigation. The 
primary purpose of the current research was to develop parallel forms for two preexisting 
vocabulary measures using item response theory, specifically, the modified one- 
parameter model. Collected data were analyzed using MULTILOG, Statistical Package 
of the Social Sciences, Release 12.0 (SPSS 12.0), and Microsoft Excel 2003. First, the 
PNF analyses are discussed, including preliminary analysis, test information, and test 
characteristic curve results. Then, the RDF measure results are discussed in the same 
format. Finally, the IRT created parallel forms are compared to the preexisting forms and 
results are discussed. 
Picture Naming Fluency Results 
Preliminary Analysis 
Preliminary analysis of the classical item discrimination was conducted using 
corrected point-biserial correlation (rpbi). All items were analyzed and items with rpbi's 
less than 0.1 were removed. 300 unique Picture Naming Fluency items were preliminarily 
analyzed, and 85% of the items remained after the preliminary analysis leaving 254 
remaining items. The following histogram shows the distribution of the items. Items 
falling below 0.1 rpbi were removed as illustrated in Figure 4.1. 
These remaining items, now considered the valid items, were further evaluated 
using a modified one-parameter model to ascertain the item characteristics, estimating 
difficulty for each valid item and fixing the item discrimination parameter based on the 
item’s rpbi. 
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Figure 4.1. Flistogram of PNF Distribution of Original Items. 
Item discrimination parameters were estimated using corrected point biserial 
correlation (rpti). Then, the PNF items were classified into low, moderate, and high 
discriminating categories based on the distribution of items and placing them in three 
equivalently sized groups. 
Low discriminating items were categorized as items with rpbi of < 0.3; the alpha 
value for the modified one-parameter model was fixed to 0.5 for these items. Moderately 
discriminating items were defined as those with rpbi values between 0.3 and 0.5, and have 
an alpha value of 1.0. Finally, high discrimination items were categorized with rpbi above 
0.5; these high discriminating items’ were given an alpha value of 1.5. 
32.3% (82 items) of the picture naming data set fell in the low discrimination 
category; 43.7% (111 items) fell in the moderate discrimination category; and 24.0% (61 
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items) fell in the high discrimination category. Table 4.1 shows the distribution of the 
items, given their estimated alpha values: 
Table 4.1 
PNF Discrimination Characteristics 
Discrimination Fixed a Frequency Percent 
Low a 0.5 82 32.3 
Moderate a 1.0 111 43.7 
High a 1.5 61 24.0 
Most of the items fell in the moderate discrimination category. The next greatest 
category held the low discriminating items. Finally, the high discriminating items had the 
least number of items. 
PNF Item Difficulty 
PNF item difficulty was estimated using MULTILOG. For PNF, the minimum 
difficulty for an item was -9.56. The highest item’s difficulty was 3.43. The mean 
difficulty (/?) ol the 254 PNF items was -2.02, falling low on the ability scale. The range 
of the difficulty of items indicates that items fall at the lower end of the ability scale. The 
PNF item bank does not contain comparably hard items at the high end of the ability 
index. 
Table 4.2 describes the range and the standard deviation of the overall difficulty: 
Table 4.2 
PNF Item Difficulty Characteristics 
Difficulty N Range Minimum Maximum Mean SD 
254 12.99 
-9.56 3.43 
-2.02 2.49 
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The visual analysis of the distribution of PNF item difficulty, allowed for 
categorization into four comparable groups. Figure 4.2 illustrates the distribution of the 
items: 
Figure 4.2. Histogram of PNF Difficulty Distribution. 
Items were categorized into easy, low, moderate, and high. Easy items were 
categorized as having 6 values less than -3; these are items are so easy that nearly every 
student performed accurately. Low difficulty items B are classified from -3 to -1.5. 
Moderately difficult items B are from -1.5 to 0.5. Finally, high difficulty items B are 
equal to or greater than 0.5. 
Table 4.3 provides information about the item frequency and percentage in each 
category. 
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Table 4.3 
PNF Item Difficulty Categorization Characteristics 
Difficulty Categorizations Frequency Percent 
Easy B B < -3 64 25.2 
Low B 13 =-3 to-1.5 69 27.2 
Moderate B B = -1.5 to -.5 57 22.4 
High B B>-0.5 64 25.2 
Parallel Form Generation 
Using the item discrimination and difficulty parameters, 10 parallel PNF forms 
were created. Items were grouped by discrimination and difficulty into overlapping 
categories. Table 4.4 illustrates the number of PNF items that fell into each of the 
overlapping categories. 
Table 4.4 
PNF Item Discrimination and Difficulty Grouping 
B <-3 B-3 to-1.5 B -1.5 to -.5 13 >-.5 
a = .5 51 15 5 11 
a = 1 13 36 29 33 
a = 1.5 0 18 23 20 
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Forms were created using the theoretical design of the ordering of items discussed 
in Chapter 3. The PNF forms were evaluated first at the test level, by examining and 
comparing the test information and TCC. After Test information and TCC were 
comparable across forms, the ordering of items were examined and arranged to match the 
proposed ordering. 
Due to the ordering effect of a timed test, the beginning, middle and ending items 
were evaluated as independent groups using TCC for the previously designated grouping 
of items. The Figures 4.3, 4.4, and 4.5 indicate the TCC for the beginning, middle, and 
ending items. 
Figure 4.3. PNF Beginning Items Test Characteristic Curves. 
Picture Naming Proficiency 
-Form 1 
—— Form 2 
Form 3 
Form 4 
-Form 5 
-Form 6 
-Form 7 
-Form 8 
Form 9 
Form 10 
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Figure 4.4. PNF Middle Items Test Characteristic Curves. 
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Figure 4.5. PNF Ending Items Test Characteristic Curves. 
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All true scores were within one point across the parallel-forms, with the most 
variability at the lower ability on the ability scale. 
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Appendix D contains of the 10 PNF parallel forms. The order of the items and 
the item characteristics for each parallel-form are indicated. These test level 
characteristics are reported next. 
Test Information 
Test information was calculated for each PNF form. The forms were altered until 
the discrimination was within 0.03 and difficulty was within 0.35 across the parallel 
forms. Table 4.5 shows the averaged difficulty and discrimination characteristics for 
each parallel form: 
Table 4.5 
PNF Test Information Characteristics 
Form Averaged Discrimination Averaged Difficulty 
1 1.05 
-1.31 
2 1.06 
-1.62 
3 1.06 
-1.47 
4 1.08 
-1.57 
5 1.07 
-1.42 
6 1.07 
-1.43 
7 1.06 -1.34 
8 1.07 
-1.38 
9 1.07 
-1.29 
10 1.06 
-1.35 
Test information was calculated for each form across ability, from -3 to 3. Test 
information for each form can be viewed in Figure 4.6. 
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Figure 4.6. Test Information for the PNF Parallel Forms. 
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The most information is yielded for lower ability individuals. Maximum 
information is yielded for individuals who fall at about -1.2 on the ability scale, as 
indicated as the highest point on the curve. The least information is gained from testing 
individuals who have a greater ability. 
Test Characteristic Curves 
TCC were created for each parallel form. The TCC were estimated as being 
within 2 predicted true scores when comparing any of the parallel forms, at any point on 
the curve. Figure 4.7 shows the TCC for the 10 parallel-forms. 
According to the TCCs, even individuals with very low PNF ability, are expected 
to answer nine items correctly. At a moderate ability level of 0.0, the predicted true score 
is approximately 32, and at the high ability level of 3.0 the approximate true score is 42. 
It is important to note that the expected scores do not consider the speeded nature of the 
tasks. 
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Figure 4.7. PNF Parallel-form Test Characteristic Curves. 
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Reverse Definition Fluency Results 
Preliminary Analysis 
Preliminary analysis of the classical item discrimination was conducted using 
corrected point-biserial correlation (rpbl). All items were analyzed and items with rpbi's 
less than 0.1 were removed. 281 Reverse Definition Fluency items were preliminarily 
analyzed, and 262 items (93% of original items) yielded rpbi’s of greater than 0.1. Figure 
4.8 shows the distribution of the items. Items falling below 0.1 rpbi were removed. 
These remaining items, now considered the valid items, were further evaluated 
using a modified one-parameter model to ascertain the item characteristics, estimating 
discrimination and difficulty for each valid item. 
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Figure 4.8. Histogram of RDF Distribution of Original Items 
RDF Item Discrimination 
The RDF measure was examined in the same format as the PNF measure, using 
rpbi to estimate the discrimination parameters of the items. Then, using the distribution of 
the remaining valid items, items were classified into low, moderate, and high 
discrimination parameters by examining the distribution of the items. Similarly to PNF, 
the RDF low discrimination items with rpbi of <0.3 were given an estimated alpha value 
of 0.5. Moderately discriminating items with rpbi from 0.3 to 0.5, have an alpha value of 
1.0. Finally, an alpha level of 1.5 was determined for the highly discriminating items with 
rpbi >0.5. 
Approximately 35.9% (94 items) fell in the low discrimination category, 50% 
(131 items) fell in the moderate discrimination category, and 14.1% (37 items) fell in the 
high discrimination category. This is illustrated in Table 4.6. 
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Table 4.6 
RDF Discrimination Characteristics 
Discrimination Fixed a Frequency Percent 
Low a 0.5 94 35.9 
Moderate a 1.0 131 50.0 
High a 1.5 37 14.1 
The majority of the items were low and moderately discriminating items, with only 
14.1% of the items designated as highly discriminating items. 
RDF Item Difficulty 
The difficulties of the RDF items (6) were estimated using MULTILOG. The 
mean difficulty (B) of the 262 RDF items is 0.89. The Table 4.7 describes the range and 
the standard deviation of the overall item difficulty: 
Table 4.7 
RDF Item Difficulty Characteristics 
Difficulty N Range Minimum Maximum Mean SD 
fi 262 15.10 -7.31 7.79 0.89 2.31 
The RDF average item difficulty parameter estimates falls on the positive side of 
the ability scale, indicating that the average items are more difficult. The range of these 
items indicates that that there are both very easy and very hard items represented in this 
sample. Appendix E displays a table of the RDF individual item parameters. 
The distribution of item difficulty was considered when assigning the RDF items 
into categories. The items were categorized into easy, low, moderate, and high items, 
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similarly to the PNF measure. Figure 4.9 illustrates the distribution of the items according 
to difficulty level: 
Figure 4.9. Flistogram of RDF Difficulty Distribution. 
Table 4.8 provides information about the frequency and percentage of items in 
each category. 
Table 4.8 
RDF Difficulty Categorization Characteristics 
Difficulty Categorizations Frequency Percent 
Easy 6 B < -0.9 67 25.6 
Low B B >-0.9 to 0.0 65 24.8 
Moderate B B>0.0tol.3 66 25.2 
High B B >1.3 64 24.4 
Easy difficulty items 6 were designated as < -0.9; low difficult items B were >-0.9 but < 
0.0; moderately difficulty items B > 0.0 but <1.3, and high difficulty items B were >1.3. 
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Parallel Form Generation 
Using the item discrimination and difficulty parameters, 10 parallel RDF forms 
were created by grouping items into overlapping categories. Table 4.9 expresses the 
amount of items that fell into each category. 
Table 4.9 
RDF Item Discrimination and Difficulty Grouping 
B < -3 6 -3 to-1.5 B -1.5 to -.5 8 >-.5 
a = .5 35 10 14 35 
a = 1 30 41 33 27 
a = 1.5 2 14 19 2 
Forms were created using the theoretical design of the ordering of items discussed 
in Chapter 3. The PNF forms were evaluated first at the test level, by examining and 
comparing the test information and test characteristic curves. After Test information and 
TCC were comparable across forms, the ordering of items were examined and arranged 
to match the proposed ordering. 
Due to the ordering effect of a timed test, the beginning, middle and ending items 
were evaluated as independent groups using TCC for the previously designated grouping 
of items. Figures 4.10, 4.11, and 4.12 illustrate the TCC for the beginning, middle, and 
ending items. 
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Figure 4.10. RDF Beginning Items Test Characteristic Curves. 
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Figure 4.11. RDF Middle Items Test Characteristic Curves. 
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Figure 4.12. RDF Ending Items Test Characteristic Curves. 
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All true scores were within one point across the parallel-forms, with the most 
variability at the low ability on the beginning items. 
Appendix E is tables of the ten RDF parallel forms. The order of the items and 
the item characteristics for each parallel-form are indicated. These test level 
characteristics are reported next. 
Test Information 
Test information was evaluated for each RDF form, and the forms were altered 
until the discrimination was within 0.02 and difficulty was within 0.1 across the parallel 
forms. Table 4.10 shows the averaged difficulty and discrimination characteristics for 
each parallel form. 
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Table 4.10 
RDF Test Information Characteristics 
Form Averaged Discrimination Averaged Difficulty 
1 0.93 -0.03 
2 0.95 -0.01 
3 0.93 
-0.06 
4 0.95 0.0 
5 0.95 0.03 
6 0.95 
-0.02 
7 0.95 0.01 
8 0.95 0.01 
9 0.95 
-0.03 
10 0.95 0.03 
Test information was calculated for each form across ability, from -3 to 3. Test 
information for each form can be viewed in Figure 4.13: 
Figure 4.13. Test Information for the RDF Parallel Forms. 
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Maximum information is yielded for individuals who fall at about zero on the 
ability scale. The least information is gained from testing individuals at very low and 
very high ability levels. 
Test Characteristic Curves 
TCC were evaluated across the RDF parallel forms. TCC were considered parallel 
when the TCC were within one predicted true score when comparing any of the parallel 
forms, at any point on the curve. Figure 4.14 shows the TCC for the ten parallel-forms: 
Figure 4.14. RDF Parallel-form Test Characteristic Curves. 
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For individuals with very low RDF proficiency, they are expected to answer about 
4 items correctly while those with high ability are expected to answer about 26 items 
correctly. 
Comparing the Parallel Forms: New Forms to the Preexisting Forms 
The preexisting forms were analyzed by using the PNF and RDF items 
characteristics collected from this study. The preexisting forms had been created Parker 
(2000) by randomly placing items on 18 RDF parallel-forms and the 20 PNF parallel- 
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forms. The preexisting PNF and RDF parallel-forms were created using only the valid 
item characteristics collected from this study. Then, the parallel-forms test information 
and TCC were analyzed using the averaged item information and expected proportion 
correct. Finally, the forms created with modem psychometrics are compared to the 
randomly created forms. 
Comparison of the PNF & RDF Forms 
PNF and RDF preexisting forms were created using the item discrimination and 
item difficulty for only the valid items, i.e. the items which yielded rPbj’s of greater than 
0.1 in the preliminary analyses. These forms are called “random forms” for the sake of 
comparison. These random forms included 18 RDF parallel-forms and the 20 PNF 
parallel-forms. Valid items characteristics were transformed onto the random forms in the 
preexisting order, less the items with no discrimination. As test length varied, due to the 
removal of the items with less than 0.1 rphi, an averaged item information and expected 
proportion correct (for the TCC) are reported. The newly generated forms developed in 
this study were transformed into this averaged format for comparison purposes, and 
called “IRT forms.” 
TCC Comparisons 
When comparing the expected proportion correct for the random forms and the 
IRT forms tor both PNF and RDF, the random forms yielded more variability. On the 
PNF measure the most variability of proportion that the individual would get correct 
given a randomly created form is at -3. If an individual at -3 on the ability scale were 
given random form 12 it is predicted that she or he would get 22.4% correct, where as if 
given random form 7 it would be predicted that the same individual would get 40.2% 
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correct. Thus, there is 17.8% predicted error between the two forms at that ability level. 
At the point at which PNF has the best test information, at approximately -1 ability level, 
there is a difference in expected proportion correct; an individual would be expected to 
get 66.0% correct using random form 7 but 51.9% if evaluated using random form 20, a 
predicted error difference of 14.1%. 
The PNF average TCC for the random forms are illustrated in Figure 4.15; 
Figure 4.15. PNF Random Forms Averaged TCC. 
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The differences of expected proportion correct using the IRT parallel forms there 
is less variability. At no point on the curve is the variation between the IRT forms greatly 
different from one another. However, the overlapping curves have slightly less variability 
at the high end of the ability scale and less at the low end of the ability scale. At -3 
ability, the greatest spread of the form are between IRT form 9, with a 18.9% correct, and 
IRT form 4, with 22.3% correct. Their discrepancy is 3.4% predicted error in the 
expected proportion correct between the IRT forms. At -1 ability level, Form 1 predicts 
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the individual would get 50.5% correct, whereas using Form 4 it is predicted that an 
individual would get 55.0% correct, a difference of 4.5%. 
The PNF average TCC for the IRT forms are illustrated in Figure 4.16: 
Figure 4.16. PNF IRT Forms Averaged TCC. 
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The RDF random forms expected proportion correct varies throughout the ability 
scale. The area on the ability scale with the most test information is at 0 when it was 
previously estimated using the RDF IRT parallel forms. At the zero point on the ability 
scale, an individual being assessed with random form 10 would be predicted to get 24.3% 
correct, whereas, if form 1 were chosen, the individual would be predicted to get 46.8% 
correct. This is a 22.5% predicted difference at that ability level. 
The variations of RDF average TCC for the random forms are illustrated in 
Figure 4.17. 
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Figure 4.17. RDF Random Forms Averaged TCC. 
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Comparing the RDF IRT forms at that the same point, zero, on the ability scale 
they would yield a predicted difference of 1.6%.The RDF average TCC for the IRT forms 
are illustrated in Figure 4.18: 
Figure 4.18. RDF IRT Forms Averaged TCC. 
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In summary, using the expected proportion correct, there is more variability in the 
predicted scores when using the randomly created forms than the IRT forms. The results 
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of the original preexisting forms would be posited to have even more variability due to 
the poorly discriminating items (with less than 0.1 rphi) which were not included in the 
comparison. The IRT forms more consistently predict an individual’s score given his/her 
ability level. 
Item Information Comparisons 
When comparing the averaged item information for the random forms and the 
IRT forms for both PNF and RDF, the random forms yielded differing levels of item 
information for the parallel forms, while the IRT forms had more consistent average item 
information across the forms. 
Average item information varies on the PNF measure at the approximate highest 
level of information (as previously estimated to be approximately -1 using the IRT 
parallel forms) from 0.14 if random form 7 was used to 0.24 if random form 9 was used 
to assess an individual. The difference in information yielded at this ability level varies 
by 0.14. These differing levels of information are indicative of reliability changes across 
the forms. The PNF averaged item information for the random forms are illustrated in 
Figure 4.19. 
The average item information varies much less on the IRT forms. At the ability 
level of -1, form 1 yields average test information of 0.24, while form 9 is 0.25. This is 
difference of only 0.01, meaning more similar levels of reliability across the IRT forms. 
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Figure 4.19. PNF Random Forms Averaged Item Information. 
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The PNF average test information for the IRT forms are illustrated in Figure 4.20: 
Figure 4.20. PNF IRT Forms Averaged Item Information. 
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The RDF random forms vary all along the ability scale. As previously estimated 
using the IRT parallel forms, the area on the ability scale with the most item information 
for RDF is around 0. At zero on the ability scale, the amount of item information yielded 
between the random forms varies greatly. If random form 1 was used the average item 
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information would be 0.10, whereas if random form 8 was chosen the average item 
information for this form is much higher at 0.23. This difference of 0.13 is indicative of 
the varying reliability across the random forms. 
The variability of RDF average item information for the random forms are 
illustrated in Figure 4.21: 
Figure 4.21. RDF Random Forms Averaged Item Information. 
Reverse Definition Proficien 
-Form 1 
-Form 2 
Form 3 
Form 4 
-Form 5 
-Form 6 
- Form 7 
-Form 8 
Form 9 
Form 10 
Form 11 
Form 12 
Form 13 
Form 14 
Form 15 
Form 16 
• Form 17 
Form 18 
The most variable area on the ability scale for the RDF IRT forms is 
approximately zero. At zero, the two parallel forms with the most different average item 
information would yield a difference of 0.03. This indicates that the IRT forms are much 
more consistent in their average item information than the random forms. 
The RDF average information for the IRT forms is illustrated in Figure 4.22. 
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Figure 4.22. RDF IRT Forms Averaged Item Information. 
Reverse Definition Proficien 
Form 1 
Form 2 
Form 3 
Form 4 
Form 5 
Form 6 
Form 7 
Form 8 
Form 9 
Form 10 
In summary, when evaluating the random forms and the IRT forms using average 
item information, there is more variability across the randomly created forms than the 
IRT forms. The results of the original preexisting forms would be posited to have even 
more variability due to the poorly discriminating items (with less than 0.1 rpti) which 
were not included in the comparison. The IRT forms have better consistency of item 
information across forms at every level of ability. 
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CHAPTER 5 
DISCUSSION 
All children need to be proficient readers by the end of third grade because 
children who do not learn by in the early grades will likely remain struggling readers 
(Juel, 1988). Convergent evidence indicates effective literacy instruction ensures students 
develop proficiencies in the areas of: phonemic awareness, phonics, fluency, vocabulary, 
and comprehension. Vocabulary plays a unique role in the development of reading 
proficiency affecting all stages of reading acquisition. Research indicates vocabulary is a 
necessary pre-literacy skill (Hart & Risley, 1995), and the building of vocabulary leads to 
better phonemic awareness (Wagner, Muse, & Tannenbaum, 2007). A student’s level of 
vocabulary enables efficient word recognition skills, linking decoding to word meanings. 
In the later years of elementary school, a child’s vocabulary ability is highly correlated 
with reading comprehension (Davis 1944, 1968; Spearritt, 1972). 
Curriculum-based assessments conducted formatively are essential in evaluating 
children s growth. It has been found when students are evaluated regularly on important 
indicators ot a larger skills domain and their progress is evaluated for its instructional 
implications students perform better than their less monitored peers (Fuchs & Fuchs, 
1986). Because vocabulary is essential to the process of learning to read and 
consequently reading for comprehension, evaluating the depth and breadth of students’ 
growing vocabulary is essential to ensure all become proficient readers. Therefore, there 
is a need to examine indicators of vocabulary skills able to detect vocabulary 
development. Highly reliable vocabulary measures may help educators properly instruct 
struggling students so that they can make adequate progress and catch up to their 
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typically developing peers (Stanovich, 1986). With effective instructional practices and 
progress monitoring, students struggling with the fundamentals of reading can make 
dramatic gains (Toregesen, et al. 1999). 
The DIVS are curriculum-based measurement tools showing promise for their 
ability to reflect vocabulary development in young children over time. DIVS were 
developed based on the science of CBM whereas students are tested frequently and their 
progress is evaluated for response to instruction. The DIVS are fluency based measures 
and seem to reflect important indicators of vocabulary growth, but to be useful it needs to 
be shown that they are dynamic in nature. For valid decision for within-student growth, 
each measure needs to accurately assess a student’s vocabulary ability at that moment in 
time. 
Because progress monitoring requires frequent assessments of individual students 
the assessments must be available in multiple equivalent forms. Traditional methods for 
generating parallel-forms have resulted in variability between forms that may not 
accurate reflect student growth. Creation of parallel-forms using IRT yields more closely 
parallel tests by creating forms based on their item characteristics, yielding more reliable 
tests. Equivalent parallel forms are necessary for making valid educational decisions for 
all students. Additionally, growth rates are now used in making special education 
eligibility decisions raising the stakes of the decisions based on progress data. Therefore, 
the accuracy of a child’s rate of progress is vital to these high stakes decisions, making 
the use of IRT-based forms critical. 
IRT has been found a more reliable method for creating tests than classical test 
theory which relies on test to test correlations. IRT is a good fit for evaluating response- 
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based assessments because tests are built by evaluating the items within a test. Item 
characteristics allow the test construction to control the difficulty of the test and the 
discrimination of the items on the test. When tests are fluency based, the distribution of 
items within a test become more important because examinees typically do not respond to 
every item in the test. IRT analyses allow test constructors to choose the items and the 
order of the items on multiple forms of the same test so as to ensure equivalency. This 
study was conducted to build and examine the parallel-forms of the DIVS, comparing 
classical test methodology with IRT. 
Importance of this Study 
This study illustrated how to create parallel forms using IRT, from data collection 
to completion, however this study is important because it also illustrated why the use of 
IRT is necessary. When comparing forms build using IRT to the original forms, the 
benefits of IRT were clear. The new tests were more equivalent between forms when the 
items within the tests were evaluating the tests’ information curves reflecting both 
between form and internal form reliability. Furthermore, the predicted true score given a 
person s vocabulary ability is more reliable using the new forms in comparison to the 
variability of the preexisting forms. 
This study exemplifies the importance of creating tests for use with a specific 
population. The reliability of the preexisting forms varied not only in level of reliability 
but also varied from form to form depending on the population. However, the IRT forms 
yielded similar reliability across ability group, with reliability being highest for a specific 
population across all forms. When using the IRT forms over time, the predicted scores of 
the individuals given their ability remained similar. Therefore, greater confidence that the 
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score on the test is due to true ability can be held. Evaluation of the preexisting forms 
indicated variability in the item characteristics from test to test yielded vastly different 
scores. This variability is problematic when using the parallel tests to detect growth, 
because each test score yields more error. More reliable forms reduce systematic error 
increasing decision-making power. 
An important step in this study was a preliminary analysis of each item on the 
original forms of the test. Any items which yielded negative or low discrimination ability 
were removed from the item bank. This step screened all items using classical test theory 
in which all items were compared to each other for their discrimination ability. The 
poorest items were removed creating a more valid bank of items than the original bank. 
The forms that were created as comparison for this study included only items from the 
more valid bank. There are two implications from the observations of the preliminary 
screening. In the case of this study, when compared to the IRT forms the preexisting 
forms used in this study were less variable than the original forms because of the removal 
of the negative or low discriminating items. Additionally, there are implications for 
further research. When using classical test theory to compare parallel form reliability 
without this initial screening, the forms may appear to be reliable but might include non- 
valid test items. This illustrates the importance evaluating items so that their 
characteristics are known, so that distribution of items yields more parallel forms. 
Random assortment leads to variability, and IRT may be a method to control variability. 
Never has the level of parallelism of forms become more important than now, 
given the high-stakes use of these forms. Science is a reflective field, improving theories 
and practices based on the evolutionary process of research. One theory exists until 
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another proves better or disproves its use. When using science to improve parallel forms, 
we must be reminded of the basic definition of a test: the true test score on a test is equal 
to the observed score plus error (Crocker & Algina, 1986). The IRT forms, when 
compared to the preexisting forms, showed improvements in both the predicted observed 
scores from form to form and the reliability of the forms, which minimizes systematic 
error. Thus, the IRT forms more closely predict an individual’s true score. Given these 
improvements, IRT should be used as method of parallel test construction whenever 
possible. As modem methods of test construction continue to improve, IRT may be 
surpassed by a better method but currently IRT is best method for constructing parallel 
test forms. 
Limitations 
While this study illustrated a promising method to improve and create CBM 
parallel forms for early vocabulary assessment, there are limitations to this study, which 
may affect the results. The modified Rasch model was used due to the lower than 
anticipated amount of participants. While use of the modified one-parameter model is an 
improvement over only using a one-parameter model and is considered the best technique 
given a smaller sample size, it does mean the item discriminations were estimated using 
classical methods rather than IRT. If a larger sample were collected, then the two- 
parameter model could have been utilized. The two-parameter model would have 
improved the information gained when analyzing the items as the actual discrimination 
would have been more freely estimated resulting in more specific discrimination 
characteristics. The limitation of using the modified one-parameter model resulted in 
treel\ estimating item difficulty, and estimating item discrimination into fixed categories. 
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Due to the smaller representation of pre-kindergarten participants, the tests were 
primarily developed on a kindergarten response set. The use of the DIVS will likely be 
used with kindergarteners in a school-based setting. However, when using these parallel 
forms with pre-kindergarten children it is important to understand the test information 
and TCC were estimated with primarily kindergarteners’ responses. This study could be 
replicated using a preschool sample. 
Additionally, data collection occurred over 11 weeks, thus learning and 
maturation could have come into play while the data were collected. Due to the high 
numbers of items being assessed, the data collection was split into two assessment 
periods, with a few students requiring an additional test session to finish the assessment 
of all items. Every attempt was made to make the time between testing each student as 
short as possible. For example. Student A was tested on Day 1 and then tested again on 
Day 2 before beginning to assess untested students. While the length of time between test 
sessions for each student was far less than 11 weeks, testing occurring in multiple settings 
may be influenced by maturation and history. As students were randomly chosen, the 
random growth of low and high ability students should be equally distributed and should 
not negatively affect one portion of children on the ability scale. 
In addition to natural experimental mortality, this study may have been affected 
by the RDF discontinue rule. The RDF discontinuation rule was created because students 
who responded inaccurately to the first five items are inappropriate examinees for the 
measure, as the measure is too difficult for them. This means that the lowest children’s 
responses did not contribute to the RDF data set. Additionally, to prevent a student from 
being frustrated with the testing, some students were dismissed from testing without 
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completion of the data set. If a student became frustrated or their attention level waned so 
as to be an invalid assessment of their abilities, the examiner would have dismissed the 
student from testing. The discontinued or dismissed students were a small proportion of 
the sample, however the dismissal of these students may have influenced the estimation 
of the RDF items characteristics at the lower end of the ability scale. Because these 
individuals were the exception and a small proportion of the sample, it is likely these 
students did not seriously effect the estimation of the RDF items. Furthermore, the 
children dismissed from the testing in this study represent those in the typical population 
who also would be discontinued from participating in the RDF testing. 
Finally, item responses were coded as correct or incorrect given the list of correct 
responses. However, in some cases examinee’s offered responses that appeared to be 
appropriate and could have been considered a correct item response. These responses 
were recorded but were not evaluated in this study. Some of the responses were due to a 
poor representation of a PNF item and, if counted, may have changed the content of the 
item. Another example of the potentially correct responses had to do with more advanced 
responses to the RDF items. The limitation is that some children provided probable 
answers not listed in the correct answers, and their responses were counted as incorrect. 
Some ot the pictures within the bank of PNF items inadequately represent the vocabulary 
word, a limitation of the original test construction. However, removal of these items is 
one example why conducting a preliminary analysis is important. If the examinees’ 
response ot an item were problematic, then it is likely these items were removed from the 
data set as a result of the preliminary item screening. 
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Future Directions 
The DIVS measures have been considerably improved by using IRT to build the 
parallel forms. The forms were built with known item characteristics for a specific 
population and the parallel forms were compared using test level analyses. This study 
examining the use of IRT for the construction of this specific curriculum-based 
measurement may be a useful model to improve the reliability of other curriculum-based 
measures. For example, it is important to evaluate the reliability of curriculum-based and 
early literacy measures most commonly used for formative assessment. Using IRT to 
evaluate these measures could help educators improve accuracy in their educational 
decisions whereas they are better able to evaluate between-student differences and 
identify those students who struggle. Additionally, IRT could improve the accuracy of 
educational decisions evaluating within-student differences as a function of instruction. 
With the use of IRT, tests are constructed using item characteristics ensuring that all of 
the forms have similarly discriminating and difficult items progressively on all of the 
forms. 
IRT developed measures may improve decision accuracy in two ways. First, the 
forms are more reliable and equivalent, thus reducing systematic error for each datum 
point over time. Therefore, these measures more reliably estimate individual student 
growth. Secondarily, the measures developed in this study were built so as to distribute 
the order of item difficulty and discrimination throughout each parallel form in a 
systematic and equivalent way. This method of test construction should result in highly 
comparable test scores. Because CBM depends on fluency measures, the order of item 
characteristics is an important consideration in test construction. 
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While this research has improved the reliability of the multiple forms of DIVS 
measures, there is still important research to be conducted on these assessment tools. 
Future research on the DIVS may examine the arrangement of the items on the parallel- 
forms and the best ordering of items for fluency based tests. The current pictures used for 
the PNF measure are in need of update so the picture items more accurately represent the 
vocabulary words being assessed. When new pictures items replace the current ones or 
are added, they too would need to be analyzed. Furthermore, actual cut scores to 
designate students at differing levels of risk for reading failure need to be determined. 
This study established a method for ordering test items so as to provide a more reliable 
test from which to determine cut scores. 
Additionally, there is a need for studies that examine the rates of progress at 
differing ability levels, and also an evaluation of the sensitivity of the DIVS to measure 
vocabulary gains. As with other curriculum-based measurement studies, it is important to 
conduct predictive validity studies to examine how DIVS predict and correlate with the 
DIBELS, oral reading fluency and reading comprehension. Furthermore, as vocabulary is 
an important component of pre-reading development and reading comprehension, an 
upward extension of vocabulary measures need to be developed so that vocabulary can be 
measured throughout the elementary school years and upwards into middle school. 
As vocabulary development plays a role for all children, it is important to 
consider the unique experiences of English Language Learners (ELL) in their acquisition 
ol reading proficiency. If DIVS are created to examine the range of typical vocabulary 
growth beyond the preliteracy stages of reading development, DIVS could be useful in 
determining the level of vocabulary acquisition for ELL students and their rate of growth. 
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Importantly, if the DIVS are used with a different population similar studies should be 
conducted to ensure that item properties are not confounded with cultural and language 
differences. 
With the use of response to intervention becoming more popular, examination and 
updating of the measures used to make these high-stakes decisions is no longer a choice, 
it is an absolute necessity. If the measures were only used for screening and sorting 
students into levels of need, then use of traditional reliability techniques may be 
sufficient. However, use of CBM measures within a formative assessment framework so 
as to make high stakes decisions necessitates the use of IRT to create parallel forms. 
These tests are no longer comparing students to a larger group at one point in time, rather 
they are being used to measure an individual’s own growth and traditional test reliability 
does not ensure parallel-form reliability as such. If the primary purpose of using parallel- 
forms is to see individual change over time, we need to elevate our standards and use IRT 
to create these measures so that we can reliably observe how our students are progressing 
and make more accurate educational decisions. 
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APPENDIX A 
CONSENT FORM 
Dear Parent/Guardian, 
Your child’s class will be asked to participate in a research study that I am conducting on creating 
vocabulary assessments for preschool-age and kindergarten students. The information collected will be 
used for my dissertation in the area of school psychology at the University of Massachusetts - Amherst. 
• Your child will be asked to be asked to perform two tasks: 1) to name pictures (such as a “horse”) and, 
2) to state the name of a vocabulary word being described (such as “fork”). The assessment will be 
administered in a one-on-one setting and will take 30 minutes or less. 
• Privacy will be protected by transforming student names into numbers, and all data will be used in the 
aggregate (at the group level) only. 
• There are no known risks involved in having a student name vocabulary words. However, if a student 
becomes tired or finds the activity challenging they are free to stop the assessment at anytime. Your 
child will be told this before the assessment begins. 
• The potential benefit to this study would be that your child would be contributing to research in the 
area of vocabulary. I am hopeful that this research will ultimately benefit young children by being able 
to monitor vocabulary development, an important component to later reading success. 
• Participation in this study is voluntary. 
o If you consent to your child’s participation, you do not need to return the slip. Your child will be 
asked to participate and at any time during this study if your child gets tired or does not want to 
continue they will simply return to their class. 
o If you ’d prefer to NOT have your child participate, you do so with out prejudice. Please complete 
the bottom of this page and return it to your child’s teacher by:_. 
If you have any questions or concerns please contact: Jane M. Riley, Graduate Student Investigator at 
imriley@educ.umass.edu or 413-883-2368 or William Matthews, Research Supervisor at 413-545-1192 
Thank you very much for you time. 
Jane M. Riley, M.Ed. William Matthews, Ph.D. (School Principal) 
_ _do NOT want mv child, 
Parent/Guardian N Child's Name 
to participate 
in this research study. 
Parent/Guardian Signature Date 
IJ y°u (l° ,u,t return this consent form, your child will be asked to participate in this study. * 
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APPENDIX B 
PICTURE NAMING FLUENCY STANDARDIZED DIRECTIONS 
Materials 
1. Student copy of picture naming fluency probe (44 randomized pictures) 
2. Examiner copy of picture naming fluency probe (44 randomized pictures with 
corresponding picture labels) 
3. Stopwatch 
4. Pencil 
Directions for Administration 
1. Place the student copy of the picture naming fluency probe in front of the child. 
2. Place the examiner copy of the picture naming fluency probe in front of you, shielded 
so that the child cannot see what you record. 
3. Say the specific directions to the child: 
When / say begin, start naming the picture at the top of the page (point to the 
picture in the top left comer of the page). Name the pictures across the page the 
page (run your finger underneath the top row of pictures). Try to name each picture. 
If you come to a picture that you don *t know, Vll tell it to you. Do you have any 
questions? (Pause) 
4. Point to the picture in the top left comer of the page and say. Begin. As soon as the 
child names the first picture, start your stopwatch. If the child does not name the first 
picture within 5 seconds, tell him/her the correct response, start your stopwatch, and 
mark the picture as incorrect. 
5. Follow along on the examiner copy. Put a slash ( /) through the picture labels named 
incorrectly. Circle the picture labels named correctly (See Directions for Scoring). 
6. If the child hesitates with a picture for 5 seconds, tell the child the correct response 
and mark the picture as incorrect. 
7. After 1 minute, stop the child. Place a bracket (]) after the wording above the last 
picture attempted. Tally and record the number of Pictures Named Correctly (PNC) 
in the lower right comer of the examiner copy. 
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Directions for Scoring 
1. Circle the pictures labels named correctly. 
2. The following responses should be counted as correct: 
a. Words listed above the target picture on the examiner copy. 
b. Self-corrections made within 5 seconds of the child’s original response. 
Denote self-corrections by writing the symbol “SC” above the picture on the 
examiner copy. 
c. The plural form of singular words. For example, the child says “ducks” 
instead of “duck.” 
d. The singular form of plural words. For example, the child says “mitten” 
instead of “mittens.” 
e. Multi-word responses that contain the correct response. For example, the 
child says, “polar bear” instead of “bear.” 
3. Put a slash (/) through picture labels named incorrectly. 
4. The following responses should be counted as incorrect: 
a. An incorrectly named picture. 
b. An omitted picture. 
c. A hesitation for 5 seconds. 
5. The student is not penalized for imperfect pronunciation due to dialect, articulation, 
or second language inferences. This is a professional judgment issue and should be 
based on the child’s response patterns and/or prior knowledge of his/her speech 
patterns. For example, a child may regularly substitute /th/ for /h/. If that is the case, 
the child would be given full credit for saying “thill” instead of “hill.” 
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APPENDIX C 
REVERSE DEFINITION FLUENCY STANDARDIZED DIRECTIONS 
Materials 
1. Examiner copy of reverse definition fluency probe (30 randomly ordered formal 
definitions with corresponding answer keys). 
2. Stopwatch 
3. Pencil 
Directions for Administration 
1. Place the examiner copy of the reverse definition fluency probe in front of you, 
shielded so that the child cannot see what you record. 
2. Say these specific directions to the child: 
I am going to describe a word to you. After I describe it, tell me what word I’m 
thinking of. For example, if I say *What is an animal that roars?’you would say, ‘A 
lion. ’ Let’s try one...What is a part of your body that is used to see? (Pause) 
- Given a correct response of eye or eves: Good. Eye is a part of your body that is 
used to see. 
- Given an incorrect response of anything other than the correct response in 5 seconds: 
Eye is a part of your body that is used to see. Let’s try again. What is a part of your 
body that is used to see? (Pause; If the response is still incorrect, point to your eye and 
say...) Eye is a part of your body that is used to see. 
OK. Here’s your first one: 
3. Supply the first definition and start your stopwatch. If the child does not begin to 
provide a response after 5 seconds, stop your stopwatch and repeat the definition. 
After repeating the definition, start your stopwatch again. If the child again fails to 
provide a response after 5 seconds, stop your stopwatch and give him/her the second 
definition. After supplying the second definition, start your stopwatch and score the 
first item as zero. 
4. If the child to produce a response after 5 definitions, discontinue the task. 
5. Run your stopwatch only when the child is attempting to respond. As soon as the 
child provides a response, stop your stopwatch. Do not start it again until you are 
done giving the next definition. 
6. If the student stops or struggles for 5 seconds, stop your stopwatch, score the items as 
zero, and give him/her the next definition. 
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7. Follow along on the examiner copy and check to see whether the child’s response is 
listed in the appropriate answer key. If the child’s response is listed in the answer 
key, circle it. If the child’s response is not listed in the answer key, put a slash ( / ) 
through the entire answer key box (see Directions for Scoring). 
8. After 1 minute has accumulated, stop the child. Tally and record the number of 
Words Named Correctly (WNC) in the lower right comer of the examiner copy. 
Directions for Scoring 
1. Circle correct responses. 
2. The following responses should be counted as correct: 
a. Word(s) listed in the answer key to the right of the definition on the examiner 
copy. It should be emphasized that there may be more than one correct 
response per item. 
b. Self-corrections made within 5 seconds of the child’s original response. 
Denote self-corrections by writing the symbol “SC” above the circled 
response on the examiner copy. 
c. The plural form of singular words. For example, the says “lions” instead of 
“lion.” 
d. The singular form of plural words. For example, the child says “sneaker” 
instead of “sneakers.” 
e. Multi-word responses that contain the correct response. For example, in 
response to the definition “What’s an animal that gives us milk?” the child 
says “moo cow” instead of “cow.” 
3. It the child responds incorrectly, put a slash (/) through the entire answer key box. 
4. The following responses should be counted as incorrect: 
a. A response that is not listed in the item’s answer key. 
b. A hesitation for 5 seconds. 
c. Repetition of the definition. 
5. The student is not penalized tor imperfect pronunciation due to dialect, articulation, 
or second language inferences. This is a professional judgment issue and should be 
based on the child’s response patterns and/or prior knowledge of his/her speech 
patterns. For example, a child may regularly substitute /w/ for /r/. If that is the case, 
the child would be given full credit for saying “mushwoom” instead of “mushroom.” 
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APPENDIX D 
PNF PARALLEL FORMS 
PN 7 Form 1 
order number item number a parameter estimate B parameter estimate 
1 10 0.5 
-9.56 
2 197 0.5 
-8.15 
3 65 0.5 
-4.97 
4 78 0.5 
-3.81 
5 45 0.5 
-3.11 
6 2 1 
-3.38 
7 85 0.5 
-2.33 
8 218 0.5 
-2.13 
9 231 1 
-1.76 
10 148 1 
-1.68 
11 172 1.5 
-1.09 
12 105 1.5 
-2.3 
13 189 1.5 
-1.04 
14 12 1.5 
-1.84 
15 8 1.5 
-1.66 
16 118 1.5 
-1.66 
17 121 1.5 
-1.42 
18 138 1.5 
-1.28 
19 247 1.5 
-1.15 
20 182 1.5 0.93 
21 229 1.5 -0.73 
22 202 1.5 
-0.68 
23 115 1 
-1.46 
24 158 1 
-1.33 
25 100 1 
-1.27 
26 15 1 
-1.09 
27 98 1 
-0.97 
28 199 1 
-0.97 
29 104 1 
-0.67 
30 222 1 
-0.57 
31 141 1 
-0.52 
32 136 1.5 0 
33 119 1 
-0.48 
34 66 1 
-0.25 
35 106 1 
-0.21 
36 49 1 0.15 
37 130 1 0.19 
38 135 1 0.23 
39 44 1 0.5 
40 83 1 0.66 
41 183 1 0.93 
42 228 1 2.24 
43 161 0.5 
-1.11 
44 89 0.5 3.34 
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PNF Form 2 
order number item number a parameter estimate 13 parameter estimate 
1 42 0.5 
-9.56 
2 244 0.5 
-8.15 
3 201 0.5 
-4.97 
4 165 0.5 -4.14 
5 196 0.5 
-3.23 
6 198 1 
-3.36 
7 220 0.5 
-2.75 
8 144 0.5 
-1.86 
9 114 1 
-1.84 
10 127 1 
-1.53 
11 41 1.5 
-2.45 
12 62 1.5 -1.94 
13 237 1.5 
-2.17 
14 73 1.5 
-1.84 
15 216 1.5 
-1.66 
16 5 1.5 
-1.42 
17 128 1.5 
-1.35 
18 51 1.5 
-1.04 
19 248 1.5 
-1.15 
20 166 1.5 
-0.82 
21 203 1.5 
-0.59 
22 67 1.5 
-0.64 
23 18 1 
-1.46 
24 20 1 
-1.39 
25 214 1 
-1.2 
26 139 1 
-1.27 
27 133 1 
-1.09 
28 176 1 
-0.76 
29 156 1 
-0.92 
30 53 1 
-0.62 
31 215 1 
-0.52 
32 221 1.5 
-0.47 
33 192 1.5 0 
34 77 1 
-0.43 
35 238 1 0.03 
36 211 1 
-0.21 
37 174 1 0.15 
38 19 1 0.42 
39 56 1 0.31 
40 167 1 0.58 
41 111 1 1.3 
42 223 1 1.05 
43 88 0.5 
-9.6 
44 170 0.5 3.13 
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PNF Form 3 
order number item number a parameter estimate B parameter estimate 
1 108 0.5 
-9.56 
2 87 0.5 
-7.31 
3 32 0.5 
-4.74 
4 245 0.5 
-4.32 
5 36 0.5 
-3.32 
6 147 1 
-3.63 
7 235 0.5 
-2.75 
8 173 0.5 
-1.86 
9 184 1 
-2.01 
10 243 1 
-1.68 
11 102 1.5 
-2.45 
12 240 1.5 
-2.05 
13 236 1.5 
-2.61 
14 33 1.5 
-1.75 
15 234 1.5 
-1.66 
16 12 1.5 
-1.84 
17 128 1.5 
-1.35 
18 39 1.5 
-1.09 
19 121 1.5 
-1.42 
20 107 1.5 
-0.77 
21 9 1.5 
-0.59 
22 182 1.5 
-0.93 
23 206 1 
-1.39 
24 101 1 
-1.2 
25 115 1 
-1.46 
26 154 1 
-1.09 
27 239 1 
-0.82 
28 15 1 
-1.09 
29 84 1 
-0.57 
30 217 1 
-0.52 
31 80 1.5 
-0.35 
32 162 1.5 0.02 
33 104 1 
-0.67 
34 242 1 
-0.34 
35 22 1 
-0.04 
36 119 1 
-0.48 
37 54 1 0.19 
38 143 1 0.31 
39 49 1 0.15 
40 71 1 0.62 
41 26 1 1.21 
42 44 1 0.5 
43 82 0.5 
-0.73 
44 208 0.5 2.93 
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PNF Form 4 
order number item number a parameter estimate B parameter estimate 
1 126 0.5 -9.56 
2 7 0.5 -6.71 
3 74 0.5 -4.74 
4 34 0.5 -4.32 
5 112 0.5 -3.51 
6 169 1 
-3.95 
7 190 1 
-3.17 
8 212 0.5 -1.86 
9 120 1 -2.01 
10 194 1 
-1.53 
11 105 1.5 
-2.3 
12 60 1.5 -1.94 
13 102 1.5 -2.45 
14 8 1.5 -1.66 
15 234 1.5 
-1.66 
16 12 1.5 -1.84 
17 226 1.5 -1.5 
18 138 1.5 
-1.28 
19 172 1.5 
-1.09 
20 46 1.5 
-1.28 
21 229 1.5 
-0.73 
22 37 1.5 
-0.59 
23 107 1.5 
-0.77 
24 158 1 
-1.33 
25 163 1 
-1.2 
26 206 1 
-1.39 
27 98 1 
-0.97 
28 48 1 
-0.76 
29 154 1 
-1.09 
30 222 1 
-0.57 
31 84 1 
-0.57 
32 30 1.5 
-0.31 
33 63 1.5 0.06 
34 66 1 
-0.25 
35 92 1 0.03 
36 242 1 
-0.34 
37 174 1 0.15 
38 4 1 0.38 
39 54 1 0.19 
40 83 1 0.66 
41 95 1 1.21 
42 71 1 0.62 
43 14 0.5 
-0.66 
44 97 0.5 2.84 
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PNF Form 5 
order number item number a parameter estimate B parameter estimate 
1 140 0.5 
-9.56 
2 124 0.5 
-6.24 
3 168 0.5 
-4.74 
4 3 0.5 
-4.32 
5 159 0.5 
-3.81 
6 125 1 
-3.95 
7 195 1 
-3.17 
8 185 0.5 
-1.86 
9 31 1 
-2.01 
10 94 1 
-1.6 
11 137 1.5 
-2.17 
12 86 1.5 
-1.94 
13 41 1.5 
-2.45 
14 118 1.5 
-1.66 
15 73 1.5 
-1.84 
16 226 1.5 
-1.5 
17 247 1.5 
-1.15 
18 189 1.5 
-1.04 
19 128 1.5 
-1.35 
20 202 1.5 
-0.68 
21 150 1.5 
-0.55 
22 166 1.5 
-0.82 
23 21 1 
-1.46 
24 100 1 
-1.27 
25 225 1 
-1.14 
26 20 1 
-1.39 
27 199 1 
-0.97 
28 113 1 
-0.71 
29 133 1 
-1.09 
30 141 1 
-0.52 
31 84 1 
-0.57 
32 110 1.5 
-0.28 
33 122 1.5 0.06 
34 106 1 
-0.21 
35 254 1 0.07 
36 77 1 
-0.43 
37 135 1 0.23 
38 23 1 0.46 
39 174 1 0.15 
40 183 1 0.93 
41 57 1 1.47 
42 167 1 0.58 
43 205 0.5 
-0.66 
44 180 0.5 2.66 
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PNF Form 6 
order number item number a parameter estimate B parameter estimate 
1 151 0.5 
-9.56 
2 142 0.5 
-6.24 
3 219 0.5 
-5.86 
4 40 0.5 
-4.52 
5 178 0.5 
-3.37 
6 64 1 
-3.95 
7 246 1 
-3.17 
8 193 0.5 
-1.6 
9 17 1 
-1.76 
10 148 1 
-1.68 
11 237 1.5 
-2.17 
12 236 1.5 
-2.61 
13 240 1.5 
-2.05 
14 216 1.5 
-1.66 
15 12 1.5 
-1.84 
16 234 1.5 
-1.66 
17 248 1.5 
-1.15 
18 121 1.5 
-1.42 
19 39 1.5 
-1.09 
20 67 1.5 ^ -0.64 
21 182 1.5 
-0.93 
22 9 1.5 
-0.59 
23 139 1 
-1.27 
24 115 1 
-1.46 
25 101 1 
-1.2 
26 156 1 
-0.92 
27 15 1 
-1.09 
28 239 1 
-0.82 
29 215 1 
-0.52 
30 104 1 
-0.67 
31 217 1 
-0.52 
32 188 1.5 
-0.28 
33 25 1.5 0.09 
34 211 1 
-0.21 
35 119 1 
-0.48 
36 22 1 
-0.04 
37 56 1 0.31 
38 49 1 0.15 ^ 
39 143 1 0.31 
40 223 1 1.05 
41 44 1 0.5 
42 26 1 1.21 
43 99 0.5 
-0.23 
44 152 0.5 2.58 
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PNF Form 7 
order number item number a parameter estimate B parameter estimate 
1 164 0.5 
-9.56 
2 50 0.5 
-6.24 
3 6 0.5 
-5.52 
4 252 0.5 
-4.74 
5 134 0.5 
-3.23 
6 69 1 
-3.38 
7 157 0.5 
-2.53 
8 173 0.5 
-1.86 
9 224 1 
-1.92 
10 253 1 
-1.53 
11 240 1.5 
-2.05 
12 41 1.5 
-2.45 
13 86 1.5 
-1.94 
14 234 1.5 
-1.66 
15 73 1.5 
-1.84 
16 103 1.5 
-1.42 
17 39 1.5 
-1.09 
18 128 1.5 
-1.35 
19 189 1.5 
-1.04 
20 9 1.5 
-0.59 
21 67 1.5 
-0.64 
22 37 1.5 
-0.59 
23 21 1 
-1.46 
24 101 1 
-1.2 
25 20 1 
-1.39 
26 225 1 
-1.14 
27 239 1 
-0.82 
28 133 1 
-1.09 
29 113 1 
-0.71 
30 217 1 
-0.52 
31 53 1 
-0.62 
32 123 1.5 
-0.13 
33 90 1.5 0.24 
34 22 1 -0.04 
35 77 1 
-0.43 
36 254 1 0.07 
37 143 1 0.31 
38 174 1 0.15 
39 23 1 0.46 
40 26 1 1.21 
41 167 1 0.58 
42 57 1 1.47 
43 96 0.5 0.17 
44 170 0.5 3.13 
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PNF Form 8 
order number item number a parameter estimate B parameter estimate 
1 227 0.5 
-9.56 
2 209 0.5 
-7.31 
3 76 0.5 
-5.52 
4 210 0.5 
-4.74 
5 159 0.5 
-3.65 
6 93 1 
-3.38 
7 70 0.5 
-2.33 
8 144 0.5 
-1.86 
9 145 1 
-2.01 
10 59 1 
-1.53 
11 60 1.5 
-1.94 
12 102 1.5 
-2.45 
13 62 1.5 
-1.94 
14 207 1.5 
-1.58 
15 33 1.5 
-1.75 
16 226 1.5 
-1.5 
17 5 1.5 
-1.42 
18 172 1.5 
-1.09 
19 46 1.5 
-1.28 
20 51 1.5 
-1.04 
21 37 1.5 
-0.59 
22 107 1.5 
-0.77 
23 203 1.5 
-0.59 
24 18 1 
-1.46 
25 163 1 
-1.2 
26 206 1 
-1.39 
27 214 1 
-1.2 
28 48 1 
-0.76 
29 154 1 
-1.09 
30 176 1 
-0.76 
31 84 1 
-0.57 
32 250 1.5 
-0.13 
33 24 1.5 0.27 
34 238 1 0.03 
35 242 1 
-0.34 
36 238 1 0.03 
37 4 1 0.38 
38 54 1 0.19 
39 19 1 0.42 
40 95 1 1.21 
41 71 1 0.62 
42 111 1 1.3 
43 35 0.5 0.44 
44 208 0.5 2.93 
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PNF Form 9 
order number item number a parameter estimate B parameter estimate 
1 75 0.5 
-8.15 
2 68 0.5 
-7.31 
3 171 0.5 
-5.52 
4 204 0.5 
-4.74 
5 233 0.5 
-3.11 
6 181 1 
-3.17 
7 132 0.5 
-2.43 
8 218 0.5 
-2.13 
9 52 1 
-2.01 
10 194 1 
-1.53 
11 62 1.5 
-1.94 
12 237 1.5 
-2.17 
13 60 1.5 
-1.94 
14 216 1.5 
-1.66 
15 207 1.5 
-1.58 
16 5 1.5 
-1.42 
17 226 1.5 
-1.5 
18 51 1.5 
-1.04 
19 248 1.5 
-1.15 
20 172 1.5 -1.09 
21 203 1.5 
-0.59 
22 67 1.5 
-0.64 
23 37 1.5 
-0.59 
24 18 1 
-1.46 
25 214 1 
-1.2 
26 139 1 
-1.27 
27 163 1 
-1.2 
28 176 1 
-0.76 
29 156 1 
-0.92 
30 48 1 
-0.76 
31 215 1 
-0.52 
32 177 1.5 -0.07 
33 72 1.5 0.27 
34 238 1 0.03 
35 211 1 
-0.21 
36 92 1 0.03 
37 19 1 0.42 
38 56 1 0.31 
39 4 1 0.38 
40 111 1 1.3 
41 223 1 1.05 
42 95 1 1.21 
43 230 0.5 0.72 
44 89 0.5 3.43 
108 
PNF Form 10 
order number item number a parameter estimate 13 parameter estimate 
1 116 0.5 
-8.15 
2 241 0.5 
-8.15 
3 249 0.5 
-5.52 
4 187 0.5 
-4.74 
5 16 0.5 
-3.11 
6 129 1 
-3.38 
7 146 0.5 
-2.98 
8 212 0.5 
-1.86 
9 91 1 
-1.68 
10 243 1 
-1.68 
11 86 1.5 
-1.94 
12 137 1.5 
-2.17 
13 105 1.5 
-2.3 
14 118 1.5 
-1.66 
15 8 1.5 
-1.66 
16 103 1.5 
-1.5 
17 189 1.5 
-1.04 
18 247 1.5 
-1.15 
19 138 1.5 
-1.28 
20 150 1.5 
-0.55 
21 202 1.5 
-0.68 
22 229 1.5 
-0.73 
23 21 1 
-1.46 
24 225 1 
-1.14 
25 100 1 
-1.27 
26 158 1 
-1.33 
27 113 1 
-1.09 
28 199 1 
-0.97 
29 98 1 
-0.97 
30 141 1 
-0.52 
31 222 1 
-0.57 
32 79 1.5 0 
33 117 1.5 0.42 
34 254 1 0.07 
35 106 1 
-0.21 
36 66 1 
-0.25 
37 23 1 0.46 
38 135 1 0.23 
39 130 1 0.19 
40 57 1 1.47 
41 183 1 0.93 
42 83 1 0.66 
43 131 0.5 1.06 
44 97 0.5 2.84 
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APPENDIX E 
RDF PARALLEL FORMS 
RNF Form 1 
order number item number a parameter estimate B parameter estimate 
1 80 0.5 
-7.31 
2 86 0.5 -3.74 
3 72 0.5 -3.14 
4 149 0.5 
-2.28 
5 23 1 
-1.95 
6 66 1 
-1.72 
7 160 1 
-0.91 
8 126 0.5 
-0.62 
9 188 1 
-0.86 
10 231 1 
-0.75 
11 156 1 
-0.43 
12 115 1 
-0.33 
13 122 1 
-0.07 
14 241 1.5 
-0.89 
15 109 1.5 
-0.46 
16 222 1.5 0.06 
17 110 1.5 0.11 
18 117 1.5 0.36 
19 246 1 0.03 
20 237 1 0.51 
21 93 1 0.73 
22 92 1 0.85 
23 144 1 1.37 
24 14 1 1.94 
25 75 1 2.38 
26 261 1 2.51 
27 260 0.5 0.09 
28 209 0.5 1.3 
29 77 0.5 4.58 
30 136 0.5 7.79 
110 
RNF Form 2 
order number item number a parameter estimate B parameter estimate 
1 85 0.5 
-6.23 
2 155 0.5 
-4.7 
3 128 0.5 
-3.43 
4 5 0.5 
-2.06 
5 87 1 
-2.73 
6 44 1 
-1.58 
7 82 1 
-1.08 
8 180 0.5 
-0.35 
9 76 1 
-0.75 
10 52 1 
-0.69 
11 84 1 
-0.43 
12 252 1 
-0.38 
13 177 1 
-0.07 
14 51 1.5 
-0.84 
15 216 1.5 
-0.46 
16 127 1.5 
-0.02 
17 220 1.5 0.11 
18 71 1.5 1.03 
19 142 1.5 1.09 
20 97 1 0.18 
21 29 1 0.62 
22 42 1 0.91 
23 201 1.5 2.01 
24 250 1 1.58 
25 131 1 2.38 
26 98 0.5 0.18 
27 89 0.5 1.2 
28 154 0.5 2.65 
29 223 0.5 4.58 
30 137 0.5 6.95 
Ill 
RNF Form 3 
order number item number a parameter estimate B parameter estimate 
1 132 0.5 
-5.84 
2 49 0.5 
-3.91 
3 141 0.5 
-3.74 
4 46 0.5 
-1.96 
5 3 1 
-2.5 
6 60 1 
-1.58 
7 50 1 
-1.02 
8 235 1 
-0.98 
9 99 0.5 
-0.27 
10 162 1 
-0.69 
11 41 1 
-0.43 
12 114 1 
-0.38 
13 25 1 
-0.02 
14 146 1.5 
-0.67 
15 244 1.5 
-0.38 
16 65 1.5 
-0.06 
17 202 1.5 0.02 
18 37 1.5 0.19 
19 198 1.5 1.03 
20 62 1 0.24 
21 101 1 0.56 
22 153 1 0.91 
23 81 1 1.37 
24 213 1 1.76 
25 18 1 2.26 
26 224 0.5 0.27 
27 139 0.5 1.01 
28 121 0.5 1.93 
29 163 0.5 4.85 
30 178 0.5 6.34 
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RNF Form 4 
order number item number a parameter estimate B parameter estimate 
1 140 0.5 
-5.84 
2 94 0.5 
-4.28 
3 30 0.5 
-3 
4 16 0.5 
-1.36 
5 129 1 
-2.2 
6 189 1 
-1.58 
7 61 1 
-1.02 
8 4 0.5 
-0.8 
9 161 1 
-0.86 
10 179 1 
-0.69 
11 9 1 
-0.43 
12 255 1 
-0.43 
13 190 1.5 
-0.63 
14 195 1.5 
-0.18 
15 127 1.5 
-0.02 
16 151 1.5 0.02 
17 2 1.5 0.31 
18 34 1.5 0.44 
19 71 1.5 1.03 
20 55 1 0.34 
21 243 1 0.73 
22 7 1 1.03 
23 112 1 1.52 
24 166 1 1.85 
25 249 1 2.51 
26 225 0.5 0.27 
27 133 0.5 1.01 
28 236 0.5 2.92 
29 193 0.5 3.55 
30 43 0.5 5.87 
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RNF Form 5 
order number item number a parameter estimate ft parameter estimate 
1 74 0.5 
-5.21 
2 173 0.5 
-4.7 
3 197 0.5 
-2.39 
4 53 0.5 
-1.08 
5 129 1 
-2.11 
6 1 1 
-1.45 
7 73 1 
-1.02 
8 32 0.5 
-0.71 
9 208 1 
-0.8 
10 38 1 
-0.64 
11 212 1 
-0.48 
12 229 1 
-0.43 
13 241 1.5 
-0.89 
14 217 1.5 
-0.63 
15 170 1.5 -0.14 
16 220 1.5 0.11 
17 148 1.5 0.31 
18 187 1.5 0.87 
19 247 1.5 1.21 
20 218 1 0.34 
21 59 1 0.85 
22 253 1 1.03 
23 219 1 1.52 
24 234 1 1.85 
25 35 1 2.65 
26 106 0.5 0.36 
27 227 0.5 1.82 
28 10 0.5 2.27 
29 242 0.5 3.55 
30 196 0.5 4.85 
RNF Form 6 
order number item number a parameter estimate B parameter estimate 
1 80 0.5 
-7.31 
2 91 0.5 -4.94 
3 104 0.5 
-3.28 
4 26 0.5 
-2.17 
5 15 1 
-2.03 
6 12 1 
-1.2 
7 33 1 
-0.97 
8 64 0.5 
-0.62 
9 175 1 
-1.07 
10 157 1 
-0.64 
11 251 1 
-0.54 
12 200 1 
-0.43 
13 51 1.5 
-0.84 
14 102 1.5 
-0.5 
15 201 1.5 
-0.14 
16 110 1.5 0.11 
17 54 1.5 0.36 
18 262 1.5 0.58 
19 198 1.5 1.03 
20 45 1 0.4 
21 120 1 0.79 
22 79 1 1.1 
23 214 1.5 2.13 
24 124 1 2.04 
25 135 0.5 0.45 
26 83 0.5 1.71 
27 204 0.5 1.93 
28 169 0.5 2.15 
29 107 0.5 3.38 
30 184 0.5 7.79 
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RNF Form 7 
order number item number a parameter estimate B parameter estimate 
1 85 0.5 
-6.23 
9 Z. 69 0.5 -4.09 
3 20 0.5 
-3 
4 95 0.5 -2.06 
5 63 1 -3.82 
6 191 1 -1.14 
7 168 1 -0.97 
8 39 0.5 -0.62 
9 130 1 -0.75 
10 256 1 -0.64 
11 147 1 -0.54 
12 185 1 
-0.33 
13 146 1.5 -0.67 
14 109 1.5 -0.46 
15 65 1.5 -0.06 
16 105 1.5 0.11 
17 37 1.5 0.19 
18 34 1.5 0.44 
19 142 1.5 1.09 
20 78 1 0.34 
21 238 1 0.73 
22 90 1 1.1 
23 248 1 1.3 
24 111 1 2.04 
25 167 1 2.81 
26 57 0.5 0.54 
27 48 0.5 1.71 
28 88 0.5 2.27 
29 230 0.5 3.22 
30 171 0.5 7.79 
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RNF Form 8 
order number item number a parameter estimate 13 parameter estimate 
1 132 0.5 -5.84 
2 8 0.5 
-4.94 
3 19 0.5 
-2.75 
4 203 0.5 
-2.39 
5 183 0.5 
-1.96 
6 181 1 
-1.95 
7 12 1 
-1.2 
8 150 1 
-0.75 
9 165 1 
-0.59 
10 143 1 
-0.54 
11 192 1 
-0.33 
12 190 1.5 
-0.63 
13 216 1.5 
-0.46 
14 151 1.5 0.02 
15 222 1.5 0.06 
16 105 1.5 0.11 
17 2 1.5 0.31 
18 199 1.5 0.4 
19 262 1.5 0.58 
20 257 1 0.24 
21 176 1 0.56 
22 258 1 1.16 
23 232 1 1.37 
24 67 1 2.04 
25 123 0.5 0.82 
26 210 0.5 1.6 
27 47 0.5 1.71 
28 40 0.5 2.27 
29 205 0.5 4.58 
30 28 0.5 6.95 
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RNF Form 9 
order number item number a parameter estimate B parameter estimate 
1 140 0.5 
-5.84 
2 119 0.5 
-5.21 
3 203 0.5 
-2.39 
4 27 0.5 
-1.08 
5 24 1 
-1.79 
6 11 1 
-1.08 
7 145 1 
-0.91 
8 211 0.5 
-0.18 
9 254 1 
-0.86 
10 221 1 
-0.59 
11 21 1 
-0.54 
12 96 1 
-0.23 
13 217 1.5 
-0.63 
14 244 1.5 
-0.38 
15 201 1.5 
-0.14 
16 202 1.5 0.02 
17 54 1.5 0.36 
18 117 1.5 0.36 
19 187 1.5 0.87 
20 108 1 0.45 
21 118 1 0.67 
22 103 1 1.3 
23 125 1 1.59 
24 174 1 1.59 
25 226 1 2.14 
26 172 0.5 0 
27 17 0.5 0.91 
28 152 0.5 3.22 
29 206 0.5 3.38 
30 259 0.5 4.12 
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RNF Form 10 
order number item number a parameter estimate B parameter estimate 
1 74 0.5 
-5.21 
2 116 0.5 
-5.21 
3 68 0.5 
-3.58 
4 138 0.5 
-1.08 
5 58 1 
-1.72 
6 36 1 
-1.08 
7 70 1 
-1.08 
8 158 0.5 0 
9 182 1 
-0.86 
10 228 1 
-0.59 
11 13 1 
-0.54 
12 194 1 
-0.18 
13 102 1.5 
-0.5 
14 195 1.5 
-0.38 
15 170 1.5 
-0.14 
16 148 1.5 0.31 
17 199 1.5 0.4 
18 247 1.5 1.21 
19 246 1 0.03 
20 159 1 0.45 
21 164 1 0.62 
22 186 1 1.3 
23 113 1 1.52 
24 134 1 2.14 
25 233 1 2.26 
26 215 1 2.38 
27 100 0.5 1.01 
28 245 0.5 1.4 
29 240 0.5 2.27 
30 239 0.5 5.87 
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