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This review considers how various computational methods have been applied to explain the changes in
reaction outcome on moving from a molecular to an ionic liquid solvent. Initially, diﬀerent conceptual
approaches to modelling ionic liquids are discussed, followed by a consideration of the limitations and
constraints of these approaches. A series of case studies demonstrating the utility of computational
approaches to explain processes in ionic liquids are considered; some of these address the solubility of
species in ionic liquids while others examine classes of reaction where the outcome in ionic liquids can
be explained through the application of computational approaches. Overall, the utility of computational
methods to explain, and potentially predict, the eﬀect of ionic liquids on reaction outcome is demonstrated.Introduction
Ionic liquids are dened as salts that are molten below 100 C;1
the lower melting points of these liquids arise from the bulky,
charge diﬀuse nature of their ions, most commonly the
cation.2 Ionic liquids can be composed of many diﬀerent
cations and anions; the ions that make up the ionic liquids
discussed in this review are shown in Fig. 1 (including the
abbreviations that will be used throughout). These are repre-
sentative of the types of ions commonly found in these
solvents; pyridinium, tetraalkylammonium and tetralkylphos-
phonium ions are also common.ed to in this review, and their
th Wales, Sydney, NSW 2052, Australia.
l Engineering, University of Nottingham,
. E-mail: anna.cro@nottingham.ac.uk
hemistry 2015Ionic liquids have many properties that make them attractive
alternatives to traditional solvents; negligible vapour pressure3–5
and low ammability,5,6 as well as the prospect of recycling,7 can
make them a safer and more environmentally-friendly option
than volatile organic compounds. Their tuneable nature and
ability to generate reaction outcomes diﬀerent from those seen
in traditional solvents is another factor driving interest in the
use of ionic liquids as solvents for organic reactions.2,8–29 For
such a replacement to be viable, their eﬀect on reaction
outcome needs to be understood and readily predicted, as the
limited understanding of ionic liquid solvent eﬀects is
hindering further applications.30,31
The focus of this review is to introduce computational
simulation techniques, and their underpinning methodologies,
that have been able to provide valuable information in under-
standing the eﬀects of ionic liquids on organic reaction
outcomes, particularly when utilised in the context of experi-
mental data. Computational methodologies have been used
extensively in recent times to complement experimental studies
in the ionic liquid area with a great deal of success. Although
there have been a relatively limited number of studies that
combine both experimental and computational techniques to
understand the eﬀect of ionic liquids on reaction outcome,
there are a wealth of studies that have considered basic prop-
erties of the ionic liquids themselves, providing important
physicochemical data. Due to the size of this emergent eld,
these underpinning studies will not be covered in this focussed
review, except where they are directly related to organic reac-
tions. Such studies include: investigating the existence of ‘nano-
domains’ where the polar and non-polar moieties in the ionic
liquid group together;32–36 the use of mixtures of diﬀerent ionic
liquids;37–40 the eﬀect of using diﬀerent chain lengths on theRSC Adv., 2015, 5, 35709–35729 | 35709
Fig. 2 A representation of the three major conceptual approaches to
computational chemistry used with ionic liquids, along with subsets of
these methods.
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View Article Online(imidazolium) cation of an ionic liquid;41–45 as well as the use of
di-cations.46–48
A number of reviews have been published in recent years
addressing both the technical aspects of computational
approaches used in ionic liquid modelling,49–52 and the experi-
mental work relating to chemical reaction mechanisms.53 A
related review, focussing on the wider issue of chemical reac-
tivity in, and of, ionic liquids, assessed by computational
methods, has recently appeared.54 This review covers applica-
tions where the ionic liquid takes part directly in the reaction,
oen due to the acidic or basic nature of the solvent compo-
nents. A representative example is the involvement of chlor-
oaluminate ionic liquids, where the anion acts in a dual role as
both part of the solvent and as a reagent.2,55,56 The applications
discussed in the current review will consider reactions where
the ionic liquid is acting as a solvent, rather than where the
ionic liquid takes part in the reaction. There will be a particular
focus on the utility of using a combined experimental and
computational approach, when trying to delineate what eﬀect
the various interactions within ionic liquid mixtures have on
reaction outcomes.The major computational approaches and associated
challenges
In addition to the standard computational considerations for
molecular solvents, such as dispersion, p-stacking interactions,
accurate reproduction of specic hydrogen-bonding interac-
tions, and other polar interactions, when modelling ionic
liquids, strong Coulombic forces also play a dominant role.57–59
Another challenge is that individual components will oen have
very diﬀerent electronic distributions, which further adds to the
complexity of the interactions present, as well as introducing
the possibility of selective aggregation of like components.33,60–64
Overall, it is very diﬃcult to accurately describe the subtle
balance of these interactions. This is further complicated by the
nature of computational chemistry, for which assumptions
need to be made in any molecular description. The extent of the
assumptions made is dependent on the theoretical approach
taken, as is the ‘computational cost’ of the method; that is, the
amount of time and the computing resources required. As such,
when modelling an ionic liquid the limitations of the available
approaches must be matched with the information required
from the simulation to arrive at the optimal technique.
When using computational techniques, there are three
major conceptual approaches to treating a molecular system;
these are depicted in Fig. 2. The rst is the use of electronic
structure methods, which try to capture the most detailed view
of a molecular system, short of solving the Schro¨dinger equa-
tion. Ab initio and semi-empirical calculations are highly accu-
rate and reliable, as they are derived directly from quantum-
mechanical principles; the energy is calculated from a wave-
function obtained using approximations of varying quality. As a
result of this, there is generally a high computational cost
associated with these methods and the simulations are
restricted to smaller systems. Density functional theory (DFT),
for which the underlying functionals can be either ‘pure’ or rely35710 | RSC Adv., 2015, 5, 35709–35729on parameterisation (i.e. are semi-empirical), is a good
compromise between eﬃciency and accuracy for modelling
ionic liquid systems. The energy is now expressed in terms of
total electron density and this approach is less computationally
demanding than traditional, good-quality ab initio methods of
similar accuracy. This allowsmuch larger systems to be handled
with reasonable computation times. This is particularly relevant
when modelling ionic liquids as it allows multiple ion pairs to
be modelled; ionic liquids have a complex mixture of short and
long range interactions that can only be accurately captured
through models incorporating multiple ion pairs.40,65,66 One of
the main limitations of standard DFT methods is the lack of
accuracy in describing dispersive interactions, the inclusion of
which has been shown to be important for ionic liquid
systems,49,67–69 and techniques that circumvent this problem
include dispersion-corrected DFT (DFT-D) functionals.
In general, ab initio and DFT methods are used on static
systems, but with recent advances in computing power,
dynamic approaches have been emerging. These ab initio
molecular dynamics (AIMD) approaches include the popular
Car–Parinello Molecular Dynamics (CPMD) methods. Currently
such studies are limited by the size of the system that can be
handled due to the quantity of computational power required,
but provide a wealth of information not captured by static
systems.70–76
Signicant reductions in computational time relative to
AIMD, whilst retaining DFT-level accuracy, can be achieved with
Density Functional Tight Binding (DFTB) calculations,77–79 with
this approach being recently pioneered for ionic liquid
systems.80–83 Here, some parameterisation of the integrals is
used to speed up the calculations, and dispersion corrections in
the DFTB3 method help to describe long-range interactions
with some accuracy. More importantly, this approach scales
well for larger systems, so is able to handle a larger number of
ion pairs for accurate calculations (see below). This is an
emerging methodology that will no doubt be extremely usefulThis journal is © The Royal Society of Chemistry 2015
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View Article Onlinewhen applied to reactive systems that include ionic liquid
solvents.
The second conceptual approach is to use classical, atomistic
molecular dynamics (MD) simulations, that rely on molecular
mechanics (MM) treatments; this approach is valuable in visu-
alising and interpreting the interactions that exist between both
the ions of an ionic liquid and any dissolved solutes, and
between the ions themselves.50,84 The MM treatment considers
whole atoms, rather than the electrons, as discrete units, so is
able to reduce computational time signicantly at the cost of
accuracy for systems where electronic interactions are less
important.84 The electronic properties of each atom are repre-
sented through a force eld that characterises charges, interac-
tions, bonds, angle bending and dihedral rotation using a series
of parameters. Themain factor that determines the accuracy of a
molecular dynamics simulation is the quality of the force eld
that is used. There are currently a relatively limited number of
force elds available that adequately describe all the physical
and chemical properties of a wide range of ionic liquids,85–89with
many being specic for the ionic liquid (or class of ionic liquids)
they are parametrised for (see Table 8 below).
To gain the best of both worlds and utilise both of the above
conceptual frameworks, the hybrid approach of Quantum
Mechanics/Molecular Mechanics (QM/MM) can be used to
describe the core reactive centres using electronic structure (ab
initio, DFT) approaches, with the impact of the ionic liquid
environment described using molecular-mechanics based force
elds.90,91 An alternative approach is to use ReaxFF (reactive force
eld), which has an accuracy similar to semi-empirical calcula-
tions. Here, a specically parameterised force eld is used with a
bond order approach, allowing bond-breaking and bond-making
to be simulated.92 This methodology has been utilised in the
ionic liquid eld for examining carbon dioxide absorption,93 and
may have future applicability for reactions in ionic liquids.
Coarse-grained approaches form the third conceptual model.
These are variations of classical molecular dynamics simula-
tions, where atoms are grouped together into ‘beads’ or ‘grains’.94
These beads are typically parameterised from atomistic MD
simulations, with the concomitant loss of chemical resolution,
but greatly improved calculation times. This methodology has
not yet been utilised for organic reactions in ionic liquids (and
thus will not be described further in this review), but has been
successfully applied to ionic liquids themeselves95,96 and in areas
such as biomass dissolution, where very large molecular systems
need to be considered.97,98 Based on work in the biomolecular
simulation eld,99 coarse-grained methods show signicant
promise for future applications inmultiscale systems, where they
can be combined with atomistic models to look at reactions on
large systems and for the long time-scales that are required for
proper treatment of slowly-diﬀusing ionic liquids.Methodological limitations and
considerations
Currently there is a strong focus on developing accurate and
reliable computational techniques that can precisely model theThis journal is © The Royal Society of Chemistry 2015static and transport properties of ionic liquids. Work in this
area oen involves complex parameterisation for each ion
combination used, and is very computationally demanding.
Other areas are focused on the development of force elds for
use in classical (non-polarisable) molecular dynamics, with an
emphasis on transferability and eﬃciency, at the expense of
accuracy.85 Whilst these methods may not be able to reproduce
the exact transport properties of specic ionic liquids, they can
still be very useful for gaining a basic understanding of what is
happening at the molecular level, and can provide the ration-
alisation needed to complement experimental work. It is argu-
able whether computationally intensive and exact simulations
are always necessary, and the diﬀerent computational
approaches discussed can be useful for certain applications, as
long as the limitations of the technique are taken into account.Ab initio and DFT studies
The primary limitation of ab initio and DFT studies is that they
are computationally ‘expensive’ for systems of more than a few
atoms; that is, they require substantial amounts of computer
time because they generate a detailed electronic description of
the system under study. As such, the primary motivation when
using these methods is on delineating which specic interac-
tions play a governing role in determining ionic liquid proper-
ties and in inuencing reactivity. This information can also be
fed forward into improving force eld parameters. An example
interaction that requires electronic detail is hydrogen bonding,
which is known to be heavily involved in directing a number of
reactions and solvent properties.23,100–103 Such interactions
require a full quantum mechanical treatment, as the nuances
behind them are not always fully captured in molecular
dynamics force elds.68,102,104
Number of ion pairs.Many ab initio and DFT calculations are
performed on single ions or an ion pair due to the computa-
tional expense of these calculations, despite suggestions that
multiple ion pairs are required to generate accurate electronic
descriptions.65,105 The importance of system size has been
highlighted for quantum computational methods, for example
modelling of single and multiple ion pairs of the ionic liquid
[Mmim][Cl] indicated that the calculated dipole moment,
binding energy and partial charges were substantially depen-
dent on the number of ion pairs used in the calculation.106
Considering the variety of short range interactions and long
range Coulombic forces that exist in ionic liquids, it is unsur-
prising than in order to capture the true physical and chemical
properties of the bulk ionic liquid phase, multiple ion pairs
need to be used.
An interesting method that has emerged in recent years is
DFTB.78,79 While there will be a decrease in the accuracy of the
calculations relative to ab initio methods, due to the greatly
improved calculation times it is possible to perform calcula-
tions on multiple ion pairs. In a recent study investigating
protic ionic liquids using DFTB systems containing up to 20 ion
pairs were able to be modelled.80 Another study was able to
model clusters of imidazolium nitrate ionic liquids containing
up to 15 ion pairs using DFTB, and found that the structure andRSC Adv., 2015, 5, 35709–35729 | 35711
Table 1 The mean average deviation (in kJ mol1) of the calculated ion pair binding energies for pyrrolodinium chloride and bistriﬂimide ionic
liquids ([Mmpy]+ and [Empy]+) for a select number of diﬀerent levels of theory, compared with the benchmark MP2/6-311+G(3df,2p) method121
Method
Anion HF PBE B3LYP KMLYP M05-2X SCS-MP2 SOS-MP2
[Cl]a 35.6 1.0 13.6 7.7 0.6 9.1 13.6
[N(SO2CF3)2]
b 43.2 21.5 27.2 3.0 5.1 10.7 16.0
a Values for conguration 1, as reported in the paper.121 b Values for conguration 1 – N, as reported in the paper.121
RSC Advances Review
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 2
6 
M
ar
ch
 2
01
5.
 D
ow
nl
oa
de
d 
on
 2
5/
07
/2
01
7 
12
:4
0:
13
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Onlinestability of the ionic liquids could be accurately modelled using
this technique.83
One further approach to reducing the complexity of
including a number of ion pairs is to utilise a continuum
method (sometimes referred to as implicit solvent method) to
mimic the bulk phase. This is driven by a static dielectric
parameter, and leaves a minimum number of molecules to be
fully calculated. Such continuum models provide a computa-
tionally cheap way to rapidly screen systems by providing the
bulk of the forces to be experienced by the molecules of interest,
but do not allow for specic interactions to be modelled beyond
those explicitly described. For some systems, however, this
approach will be adequate to qualitatively assess the impact of
the ionic liquid on reaction barriers and energies.52,54 Particu-
larly notable is the proprietary COSMO-RS model, which has
been simplied and parameterised to be numerically more
eﬃcient than standard polarisable continuum models and has
proven popular in the ionic liquid eld. However, it has not
been extensively used for reaction mechanism studies, with
only a few examples highlighted in the literature.107,108 Use of
this model has, however, highlighted the diﬀerence in charge
transfer experienced by ions, relative to non-application of a
continuum,109 and this will have an impact on the properties
and solvation of substrates, products and transition states.
In terms of polarisable continuummodels, the General Ionic
Liquid solvation model (SMD-GIL) has recently demonstrated
that small mean unsigned errors can be achieved for solvation
free energies in a range of ionic liquids.110 The utility of this
approach for exploring reaction pathways in more detail has
been shown for the DABCO-enhanced reaction of the [Bmim]+
cation with benzaldehyde,111 and the acid-catalysed hydrolysis
of lignin using standard DFT approaches.112
Method choice. The choice of which computational method
to use has been discussed in a recent review,49 where an
assessment of the advantages and limitations of a range ofTable 2 The interaction energies (in kJ mol1) for [Bmim][Cl], calculated
Method/basis set
B3LYP/6-31G* B3LYP/6-31++G**
Interaction energya 405.86 452.44
a Values for the monoclinic S1 calculations, as reported in the paper.117
35712 | RSC Adv., 2015, 5, 35709–35729diﬀerent DFT methods, and the correlated second-order
Moller–Plesset (MP2) methodology, concluded that the use of
ab initio methods, specically, MP2, rather than DFT methods,
is desirable when performing energy calculations, whilst less
computationally demanding theoretical approaches are most
practical and cost-eﬀective for geometry calculations.68,106,113–120
This is supported by a number of studies that have assessed the
eﬀectiveness of a variety of diﬀerent DFT and ab initiomethods;
one such study calculated the ion-pair binding energies (IPBEs)
of a range of pyrrolidinium based ionic liquids.121 As an
example, Table 1 contains the mean average deviation of the
calculated IPBEs from the benchmark method
(MP2/6-311+G(3df,2p)) for the pyrrolidinium chloride and pyr-
rolidinium bistriimide ionic liquids. As can be seen, there was
a large variation in the calculated IPBEs when using diﬀerent
methods, with the KMLYP and M05-2X methods performing
best. The authors generally concluded that the use of less costly
methods, including the commonly used B3LYP method, was
not suﬃcient to predict accurate ion pair binding energies for
even single ion pairs.121
Calculations of the standard molar enthalpy of formation for
[Bmim][N(CN)2] also highlighted the limitations of DFT
methods; the G3MP2 calculated value of 359.63 kJ mol1 was
much closer to the experimental value of (363.4  2.7) kJ mol1,
when compared to the more poorly performing B3LYP/
6-31+G(d,p) method, which gave a calculated value of
345.5 kJ mol1.113 Further, another investigation found that
B3LYP calculations were suﬃcient to calculate bond length and
angles for [Bmim][Cl] that were in good agreement with X-ray
data, yet calculations of the interaction energies were very
dependent on the method and basis set of choice (Table 2).117
While it can be generally concluded that the use of ab initio
and composite approaches is desirable, as mentioned earlier,
the use of multiple ion pairs is also necessary to model the
nano-scale structure of the bulk phase of ionic liquids. Thisusing a number of diﬀerent methods and basis sets117
B3LYP/6-311++G** HF/6-31+G* MP2/6-31+G*
457.08 376.96 371.21
This journal is © The Royal Society of Chemistry 2015
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View Article Onlineleads to a trade oﬀ between accuracy and system size, as
calculations of multiple ion pairs using either ab initio or DFT
methods are oen too computationally demanding to be prac-
tical. As discussed above, DFTB is a promising alternative that
allows multiple ion pairs to be modelled relatively accurately
with a lowered computational cost relative to traditional ab
initio and DFT methods.
Another interesting approach is the use of DFT-D, which
works by including an additional dispersive term in a standard
DFT functional, so can better describe the weak interactions
that are core to hydrogen bonding and p-interactions. Although
this adds an overhead to calculation time, it has been shown to
produce much improved results,122,123 and such functionals
have been applied with some success, particularly in the ionic
liquid eld.122–125Molecular dynamics simulations
MD simulations provide a balance of accuracy and system size,
where interactions that do not involve electron transfer from
one component to another are to be considered. Underpinning
the accuracy of such simulations are (i) the parameters used to
generate the system, which themselves are oen now based
upon ab initio and DFT calculations, and (ii) the simulation
conditions used.
Generating the structures for the simulations. Before any
dynamic simulations can be completed, it is necessary to obtain
the relevant structure(s) either from X-ray crystal structures or,
more commonly now, using either ab initio or DFT methods.
Generally DFT methods are suﬃcient for the geometry optimi-
sation of ionic liquids,121 but for calculations of atomic point
charges (discussed below) a higher accuracy method is
required;68,85,114 this is an important consideration with respect
to the accurate re-parameterisation of force elds. A commonly
used combination is to perform geometry calculations at the
B3LYP level, followed by Restrained Electrostatic Potential
(RESP) single point charge calculations, using the MP2 level of
theory, to determine the atomic partial charges.42,85,126 Obvi-
ously, there are a number of other methods available, and the
type of theory and size of the basis set used is dependent on the
required accuracy of the calculation. As an example, less accu-
rate methods may be suﬃcient to generate a structure to be
used within a dened force eld, whilst higher levels of theory
would be desirable when the force eld is to be parameterised
with the calculated values.
Atomic partial charge calculations. Given the importance of
electrostatic interactions in ionic liquids, it is essential that theTable 3 The partial charges on the chloride ion of [Mmim][Cl] calculate
Method
MP2, ChelpG MP2, RESP
Chargea 0.77 66 0.78 66
a Average of the diﬀerent conformations. b Where BA ¼ bader analysis.
This journal is © The Royal Society of Chemistry 2015atomic partial charges on the ions are accurately represented.
The main factors that need to be considered are: (i) the method
used to derive the partial charges, (ii) the type and accuracy of
the theoretical approach, and (iii) whether calculations of a
single atom in the gas phase truly represent the partial charge of
the bulk liquid phase.127 For the calculation of partial charges
high accuracy ab initio methods are desirable, yet moderately
sized basis sets can also perform adequately and are oen
compared with larger basis set calculations to validate the
method.116,128
There are two major established methodologies to predict
partial atomic charges; the one-particle density matrix method
and the one-particle electron density method. The one-particle
density matrix approach calculates the atomic partial charge
by comparing the number of electrons residing in the ground
state of a neutral, free atom and the atomic population on the
atom within the molecule. The most commonly used methods
that are based on this scheme are the Mulliken Population
Analysis (MPA),129 Lo¨wdin Population Analysis (LPA)130 and
Natural Population Analysis (NPA)131 methods. While initially
these methods were very popular, they are relatively inaccurate
and considered somewhat dated; most studies now use the
electron density approach.132 In these schemes the atomic
partial charge is calculated by deriving the electrostatic poten-
tial of the system using ab initio methods, followed by tting of
the atomic charges to reproduce this electrostatic potential.
These RESP techniques are now the method of choice in the
calculation of ionic liquid partial charges.127
A comprehensive study compared a number of commonly
used atomic partial charge schemes and assessed their eﬀec-
tiveness.127 The general conclusion was that all themethods had
drawbacks, but the RESP methods performed considerably
better than all of the population analysis schemes. There was
also a surprisingly large variation in the calculated partial
charges between the diﬀerent methods; for example, the partial
charge on the chlorine atom in [Mmim][Cl] varied from the
commonly used value of 1, to as low as 0.63 105 when
calculated by CPMD using the Blo¨chl method; chloride partial
charges calculated using a variety of diﬀerent methods are
shown in Table 3.66,105,133–136
Another study calculated the partial charges on [Bmim][Br]
using RESP, Natural Bonding Orbitals (NBO) and Shared Elec-
tron Number (SEN) methods, and found that the calculated
charges within the imidazolium ring were very dependent on
the method used.137 For example, the charge on the nitrogen
atom adjacent to the butyl chain was calculated to be three
markedly diﬀerent values; +0.07, 0.35 and +0.21; using threed using diﬀerent methods
MP2, BAb BP86, MPA BP86, NPA
0.86 66 0.67 133 0.78 133
RSC Adv., 2015, 5, 35709–35729 | 35713
Table 4 The partial charges on the chloride ion of [Mmim][Cl]
calculated using diﬀerent conformers of a single ion pair
Method Chloride ion charge, in diﬀerent conformers
CCSD/RESPa136 0.75 0.73 0.86 0.80
PBE/Blo¨chla136 0.68 0.63 0.80 0.73
B3LYP/RESPb135 0.723 0.751 0.824 0.662
a Conformers 12, 13, 14 and 15 from the 1C1A cluster from the paper.136
b Conformers 5m, 4m, 44 and top from the paper.135
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View Article Onlinediﬀerent methods. It is clear that when wanting to compare a
number of ionic liquids, using the same method for the partial
charge calculations will at least allow for a degree of internal
consistency within the set.
Most partial charge calculations are currently done using a
single ion in the gas phase, mainly due to the computational
expense of modelling bulk systems; arguments for and against
this approach have been published.76,119,136 Recently, the use of
ionic liquid-based continuum methods has indicated that
signicant improvements can be obtained in the calculated
charges over single ion pairs in the gas phase.109 Many studies
suggest that, due to the presence of short and long range
interactions, multiple ion pairs are required to accurately
model both the electronic environment and the distribution of
ions in ionic liquids.40,65,66,138 This necessity to use multiple ion
pairs is further reinforced by calculations which have demon-
strated that diﬀerent conformers of an ion pair can give
markedly diﬀerent partial charges (Table 4); in other words, the
position of the ions relative to each other aﬀects the resultant
partial charge.135,136 Clearly as the position of the ion aﬀects the
partial charge, having a number of ion pairs is best as it will
allow for a more accurate average partial charge to beTable 5 The calculated and experimentally determined densities (g cm
Ionic liquid Scaled
[Emim][BF4]
a 1.162 142
[Bmim][BF4]
b 1.202,140 1.190 142
[Bmim][N(SO2CF3)2]
b 1.446 140
a Determined at 400 K. b Determined at 300 K.
Table 6 The calculated and experimentally determined self-diﬀusion co
Ionic liquid Scaled
[Bmim][BF4]
a 1.83 140
[Emim][BF4]
b 3.7,142 5.5 149
[Bmim][PF6]
a 0.74 140
[Bmim][N(SO2CF3)2]
a 2.10 140
a Determined at 300 K. b Determined at 298 K.
35714 | RSC Adv., 2015, 5, 35709–35729calculated, and the most accurate representation of the bulk
liquid environment.
Another advantage of using multiple ion pairs is the charge
transfer information that can be obtained from these calcula-
tions; the importance of considering extents of charge transfer
between ions will be discussed further below. The detailed
study mentioned above highlighted the need to use clusters of
ions to represent charge transfer within the ionic liquid, but
also identied issues with this approach due to insuﬃcient
charge tting, as some atoms were being ‘buried’ within the
cluster of ions.127 Despite this, the advantages that ion pair(s)
confer in partial charge calculations, with respect to capture of
charge transfer information, has seen calculations utilising ion
pair(s) becoming more prevalent than those of a single
ion.66,76,105,139–143
Charge scaling. An alternative proposed in order to avoid the
use of cluster calculations is to scale the total ionic charge to
below unity. Scaled charges allow for an extent of charge
transfer between the ions to be taken into account, as well as
mimicking the charge screening that results from the polar-
isability of the electron clouds in the system. While this method
is not ideal, it has been shown to improve the calculated
dynamic properties substantially without any additional
computational cost, and is therefore becoming a very popular
approach.66,76,105,139–151 For example, ionic liquid densities can be
calculated quite accurately using either unscaled (i.e. net ion
charge ¼ 1) or scaled charges (Table 5), yet generally other
dynamic properties such as the self-diﬀusion coeﬃcient (Table
6) and heat of vaporisation (Table 7) are better predicted when
scaled charges are used.
There are two ways in which this method has been used: (i)
by applying a relatively arbitrary scaling factor to the partial
charges (either calculated or directly from the force eld being
used) to match a set of target experimental data;144–151 and (ii) by
determining the reduced charges for a particular anion-cation3) of a number of ionic liquids
Un-scaled Experimental
1.183,152 1.218 152 1.193 152
1.178,153 1.208 154 1.190,155 1.204 156
1.48 87 1.437 157
eﬃcients (107 cm2 s1) of the anion, in a number of ionic liquids
Un-scaled Experimental
1.0,158 0.3,153 0.08 153 1.70 157
0.9,159 2.0,154 0.11 142 4.2 160
1.0 159 0.71 157
2.60 157
This journal is © The Royal Society of Chemistry 2015
Table 7 The calculated and experimentally determined heat of vaporisation (kJ mol1) for a number of diﬀerent ionic liquids
Ionic liquid Scaled Un-scaled Experimental
[Hmim][N(SO2CF3)2]
a 158 147 186 147 149 161
[Emim][BF4]
a 124 142 159,142 75,162 100 162 149 161
[Bmim][BF4]
a 135,142 133 140 161,142 116,162 126 162 141 163
a Determined at 298 K.
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View Article Onlinecombination from quantum calculations of the ion
pair(s).66,76,105,139–143 In the majority of these studies, the trans-
port properties of the ionic liquid are signicantly closer to
experimental values when reduced charges are used. The val-
idity of this method has been supported by a number of
experimental studies, where charge transfer between ions was
reported in studies using X-ray Photoelectron Spectroscopy
(XPS)40,164–166 and Nuclear Magnetic Resonance (NMR) spec-
troscopy.166 It has generally been found that the diﬀerence in
the extent of charge transfer is more marked when changing the
anion, than when changing the cation.76,140 This observation
highlights that when modelling a range of diﬀerent ionic
liquids it might be more important to consider the diﬀerent
charge transfer eﬀects when varying the anion, than when the
cation is varied. Overall, charge scaling is an eﬀective way to
introduce a degree of ‘polarisability’, although it is not as robust
as the use of true polarisable models.167
Number of simulation ion pairs. As mentioned earlier, in
order to accurately capture both short and long-range interac-
tions that exist in the liquid phase a number of ion pairs would
need to be used to simulate the true nature of the bulk ionic
liquid. It is quite widely accepted that the use of multiple ion
pairs is necessary when performing an MD simulation, as
eﬀects such as solvent ordering, the formation of nano-domains
and long-range Coulombic interactions can only be accurately
modelled when a number of ion pairs are used. One study
suggests that the use of 50 ion pairs is adequate for static
properties, whilst 500 are required to accurately model dynamic
properties.168 A separate study on a phosphonium based ionic
liquid found that the results from using either 64 or 512 ion
pairs were quite diﬀerent.144 However, there have also been
studies suggesting that a lower number of ion pairs is suﬃcient
in some cases: a CPMD study on the ionic liquid [Mmim][Cl]
indicated that near-order eﬀects could be captured by using a
smaller number of ion pairs (25, as compared to either 41 or
300), by comparison of the radial distribution functions;133 note
that for this case it was the near-order eﬀects that were well
represented. Overall, considering the complex number of
interactions present in ionic liquids and the computational
power now available, it is recommended that MD simulations
consist of at least 200 ion pairs so that the long-range interac-
tions and any ‘bulk liquid’ eﬀects can be captured, with most
simulations now using an excess of 200 ion pairs.35,42,46,143,144
Force elds. The most commonly used force eld frame-
works are CHARMM,169 AMBER170,171 and OPLS,171,172 with the
major diﬀerence between these force eld frameworks beingThis journal is © The Royal Society of Chemistry 2015the way that the force elds are parameterised. For this reason,
diﬀerent force elds should not be mixed within a simulation.
Force elds can either treat each atom explicitly, known as all
atom (AA) force elds, or can group multiple atoms together
(e.g. carbon and the attached hydrogen atoms in a methyl
group) and treat them implicitly; these are known as united
atom (UA) force elds and are oen used to reduce computation
time.
The OPLS-AA based CL&P85,87–89,173 force eld is one of the
most widely used and transferable force elds for ionic liquids
currently available. As many ionic liquids are based on general
organic moieties, many of the repulsive, angle and bond
parameters could be transferred directly from the OPLS-AA to
the CL&P force eld. However, given the charged nature of ionic
liquids, the focus was on re-parametrisation of the partial
charges and dihedral angles so that ionic liquids were more
accurately described.85 This approach has been very successful,
providing an adequate force eld to be used for modelling a
range of ionic liquids.85,87–89,173 The advantages and limitations
of this framework lie in its transferability: while it can be used
for multiple systems, the ‘generic’ nature of its parameters
meant that a number of approximations were made, reducing
its accuracy in describing specic ionic liquids.
There have been other ionic liquid force elds developed, e.g.
an all atom force eld based on the AMBER force eld for use
with imidazolium based ionic liquids,159 as well as many other
force elds for use with specic ionic liquids. Table 8 lists a
number of the available ionic liquid force elds (although it is
not comprehensive), and includes the force eld framework on
which the developed force eld was based, the cations and
anions contained in the force eld, whether it is an all atom or
united atommodel, whether it is polarisable or non-polarisable,
and for the non-polarisable cases whether the sum of the partial
charges have been scaled below unity or not.
Non-polarisable vs. polarisable force elds. Standard MD
force elds are non-polarisable, meaning that they do not take
into account the uctuations in charge distribution (polar-
isation) experienced by one molecule in response to the
approach of another molecule. When the approaching species
is an ion, this response would be expected to be large, and have
a strong inuence on the dynamic interactions within an ionic
liquid mixture. Despite the lack of inclusion of polarisability,
the standard force elds have been successful at predicting a
number of static quantities, including melting points, and
radial and spatial distribution functions. Dynamic properties of
ionic liquids are not always accurately predicted when usingRSC Adv., 2015, 5, 35709–35729 | 35715
Table 8 Summary of a number of the ionic liquid force ﬁelds that are currently available
Force eld Basis Cations included Anions included Typea Chargesb
CL&P85,87–89,173,197 OPLS-AA Many imidazolium, pyridinium,
ammonium and phosphonium
based cations
Halides, [NO3]
, [N(CN)2]
,
[SO3CF3]
, phosphate, and
alkylsulfate, alkylsulfonate,
uoroalkyluorophoshate and
bis(sulfonyl)imide based anions
AA, non-P Unity
Acevedo et al.162 OPLS-AA 1-Alkyl-3-methylimidazolium and
N-alkylpyridinium cations, choline
[Cl] [NO3]
, [PF6]
, [BF4]
,
[AlCl4]
, [Al2Cl7]
, [SO3CF3]
,
saccarinate and acesulfamate
AA, non-P Unity
LHW AA159,198 AMBER 1-Alkyl-3-methylimidazolium cations [Cl], [BF4]
 and [PF6]
 AA, non-P Unity
LHW UA154 Liu et al. AA159 1-Alkyl-3-methylimidazolium cations [BF4]
 and [PF6]
 UA, non-P Unity
Maginn et al.199 CHARMM Triazolium cations [NO3]
 and [ClO4]
 AA, non-P Unity
Maginn et al.200 CHARMM Pyridinium cations [N(SO2CF3)2]
 AA, non-P Unity
Maginn et al.201 CHARMM [Bmim]+ [PF6]
 AA, non-P Unity
Maginn et al.202 CHARMM [Emim]+ [CH3CH2SO4]
 AA, non-P Unity
Maginn et al.203 CHARMM Hydrazinium based cations [NO3]
 AA, non-P Unity
Ludwig et al.180 CL&P 1-Alkyl-3-methylimidazolium catons [N(SO2CF3)2]
 AA, non-P Unity
Ludwig et al.204 Ludwig et al.180 1-Alkyl-3-methylimidazolium cations [N(SO2CF3)2]
 UA, non-P Unity
Soares et al.205 GROMOS [Bmim]+ [NO3]
 and [PF6]
 UA, non-P Unity
Stassen et al.206 AMBER [Emim]+ [AlCl4]
 AA, non-P Unity
Stassen et al.158 AMBER [Bmim]+ [AlCl4]
 and [BF4]
 AA, non-P Unity
Zhang et al.207 AMBER 1,1,3,3-Tetramethylguanidium Formate, lactate, [ClO4]
,
[SO3CF3]
, [CF3COO]

AA, non-P Unity
Zhang et al.179 AMBER Cyclic guanidium based cations [NO3]
 AA, non-P Unity
Zhang et al.208 AMBER Guanidium cations [Cl], [BF4]
 and [PF6]
 AA, non-P Unity
Zhang et al.209 AMBER Guanidium cations [NO3]
 and [ClO4]
 UA, non-P Unity
Zhang et al.210 AMBER Tetrabutylphosphonium Amino acids AA, non-P Unity
Zhang et al.211 AMBER Phosphonium cations [N(SO2CF3)2]
 AA, non-P Unity
Zhang et al.212 AMBER 1-Allyl-3-methylimidazolium [Cl] AA, non-P Unity
Youngs et al.213 OPLS-AA [Mmim]+ [Cl] AA, non-P Unity
Li et al.214 OPLS-AA 1,1,3,3-Tetramethylguanidium Lactate AA, non-P Unity
Voth et al.215 AMBER [Emim]+ [NO3]
 AA, non-P Unity
Voth et al.94 Yan et al.175 1-Alkyl-3-methylimidazolium cations [NO3]
 UA, non-P Unity
Hu et al.216 AMBER [Emim]+ Lactate UA, non-P Unity
Singh et al.217 AMBER [Emim]+ [CH3COO]
 AA, non-P Unity
Smit et al.218 AMBER and OPLS Triazolium cations [N(SO2CF3)2]
 AA, non-P Unity
Laaksonen et al.219 AMBER and DREIDING Tetraalkylphosphonium cations Chelated orthoborate anions AA, non-P Unity
Chaban et al.142 LHW AA159 [Emim]+ and [Bmim]+ [BF4]
 AA, non-P Scaled
Chaban et al.220 CL&P N-Butylpyridinium [BF4]
, [N(SO2CF3)2]
, [PF6]
,
[N(CN)2]
, [SO3CF3]
 and [Cl]
AA, non-P Scaled
Balasubramanian
et al.150
CL&P [Bmim]+ [PF6]
 AA, non-P Scaled
Balasubramanian
et al.140
CL&P 1-Alkyl-3-methylimidazolium cations [Cl], [BF4]
, [NO3]
, [PF6]
,
[SO3CF3]
 and [N(SO2CF3)2]

AA, non-P Scaled
Han et al.221 CHARMM [Bmim]+ [PF6], [SO3CF3]
, [CF3COO]
,
[C3F7COO]
 and [C4F9SO3]

AA, non-P Scaled
Lisal et al.143,222 CHARMM Chiral imidazolium based cations [Br] AA, non-P Scaled
Youngs et al.151 Youngs et al.213 [Mmim]+ [Cl] AA, non-P Scaled
Economou et al.41 CHARMM 1-Alkyl-3-methylimidazolium cations [N(SO2CF3)2]
 AA, non-P Scaled
Economou et al.223 AMBER and DREIDING [Emim]+ [B(CN)4]
 UA, non-P Scaled
Maginn et al.201 CHARMM [Bmim]+ [PF6]
 AA, non-P Scaled
Smit et al.224 AMBER 1-Alkyl-3-methylimidazolium cations [Cl] UA, non-P Scaled
Liu et al.225 OPLS and AMBER 1-Alkyl-3-methylimidazolium cations [BF4]
, [PF6]
, [SO3CF3]
,
[SO3CH3]
, [CF3COO]
,
[CH3COO]
 and
[N(SO2CF3)2]

UA, non-P Scaled
Holm et al.139 CL&P 1-Alkyl-3-methylimidazolium cations [Cl], [N(CN)2]
 and [SCN] AA, non-P Scaled
Chaban et al.226 CHARMM [Emim]+ Amino acid based anions AA, non-P Scaled
APPLE&P189 Many imidazolium, pyridinium,
ammonium, morpholinium and
phosphonium cations
[PF6]
, [NO3]
, and many
uoroborate, cyano and
bis(sulfonyl)imide
based anions
AA, P —
Wu et al.227 Wu et al.195 1-Alkyl-3-methylimidazolium cations Glycine AA, P —
Wu et al.228 OPLS-AA Guanidium cations [NO3]
 and [ClO4]
 AA, P —
35716 | RSC Adv., 2015, 5, 35709–35729 This journal is © The Royal Society of Chemistry 2015
RSC Advances Review
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 2
6 
M
ar
ch
 2
01
5.
 D
ow
nl
oa
de
d 
on
 2
5/
07
/2
01
7 
12
:4
0:
13
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
Table 8 (Contd. )
Force eld Basis Cations included Anions included Typea Chargesb
Wu et al.195 AMBER [Emim]+ Glycine AA, P —
AMOEBA229 [Mmim]+ [F], [Cl], [BF4]
, [NO3]
 AA, P —
Margulis et al.230 OPLS-AA 1-Methoxyethylpyridinium [N(CN)2]
 AA, P —
Yan et al.175 Voth et al.215 [Emim]+ [NO3]
 AA, P —
Yan et al.181,182 AMBER [Emim]+ [NO3]
 AA, P —
Steinhauser et al.192 AMBER and CL&P [Emim]+ [SO3CF3]
 AA, P —
Yethiraj et al.231 Schmidt et al.232 [Bmim]+ [BF4]
 AA, P —
Johnson et al.93 ReaxFF92 Tetrabutylphosphonium Glycinate ReaxFF —
a Where AA ¼ all atom, UA ¼ united atom, non-P ¼ non-polarisable and P ¼ polarisable. b Indicates whether the sum of the partial charge on each
ion is equal to 1 (unity), or is below 1 (scaled), either through calculation or ‘arbitrary’ scaling.
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View Article Onlinenon-polarisable force elds,152,174–176 and the ne details of the
interactions are likely not always accurately captured,177 high-
lighting some of the limitations of classical MD. As discussed
above, substantial improvement in the calculated properties
has been achieved when the force eld is rened (Tables 5–
7),140,150,178–180 yet many studies conclude that the use of a
polarisable model is required for the accurate representation of
ionic liquids,175,176,181,182 despite the perceived high computa-
tional cost associated with these models.
There are two main types of polarisable models: point
induced dipoles, many of which are based on the Thole
model,183 where a smeared charge distribution is used both on
the atom and on ‘oﬀ atom’ sites; and Drude oscillators, which
mimic dipoles by attaching a xed point charge on an harmonic
spring to each atom location.184 Both methods have had some
success. Studies using point induced dipoles have found that
the calculated transport properties were much closer to exper-
imental values than those calculated using classical MD,175,181,182
and found that long range ordering185 and the formation of ion
cages186 in ionic liquids is important. A recent study calculated a
number of anisotropic ionic polarisabilities, based on the Thole
model, for a wide range of anions and cations, which can be
utilised in MD simulations.187 Recent eﬀorts have also been
made to develop a polarisable force eld, based on the Thole
model, that can be used for a wide range of ionic liquids, known
as the Atomistic Polarisable Potential for Liquids, Electrolytes
and Polymers (APPLE&P) force eld.188–191
There have also been a number of studies that have utilised
the Drude oscillator model;167,192–194 one demonstrated that the
dynamics, dipole moments and dielectric constants are
dependent on the extent of polarisation used when modelling
the ionic liquid [Emim][SO3CF3].192 Another study found that
relatively long lived, heterogeneous ion cages formed within the
ionic liquid.193
Another method, which is becoming more popular, is the
Electronegativity Equalisation Method (EEM) (which can then
be combined with molecular mechanics), where the polar-
isability of a system is mimicked by allowing the atomic partial
charges to uctuate.195,196 Such an approach accounts for
changes in the electrostatic potential of atoms in response toThis journal is © The Royal Society of Chemistry 2015diﬀerent environments, and can also represent hydrogen
bonding interactions.195
The results obtained from polarisable models describe
properties that are important for explaining reactivity, and in
the coming years it is likely that the use of polarisable force
elds will become more widespread in investigating the impact
of ionic liquids on reaction outcome.Case studies: the utility of combining
computational and experimental
approaches
General solubility studies
Solubility studies are important as they highlight some of the
underpinning concepts regarding the use of ionic liquids as
solvents, along with helping to shape our understanding of
ionic liquid mixtures. Having a sound understanding of the
range of interactions and microscopic phenomena within ionic
liquids, and their mixtures with solutes, is necessary before
embarking on any analysis of their eﬀects on reaction outcome.
As will be discussed later, interactions between the ionic liquid
and species along the reaction coordinate (that is, the starting
materials and transition state) are important in directing the
outcome of many reactions.
Ionic liquids have been found to be surprisingly good at
dissolving a range of compounds. Early work examined the
solubility of aromatic compounds, particularly benzene, when
compared to their aliphatic counterparts (for benzene, this is
cyclohexane).177,233–238 A classical molecular dynamics study
concluded that the high solubility of aromatics is due to the
local electrostatic interactions between the ionic liquid
(specically [Mmim][Cl] and [Mmim][PF6] in this case) and the
quadrupole moment of the aromatic species,235 analogous to
cation–p interactions.239 A subsequent study looking at the
solubility of benzene and hexauorobenzene in the ionic liquid
[Mmim][PF6], found that the specic grouping of the ions is
dependent on the orientation of the quadrupole moment; in
benzene, which has a region of electron density above and
below the molecule and positive charge about the equator, the
cations grouped above and below the plane of the solute whilstRSC Adv., 2015, 5, 35709–35729 | 35717
Scheme 1 The methanolysis reaction of the chloride 1 to give the
ether 2. The rate constant was found to vary when the mole fraction of
[Bmim][N(SO2CF3)] in methanol was changed.8,9
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View Article Onlinethe anions were found about the equator. Hexauorobenzene
has an inverted quadrupole moment relative to benzene due to
the electron withdrawing substituents; that is, positive regions
above and below the ring, and electron density about the
equator; resulting in opposite grouping of the ions.233 A similar
molecular dynamics study, looking at a range of uorinated
benzenes, found that when both quadrupole and dipole
moments exist there is an antagonistic eﬀect; the solubility will
be decreased when both exist, with higher solubilities found
when there are solely either quadrupole or dipole moments
within the compound.236
The importance of considering the dipole and quadrupole
moments of solutes was also highlighted when looking at the
solubility of gases in ionic liquids; this area has gained much
attention in recent years, mainly focused around capture and
storage of greenhouse gases.240–243 A classical molecular
dynamics study investigated the solubility of a number of
diﬀerent gases in the ionic liquid [Emim][N(SO2CF3)2]; they
found that both hydrogen sulphide (which has a signicant
dipole moment) and carbon dioxide (no dipole moment but
with a large quadrupole moment), were highly soluble. In
contrast, molecular hydrogen and nitrogen, with no dipole or
quadrupole moments, were much less soluble. This trend was
supported by experimental work, and reinforces the importance
of considering the overall electronic distribution of species
dissolved in ionic liquids.244
It has also been demonstrated that the nature of the cation
and anion is important; a number of experimental and
computational studies on the solubility of carbon dioxide and
sulfur dioxide have generally found that the solubility of the gas
is more dependent on the anion than the cation, and that the
anion-carbon dioxide (and anion-sulfur dioxide245) interactions
reduce the extent of anion-cation interactions within the
mixture.70,116,120,246–249 The anion–solute interactions thus
disrupt the ordering of the ionic liquid components, which
results in a decreased viscosity of the solution and an increase
in the diﬀusion coeﬃcients of both the ionic liquid components
and the dissolved gas.241,242,247,249 This brings about another
important point of reection; considering the balance of ion–
solute and ion–ion interactions within the mixture. In the cases
described here, the balance of these interactions resulted in a
disruption in ordering of the ionic liquid upon dissolution of
the gas.
Another area which has received considerable attention is
the dissolution of lignocellulosic biomass in ionic liquids;
lignocellulosic biomass is dened as any material obtained
from currently or previously living ora, and its dissolution is
an area of increasing interest due to the possibility of utilising
waste materials for energy production and as a source of
aromatic starting materials.250 A number of studies have
demonstrated that lignin, cellulose and other biomass compo-
nents are much more soluble in ionic liquids than traditional
solvents.251–254 A range of computational studies in this area
have sought to understand the role of the anion and cation in
the dissolution process.255,256 A combination of experimental
and DFT studies found that the greater the hydrogen bond
accepting ability of the anion, the greater the solubility of lignin35718 | RSC Adv., 2015, 5, 35709–35729(a highly complex, aromatic species). Interestingly it was found
that there was a subtle balance between the ionic liquid ions
interacting with themselves, and with the biomass components;
increasing the coordinating ability of the anion would result in
an increase in both these interactions.256 An experimental study
found that the nature of the cation also had an eﬀect on lignin
solubility,257 with the importance of p–p interactions between
an aromatic cation and lignin also demonstrated through DFT
calculations.125
For cellulose, a series of classical molecular dynamics
simulations found that the ionic liquid cations interact more
with the non-polar regions of cellulose, whilst the anions
interact with the polar regions.255 The general conclusion of this
study is that the solvation of cellulose is driven by the strong
interaction between the anion and the polar regions of cellu-
lose; this idea is supported by other computational258,259 and
experimental260 studies where it has been concluded that the
anion disrupts the intermolecular forces between the cellulose
polymers, resulting in increased solubility.
Highlighted by the examples above, there are some impor-
tant considerations that become apparent when beginning to
analyse the eﬀects of ionic liquids on reaction outcome. These
include consideration of: interactions between the ionic liquid
and specic sites on the species along the reaction coordinate
based on electronic distribution (such as charged species, and
dipole and quadrupole moments); the competing interactions
between the ions themselves and between ions and any dis-
solved species; the existence of hydrogen bonding interactions,
if any; and disruption of the ordering in the system, whether it
be disruption of the ionic liquid ordering or of any strong
interactions that exist with the reagents. The following discus-
sion will be with reference to, and in the context of, these
points.Studies on reaction outcome
Unimolecular substitution reactions. Ionic liquids have been
investigated with respect to their impact on the outcome of
substitution reactions proceeding through a unimolecular rate
determining step involving a neutral nucleophile; generally,
high mole fractions of ionic liquid slow the reaction down when
compared to polar protic solvents.8,9,16,261,262 An important
example is the reaction between the linalool derivative 1 and
methanol (Scheme 1), the rate constant of which was deter-
mined in mixtures of the ionic liquid [Bmim][N(SO2CF3)2] and
methanol.8This journal is © The Royal Society of Chemistry 2015
Scheme 2 The ﬂuorodediazoniation of the diazonium salt 3 to give
either product 4 due to reaction with the ﬂuoride nucleophile, or
products 5 and 6 due to reaction with the anion of the ionic liquid
either at the nitrogen or at the oxygen, respectively.263
Review RSC Advances
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View Article OnlineIt was found that on addition of a small amount of [Bmim]-
[N(SO2CF3)2] to methanol (cIL ca. 0.02) there was a two-fold
increase in the rate constant. Further increases in the ionic
liquid concentration resulted in a decreased rate constant, and
at cIL 0.72 the rate constant was half that found in methanol.8
These observations were rationalised using activation param-
eter data determined from temperature-dependent kinetic
experiments, molecular dynamics simulations, and by consid-
ering the electrostatic interactions that act to stabilise the
incipient charges in the transition state.9 At low concentrations,
this charge stabilisation results in a faster rate through a
lowering of the enthalpy of activation – an enthalpic benet.
With increasing amounts of ionic liquid there is a degree of
solvent organisation when moving to the transition state,
resulting in a decrease in the entropy of activation – an entropic
cost. At higher concentrations this substantial entropic cost
outweighs the enthalpic benet, causing an overall decrease in
reaction rate. It is interesting to note that in both kinetic16 and
experimental262 studies on unimolecular substitution reactions
that involve less charge localisation in the transition state, the
use of ionic liquids increased the reaction rate relative to
molecular solvents.
Classical molecular dynamics simulations were used to
further investigate the microscopic origin of these eﬀects found
for the reaction shown in Scheme 1. Geometry optimisations
were performed at the B3LYP/6-31G(d) level to obtain the
substrate and intermediate structures, and the simulations
were done using the CL&P force eld. [Mmim][PF6] (an ionic
liquid comparable to [Bmim][N(SO2CF3)2], used because it was
small and tractable) was modelled about both the chloride 1
and the carbocation intermediate of the process. The simula-
tions showed a signicant increase in ordering about the
intermediate, specically organisation of the ionic liquid cation
about the chloride leaving group, and the anion of the ionic
liquid about the carbocation intermediate, when compared to
the non-dissociated species 1.9 This is consistent with the
experimental observations.
It should be noted that the above case involves consideration
of the intermediate in the process, not the transition state, due
to computational limitations in modelling a transition state.
This is not an unreasonable approximation (consider Ham-
mond's postulate), given that how the transition state would
vary between solvents would be hard to model.
A few reports have also examined the eﬀect of ionic liquids
on reactions involving a charged nucleophile;263–266 these
studies all focused on a dediazoniation reaction, where it was
found that the non-nucleophilic anion [N(SO2CF3)2]
 was
reacting in preference to the more nucleophilic halide reagents
(Scheme 2), with the product 6 forming predominantly.
DFT calculations showed that the product 6 was also less
thermodynamically stable, indicating that the selectivity was
kinetically driven.264 Further work265,266 was able to demonstrate
that the apparent ‘increased nucleophilicity’ of [N(SO2CF3)2]
 is
actually a result of a decrease in the relative nucleophilicity of
the halide in the ionic liquid. The charge dense and coordi-
nating halides interact more strongly with the [Bmim]+ cation,
relative to [N(SO2CF3)2]
; as a result there is much more ‘free’This journal is © The Royal Society of Chemistry 2015[N(SO2CF3)2]
 available to react with the aromatic diazonium
salt 3, hence the apparent increase in the nucleophilicity of
[N(SO2CF3)2]
. This concept is supported by a number of
computational105,139,140 and experimental40,166 studies that show
that more coordinating anions will interact more strongly with,
and will have a greater degree of charge transfer to, the cation,
when compared to less coordinating anions. This reinforces the
importance of considering the competing interactions between
the components of the ionic liquid themselves, and the ions
and reagent.
Overall, studies so far on unimolecular substitution
processes have revealed two key points: rstly, the importance
of considering the electrostatic interactions between the ionic
liquid and the charge-separated transition state, leading to the
ionic intermediate. The magnitude of such an interaction has a
marked eﬀect on the reaction rate when compared to molecular
solvents; with studies suggesting that strong intermediate–ionic
liquid interaction can decrease the rate constant,8,9 while less-
ened extents of intermediate–ionic liquid interaction can have a
positive inuence on the rate constant.16,262 Secondly, that
having an understanding of the diﬀerent coordination strength
of the ions in the reaction mixture is essential, as when using a
mixture of ionic species there can be preferential interaction of
ionic components.263–266
Bimolecular substitution reactions. There have also been a
number of investigations into the eﬀect of ionic liquids on the
outcome of substitution reactions that proceed through a single
step. This has included the eﬀect on reactions containing both
charged and neutral electrophiles and/or nucleophiles,
although more attention has been given to those involving
neutral reagents. Investigations into the bimolecular substitu-
tion reaction between benzyl halides 7 (Br and Cl) and pyridine
8 (Scheme 3) found that the rate constant of the reaction
gradually increased as the mole fraction of the ionic liquid
[Bmim][N(SO2CF3)2] in the solvent mixture (with acetonitrile)
was increased,16,19 with both the enthalpy and entropy of acti-
vation increasing when the ionic liquid was added.12,15,16
This trend suggests that there is an increase in disorder on
moving to the transition state, with the increased enthalpy
arising from either stabilisation of the starting materials or
destabilisation of the transition state. Given the high solubility
of aromatic compounds in ionic liquids (as discussed previ-
ously), it was initially suspected that the increased entropy was
due to ordering about the delocalised p systems of reagents 7RSC Adv., 2015, 5, 35709–35729 | 35719
Scheme 3 The bimolecular substitution reaction between benzyl
halide 7 (where X ¼ Cl or Br) and pyridine 8, performed in diﬀerent
mole fractions of [Bmim][N(SO2CF3)] in acetonitrile.12,15,16,19
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View Article Onlineand 8.12 A series of deconvolution and classical molecular
dynamics studies using the CL&P force eld showed that, whilst
there is a signicant cation–quadrupole interaction, the extent
of organisation about the starting material 8 does not change
signicantly with the removal of the delocalised p system.15
Hence, the organisation about the nucleophilic nitrogen centre
in the amine 8 was key as, on moving to the transition state,
interaction with this centre is no longer possible.
In a study on a similar Menschutkin reaction (Scheme 4),267
the eﬀect of a selection of ionic liquids on the rate constant was
found to be comparable to that discussed above. DFT calcula-
tions of a series of single ion pairs, using the B3LYP/
CEP-121G(d,p) level of theory, were used to investigate interac-
tions with the transition state. This study found that the
primary interaction in the transition state was that between the
ionic liquid cation and the halide leaving group.
By considering both of these studies12,15,267 it is clear that
whilst the cation interacts with both the nucleophile starting
material and the anionic leaving group in the transition state,
the trend in the activation parameters indicates that organisa-
tion about, and stabilisation of, the nucleophile is more
substantial, resulting in the signicant entropic benet
responsible for the increased rate constant.14,184
Another aspect that is interesting to consider is the eﬀect
that changing the ionic liquid itself has on reaction outcome.
Whilst many experimental studies have focussed on these, there
is less related computational data.
The eﬀect of changing both the cation and anion on the
substitution reaction between benzyl bromide 7 and pyridine 8
has been investigated in a range of ionic liquids.18,20 An
important outcome when altering the cation was that, when
systemically replacing the imidazolium ring hydrogens with
methyl groups, there was no change in the enthalpy of activa-
tion, indicating that there is no directional interaction between
the ring hydrogens and the nucleophile 8.18 This is supported by
calculations on imidazolium andmethylated imidazolium ionic
liquids,100,103,268 along with other computational studies, sug-
gesting that all the ring hydrogens, as well as the methylene andScheme 4 The bimolecular substitution reaction between benzyl
bromide 7 and N-methylimidazole 10, performed in a range of ionic
liquids.267
35720 | RSC Adv., 2015, 5, 35709–35729methyl protons in the alkyl substituents, are capable of
hydrogen bonding, and therefore methyl substitution has little
eﬀect.102,269
The condensation reaction between 4-methoxybenzaldehyde
12 and hexylamine 13 (Scheme 5) is not a substitution process,
but the rst step involves nucleophilic attack on a carbonyl
centre and, hence, it is mechanistically related to the previous
examples. Further, it is aﬀected by ionic liquids in the same
manner as the substitution case shown in Scheme 3, with a
comparable interaction between the cation and the nitrogen
lone pair on the amine 13 inferred by the enthalpic benet and
entropic cost on moving to the ionic solvent.21 This case was
more aﬀected by modication of the ionic liquid cation; this
was rationalised by the fact that, due to the less bulky nature of
the nucleophile 13 when compared to the more rigid pyridine 8,
the nucleophile can better access the charged cationic centre.
An interesting result from this work was that the extent of
cation–nucleophile interaction could be controlled in a
systematic fashion by varying the nature of both the cation21
and anion.270 Generally the more accessible and charge dense
the cation, and the lower the coordinating ability of the anion,
the larger the associated enthalpy and entropy of activation.21,270
A more subtle observation was that the enthalpy of activation
was slightly less for [Bm2im][N(SO2CF3)2] than [Bmim]-
[N(SO2CF3)2], due to the steric bulk of the methyl group inhib-
iting access to the charged centre. Yet the entropy of activation
was the same for both ionic liquids, rather than [Bmim]-
[N(SO2CF3)2] being higher as would be expected.
These results can be explained by the numerous computa-
tional studies on [Bmim]+ and [Bm2im]
+ based systems, aimed
at explaining the anomalous melting points and viscosities
found for [Bm2im]
+ ionic liquids.100,101,103,268,271,272 Methyl
substitution at the C2 position was anticipated to decrease the
extent of hydrogen bonding in the ionic liquid, causing a
decrease in the melting point and viscosity. Yet [Bm2im]
+ ionic
liquids have higher melting points and viscosities than their
[Bmim]+ counterparts.101,271,272 A number of quantum chemical
calculations (B3LYP and MP2) of clusters of ionic liquids found
that the C2-methylated systems have fewer stable congura-
tions than their protonated versions, with larger energy diﬀer-
ences between the stable conformers when compared to the
protonated cases. This restricts movement of the anion and
results in the observed increased viscosities and melting points,
as there is an increase in ordering of the system.100,103,268 The
main conclusion from these studies is that entropy is more
signicant for the C2 methylated ionic liquids than for the
corresponding unsubstituted cases.Scheme 5 The condensation reaction between 4-methoxy-
benzaldehyde 12 and hexylamine 13, performed in a range of diﬀerent
ionic liquids where the charge accessibility and density of the cation,
and the coordinating ability of the anion, was varied.21,270
This journal is © The Royal Society of Chemistry 2015
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View Article OnlineLinking this back to the condensation reaction discussed
above, the similar entropies can now be explained by the
increased solvent ordering in [Bm2im][N(SO2CF3)2], compared
to [Bmim][N(SO2CF3)2]. Ordering within the [Bm2im]-
[N(SO2CF3)2] solvent shell about the nucleophile 13 will be more
substantial than expected if only considering the ordering
caused by cation–nucleophile interaction. When moving to the
transition state, where the cation will move away from the
nucleophile, the ordering within this solvent shell will be dis-
rupted signicantly. This change in ordering is greater than
what would be expected if only considering the extent of cation–
nucleophile interaction, resulting in the entropies of activation
for [Bm2im][N(SO2CF3)2] and [Bmim][N(SO2CF3)2] being
comparable.
There have also been studies on bimolecular substitution
processes that involve charged reagents; of particular interest
here is the reaction of methyl p-nitrobenzenesulfonate 15 with a
number of charged nucleophiles, which has been investigated
both experimentally25,273–275 and computationally.276 When per-
formed in molecular solvents this process can proceed through
either the discrete anion, where the nucleophile is not coordi-
nated to a counterion, or as an ion pair when a higher reagent
concentration is used.277 When using an ionic liquid solvent it
was found that the reaction proceeded faster than when in the
highly polar, protic hexauoropropan-2-ol but slower than the
relatively non-polar solvent dichloromethane. The activation
parameters for the reaction with a chloride anion (Scheme 6)
were determined in a number of ionic liquids, and compared
with both the ion pairing and discrete anion mechanism in
dichloromethane to gain an understanding of the microscopic
origin of this eﬀect.25
It was found that the entropy of activation for the ionic liquid
cases was close to that of the free ion in dichloromethane, while
the enthalpy of activation more closely resembled the ion
pairing mechanism.25 A QM/MM study276 investigated this
reaction further in [Bmim][PF6], and found that the [Bmim]
+
cations are strongly associated with the chloride nucleophile;
such an interaction would stabilise the nucleophile and intro-
duce an enthalpic cost, resulting in an enthalpy of activation
comparable to the ion pairing mechanism, as an ion will need
to be ‘removed’ from the nucleophile for the reaction to
proceed. It was also suggested that there is a hydrogen-bonding
interaction between the ionic liquid cation and [Cl];276 this
idea is supported by the experimental work that found that theScheme 6 The reaction of p-nitrobenzenesulfonate 15 with chloride
to give the product 16, performed in a number of molecular solvents
and ionic liquids.25,273,276
This journal is © The Royal Society of Chemistry 2015rate constant increased as the hydrogen bond donor ability of
the cation decreased.25 Further, the computational study sug-
gested that this interaction was entropically favourable as the
[Bmim]+–[Cl] distance increased on moving to the transition
state, yet this was oﬀset by interaction between [Bmim]+ and the
leaving group in the transition state, resulting in the entropy of
activation more closely resembling that of the free ion in
dichloromethane. In other words, the entropic benet will be
minimal as the ionic liquid cation can interact with both the
charged nucleophile and the charge separated transition state.
For these bimolecular processes the importance of the extent
of electrostatic interactions between the ionic liquid compo-
nents and the species along the reaction coordinate, as seen for
the unimolecular case, is once again demonstrated. Interest-
ingly, the combination of experimental and computational
work has provided signicant insight into the subtle interac-
tions between the ionic liquid and the reagents' lone pair, and
the eﬀect that ordering within the ionic liquid itself can have on
reaction outcome. Importantly, when using a neutral nucleo-
phile use of an ionic liquid resulted in an entropically driven
rate increase, yet when using a charged nucleophile the
enthalpic barrier for the process was higher due to the strong
interactions with the charged nucleophile. Further, for the
charged nucleophile cases there was signicant interaction
between the ionic liquid and the more charge-separated tran-
sition state, resulting in any entropic eﬀects being minimal.
Cyclisation. The cyclisation of the merocyanine 17 to the
spiroxazine 18 (Scheme 7) proceeds through an intramolecular
nucleophilic attack of a phenoxide onto an iminium moiety.
This can be compared to the condensation case discussed above
and is a slightly unusual example of a nucleophilic 1,2-addition.
This reaction was found to proceed slower in a number of ionic
liquids, compared to molecular solvents.278,279
Whilst it generally appears that the decreased rate is due to
an increased enthalpy of activation, partially oﬀset by an
increased entropy of activation, when compared to polar aprotic
molecular solvents, no uncertainties in the data were reported
and the activation parameters covered a large range of values for
diﬀerent ionic liquids.278 They also noted that the observed
eﬀects could not be correlated with any measured solvent
parameters. Through a combined UV-Vis and computational
(ab initio and DFT) approach on a related system, it was sug-
gested that the nature of both the cation280 and the anion281
played a role. It was found that the ionic liquid cation could
interact with the phenolate oxygen, stabilising the derivative ofScheme 7 Cyclisation of the merocyanine 17 to give the spiroxazine
18.278–281
RSC Adv., 2015, 5, 35709–35729 | 35721
RSC Advances Review
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 2
6 
M
ar
ch
 2
01
5.
 D
ow
nl
oa
de
d 
on
 2
5/
07
/2
01
7 
12
:4
0:
13
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online17 and shiing the equilibrium position to the le.280 Consid-
ering this cation–phenolate interaction, and the increased
enthalpy and entropy of activation for the reaction in Scheme 7
when using an ionic liquid, it is likely that there is a similar
eﬀect to that discussed above for the bimolecular substitution
cases. Interaction between the cation and the phenolate on 17
would stabilise this reagent, decreasing its nucleophilicity and
hence increase the enthalpic barrier for the reaction. Whilst
there is an entropic benet associated with such an interaction,
due to the increased disorder on moving to the transition state
and considering that the rate constant is decreased relative to
molecular solvents, the entropic advantage for this reaction is
not suﬃcient to oﬀset the enthalpic cost (in contrast to what
was seen for the reactions in Schemes 3–5, and again empha-
sises the importance of the balance of these interactions).
Nucleophilic aromatic substitution reactions. Nucleophilic
aromatic substitution reactions are of particular interest given the
high solubility of aromatic compounds in ionic liquids; as strong
interactions between the quadrupole moment of the electrophile
and the ionic liquid might be expected in these cases.
The ethanolysis of 1-uoro-2,4-dinitrobenzene 19 (Scheme 8)
was conducted in ethanol and the ionic liquid [Bmim]-
[N(SO2CF3)2] (cIL ca. 0.5) across a range of temperatures to allow
the activation parameters to be determined. When using the
ionic liquid, there was a small enthalpic cost that was oﬀset by a
more substantial entropic benet when compared to ethanol,
with an overall increase in the rate constant.14
Molecular dynamics simulations, using the CL&P force eld
for the ionic liquid components, were performed on the starting
material 19 and the corresponding Meisenheimer intermediate
with either [Bmim][N(SO2CF3)2] or ethanol. The radial distri-
bution functions showed that [Bmim][N(SO2CF3)2] was more
ordered about the starting material than the intermediate, and
that ethanol showed little organisation about either species
under the same simulation conditions. Particularly, it was
noted that the anion–p interaction was most signicant, with a
decreased extent of ordering about the intermediate, whilst the
extent of ordering of the cation changed little. The importance
of the anion–p interaction can be rationalised by recognising
that the inclusion of electron-withdrawing substituents will
reorient the quadruple moment of the aromatic system relative
to benzene, resulting in grouping of the anion above and below
the plane of the reagent 19, and the cations about the
equator.233 This phenomena is reected in the molecular
dynamics simulations of this uoro- and nitro-substituted
benzene, and conrms that the trend in the activation param-
eters is due to increased ordering of the anion about theScheme 8 The nucleophilic aromatic substitution reaction between
the substituted benzene 19 and ethanol, to give the product 20.14
35722 | RSC Adv., 2015, 5, 35709–35729delocalised p-system of the reagent, relative to the disrupted
p-system of the transition state.14
This work was extended to investigate the eﬀect of changing
the cation and anion of the ionic liquid.17Generally, there were
minimal changes in the activation parameters when varying
the cation; a logical result given the localisation of cations
about the aromatic-equator, an interaction that is unlikely to
be largely aﬀected by a disruption in aromaticity.14,233 It was
anticipated that changing the coordinating ability of the anion
would have a more signicant eﬀect on the activation
parameters, due to the likely ordering above and below the
plane of the aromatic species 19. This expected trend did hold
for single ionic liquid systems, but not for binary mixtures of
ionic liquids.14
Another interesting example is the amination of activated
thiophenes 21 using a series of diﬀerent secondary cyclic
amines 22 (for example, piperidine, pyrrolidine and morpho-
line), shown in Scheme 9.27 It was found that the reaction pro-
ceeded faster in the ionic liquids [Bmim][BF4], [Bmim][PF6] and
[Bm2im][BF4] than it did in molecular solvents. The
experimentally-determined activation parameters indicated
that this rate enhancement was enthalpically driven, and it was
suggested that this was due to greater stabilisation of the
transition state by the ionic liquids, when compared to molec-
ular solvents. Interestingly, it was also suggested that the situ-
ation was likely more complex, and factors such as diﬀering
extents of nucleophile solvation needed to be taken into
account.27
A recent QM/MM study has appeared, which aimed to
provide further insight into the microscopic origin of the rate
changes described above for the reaction in Scheme 9. The
calculated activation parameters closely matched the experi-
mentally derived parameters, once again concluding that the
rate increase was due to an enthalpic benet.282 The computa-
tional work also suggested an increased amine nucleophilicity
in the ionic liquids, compared to methanol, as well as signi-
cant p–p interactions between the [Bmim]+ cation and nitro-
thiophene 21 substrate. Interestingly, they also found that the
transition state in the ionic liquid more closely resembled the
Meisenheimer complex than it did in methanol, and that there
was a signicant increase in the electrostatic interactions
between the ionic liquid and the transition state, compared to
the reagents. This increased interaction with the transition
state, when using an ionic liquid, resulted in the enthalpic
benet and entropic cost seen.282
The main points to take away from studies on nucleophilic
aromatic substitution processes are that: rstly, (again) the
importance of considering electrostatic interactions betweenScheme 9 The nucleophilic aromatic substitution reaction between
the substituted thiophenes 21 and a number of cyclic, secondary amines
22 (for example, R/R0 ¼ –(CH2)4–, –(CH2)5–, –(CH2)2O(CH2)2–).27,282
This journal is © The Royal Society of Chemistry 2015
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View Article Onlinethe ionic liquid and charged species along the reaction coor-
dinate, similar to that seen for unimolecular substitution
processes, is identied. And secondly, for processes that involve
a change in aromaticity in the rate-determining step, diﬀering
extents of solvation of these aromatic species along the reaction
pathway can aﬀect reaction outcome when using ionic liquids.
This concept links to the solubility studies discussed earlier,
where the importance of ion-quadrupole and ion–dipole inter-
actions have been realised.233,235,236,244
Diels–Alder cycloadditions. There is much literature on the
Diels–Alder [4 + 2] cycloaddition reaction, with many publica-
tions focusing on the eﬀect that ionic liquids have on the rate
and the selectivity of the process. The general conclusion from
the many experimental studies is that the rate constant and
endo selectivity is increased relative to non-polar solvents, but
decreased when compared to water.24,283,284
A detailed study on the reaction between cyclopentadiene 24
and methyl acrylate 25a (Scheme 10) in a number of ionic
liquids concluded that the increased rate and selectivity for
isomer 26 over isomer 27, when compared to a non-polar
solvent, is due to hydrogen bonding between the ionic liquid
and the dienophile 25. The greater the extent of hydrogen
bonding with the dienophile 25, the more selective the reaction
was and the more the reaction was accelerated.23
The complex balance between the ions interacting with
themselves, and with the dienophile, was also highlighted and
has been raised by many authors.247,249,265,285 The highest selec-
tivity and rate were achieved when using a cation with a strong
hydrogen bond donating ability, and an anion that is a poor
hydrogen bond acceptor.23 Attempts to develop Linear Solvation
Energy Relationships (LSERs) when using dienophiles 25a, 25b
and 25c (Scheme 10) found that whilst the selectivity t was
quite good, correlation with the rate constant was not as
successful.286 The limitations of this approach were also high-
lighted in a study on an intramolecular case, where simple use
of LSERs was not suﬃcient to describe the observed rate
constants and selectivity, and much better ts were seen when
viscosity was taken into account.287
A number of computational studies have been used to
further investigate the observed selectivity and reactivity; DFT
calculations (B3LYP/cep-121g(d,p)) of the cation with the
reagents, transition state and product were performed on the
reaction between 24 and dienophiles 25 (Scheme 10).288 There
were two key conclusions from this work; rst, that the cation
coordinates to the dienophile, which could activate it towards
cycloaddition as has previously been suggested;289 and second,
that the dienophile is held rigid due to this interaction. This
essentially ‘clamps’ the dienophile in place, increasing theScheme 10 The Diels–Alder reaction between cyclopentadiene 24
and a number of dienophiles 25.23,286
This journal is © The Royal Society of Chemistry 2015probability of dienophile-diene stacking that is necessary for
the reaction to proceed.285,288 The interaction of the dienophile
and the cation supports the hydrogen bonding argument dis-
cussed above. Further investigations (using KS-DFT/3D-RISM-
SCF290,291) of the reaction of cyclopentadiene 24 and acrolein 25c
in the ionic liquid [Mmim][PF6] showed that coordination of the
cation was not essential, and in some cases the preferential
interaction of the ionic liquid components with each other were
responsible for the changes in reaction outcome.292 Interest-
ingly, it was noted that interactions between the carbonyl
oxygen of acrolein 25c and the C4, C5 and methyl hydrogens of
the cation [Mmim]+ were more signicant than interaction with
the C2 hydrogen, reinforcing the idea that interaction with the
C2 proton is not fundamental.18,269 Overall, the solvent eﬀects of
the Diels Alder reaction are complex, and a complete under-
standing of the role that an ionic liquid plays in dictating
reaction outcome is still developing.
In summary, the extensive experimental and computational
work over recent years has contributed signicantly to the
understanding of ionic liquids, and their eﬀect on the outcome
of organic processes. The major interactions identied so far as
governing ionic liquid solvent eﬀects are: (1) the electrostatic
interactions between the ionic liquid and charged species along
the reaction coordinate; (2) interactions between the ionic
liquid, and dipole and quadrupole moments of the reagents;
and (3) interactions between the ionic liquid and lone pairs,
particularly in reagents. Once these features have been identi-
ed, careful consideration of the magnitude of these diﬀerent
interactions, as well as their position along the reaction coor-
dinate, can allow for predictions to bemade about how the ionic
liquid will aﬀect the activation parameters for the process, and
hence the rate constant. While such a predictive framework is
by nomeans comprehensive and is still developing, the growing
interest in this area is bringing us closer to having a full
understanding of ionic liquid solvent eﬀects.Conclusions
This review has summarised themajor computational techniques
that can be used to investigate ionic liquid solvent eﬀects, and
identies both the utility and limitations of the computational
approaches commonly used. There are many diﬀerent forms of
computational studies that can be used to compliment experi-
mental work; whether it be studies focusing on the nature of ionic
liquids themselves, such as the complex landscape of interactions
that exist in ionic liquids; or on interactions between ionic liquids
and dissolved species. The combination of experimental and
computational work has greatly increased our fundamental
understanding of ionic liquids as solvents, and has contributed
substantially to the developing predictive framework for using
ionic liquids as solvents for organic reactions. The increasing
popularity of computational approaches, as well as advancing
computing technologies, will hopefully see the emergence of
more combined computational and experimental studies, as such
an approach is crucial for gaining a thorough understanding of
ionic liquid media and their eﬀect on reaction outcome.RSC Adv., 2015, 5, 35709–35729 | 35723
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