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Abstract
This article is concerned with the mathematical analysis of the perturbation method
for extended Kohn-Sham models, in which fractional occupation numbers are allowed.
All our results are established in the framework of the reduced Hartree-Fock (rHF)
model, but our approach can be used to study other kinds of extended Kohn-Sham
models, under some assumptions on the mathematical structure of the exchange-
correlation functional. The classical results of Density Functional Perturbation Theory
in the non-degenerate case (that is when the Fermi level is not a degenerate eigenvalue
of the mean-field Hamiltonian) are formalized, and a proof of Wigner’s (2n+ 1) rule
is provided. We then focus on the situation when the Fermi level is a degenerate
eigenvalue of the rHF Hamiltonian, which had not been considered so far.
1 Introduction
Eigenvalue perturbation theory has a long history. Introduced by Rayleigh [23] in the
1870’s, it was used for the first time in quantum mechanics in an article by Schrödinger [28]
published in 1926. The mathematical study of the perturbation theory of self-adjoint
operators was initiated by Rellich [26] in 1937, and has been since then the matter of a
large number of contributions in the mathematical literature (see [19, 27, 30] and references
therein).
Perturbation theory plays a key role in quantum chemistry, where it is used in particular
to compute the response properties of molecular systems to external electromagnetic fields
(polarizability, hyperpolarizability, magnetic susceptibility, NMR shielding tensor, optical
rotation, ...). Unless the number N of electrons in the molecular system under study is very
small, it is not possible to solve numerically the 3N -dimensional electronic Schrödinger
equation. In the commonly used Hartree-Fock and Kohn-Sham models, the linear 3N -
dimensional electronic Schrödinger equation is approximated by a coupled system of N
nonlinear 3-dimensional Schrödinger equations. The adaptation of the standard linear
perturbation theory to the nonlinear setting of the Hartree-Fock model is called Coupled-
Perturbed Hartree-Fock theory (CPHF) in the chemistry literature [21] (see also [9] for a
mathematical analysis). Its adaptation to the Kohn-Sham model is usually referred to as
the Density Functional Perturbation Theory (DFPT) [4, 16]. The term Coupled-Perturbed
Kohn-Sham theory is also sometimes used.
The purpose of this article is to study, within the reduced Hartree-Fock (rHF) frame-
work, the perturbations of the ground state energy, the ground state density matrix, and
the ground state density of a molecular system, when a “small” external potential is turned
on.
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In the case when the Fermi level ǫ0F is not a degenerate eigenvalue of the mean-field
Hamiltonian (see Section 2 for a precise definition of these objects), the formalism of DFPT
is well-known (see e.g. [13]). It has been used a huge number of publications in chemistry
and physics, as well as in a few mathematical publications, e.g. [10, 14]. On the other
hand, the degenerate case has not been considered yet, to the best of our knowledge. An
interesting feature of DFPT in the degenerate case is that, in contrast with the usual
situation in linear perturbation theory, the perturbation does not, in general, split the
degenerate eigenvalue; it shifts the Fermi level and modifies the natural occupation numbers
at the Fermi level.
The article is organized as follows. In Section 2, we recall the basic properties of rHF
ground states and establish some new results on the uniqueness of the ground state density
matrix for a few special cases. The classical results of DFPT in the non-degenerate case
are recalled in Section 3, and a simple proof of Wigner’s (2n + 1) rule is provided. This
very important rule for applications allows one to compute the perturbation of the energy
at the (2n + 1)st order from the perturbation of the density matrix at the nth order only.
In particular, the atomic forces (first-order perturbations of the energy) can be computed
from the unperturbed density matrix (Wigner’s rule for n = 0), while hyperpolarizabili-
ties of molecules (second and third-order perturbations of the energy) can be computed
from the first-order perturbation of the density matrix (Wigner’s rule for n = 1). In Sec-
tion 4, we investigate the situation when the Fermi level is a degenerate eigenvalue of the
rHF Hamiltonian. We establish all our results in the rHF framework in the whole space
R
3, for a local potential W with finite Coulomb energy. Extensions to other frameworks
(Hartree-Fock and Kohn-Sham models, supercell with periodic boundary conditions, non-
local potentials, Stark external potentials, ...) are discussed in Section 5. The proofs of
the technical results are postponed until Section 6.
2 Some properties of the rHF model
Throughout this article, we consider a reference (unperturbed) system of N electrons
subjected to an external potential V . For a molecular system containing M nuclei, V is
given by
∀x ∈ R3, V (x) = −
M∑
k=1
zkv(x−Rk),
where zk ∈ N∗ is the charge (in atomic units) and Rk ∈ R3 the position of the kth nucleus.
For point nuclei v = | · |−1, while for smeared nuclei v = µ ⋆ | · |−1, where µ ∈ C∞c (R3) is a
non-negative radial function such that
∫
R3
µ = 1.
In the framework of the (extended) Kohn-Sham model [13], the ground state energy of
this reference system is obtained by minimizing an energy functional of the form
EKS(γ) := Tr
(
−1
2
∆γ
)
+
∫
R3
ργV +
1
2
D(ργ , ργ) + E
xc(ργ) (1)
over the set
KN :=
{
γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, Tr (γ) = N, Tr (−∆γ) <∞}
of the admissible one-body density matrices. To simplify the notation, we omit the spin
variable. In the above definition, S(L2(R3)) denotes the space of the bounded self-adjoint
operators on L2(R3), 0 ≤ γ ≤ 1means that the spectrum of γ is included in the range [0, 1],
and Tr (−∆γ) is the usual notation for Tr (|∇|γ|∇|), where |∇| := (−∆)1/2 is the square
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root of the positive self-adjoint operator −∆ on L2(R3). The function ργ : R3 → R+ is the
electronic density associated with the density matrix γ. Loosely speaking, ργ(x) = γ(x, x),
where γ(x, y) is the kernel of the operator γ. It holds
ργ ≥ 0,
∫
R3
ργ = N,
∫
R3
|∇√ργ |2 ≤ Tr (−∆γ)
(Hoffmann-Ostenhof inequality [18]) so that, in particular, ργ ∈ L1(R3) ∩ L3(R3). The
first term in the right-hand side of (1) is the Kohn-Sham kinetic energy functional, the
second one models the interaction of the electrons with the external potential V , D(·, ·) is
the Coulomb energy functional defined on L6/5(R3)× L6/5(R3) by
D(f, g) :=
∫
R3
∫
R3
f(x) g(y)
|x− y| dx dy,
and Exc is the exchange-correlation functional. In the reduced Hartree-Fock (rHF) model
(also sometimes called the Hartree model), the latter functional is taken identically equal
to zero. In the Local Density Approximation (LDA), it is chosen equal to
ExcLDA(ρ) :=
∫
R3
exc(ρ(x)) dx, (2)
where the function exc : R+ 7→ R− is such that for all ρ ∈ R+, the non-positive number
exc(ρ) is (an approximation of) the exchange-correlation energy density of the homogeneous
electron gas with constant density ρ. It is known that for neutral or positively charged
molecular systems, that is when Z =
∑M
k=1 zk ≥ N , the minimization problem
E0 := inf
{
EKS(γ), γ ∈ KN
}
, (3)
has a ground state γ0, for the rHF model [31] (Exc = 0), as well as for the Kohn-Sham
LDA model [1] (Exc = ExcLDA).
This contribution aims at studying, in the rHF setting, the perturbations of the ground
state energy E0, of the ground state density matrix γ0, and of the ground state density
ρ0 = ργ0 induced by an external potential W . In order to deal with both the unperturbed
and the perturbed problem using the same formalism, we introduce the functional
ErHF(γ,W ) := Tr
(
−1
2
∆γ
)
+
∫
R3
ργV +
1
2
D(ργ , ργ) +
∫
R3
ργW,
and the minimization problem
ErHF(W ) := inf {ErHF(γ,W ), γ ∈ KN} . (4)
We restrict ourselves to a potential W belonging to the space
C′ := {v ∈ L6(R3) | ∇v ∈ (L2(R3))3} ,
which can be identified with the dual of the Coulomb space
C := {ρ ∈ S ′(R3) | ρ̂ ∈ L1loc(R3), | · |−1ρ̂ ∈ L2(R3)}
of the charge distributions with finite Coulomb energy. Here, S ′(R3) is the space of tem-
pered distributions on R3 and ρ̂ is the Fourier transform of ρ (we use the normalization
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condition for which the Fourier transform is an isometry of L2(R3)). When W ∈ C′, the
last term of the energy functional should be interpreted as∫
R3
ργW =
∫
R3
ρ̂γ(k) Ŵ (k) dk.
The right-hand side of the above equation is well-defined as the functions k 7→ |k|−1ρ̂γ(k)
and k 7→ |k|Ŵ (k) are both in L2(R3), since ργ ∈ L1(R3) ∩ L3(R3) ⊂ L6/5(R3) ⊂ C.
The reference, unperturbed, ground state is obtained by solving (4) with W = 0.
Theorem 1 (unperturbed ground state for the rHF model [31]). If
Z =
M∑
k=1
zk ≥ N (neutral or positively charged molecular system), (5)
then (4) has a ground state for W = 0, and all the ground states share the same density
ρ0. The mean-field Hamiltonian
H0 := −1
2
∆ + V + ρ0 ⋆ | · |−1,
is a self-adjoint operator on L2(R3) and any ground state γ0 is of the form
γ0 = 1(−∞,ǫ0F)
(H0) + δ0, (6)
with ǫ0F ≤ 0, 0 ≤ δ0 ≤ 1, Ran(δ0) ⊂ Ker(H0 − ǫ0F).
The real number ǫ0F, called the Fermi level, can be interpreted as the Lagrange multiplier
of the constraint Tr (γ) = N . The Hamiltonian H0 is a self-adjoint operator on L2(R3) with
domain H2(R3) and form domain H1(R3). Its essential spectrum is the range [0,+∞) and
it possesses at least N non-positive eigenvalues, counting multiplicities. For each j ∈ N∗,
we set
ǫj := inf
Xj⊂Xj
sup
v∈Xj , ‖v‖L2=1
〈v|H0|v〉,
where Xj is the set of the vector subspaces of H1(R3) of dimension j, and v 7→ 〈v|H0|v〉
the quadratic form associated with H0. Recall (see e.g. [25, Section XIII.1]) that (ǫj)j∈N∗
is a non-decreasing sequence of real numbers converging to zero, and that, if ǫj is negative,
then H0 possesses at least j negative eigenvalues (counting multiplicities) and ǫj is the jth
eigenvalue ofH0. We denote by φ01, φ
0
2, · · · an orthonormal family of eigenvectors associated
with the non-positive eigenvalues ǫ1 ≤ ǫ2 ≤ · · · of H0. Three situations can a priori be
encountered:
• Case 1 (non-degenerate case):
H0 has at least N negative eigenvalues and ǫN < ǫN+1 ≤ 0. (7)
In this case, the Fermi level ǫ0F can be chosen equal to any real number in the range
(ǫN , ǫN+1) and the ground state γ0 is unique:
γ0 = 1(−∞,ǫ0F)
(Hρ0) =
N∑
i=1
|φ0i 〉〈φ0i |;
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• Case 2 (degenerate case):
H0 has at least N + 1 negative eigenvalues and ǫN+1 = ǫN . (8)
In this case, ǫ0F = ǫN = ǫN+1 < 0;
• Case 3 (singular case): ǫ0F = ǫN = 0.
In the non-degenerate case, problem (4), for W ∈ C′ small enough, falls into the scope
of the usual perturbation theory of nonlinear mean-field models dealt with in Section 3.
The main purpose of this article is to extend the perturbation theory to the degenerate
case. We will leave aside the singular case ǫN = 0. It should be emphasized that the
terminology degenerate vs non-degenerate used throughout this article refers to the possible
degeneracy of the Fermi level, that is of a specific eigenvalue of the unperturbed mean-
field Hamiltonian Hρ0 , not to the possible degeneracy of the Hessian of the unperturbed
energy functional at γ0. The perturbation method heavily relies on the uniqueness of the
ground state density matrix γ0 and on the invertibility of the Hessian (or more precisely
of a reduced Hessian taking the constraints into account). In the non-degenerate case
(Case 1), the minimizer γ0 is unique and the reduced Hessian is always invertible. We will
see that the same holds true in the degenerate case (Case 2) under assumption (9) below.
We denote by
Nf := Rank
(
1(−∞,ǫ0F)
(H0)
)
the number of (fully occupied) eigenvalues lower than ǫ0F, and by
Np := Rank
(
1{ǫ0F}(H0)
)
the number of (partially occupied) bound states of H0 with energy ǫ0F. We also denote by
R
Np×Np
S the space of real symmetric matrices of size Np ×Np.
Lemma 2. Assume that (5) and (8) are satisfied. If for any M ∈ RNp×NpS ,∀x ∈ R3, Np∑
i,j=1
Mijφ
0
Nf+i
(x)φ0Nf+j(x) = 0
 ⇒ M = 0, (9)
then the ground state γ0 of (4) for W = 0 is unique
The sufficient condition (9) is satisfied in the following cases.
Proposition 3. Assume that (5) and (8) are satisfied. If at least one of the two conditions
below is fulfilled:
1. Np ≤ 3,
2. the external potential V is radial and the degeneracy of ǫ0F is essential,
then (9) holds true, and the ground state γ0 of (4) for W = 0 is therefore unique.
Let us clarify the meaning of the second condition in Proposition 3. When V is radial,
the ground state density is radial, so thatH0 is a Schrödinger operator with radial potential:
H0 = −1
2
∆ + v(|x|).
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It is well-known (see e.g. [25, Section XIII.3.B]) that all the eigenvalues of H0 can be
obtained by computing the eigenvalues of the one-dimensional Hamiltonians h0,l, l ∈ N,
where h0,l is the self-adjoint operator on L2(0,+∞) with domain H2(0,+∞)∩H10 (0,+∞)
defined by
h0,l := −1
2
d2
dr2
+
l(l + 1)
2r2
+ v(r).
If ǫ0F is an eigenvalue of h0,l, then its multiplicity, as an eigenvalue of H0, is at least 2l+1.
It is therefore degenerate as soon as l ≥ 1. If ǫ0F is an eigenvalue of no other h0,l′ , l′ 6= l,
then its multiplicity is exactly 2l + 1, and the degeneracy is called essential. Otherwise,
the degeneracy is called accidental. It is well-known that for the very special case when
v(r) = −Zr−1 (hydrogen-like atom), accidental degeneracy occurs at every eigenvalue
but the lowest one, which is non-degenerate. On the other hand, this phenomenon is
really exceptional, and numerical simulations seem to show that, as expected, there is no
accidental degeneracy at the Fermi level when v is equal to the rHF mean-field potential
of an atom (see [22]).
3 Density functional perturbation theory (non-degenerate case)
We denote by B(X,Y ) the space of bounded linear operators from the Banach space X to
the Banach space Y (with, as usual, B(X) := B(X,X)), by S(X) the space of self-adjoint
operators on the Hilbert space X, by S1 the space of trace class operators on L2(R3), and
by S2 the space of Hilbert-Schmidt operators on L2(R3) (all these spaces being endowed
with their usual norms [24, 29]). We also introduce the Banach space
S1,1 := {T ∈ S1 | |∇|T |∇| ∈ S1} ,
with norm
‖T‖S1,1 := ‖T‖S1 + ‖|∇ |T |∇| ‖S1 .
We denote by Bη(H) the open ball with center 0 and radius η > 0 of the Hilbert space H.
Let us recall that in the non-degenerate case,
γ0 ∈ PN :=
{
γ ∈ S(L2(R3)) | γ2 = γ, Tr (γ) = N, Tr (−∆γ) <∞} ,
that is γ0 is a rank-N orthogonal projector on L2(R3) with range in H1(R3), and
γ0 = 1(−∞,ǫ0F]
(H0) =
1
2iπ
∮
C
(z −H0)−1 dz,
where C is (for instance) the circle of the complex plane symmetric with respect to the
real axis and intersecting it at points ǫ1 − 1 and ǫ0F.
3.1 Density matrix formulation
The linear and multilinear maps introduced in the following lemma will be useful to write
down the Rayleigh-Schrödinger expansions in compact forms.
Lemma 4. Assume that (5) and (7) are satisfied.
1. For each k ∈ N∗, the k-linear map
Q(k) : (C′)k → S1,1
(v1, · · · , vk) 7→ 1
2iπ
∮
C
(z −H0)−1v1(z −H0)−1v2 · · · (z −H0)−1vk(z −H0)−1 dz
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is well-defined and continuous.
Rank(Q(k)(v1, · · · , vk)) ≤ N and Tr (Q(k)(v1, · · · , vk)) = 0, for all (v1, · · · , vk) ∈ (C′)k,
and there exists 0 < α,C <∞ such that for all k ∈ N∗ and all (v1, · · · , vk) ∈ (C′)k,
‖Q(k)(v1, · · · , vk)‖S1,1 ≤ Cαk‖v1‖C′ · · · ‖vk‖C′ . (10)
2. The linear map
L : C → C
ρ 7→ −ρQ(1)(ρ⋆|·|−1),
associating to a charge density ρ ∈ C, minus the density ρQ(1)(ρ⋆|·|−1) of the trace-
class operator Q(1)(ρ ⋆ | · |−1), is a bounded positive self-adjoint operator on C. As a
consequence, (1 + L) is an invertible bounded positive self-adjoint operator on C.
The main results of non-degenerate rHF perturbation theory for finite systems are
gathered in the following theorem.
Theorem 5 (rHF perturbation theory in the non-degenerate case). Assume that (5) and
(7) are satisfied. Then, there exists η > 0 such that
1. for all W ∈ Bη(C′), (4) has a unique minimizer γW . In addition, γW ∈ PN and
γW = 1(−∞,ǫ0F]
(HW ) =
1
2iπ
∮
C
(z −HW )−1 dz, (11)
where
HW = −1
2
∆ + V + ρW ⋆ | · |−1 +W,
ρW being the density of γW ;
2. the mappings W 7→ γW , W 7→ ρW and W 7→ ErHF(W ) are real analytic from Bη(C′)
into S1,1, C and R respectively;
3. for all W ∈ C′ and all −η‖W‖−1C′ < β < η‖W‖−1C′ ,
γβW = γ0 +
+∞∑
k=1
βkγ
(k)
W , ρβW = ρ0 +
+∞∑
k=1
βkρ
(k)
W , ErHF(βW ) = E(0) +
+∞∑
k=1
βkE(k)W ,
the series being normally convergent in S1,1, C and R respectively;
4. denoting by W (1) =W +ρ
(1)
W ⋆ | · |−1 and W (k) = ρ(k)W ⋆ | · |−1 for k ≥ 2, the coefficients
ρ
(k)
W of the expansion of ρβW can be obtained by the recursion relation
(1 + L)ρ(k)W = ρ˜(k)W , (12)
where ρ˜
(k)
W is the density of the operator Q˜
(k)
W defined by
Q˜
(1)
W = Q
(1)(W ),
∀k ≥ 2, Q˜(k)W =
k∑
l=2
∑
1 ≤ j1, · · · , jl ≤ k − 1,∑
l
i=1
ji = k
Q(l)(W (j1), · · · ,W (jl)); (13)
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5. the coefficients γ
(k)
W and E(k)W are then given by
γ
(k)
W =
1
2iπ
∮
C
(z −H0)−1W (k)(z −H0)−1 dz + Q˜(k)W , (14)
and
E(k)W = Tr
(
H0γ
(k)
W
)
+
1
2
k−1∑
l=1
D
(
ρ
(l)
W , ρ
(k−l)
W
)
+
∫
R3
ρ
(k−1)
W W. (15)
3.2 Molecular orbital formulation
When ǫ1 < ǫ2 < · · · < ǫN < ǫ0F, that is when the lowest N eigenvalues of H0 are all
non-degenerate, it can be seen, following the same lines as in [9], that, for all W ∈ C′, there
exist real analytic functions β 7→ ǫW,i(β) ∈ R and β 7→ φW,i(β) ∈ H2(R3) defined in the
neighborhood of 0 such that ǫW,i(0) = ǫi, φW,i(0) = φ0i , and
HβWφW,i(β) = ǫW,i(β)φW,i(β),
(φW,i(β), φW,j(β))L2 = δij ,
ǫW,1(β) < ǫW,2(β) < · · · < ǫW,N(β) are the lowest eigenvalues of HβW (counting multiplicities).
The coefficients of the Rayleigh-Schrödinger expansions
ǫW,i(β) =
+∞∑
k=0
βkǫ
(k)
W,i, φW,i(β) =
+∞∑
k=0
βkφ
(k)
W,i,
where ǫ0W,i = ǫi and φ
0
W,i = φ
0
i , are obtained by solving the system
∀k ∈ N∗, ∀1 ≤ i ≤ N,

(H0 − ǫi)φ(k)W,i +
N∑
j=1
K0ijφ
(k)
W,j = f
(k)
W,i + ǫ
(k)
W,iφ
0
i ,∫
R3
φ
(k)
W,iφ
0
i = α
(k)
W,i,
(16)
where
∀φ ∈ L2(R3), K0ijφ = 2
(
φ0jφ ⋆ | · |−1
)
φ0i ,
and where the right-hand sides
f
(k)
W,i = −Wφ(k−1)W,i −
N∑
j=1
∑
1 ≤ l1, l2, l3 ≤ k − 1,
l1 + l2 + l3 = k
(
φ
(l1)
W,jφ
(l2)
W,j ⋆ | · |−1
)
φ
(l3)
W,i +
k−1∑
l=1
ǫ
(l)
W,iφ
(k−l)
W,i ,
and
α
(k)
W,i = −
1
2
k−1∑
l=1
∫
R3
φ
(l)
W,iφ
(k−l)
W,i .
at order k only depend on the coefficients φ(l)W,j and ǫ
(l)
W,j at order l ≤ k − 1. System (16)
can therefore be considered as an infinite triangular system with respect to k.
The fact that all the terms of the Rayleigh-Schrödinger series are defined unambiguously
by (16) is guaranteed by the following lemma and the fact that for all φ and ψ in H1(R3),
Wφ ∈ H−1(R3) and φψ ⋆ | · |−1 ∈ L∞(R3).
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Lemma 6. Assume that (5) and (7) are satisfied and that ǫ1 < ǫ2 < · · · < ǫN < ǫ0F. For
all f = (f1, · · · , fN ) ∈ (H−1(R3))N and all α = (α1, · · · , αN ) ∈ RN , the linear problem
∀1 ≤ i ≤ N,

(H0 − ǫi)ψi +
N∑
j=1
K0ijψj = fi + ηiφ
0
i ,∫
R3
ψiφ
0
i = αi,
(17)
has a unique solution (Ψ, η) = ((ψ1, · · · , ψN ), (η1, · · · , ηN )) in (H1(R3))N×RN . Moreover,
if f ∈ (L2(R3))N , then Ψ ∈ (H2(R3))N .
Let us notice that, although the constraints
∫
R3
φW,i(β)φW,j(β) = 0 for i 6= j are not
explicitly taken into account in the formal derivation of (16), the unique solution to (16)
is compatible with these constraints since it automatically satisfies
∀k ∈ N∗, ∀1 ≤ i, j ≤ N,
∫
R3
k∑
l=0
φ
(l)
W,iφ
(k−l)
W,j = 0. (18)
A proof of the above result is provided in Section 6.6, together with the proof of Lemma 6.
Let us finally mention that the Rayleigh-Schrödinger expansions of the density matrix
γβW and of the molecular orbitals φW,i(β) are related by
γ
(k)
W =
N∑
i=1
k∑
l=0
|φ(l)W,i〉〈φ(k−l)W,i |,
where we have used Dirac’s bra-ket notation.
3.3 Wigner’s (2n+ 1)-rule
According to (15), the first n coefficients of the Rayleigh-Schrödinger expansion of the
density matrix allows one to compute the first n coefficients of the perturbation expansion
of the energy. Wigner’s (2n+1)-rule ensures that, in fact, they provide an approximation of
the energy up to order (2n+1). This property, which is very classical in linear perturbation
theory, has been extended only recently to the nonlinear DFT framework [2]. In the present
section, we complement the results established in [2] by providing a different, more general
and compact proof, which also works in the infinite dimensional setting.
In the density matrix formulation, the Wigner’s (2n + 1)-rule can be formulated as
follows. We introduce the nonlinear projector Π on S(L2(R3)) defined by
∀T ∈ S(L2(R3)), Π(T ) = 1[1/2,+∞)(T ),
and, for W ∈ C′ and β ∈ R, we denote by
γ˜
(n)
W (β) := Π
(
γ0 +
n∑
k=1
βkγ
(k)
W
)
.
For T ∈ B(L2(R3)), resp. T ∈ S2, we denote by
dist(T,PN ) := inf {‖T − γ‖, γ ∈ PN} ,
resp.
distS2(T,PN ) := inf {‖T − γ‖S2 , γ ∈ PN} ,
the distance from T to PN for the operator, resp. Hilbert-Schmidt, norm. The projector
Π enjoys the following properties.
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Lemma 7. For each T ∈ Ω := {T ∈ S(L2(R3)) | dist(T,PN ) < 1/2, Ran(T ) ⊂ H1(R3)},
Π(T ) ∈ PN . Besides, for each T ∈ Ω ∩S2, Π(T ) is the unique solution to the variational
problem
‖T −Π(T )‖S2 = min
γ∈PN
‖T − γ‖S2 = distS2(T,PN ). (19)
It follows from Lemma 7 that, for all W ∈ C′ and |β| small enough, γ˜(n)W (β) is the
projection on PN (in the sense of (19)) of the Rayleigh-Schrödinger expansion of the
density matrix up to order n.
Theorem 8 (Wigner’s (2n+1)-rule in the non-degenerate case). Assume that (5) and (7)
are satisfied. For each n ∈ N and all W ∈ C′, it holds
0 ≤ ErHF(γ˜(n)W (β),W ) − ErHF(βW ) = O(|β|2n+2). (20)
Note that as γ0 +
∑n
k=1 β
kγ
(k)
W has finite-rank Nn, it can be diagonalized in an or-
thonormal basis of L2(R3) as
γ0 +
n∑
k=1
βkγ
(k)
W =
Nn∑
i=1
gW,i(β)|φ˜W,i(β)〉〈φ˜W,i(β)|, (21)
with (φ˜W,i(β), φ˜W,j(β))L2 = δij , gW,i(β) ∈ R, and |gW,i(β)| ≥ |gW,j(β)| for all i ≤ j. We
also have
Nn∑
i=1
gW,i(β) = Tr
(
γ0 +
n∑
k=1
βkγ
(k)
W
)
= N,
since, in view of (13), (14) and Lemma 4, Tr (γ(k)W ) = 0 for all k ≥ 1. For |β| small enough,
the above operator is in Ω, and therefore, gW,1(β) ≥ gW,2(β) ≥ · · · ≥ gW,N (β) > 1/2 and
|gW,j(β)| < 1/2 for all j ≥ N + 1. We then have
γ˜
(n)
W (β) =
N∑
i=1
|φ˜W,i(β)〉〈φ˜W,i(β)|. (22)
4 Perturbations of the rHF model in the degenerate case
We consider in this section the degenerate case. We assume that (9) is satisfied, yielding
that the ground state γ0 of the unperturbed problem (4) with W = 0 is unique. We also
make the following assumption:
ǫ0F < 0, Rank(δ0) = Np, Ker(1− δ0) = {0} , (23)
where δ0 is the operator in (6). Assumption (23) means that the natural occupation
numbers at the Fermi level (or in other words the Np eigenvalues of δ0|Ker(H0−ǫ0F)) are
strictly comprised between 0 and 1. As a consequence, γ0 belongs to the subset
KNf ,Np := {γ ∈ KN | Rank(γ) = Nf +Np, Rank(1− γ) = Nf}
of KN .
We are going to prove that, under assumptions (9) and (23), the rHF problem (4) has a
unique minimizer for ‖W‖C′ small enough, which belongs to KNf ,Np and whose dependence
in W is real analytic. To establish those results and compute the perturbation expansion
in W of the minimizer, we proceed as follow:
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1. we first construct a real analytic local chart of KNf ,Np in the vicinity of γ0 (Sec-
tion 4.1);
2. we use this local chart to prove that, for ‖W‖C′ small enough, the minimization
problem
E˜rHF(W ) := inf {ErHF(γ,W ), γ ∈ KNf ,Np} (24)
has a unique local minimizer γW in the vicinity of γ0, and that the mappings W 7→
γW ∈ S1,1 and W 7→ E˜rHF(W ) are real analytic; we then prove that γW is actually
the unique global minimizer of (4) (Section 4.2), hence that E˜rHF(W ) = ErHF(W );
3. we finally derive the coefficients of the Rayleigh-Schrödinger expansions of γW and
ErHF(W ), and prove that Wigner’s (2n + 1)-rule also holds true in the degenerate
case (Section 4.3).
4.1 Parametrization of KNf ,Np in the vicinity of γ0
We first introduce the Hilbert spaces Hf = Ran(1(−∞,ǫ0F)(H0)), Hp = Ran(1{ǫ0F}(H0))
and Hu = Ran(1(ǫ0F,+∞)(H0)), corresponding respectively to the fully occupied, partially
occupied, and unoccupied spaces of the unperturbed ground state density matrix γ0. For
later purpose, we also set Ho = Hf ⊕Hp. As
L2(R3) = Hf ⊕Hp ⊕Hu,
any linear operator T on L2(R3) can be written as a 3× 3 block operator
T =

Tff Tfp Tfu
Tpf Tpp Tpu
Tuf Tup Tuu
 ,
where Txy is a linear operator from Hy to Hx. In particular, γ0 and H0 are block diagonal
in this representation, and it holds
γ0 =

1 0 0
0 Λ 0
0 0 0
 , H0 =

H−−0 0 0
0 ǫ0F 0
0 0 H++0

with 0 ≤ Λ = δ0|Hp ≤ 1, H−−0 −ǫ0F ≤ −g− := ǫNf−ǫ0F and H++0 −ǫ0F ≥ g+ := ǫNf+Np+1−ǫ0F.
We then introduce
• the spaces of finite-rank operators
Aux :=
{
Aux ∈ B(Hx,Hu) | (H++0 − ǫ0F)1/2Aux ∈ B(Hx,Hu)
}
,
for x ∈ {f,p}, endowed with the inner product
(Aux, Bux)Aux := Tr (A
∗
ux(H
++
0 − ǫ0F)Bux);
• the finite dimensional spaces
Apf := B(Hf ,Hp)
and
App := {App ∈ S(Hp) | Tr (App) = 0};
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• the product space
A := Auf ×Aup ×Apf ×App,
which we endow with the inner product
(A,B)A =
∑
x∈{f,p}
(Aux, Bux)Aux +
∑
x∈{f,p}
Tr
(
ApxB
∗
px
)
.
To any A = (Auf , Aup, Apf , App) ∈ A, we associate the bounded linear operator Γ(A) on
L2(R3) defined as
Γ(A) := exp (Luo(A)) exp (Lpf(A)) (γ0 + Lpp(A)) exp (−Lpf(A)) exp (−Luo(A)) , (25)
where
Luo(A) :=

0 0 −A∗uf
0 0 −A∗up
Auf Aup 0
 , Lpf(A) :=

0 −A∗pf 0
Apf 0 0
0 0 0
 , Lpp(A) :=

0 0 0
0 App 0
0 0 0
 .
Note that Γ is real analytic from A to S1,1, Γ(0) = γ0, and Γ(A) ∈ KN for all App such
that 0 ≤ Λ + App ≤ 1. In addition, it follows from Assumption (23) that Γ(A) ∈ KNf ,Np
for all A ∈ A small enough. The following lemma provides the parametrization of KNf ,Np
near γ0 our analysis is based upon.
Lemma 9. Assume that (5), (8), (9) and (23) are satisfied. Then there exists an open
neighborhood O of 0 in A and an open neighborhood O′ of γ0 in S1,1 such that the real
analytic mapping
O → KNf ,Np ∩ O′
A 7→ Γ(A) (26)
is bijective.
In other words, the inverse of the above mapping is a local chart of KNf ,Np in the vicinity
of γ0. Note that a similar, though not identical, parametrization of the finite-dimensional
counterpart of KNf ,Np obtained by discretization in atomic orbital basis sets, was used in [8]
to design quadratically convergent self-consistent algorithms for the extended Kohn-Sham
model.
4.2 Existence and uniqueness of the minimizer of (4) for W small enough
We now define the energy functional
E(A,W ) := ErHF(Γ(A),W ), (27)
for all A ∈ O and all W ∈ C′, which, in view of Lemma 9 allows us to study the existence
and uniqueness of local minimizers of (24) in the vicinity of γ0 when ‖W‖C′ is small enough.
The functional E is clearly real analytic; we denote by
F (A,W ) := ∇AE(A,W ), (28)
the gradient of E with respect to A, evaluated at point (A,W ). As γ0 is the unique
minimizer of the functional γ 7→ ErHF(γ, 0) on KN , hence on KNf ,Np, 0 is the unique
minimizer of the functional A 7→ E(A, 0) on O, so that
F (0, 0) = 0.
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Lemma 10. Assume that (5), (8), (9) and (23) are satisfied. Let
Θ :=
1
2
F ′A(0, 0)|A×{0},
where F ′A(0, 0)|A×{0} is the restriction to the subspace A × {0} ≡ A of A × C′ of the
derivative of F with respect to A at (0, 0). The linear map Θ is a bicontinuous coercive
isomorphism from A to its dual A′.
We infer from Lemma 10 and the real analytic version of the implicit function theorem
that for W ∈ C′ small enough, the equation F (A,W ) = 0 has a unique solution A˜(W ) in
O, and that the function W 7→ A˜(W ) is real analytic in the neighborhood of 0. It readily
follows from (28) and Lemma 9 that for W ∈ C′ small enough,
γW := Γ(A˜(W )) (29)
is the unique critical point of (24) in the vicinity of γ0. This critical point is in fact a
local minimizer since Θ, which is in fact the second derivative of the energy functional
A 7→ E(A, 0), is coercive. We have actually the following much stronger result.
Lemma 11. Assume that (5), (8), (9) and (23) are satisfied. Then, for ‖W‖C′ small
enough, the density matrix γW defined by (29) is the unique global minimizer of (4).
We conclude this section by providing the explicit form of Θ, which is useful to prove
Lemma 10, but also to compute the Rayleigh-Schrödinger expansion of γW :
[Θ(A)]uf = −Auf(H−−0 − ǫ0F) + (H++0 − ǫ0F)Auf +
1
2
[J (A)]uf ,
[Θ(A)]up = (H
++
0 − ǫ0F)AupΛ+
1
2
[J (A)]up,
[Θ(A)]pf = −(1− Λ)Apf
(
H−−0 − ǫ0F
)
+
1
2
[J (A)]pf ,
[Θ(A)]pp =
1
2
[J (A)]pp,
J denoting the linear operator from A to A′ defined by
∀(A,A′) ∈ A×A, 〈J (A), A′〉 = D(ργ1(A), ργ1(A′)),
where
γ1(A) = 〈Γ′(0), A〉 = [Luo(A) + Lpf(A), γ0] + Lpp(A). (30)
A key observation for the sequel is that
∀A ∈ A, Tr (H0γ1(A)) = 0. (31)
4.3 Rayleigh-Schrödinger expansions
It immediately follows from the previous two sections that, for any W ∈ C′, the functions
β 7→ AW (β) := A˜(βW ) and β 7→ γβW := Γ(A˜(βW )) are well-defined and real analytic
in the vicinity of 0. The purpose of this section is to provide a method to compute the
coefficients A(k)W , γ
(k)
W and E(k)W of the expansions
AW (β) =
+∞∑
k=1
βkA
(k)
W , γβW = γ0 +
+∞∑
k=1
βkγ
(k)
W and ErHF(βW ) = ErHF(0) +
+∞∑
k=1
βkE(k)W .
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We can already notice that the coefficients γ(k)W and E(k)W are easily deduced from the
coefficients A(k)W . Using the following version of the Baker-Campbell-Hausdorff formula
eXY e−X = Y + [X,Y ] +
1
2!
[X, [X,Y ]] +
1
3!
[X, [X, [X,Y ]]] + ...,
we indeed obtain
γ
(k)
W =
∑
1≤l≤k
∑
α∈(N∗)l | |α|1=k
γαW,l with γ
α
W,l = γl(A
(α1)
W , · · · , A(αl)W ), (32)
where for all α = (α1, · · · , αl) ∈ (N∗)l, |α|1 = α1 + · · ·+ αl, |α|∞ = max(αi), and
γl(A1, · · · , Al) =
∑
i+j=l
1
i!j!
[Luo(A1), · · · , [Luo(Ai), [Lpf(Ai+1), · · · , [Lpf(Al), γ0] · · · ]
+
∑
i+j=l−1
1
i!j!
[Luo(A1), ..., [Luo(Ai), [Lpf(Ai+1), · · · , [Lpf(Al−1), Lpp(Al)] · · · ],
for all (A1, · · · , Al) ∈ Al. Note that for l = 1, the above definition agrees with (30), and
that, more generally,
∀A ∈ A, Γ(A) = γ0 +
+∞∑
l=1
γl(A, · · · , A). (33)
It follows from (31) and (32) that
E(1)W =
∫
R3
ργ0W, (34)
and that for all k ≥ 2,
E(k)W = Tr
(
−1
2
∆γ
(k)
W
)
+
∫
R3
ρ
γ
(k)
W
V +
1
2
k∑
l=0
D
(
ρ
γ
(l)
W
, ρ
γ
(k−l)
W
)
+
∫
R3
ρ
γ
(k−1)
W
W (35)
We will see however that the above formula is far from being optimal, in the sense that
E(k)W can be computed using the coefficients A(j)W for 1 ≤ j ≤ k/2 only (see formulation (39)
of Wigner’s (2n + 1)-rule), whereas the direct evaluation of E(k)W based on (32) and (35)
requires the knowledge of the A(j)W ’s up to j = k.
4.4 Main results for the degenerate case
The following theorem collects the results obtained so far, and provides a systematic way
to construct the A(k)W ’s, as well as an extension to Wigner’s (2n+1)-rule to the degenerate
case.
Theorem 12. Assume that (5), (8), (9) and (23) are satisfied. Then there exists η > 0,
such that
1. existence and uniqueness of the ground state: for all W ∈ Bη(C′), the rHF model (4)
has a unique ground state γW ;
14
2. no energy level splitting at the Fermi level: the mean-field Hamiltonian
HW = −1
2
∆ + V + ρW ⋆ | · |−1 +W
(where ρW is the density of γW ) has at least No = Nf + Np negative eigenvalues
(counting multiplicities), the degeneracy of the (Nf + 1)
st eigenvalue, which is also
the Fermi level ǫWF of the system, being equal to Np, and it holds
γW = 1(−∞,ǫWF )
(HW ) + δW ,
where 0 ≤ δW ≤ 1 is an operator such that Ran(δW ) ⊂ Ker(HW − ǫWF ) with maximal
rank Np;
3. analyticity of the ground state: the functions W 7→ γW and W 7→ ErHF(W ) are real
analytic from Bη(C′) to S1,1 and R respectively. For all W ∈ C′ and all −η‖W‖−1C′ <
β < η‖W‖−1C′ ,
γβW = γ0 +
+∞∑
k=1
βkγ
(k)
W , ErHF(βW ) = ErHF(0) +
+∞∑
k=1
βkE(k)W ,
the series being normally convergent in S1,1 and R respectively;
4. Rayleigh-Schrödinger expansions: the coefficients γ(k)W are given by (32), where the
A
(k)
W ’s are obtained recursively by solving the well-posed linear problem in A
Θ(A
(k)
W ) = −
1
2
B
(k)
W , (36)
where the B
(k)
W ’s are defined by
∀A ∈ A, 〈B(1)W , A〉 =
∫
R3
ργ1(A)W, (37)
and for all k ≥ 2 and all A ∈ A,
〈B(k)W , A〉 =
k+1∑
l=3
∑
α∈(N∗)l−1
|α|1=k, |α|∞≤k−1
l∑
i=1
Tr
(
H0γl(τ(i,l)(A
(α1)
W , · · · , A
(αl−1)
W , A))
)
+
∑
3≤l+l′≤k+1
l≥1, l′≥1
∑
α∈(N∗)l, α′∈(N∗)l′−1
|α|1+|α
′|1=k,max(|α|∞,|α
′|∞)≤k−1
l′∑
i=1
D
(
ργα
W,l
, ρ
γl′ (τ(i,l′)(A
(α′1)
W
,··· ,A
(α′
l′−1
)
W
,A))
)
+
k∑
l=2
∑
α∈(N∗)l−1
|α|1=k−1, |α|∞≤k−2
l∑
i=1
∫
R3
ρ
γl(τ(i,l)(A
(α1)
W
,··· ,A
(αl−1)
W
,A))
W ; (38)
where τ(i,j) is the transposition swapping the i
th and jth terms (by convention τ(i,i)
is the identity);
15
5. first formulation of Wigner’s (2n+ 1)-rule: for all n ∈ N, and all ǫ ∈ {0, 1},
E(2n+ǫ)W =
∑
2≤l≤2n+ǫ
∑
α∈(N∗)l | |α|1=2n+ǫ, |α|∞≤n
Tr (H0γ
α
W,l)
+
1
2
∑
2≤l+l′≤2n+ǫ
l,l′≥1
∑
α∈(N∗)l, α′∈(N∗)l′ | |α|1+|α′|1=2n+ǫ
max(|α|∞, |α′|∞)≤n
D
(
ργα
W,l
, ρ
γα
′
W,l′
)
+
∑
1≤l≤2n+ǫ−1
∑
α∈(N∗)l | |α|1=2n+ǫ−1, |α|∞≤n
∫
R3
ργα
W,l
W ; (39)
6. second formulation of Wigner’s (2n+ 1)-rule: it holds
0 ≤ ErHF
(
Γ
(
n∑
k=1
βkA
(k)
W
)
,W
)
− ErHF(βW ) = O(|β|2n+2). (40)
Note that both formulations of Wigner’s (2n + 1)-rule state that an approximation
of the energy ErHF(βW ) up to order (2n + 1) in β, can be obtained from the A(k)W for
1 ≤ k ≤ n. They are yet different since the first formulation consists in computing all
the coefficients E(k)W up to order (2n + 1), while the second formulation is based on the
computation of the density matrix Γ
(∑n
k=1 β
kA
(k)
W
)
.
Remark 13. Although we were not able to rigorously prove that assumptions (5), (8), (9)
and (23) were actually satisfied for a specific molecular system, we strongly believe that
this is the case for some atoms. Recall that the singlet-spin state rHF model is obtained
from the spinless rHF model dealt with here by replacing N by N/2 (the number of electron
pairs) and ργ by 2ργ (each state is occupied by one spin-up and one spin-down electron),
so that all our results can be applied mutatis mutandis to the singlet-spin state rHF model.
We have performed numerical simulations of a carbon atom within the singlet-spin state
rHF model [22] and observed that for this system, the lowest two eigenvalues of H0, cor-
responding to the 1s and 2s shells, are negative and non-degenerate, while the third lowest
eigenvalue, corresponding to the 2p shell, is threefold degenerate. As the carbon atom con-
tains six electrons, that is three electron pairs, the Fermi level coincides with the third lowest
eigenvalue. Using the first statement of Proposition 3, we obtain that assumptions (8) is
satisfied, hence that the ground state density matrix γ0 is unique, yielding that, by symme-
try, all the occupation numbers at the Fermi level are equal to 1/3. Numerical simulations
therefore suggest that assumptions (8), (9) and (23) are satisfied for the singlet-spin state
rHF model of a carbon atom, while (5) is obviously satisfied since this system is electrically
neutral.
Remark 14. In order to illustrate what may happen when assumption (23) is not satisfied,
we consider the toy model
ETM(w) = inf {ETM(γ,w), γ ∈ K2} , (41)
where
ETM(γ,w) = Tr (HTM0 γ) +
1
2
(
Tr
(
(γ − γTM0 )2
))2
+Tr (γw),
HTM0 = −2|e1〉〈e1| − |e2〉〈e2| − |e3〉〈e3|, γTM0 = |e1〉〈e1|+ |e2〉〈e2|,
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e1, e2, e3 being pairwise orthonormal vectors of L
2(R3). For w = 0, the unique ground
state of (41) is γTM0 and the mean-field Hamiltonian of the unperturbed system is H
TM
0 .
We are therefore in the degenerate case with ǫ0F = −1 and δTM0 = |e2〉〈e2|, and we have
Nf = 1, 1 = Rank(δTM0 ) < Np = 2, Ker(1 − δTM0 ) = Re2 6= {0}, so that condition (23) is
not fulfilled. A simple calculation shows that for w = |e3〉〈e3|, it holds
ETM(βw) =
∣∣∣∣ −3− 38 |β|4/3 for β < 0,−3 for β ≥ 0.
Clearly, real-analytic perturbation theory cannot be applied.
Remark 15. The block representation of γ
(1)
W , the first-order term of the perturbation
expansion of the ground state density matrix, is given by
γ
(1)
W =

0 (A
(1)
pf )
∗(1− Λ) (A(1)uf )∗
(1− Λ)A(1)pf A(1)pp Λ(A(1)up )∗
A
(1)
uf A
(1)
upΛ 0
 , (42)
where the above operators solve the following system
Θ(A
(1)
uf , A
(1)
up , A
(1)
pf , A
(1)
pp ) = −(Wuf ,WupΛ, (1− Λ)Wpf ,
1
2
Wpp), (43)
where Wxy is the xy-block of the operator “multiplication by W ”. We also have
E(2)W = Tr
(
H0γ
(1,1)
W,2
)
+
1
2
D
(
ρ
γ
(1)
W,1
, ρ
γ
(1)
W,1
)
+
∫
R3
ρ
γ
(1)
W,1
W.
The second-order term γ
(2)
W is also useful to compute nonlinear responses. For brevity, we
do not provide here the explicit formula to compute this term and refer the reader to [22].
Remark 16. In the degenerate case, there is no analogue of (12), that is no explicit closed
recursion relation on the coefficients of the Rayleigh-Schrödinger expansion of the density.
5 Extensions to other settings
Although all the results in the preceding sections are formulated for finite molecular systems
in the whole space, in the all-electron rHF framework, some of them can be easily extended
to other settings:
• all the results in Sections 3 and 4 can be extended to valence electron calculations with
nonlocal pseudopotentials, as well as to regular nonlocal perturbations of the rHF
model, that is to any perturbation modeled by an operator W such that W (1−∆) is
a bounded operator on L2(R3), the term
∫
R3
ργW being then replaced with Tr (γW );
• all the results in Section 3 can be extended to the rHF model for locally perturbed
insulating or semiconducting crystals (see in particular [10], where the analogues of
the operators L and Q(k) in Lemma 4 are introduced and analyzed); the extension
to conducting crystals is a challenging task, see [15] for results on the particular case
of the homogeneous electron gas;
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• extending our results to the Kohn-Sham LDA model for finite molecular systems in
the whole space is difficult as the ground state density decays exponentially to zero at
infinity while the LDA exchange-correlation energy density is not twice differentiable
at 0 (it behaves as the function R+ ∋ ρ 7→ −ρ4/3 ∈ R−). On the other hand, all
the results in Sections 3 and 4 can be extended to the Kohn-Sham LDA model on
a supercell with periodic boundary conditions as well as to the periodic Kohn-Sham
LDA model for perfect crystals, as in this case, the ground state density is periodic
and bounded away from zero (see e.g. [6, 7]). Let us emphasize however that in the
LDA setting, it is not known whether the ground state density of the unperturbed
problem is unique. We must therefore restrict ourselves to local perturbation theory
in the vicinity of a local minimizer and make a coercivity assumption on the Hessian
of the energy functional at the unperturbed local minimizer γ0. In the supercell
setting, the operator L was used in [14] to study the stability of crystals;
• the Hartree-Fock model consists in minimizing the energy functional
EHF(γ,W ) := Tr
(
−1
2
∆γ
)
+
∫
R3
ργ(V +W )+
1
2
D(ργ , ργ)−1
2
∫
R3
∫
R3
|γ(x, y)|2
|x− y| dx dy
over the set PN of Slater determinants with finite kinetic energy. It turns out that all
the local minimizers of EHF(γ,W ) on KN are on PN (Lieb’s variational principle [20]).
Consequently, an equivalent formulation of the Hartree-Fock model is
E(W ) := inf {EHF(γ,W ), γ ∈ KN} . (44)
Uniqueness for problem (44) is an essentially open question (see however [17] for
partial results). In order to apply perturbation theory, we therefore need a coercivity
assumption on the Hessian at the minimizer γ0, just as in the LDA setting. It is
known that there are no unfilled shells in the Hartree-Fock theory [3], which implies
that we are always in the non-degenerate case. The first three statements and the
fifth statement of Theorem 5 can be transposed to the Hartree-Fock setting under
the above mentioned coercivity assumption. On the other hand, there is no analogue
of (12) for the Hartree-Fock model. A mathematical analysis of the perturbation
theory for the molecular orbital formulation of the Hartree-Fock model was published
in [9]. It is easily checked that our proof of Wigner’s (2n+1)-rule also applies to the
Hartree-Fock setting;
• the extension to some of our results to Stark potentialsW (x) = −E ·x, where E ∈ R3
is a uniform electric field, will be dealt with in a future work [11].
6 Proofs
6.1 Proof of Lemma 2
Let γ0 and γ′0 be two ground states of (4) for W = 0. By Theorem 1, γ0 − γ′0 = σ, with
σ ∈ S(L2(R3)), Ran(σ) ⊂ Ker(H0 − ǫ0F), Tr (σ) = 0. Therefore,
σ =
Np∑
i,j=1
Mij |φ0Nf+i〉〈φ0Nf+j|
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for some symmetric matrix M ∈ RNp×NpS such that Tr (M) = 0. As, still by Theorem 1,
γ0 and γ′0 share the same density, the density of σ is identically equal to zero, that is
∀x ∈ R3,
Np∑
i,j=1
Mijφ
0
Nf+i
(x)φ0Nf+j(x) = 0.
If Assumption (9) is satisfied, then M = 0; therefore σ = 0, and uniqueness is proved.
6.2 Proof of Proposition 3
Let us first notice that as for all 1 ≤ i ≤ Np, φ0Nf+i ∈ D(H0) = H2(R3) →֒ C0(R3),
condition (9) is mathematically well-defined.
Case 1: Let M ∈ RNp×NpS be such that
∀x ∈ R3,
Np∑
i,j=1
Mijφ
0
Nf+i
(x)φ0Nf+j(x) = 0.
The matrix M being symmetric, there exists an orthogonal matrix U ∈ O(Np) such that
UMUT = diag(n1, · · · , nNp) with n1 ≤ · · · ≤ nNp . Let φ˜0Nf+i(x) =
∑Np
j=1 Uijφ
0
Nf+j
(x).
The functions φ˜0Nf+i form an orthonormal basis of Ker(H0 − ǫ0F) and it holds
∀x ∈ R3,
Np∑
i=1
ni|φ˜0Nf+i(x)|2 = 0,
from which we deduce that
∑Np
i=1 ni = 0. Consider first the case when Np = 2. If M 6= 0,
then n2 = −n1 = n > 0, so that
∀x ∈ R3, |φ˜0Nf+1(x)|2 = |φ˜0Nf+2(x)|2.
In particular, the two eigenfunctions φ˜0Nf+1 and φ˜
0
Nf+2
have the same nodal surfaces (that
is (φ˜0Nf+1)
−1(0) = (φ˜0Nf+2)
−1(0)). Consider now the case when Np = 3. If M 6= 0, then
either n2 = 0 and φ˜0Nf+1 and φ˜
0
Nf+3
have the same nodes, or n2 6= 0. Replacing M with
−M , we can, without loss of generality assume that n1 < 0 < n2 ≤ n3, which leads to
∀x ∈ R3, |φ˜0Nf+1(x)|2 =
|n2|
|n1| |φ˜
0
Nf+2
(x)|2 + |n3||n1| |φ˜
0
Nf+3
(x)|2.
We infer from the above equality that the nodal surfaces of φ˜0Nf+1(x) are included in those
of φ˜0Nf+2(x). Let Ω be a connected component of the open set R
3 \ (φ˜0Nf+1)−1(0), and let
HΩ0 be the self-adjoint operator on L
2(Ω) with domain
D(HΩ0 ) =
{
u ∈ H10 (Ω) | ∆u ∈ L2(Ω)
}
defined by
∀u ∈ D(HΩ0 ), HΩ0 u = −
1
2
∆u+ V u+ (ρ0 ⋆ | · |−1)u.
As both ψ1 = φ˜0Nf+1|Ω and ψ2 = φ˜0Nf+2|Ω are in D(HΩ0 ) and satisfy HΩ0 ψ1 = ǫ0Fψ1,
HΩ0 ψ2 = ǫ
0
Fψ2, |ψ1| > 0 in Ω, we deduce from [25, Theorem XIII.44] that ǫ0F is the non-
degenerate ground state eigenvalue of HΩ0 , so that there exists a real constant C ∈ R
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such that ψ2 = Cψ1. It follows from the unique continuation principle (see e.g. [25,
Theorem XIII.57]) that φ˜0Nf+2 = Cφ˜
0
Nf+1
on R3, which contradicts the fact that φ˜0Nf+1 and
φ˜0Nf+2 are orthogonal and non identically equal to zero. Thus, M = 0 and the proof of
case 1 is complete.
Case 2. The degeneracy being assumed essential, ǫ0F is (2l+1)-times degenerate for some
integer l ≥ 1, and there exists an orthonormal basis of associated eigenfunctions of the
form
∀1 ≤ i ≤ Np = 2l + 1, φ0Nf+i(x) = Rl(r)Y−l+i−1l (θ, ϕ),
where (r, θ, ϕ) are the spherical coordinates of the point x ∈ R3, and where the functions
Yml are the spherical harmonics. In particular,
2l+1∑
i,j=1
Mijφ
0
Nf+i
(x)φ0Nf+j(x) = Rl(r)
2
2l+1∑
i,j=1
Mij Y−l+i−1l (θ, ϕ)Y−l+j−1l (θ, ϕ).
We therefore have to prove that for any symmetric matrix M ∈ R(2l+1)×(2l+1)S ,2l+1∑
i,j=1
MijY−l+i−1l Y−l+j−1l = 0
 ⇒ M = 0.
Let M ∈ R(2l+1)×(2l+1)S a symmetric matrix such that
2l+1∑
i,j=1
MijY−l+i−1l Y−l+j−1l = 0
on the unit sphere S2. Using the relation
Ym1l Ym2l =
2l∑
L=0
√
(2l + 1)2(2L+ 1)
4π
 l l L
m1 m2 −(m1 +m2)
 l l L
0 0 0
Ym1+m2L ,
where the
 l1 l2 l3
m1 m2 m3
 denote the Wigner 3-j symbols (see [5] for instance), and
where, by convention, YmL = 0 whenever |m| > L, we obtain
0 =
√
4π
2l + 1
2l+1∑
i,j=1
MijY−l+i−1l Y−l+j−1l
=
2l+1∑
i,j=1
Mij
2l∑
L=0
√
2L+ 1
 l l L
−l + i− 1 −l + j − 1 2l + 2− i− j
 l l L
0 0 0
Y i+j−2l−2L
=
2l∑
m=−2l
2l∑
L=0
√
2L+ 1
 l l L
0 0 0


∑
1 ≤ i, j ≤ 2l+ 1
i+ j − 2l − 2 = m
 l l L
−l + i− 1 −l + j − 1 −m
Mij
Y
m
L .
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Using the fact that the Wigner 3-j symbol
 l l L
m1 m2 −(m1 +m2)
 is equal to zero unless
|m1| ≤ l, |m2| ≤ l, |m1 +m2| ≤ L, 0 ≤ L ≤ 2l, and L ∈ 2N if m1 = m2 = 0,
we obtain that for all L ∈ {0, 2, · · · , 2l} and all −L ≤ m ≤ L,
∑
1 ≤ i, j ≤ 2l+ 1
i+ j − 2l− 2 = m
 l l L
−l + i− 1 −l + j − 1 −m
Mij = 0. (45)
For m = −2l and L = 2l, the above expression reduces to l l 2l
−l −l 2l
M11 = 0, where
 l l 2l
−l −l 2l
 = 1√
4l + 1
.
Hence M11 = 0. More generally, for each integer value of m in the range [−2l, 2l], equation
(45) gives rise to a linear system of nm,l equations (obtained for the various even values of
L in the range [|m|, 2l]) with nm,l unknowns (the Mi,j’s satisfying i ≤ j - recall that the
matrix M is symmetric - and i+ j = 2l + 2 +m). Using the symmetry property l l L
−l + i− 1 −l + j − 1 −m
 =
 l l L
−l + j − 1 −l + i− 1 −m

and the orthogonality relation stating that for all −2l ≤ m ≤ 2l, and all |m| ≤ L,L′ ≤ 2l,
∑
1 ≤ i, j ≤ 2l + 1
i + j − 2l− 2 = m
 l l L
−l + i− 1 −l + j − 1 −m
 l l L′
−l + i− 1 −l + j − 1 −m
 = δLL′
(2L+ 1)
,
it is easy to see that this linear system is free, and that the corresponding entries of M are
therefore equal to 0. Hence, the matrix M is identically equal to zero, which completes
the proof.
6.3 Proof of Lemma 4
As C is a compact subset of the resolvent set of H0 and as the domain of H0 is H2(R3),
there exists C0 ∈ R+ such that
max
z∈C
(‖(z −H0)−1‖, ‖(1 −∆)(z −H0)−1‖, ‖(z −H0)(1−∆)−1‖) ≤ C0.
It follows from the Kato-Seiler-Simon inequality [29] that for all v ∈ C′,
‖v(z −H0)−1‖ ≤ C0‖v(1 −∆)−1‖ ≤ C0‖v(1 −∆)−1‖S6 ≤ C‖v‖L6 ≤ α‖v‖C′ ,
for constants α,C ∈ R+ independent of v. The k-linear map Q(k) is therefore well-defined
and continuous from (C′)k to the space of bounded operators on L2(R3). Denoting by
γ⊥0 = 1− γ0, we have
Q(k)(v1, · · · , vk) =
∑
(Pj)0≤j≤k∈{γ0,γ⊥0 }k+1
1
2iπ
∮
C
(z −H0)−1P0
k∏
j=1
(
vj(z −H0)−1Pj
)
dz.
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In the above sum, the term with all the Pj ’s equal to γ⊥0 is equal to zero as a consequence of
Cauchy’s residue formula. In all the remaining terms, one of the Pj ’s is equal to the rank-N
operator γ0. The operators (z −H0)−1 and vj(z −H0)−1 being bounded, Q(k)(v1, · · · , vk)
is finite-rank, hence trace-class, and it holds
‖Q(k)(v1, · · · , vk)‖S1 ≤
|C |
2π
NC0α
k‖v1‖C′ · · · ‖vk‖C′ .
Likewise, the operator
|∇|Q(k)(v1, · · · , vk)|∇|
=
∑
(Pj)∈{γ0,γ⊥0 }k+1
1
2iπ
∮
C
|∇|(z −H0)−1/2P0
k∏
j=1
(
(z −H0)−1/2vj(z −H0)−1/2Pj
)
(z −H0)−1/2|∇| dz
is finite rank and
‖ |∇|Q(k)(v1, · · · , vk)|∇| ‖S1 ≤ Cαk‖v1‖C′ · · · ‖vk‖C′ ,
for some constant C independent of v1, · · · , vk. Therefore Q(k) is a continuous linear map
from (C′)k to S1,1 and the bound (10) holds true. It then follows from Cauchy’s residue
formula and the cyclicity of the trace that, for k ≥ 1,
Tr (Q(k)(v1, · · · , vk)) = Tr
 1
2iπ
∮
C
(z −H0)−1
k∏
j=1
(
vj(z −H0)−1
)
dz

=
∑
(Pj)∈{γ0,γ⊥0 }k+1
Tr
 1
2iπ
∮
C
(z −H0)−1P0
k∏
j=1
(
vj(z −H0)−1Pj
)
dz

=
k∑
j=1
∑
(Pl)∈{γ0,γ⊥0 }k
Tr
(
1
2iπ
∮
C
k−1∏
l=1
(
vl+j mod(k)(z −H0)−1Pl
)
vj(z −H0)−2γ0 dz
)
= 0.
Let ρ ∈ C and Q := Q(1)(ρ ⋆ | · |−1). Proceeding as above, we obtain that for all
φ ∈ C∞c (R3),∣∣∣∣∫
R3
ρQφ
∣∣∣∣ = |Tr (Qφ)| = ∣∣∣∣Tr ( 12iπ
∮
C
(z −H0)−1(ρ ⋆ | · |−1)(z −H0)−1φdz
)∣∣∣∣
≤ C‖ρ‖C‖φ‖C′ ,
for a constant C ∈ R+ independent of ρ and φ. Therefore, ρQ is in C and ‖ρQ‖C ≤ C‖ρ‖C .
This proves that L is a bounded operator on C. In addition, for all ρ1, ρ2 in C,
(Lρ1, ρ2)C = −Tr
(
1
2iπ
∮
C
(z −H0)−1(ρ1 ⋆ | · |−1)(z −H0)−1(ρ2 ⋆ | · |−1) dz
)
= (ρ1,Lρ2)C ,
where we have used again the cyclicity of the trace. Thus, L is self-adjoint. Lastly, for all
ρ ∈ C,
(Lρ, ρ)C =
N∑
i=1
〈γ⊥0 ((ρ ⋆ | · |−1)φ0i )|(H⊥0 − ǫi)−1|γ⊥0 ((ρ ⋆ | · |−1)φ0i )〉 ≥ 0,
where H⊥0 is the self-adjoint operator on Ran(γ
⊥
0 ) = Ker(γ0) defined by ∀v ∈ Ran(γ⊥0 ),
H⊥0 v = H0v.
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6.4 Stability of the spectrum of the mean-field Hamiltonian
We assume here that we are
• either in the non-degenerate case (ǫN < 0 and ǫN < ǫN+1), in which case we set
ǫ0F =
ǫN+ǫN+1
2 ;
• or in the degenerate case (ǫN = ǫN+1 = ǫ0F < 0).
We recall that Nf = Rank(1(−∞,ǫ0F)(H0)), Np = Rank(1{ǫ0F}(H0)) and No = Nf +Np. We
also have g− = ǫ0F − ǫNf and g+ = ǫNf+Np+1 − ǫ0F. By definition g− > 0 and g+ > 0 since
ǫ0F < 0.
Lemma 17. Let
α1 = ǫ1 − 1, α2 = ǫ0F −
3g−
4
, α3 = ǫ
0
F −
g−
4
, α4 = ǫ
0
F +
g+
4
, α5 = ǫ
0
F +
3g+
4
.
There exists η > 0 such that for all v ∈ Bη(C′),
Rank(1(−∞,α1](H0 + v)) = 0, Rank(1(α1,α2)(H0 + v)) = Nf , Rank(1[α2,α3](H0 + v)) = 0,
Rank(1(α3,α4](H0 + v)) = Np, Rank(1(α4,α5](H0 + v)) = 0.
Proof. Let z ∈ {α1, α2, α3, α4, α5}. As z /∈ σ(H0), we have
z − (H0 + v) =
(
1 + v(1 −∆)−1(1−∆)(z −H0)−1
)
(z −H0).
Besides, as D(H0) = H2(R3), there exists a constant C ∈ R+ independent of the choice of
z ∈ {α1, α2, α3, α4, α5}, such that
‖(1−∆)(z −H0)−1‖ ≤ C.
In addition, there exists a constant C ′ ∈ R+ such that for all v ∈ C′,
‖v(1 −∆)−1‖ ≤ ‖v(1 −∆)−1‖S6 ≤ C ′‖v‖C′ .
Let η = (CC ′)−1. We obtain that for all v ∈ Bη(C′),
‖v(1−∆)−1(1−∆)(z −H0)−1‖ < 1,
so that z − (H0 + v) is invertible. Therefore, for all v ∈ Bη(C′), none of the real numbers
α1, α2, α3, α4, α5 are in σ(H0 + v). It also follows from the above arguments that for
all v ∈ C′, the multiplication by v is a H0-bounded operator on L2(R3). Using Kato’s
perturbation theory, we deduce from a simple continuity argument that the ranks of the
spectral projectors
1(−∞,α1](H0+v), 1(α1,α2)(H0+v), 1[α2,α3](H0+v), 1(α3,α4](H0+v), and 1(α4,α5](H0+v)
are constant for v ∈ Bη(C′), and therefore equal to their values for v = 0, namely 0, Nf , 0,
Np and 0 respectively.
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6.5 Proof of Theorem 5
Step 1: proof of statement 1.
Let us introduce the relaxed constrained problem
ErHF≤N (W ) = inf
{
ErHF(γ,W ), γ ∈ K≤N
}
, (46)
where
K≤N =
{
γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, Tr (γ) ≤ N, Tr (−∆γ) <∞} .
As ǫ0F < 0, γ0 is the unique minimizer of (46) for W = 0, and as K≤N is convex, the
corresponding optimality condition reads
∀γ ∈ K≤N , Tr (H0(γ − γ0)) ≥ 0. (47)
Let W ∈ C′, and (γ′k)k∈N∗ a minimizing sequence for (46) for which
∀k ≥ 1, ErHF(γ′k,W ) ≤ ErHF≤N (W ) +
1
k
. (48)
Set ρ′k = ργ′k . We obtain on the one hand, using (47),
ErHF≤N (W ) ≥ ErHF(γ′k,W )−
1
k
= ErHF(γ′k, 0) +
∫
R3
ρ′kW −
1
k
= ErHF≤N (0) + Tr (H0(γ′k − γ0)) +
1
2
D(ρ′k − ρ0, ρ′k − ρ0) +
∫
R3
ρ′kW −
1
k
≥ ErHF≤N (0) +
1
2
D(ρ′k − ρ0, ρ′k − ρ0) +
∫
R3
ρ′kW −
1
k
,
and on the other hand
ErHF≤N (W ) ≤ ErHF(γ0,W ) = ErHF≤N (0) +
∫
R3
ρ0W.
Therefore,
1
2
D(ρ′k − ρ0, ρ′k − ρ0) ≤
∫
R3
(ρ0 − ρ′k)W +
1
k
,
from which we get
1
2
‖ρ′k − ρ0‖2C ≤ ‖W‖C′‖ρ′k − ρ0‖C +
1
k
,
and finally
‖ρ′k − ρ0‖C ≤ 2‖W‖C′ +
(
2k−1
)1/2
. (49)
Then, using Cauchy-Schwarz, Hardy and Hoffmann-Ostenhof [18] inequalities, we obtain
ErHF≤N (0) = ErHF(0) = ErHF(γ0, 0) = ErHF(γ0,W )−
∫
R3
ρ0W
≥ ErHF≤N (W )−
∫
R3
ρ0W ≥ ErHF(γ′k,W )−
∫
R3
ρ0W − 1
k
=
1
2
Tr (−∆γ′k) +
∫
R3
V ρ′k +
1
2
D(ρ′k, ρ
′
k) +
∫
R3
ρ′kW −
∫
R3
ρ0W − 1
k
≥ 1
2
Tr (−∆γ′k)− 2ZN
1
2 (Tr (−∆γ′k))1/2 +
1
2
‖ρ′k‖2C − ‖ρ′k‖C‖W‖C′ − ‖ρ0‖C‖W‖C′ −
1
k
≥ 1
2
((Tr (−∆γ′k))1/2 − 2ZN
1
2 )2 +
1
2
(‖ρ′k‖C − ‖W‖C′)2 − 2Z2N −
1
2
‖ρ0‖2C − ‖W‖2C′ −
1
k
≥ 1
2
((Tr (−∆γ′k))1/2 − 2ZN
1
2 )2 − 2Z2N − 1
2
‖ρ0‖2C − ‖W‖2C′ −
1
k
,
24
from which we infer that
Tr (−∆γ′k) ≤ C0(1 + ‖W‖2C′),
for some constant C0 ∈ R+ independent ofW and k. This estimate, together with (49) and
the fact that ‖γ′k‖S1 = Tr (γ′k) ≤ N , shows that the sequences (γ′k)k∈N∗ and (ρ′k)k∈N∗ are
bounded in S1,1 and C respectively. We can therefore extract from (γ′k)k∈N∗ a subsequence
(γ′kj )j∈N∗ such that (γ
′
kj
)j∈N converges to γW for the weak-∗ topology of S1,1, and (ρ′kj)j∈N
converges to ρW := ργW weakly in C and strongly in Lploc(R3) for all 1 ≤ p < 3. This
implies that
γW ∈ K≤N and ErHF(γW ,W ) ≤ lim inf
j→∞
ErHF(γ′kj ,W ) = ErHF≤N (W ).
Thus γW is a minimizer of (46). In addition, as the rHF model is strictly convex in the
density, all the minimizers of (46) have the same density ρW , and, passing in the limit in
(49), we obtain that ρW satisfies
‖ρW − ρ0‖C ≤ 2‖W‖C′ .
Denoting by
vW =W + (ρW − ρ0) ⋆ | · |−1, (50)
we have
HW = −1
2
∆ + V +W + ρW ⋆ | · |−1 = H0 + vW , (51)
with
‖vW ‖C′ ≤ ‖W‖C′ + ‖(ρW − ρ0) ⋆ | · |−1‖C′ ≤ 3‖W‖C′ . (52)
By Lemma 17, for all W ∈ Bη/3(C′), we have
Rank(1(−∞,ǫ0F−g−/2](HW )) = N and Rank(1(ǫ0F−g−/2,ǫ0F+g−/2](HW )) = 0.
In particular, HW has a least N negative eigenvalues, from which we infer that Tr (γW ) =
N . Therefore, γW is a minimizer of (4). In addition, γW = 1(−∞,ǫ0F](HW ) and it holds
γW =
1
2iπ
∮
C
(z −HW )−1 dz. (53)
Step 2: proof of statement 2.
It follows from (50), (51) and (53) that
∀W ∈ Bη/3(C′), X (vW ) =W,
where X is the mapping from Bη/3(C′) to C′ defined by
X (v) = v − ρ 1
2ipi
∮
C
((z−H0−v)−1−(z−H0)−1) dz
⋆ | · |−1.
The mapping X is real analytic. Besides, denoting by vc the Coulomb operator associating
to each density ρ ∈ C the electrostatic potential vc(ρ) = ρ ⋆ | · |−1 ∈ C′, we have
X ′(0) = vc(1 + L)v−1c .
It follows from the second statement of Lemma 4 and from the fact that vc : C → C′ is
a bijective isometry that X ′(0) is bijective. Applying the real analytic implicit function
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theorem, we obtain that the mapping W 7→ vW is real analytic from some ball Bη′(C′) (for
some η′ > 0) to C′. By composition of real analytic functions, the functions
γW =
1
2iπ
∮
C
(z−H0− vW )−1 dz, ρW = ρ0+ v−1c (vW −W ) and ErHF(W ) = ErHF(γW ,W )
are real analytic from Bη′(C′) to S11, C and R respectively.
Step 3: proof of statements 3 and 4.
Let W ∈ Bη′(C′). It follows from the above result that the functions β 7→ γβW , β 7→ ρβW ,
and β 7→ ErHF(βW ) are real analytic in the vicinity of 0, so that, for |β| small enough,
γβW = γ0 +
+∞∑
k=1
βkγ
(k)
W , ρβW = ρ0 +
+∞∑
k=1
βkρ
(k)
W , ErHF(βW ) = ErHF(0) +
+∞∑
k=1
βkE(k)W ,
the series being normally convergent in S11, C and R respectively. The Dyson expansion
of (11) gives
γβW = γ0 +
+∞∑
k=1
Q(k) (vβW , · · · , vβW ) .
As
vβW = βW +
+∞∑
k=1
βk(ρ
(k)
W ⋆ | · |−1) =
+∞∑
k=1
βkW (k),
where we recall that W (1) =W + ρ(1)W ⋆ | · |−1 and W (k) = ρ(k)W ⋆ | · |−1, we obtain
γβW = γ0 +
+∞∑
k=1
Q(k)
+∞∑
j=1
βjW (j), · · · ,
+∞∑
j=1
βjW (j)
 ,
from which we deduce (14). Taking the densities of both sides of (14), we get
ρ
(k)
W = −L(ρ(k)W ) + ρ˜(k)W .
This proves (12).
6.6 Proof of Lemma 6 and of (18)
The proof of Lemma 6 is similar to the proof of Lemma 1 in [9]. We only sketch it here
for brevity. We denote by V := (H1(R3))N , by Φ0 = (φ01, · · · , φ0N )T ∈ V and by H the
bounded linear operator from V to V ′ ≡ (H−1(R3))N defined by
∀Ψ ∈ V, (H Ψ)i = (H0 − ǫi)ψi +
N∑
j=1
K0ijψj.
We then decompose V as
V = SΦ0 + AΦ0 +Φ0⊥ = DΦ0 + S0Φ0 + AΦ0 +Φ0⊥,
where D, A, S, and S0 denote the vector spaces of N ×N real-valued matrices which are
respectively diagonal, antisymmetric, symmetric, and symmetric with zero entries on the
diagonal, and where
Φ0⊥ =
{
Φ = (φi)1≤i≤N ∈ V | ∀1 ≤ i, j ≤ N, (φi, φ0j )L2 = 0
}
.
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Likewise, it holds
V ′ = SΦ0 + AΦ0 +Φ0⊥⊥ with Φ0⊥⊥ =
{
g = (gi)1≤i≤N ∈ V ′ | ∀1 ≤ i, j ≤ N, 〈gi, φ0j 〉 = 0
}
and it is easily checked that{
g ∈ V ′ | ∀χ ∈ Φ0⊥, 〈g, χ〉 = 0
}
= SΦ0 + AΦ0. (54)
Denoting by F = (f1, · · · , fN )T ∈ V ′ and by α ∈ D the N×N diagonal matrix with entries
α1, · · · , αN , we have to show that there exists a unique pair (Ψ, η) ∈ V × D such that{
H Ψ = F + ηΦ0,
Ψ− αΦ0 ∈ S0Φ0 + AΦ0 +Φ0⊥.
(55)
For this purpose, we first introduce the matrix S ∈ S defined by
∀1 ≤ i ≤ N, Sii = αi and ∀1 ≤ i 6= j ≤ N, Sij =
〈fj, φ0i 〉 − 〈fi, φ0j 〉
ǫj − ǫi ,
and observe that F˜ := F − H (SΦ0) ∈ SΦ0 + Φ0⊥⊥. Next, using the fact that ǫ1 < · · · <
ǫN < ǫ
0
F and the positivity of the operator K
0, namely
∀Ψ = (ψi)1≤i≤N ∈ V,
N∑
i,j=1
〈K0ijψj , ψi〉 = 2D
(
N∑
i=1
φ0iψi,
N∑
i=1
φ0iψi
)
≥ 0,
we can see that the operator H is coercive on Φ0⊥. Therefore, by Lax-Milgram lemma and
(54), there exists a unique Ψ˜ ∈ Φ0⊥ such that H Ψ˜− F˜ ∈ SΦ0 + AΦ0. As F˜ ∈ SΦ0 + Φ0⊥⊥
and
∀1 ≤ i, k ≤ N, ∀Ψ = (ψj)1≤j≤N ∈ V,
N∑
j=1
〈K0ijψj , φ0k〉 =
N∑
j=1
〈K0kjψj, φ0i 〉,
we have in fact H Ψ˜ − F˜ ∈ SΦ0. Setting Ψ′ = Ψ˜ + SΦ0, we get H Ψ′ − F ∈ SΦ0. We
now observe that H is an isomorphism from AΦ0 to S0Φ0. Decomposing H Ψ′ − F as
H Ψ′− F = −S′Φ0+ ηΦ0 with S′ ∈ S0 and η ∈ D, and denoting by A the unique element
of A such that H (AΦ0) = S′Φ0, and by Ψ = Ψ′ + AΦ0, we finally obtain that the pair
(Ψ, η) is the unique solution to (55) in V × D.
The fact that Ψ ∈ (H2(R3))N whenever f ∈ (L2(R3))N follows from simple elliptic
regularity arguments.
To prove (18), we introduce, for k ∈ N∗,
χi,k(β) =
k∑
l=0
βlφ
(l)
βW,i, ηi,k(β) =
k∑
l=0
βlǫ
(l)
βW,i,
Hk(β) = −1
2
∆+V +
(
N∑
i=1
χi,k(β)
2
)
⋆|·|−1+βW, fi,k(β) = Hk(β)χi,k(β)−ηi,k(β)χi,k(β).
By construction, |ηi,k(β)− ǫβW,i|+ ‖χi,k(β)− φβW,i‖H2 + ‖fi,k(β)‖H−1 ∈ O(βk+1) when β
goes to zero, for all 1 ≤ i ≤ N . As the operator Hk(β) is self-adjoint, it holds
〈fi,k, χj,k〉+ ηi,k〈χi,k, χj,k〉 = 〈Hkχi,k, χj,k〉 = 〈Hkχj,k, χi,k〉 = 〈fj,k, χi,k〉+ ηj,k〈χj,k, χi,k〉
(the variable β has been omitted in the above equalities). As by assumption ǫ1 < ǫ2 <
· · · < ǫN+1, we obtain
〈χi,k(β), χj,k(β)〉 =
〈fi,k(β), χj,k(β)〉 − 〈fj,k(β), χi,k(β)〉
ηj,k(β)− ηi,k(β) ∈ O(β
k+1),
from which we deduce (18).
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6.7 Proof of Lemma 7
Let T ∈ Ω and γ ∈ PN such that ‖T − γ‖S2 < 1/2. As ‖T − γ‖ ≤ ‖T − γ‖S2 < 1/2,
σ(γ) = {0, 1} and Rank(γ) = N , Rank(Π(T )) = Rank(1[1/2,+∞)(T )) = N . Therefore
Π(T ) ∈ PN . If, in addition, T ∈ S2, then
‖T −Π(T )‖2S2 = ‖T − γ + γ −Π(T )‖2S2
= ‖T − γ‖2S2 + ‖γ −Π(T )‖2S2 + 2Tr ((T − γ)(γ −Π(T )))
= ‖T − γ‖2S2 + ‖γ −Π(T )‖2S2 + 2Tr (T (γ −Π(T ))) − (2N − 2Tr (γΠ(T )))
= ‖T − γ‖2S2 + 2Tr (T (γ −Π(T )))
= ‖T − γ‖2S2 + 2Tr ((T − 1/2)(γ −Π(T ))) ,
where we have used that both γ and Π(T ) are in PN and that for all P ∈ PN , ‖P‖2S2 =
Tr (P 2) = Tr (P ) = N . Let A = T − 1/2 and Q = γ −Π(T ). The self-adjoint operator A
has exactly N positive eigenvalues (counting multiplicities), and all its other eigenvalues
are negative. Remarking that Π(T ) = 1[0,+∞)(A), and denoting A
++ = Π(T )AΠ(T ),
A−− = (1 − Π(T ))A(1 − Π(T )), Q−− = Π(T )(γ − Π(T ))Π(T ), Q++ = (1 − Π(T ))(γ −
Π(T ))(1 −Π(T )), and g := dist(0, σ(A)), we obtain, using the fact that A++ ≥ g, A−− ≤
−g, Q++ ≥ 0, Q−− ≤ 0 and Q2 = Q++ −Q−−,
Tr ((T − 1/2)(γ −Π(T ))) = Tr (A++Q−− +A−−Q++)
≤ −gTr (Q++ −Q−−) = −gTr (Q2) = −g‖γ −Π(T )‖2S2 .
Hence, Π(T ) is the unique minimizer of (19).
6.8 Proof of Theorem 8
Throughout the proof, W is a fixed potential of C′, chosen once and for all, and C denotes
a constant depending onW but not on β, which may vary from one line to another. For all
β ∈ R, we denote by Q(n)W (β) := γ˜(n)W (β)− γβW . When |β| is small enough, γ˜(n)W (β) ∈ PN ,
so that we have
ErHF(γ˜
(n)
W (β), βW ) ≥ ErHF(βW )
= ErHF(γβW , βW )
= ErHF(γ˜
(n)
W (β)−Q(n)W (β), βW )
= ErHF(γ˜
(n)
W (β), βW )− Tr
(
HβWQ
(n)
W (β)
)
− 1
2
D
(
ρ
Q
(n)
W
(β)
, ρ
Q
(n)
W
(β)
)
= ErHF(γ˜
(n)
W (β), βW )− Tr
(
|HβW − ǫ0F|(Q(n)W (β))2
)
− 1
2
‖ρ
Q
(n)
W
(β)
‖2C ,
where we have used Lemma 18 below. We thus obtain that for |β| small enough,
0 ≤ ErHF(γ˜(n)W (β), βW ) − ErHF(βW ) = Tr
(
|HβW − ǫ0F|(Q(n)W (β))2
)
+
1
2
‖ρ
Q
(n)
W
(β)
‖2C .
Using (51), (52) and the bound ‖v(1 −∆)−1‖ ≤ C‖v‖C′ for all v ∈ C′, we obtain that for
all |β| small enough,
|HβW − ǫ0F| ≤ C(1−∆).
Hence, for |β| small enough,
0 ≤ ErHF(γ˜(n)W (β), βW )− ErHF(βW ) ≤ CTr
(
(1−∆)(Q(n)W (β))2
)
+
1
2
‖ρ
Q
(n)
W
(β)
‖2C
≤ C‖Q(n)W (β)‖2S1,1 ,
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where we have used the continuity of the linear mapping S1,1 ∋ γ 7→ ργ ∈ C. The latter
property is proved as followed: we infer from the Kato-Seiler-Simon inequality and the
Sobolev inequality ‖V ‖L6(R3) ≤ C6‖∇V ‖L2(R3) = C6‖V ‖C′ that there exists a constant
C ∈ R+ such that for all γ ∈ S1,1 ∩ S(L2(R3)),
‖ργ‖C = sup
V ∈C′\{0}
Tr (γV )
‖V ‖C′ = supV ∈C′\{0}
Tr ((1−∆)1/2γ(1−∆)1/2(1−∆)−1/2V (1−∆)−1/2)
‖V ‖C′
≤ C‖γ‖S1,1 . (56)
Denoting by
γW,n(β) := γ0 +
n∑
k=1
βkγ
(k)
W ,
we get
0 ≤ ErHF(γ˜(n)W (β), βW )−ErHF(βW ) ≤ C
(
‖γ˜(n)W (β)− γW,n(β)‖2S1,1 + ‖γW,n(β)− γβW ‖2S1,1
)
.
We infer from the third statement of Theorem 5 that
‖γW,n(β)− γβW ‖S1,1 ≤ Cβn+1.
We now observe that as W is fixed, all the functions φ˜W,i(β) in (21)-(22) lay in a finite
dimensional subspace of H1(R3) independent of β. Using the equivalence of norms in finite
dimension, the fact that γ˜(n)W (β) = Π (γW,n(β)) and Lemma 7, we obtain that
‖γ˜(n)W (β) − γW,n(β)‖S1,1 ≤ C‖γ˜(n)W (β)− γW,n(β)‖S2 ≤ C‖γβW − γW,n(β)‖S2 ≤ Cβn+1,
which completes the proof of (20).
Lemma 18. Let H be a bounded below self-adjoint operator on a Hilbert space H, ǫF ∈ R,
and γ := 1(−∞,ǫF](H). Assume that Tr (γ) < ∞. Then, for all orthogonal projector
γ′ ∈ S(H) such that Tr (γ′) = Tr (γ), it holds
0 ≤ Tr (HQ) = Tr (|H − ǫF|Q2),
where Q = γ′ − γ.
Proof. We first observe that
Q = γ′ − γ = (γ′)2 − γ2 = Q2 + γγ′ + γ′γ − 2γ,
H − ǫF = (1− γ)(H − ǫF)(1 − γ) + γ(H − ǫF)γ,
|H − ǫF| = (1− γ)(H − ǫF)(1 − γ)− γ(H − ǫF)γ,
Q2 = (1− γ)Q(1 − γ)− γQγ.
As Tr (Q) = 0, it follows that
Tr (HQ) = Tr ((H − ǫF)Q) = Tr
(
(H − ǫF)Q2
)
+Tr
(
(H − ǫF)(γγ′ + γ′γ − 2γ)
)
= Tr
(
(H − ǫF)Q2
)
+ 2Tr (γ(H − ǫF)γQ)
= Tr
(
(H − ǫF)Q2
)
+ 2Tr (γ(H − ǫF)γQγ)
= Tr
(
(H − ǫF)Q2
)− 2Tr (γ(H − ǫF)γQ2)
= Tr
(|H − ǫF|Q2) .
Note that all the terms in the above series of equalities containing γ are finite, since
Tr (γ) <∞ and H is bounded below, while the other terms may be equal to +∞.
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6.9 Proof of Lemma 9
Using the fact that L2(R3) = Ho⊕Hu, any linear operator T on L2(R3) can be represented
by a 2× 2 block operator
T =
(
Too Tou
Tuo Tuu
)
,
where Txy is a linear operator from Hy to Hx (with x, y ∈ {o,u}). In particular, the
operators P0 := 1(−∞,ǫ0F](H0) (the orthogonal projector on Ho), P
⊥
0 := 1(ǫ0F,+∞)
(H0) and
H0 are block diagonal in this representation, and we have
P0 =
(
1 0
0 0
)
, P⊥0 =
(
0 0
0 1
)
, H0 =
(
Hoo 0
0 Huu
)
,
with Hoo − ǫ0F ≤ 0 and Huu − ǫ0F = H++0 − ǫ0F ≥ g+ > 0.
We consider the submanifold
PNo :=
{
P ∈ S(L2(R3)) | P 2 = P, Tr (P ) = No, Tr (−∆P ) <∞
}
of S(L2(R3)) consisting of the rank-No orthogonal projectors on L2(R3) with range in
H1(R3), and the Hilbert space
Z =
{
Z =
(
0 −Z∗uo
Zuo 0
)
| (Huu − ǫ0F)1/2Zuo ∈ B(Ho,Hu)
}
,
endowed with the inner product
(Z,Z ′)Z = Tr (Z
∗
uo(Huu − ǫ0F)Z ′uo).
We are going to use the following lemma, the proof of which is postponed until the end of
the section.
Lemma 19. There exists an open connected neighborhood O˜ of P0 in PNo , and η > 0 such
that the real analytic mapping
Bη(Z) → O˜
Z 7→ eZP0e−Z
is bijective.
By continuity, there exists a neighborhood O of 0 in A such that
∀A ∈ O, 1(0,1] (Γ(A)) ⊂ O˜.
Let A and A′ in O be such that Γ(A) = Γ(A′). Then
eLuo(A
′)P0e
−Luo(A′) = 1(0,1]
(
Γ(A′)
)
= 1(0,1] (Γ(A)) = e
Luo(A)P0e
−Luo(A),
and we infer from Lemma 19 that Luo(A′) = Luo(A). Therefore,
eLpf (A
′)(γ0 + Lpp(A
′))e−Lpf (A
′) = eLpf(A)(γ0 + Lpp(A))e
−Lpf (A). (57)
In particular (using again functional calculus),
eLpf (A
′)γ0e
−Lpf (A
′) = eLpf(A)γ0e
−Lpf(A).
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Using the finite dimensional analogue of Lemma 19 (a standard result on finite dimensional
Grassmann manifolds), we obtain that, up to reducing the size of the neighborhood O
if necessary, Lpf(A′) = Lpf(A). Getting back to (57), we see that Lpp(A′) = Lpp(A).
Therefore, A = A′, which proves the injectivity of the mapping (26).
We now consider a neighborhood O′ of γ0 in S1,1 in such that Γ(O) ⊂ O′ and
1(0,1]
(KNf ,Np ∩ O′) ⊂ O˜. Let γ ∈ KNf ,Np ∩ O′. By Lemma 19, there exists a unique
Z ∈ Bη(Z) such that 1(0,1](γ) = eZP0e−Z , and by the classical finite-dimensional ver-
sion of the latter lemma, there exists a unique Apf ∈ Apf in the vicinity of 0 such that
1{1}(γ) = e
ZeLpf(0,0,Apf ,0)1{1}(γ0)e
−Lpf(0,0,Apf ,0)e−Z . It is then easily seen that the operator
e−Ze−Lpf(0,0,Apf ,0)γeLpf (0,0,Apf ,0)eZ
is of the form γ0 + Lpp(0, 0, 0, App) for some App ∈ App, which is close to 0 if O′ is small
enough. Decomposing Zuo as (Auf , Aup) and setting A = (Auf , Aup, Apf , App), we obtain
that A is the unique element of A in the vicinity of 0 such that γ = Γ(A).
Proof of Lemma 19. Let
U := {U ∈ GL(H1(R3)) | ‖Uφ‖L2 = ‖φ‖L2 , ∀φ ∈ H1(R3)}
where GL(H1(R3)) is the group of the inversible bounded operators on H1(R3). In view
of [12, Theorem 4.8], the mapping
U → PNo
U 7→ UP0U−1
is a real analytic submersion. Besides [12, Lemma 2.5], U is a Banach-Lie group with Lie
algebra
U =
{
Z ∈ B(L2(R3)) | Z∗ = −Z, Z(H1(R3)) ⊂ H1(R3)}
(with the slight abuse of notation consisting of denoting by Z the restriction to H1(R3) of
an operator Z ∈ B(L2(R3)) such that Z(H1(R3)) ⊂ H1(R3)), and [12, Remark 4.7], the
isotropy group of the action of U on PNo is the Banach-Lie group with Lie algebra
U0 =
{
Z ∈ B(L2(R3)) | Z∗ = −Z, Z(H1(R3)) ⊂ H1(R3), Zuo = 0
}
.
Hence, denoting by
Z˜ =
{
Z =
(
0 −Z∗uo
Zuo 0
)
| (1−∆)1/2Zuo ∈ B(Ho,Hu)
}
,
there exists an open connected neighborhood O˜ of P0 in PNo , and η˜ > 0 such that the real
analytic mapping
Bη˜(Z˜) → O˜
Z 7→ eZP0e−Z
is bijective. As there exists 0 < c < C <∞ such that c(1 −∆) ≤ (Huu − ǫ0F) ≤ C(1−∆)
on Hu, we have Z˜ = Z, which concludes the proof of the lemma.
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6.10 Proof of Lemma 10
In view of (33), the density matrix Γ(A) can be expanded as
Γ(A) = γ0 + γ1(A) + γ2(A,A) +O(‖A‖3V), (58)
with
γ1(A) = 〈Γ′(0), A〉 = [Luo(A) + Lpf(A), γ0] + Lpp(A)
γ2(A,A) =
1
2
[Γ′′(0)](A,A)
=
1
2
[Luo(A), [Luo(A), γ0]] + [Luo(A), [Lpf(A), γ0]] +
1
2
[Lpf(A), [Lpf(A), γ0]]
+ [Luo(A), Lpp(A)] + [Lpf(A), Lpp(A)]
=
1
2
{
Luo(A)
2 + Lpf(A)
2, γ0
}
+ [Luo(A) + Lpf(A), Lpp(A)]
+Luo(A)Lpf(A)γ0 + γ0Lpf(A)Luo(A)− (Luo(A) + Lpf(A))γ0(Luo(A) + Lpf(A)),
where {X,Y } = XY + Y X denotes the anticommutator of X and Y . As in Section 4, we
denote by F (A, 0) = ∇AE(A, 0) and Θ = 12F ′A(0, 0)|A×{0}. It follows from (58) and the
analyticity properties of the mapping A 7→ E(A, 0) that for all (A,A′) ∈ A×A,
E(A, 0) = E0 +Tr (H0γ1(A)) + Tr (H0γ2(A,A)) +
1
2
D(ργ1(A), ργ1(A)) +O(‖A‖3A),
and
〈Θ(A), A〉 = Tr (H0γ2(A,A)) + 1
2
D(ργ1(A), ργ1(A)).
Besides, a simple calculation leads to
Tr (H0γ2(A,A)) = Tr
(
A∗uf
(
H++0 − ǫ0F
)
Auf
)− Tr (Auf (H−−0 − ǫ0F)A∗uf)
+Tr
((
H++0 − ǫ0F
)
AupΛA
∗
up
)− Tr ((H−−0 − ǫ0F)A∗pf(1− Λ)Apf) .
Hence,
〈Θ(A), A′〉 = a(A,A′) + 1
2
D(ργ1(A), ργ1(A′)), (59)
where
a(A,A′) = Tr
(
A∗uf
(
H++0 − ǫ0F
)
A′uf
)−Tr (A′uf (H−−0 − ǫ0F)A∗uf)
+Tr
((
H++0 − ǫ0F
)
A′upΛA
∗
up
)− Tr ((H−−0 − ǫ0F)A∗pf(1− Λ)A′pf) .
For all A and A′ in A, we have
|a(A,A′)| ≤
(
1 +
ǫ0F − ǫ1
g+
)
‖Auf‖Auf‖A′uf‖Auf+‖Aup‖Aup‖A′up‖Aup+(ǫ0F−ǫ1)‖Apf‖Apf‖A′pf‖Apf .
We thus deduce from (56) that there exists a constant C ′ ∈ R+ such that for all A ∈ A,
‖ργ1(A)‖C ≤ C‖γ1(A)‖S1,1 ≤ C ′‖A‖A.
The bilinear form in (59) is therefore continuous on the Hilbert space A. It is also positive
since for all A ∈ A,
〈Θ(A), A〉 ≥ ‖Auf‖2Auf + λ−‖Aup‖2Aup + (1− λ+)g−‖Apf‖2Apf +
1
2
‖ργ1(A)‖2C , (60)
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where 0 < λ− ≤ λ+ < 1 are the lowest and highest eigenvalues of Λ. To prove that
it is in fact coercive, we proceed by contradiction and assume that there exists a nor-
malized sequence (Ak)k∈N in A such that limk→∞〈Θ(Ak), Ak〉 = 0. We infer from (60)
that ‖(Ak)uf‖Auf , ‖(Ak)up‖Aup , ‖(Ak)pf‖Apf and ‖ργ1(Ak)‖C converge to zero when k goes
to infinity. Denoting by (Mk)ij := (φ0Nf+i, (Ak)ppφ
0
Nf+j
)L2 , this implies that ‖Mk‖2 =
‖(Ak)pp‖App → 1 and ∥∥∥∥∥∥
Np∑
i,j=1
(Mk)ijφ
0
Nf+i
φ0Nf+j
∥∥∥∥∥∥
C
→ 0.
Extracting from (Mk)k∈N a subsequence (Mkn)n∈N converging to some M ∈ RNp×NpS , and
letting n go to infinity, we obtain
‖M‖2 = 1 and
Np∑
i,j=1
Mijφ
0
Nf+i
φ0Nf+j = 0.
This contradicts (9). The bilinear form (59) is therefore coercive on A. As it is also
continuous, we obtain that the linear map Θ is a bicontinuous coercive isomorphism from
A to A′.
6.11 Proof of Lemma 11
We can prove the existence of a minimizer γ˜W to (4) reasoning as in the proof of the
first statement of Theorem 5 (non-degenerate case) up to (52). Only the final argument
is slightly different. In the degenerate case, we deduce that HW has at least N negative
eigenvalues from the fact that Rank(1(−∞,α5](HW )) = No ≥ N .
We now have to prove that γ˜W = γW , where γW is defined by (29). We know that γW
is the unique local minimizer of (24) in the neighborhood of γ0. Decomposing the space
L2(R3) as
L2(R3) = HWf ⊕HWp ⊕HWu , (61)
where HWf = Ran(1{1}(γW )), HWp = Ran(1(0,1)(γW )), and HWu = Ran(1{0}(γW )), we can
parametrize KNf ,Np in the neighborhood of γW using the local map
ΓW (A) := exp
(
LWuo(A)
)
exp
(
LWpf (A)
) (
γW + L
W
pp(A)
)
exp
(−LWpf (A)) exp (−LWuo(A)) ,
where
LWuo(A) :=

0 0 −A∗uf
0 0 −A∗up
Auf Aup 0
 , LWpf (A) :=

0 −A∗pf 0
Apf 0 0
0 0 0
 , LWpp(A) :=

0 0 0
0 App 0
0 0 0
 ,
the block decomposition of the operators LWxy(A) being done with respect to the decom-
position (61) of the space L2(R3). As A = 0 is the unique minimizer of the functional
A 7→ ErHF(ΓW (A),W ) in the neighborhood of 0, we obtain that the block decomposition
of the operator H˜ = −1
2
∆ + V + ργW ⋆ | · |−1 +W reads
H˜ :=

H˜ff 0 0
0 H˜pp 0
0 0 H˜uu

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(first-order optimality conditions), and that there exists ǫ ∈ R such that
H˜ff − ǫ ≤ 0, H˜pp − ǫ = 0, H˜uu − ǫ ≥ 0
(second-order optimality conditions). These conditions also read
γW = 1(−∞,ǫ)(H˜) + δW , (62)
with 0 ≤ δW ≤ 1, Ran(δW ) ⊂ Ker(H˜ − ǫ), Tr (γW ) = N , which are precisely the Euler
conditions for problem (4). Thus, γW is a minimizer to (4).
It follows that all the minimizers γ˜W of (4) have density ρW := ργW and are of the
form
γ˜W = 1(−∞,ǫ)(H˜) + δ˜W ,
with 0 ≤ δ˜W ≤ 1, Ran(δ˜W ) ⊂ Ker(H˜ − ǫ), Tr (γ˜W ) = N . As the optimization problem (4)
is convex, the set of its minimizers is convex. Therefore, for any t ∈ [0, 1]
(1− t)γW + tγ˜W = 1(−∞,ǫ)(H˜) + (1− t)δW + tδ˜W ,
is a global minimizer of (4), hence of (24) for t small enough. As we know that γW is the
unique minimizer to (24) in the vicinity of γ0, we obtain that δ˜W = δW , which proves that
γW is the unique minimizer of (4).
6.12 Proof of Theorem 12
The first statement of Theorem 12 has been proved in the previous section. The second
statement is a consequence of (62) and of the fact that γW ∈ KNf ,Np . The third statement
follows from the real analyticity of the mappings Bη(C′) ∋ W 7→ A˜(W ) ∈ A, A ∋ A 7→
Γ(A) ∈ S1,1, and S1,1 × C′ ∋ (γ,W ) 7→ ErHF(γ,W ) ∈ R and the chain rule.
It follows from (33) that for all A ∈ O and all W ∈ C′,
E(A,W ) = E0 +
∫
R3
ργ0W + 〈Θ(A), A〉 +
∫
R3
ργ1(A)W +
∑
l≥3
Tr (H0γl(A, · · · , A))
+
1
2
∑
l+l′≥3
l,l′≥1
D(ργl(A,··· ,A), ργl′ (A,··· ,A)) +
∑
l≥2
∫
R3
ργl(A,··· ,A)W.
As a consequence, we obtain that that for any A′ ∈ O,
(∇AE(A,W ), A′)A = 2〈Θ(A), A′〉+
∫
R3
ργ1(A′)W +
∑
l≥3
Tr (H0Γl(A,A
′))
+
∑
l+l′≥3
l≥1, l′≥1
D(ργl(A,··· ,A), ρΓl′ (A,A′)) +
∑
l≥2
∫
R3
ρΓl(A,A′)W, (63)
with where Γ1(A,A′) = γ1(A′) is in fact independent of A, and where for all l ≥ 2,
Γl(A,A
′) =
∑l
i=1 γl(τ(i,l)(A, · · · , A,A′)) (recall that τ(i,l) denotes the transposition swap-
ping the ith and lth elements, and that, by convention τl,l is the identity). By definition of
AW (β), we have
∀A′ ∈ A, (∇AE(AW (β), βW ), A′)A = 0. (64)
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Using (63) and observing that
Γl(AW (β), A
′) =
∑
k≥l−1
βk
∑
α∈(N∗)l−1
|α|1=k,|α|∞<k
l∑
i=1
γl(τ(i,l)(A
(α1)
W , · · · , A
(αl−1)
W , A
′)), (65)
we can rewrite (64) by collecting the terms of order βk as
∀k ∈ N∗, ∀A′ ∈ A, 〈2Θ(A(k)W ) +B(k)W , A′〉 = 0,
where B(k)W is given by (37) for k = 1 and by (38) for the general case k ≥ 2. Thus (36) is
proved.
Using (30) and (32), we can rewrite (35) for k = 2n+ ǫ (n ∈ N, ǫ ∈ {0, 1}) as
E(2n+ǫ)W = Tr (H0γ1(A(2n+ǫ)W )) +
∑
2≤l≤2n+ǫ
∑
α∈(N∗)l | |α|1=2n+ǫ
Tr (H0γ
α
W,l)
+
1
2
∑
2≤l+l′≤2n+ǫ
l,l′≥1
∑
α∈(N∗)l, α′∈(N∗)l′ | |α|1+|α′|1=2n+ǫ
D(ργα
W,l
, ργα′
W,l′
)
+
∑
2≤l≤2n+ǫ−1
∑
α∈(N∗)l | |α|1=2n+ǫ−1
∫
R3
ργα
W,l
W
=
∑
2≤l≤2n+ǫ
∑
α∈(N∗)l | |α|1=2n+ǫ, |α|∞≤n
Tr (H0γ
α
W,l)
+
1
2
∑
2≤l+l′≤2n+ǫ
l,l′≥1
∑
α∈(N∗)l, α′∈(N∗)l′ | |α|1+|α′|1=2n+ǫ
max(|α|∞, |α′|∞)≤n
D(ργα
W,l
, ργα′
W,l′
)
+
∑
2≤l≤2n+ǫ−1
∑
α∈(N∗)l | |α|1=2n+ǫ−1, |α|∞≤n
∫
R3
ργα
W,l
W + J2n+ǫ(A
(1)
W , ..., A
(2n+ǫ−1)
W ),
where
J2n+ǫ(A
(1)
W , ..., A
(2n+ǫ−1)
W ) =
∑
2≤l≤2n+ǫ
∑
α∈(N∗)l | |α|1=2n+ǫ
|α|∞>n
Tr (H0γ
(α)
l )
+
1
2
∑
2≤l1+l2≤2n+ǫ
l1,l2≥1
∑
α∈(N∗)l, α′∈(N∗)l′ | |α|1+|α′|1=2n+ǫ
max(|α|∞,|α′|∞)>n
D(ρ
γ
(α)
l1
, ρ
γ
(α′)
l2
)
+
∑
1≤l≤2n+ǫ−1
∑
α∈(N∗)l | |α|1=2n+ǫ−1
|α|∞>n
∫
R3
ρ
γ
(α)
l
W.
As
J2n+ǫ(A
(1)
W , ..., A
(2n+ǫ−1)
W ) =
2n+ǫ−1∑
k=n
〈2Θ(A(2n+ǫ−k)W ) +B(2n+ǫ−k)W , A(k)W 〉 = 0,
the proof of the fifth statement is complete. Lastly, the sixth statement can be established
reasoning as in the proof of Theorem 8.
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