How many vectors generate maximal cyclic subspaces?  by Waterhouse, William C.
Finite Fields and Their Applications 9 (2003) 135–139
How many vectors generate maximal
cyclic subspaces?
William C. Waterhouse*
Department of Mathematics, 431 McAllister Bldg., The Pennsylvania State University, University Park,
PA 16802 USA
Received 19 September 2001; accepted 11 February 2002
Communicated by Zhe-Xian Wan
Abstract
For a d d matrix over a ﬁnite ﬁeld with q elements, the portion of d-tuples generating
maximal cyclic subspaces is at least e2 log(q)/[log(q)+log(d)], and there are examples of that
order of magnitude.
r 2003 Elsevier Science (USA). All rights reserved.
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If A is a d  d matrix over a ﬁeld, then it has a minimal polynomial f of some
degree mpd; and there exist d-tuples v where the cyclic subspace spanned by
fv;Av;A2v;yg has dimension m. The d-tuples v that fail to do this are in the
nullspace of some gðAÞ for a proper divisor g of f ; and so they lie in the union of
ﬁnitely many lower-dimensional subspaces. Over an inﬁnite ﬁeld, therefore, almost
all v generate cyclic subspaces of dimension m: This fact is used in computations
involving the minimal polynomial (see for instance [1, 19ff; 2, Section 2]).
Over a ﬁnite ﬁeld Fq; this analysis of course fails, and the probability that a d-tuple
v generates a cyclic subspace of the maximum dimension can, in fact, be arbitrarily
small. Neumann and Praeger [4, pp. 266–267] observed this in passing and made
preliminary computations to suggest that (at least for d ¼ m) the probability should
have a lower bound ‘‘which, for large d; is of the order of log(q)/log(d).’’ In this note,
I corroborate that by establishing the following estimates:
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Theorem. Let A be any d d matrix over the finite field Fq: Then the probability that a
d-tuple v generates a cyclic subspace of the maximum dimension is at least
e2 logðqÞ=½logðqÞ þ logðdÞ
. For any Fq there are infinitely many A where the
probability is less than 3eð1þ
ﬃﬃ
2
p Þ=2 logðqÞ=½logðqÞ þ logðdÞ
.
The constant factors in the theorem are obtained by fairly crude estimates and can
undoubtedly be improved.
1. The underlying formula for the probability
Proposition 1. Let the d d matrix A over Fq have minimal polynomial f ¼ Ppeii of
degree m where the pi are different irreducible polynomials. Suppose the elementary
divisors include si copies of p
ei
i (possibly along with lower factors of pi). Then the portion
of d-tuples generating cyclic subspaces of dimension m is
Y
i
1 1
qsi degfpig
 
:
Proof. We can split d-space into the direct sum of the primary subspaces Vi
where peii ðAÞ is zero. We get a d-tuple giving the maximum dimension precisely
when its component in each Vi is annihilated by no power of piðAÞ lower than
peii ðAÞ:
Now Vi is the direct sum of si cyclic subspaces with annihilator p
ei
i ðAÞ and
(perhaps) other cyclic subspaces annihilated by lower powers of piðAÞ: A vector in Vi
will be annihilated only by peii ðAÞ when this is true in one of the cyclic summands of
that size; the lower-size summands are thus irrelevant.
In each cyclic summand of annihilator peii ðAÞ; there are qei degfpig elements, of
which qðei1Þdegfpig have smaller annihilators. Thus, exactly 1=qq degfpig of the elements
in that summand have a smaller annihilator. Only 1=qsi degfpig of the elements then
fail in every one of the large cyclic summands, and so the proportion of elements in
Vi with annihilator p
si
i ðAÞ is exactly 1 1=qsi degfpig: &
2. Some matrices with few maximal cyclic vectors
We must ﬁrst (as in [4] study some special matrices that will have particularly small
probabilities. Let Iðn; qÞ the number of monic irreducible polynomials of degree n
over Fq: Let A ¼ Aðn; qÞ be the matrix over Fq which has elementary divisors equal to
all monic irreducibles of degreepn: Let Dðn; qÞ be its size. The minimal polynomial
for A has no repeated factors, so there are cyclic vectors for Aðn; qÞ: Let pðn; qÞ be the
probability that a Dðn; qÞ-tuple is a cyclic vector for Aðn; qÞ:
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Proposition 2. qnpDðn; qÞp2qn:
Proof. We have [3, p. 82] the familiar equation qn ¼Pkjn kIðk; qÞ: By deﬁnition, we
have Dðn; qÞ ¼Pkpn kIðk; qÞ: Obviously, then qnpDðn; qÞ: But also Iðk; qÞpqk=k;
so
Dðn; qÞp
X
kpn
qk ¼ q
nþ1  q
q  1 p
qnþ1
q  1p2q
n: &
Proposition 3. e2=nppðn; qÞpeð1þ
ﬃﬃ
2
p Þ=2=n .
Proof. For the lower bound, we use Proposition 1 and Iðk; qÞpqk=k to get
log pðn; qÞX
Xn
1
ð1=kÞqk logð1 1=qkÞ
X
Xn
1
ð1=kÞqk½1=qk  1=2q2k ?

X
Xn
1
ð1=kÞ 
Xn
k¼1
XN
j¼1
1=kðj þ 1Þqkj :
The ﬁrst sum here is X logðnÞ  1: Replacing the kðj þ 1Þ in the second
denominator by 2 and also replacing q by its smallest value, 2, we see that the
second sum is greater than
1=2
Xn
k¼1
XN
j¼1
1=2kj ¼ 
Xn
k¼1
1=2½2kð1 1=2kÞ
X
XN
k¼1
1=2k ¼ 1:
Thus, we have log pðn; qÞX logðnÞ  2:
For the upper bound, we use the familiar estimate [5, p. 221]
Iðn; qÞXð1=nÞqn  ð1 1=nÞqn=2:
We have then
pðn; qÞ ¼
Yn
1
ð1 1=qkÞIðk;qÞp
Yn
1
ð1 1=qkÞ½ð1=kÞqkð11=kÞqk=2
:
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Hence,
log pðn; qÞp
Xn
1
½ð1=kÞqk  ð1 1=kÞqk=2
 logð1 1=qkÞ
p
Xn
1
½ð1=kÞqk  ð1 1=kÞqk=2
½1=qk  1=2q2k ?

p
Xn
1
½ð1=kÞqk  ð1 1=kÞqk=2
½1=qk

p
Xn
1
½ð1=kÞqk  qk=2
½1=qk
:
The right-hand side now equals Pn1ð1=kÞ þPn1ð1=qk=2Þ: The ﬁrst sum is
plog(n), and the second is at most PN1 ð1= ﬃﬃﬃ2p Þk ¼ ð1þ ﬃﬃﬃ2p Þ=2: Exponentiation
now gives us the inequalities in the proposition. &
Corollary. We have
pðn; qÞp 3e
ð1þ ﬃﬃ2p Þ=2logðqÞ
logðqÞ þ logðDðn; qÞÞ:
Proof. By Proposition 2, we have log(D(n,q))plog(2)+n log(q). Thus,
logðqÞ þ logðDðn; qÞÞplogð2Þ þ ðn þ 1Þ logðqÞpðn þ 2ÞlogðqÞp3n logðqÞ:
The corollary then follows, since we know pðn; qÞpeð1þ
ﬃﬃ
2
p Þ=2=n: &
As Aðn; qÞ has size d ¼ Dðn; qÞ; these examples establish the second assertion in the
theorem.
3. The lower bound for the probability
Proposition 4. Let B be any d d matrix over Fq: Then there is some matrix A which
(1) has size pd,
(2) has elementary divisors equal to the first powers of all (monic) irreducibles of
degree pm (for some m) together with the first powers of some monic irreducibles of
degree m þ 1; and
(3) has the probability of a vector generating a maximal cyclic subspace at most
equal to the corresponding probability for B.
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Proof. This is a straightforward consequence of the basic formula in Proposition 1.
Indeed, we observe ﬁrst that, if the elementary divisors of B include powers of pi
lower than the highest power ei; we can drop those pieces to get a smaller matrix with
the same probability. Next, if pi occurs to its highest power si times with si > 1; then
we will lower both the probability and the size by dropping all but one factor.
Similarly, if the highest exponent ei then is greater than 1, we can keep the same
probability and reduce the size by replacing peii by pi: Thus, we have reduced to a
matrix of no larger size, no larger probability, and elementary divisors equal to the
ﬁrst powers of distinct irreducibles.
But now, if an irreducible p1 of one degree occurs and some irreducible p2 of lower
degree does not, we can reduce both the size and the probability for the matrix by
replacing the elementary divisor p1 by p2: Repeating this process, we see that we end
with an A satisfying (1)–(3). &
4. The ﬁnal result
Theorem. For every q and d and every d  d matrix B over Fq; the probability that a d-
tuple generates a maximal cyclic subspace for B is at least e2 log q=ðlog q þ log dÞ:
Proof. For each d and q; we deﬁne an integer n by the condition Dðn; qÞpdoDðn þ
1; qÞ: For each B; then, we consider the A constructed in Proposition 4. Since it
cannot be larger than B; the m involved must be at most n: Clearly, the probability in
Proposition 1 decreases as we include additional irreducibles, so the probability for A
is greater than pðn þ 1; qÞ: Thus, by Proposition 3, the probability for B is at least
e2=ðn þ 1Þ:
But now we have log dXlog Dðn; qÞXn log q; by Proposition 2. Thus, log q þ
log dXðn þ 1Þlog q; and we get the probability for B at least
e2 log q=ðlog q þ log dÞ: &
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