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Abstract 
%*.vast, W., On Horn spectr?, Theoretical Computer Science 82 (1991) 329-339. 
1: Horn spectrum is a spectrum of a Horn sentence. We show that to solve Asser’s problem, and 
consequently the EXPTIME =? NEXPTIME question it suffices to consider the class of Horn 
spectra. We also pose the problem whether or not the generator of every Horn spectrum is a 
spectrum. We prove that from a negative solution of the generator problem, a negative answer 
for the EXPT’ME =? NEXPTIME question follows. Scme other relations between the generator 
problem and Asser’s problem are given. Finally, the relativized version of the generator problem 
is formulated and it is shown that it has an affirmative solution for some oracles, and a negative 
solution for some others. 
1. Introduction 
A finite spectrum, as first defined by Scholz [ 141, is the set of cardinalities of 
finite models of a first-order sentence. Scholz also asked for an alternative character- 
ization of finite spectra, and Asser [l] asked whether the class of spectra is closed 
under complementation. 
Jones and Selman [9] gave the following characterization of finite spectra. Let L 
be a language over the alphabet C = (3.1). By identifying positive integers with 
their binary representations, we can regard L as a set of positive integers. Let 
NEX E be the class of languages recognized by nondetermi 
machines in exponential time (i.e. in time Y’, for some c > a). Then L E 
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if and only if L is a finite spectrum. Thus Asset% problem is related to the problem 
of the power of nondeterministic omputation, which is central in the theory of 
computation. 
On account of the above characterization computer scientists have been interested 
in finding connections between ihe computational complexity of a spectrum and 
the complexity of a sentence defining it. This point of view is represented, for 
example, by Lynch [ 101, Grandjean !7] or Pudlak [ 131. 
In this paper we restrict the class of sc?ntences considered, hoping that the 
corresponding class of ectra will have new prs)perties; for example, will be closed 
under complementatio As a candidate for .s:& a class we consider the class of 
Horn sentences. The fundamental fact about I-Iorn sentences is that they are pre- 
served under the formation of reduced products. On the other hand McKenzie [ 1 I] 
showed that the multiplicative closure of every spectrum is a spectrum of an identity 
(i.e. a universal first-order sentence in prenex form, whose quantifier-free part has 
the form I, = r?, where t, and f2 are terms). Two consequences result from the above 
facts. First, the class of Horn spectra coincides with the class of equational spectra. 
Second, every Horn spectrum can be obtained as the multiplicative closure of some 
general spectrum. These suggest that I-Iorn spectra may be “less complicated” than 
general spectra, and this hypothesis is a motive to stuJy the class of Horn spectra. 
The first fact about this class (Theorem 3.1) confirms our suspicions. For, in [S], 
Fagin showed that there is a spectrum S such that (m: 2” E S} is not a spectrum. 
This property suggests that there is a subclass of “maximally complicated” spectra. 
Theorem 3.1 shows that for each ‘Earn spectrum S, both {PC 2” E S} and {m: 22”’ ES} 
are spectra. This gives a sense in which Horn spectra are less complex. 
In Section 2 we review some basic concepts that are most importan: in this paper. 
In Section 3 we prove that the class of Horn spectra is probably no easier than 
the whole class of spectra, that is, if complements of all Horn spectra are spectra, 
then the class of spectra is closed under complementation. This result is somewhat 
surprising. Intuitively, the multiplicative closure of an arbitrary set decreases its 
complexity; it is easy to see that there are sets which are not spectra and which are 
not even recursive, whose multiplicative closures are spectra. 
In this section we also pose the problem of whether the generator of every Horn 
spectrum is a spectrum. The generator G(A) of a multiplicatively closed set A is 
the smallest set K such that the multiplicative closure of K is A. This is always 
well defined. We show that a negative answer to Asser’s problem follows from a 
negative answer to the above generator problem. Intuitively speaking, a negative 
answer to the latter is not improbable. For example, the set of positive integers 
(which is trivially recognizable in constant ime) has for its generator the set of 
primes, which is a set of much higher complexity. 
In Section 4, following the idea of Baker et al. [2], we relativize the generator 
problem and show that it has an affirmative answer for some oracles and a negative 
answer for some others. This fact sugge that study of natural, specific properties 
orn spectra, or of finite rn sentences, offers a greater chance of 
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resolving the generator problem than the more general constructions used here, 
which are too easily relativized. 
2. Preliminaries 
The standard notions of computation thenry and mathematical logic will be used 
(see, e.g. ES, 141). 
2.1. 
The results in this paper turn on combinatorial properties of sets which are 
mukiplicatively closed. We review and require only those aspects of model theory 
which help in understanding the cCr:;:epts. 
Denote the set of positive integers by Z’. Assume that a is a first-order sentence 
with equality. A Fpectrum of the sentence CT is the set of cardinalities of finite models 
of U. The spectrum of o is denoted by Sp g. A set S c_ H’ is a spectrum if there 
exists a sentence (T such that S = Sp a: Denote the class of spectra by SPEC. 
A first-order formula 4 is a basis Horn formula if 4 is a disjunction of negations 
of atomic formulas and at most one atomic formula. A sentence 4 is a Horn sentence 
if 4 is in prenex normal form the matrix of which is a conjunction of basis Horn 
formulas. The fundamental fact about Horn sentences is the following theorem. 
Theorem 2.11 (Galvin [6]). A sentence 43 is preserved under the formation of reduced 
products if and only $4 is logically eqriivalent o a Horn sentence. 
The definition of a reduced product of structures will not be given here. Let us 
only note that the notion of a reduced product of structures is a generalization of 
the notion of a direct product. For details, see e.g. [4, chapters 4 and 61. 
Let HSPEC denote the class of Horn spectra, that is the class of spectra of Horn 
sentences. 
A set S c Z? is called multiplicatively closed if for each Q, b E S, ab E S, and d E S. 
For K C_ Z+ we write K * to denote the smallest multiplicatively closed set such 
that K c K*. 
eorem 2.2 (McKenzie [ 111). Let S be a spectrum. Then there is an identity E such 
thczt S* = Sp, E. 
The following fact follows from Theorems 2.11 and 2.2. 
Corollary 2.3. Let S E Z+. The following statements are equivalent. 
(1) SE HSPEC. 
(2) l3ere is an identity E such that S = Sp E. 
(3) SE SPEC and S = S? 
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2.2. 
The family of languages of [nonldeterministic time complexity T(n) is denoted 
by [N]TIME( T( n)). Let 
[NIEXPTIME = z [N]TIME(2”“). 
k=O 
Henceforth, we fix C = (0, I} as the alphabet in which all the languages are encoded. 
For S E Z?, let e(S) denotes the language of binary representations of numbers 
in S. 
Theorem 2.4 (Jones and Selman [9]; Fagin [S]). Let S C_ Z+. Thefollowing statements 
are equivalent. 
(1) SESPEC. 
(2) e(S) E NEXPTIME. 
Corollary 2.5. The following state.ments are equivalent. 
(1) SPEC = Co-SPEC. 
(2) NEXPTIME = Co-NEXPTIME. 
We shall identify a set S c_ 2’ with the language e(S). Then Theorem 2.4 can be 
formulated as follows. 
Theorem 2.6. SPEC = NEX’PTIME. 
For a word w and an integer S let Iwl denote the length of w and wk denote the 
concatenation of k copies of w. Then Iw”l = klwl. 
2.3. 
Here we make precise our notion of oracle machines. An oracle machhe is a 
multitape Turing machine IV with a distinguished work tape, the query tape, and 
three distinguished states q.:, q,., qn. At some step of the computation, M may 
transfer into the state q?. In tke state q?, M transfers into the state q,,, if the string 
currently appearing on the query tape is in some oracle set X; otherwise, M transfers 
into the state qn. The language accepted by a query machine with oracle X is the 
set of input strings for which some possible computation of the machine halts in 
one of the designated accepting states. 
Let NEXPTIMEX denote the class of languages accepted by exponential-time 
bounded nondeterminstic query machines with oracle X. We also define 
SPECX = {K G Z’: K = S* and SE NEXPTIMEX}. 
It is easy to see ihat HSPEC” c_ NEX IMEx. In the same way we dine 
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In [5], Fagin showed that there is a spectrum S such that {m: 2”’ E S} is not a 
spectrum. This property, which indicates the existence of “maximally complicated” 
sets in NEXPTI E does not refer 10 the Horn spectra; so our suspicion that the 
Horn spectra can be “less complicated” than general ones may lo right. 
Theorem 3.1. Ifs E H?PEC, then {m: 2” E S} is a regular set. 
Proof. Let SE HSPEC, V = {m: 2” E S}. By Corollary 2.3, we know that S is multi- 
plicatively closed. Then V is additively closed. It is easy to check that: 
If a set U of positive integers is additively closed and d is a greatest common 
divisor of members of U, then there is an integer N such that 
n E U iff n is a multiple of d, for all n > IV. 
From this it easily follows that V is regular. Cl 
Corollary 3.2. I’S E HSPEC, then {m: 2*“’ E S} E SPEC. 
Note that it does not follow that {m: 2**” E S} is also a spectrum. 
Corollary 3.3. There exists S C_ Z’ such that S ti SPEC and S* E HSPEC. 
Proof. It is easy to see that if S is any set containing only powers of 2, then 
S* E SPEC. Note that there are 2Ko-many such sets. Cl 
Let S E: Z’ be a multiplicatively closed set. The generator of the set S, denoted by 
G(S), is the smallest set K such that K* = S. By Theorem 2.2 we know that 
if G(S) E SPEC, then S E HSPEC. 
The converse question, that is 
“whether G(S) E SPEC for every S E HSPEC?” 
is open and the further results suggest that this generator problem is difficult. 
The following lemma will be useful later. 
Lemma 3.4. ~~SEHSPEC, then (S-G(S))eHSL”EC. 
Let SE HSPEC. By Theorem 2.4, there exists a nondeterministic Turing 
machine M whi ccepts S in exponential time. We shall define a nondeterministic 
Turing machine which recognizes S - G(S) in exponential time. Given input n, 
M’ simulates the action of M. If this simulation terminates in the accepting state, 
then M’ guesse o integers n,, n2 such t I < n,, n2 c n, and checks whether 
nrn2 = n. Next, simulates the action of on inputs n, and n, one after the 
other. M’ accepts, if this simulation terminates in the accepting state. 
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It is easy to see that M’ recognizes S - G(S) in exponential time. Clearly, S - G(S) 
is multiplicatively closed. So, by Corollary 2.3, (S - G(S)) E SPEC. Cl 
Theorem 3.5. If there is S E HSPEC such that G(S) e SPEC, then SPEC # Co-SPEC. 
Proof. Let S E HSPEC, G(S) g SPEC. Assume that it is true that SPEC = Co-SPEC. 
By Lemma 3.4, the set (S - G(S)) E SPEC. Since G(S) = S n (S - G(S))‘, also G(S) 
is a spectrum. But this is a contradiction. Cl 
Theorem 3.6. Let SE HSPEC. Then SE Co-SPEC if G( S) E Co-SPEC. 
roof. (+) Let S E HSPEC, S’E SPEC. Clearly, (G(S))’ = S’u (S - G(S)). By 
Lemma 3.4, the set S - G(S) is a spectrum. Then (G(S))’ is also a spectrum. 
(*) Let m E E’, m 2 2. A decomposition f the nurvlber m is a finite sequence of 
positive integers (&31,m,,...,mi) such that m,t+...mi=m And mi~~~*~m~~ 
m, a 2. Let R(m) be the set of all decompositions of m. 
Let S E HSPEC and (G(S))’ E SPEC. We shall show that SC is a spectrum. Note 
that 
ifl 7(3m,,m,,..., miE G(S)) (m = m,mz.. . mi) 
and (V(m,,m2,..., mi)E R(m)) (3j< i) (mjE (G(S))‘). 
Let M be a nondeterminstic Turing machine which recognizes the set (G(S))’ in 
exponential time. We define a machine M’ which recognizes the set SC. Given input 
m, M’ operates as follows: 
(1) checks if IN 3 2, 
(2) generates inthe deterministic way the sequence of all decompositions in R(m), 
(3) for each decomposition (m,, m,, . . . , mi), M’ guesses the integer jE 
(192, ’ l l , i} and simulates the action of M on input mj, 
(4) accepts, if each simulation terminates in the accepting state. 
Clearly, M’ recognizes SC. We shall show that M’ operates in exponential time. 
Denote the cardinality of the set R(m) by r(m). Observe that r(m) < m*. We 
prove this by induction on m. Assume that for all numbers k < m we have r(k) < k*. 
We shall show that r(m) < m’. For an arbitrary integer k, denote by q(k) the number 
of decompositions (k,, k?, . . . , k,,) of k such that k, 2 j. Let Clm) denote the set 
of all divisors of m no greater than fi. Then we have 
Now, it is easy to see that the actions (1) and (3) can be performed in exponential 
time. Action (2) can be executed using the following algorithm. 
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Algorithm 
Input: An integer m 2 2. 
Output: The set R(m). 
Method. 
R(m):=@; QUEUE:=(m); 
While QUEUE f 8 do 
begin 
c := QUEUE; 
R(m):= R(m)u{c}; 
assume C=(Cl,$,...,Ci); 
(*) for all deccmpositions (Gil , Ciz) of ci do 
if cii 2 ci2, then QUEUE+- (~1, ~2,. . . , Ci-1, Gil, ciz) 
end. 
The sequence of instructions inside the loop “while” is executed exactly r(m) times, 
i.e. less than mz times. The instruction (*) can be simulated using no more than 
J% divisions of numbers less than m. So, action (2) can also be executed in 
exponential time. 
Now, we can see that M’ operates in exponential time, so the set SC is a 
spectrum. Cl 
Theorem 3.7. SPEC = Co-SPEC if Co-HSPEC c_ SPEC. 
Proof. (e) This part of the theorem is based on the famous Prime Number Theorem. 
Denote the set of prime numbers by PRIME and let pi be the ith prime number. 
The following fact is a conse+ . . --ice of the Prime Number Theorem. 
Fact 3.8. There exists a constant c such that pi c c i log i. 
The proof of this fact is given in [ 12, chapter 11. 
Fact 3.9. If V c PRIME is a spectrum, then S = {i: pi E V} is a spectrum. 
In fact, let M be an exponentially bounded machine which recognizes V and M’ 
be a machine which given input i operates as follows. First, M’ constructs an integer 
pi. It can be done deterministically in time exponential with respect to Iit, using, 
for example, the “Erathostenes sieve” to find all the prime numbers less than c i log i. 
Next, M’ simulates the action of M on input pi. This may be done nondeterministi- 
tally in time exponential with respect to lpil, i.e. as well with respect to Iii. SO, M’ 
operates in exponential time and clearly recognizes S. Consequently, SE SPEC. 
In the same way we can show the following. 
Fact 3.10. If S E SPEC, then (pi: i E S} E SPEC. 
Now, we can prove our implication. Assume that Co- SPEC c SPEC and let 
SE SPEC. We shall show that Sk SPEC. Let V = {pi: i E S}. From Fact 3.10 it 
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follows that VE SPEC. Then V is the generator of the Horn spectrum V* and 
therefore, by the assumption, ( V*)’ E SPEC. By Theorem 3.6 (part *), we see that 
(G( V*))’ E SPEC. Then Vc E SPEC. Let U = V” n PRIME. Clearly, U E SPEC. Then, 
SC = {i: pi E U} and, by Fact 3.9, SCc SPEC. Cl 
or01 1. The following three statements are equivalent. 
(1) SPEC = Co-SPEC. 
(2) Co-HSPEC c SPEC. 
(3) G(S) E Co-SPEC, for each S E HSPEC. 
It is easy to see that using similar methods one can prove the following corollary. 
Corollary 3.12. The following statements are equivalent. 
(1) EXPIIME = NEXPTIME. 
(2) HSPEC c EXPTIME. 
(3) For each SE HSPEC, G(S) E EXPTIME. 
4. Relativizations of the generator problem 
In [2] Baker et al. showed that the relativized version of the P = ? NP question 
has an affirmative answer for some oracles, and a negative answer for some others. 
This result suggests that existing methods are probably insufficient to settle the 
P = ? NP problem; intuitively all known methods that could be used to resolve the 
question one way or the other should also work when arbitrary oracles are attached. 
In this section the analogous result for the generator problem will be proved. It 
is not out of place to add that the generator problem is the simplest one among the 
computational complexity problems mentioned in this paper. This is because we 
have the following diagram of implications. 
P=NP 
J \ 
NP= Co-NP EXPTIME = NEXPTIME 
\ J 
NEXPTIME = Co-NEXPTIME 
1 
(VS E HSPEC)( G(S) E SPEC , 
There is an oracle A such that for each SE HSPECA G(S) E 
s well known that if P= NP, then EXPTIME = NEXPTIME (see 
only show that this implication relativizes to any oracle set, and 
do the same to our Theorem 3.5. ence any oracle set such that PA=NPA will 
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serve. Baker et al. [2] show that such sets exist; indeed every PSPACE-complete 
set has that property. Cl 
For any oracle set X let 
L(X) = {x E lC*: there is y E X such that lyl= 21x1}. 
Clearly, L(X) E NEXPTIMEX. 
Theorem 4.2. There are oracle sets B and SE HSPECB such that G(S) E 
NEXPTIME! 
. 
Proof. LetMf,M,X,... be an enumeration of all exponential-t ~0: bounded query 
machines. Without loss of generality we can assume that ki is a number such that 
2’5” is a strict upper bound on the length of any computation of Mx on inputs of 
length n. An oracle B such that G(( L( B))*), the generator of (L(B))*, is not in 
NEXPTIMEB will be constructed. As usual the construction proceeds in stages. 
Stage 0: 
n&=0; B(l):=@; 
Stage i: 
0. 
1. 
2. 
3. 
4. 
G(i):= G((L(B(i)))*); 
Choose n E B+ such that 
(a) n > n,-, , 
(b) z2" >2k,(kl+l)", 
(c) n> ki+l, 
(d) there exists a prime number p of length n; 
pi := min{ p: p E PRIME and Ipi= n}; 
m := lp$+‘l; (~$1” is the power of pi); 
If there is x E U*, lxl= n, which is accepted by MB”‘, then 
(a) Xi := an arbitrary such x; 
(b) if Xi is not a product of numbers in G(i), then B( i + 1) := B(i); 
(c) if Xi is a product of numbers in G(i), then choose 3 word y of the length 2” 
not queried during any accepting computation of A1 s(i) on Xi and B( i + 1) := 
B(i) u {ul; 
(Such a word y exists since not every string of length 2” can be queried in 
accepting computation of MSci’ on input Xi; in 2kl” steps F(i) can ask at most 
2ka” queries, and we have chosen n (see 1) so that 2k~n c 22” = the number of 
words of length 2”.) 
If there is y E Z”, lyl = 27 such that 
(a) accepts ome number xi of length n which is a product of numbers in G(i), 
(b) yiects some number xi of length n which is not a product of numbers in G(i), 
(i+l):= B(i)u{y} an 
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5. If there is z E Z*, IzI = 2”‘, such that Mi with oracle B(i) u {z} 
(a) accepts some number x; of length m which is a product of numbers in G(i), 
or 
(b) rejects some number xi of length m which is not a product of numbers in G(i), 
then B( i + 1) := B(i) u {z} and go to 7; 
6. z := an arbitrary word of length 2”‘; 
Xi := &+‘; 
Choose a word y of length 2” not queried during any accepting computation of 
Mi with oracle B(i) u {z} on Xi; 
B(i+ l):= B(i)u{y, z); 
(Clearly, the word X, is accepted by Mi with oracle set B(i) u {z}. This is 
because step 6 of the construction hs executed only if step 5 is not executed, that 
is in this case when for each z of length 2”‘, Mi with oracle set B(i) u (z} accepts 
all the numbers of length m, which are not products of numbers in G(i). The 
number xi = ptl” is of length m and, of course, it is not a product of members 
of G(i) (see 2, l(d)). Furthermore, there is a word y of length 2” not queried 
during any accepting computation of Mi with oracle B(i) u {z) on input Xi. For 
clearly, 
Therefore, the number of -1leries the machine Mi could have made on input x, 
in 2’1”’ steps is 2’1” < 2”1” If1 < 22” = the number of words of length 2” (see l(b).) 
7. n, := 2”‘; 
8. Go to stage i + 1. 
B:=U B(i) 
End of construction. 
For every i, the computation of Mi in steps 3-6 on fixed Xi is the same whether 
B(i + 1) or B is used as an oracle because, step 7 and the condition l(a) guarantee 
that B does not differ from B( i + 1) for words of length less than 2? 
We have guaranteed that for all i, M r does not accept the set G( (L( B))*). For, 
if in stage i one of the steps 3-5 is performed, then it is easy to show that My does 
not accept G(( L(B))“). 
The case when step 6 is performed in stage i is the essential one. Then, machine 
Mf”“” and hence AC: accepts the number x, = &+‘. We shall see that M p also 
accepts the number p,. Let y and z be the words of length 2” and 2”’ respectively 
which are added to B(i). The computation of M, on an input of length n is the 
same whether B( i + 1) or B(i) u {JY} is used as oracle, because the length of words 
queried in this computatEon is less than 2’5 whereas 
(see l(c)). Then cs p, because step 6 is executed only if step 4 is not 
executed. rt c ,” .~~~rows that MI’ does not accept any generator because, Mf” accepts 
the integers p, and pl,I ‘. 0 
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At the beginning of this section we have given a diagram of implications. It is 
not known whether the converse implications are true. However, an interesting 
property of the first implication on the left and both of those on the right is that 
for relativized versions of them there are oracles such that the converse implications 
are not true. The result for the first implication on the left is in [2]. The remaining 
results are due to Wilson [ 15). Wilson’s methods are probably applicable to show 
the analogous fact for the second left implication. The following question can be 
asked about the relativized generator problem. 
“Does there exist an oracle X such that 
(WSE HSPECx)(G(S))~ NEXPTIMEX) and 
NEXPTIMEX # CoNEXPTIMEX?” 
This question may be interesting because the generator problem is somewhat different 
from the standard problems regarding the power of nondeterministic omputation. 
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