subgroups of index a power of p;
(iii) A p-group is minimal if and only if it is p-minimal.
Proof. (i) If G is minimal, then obviously G is p-minimal for all p. Conversely, suppose that G is p-minimal for all p and that H is any finite index subgroup of G. We show that G is isomorphic to H by induction on the order of G/H. If |G/H| = 1, then G = H. Now assume that G is isomorphic to all its subgroups of index less than some integer n and let |G/H| = n. If n is prime, then G ∼ = H by assumption. If n is not prime, then n = r·s for some r, s < n. Now G has a subgroup G 1 containing H such that |G 1 /H| = s. Then |G/G 1 | = r and so the induction hypothesis gives us G ∼ = G 1 and hence G 1 is isomorphic to all its subgroups of index less than n since this property is an isomorphic invariant. Therefore G 1 ∼ = H and so G ∼ = H, i.e., G is minimal.
(ii) The same argument as in (i), where the induction now is on the power of p.
(iii) This follows from (ii) and the fact that a p-group has no subgroups of index q for any prime q = p since it is q-divisible.
Finally we show that, in the case of torsion minimal groups, we may restrict ourselves to the study of p-groups.
Theorem 2.5. A torsion group is minimal if and only if all of its primary components are minimal.
Proof. Let G = ⊕ p∈Π G p . If G is minimal and H p is of finite index in
Therefore φ H p : H p → G p is an isomorphism.
Conversely, suppose that G p is minimal for all p and H is of index q in G for some prime q. Then H = ⊕ p∈Π H p with H p = H ∩ G p for all p and Z(q) ∼ = G/H ∼ = ⊕ p∈Π (G p /H p ). Therefore H p = G p for all p = q and Z(q) ∼ = G q /H q . Now since G q is minimal, we get that G q ∼ = H q and so H ∼ = G. Hence G is minimal, by Theorem 2.4.
In light of Proposition 2.2 and Theorem 2.5 we concentrate on developing a characterization of reduced minimal p-groups. Not surprisingly, this characterization is in terms of the Ulm invariants of the group. We need the following result which is well known. Lemma 2.6. If G is a reduced p-group and B is a basic subgroup of G, then
Proof. See [12, Proposition 7.4 and Section 23]. Now we establish some important properties of the Ulm invariants of minimal p-groups. Proposition 2.7. Let G be a minimal p-group such that f n (G) = 0 for some n < ω. Then f m (G) = 0 for all m ≥ n and G is bounded.
Proof. Let B be a basic subgroup of G. By Lemma 2.6, f m (B) = f m (G) for all m. So if f n+1 (G) = 0, then B has a summand Z(p n+2 ) and, since B ≤ * G so has G, G = Z(p n+2 ) ⊕ G 1 , say. Now H = pZ(p n+2 ) ⊕ G 1 is a finite index subgroup of G and so H ∼ = G. We have 0 = f n (G) = f n (H) = 1 + f n (G 1 ) = 1 + f n (G) = 1, which is a contradiction. Therefore, f n+1 (G) = 0. A simple induction argument now gives that f m (G) = 0 for all m ≥ n. Also f m (B) = 0 for all m ≥ n so B is bounded. Therefore, G = B, again by Lemma 2.6.
3. The characterization of minimal p-groups. The following result is the main tool used in characterizing minimal p-groups. We could, of course, have restricted our considerations to subgroups of index p, but we shall need the more general result later when we consider mixed groups.
Proposition 3.1. If G is a p-group and H is a finite index subgroup of G, then there exists K ≤ H such that K G and G/K is finite.
Proof. See Pierce [9, Lemma 16.5] .
We are now ready to state and prove the characterization. Proof. If G is minimal the necessity of the condition is given by Propositions 2.7 and 2.8. For sufficiency consider H, a subgroup of index p in G. Proposition 3.1 tells us that there exists K ≤ H such that G = K ⊕A where A is cyclic. Then H = K ⊕(H ∩A) = K ⊕B, say. We get f n (G) = f n (K) + f n (A) and f n (H) = f n (K) + f n (B) so f n (K) and f n (H) are both infinite for n < λ, by assumption. Also, if λ < ω, then 0 = f n (G) = f n (K) + f n (A) so f n (K) = f n (A) = 0 for all n ≥ λ and f n (H) = 0+f n (B) = 0 for all n ≥ λ since B ≤ A and A is cyclic. If B K is a basic subgroup of K, then f n (B K ) = f n (K) = f n (G) for all n, so B K = I 1 Z(p) ⊕ I 2 Z(p 2 ) ⊕ · · · ⊕ I n Z(p n ) ⊕ · · · with I j infinite for all j < λ and I j empty for all j ≥ λ if λ < ω. Since A is cyclic we get that A = Z(p n ) for some n < λ. B K has a bounded summand
Similarly, we get that H ∼ = K and so H ∼ = G. Therefore, G is minimal, by Theorem 2.4.
We finish this section with some consequences of Theorem 3.2.
Corollary 3.3. A direct sum of cyclic p-groups is minimal if and only if it is of the form
where I n is infinite for all n < ω or there exists n such that I j is infinite for all j < n and I j is empty for all j ≥ n.
Proof. If G is a direct sum of cyclic p-groups, then f n (G) is the number of copies of Z(p n+1 ) for each n ≥ 0 and now the result is immediate from Theorem 3.2.
Note that, in contrast to Corollary 3.4, direct sums of minimal groups are, in general, not necessarily minimal. A simple torsion-free example is given by G = G 1 ⊕ G 2 , any completely decomposable group of rank 2 where the types of G 1 and G 2 are incomparable with a common finite entry. Note also that a summand of a minimal p-group need not be
is, for all p-groups B. Also, the only Ulm invariants involved in the characterization are the finite ones. This is reflected in the following corollary.
Corollary 3.5. A reduced p-group G is minimal if and only if
Proof. Lemma 2.6 shows that f n (G) = f n (G/p ω G) for all n < ω and now the result follows trivially from Theorem 3.2.
Purely minimal p-groups.
In keeping with the general approach to minimality outlined in the introduction, we now proceed to consider the larger class of purely minimal p-groups.
Note that, if H ≤ * G and G/H is finite, then H G. Therefore, G is purely minimal if and only if G is isomorphic to all its direct summands of finite index. We do not, however, have a corresponding reduction to subgroups of index p in the case of purely minimal groups, as the following example shows:
Proof. The arguments are the same as in the proof of Proposition 2.8. Proof. The necessity is given by the previous lemma. For sufficiency, let G = H ⊕ A, where A is finite. If f n (G) is infinite, then so is f n (H) and if f n (G) = 0, then so are f n (H) and f n (A). Let B H be a basic subgroup of H. For any n such that f n (A) = 0 we have that f n (G) is infinite and so f n (B H ) = f n (H) is also infinite. If A = I 1 Z(p n 1 ) ⊕ I 2 Z(p n 2 ) ⊕ · · · ⊕ I r Z(p n r ) where I 1 , I 2 , . . . , I r are finite, then B H , and hence H, has a summand C H = J 1 Z(p n 1 ) ⊕
Note that a minimal p-group is obviously purely minimal but the converse is not necessarily true as we see in the following example.
Example. The group G = ℵ 0 Z(p) ⊕ ℵ 0 Z(p 3 ) is purely minimal but not minimal by Theorems 3.2 and 4.3.
Mixed minimal groups.
We now consider mixed minimal groups. First we have some results on mixed minimal groups in general and then we concentrate on mixed groups of torsion-free rank 1.
It remains to show that G/t(G) is minimal. Let H/t(G) be of finite index in G/t(G). Then G/H ∼ = (G/t(G))/(H/t(G)) is finite and so
G ∼ = H since G is minimal. Therefore, G/
t(G) ∼ = H/t(H). But t(H) = H ∩ t(G) = t(G) since t(G) ≤ H and so G/t(G) ∼ = H/t(G).
The next theorem shows that, if G splits, then the converse is true. First we prove a lemma, due to Procházka [10] , but the proof given here is based on Proposition 3.1.
Lemma 5.2. Let G be a mixed group and H a finite index subgroup of G. Then, if G splits, so does H.
, so H p = G p for almost all p. Suppose H p = G p for p = p 1 , p 2 , . . . , p n and we have equality for all other p. For each p i , i = 1, 2, . . . , n, by Theorem 3.1 there exists
where H is torsion-free and so H also splits.
Using Lemma 5.2 we can now establish the following partial converse to Theorem 5.1. Proof. Let H be of finite index in G. Then, as in the previous lemma, We have RG = RH and hence G/RG ∼ = H/RG.
Mixed groups of torsion-free rank 1.
For the remainder of this paper we concentrate on mixed groups of torsion-free rank 1. First recall the definition of the generalized p-height of an element in a group. Proof. If a ∈ p σ A, then na ∈ np σ A, so it suffices to show np σ A ≤ p σ (nA) for all σ. We use transfinite induction on σ. It is obviously true for all σ < ω. Suppose that np σ A ≤ p σ (nA) for all σ < ρ and first consider ρ = τ + 1. Then np ρ A = npp τ A = pnp τ A ≤ pp τ (nA) = p τ +1 (nA), by the induction hypothesis. If ρ is a limit ordinal, then np ρ A = n ∩ σ<ρ p σ A ≤ ∩ σ<ρ np σ A ≤ ∩ σ<ρ p σ (nA) = p ρ (nA), also by the induction hypothesis.
Again let A be an arbitrary group. Each element a ∈ A has an associated matrix, called the height-matrix of a, defined in the following way. Definition 6.4. The height-matrix of a is the ω × ω matrix (whose entries are ordinals or ∞) H(a) = (σ nk ), where σ nk = h * p n (p k n a) and n = 1, 2, . . . , k = 0, 1, . . . and the primes are arranged in order of magnitude. Definition 6.5. Two ω × ω matrices, σ nk and ρ nk whose entries are ordinals or ∞, are equivalent if almost all their rows are identical and for each of the other rows there exist integers l, m ≥ 0 such that σ n,k+l = ρ n,k+m for all k ≥ 0.
It is easily seen that this is an equivalence relation on the class of such matrices. Now if A is a mixed group of torsion-free rank 1 and a, b ∈ A are any two torsion-free elements, then there exist some r, s ∈ Z such that ra = sb. If p n is any prime such that p n does not divide rs, then the nth rows of H(a) and H(b) are the same, by Lemma 6.2. If p n divides rs (i.e., r = p l n r 1 , s = p m n s 1 ) where (p n , r 1 ) = 1 = (p n , s 1 ), then h * p n (ra) = h * p n (sb), so h * p n (p l n a) = h * p n (p m n b), again by Lemma 6.2, i.e., σ nl = ρ nm where H(a) = (σ nk ) and H(b) = (ρ nk ). Similarly, for any k > 0, r 1 p l+k n a = s 1 p m+k n b and so h * p n (p k+l n a) = h * p n (p k+m n b), i.e., σ n,k+l = ρ n,k+m . Therefore, H(a) and H(b) are equivalent and we denote this equivalence class simply as H(A).
We now state a theorem which gives a condition, in terms of height matrices, for the isomorphism of groups in large classes of mixed groups of torsion-free rank 1, and we then apply this theorem to investigate minimality in these classes of groups. This theorem can be extended [13] , [8] to the cases where (a) t(A) and t(C) are totally projective. We first apply this result to prove a theorem concerning the minimality of local mixed groups of torsion-free rank 1 with divisible torsion-free quotient and then we use it to consider minimality in classes of mixed groups of torsion-free rank 1 whose height matrices have rows which are eventually gap-free.
From now on we will assume that G is a reduced mixed group of torsion-free rank 1 such that t(G) belongs to one of the classes described in (a) or (b) above. Proof. If G is minimal, then t(G) is minimal by Theorem 5.1. Conversely, suppose that t(G) is minimal. By Theorem 2.4 it suffices to consider subgroups of G of prime index. First if A is a subgroup of G of some prime index q = p,
is both divisible and finite and so must be zero, a contradiction. Hence we need only consider subgroups A of G of index p. Then pG ≤ A and t(G) ∼ = t(A) since t(G) is minimal. Next note that if t(G) ≤ A then, as above, G/A is both divisible and finite and so must be zero. Therefore, t(G) ≤ A and (A + t(G))/A is a nonzero subgroup of G/A and so (A + t(G))/A = G/A since G/A is a simple group. Hence there exists some x ∈ t(G) \ A such that G = A, x . If g ∈ G is any element in G, then g = a + rx for some a ∈ A and some 0 ≤ r < p and, since t(G) is a p-group, there exists some k ∈ N such that p k x = 0 and so p k g = p k a ∈ A and therefore p k G = p k A. Now let g ∈ G be any torsion-free element in G. Then g 1 = p k g ∈ p k G = p k A. For all n ≥ 0 we have h * G p (p n g 1 ) ≥ h * A p (p n g 1 ) and if h * G p (p n g 1 ) > h * A p (p n g 1 ) = σ, say, where σ ≥ k, then p n g 1 = pg 2 for some g 2 ∈ p σ G = p σ A so p n g 1 = pa 1 for some a 1 ∈ p σ A, a contradiction to h * A p (p n g 1 ) = σ. Therefore, h * G p (p n g 1 ) = h * A p (p n g 1 ) for all n ≥ 0. If q = p, then h * G q (q n g 1 ) ≤ h * pG q (pq n g 1 ) ≤ h * A q (pq n g 1 ) = h * A q (q n g 1 ) for all n ≥ 0 by Lemmas 6.2 and 6.3, and the converse inequality is true since A ≤ G. We conclude that H G (g 1 ) is equivalent to H A (g 1 ) and so H(A) = H(G). Hence A ∼ = G, by Theorem 6.6, and it follows that G is minimal by Theorem 2.4.
In our next result we do not need to assume that the torsion subgroup is a p-group. Theorem 6.8. Suppose that each row of H(G) is eventually gap-free, i.e., given any torsion-free element a in G, for each prime p, there exists some n p such that h * G p (p k+1 a) = h * G p (p k a) + 1 for all k ≥ n p . Then G is minimal if and only if tG is minimal.
