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Représentations de réflexion de groupes de
Coxeter
Deuxième partie: outils pour des exemples
François ZARA
Résumé
Cette partie est composée de trois sections. Dans la première section, nous
étudions la famille de polynômes dont les racines sont 4 cos2 kpin , (n > 3, 1 6
k < n2 ). Nous obtenons ainsi une famille de polynômes orthogonaux. Cela
nous permettra d’étudier en détail les exemples qui suivent. Dans la deuxième
section nous donnons des formules techniques pour ne pas refaire les calculs à
chaque fois. Dans la troisième section nous donnons des applications, d’abord
lorsque le corps K est un sous-corps de R (étude de présentations de W (H3)
et W (H4)) et ensuite dans le cas complexe (étude des groupes de réflexion
complexes G(p, p, n), G24 et G27).
Abstract
This part is made of three sections. In the first section we study the family
of polynomials whose roots are 4 cos2 kpin , (n > 3, 1 6 k <
n
2 ). We obtain
in this manner a family of orthogonal polynomials. This will permit us to
study in details all the examples which follow. In the second section, we give
technical formulae in order noto repeat calculations. In the third section,
we give applications, first when the field K is a sub-field of R (presentations
of W (H3) and W (H4)) then in the complex case (study of the complex
reflection group G(p, p, n), G24 and G27).
1 Une famille de polynômes orthogonaux
On donne quelques formules concernant les polynômes un(X) et leurs racines
qui nous seront utiles pour étudier les exemples.
Mots clés et phrases : groupes de Coxeter, groupes de réflexion, polynômes orthogonaux.
Mathematics Subject Classification. 20F55,22E40,51F15,33C45.
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1.1 Les polynômes un(X).
On commence par rappeler quelques résultats de [9]. On considère la suite
(un)n∈N de polynômes à coefficients entiers :
u2n+1(X) :=
n∑
k=0
(−1)k
(
2n− k
k
)
Xn−k (n > 0), (1)
u2n+2(X) :=
n∑
k=0
(−1)k
(
2n+ 1− k
k
)
Xn−k (n > 0), (2)
u0(X) := 0. (3)
Les premiers polynômes sont : u0(X) = 0, u1(X) = u2(X) = 1, u3(X) = X − 1,
u4(X) = X − 2, u5(X) = X2 − 3X + 1, u6(X) = X2 − 4X + 3, u7(X) = X3 −
5X2 + 6X − 1, etc. ...
Nous définissons un(X) pour n < 0 par un(X) = −u−n(X).
Proposition 1. 1) Nous avons les formules de récurrence :
∀n ∈ Z, u2n+2(X)− u2n+1(X) + u2n(X) = 0; (A1)
∀n ∈ Z, u2n+1(X)−Xu2n(X) + u2n−1(X) = 0. (A2)
∀n ∈ Z, un+2(X)− (X − 2)un+1(X) + un(X) = 0. (AR)
Les suites n 7→ (u2n(X)) et n 7→ (u2n+1(X)) forment chacune une base du Z-
module des solutions de la récurrence (R).
Proposition 2. 1) Nous avons :
∀n ∈ Z, u2n+1(4 cos2 θ) = sin(2n+ 1)θ
sin θ
, (4)
∀n ∈ Z, u2n(4 cos2 θ) = sin(2n)θ
sin 2θ
, (5)
2) Pour chaque entier n, les racines de u2n+1(X) dans R sont 4 cos
2 kpi
2n+1
(1 6 k 6
n) et celles de u2n(X) sont 4 cos
2 kpi
2n
(1 6 k 6 n− 1).
Nous allons maintenant obtenir une factorisation en facteurs irréductibles de
un(X) dans Z[X ].
Soit n un entier > 1. Nous définissons
— si n est impair Pn(X) := X
n−1
X−1 ,
— si n est pair Pn(X) := X
n−1
X2−1 .
Alors les Pn(X) sont des polynômes symétriques et
2
— si n est impair, n = 2m+ 1, 1
Xm
Pn(X) est un polynôme en X +X−1,
— si n est pair, n = 2m, 1
Xm−1
Pn(X) est un polynôme en X +X−1.
Soit ζ une racine primitive n-ième de l’unité, par exemple ζ = exp 2iπ/n, alors ζ
est une racine de Pn(X) car, pour n > 2, ζ 6= −1. Nous avons ζ+ ζ−1 = 2 cos 2π/n
et γ = ζ + ζ−1 + 2 = 4 cos2 π/n. Nous voyons ainsi que γ est une racine de un(X)
et les autres racines de un(X) sont obtenues en prenant les autres racines n-ièmes
de l’unité (6= ±1).
Proposition 3. Avec les hypothèses et notations précédentes, nous avons :
1. L’application δ : ζ 7→ ζ + ζ−1 + 2 induit une bijection entre l’ensemble des
racines de Pn(X) et l’ensemble des racines de un(X) (on définit P0(X) :=
0).
2. δ induit une bijection ∆ entre l’ensemble des facteurs unitaires de Pn(X)
dans Z[X ] et l’ensemble des facteurs unitaires de un(X) dans Z[X ].
3. Soit Φn(X) le n-ième polynôme cyclotomique. On pose vn(X) := ∆(Φn(X)).
Alors :
Pn(X) =
∏
d|n,n>3
Φd(X) et un(X) =
∏
d|n,n>3
vd(X).
On appelle vn(X) le facteur primitif de un(X).
On définit une application n 7→ n′ : N → N de la manière suivante : n′ = 2n si n
est impair ; n′ = n
2
si n ≡ 2 (mod 4) ; n′ = n si n ≡ 0 (mod 4).
Il est facile de vérifier que si Q(ζn) est le n-ième corps cyclotomique, alors Q(ζn′) =
Q(ζn).
Si α est une racine de vn(X), alors α′ = 4 − α est une racine de vn′(X) et l’ap-
plication α 7→ α′ établit une bijection entre l’ensemble des racines de vn(X) et
l’ensemble des racines de vn′(X).
On donne maintenant des propriétés de la suite (un(X))n∈Z dont on aura be-
soin dans la suite.
Proposition 4. On a les formules : ∀(n,m) ∈ Z2,
un+2m(X) + un−2m(X) = (u2m+1(X)− u2m−1(X))un(X); (6)
un+2m+1(X) + un−(2m+1)(X) = X(u2m+2(X)− u2m(X))un(X)si n est pair (7)
un+2m+1(X) + un−(2m+1)(X) = (u2m+2(X)− u2m(X))un(X)si n est impair. (8)
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Corollaire 1. On a les formules ∀n ∈ Z :
u2n(X) = (un+1(X)− un(X))un(X); (9)
u2n(X) = un+1(X)(un(X)− un−2(X))− 1 (10)
= un−1(X)(un+2(X)− un(X)) + 1; (11)
si n est pair
u2n+1(X) = un+1(X)(un+1(X)− un−1(X))− 1 (12)
= Xun(X)(un+2(X)− un(X)) + 1 (13)
si n est impair
u2n+1(X) = Xun+1(X)(un+1(X)− un−1(X))− 1 (14)
= un(X)(un+2(X)− un(X)) + 1. (15)
Démonstration.
Les résultats qui suivent seront utilisés dans différentes parties du travail.
Proposition 5. On a la formule :
∀n ∈ Z, u2n(X) = (−1)n−1u2n(4−X). (16)
Démonstration. On procède par récurrence sur n si n est positif, la formule pour n
négatif se déduisant immédiatement de celle pour n positif car u−n(X) = −un(X).
Si n = 0, le résultat est vrai car u0(X) = 0. Si n = 1, le résultat est vrai car
u2(X) = 1. On suppose le résultat vrai pour tout p, (0 6 p 6 n).
On a la relation (R) : u2n+2(X) = (X − 2)u2n(X)− u2n−2(X). Nous transformons
de deux manières le deuxième membre de cette égalité.
Posons Y := 4−X. Nous obtenons
u2n+2(4− Y ) = (2− Y )u2n(4− Y )− u2n−2(4− Y ),
d’où :
u2n+2(4−X) = (2−X)u2n(X)− u2n−2(4−X).
D’un autre coté, d’après l’hypothèse de récurrence, nous avons :
u2n+2(X) = (X − 2)(−1)n−1u2n(4−X) + (−1)n−1u2n−2(4−X)
u2n+2(X) = (−1)n−1((X − 2)u2n(4−X) + u2n−2(4−X))
u2n+2(X) = (−1)n((2−X)u2n(4−X)− u2n−2(4−X))
u2n+2(X) = (−1)nu2n+2(4−X).
Le résultat est donc vrai pour tout n.
Corollaire 2. Si p est impair, on a :
u2p(X) = (−1)
p−1
2 up(X)up(4−X). (17)
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Démonstration. On a u2p(X) = up(X)(up+1(X) − up−1(X)) (formule (A5)). Si
p = 2q+1, alors up+1(X) = u2q+2(X) = (−1)qu2q+2(4−X) et up−1(X) = u2q(X) =
(−1)q−1u2q(4−X) donc up+1(X)−up−1(X) = (−1)q(u2q+2)(4−X)+u2q(4−X)) =
(−1)qu2q+1(4−X) d’après (A1).
Finalement, u2p(X) = (−1) p−12 up(X)up(4−X)
Corollaire 3. Si α est une racine de vn(X), alors 4−α est une racine de vn′(X)
Démonstration. C’est clair d’après la proposition 5 et les corollaires 1 et 2.
Proposition 6. On a les formules : ∀(n, p) ∈ Z2,
u2n(X) = up(X)u2n+1−p(X)− up−1(X)u2n−p(X). (18)
u2n+1(X) = u2p+1(X)u2n+1−2p(X)−Xu2p(X)u2n−2p(X)
= Xu2p+2(X)u2n−2p(X)− u2p+1(X)u2n−2p−1(X) (19)
u2n−1(X) = u2p−1(X)u2n+1−2p(X)−Xu2p−2(X)u2n−2p(X)
= Xu2p(X)u2n−2p(X)− u2p−1(X)u2n−2p−1(X). (20)
Démonstration. 1) On pose, pour cette démonstration seulement,
u2n,p(X) := up(X)u2n+1−p(X)− up−1(X)u2n−p(X)
et on montre que u2n,p(X) ne dépend pas de p. Nous distinguons deux cas suivant
la parité de p.
— Si p est pair, on a up(X) = up−1(X)− up−2(X) d’après (A1) donc
u2n,p(X) = (up−1(X)− up−2(X))u2n+1−p(X)− up−1(X)u2n−p(X)
= up−1(X)(u2n+1−p(X)− u2n−p(X))− up−2(X)u2n+1−p(X)
= up−1(X)u2n+2−p(X)− up−2(X)u2n+1−p(X)
= u2n,p−1(X)
en utilisant (A1).
— Si p est impair, on a up(X) = Xup−1(X)− up−2(X) d’après (A2) donc
u2n,p(X) = (Xup−1(X)− up−2(X))u2n+1−p(X)up−1(X)u2n−p(X)
= up−1(X)(Xu2n+1−p(X)− u2n−p(X))− up−2(X)u2n+1−p(X)
= up−1(X)u2n+2−p(X)− up−2(X)u2n+1−p(X)
= u2n,p−1(X)
en utilisant (A2).
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Il en résulte que u2n,p(X) ne dépend pas de p. Comme u2n,0(X) = u0(X)u2n+1(X)−
u−1(X)u2n(X) = u2n(X) car u0(X) = 0 et −u−1(X) = u1(X) = 1, nous avons le
résultat.
2) On pose, pour cette démonstration seulement,
u2n+1,2q(X) := u2q+1(X)u2n+1−2q(X)−Xu2q(X)u2n−2q(X)
et
u2n+1,2q−1(X) := Xu2q(X)u2n+2−2q(X)− u2q−1(X)u2n+1−2q(X).
Comme u2q+1(X) = Xu2q(X)− u2q−1(X), nous obtenons
u2n+1,2q(X) = Xu2q(X)(u2n+1−2q(X)− u2n−2q(X))− u2q−1(X)u2n+1−2q(X)
= Xu2q(X)u2n+2−2q(X)− u2q−1(X)u2n+1−2q(X)
= u2n,2q−1.
Comme u2q(X) = u2q−1(X)− u2q−2(X), nous obtenons
u2n+1,2q−1(X) = X(u2q−1(X)− u2q−2(X))u2n+2−2q(X)− u2q−1(X)u2n+1−2q(X)
= u2q−1(X)(Xu2n+2−2q(X)− u2n+1−2q(X))−Xu2q−2(X)u2n+2−2q(X)
= u2q−1(X)u2n+3−2q(X)−Xu2q−2(X)u2n+2−2q(X)
= u2n+1,2(q−1)(X).
Il en résulte que u2n+1,p(X) (p pair ou impair) ne dépend pas de p. Nous avons
u2n+1,0(X) = u1(X)u2n+1(X)−Xu0(X)u2n(X) = u2n+1(X)
d’où le résultat.
3) A partir des formules (19), on change n en n− 1 et p en p− 2 pour obtenir les
formules (20).
Corollaire 4. On a les formules : ∀n ∈ Z,
u4n+1(X) = u
2
2n+1(X)−Xu22n(X)
= Xu2n+2(X)u2n(X)− u2n+1(X)u2n−1(X) (21)
u4n−1(X) = Xu22n(X)− u22n−1(X)
= u2n+1(X)u2n−1(X)−Xu2n(X)u2n−2(X). (22)
Démonstration. Pour (21), on prend n = 2p dans (19). La formule (22) s’obtient
à partir de (21) en changeant n en −n.
Proposition 7. On a les formules : ∀n ∈ Z,
u22n+1(X)− 1 = Xu2n(X)u2n+2(X) (23)
Xu22n(X)− 1 = u2n−1(X)u2n+1(X). (24)
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Démonstration. La formule (24) est conséquence immédiate des formules (21) et
(23).
Pour démontrer (23), on procède par récurrence sur n si n > 0.
Si n = 0, 12 − 1 = 0 = Xu0(X)u2(X) car u0(X) = 0.
Supposons (23) vraie pour n : u22n+1(X)− 1 = Xu2n(X)u2n+2(X). Nous avons :
u22n+3(X)− 1 = (Xu2n+2(X)− u2n+1(X))2 − 1
= X2u22n+2(X)− 2Xu2n+2(X)u2n+1(X) + u22n+1(X)− 1
= X2u22n+2(X)− 2Xu2n+2(X)u2n+1(X) +Xu2n(X)u2n+2(X)
= Xu2n+2(X)(Xu2n+2(X)− 2u2n+1(X) + u2n(X))
= Xu2n+2(X)(Xu2n+2(X)− u2n+1(X)− (u2n+1(X)− u2n(X)))
= Xu2n+2(X)(u2n+3(X)− u2n+2(X))
= Xu2n+2(X)u2n+4(X)
en utilisant (A1) et (A2).
Comme u−m(X) = −um(X), on vérifie sans peine que(23) est vraie pour n négatif.
Corollaire 5. On a les formules : ∀n ∈ Z,
u4n+1(X)− u4n−1(X) = 2−X(4−X)u22n(X); (25)
u4n+3(X)− u4n+1(X) = 2− (4−X)u22n+1(X). (26)
Démonstration. D’après les formules (21) et (22) nous avons :
u4n+1(X)− u4n−1(X) = Xu2n(X)(u2n+2(X) + u2n−2(X))− 2u2n+1(X)u2n−1(X)
= X(X − 2)u22n(X)− 2u2n+1(X)u2n−1(X)
en utilisant la relation (AR).
D’après (24), on a 2u2n+1(X)u2n−1(X) = 2Xu22n(X)− 2 donc
u4n+1(X)− u4n−1(X) = 2 +X(X − 4)u22n(X) = 2−X(4−X)u22n(X).
De même nous avons :
u4n+3(X)− u4n+1(X) = u2n+3(X)u2n+1(X) + u2n+1(X)u2n−1(X)− 2Xu2n+2(X)u2n(X)
= u2n+1(X)(u2n+3(X) + u2n+1(X))− 2(u22n+1(X)− 1)
= 2− (4−X)u22n+1(X)
en procédant comme ci-dessus.
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Proposition 8. On a les formules : ∀n ∈ Z : Si n est pair
un−1(X)u2n(X)− un(X)u2n−1(X) = −un(X). (27)
Xun(X)u2n(X)− un+1(X)u2n−1(X) = −un−1(X). (28)
Si n est impair
Xun−1(X)u2n(X)− un(X)u2n−1(X) = −un(X), (29)
un(X)u2n(X)− un+1(X)u2n−1(X) = −un−1(X). (30)
Démonstration. 1) on suppose que n est pair.
Posons, pour cette démonstration seulement,
A := un−1(X)u2n(X)− un(X)u2n−1(X).
Comme u2n(X) = un(X)(un+1(X)− un−1(X)), nous obtenons
A = un(X)(un+1(X)un−1(X)− u2n−1(X)− u2n−1(X)).
D’après (22), u2n−1(X) + u2n−1(X) = Xu
2
n(X) donc
A = un(X)(un+1(X)un−1(X)−Xu2n(X)) = −un(X).
Posons :
B := Xun(X)u2n(X)− un+1(X)u2n−1(X).
Alors :
B = Xu2n(X)(un+1(X)− un−1(X))− un+1(X)u2n−1(X)
= un+1(X)(Xu
2
n(X)− u2n−1(X))−Xu2n(X)un−1(X)
= un+1(X)u
2
n−1(X)−Xu2n(X)un−1(X)
= un−1(X)(un+1(X)un−1(X)−Xu2n(X))
= −un−1(X).
2) On suppose que n est impair.
Posons :
C := un−1(X)u2n(X)− un(X)u2n−1(X).
Alors :
C = Xun−1(X)un(X)(un+1(X)− un−1(X))− un(X)u2n−1(X)
= un(X)(Xun−1(X)un+1(X)−Xu2n−1(X)− u2n−1(X))
= un(X)(−1 + u2n(X)−Xu2n−1(X)− u2n−1(X))
= −un(X).
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Posons :
D := un(X)u2n(X)− un+1(X)u2n−1(X).
Alors :
D = u2n(X)(un+1(X)− un−1(X))− un+1(X)u2n−1(X)
= un+1(X)(u
2
n(X)− u2n−1(X))− u2n(X)un−1(X)
= un+1(X)Xu
2
n−1(X)− u2n(X)un−1(X)
= un−1(X)(Xun+1(X)un−1(X)− u2n(X))
= −un−1(X)
en utilisant (23) et (21).
1.2 Propriétés des racines de vp(X).
Soit n un entier et soit vn(X) le facteur primitif de un(X).
— Si n = 2p + 1, les racines de vn(X) sont les 4 cos2 kpi2p+1 avec 1 6 k 6 p et
(k, 2p+ 1) = 1 ;
— si n = 2p, les racines de vn(X) sont les 4 cos2 kpi2p avec 1 6 k 6 p − 1 et
(k, 2p) = 1.
Proposition 9. Soient p un entier > 2 et γ une racine de v2p(X). Alors :
1. ∀k, 0 6 k 6 p, u2p−k(γ) = uk(γ);
2. ∀k, 0 6 k < p, ∀l ∈ N, u2lp+k(γ) = (−1)luk(γ).
Démonstration. 1) On a u2p(γ)) = up(γ)(up+1(γ) − up−1(γ)) (formule (9)), donc
comme up(γ) 6= 0 et u2p(γ) = v2p(γ) = 0, nous obtenons up+1(γ) = up−1(γ).
Pour obtenir le résultat, nous effectuons une récurrence descendante sur k. Si k = p,
2p− k = p et si k = p− 1, c’est la remarque initiale.
Supposons le résultat vrai pour tout l, k + 1 6 l 6 p : u2p−l(γ) = ul(γ).
— Si k est pair,
u2p−k(γ) = u2p−(k+1)(γ)− u2p−(k+2)(γ)
= uk+1(γ)− uk+2(γ)
= uk(γ)
en utilisant (A1).
— Si k est impair,
u2p−k(γ) = γu2p−(k+1)(γ)− u2p−(k+2)(γ)
= γuk+1(γ)− uk+2(γ)
= uk(γ)
en utilisant (A2).
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2) On voit ainsi que u2p−1(γ) = u1(γ) = 1 et, comme 0 = u2p+1(γ) − γu2p(γ) +
u2p−1(γ), nous obtenons u2p+1(γ) = −1.
D’après les formules(6) et (7), nous avons ∀m ∈ Z, up+2m(γ) + up−2m(γ) = 0.
Si 0 < m < 2p, nous en déduisons que u2p+m(γ) = −u2p−m(γ) = −um(γ).
Nous supposons que 2p ne divise pas m et que 2p < m. Divisons m par 2p :
m = 2qp+ r avec 0 < r < 2p. Nous obtenons alors :
u2p+m(γ) = u2p(q+1)+r(γ) = −u2p−2qp−r(γ) = u2p(q−1)+r(γ).
Si q est pair, nous aurons u2p+m(γ) = u2p+r(γ) = −ur(γ) tandis que si q est impair,
nous aurons u2p+m(γ) = ur(γ).
Donc u2p(q+1)(γ) = (−1)q+1ur(γ). comme u2p−r(γ) = ur(γ) d’après le 1), nous
avons le résultat.
Proposition 10. Soit γ une racine de v2p(X). Alors :
1) Si p est impair, on a pour k ∈ {0, 1, . . . , p},(
4− γ
2
)
up(γ)up−k(γ) = uk+1(γ)− uk−1(γ). (31)
En particulier (4− γ)u2p(γ) = 4 et (4− γ)up(γ)up−1(γ) = 2.
2) Si p est pair, on a pour 0 6 k < p
2
,
γ(4− γ)
2
up(γ)up−2k(γ) = u2k+1(γ)− u2k−1(γ) (32)
et (
4− γ
2
)
up(γ)up−(2k+1)(γ) = u2k+2(γ)− u2k(γ) (33)
En particulier γ(4− γ)u2p(γ) = 4 et (4− γ)up(γ)up−1(γ) = 2.
Démonstration. 1) Supposons p impair. Nous montrons la relation par récurrence
sur k.
On a up−1(γ) = up+1(γ) et, comme p est impair, up(γ) = 2up−1(γ) en utilisant
(A1).
Maintenant 4u2p(γ)−4 = 4γup−1(γ)up+1(γ) (formule (23)), d’où 4u2p(γ)−4 = γu2p(γ)
et nous avons le résultat (4− γ)u2p(γ) = 4.
Comme u1(γ)− u−1(γ) = 2, c’est la formule cherchée pour k = 0.
Remplaçons up(γ) par 2up−1(γ)dans la formule ci-dessus
pour obtenir (4− γ)up(γ)up−1(γ) = 2.
Comme u2(γ)− u0(γ) = 1, nous obtenons le résultat pour k = 1.
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Nous supposons maintenant le résultat vrai jusqu’à k.
Si k est pair, p− (k + 1) est pair, donc up−(k+1)(γ) = up−k(γ)− up−(k−1)(γ), d’où(
4− γ
2
)
up(γ)up−(k+1)(γ) =
(
4− γ
2
)
up(γ)(up−k(γ)− up−(k−1)(γ))
= (uk+1(γ)− uk−1(γ))− (uk(γ)− uk−2(γ))
= uk+2(γ)− uk(γ).
Si k est impair, p− (k+ 1) est impair, donc up−(k+1)(γ) = γup−k(γ)− up−(k−1)(γ),
d’où (
4− γ
2
)
up(γ)up−(k+1)(γ) =
(
4− γ
2
)
up(γ)(γup−k(γ)− up−(k−1)(γ))
= (γuk+1(γ)− γuk−1(γ))− (uk(γ)− uk−2(γ))
= uk+2(γ)− uk(γ).
Le résultat est donc vrai pour tout k.
2) Supposons p pair. Comme ci-dessus on a up−1(γ) = up+1(γ) et, comme p est
pair, γup(γ) = 2up−1(γ).
Maintenant 4γu2p(γ)− 4 = γ2u2p(γ) et nous avons le résultat : γ(4 − γ)u2p(γ) = 4.
C’est la formule annoncée pour k = 0.
Pour obtenir le cas k = 1 , on remplace γup(γ) par 2up−1(γ) dans la formule
ci-dessus.
Nous montrons les relations par récurrence sur k. Nous supposons maintenant
le résultat vrai jusqu’à k − 1.
Nous avons up−2k(γ) = up−(2k−1)(γ)− up−(2k−2)(γ) donc
up(γ)up−2k(γ) = up(γ)up−(2k−1)(γ)− up(γ)up−(2k−2)(γ)
=
(
2
4− γ
)
(u2k(γ)− u2k−2(γ))− 2
γ(4− γ)(u2k−1(γ)− u2k−3(γ))
=
2
γ(4− γ)((γu2k(γ)− u2k−1(γ))− (γu2k−2(γ)− u2k−3(γ)))
=
2
γ(4− γ)(u2k+1(γ)− u2k−1(γ)).
Nous avons up−(2k+1)(γ) = γup−2k(γ)− up−(2k−1)(γ) donc
up(γ)up−(2k+1)(γ) =
(
2
4− γ
)
(u2k+1(γ)− u2k−1(γ))−
(
2
4− γ
)
(u2k(γ)− u2k−2(γ))
=
(
2
4− γ
)
((u2k+1(γ)− u2k(γ))− (u2k−1(γ)− u2k−2(γ)))
=
(
2
4− γ
)
(u2k+2(γ)− u2k(γ)).
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Le résultat est donc vrai pour tout k.
Proposition 11. Soit γ une racine de vr(X) avec r = 2r1 + 1. :
1) Pour 0 6 k 6 r1 − 1 on a
ur−(2k+1)(γ) = u2k+1(γ)ur−1(γ);
ur−(2k+2)(γ) = γu2k+2(γ)ur−1(γ).
2) On se place dans un sous-corps de R. alors si γ = 4 cos2 kpi
r
(i) on a
√
γur−1(γ) = (−1)k−1 où √γ > 0.
(ii)Supposons que r ≡ 1 (mod 4) : r = 4r2 + 1, alors on a pour 0 6 l 6 r2 :
u r−1
2
−2l(γ) = (u2l+1(γ)− (−1)(k−1)
√
γu2l(γ))u r−1
2
(γ); (34)
u r−1
2
−(2l−1)(γ) = (γu2l(γ)− (−1)(k−1)
√
γu2l−1(γ))u r−1
2
(γ). (35)
Supposons que r ≡ 3 (mod 4) : r = 4r2 + 3, alors on a pour 0 6 l 6 r−38 :
u r−1
2
−2l(γ) = (u2l+1(γ)− (−1)(k−1)
√
γu2l(γ))u r−1
2
(γ); (36)
u r−1
2
−(2l−1)(γ) = (u2l(γ)− (−1)(k−1)
1√
γ
u2l−1(γ))u r−1
2
(γ). (37)
Démonstration. 1) On procède par récurrence sur k en utilisant les relations (A1)
et (A2). Si k = 0, ur−1(γ) = u1(γ)ur−1(γ) car u1(X) = 1 ; ur−2(γ) = γur−1(γ) −
ur(γ) = γur−1(γ) car ur(γ) = 0.
Supposons le résultat vrai pour k > 1. On a
ur−(2k+3)(X) = ur−(2k+2)(X)− ur−(2k+1) d’après (A1) donc
ur−(2k+3)(γ) = γu2k+2(γ)ur−1(γ)− u2k+1(γ)ur−1(γ)
= (γu2k+2(γ)− u2k+1(γ))ur−1(γ)
= u2k+3(γ)ur−1(γ) d’après (A2).
ur−(2k+4)(X) = Xur−(2k+3)(X)− ur−(2k+2)(X) d’après (A2) donc
ur−(2k+4)(γ) = γur−(2k+3)(γ)− ur−(2k+2)(γ)
= γu2k+3(γ)ur−1(γ)− γu2k+2(γ)ur−1(γ)
= γ(u2k+3(γ)− u2k+2(γ))ur−1(γ)
= γu2k+4(γ)ur−1(γ) d’après (A1).
Le résultat est donc vrai pour tout k.
12
2) On suppose que nous sommes dans un sous-corps de R.
(i) Les racines de ur−1(X) encadrent les racines de ur(X). Plus précisément on a
∀l, 2lπ
r − 1 <
(2l + 1)π
r
<
(2l + 1)π
r − 1
d’où, comme l’application cos est décroissante :
4 cos2
(2l + 1)π
r − 1 < 4 cos
2 (2l + 1)π
r
< 4 cos2
2lπ
r − 1 .
Le polynôme ur−1(X) n’a que des racines simples et ur−1(4) > 0, nous obtenons :
ur−1(a) > 0 si a ∈
]
4 cos2
(2l + 1)π
r − 1 , 4 cos
2 2lπ
r − 1
[
;
ur−1(a) < 0) si a ∈
]
4 cos2
(2l + 2)π
r − 1 , 4 cos
2 (2l + 1)π
r − 1
[
.
D’après la formule (25) nous avons γu2r−1(γ) = 1 et de ce qui précède, nous dédui-
sons que
√
γur−1(γ) = (−1)k−1.
(ii) La démonstration se fait par récurrence sur l et n’offre pas de difficultés en
utilisant la relation (R)
Proposition 12. Soient K un corps et K ′ un sur-corps de K. Soit ϕ un élément
de K∗. Alors :
1) Si a ∈ K ′ −K satisfait à a2 = ϕa + 1, on a ∀n ∈ Z, :
a2n = (−1)n−1ϕu2n(−ϕ2)a + (−1)n−1u2n−1(−ϕ2),
a2n+1 = (−1)nu2n+1(−ϕ2)a+ (−1)n−1ϕu2n(−ϕ2).
En particulier, an ∈ K si et seulement si un(−ϕ2) = 0.
2) Si a ∈ K ′ −K satisfait à a2 = ϕa− 1, on a ∀n ∈ Z, :
a2n = ϕu2n(ϕ
2)a− u2n−1(ϕ2),
a2n+1 = u2n+1(ϕ
2)a− ϕu2n(ϕ2).
En particulier, an ∈ K si et seulement si un(ϕ2) = 0.
3) On suppose que K est un sous-corps de C et que a ∈ K ′ − K satisfait à
a2 = ϕa+ 1. Alors :
— Si −ϕ2 est racine de v2n+1(X), il existe ǫ ∈ {−1,+1} et un entier k, premier
à 2n + 1, tels que ϕ = 2ǫi cos kpi
2n+1
et l’on a
a2n+1 = (−1)n+kǫi, a2(2n+1) = −1 et a4(2n+1) = 1.
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— Si −ϕ2 est racine de v2n(X), il existe ǫ ∈ {−1,+1} et un entier k, premier
à 2n tels que ϕ = 2ǫ cos kpi
2n
et l’on a a2n = (−1)n−1.
4) On suppose que K est un sous-corps de R et que a ∈ K ′ − K satisfait à
a2 = ϕa− 1. Alors :
— Si ϕ2 est racine de v2n+1(X), il existe ǫ ∈ {−1,+1} et un entier k, premier
à 2n + 1, tels que ϕ = 2ǫ cos kpi
2n+1
et l’on a
a2n+1 = ǫ(−1)k et a2(2n+1) = 1.
— Si ϕ2 est racine de v2n(X), il existe ǫ ∈ {−1,+1} et un entier k, premier à
2n, tels que ϕ = 2ǫ cos kpi
2n
et l’on a
a2n = −1 et a4n = 1.
Démonstration. 1) On suppose d’abord n > 0. La preuve se fait par récurrence
sur n.
Si n = 0, u0(−ϕ2) = 0, u−1(−ϕ2) = −1, u1(−ϕ2) = 1 d’où le résultat dans ce cas.
Si n = 1, nous avons a2 = ϕu2(−ϕ2)a+ u1(−ϕ2) = ϕa+ 1 et
a3 = ϕa2 + a = ϕ(ϕa + 1) + a = (ϕ2 + 1)a + ϕ = −u3(−ϕ2)a + ϕu2(−ϕ2) car
u3(X) = X − 1 et u2(X) = 1.
Supposons que l’on ait a2n = (−1)n−1ϕu2n(−ϕ2)a+ (−1)n−1u2n−1(−ϕ2). Alors :
a2n+1 = (−1)n−1ϕu2n(−ϕ2)(ϕa+ 1) + (−1)n−1u2n−1(−ϕ2)a
= (−1)n−1(ϕ2u2n(−ϕ2) + u2n−1(−ϕ2))a+ (−1)n−1ϕu2n(−ϕ2)
= (−1)n((−ϕ2)u2n(−ϕ2)− u2n−1(−ϕ2))a+ (−1)n−1ϕu2n(−ϕ2)
= (−1nu2n+1(−ϕ2)a+ (−1)n−1ϕu2n(−ϕ2)
en utilisant (A2).
Supposons que l’on ait a2n+1 = (−1)nϕu2n+1(−ϕ2)a+ (−1)n−1ϕu2n(−ϕ2). Alors :
a2n+2 = (−1)nϕu2n+1(−ϕ2)(ϕa+ 1) + (−1)n−1ϕu2n(−ϕ2)a
= (−1)nϕ(u2n+1(−ϕ2)− u2n(−ϕ2))a+ (−1)nu2n+1(−ϕ2)
= (−1)nϕu2n+2(−ϕ2)a+ (−1)nu2n+1(−ϕ2)
en utilisant (A1).
Le résultat est donc vrai pour tout entier positif ou nul.
Dans l’expression de a2n, nous changeons n en −n pour obtenir :
b := (−1)nϕu2n(−ϕ2)a + (−1)nu2n+1(−ϕ2)
car par définition, u−n(X) = −un(X). nous avons alors :
ba2n = (−1)(ϕ2u22n(−ϕ2)a2 + ϕu2n(−ϕ2)(u2n+1(−ϕ2) + u2n−1(−ϕ2))a
+ u2n+1(−ϕ2)u2n−1(−ϕ2))
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Nous avons a2 = ϕa + 1, u2n+1(−ϕ2) + u2n−1(−ϕ2) = −ϕ2u2n(−ϕ2) d’après (A2),
et u2n+1(−ϕ2)u2n−1(−ϕ2 = −1 − ϕ2u22n(−ϕ2) d’après (A15) donc
ba2n = (−1)(ϕ3u22n(−ϕ2)a + ϕ2u22n(−ϕ2)− ϕ3u22n(−ϕ2)− ϕ2u22n(−ϕ2)− 1,
donc ba2n = 1 et b = a−2n.
Nous procédons de même pour a−(2n+1).
2) La preuve est la même que la précédente, en un peu plus simple car ici, il n’y
a pas de questions de signes.
3) Si −ϕ2 est racine de v2n+1(X), alors il existe ǫ ∈ {−1,+1} et un entier k premier
à 2n + 1 tels que ϕ = 2ǫi cos kpi
2n+1
. Nous avons :
u2n(4 cos
2 kπ
2n + 1
) =
sin 2nkpi
2n+1
sin 2kpi
2n+1
d’après la proposition 19. Nous avons :
sin
2nkπ
2n+ 1
= sin(kπ − kπ
2n+ 1
) = (−1)k−1 sin kπ
2n+ 1
d’où :
u2n(4 cos
2 kπ
2n+ 1
) = (−1)k−1 1
2 cos kpi
2n+1
.
Il en résulte que a2n+1 = (−1)n−1ǫi(−1)k−1 = (−1)n+kǫi, d’où a2(2n+1) = −1 et
a4(2n+1) = 1.
Si −ϕ2est racine de v2n(X), comme a2n = (−1)n−1u2n−1(−ϕ2) d’après la proposi-
tion 9, u2n−1(−ϕ2) = 1 et a2n = (−1)n−1.
4) La preuve est la même que celle du 3).
Notation 1. Soit K un corps commutatif. Si P (X) ∈ K[X ], on note θ(P (X)) le
produit des racines de P (X).
Il est clair que si P (X) et Q(X) sont deux éléments deK[X ], on a θ(P (X)Q(X)) =
θ(P (X))θ(Q(X)).
On applique ce qui précède à la famille des polynômes un(X), n ∈ N.
On voit que θ(u2n+1(X)) = 1 et θ(u2n(X)) = n. On a la décomposition en produit
de facteurs irréductibles de un(X) dans Z[X ] :
un(X) =
∏
d|n,d>0
vd(X)
où v1(X) = v2(X) = 1 et chaque vn(X) est un polynôme unitaire.
Le but de la proposition suivante est de calculer θ(vn(X)) pour tout n.
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Proposition 13.
1. Si n = 2pm avec p premier et m > 1, on a θ(vn(X)) = p.
2. Si n n’est pas de la forme précédente, on a θ(vn(X)) = 1.
Démonstration. Nous pouvons remarquer que comme vn(X) est un polynôme à
coefficients entiers et comme toutes les racines de vn(X) sont strictement positives,
on a θ(vn(X)) ∈ N− {0}.
D’après la remarque initiale, si n est impair, on a θ(vn(X)) = 1.
1) Nous montrons par récurrence sur m, que si n = 2pm avec p premier, alors
θ(vn(X)) = p.
supposons d’abord que m = 1.
Si p = 2, u4(X) = X − 2 = v4(X) et θ(v4(X)) = 2.
Si p > 2, alors u2p(X) = v1(X)v2(X)vp(X)v2p(X). D’après la remarque initiale,
nous savons que θ(u2p(X)) = p et que θ(v1(X)) = θ(v2(X)) = θ(vp(X)) = 1, donc
θ(v2p(X)) = p.
Supposons maintenant m > 1 et le résultat vrai pour tout entier m′ tel que 1 6
m′ < m.
Si p = 2,
u2m+1(X) =
m+1∏
i=0
v2i(X) = (
m∏
i=0
v2i(X))v2m+1(X) = u2m(X)v2m+1(X).
Nous avons θ(u2m(X)) = 2m−1 et θ(u2m+1(X)) = 2m, donc θ(v2m+1(X)) = 2.
Si p > 2,
u2pm(X) = upm(X)
m∏
i=0
v2pi(X)
d’où :
θ(u2pm)(X) = p
m = θ(upm(X))(
m−1∏
i=0
θ(v2pi(X)))θ(v2pm(X)).
Nous avons θ(upm(X)) = 1 et, par hypothèse de récurrence, θ(v2pi(X)) = p pour
1 6 i 6 m− 1, d’où θ(v2pm(X)) = p.
2) Supposons que n = 2βpα11 . . . p
αk
k , les pi étant des nombres premiers impairs,
distincts deux à deux, k > 1, β > 1 ou β > 2 si k = 1 et αi > 1 pour tout i.
Parmi les diviseurs de n, il y a tous les 2γ, 1 6 γ 6 β et nous avons vu que
θ(v2γ (X)) = 2 (2 6 γ 6 β) donc, dans le produit
∏
d|n,d>1 θ(vd(X)), le produit∏
16γ6β θ(v2γ (X)) contribue 2
β−1.
Parmi les diviseurs de n, il y a aussi tous les 2pβii (1 6 i 6 k, 1 6 βi 6 αi) et pour
chacun de ces diviseurs, on a θ(v
2p
βi
i
(X)) = pi, donc dans θ(un(X)), ils contribuent∏k
i=1 p
αi
i .
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En combinant ces résultats, nous voyons que tous ces diviseurs donnent une contri-
bution de 2β−1pα11 . . . p
αk
k = θ(un(X)). Il en résulte que pour tous les autres facteurs
vd(X), on a θ(vd(X)) = 1. En particulier θ(vn(X)) = 1.
Nous en déduisons le résultat suivant :
Corollaire 6. Soit γ une racine de vr(X). Alors :
1. (a) Si r est impair, γ est inversible dans K0 et l’on a γu
2
r−1(γ) = 1.
(b) Si r est pair,
— si r = 2r1, avec r1 puissance d’un nombre premier p, alors γ n’est pas
inversible et NK0/Q(γ) = p : il existe un polynôme unitaire P (X) ∈
Z[X ] tel que γP (γ) = p ;
— si r1 n’est pas une puissance d’un nombre premier, alors γ est inver-
sible et il existe un polynôme unitaire P (X) ∈ Z[X ] tel que γP (γ) =
1.
2. 4−γ n’est pas inversible si et seulement si r est une puissance d’un nombre
premier. Si r = pn avec p premier, il existe un polynôme unitaire P (X) ∈
Z[X ] tel que (4− γ)P (γ) = p.
Si r n’est pas une puissance d’un nombre premier, il existe un polynôme
unitaire P (X) ∈ Z[X ] tel que (4− γ)P (γ) = 1.
Démonstration. Le 1) est une conséquence immédiate de la proposition 13 et du
fait que tous les conjugués de γ sont des polynômes en γ car l’extension K0/Q est
cyclique.
2) Il existe un entier k tel que (r, k) = 1, 1 6 k < r
2
et γ = 4 cos2 kpi
r
. Nous avons
alors :
4− γ = 4 sin2 kπ
r
= 4 cos2(
π
2
− kπ
r
) = 4 cos2(
r − 2k
2r
)π.
— Si r est impair, alors (r − 2k, 2r) = 1 et 4− γ est racine de v2r(X).
— Si r est pair, r = 2r1, 4− γ = 4 cos2( r1−kr )π, (k, r1) = 1 et k est impair.
— Si r1 est impair, 2|(r1 − k), donc 4− γ est racine de vr1(X).
— Si r1 est pair, r1 − k est impair, donc 4− γ est racine de vr(X).
De ceci on déduit tous les résultats de l’énoncé.
Proposition 14. Soient p, q, r des entiers > 3. Soient α une racine de vp(X), β
une racine de vq(X) et γ une racine de vr(X).
1) On suppose que αβ = 4γ. Alors on a p = q = 4, r = 3, α = β = 2 et γ = 1.
2) On suppose que 4 − α − β − γ = 0. Alors on a deux possibilités (à l’ordre
près de p, q, r).
1.
p = 4, q = r = 3, α = 2, β = γ = 1
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2.
p = q = 5, r = 3, α = τ, β = 3− τ, γ = 1
où τ = 3+
√
5
2
est une racine du polynôme u5(X).
Démonstration. 1) Comme αβ = 4γ, on voit que 2 divise NK0/Q(α) et NK0/Q(β)
donc NK0/Q(α) = NK0/Q(β) = 2 et p et q sont des puissances de 2 et nous pouvons
supposer que p 6 q ; on voit aussi que, dans ces conditions, γ est inversible, donc
r n’est pas une puissance de 2. α et β sont des éléments d’un sous-corps K réel
d’un corps cyclotomique Q(ζ) où ζ est une racine primitive q-ième de l’unité. On
a γ ∈ K par hypothèse, mais vr(X) reste irréductible dans K, donc vr(X) est de
degré 1 : vr(X) = X − 1, r = 3 et γ = 1. On a alors α = β = 2.
2) Supposons d’abord que r = 3. Alors γ = 1 et on a la relation : α + β = 3. On
peut avoir α = 2 et β = 1 donc p = 4 et q = 3, ou bien p = q = 5, α = τ , β = 3−τ .
Si l’un de p,q, r est dans {3, 4, 6} on est dans l’un des cas précédents, nous pouvons
donc supposer que p,q,et r sont > 5 mais alors aucune somme α+β+γ n’est entière
(égale à 4).
2 Formules en rang 3
Dans cette section on suppose que (W (p, q, r), S) est un système de Coxeter
de rang 3. On pose S := {s1, s2, s3}. Soit R → GL(M) une représentation de
réflexion. Le but de cette section est, entre autres, de donner des formules pour les
éléments
(sisj)
k, si(sisj)
k, tk := s1(s2s3)
k, xk := s2(s3s1)
k, yk := s3(s1s2)
k, qui nous se-
ront utiles dans les exemples étudiés.
Il faut remarquer que les formules obtenues sont valables sans hypothèses sur α, β
et γ.
Proposition 15. On a les formules : ∀k ∈ Z,
1)
(s1s2)
2k =

u4k+1(α) −αu4k(α) βαu22k(α) + αlu2k+1(α)u2k(α)u4k(α) −u4k−1(α) αlu22k(α) + βu2k(α)u2k−1(α)
0 0 1

 (38)
(s1s2)
2k+1 =

u4k+3(α) −αu4k+2(α) βu22k+1(α) + αlu2k+2(α)u2k+1(α)u4k+2(α) −u4k+1(α) lu22k+1(α) + βu2k+1(α)u2k(α)
0 0 1

 . (39)
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En particulier si p est pair : p = 2p1, on a :
(s1s2)
p1 =

−1 0
2(2β+αl)
4−α
0 −1 2(β+2l)
4−α
0 0 1

 . (40)
2)
(s1s3)
2k =

u4k+1(β) αβu22k(β) + βmu2k+1(β)u2k(β) −βu4k(β)0 1 0
u4k(β) βmu
2
2k(β) + αu2k(β)u2k−1(β) −u4k−1(β)

 (41)
(s1s3)
2k+1 =

u4k+3(β) αu22k+1(β) + βmu2k+2(β)u2k+1(β) −βu4k+2(β)0 1 0
u4k+2(β) mu
2
2k+1(β) + αu2k+1(β)u2k(β) −u4k+1(β)

 . (42)
En particulier si q est pair : q = 2q1, on a :
(s1s3)
q1 =

−1
2(2α+βm)
4−β 0
0 1 0
0 2(α+2m)
4−β −1

 . (43)
3)
(s2s3)
2k =

 1 0 0γu22k(γ) + lu2k+1(γ)u2k(γ) u4k+1(γ) −lu4k(γ)
γu22k(γ) +mu2k(γ)u2k−1(γ) mu4k(γ) −u4k−1(γ)

 (44)
(s2s3)
2k+1 =

 1 0 0u22k+1(γ) + lu2k+2(γ)u2k+1(γ) u4k+3(γ) −lu4k+2(γ)
u22k+1(γ) +mu2k+1(γ)u2k(γ) mu4k+2(γ) −u4k+1(γ)

 . (45)
En particulier si r est pair : r = 2r1, on a :
(s2s3)
r1 =


1 0 0
2(l+2)
4−γ −1 0
2(m+2)
4−γ 0 −1

 . (46)
Démonstration. Nous ne démontrons que les formules du 1), les autres se montrant
de manière analogue.
Nous supposons d’abord k > 0 et nous procédons par récurrence sur k.
Nous avons :
s1 =

−1 α β0 1 0
0 0 1

, s2 =

1 0 01 −1 l
0 0 1

 donc s1s2 =

α− 1 −α αl + β1 −1 l
0 0 1

.
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Lorsque k = 0, u4k+1(α) = u1(α) = 1, u4k(α) = u0(α) = 0, u4k−1(α) = −u1(α) =
−1, u2k(α) = 0, donc le résultat est vrai pour k = 0.
Comme u3(α) = α− 1 et u2(α) = 1, le résultat est aussi vrai pour k = 1.
Nous posons (s1s2)k = (aij(k))16i,j63.
Il est clair que pour tout k, a31(k) = a32(k) = 0 et a33(k) = 1.
Les calculs pour a11, a21, a12, et a22 ont déjà été faits dans [9].
Soit k > 1. Supposons que (s1s2)2k a la forme indiquée.
Avons nous :
a13(2k + 1) = (lα + β)a11(2k) + la12(2k) + a13(2k)?
On montre que
βu22k(α) + lαu2k+2(α)u2k+1(α) =
(lα + β)u4k+1(α)− lαu4k(α) + βu22k+1(α) + lαu2k+1(α)u2k(α)
ce qui est équivalent à
lα[u4k+1(α)− u4k(α)− u2k+2(α)u2k+1(α) + u2k+1(α)u2k(α)]
+ β[u4k+1(α) + αu
2
2k(α)− u22k+1(α)] = 0.
Dans cette égalité, le coefficient de β est 0 par (21). Nous avons :
u4k+1(α)−u4k(α)−u2k+1(α)(u2k+2(α)−u2k(α)) = u4k+1(α)−u4k(α)−u4k+2(α) = 0
en utilisant (9) puis (A1). Il en résulte que a13(2k + 1) a bien la forme indiquée.
Nous procédons de même pour a23. Enfin c’est la même méthode pour passer de
(s1s2)
2k−1 à (s1s2)2k en utilisant (9), (A2)et (22).
Les formules pour k < 0 s’obtiennent à partir des formules précédentes en chan-
geant k en −k comme on le vérifie en utilisant (21), (22), (23) et (24).
Du résultat précédent, nous déduisons les matrices des réflexions contenues
dans les sous-groupes paraboliques < si, sj > (1 6 i < j 6 3).
Proposition 16. On a les formules : ∀k ∈ Z,
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1)
s1(s1s2)
2k =

u4k−1(α) −αu4k−2(α) u2k−1(α)(αlu2k(α) + βu2k−1(α))u4k(α) −u4k−1(α) u2k(α)(αlu2k(α) + βu2k−1(α))
0 0 1


s1(s1s2)
2k+1 =

u4k+1(α) −αu4k(α) αu2k(α)(βu2k(α) + lu2k+1(α))u4k+2(α) −u4k+1(α) u2k+1(α)(βu2k(α) + lu2k+1(α))
0 0 1


H(s1(s1s2)
2k) =< b3, α(u2k(α)− u2k−2(α))a1 + (u2k+1(α)− u2k−1(α))a2 >
v−
s1(s1s2)2k
= u2k−1(α)a1 + u2k(α)a2
H(s1(s1s2)
2k+1) =< b3, (u2k+1(α)− u2k−1(α))a1 + (u2k+2(α)− u2k(α))a2 >
v−
s1(s1s2)2k+1
= αu2k(α)a1 + u2k+1(α)a2.
2)
s1(s1s3)
2k =

u4k−1(β) u2k−1(β)(αu2k−1(β) + βmu2k(β)) −βu4k−2(β)0 1 0
u4k(β) u2k(β)(αu2k−1(β) + βmu2k(β)) −u4k−1(β)


s1(s1s3)
2k+1 =

u4k+1(β) βu2k(β)(mu2k+1(β) + αu2k(β)) −βu4k(β)0 1 0
u4k+2(β) u2k+1(β)(mu2k+1(β) + αu2k(β)) −u4k+1(β)


H(s1(s1s3)
2k) =< b2, β(u2k(β)− u2k−2(β))a1 + (u2k+1(β)− u2k−1(β))a3 >
v−
s1(s1s3)2k
= u2k−1(β)a1 + u2k(β)a3
H(s1(s1s3)
2k+1) =< b2, (u2k+1(β)− u2k−1(β))a1 + (u2k(β)− u2k−2(β))a2 >
v−
s1(s1s3)2k+1
= βu2k(β)a1 + u2k+1(β)a3.
3)
s2(s2s3)
2k =

 1 0 0u2k−1(γ)(u2k−1(γ) + lu2k(γ)) u4k−1(γ) −lu4k−2(γ)
mu2k(γ)(u2k−1(γ) + lu2k(γ)) mu4k(γ) −u4k−1(γ)


s2(s2s3)
2k+1 =

 1 0 0lu2k(γ)(u2k+1(γ) +mu2k(γ)) u4k+1(γ) −lu4k(γ)
u2k+1(γ)(u2k+1(γ) +mu2k(γ)) mu4k+2(γ) −u4k+1(γ)


H(s2(s2s3)
2k) =< b1, l(u2k(γ)− u2k−2(γ))a2 + (u2k+1(γ)− u2k−1(γ))a3 >
v−
s2(s2s3)2k
= u2k−1(γ)a2 +mu2k(γ)a3
H(s2(s2s3)
2k+1) =< b1, (u2k+1(γ)− u2k−1(γ))a2 +m(u2k+2(γ)− u2k(γ))a3 >
v−
s2(s2s3)2k+1
= lu2k(γ)a2 + u2k+1(γ)a3.
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Démonstration. Elle ne présente pas de difficultés en utilisant la proposition 32 et
les formules de la section 1.
Remarque 1. Soit s une réflexion de G(α, β, γ; l). On suppose que v−(s) = λ1a1 +
λ2a2 + λ3a3. Alors on a :
s = IdM +

λ1 0 00 λ2 0
0 0 λ3



c(s, s1) c(s, s2) c(s, s3)c(s, s1) c(s, s2) c(s, s3)
c(s, s1) c(s, s2) c(s, s3)


Démonstration. On a s(ai) = ai + c(s, si)v−(s) par définition et on en déduit tout
de suite le résultat.
Proposition 17. On a ∀k ∈ Z :
1.
C(s3, s1(s1s2)
2k) = (u2k−1(α) +mu2k(α))(αlu2k(α) + βu2k−1(α)) (47)
= αγu22k(α) + βu
2
2k−1(α) + (αl + βm)u2k(α)u2k−1(α)
(48)
C(s3, s1(s1s2)
2k+1) = (αu2k(α) +mu2k+1(α))(βu2k(α) + lu2k+1(α)) (49)
= γu22k+1(α) + αβu
2
2k(α) + (αl + βm)u2k+1(α)u2k(α)
(50)
En particulier si p est pair : p = 2p1, on a :
C(s3, s1(s1s2)
p1) = 4− β − 2∆
4− α (51)
C(s3, s2(s1s2)
p1) = 4− γ − 2∆
4− α (52)
2.
C(s2, s1(s1s3)
2k) = (u2k−1(β) + lu2k(β))(αu2k−1(β) + βmu2k(β)) (53)
= βγu22k(β) + αu
2
2k−1(β) + (αl + βm)u2k(β)u2k−1(β)
(54)
C(s2, s1(s1s3)
2k+1) = (βu2k(β) + lu2k+1(β))(mu2k+1(β) + αu2k(β)) (55)
= γu22k+1(β) + αβu
2
2k(β) + (αl + βm)u2k+1(β)u2k(β)
(56)
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En particulier si q est pair : q = 2q1, on a :
C(s2, s1(s1s3)
q1) = 4− α− 2∆
4− β (57)
C(s2, s3(s1s3)
q1) = 4− γ − 2∆
4− β (58)
(59)
3.
C(s1, s2(s2s3)
2k) = (αu2k−1(γ) + βmu2k(γ))(u2k−1(γ) + lu2k(γ)) (60)
= βγu22k(γ) + αu
2
2k−1(γ) + (αl + βm)u2k(γ)u2k−1(γ)
(61)
C(s1, s2(s2s3)
2k+1) = (αlu2k(γ) + βu2k+1(γ))(u2k+1(γ) +mu2k(γ)) (62)
= βu22k+1(γ) + αγu
2
2k(γ) + (αl + βm)u2k+1(γ)u2k(γ)
(63)
En particulier si r est pair : r = 2r1, on a :
C(s1, s2(s2s3)
r1) = 4− α− 2∆
4− γ (64)
C(s1, s3(s2s3)
r1) = 4− β − 2∆
4− γ (65)
(66)
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4. On suppose que p et q sont pairs : p = 2p1 et q = 2q1, alors on a :
C(s1(s1s2)
p1), s1(s1s3)
q1)) = 4
(
β + 2l
4− α
)(
α+ 2m
4− β
)
= 4− 8∆
(4− α)(4− β);
C(s1(s1s2)
p1), s3(s1s3)
q1)) = β
(
β + 2l
4− α
)(
α + 2m
4− β
)
= β − 2β∆
(4− α)(4− β);
C(s2(s1s2)
p1), s1(s1s3)
q1)) = α
(
β + 2l
4− α
)(
α + 2m
4− β
)
= α− 2α∆
(4− α)(4− β);
C(s2(s1s2)
p1), s3(s1s3)
q1)) =
(−8 + 2α+ 2β + αl
4− α
)(−8 + 2α + 2β + βm
4− β
)
= γ +
∆(8− 2α− 2β)
(4− α)(4− β) .
5. On suppose que p et r sont pairs : p = 2p1 et r = 2r1, alors on a :
C(s1(s1s2)
p1), s2(s2s3)
r1)) = α
(
2β + αl
4− α
)(
m+ 2
4− β
)
= α− 2α∆
(4− α)(4− β) ;
C(s1(s1s2)
p1), s3(s2s3)
r1)) =
(−8 + 2α + 2γ + βm
4− α
)(−8 + 2α + 2γ + αl
4− γ
)
= β +
∆(8− 2α− 2γ)
(4− α)(4− γ) ;
C(s2(s1s2)
p1), s2(s2s3)
r1)) = 4
(
2β + αl
4− α
)(
m+ 2
4− γ
)
= 4− 8∆
(4− α)(4− γ) ;
C(s2(s1s2)
p1), s3(s2s3)
r1)) = γ
(
2β + αl
4− α
)(
m+ 2
4− β
)
= γ − 2γ∆
(4− α)(4− γ) .
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6. On suppose que q et r sont pairs : q = 2q1 et r = 2r1, alors on a :
C(s1(s1s3)
q1), s2(s2s3)
r1)) =
(−8 + 2β + 2γ + αl
4− β
)(−8 + 2β + 2γ + βm
4− γ
)
= α +
∆(8− 2β − 2γ)
(4− β)(4− γ) ;
C(s1(s1s3)
q1), s3(s2s3)
r1)) = β
(
2α+ βm
4− β
)(
l + 2
4− γ
)
= β − 2β∆
(4− β)(4− γ) ;
C(s3(s1s3)
q1), s2(s2s3)
r1)) = γ
(
2α + βm
4− β
)(
l + 2
4− γ
)
= γ − 2γ∆
(4− β)(4− γ) ;
C(s3(s1s3)
q1), s3(s2s3)
r1)) = 4
(
2α + βm
4− β
)(
l + 2
4− γ
)
= 4− 8∆
(4− β)(4− γ) .
Démonstration. Les calculs se font sans difficultés en utilisant la remarque 3.
Pour les formules lorsque p (ou q, ou r) est pair (p = 2p1) nous ne montrons que
C(s3, s1(s1s2)
p1) = 4− β − 2∆
4− α
avec p1 pair, les autres cas se traitant de la même manière. On a :
C(s3, s1(s1s2)
p1) = γαu2p1(α) + βu
2
p1−1(α) + (αl + βm)up1(α)up1−1(α).
D’après la proposition 10 nous avons : αu2p1(α) =
4
4−α , u
2
p1−1(α) =
α
4−α et up1(α)up1−1(α) =
2
4−α donc
C(s3, s1(s1s2)
p1) = (
1
4− α)(4γ + αβ + 2(αl + βm)).
Mais ∆ = 8−2α−2β−2γ− (αl+βm) donc 4γ+2(αl+βm) = 16−4α−4β−2∆
et
C(s3, s1(s1s2)
p1) = (
1
4− α)(16− 4α− 4β + αβ − 2∆)
Comme 16− 4α− 4β + αβ = (4− α)(4− β) nous avons le résultat.
Les démonstrations de toutes les formules en 4), 5), 6) sont semblables. Nous ne
démontrons que la quatrième du 4). On a dans la base A de M :
s2(s1s2)
p1 =

1 0 01 −1 l
0 0 1



−1 0
2β+αl
4−α
0 −1 2(β+2l)
4−α
0 0 1

 =

−1 0
2(2β+αl)
4−α
−1 1 2β+αl
4−α
0 0 1


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et nous obtenons :
s2(s1s2)
p1(a1) = a1 − (2a1 + a2)
s2(s1s2)
p1(a2) = a2
s2(s1s2)
p1(a3) = a3 +
(
2β + αl
4− α
)
(2a1 + a2).
Nous voyons de la même manière que l’on a :
s3(s1s3)
q1(a1) = a1 − (2a1 + a3)
s3(s1s3)
q1(a2) = a2 +
(
2α+ βm
4− β
)
(2a1 + a3)
s3(s1s2)
q1(a3) = a3.
Nous obtenons :
s2(s1s2)
p1(2a1 + a3) = (2a1 + a3) +
(−8 + 2α+ 2β + αl
4− α
)
(2a1 + a2)
s3(s1s3)
q1(2a1 + a2) = (2a1 + a2)
(−8 + 2α + 2β + βm
4− β
)
(2a1 + a3).
Nous avons alors :
C(s2(s1s2)
p1, s3(s1s3)
q1) =
(−8 + 2α+ 2β + αl
4− α
)(−8 + 2α + 2β + βm
4− β
)
et un calcul simple donne le résultat :
C(s2(s1s2)
p1 , s3(s1s3)
q1) = γ +
∆(8− 2α− 2β)
(4− α)(4− β) .
Notation 2. 1. Pour tout k dans Z, on pose tk := s1(s2s3)
k, xk := s2(s3s1)
k
et yk := s3(s1s2)
k.
2. On pose θ := −4 + α + β + γ + αl et θ′ := 4− α− β − γ − βm.
On peut remarquer que θ′ − θ = ∆ et que αl − βm = θ + θ′. Il en résulte que
∆ = 0 équivaut à θ′ = θ.
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Proposition 18. 1. Le polynôme caractéristique de tk (resp. de xk, resp. de
yk) est :
Pt2k(X) = X
3 − (1 + θγu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ))X2
+ (−1 + θ′γu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ))X + 1 (67)
Pt2k+1(X) = X
3 − (1 + θu22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ))X2
+ (−1 + θ′u22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ))X + 1 (68)
Px2k(X) = X
3 − (1 + θβu22k(β)− (θ + θ′)u2k(β)u2k−1(β))X2
+ (−1 + θ′βu22k(β)− (θ + θ′)u2k(β)u2k−1(β))X + 1 (69)
Px2k+1(X) = X
3 − (1 + θu22k+1(β)− (θ + θ′)u2k+1(β)u2k(β))X2
+ (−1 + θ′u22k+1(β)− (θ + θ′)u2k+1(β)u2k(β))X + 1 (70)
Py2k(X) = X
3 − (1 + θαu22k(α)− (θ + θ′)u2k(α)u2k−1(α))X2
+ (−1 + θ′αu22k(α)− (θ + θ′)u2k(α)u2k−1(α))X + 1 (71)
Py2k+1(X) = X
3 − (1 + θu22k+1(α)− (θ + θ′)u2k+1(α)u2k(α))X2
+ (−1 + θ′u22k+1(α)− (θ + θ′)u2k+1(α)u2k(α))X + 1 (72)
2. Valeur en 1 des polynômes caractéristiques.
Pt2k(1) = ∆γu
2
2k(γ),
Px2k(1) = ∆βu
2
2k(β),
Py2k(1) = ∆αu
2
2k(α),
Pt2k+1(1) = ∆u
2
2k+1(γ);
Px2k+1(1) = ∆u
2
2k+1(β);
Py2k+1(1) = ∆u
2
2k+1(α).
En particulier, si ∆ = 0, c’est à dire si la représentation R(α, β, γ; l) est
réductible, on a :
Ptk(X) = (X − 1)(X2 − θu2k(γ)X − 1); (73)
Pxk(X) = (X − 1)(X2 − θu2k(β)X − 1); (74)
Pyk(X) = (X − 1)(X2 − θu2k(α)X − 1). (75)
3. Valeur en −1 des polynômes caractéristiques.
Ptk(−1) = −(αl − βm)u2k(γ);
Pxk(−1) = −(αl − βm)u2k(β);
Pyk(−1) = −(αl − βm)u2k(α).
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En particulier si αl = βm, on a :
Pt2k(X) = (X + 1)(X
2 − (2 + θγu22k(γ))X + 1),
Pt2k+1(X) = (X + 1)(X
2 − (2 + θu22k+1(γ))X + 1);
Px2k(X) = (X + 1)(X
2 − (2 + θβu22k(β))X + 1),
Px2k+1(X) = (X + 1)(X
2 − (2 + θu22k+1(β))X + 1);
Py2k(X) = (X + 1)(X
2 − (2 + θαu22k(α))X + 1),
Py2k+1(X) = (X + 1)(X
2 − (2 + θu22k+1(α))X + 1).
De même, si r = 2r1 est pair (resp. p = 2p1, resp. q = 2q1), on a
Ptr1 (X) = (X + 1)(X
2 − 2
(
1− ∆
4− γ
)
X + 1)
(resp.
Pxq1 (X) = (X + 1)(X
2 − 2
(
1− ∆
4− β
)
X + 1),
resp.
Pyp1 (X) = (X + 1)(X
2 − 2
(
1− ∆
4− α
)
X + 1)).
Démonstration. 1) On ne fait les calculs que pour Ptk(X), car ceux pour Pxk(X)
et Pyk(X) sont complètement similaires.
On a
tk = s1(s2s3)
k =

−1 α β0 1 0
0 0 1



1 0 0a c e
b d f

 =

−1 + αa+ βb αc+ βd αe+ βfa c e
b d f


où les valeurs de a, b, c, d, e, f sont données par (voir la proposition 15) :
— si k est pair : a = γu2k(γ) + luk+1(γ)uk(γ), b = γu
2
k(γ) + muk(γ)uk−1(γ),
c = u2k+1(γ), d = mu2k(γ), e = −luk(γ), f = −u2k−1(γ) ;
— si k est impair a = u2k(γ) + luk+1(γ)uk(γ), b = u
2
k(γ) + muk(γ)uk−1(γ),
c = u2k+1(γ), d = mu2k(γ), e = −lu2k(γ), f = −u2k−1(γ).
Nous avons Ptk(X) = X
3 − tr(1)(tk)X2 + tr(2)(tk)X + 1 où
tr(1)(tk) = −1 + c+ f + αa+ βb,
tr(2)(tk) =
∣∣∣∣−1 + αa+ βb αc+ βda c
∣∣∣∣+
∣∣∣∣−1 + αa + βb αe+ βfb f
∣∣∣∣+
∣∣∣∣c ed f
∣∣∣∣
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car det tk = −1. Pour calculer tr(1)(tk) et tr(2)(tk), nous distinguons deux cas
suivant la parité de k. Si k est pair, c+ f = 2− 4γ(4− γ)u2k(γ) d’après (25), d’où
tr(1)(tk) = 1− γ(4− γ)u2k(γ) + αγu2k(γ) + αluk+1(γ)uk(γ) + βγu2k(γ)
+ βmuk(γ)uk−1(γ)
= 1 + γ(−4 + γ + α + β)u2k(γ) + αluk(γ)(γuk(γ)− uk−1(γ))
+ βmuk(γ)uk−1(γ)
= 1 + γ(−4 + α + β + γ + αl)u2k(γ) + (βm− αl)uk(γ)uk−1(γ)
donc
tr(1)(tk) = 1 + θγu
2
k(γ)− (θ + θ′)uk(γ)uk−1(γ).
Nous avons :
tr(2)(tk) =
∣∣∣∣−1 + βb βda c
∣∣∣∣+
∣∣∣∣−1 + αa αeb f
∣∣∣∣ + cf − de
= cf − de− (c+ f) + α(af − be) + β(bc− ad).
Nous avons :
cf − de = γu2k(γ)− u2k+1(γ)u2k−1(γ) = 1
d’après (24).
Nous avons :
α(af − be) = αγuk(γ)(uk−1(γ)u2k(γ)− uk(γ)u2k−1(γ))
+ αluk(γ)(γuk(γ)u2k(γ)− uk+1(γ)u2k−1(γ)).
Nous avons, d’après (25) et (26) :
α(af − be) = −αγu2k(γ)− αluk(γ)uk−1(γ).
Nous avons :
β(bc− ad) = βγu2k(γ)u2k+1(γ) + βmuk(γ)uk−1(γ)u2k+1(γ)
− βγuk+1(γ)uk(γ)u2k(γ)− βmγu2k(γ)u2k(γ)
= βγuk(γ)(uk(γ)u2k+1(γ)− uk+1(γ)u2k(γ)
+ βmuk(γ)(uk−1(γ)u2k+1(γ)− γuk(γ)u2k(γ)
= βγuk(γ)A
′ + βmuk(γ)B
′.
En changeant n en −n dans (25) (resp. dans (26)), nous trouvons que A′ = −uk(γ)
et B′ = −uk+1(γ). Il en résulte que :
β(bc− ad) = −βγu2k(γ)− βmuk+1(γ)uk(γ).
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Nous obtenons ainsi :
tr(2)(tk) = −1 + γ(4− γ)u2k(γ)− αγu2k(γ)− αluk(γ)uk−1(γ)− βγu2k(γ)
− βmuk+1(γ)uk(γ)
= −1 + γ(4− α− β −−γ)u2k(γ)− βmuk+1(γ)uk(γ)− αluk(γ)uk−1(γ)
= −1 + γ(4− α− β − γ − βm)u2k(γ) + (βm− αl)uk(γ)uk−1(γ)
= −1 + θ′γu2k(γ)− (θ + θ′)uk(γ)uk−1(γ).
Nous avons ainsi le résultat annoncé pour Ptk(X) lorsque k est pair.
Si k est impair, c+ f = 2− (4− γ)u2k(γ) d’après (26), d’où
tr(1)(tk) = 1− (4− γ)u2k(γ) + αu2k(γ) + αluk+1(γ)uk(γ) + βu2k(γ)
+ βmuk(γ)uk−1(γ)
= 1 + (−4 + α + β + γ)u2k(γ) + αluk+1(γ)uk(γ) + βmuk(γ)uk−1(γ)
= 1 + (−4 + α + β + γ + αl)u2k(γ) + (βm− αl)uk(γ)uk−1(γ)
= 1 + θu2k(γ)− (θ + θ′)uk(γ)uk−1(γ).
Nous avons
tr(2)(tk) = (cf − de)− (c+ f) + α(af − be) + β(bc− ad).
D’après (26), cf − de = γu22k(γ)− u2k+1(γ)u2k−1(γ) = 1.
Nous avons :
α(af − be) = −αu2k(γ)u2k−1(γ)− αluk+1(γ)uk(γ)u2k−1(γ)
+ αγuk(γ)uk−1(γ)u2k(γ) + αlu2k(γ)u2k(γ)
= αuk(γ)(−uk(γ)u2k−1(γ) + γuk−1(γ)u2k(γ)
+ αluk(γ)(uk(γ)u2k(γ)− uk+1(γ)u2k−1(γ)
= −αu2k(γ)− αluk(γ)uk−1(γ)
en utilisant (33).
Nous avons :
β(bc− ad) = βu2k(γ)u2k+1(γ) + βmuk(γ)uk−1(γ)u2k+1(γ)
− βγuk+1(γ)uk(γ)u2k(γ)− βmu2k(γ)u2k(γ)
= βuk(γ)(uk(γ)u2k+1(γ)− γuk+1(γ)u2k(γ))
+ βmuk(γ)(uk−1(γ)u2k+1(γ)− uk(γ)u2k(γ))
= βuk(γ)C + βmuk(γ)D.
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En changeant n en −n dans (33) (resp. (34)), nous voyons que C = −uk(γ) et
D = −uk+1(γ). Il en résulte que :
β(bc− ad) = −βu2k(γ)− βmuk+1(γ)uk(γ)
Nous obtenons ainsi, de la même manière que dans le cas k pair :
tr(2)(tk) = −1 + θ′uk2(γ)− (θ + θ′)uk(γ)uk−1(γ).
Nous avons le résultat pour Ptk(X) lorsque k est impair.
Les calculs pour trouver Pxk(X) et Pyk(X) sont identiques à ceux faits pour
Ptk(X).
2) Nous avons :
Pt2k(1) = −θγu2k(γ) + (θ + θ′)u2k(γ)u2k−1(γ) + θ′γu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ)
= (θ′ − θ)γu22k(γ)
= ∆γu22k(γ).
On trouve de même Pt2k+1(1) = ∆u
2
2k+1(γ). Si ∆ = 0, alors Ptk(1) = 0 et nous
obtenons sans difficultés :
— Ptk(X) = (X − 1)(X2 − θu2k(γ)X − 1);
— Pxk(X) = (X − 1)(X2 − θu2k(β)X − 1);
— Pyk(X) = (X − 1)(X2 − θu2k(α)X − 1).
3) Les calculs ne présentent pas de difficultés :
Pt2k(−1) = −1 − (1 + θγu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ)
− (−1 + θ′γu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ)) + 1
= −(θ + θ′)γu22k(γ) + 2(θ + θ′)u2k(γ)u2k−1(γ)
= −(θ + θ′)u2k(γ)(γu2k(γ)− u2k−1(γ)− u2k−1(γ))
= −(θ + θ′)u2k(γ)(u2k+1(γ)− u2k−1(γ))
= −(θ + θ′)u4k(γ).
Pt2k+1(−1) = −1− (1 + θu22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ)
− (−1 + θ′u22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ)) + 1
= −(θ + θ′)u2k+1(γ)(u2k+1(γ)− u2k(γ)− u2k(γ))
= −(θ + θ′)u4k+2(γ).
Comme θ + θ′ = αl − βm, nous en déduisons toutes les formules annoncées.
Nous supposons maintenant que r est pair : r = 2r′ et nous ne faisons les calculs
que pour tr′ car ceux pour xq′ et yp′ (avec q = 2q′ et p = 2p′) sont identiques.
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Nous avons en effectuant la division de Ptk(X) par X + 1 :
Pt2k(X) = (X + 1)(X
2 − (2 + θγu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ))X
+ 1 + (θ + θ′)u4k(γ))− (θ + θ′)u4k(γ)
Pt2k+1(X) = (X + 1)(X
2 − (2 + θu22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ))X
+ 1 + (θ + θ′)u4k+2(γ))− (θ + θ′)u4k+2(γ).
Si r = 4k, alors
Pt2k(X) = (X + 1)(X
2 − (2 + θγu22k(γ)− (θ + θ′)u2k(γ)u2k−1(γ))X + 1)
d’après la proposition 10, nous avons γu22k(γ) =
4
4−γ et u2k(γ)u2k−1(γ) =
2
4−γ , nous
obtenons ainsi
Pt2k(X) = (X + 1)(X
2 − 2
(
1− ∆
4− γ
)
X + 1)
car ∆ = θ − θ′.
Si r = 4k + 2, alors
Pt2k+1(X) = (X + 1)(X
2 − (2 + θu22k+1(γ)− (θ + θ′)u2k+1(γ)u2k(γ))X + 1)
d’après la proposition 10, nous avons u22k+1(γ) =
4
4−γ et u2k+1(γ)u2k(γ) =
2
4−γ ,
nous obtenons ainsi
Pt2k+1(X) = (X + 1)(X
2 − 2
(
1− ∆
4− γ
)
X + 1.
Il en résulte que si r = 2r′, nous avons :
Pr′(X) = (X + 1)(X
2 − 2
(
1− ∆
4− γ
)
X + 1).
3 Exemples lorsque le corps K est réel.
Dans cette section on donne quelques exemples de groupes de réflexion finis
réels de petit rang pour montrer comment la théorie précédente s’applique et ceci
uniquement lorsque la représentation R est irréductible. Les autres parties de ce
travail seront consacrées au cas où R est réductible.
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Dans la suite, nous nous intéresserons principalement au cas où le groupe de
Coxeter W est de rang 3. On a S := {s1, s2, s3} et
Γ(W ) :=
s1
✇
❣ ❣
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
p q
r
Pour préciser dans la notation l’ordre de sisj, nous notons W (p, q, r) le groupe
W avec p := ms1s2, q := ms1s3 et r := ms2s3. On a p, q > 3 et r > 2. Ayant
choisi α une racine de Vp(X), β une racine de vq(X) et γ une racine de vr(X)
et l et m dans K = K0(l) tels que lm = γ (si r = 2, l = m = γ = 0), on
a la représentation de réflexion R → GL(M) obtenue grâce à la construction
fondamentale. On pose G := ImR = G(α, β, γ; l) et R := R(α, β, γ; l) et on
appelle P(G) := P(α, β, γ;αl, βm) le système de paramètres de la représentation
R de W (ce qui représente une légère modification de la définition initiale). On a :
∆ = ∆(G) = 8− 2α− 2β − 2γ − (αl + βm).
On a vu dans les sections précédentes les résultats suivants :
Proposition 19.
1. (a) Z(G) est un groupe cyclique d’ordre un diviseur de 6 ; de plus
Z(G) ∩G+ ⊂ Z(G+) est cyclique d’ordre 1 ou 3.
(b) Si ∆(G) = 0, Z(G) = {1}.
2. Si dimΦ = 1 et Φ =< ϕ > alors :
(a) Les deux conditions suivantes sont équivalentes :
i. ϕ est symétrique et θ = idK ;
ii. αl = βm
(b) ϕ est dégénérée si et seulement si ∆(G) = 0.
3. On suppose que αl = βm, alors K ⊂ R et :
(a) dimΦ = 1 ;
(b) ϕ est symétrique et θ = idK ;
(c) i. si ∆ > 0, ϕ est définie positive ;
ii. si ∆ = 0, ϕ est positive dégénérée, de noyau CM(G) ;
iii. si ∆ < 0, ϕ est de signature (2, 1).
4. On suppose que ∆(G) = 0 et que l 6∈ K0. Alors on a :
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(a) dimΦ = 1 ;
(b) K est un corps de décomposition du polynôme
Q(X) = X2 − 2(4− α− β − γ)X + αβγ
sur le corpsK0 et θ est l’élément générateur du groupe de Galois G(K/K0).
5. Le système de paramètres de la représentation contragrédiente R∗ est :
P(G) := P(α, β, γ; βm, αl) si R est irréductible.
Dans toute la suite nous utiliserons de nombreux résultats des sections 1 et 2.
3.1 Questions de fidélité.
Nous gardons les hypothèses et notations précédentes. En général, nous ne
savons pas si la représentation R est fidèle.
Proposition 20. Le sous-groupe ker R de W est sans torsion.
Démonstration. Soit H un sous-groupe fini de ker R. Alors d’après [1] (page 130,
exercice 2 d)), il existe i, j (i 6= j), il existe g ∈ W tels que gHg−1 ⊂< si, sj >.
Mais l’hypothèse faite sur R : < R(si), R(sj) >≃< si, sj > si i 6= j montre que
ker R∩ < si, sj >= 1. Il en résulte aussitôt que H = 1.
Proposition 21. SoitW (p, q, r), S) un système de Coxeter de rang 3 avec p, q, r >
3. On pose S := {s1, s2, s3}. Soit s une réflexion de W (p, q, r) contenue dans
< sj, sk > −{sj, sk}. Alors sis est d’ordre infini si |{i, j, k}| = 3.
Démonstration. Soit R(α, β, γ; l) une représentation de réflexion de W (p, q, r) qui
satisfait aux conditions (R). Supposons, pour fixer les idées, que i = 1. Il existe
un entier k tel que s = s2(s2s3)k. On a (voir la section 2) :
C(s1, s2(s2s3)
2k) = βγu22k(γ) + αu
2
2k−1(γ) + (αl + βm)u2k(γ)u2k−1(γ)
C(s1, s2(s2s3)
2k+1) = βu22k+1(γ) + αγu
2
2k(γ) + (αl + βm)u2k+1(γ)u2k(γ).
Avec les hypothèses faites, on a toujours u2k(γ)u2k−1(γ)u2k+1(γ) 6= 0. En effet s2s3
est d’ordre r et comme s 6∈ {s2, s3}, nécessairement 2k − 1, 2k et 2k + 1 sont
différents de 0 et de r. Le produit des deux réflexions s1 et s est d’ordre fini si et
seulement si il existe un nombre rationnel n, 0 6 n < 1
2
tel que C(s1, s) = 4 cos2 πn.
Nous pouvons choisir l (donc aussi m puisque lm = γ) de telle sorte que C(s1, s)
ne soit pas de la forme 4 cos2 πn. Il en résulte que dans G, s1s est d’ordre infini. Il
en est de même dans W (p, q, r).
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Corollaire 7. (De la démonstration de la proposition 21.) Soit (W (p, q, r), S) un
système de Coxeter de rang 3 avec p, q, r > 3. Il y a une infinité dénombrable au
moins de représentations de réflexion de W (p, q, r) qui ne sont pas fidèles.
Démonstration. Dans la démonstration précédente, nous prenons n rationnel tel
que 0 < n < 1
2
et nous calculons l de telle sorte que C(s1, s) = 4 cos2 nπ. Cela
nous donne une ou deux valeurs pour l car alors nous connaissons αl + βm et
αlβm = αβγ.
3.2 Un résultat général.
Dans toute la suite nous aurons besoin des formules suivantes démontrées dans
la section 2 (formules Ci).
C(s1, s
s3
2 ) = C(s2, s
s3
1 ) = (l + 1)(α + βm) = α + βγ + (αl + βm) (76)
C(s1, s
s2
3 ) = C(s3, s
s2
1 ) = (m+ 1)(β + αl) = β + αγ + (αl + βm) (77)
C(s2, s
s1
3 ) = C(s3, s
s1
2 ) = (α+m)(β + l) = γ + αβ + (αl + βm) (78)
C(s1, s
s3s2
2 ) = (l + u3(γ)(βm+ αu3(γ)) = βγ + αu3(γ)
2 + u3(γ(αl + βm)
(79)
C(s1, s
s2s3
3 ) = (m+ u3(γ))(αl + βu3(γ)) = αγ + βu3(γ)
2 + u3(γ)(αl + βm)
(80)
C(s2, s
s3s1
1 ) = (l + u3(β))(βm+ αu3(β)) = βγ + αu3(β)
2 + u3(β)(αl + βm)
(81)
C(s2, s
s1s3
3 ) = (β + lu3(β))(α+mu3(β)) = αβ + γu3(β)
2 + u3(β)(αl + βm)
(82)
C(s3, s
s2s1
1 ) = (βu3(α) + αl)(m+ u3(α)) = αγ + βu3(α)
2 + u3(α)(αl + βm)
(83)
C(s3, s
s1s2
2 ) = (α +mu3(α))(β + lu3(α)) = αβ + γu3(α)
2 + u3(α)(αl + βm)
(84)
Si ∆(G) = 0 et si
p = 2p1, C(s3, s1(s1s2)
p1) = 4− β, C(s3, s2(s1s2)p1) = 4− γ
q = 2q1, C(s2, s1(s1s3)
q1) = 4− α, C(s2, s1(s1s3)q1) = 4− γ
p = 2r1, C(s1, s2(s2s3)
r1) = 4− α, C(s1, s3(s2s3)r1) = 4− β.
L’un des buts de ce numéro est de démontrer le résultat suivant :
Théorème 1. Soit W (p, p, r) un groupe de Coxeter de rang 3 avec r impair. Alors
il existe un quotient de ce groupe isomorphe au groupe de Coxeter de rang 3,
W (p, r, 2). Réciproquement, tout groupe de Coxeter de rang 3, W (p, r, 2) avec r
impair est isomorphe à un quotient de W (p, p, r).
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Nous commençons par quelques résultats techniques.
On suppose r impair : r = 2r1 + 1. D’après la proposition 11 ∃ǫ ∈ {+1,−1} tel
que si γ est une racine de vr(X) (avec ǫ ∈ {−1,+1}) :
— si r1 est pair, on ait ur1+1(γ) + ǫ
√
γur1(γ) = 0
— si r1 est impair, on ait ǫ
√
γur1+1(γ) + ur1(γ) = 0.
On a alors :
Proposition 22. Soient W (p, q, r) un groupe de Coxeter de rang 3 et R(α, β, γ; l)
une de ses représentations de réflexion. On suppose r impair : r = 2r1 + 1. Les
deux conditions suivantes sont équivalentes :
1. s1(s2s3)
r1s2 est d’ordre 2 ;
2. q = p, β = α et l = m = ǫ
√
γ (donc αl = βm).
Démonstration. 1) On montre que (1) implique (2).
On a (s2s3)r1s2 = s2(s2s3)r1+1. On applique les résultats de la proposition 17.
Si r1 est pair, C(s1, s2(s2s3)r1+1) = (αlur1(γ) + βur1+1(γ))(ur1+1(γ) + mur1(γ))
donc s1s2(s2s3)r1+1 d’ordre 2 équivaut au système :
αlur1(γ) + βur1+1(γ) = 0
mur1(γ) + ur1+1(γ) = 0.
On obtient d’abord αl = βm. On a aussi l’équation ur1+1(γ)+ ǫ
√
γur1(γ) = 0 donc
m = ǫ
√
γ. Comme lm = γ on voit que l = m, β = α et q = p.
Si r1 est impair C(s1, s2(s2s3)r1+1) = (αur1(γ) + βmur1+1(γ))(ur1(γ) + lur1+1(γ))
donc s1s2(s2s3)r1+1 d’ordre 2 équivaut au système :
αur1(γ) + βmur1+1(γ) = 0
ur1(γ) + lur1+1(γ) = 0
On obtient d’abord αl = βm. On a aussi l’équation ǫ
√
γur1+1(γ)+ur1(γ) = 0 donc
l = ǫ
√
γ. Comme ci-dessus, l = m, β = α et q = p.
2) On montre que (2) implique (1).
Si β = α et l = m = ǫ
√
γ alors si r1 est pair, le système :
αlur1(γ) + βur1+1(γ) = 0
mur1(γ) + ur1+1(γ) = 0.
ur1+1(γ) + ǫ
√
γur1(γ) = 0
se réduit à la dernière équation qui est satisfaite par hypothèse donc s1(s2s3)r1s2
est d’ordre 2.
La démonstration est identique si r1 est impair.
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Nous avons deux corollaires à ce résultat.
Corollaire 8. On pose γk := 4 cos
2 kpi
r
, 0 6 k < r
2
, (k, r) = 1. Avec les hypothèses
et notations de la proposition 15, on a :
G(α, α, γk; ǫ
√
γk) ≃ G(α, γk′, 0; 0)
où
— si k = 2k1, on a k
′ = k1 ;
— si k = 2k1 + 1, on a k
′ = r1 − k1.
Démonstration. Posons s′3 = (s2s3)
r1s2. On a < s2, s′3 >=< s2, s3 > d’où
G =< s1, s2, s
′
3 >. En utilisant la proposition 16 nous voyons que s
′
3(a1) = a1,
s′3(a2) = a3 et s
′
3(a3) = a2. Nous avons le diagramme :
❣ ✇ ❣
s1 s2 s
′
3p r
Nous posons a′1 = s1(a2) − a2 = αa1 et a′3 = s′3(a2) − a2 = a3 − a2 et nous avons
la relation s2(a′3)− a′3 = (2 + ǫ
√
γ)a2 donc C(s2, s′3) = 2 + ǫ
√
γ. Un calcul simple
montre que si γ = γk on a :
— si k = 2k1 alors ǫ = +1 et 2 + ǫ
√
γ = 4 cos2 k1pi
r
;
— si k = 2k1 + 1 alors ǫ = −1 et 2 + ǫ√γ = 4 cos2 (r1−k1)pir
d’où le résultat en utilisant la proposition 11.
Corollaire 9. On pose τ := 3+
√
5
2
= 4 cos2 pi
5
. C’est la plus grande racine de u5(X),
l’autre étant 3− τ = 3−
√
5
2
= 4 cos 22pi
5
. On a :
1. G(1, 1, 1;−1) ≃W (A3) ;
2. G(2, 2, 2;−1) ≃W (B3) ;
3. G(3, 3, 3;−1) ≃W (G˜2) ;
4. G(1, 1, τ ; 1− τ) ≃ W (H3) ;
5. G(τ, τ, 1;−1) ≃W (H3).
Démonstration. C’est clair d’après le corollaire 8.
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Démonstration. (Du théorème 6)
Par hypothèse r est impair et r = 2r1 + 1.
1) Distinguons deux cas suivant que p = r ou non.
Premier cas p 6= r. Nous partons de la représentation suivante de W (p, p, r) :
on suppose que α = β = 4 cos2 pi
p
, γ = 4 cos2 pi
r
et αl = βm. D’après le corol-
laire 4, comme k = 1 on a k1 = 0 et le groupe obtenu en ajoutant la relation
(s1(s2s3)
r1s2)
2 = 1 est isomorphe à G(α, γr, 0; 0). maintenant le groupe de Galois
G(K0/Q) est commutatif et il existe σ ∈ G(K0/Q) tel que σ(α) = α et σ(γr1) = γ1
car les polynômes vp(X) et vq(X) sont premiers entre eux et ils sont irréductibles.
Il en résulte que R(α, γr, 0; 0) est conjuguée de la représentation géométrique de
W (p, r, 2), d’où le résultat dans ce cas.
Deuxième cas p = r. Nous partons de la représentation suivante de W (p, p, p) :
on suppose que α = β = 4 cos2 pi
p
, γ = 4 cos2 2pi
r
et αl = βm. D’après le corol-
laire 4, comme k = 2, nous voyons que le groupe obtenu en ajoutant la relation
(s1(s2s3)
r1s2)
2 = 1 est isomorphe à G(α, γ1, 0; 0) d’où le résultat dans ce cas.
2) Réciproquement nous partons de la représentation géométrique de W (p, r, 2) :
α = 4 cos2 pi
p
, γ1 = 4 cos2
pi
r
et l = m = 0. Si nous appliquons le corollaire 4 au
groupeW (p, p, r) et à sa représentation R(α, α, γ2;
√
γ2) nous avons le résultat.
3.3 Présentations du groupe de Coxeter W (H3).
Nous montrons comment obtenir le groupe de Coxeter W (H3) comme quotient
d’un groupe de Coxeter de rang 3.
Notation 3. Soit W (p, q, r) un groupe de Coxeter de rang 3. Si G est un quotient
de W (p, q, r), une présentation de G est notée :
(w(p, q, r), R1, · · · , Rn)
où w(p, q, r) est la présentation de W (p, q, r) comme groupe de Coxeter :
(w(p, q, r) :
s1
❣
❣ ❣
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
p q
r
)
et où les Ri sont des mots en s1, s2 et s3.
Si G est un groupe de réflexion, dans la mesure du possible, nous choisissons les
Ri sous la forme (st)
m où s et t sont des réflexions de W (p, q, r) et aussi de
telle sorte que l’on puisse calculer les éléments du système de paramètres P(G) :=
P(α, β, γ;αl, βm), puisque celui-ci permet de construire la représentation R.
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Nous connaissons la structure du groupe W (H3) : W (H3) ≃ C2 × A5 où A5
est le groupe alterné de degré 5. Nous connaissons aussi son corps de définition en
tant que groupe de réflexion : on a K = K0 = Q(τ). Nous avons alors :
Théorème 2. Les présentations deW (H3) comme quotient d’un groupe de Coxeter
W (p, q, r) sont les suivantes où l’on a posé t = s1s2s3 : (t = t1 dans la notation 2)
1. (p, q, r) = (3, 5, 2) (présentation de Coxeter)
(w(3, 5, 2))
on a t5 = −idM et ∆ = 2(3 − τ). On obtient la représentation R(1, τ, 0; 0)
de W (3, 5, 2).
2. (p, q, r) = (5, 5, 2)
(w(5, 5, 2), (s2s
s1
3 )
3 = 1)
On a t3 = −idM et ∆ = 2. On obtient la représentation R(τ, 3− τ, 0; 0) de
W (5, 5, 2).
3. (p, q, r) = (3, 3, 5)
(w(3, 3, 5), (s1s
s3s2
2 )
2 = 1)
On a t3 = −idM et ∆ = 2. On obtient la représentation R(1, 1, τ ; 1− τ) de
W (3, 3, 5).
4. (p, q, r) = (5, 5, 3)
(w(5, 5, 3), (s1s
s3
2 )
2 = 1)
On a t5 = −idM et ∆ = 2(3−τ). On obtient la représentation R(τ, τ, 1;−1)
de W (5, 5, 3).
5. (p, q, r) = (5, 5, 3)
(w(5, 5, 3), (s3s
s1
2 )
2 = 1)
On a t3 = −idM et ∆ = 2. On obtient la représentation R(τ, 3− τ, 1; τ − 3)
de W (5, 5, 3).
6. (p, q, r) = (5, 5, 5)
(w(5, 5, 5), (s1s
s3
2 )
3 = 1, (s1s
s3s2
2 )
2 = 1)
On a t5 = −idM et ∆ = 2(3−τ). On obtient la représentation R(τ, τ, τ ; 1−τ)
de W (5, 5, 5).
Démonstration. Elle est divisée en deux parties. D’abord nous montrons que les
présentations données sont bien des présentations du groupe de Coxeter W (H3),
ensuite nous montrons que ce sont les seules possibilités pour obtenir W (H3)
comme quotient d’un groupe de Coxeter de rang 3. Le calcul de tn ne présente
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pas de difficultés.
Première partie.
1) C’est la définition de W (H3). On a la représentation R(1, τ, 0; 0) de W (3, 5, 2).
2) On a < s3, s
s1
3 >=< s1, s3 >, donc G =< s
s1
3 , s2, s3 > avec le diagramme :
❣ ❣ ❣
s2 s
s1
3 s33 5
et G est isomorphe à W (H3). En effet nous avons {α, β} ⊂ {τ, 3 − τ}, l = m =
γ = 0, puis C(s2, s
s1
3 ) = γ +αβ + (αl+ βm) = αβ = 1, d’où par exemple α = τ et
β = 3− τ . Nous obtenons la représentation R(τ, 3− τ, 0; 0) de W (5, 5, 2).
3) On a < s2, s3 >=< s2, s
s3s2
2 >, donc G =< s1, s2, s
s3s2
2 > avec le diagramme :
❣ ❣ ❣
s1 s2 s
s3s2
23 5
etG est isomorphe àW (H3). En effet nous avons α = β = 1, γ = τ et C(s1, s
s3s2
2 ) =
(l+γ−1)(m+γ−1) d’où l = m = 1−γ = 1−τ . Nous obtenons la représentation
R(1, 1, τ ; 1− τ) de W (3, 3, 5).
4) On a < s2, s3 >=< s2, s
s3
2 > donc G =< s1, s2, s
s3
2 > avec le diagramme :
❣ ❣ ❣
ss32 s2 s13 5
et G est isomorphe à W (H3). En effet nous avons C(s1, s
s3
2 ) = (βm + α)(l + 1)
d’où βm+α = 0 et l+1 = 0 donc l = −1 ; comme lm = γ = 1, m = −1 et β = α.
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Nous obtenons la représentation R(τ, τ, 1;−1) de W (5, 5, 3).
5) On a < s2, s
s1
2 >=< s2, s1 > donc G =< s3, s2, s
s1
2 > avec le diagramme :
❣ ❣ ❣
s3 s2 s
s1
23 5
et G est isomorphe à W (H3). En effet nous avons C(s3, s
s1
2 ) = (α+m)(β+ l) d’où
α +m = β + l = 0 donc m = −α, l = −β et lm = γ = 1 = αβ. Nous obtenons la
représentation R(τ, 3− τ, 1; τ − 3) de W (5, 5, 3).
6) On a < s2, s
s3s2
2 >=< s2, s3 >, donc G =< s1, s2, s
s3s2
2 > avec le diagramme :
❣ ❣ ❣
s1 s2 s
s3s2
25 5
Posons t2 := s1, t1 = s2, t3 = s
s3s2
2 , alors t2t
t1
3 = s1s
s3
2 qui est d’ordre 3 par
hypothèse, donc d’après le 2), G ≃ W (H3). En effet nous avons C(s1, ss3s22 ) =
(αl+β(γ−1))(m+γ−1) d’où αl+β(γ−1) = 0 = m+(γ−1), donc m = −(γ−1)
puis, comme lm = γ, l = −(γ − 1) et la première relation donne β = α. Nous
avons C(s1, s
s3
2 ) = 1 = βγ+α+αl+βm = α(3−γ). Il en résulte que γ = α. Nous
obtenons la représentation R(τ, τ, τ ; 1− τ) de W (5, 5, 5).
Deuxième partie.
Nous pouvons remarquer que le sous-groupe G+ (= D(G)) où G ≃ W (H3) est
isomorphe au groupe alterné de degré 5 donc il ne contient pas d’éléments d’ordre
4, 6 ou 10. Si l’on veut obtenir W (H3) comme quotient d’un groupe de Coxeter
W (p, q, r), on doit avoir {p, q, r} ⊂ {2, 3, 5} avec 5 ∈ {p, q, r} et aussi 2 ne peut
apparaitre qu’une fois au plus parmi {p, q, r}. Les triples à examiner sont donc l’un
des suivants (à l’ordre près de p, q, r) : (3, 5, 2), (5, 5, 2), (3, 3, 5), (5, 5, 3), (5, 5, 5).
on doit aussi avoir αl = βm puisqu’il existe une forme bilinéaire G-invariante non
nulle. Dans toute la suite ǫ ∈ {−1,+1}.
Nous examinons successivement les différents cas.
1) Pour (p, q, r) = (3, 5, 2) il n’y a rien à dire.
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2) Pour (p, q, r) = (5, 5, 2) on a {α, β} ⊂ {τ, 3− τ} et γ = l = m = 0. Nous avons
C(s2, s
s1
3 ) = γ + αβ + αl + βm = αβ donc si le groupe G est fini, nécessairement
αβ = 1, donc β 6= α et s2ss13 est d’ordre 3.
3) Pour (p, q, r) = (3, 3, 5), on a α = β = 1 et γ = τ . Nous avons αl = βm = l = m,
lm = τ donc l = m = ǫ(τ − 1). Nous obtenons
C(s2, s
s1
3 ) = τ + 1 + 2ǫ(τ − 1) =
{
3τ − 1, si ǫ = +1
3− τ, si ǫ = −1.
Il en résulte que ǫ = −1 car sinon s2ss13 est d’ordre infini.
4)Pour (p, q, r) = (5, 5, 3), on a {α, β} ⊂ {τ, 3 − τ}, γ = 1 et aussi lm = 1 et
αl = βm. Distinguons deux cas suivant que α = β ou non.
Premier cas. Si α = β, alors l = m = ǫ et nous obtenons :
C(s1, s
s3
2 ) = α+ βγ + αl + βm = (α + βm)(l + 1) =
{
4α si ǫ = +1,
0 si ǫ = −1.
Si ǫ = +1, s1s
s3
2 est d’ordre infini ;
si ǫ = −1, α+ βm = l + 1 = 0 donc s1ss32 est d’ordre 2.
Deuxième cas. Si β 6= α, alors α = τ , β = 3−τ , γ = 1, αlβm = 1 et αl = βm = ǫ.
Nous obtenons :
C(s1, s
s3
2 ) = α + βγ + αl + βm = 3 + 2ǫ =
{
5 si ǫ = +1,
1 si ǫ = −1.
Si ǫ = +1, s1s
s3
2 est d’ordre infini ;
si ǫ = −1, s1ss32 est d’ordre 3.
5) Pour (p, q, r) = (5, 5, 5), on a {α, β, γ} ⊂ {τ, 3−τ} et nous pouvons supposer que
α = β = τ et γ ∈ {τ, 3− τ}. Comme αl = βm, nous avons l = m et l2 = m2 = γ.
On a (τ − 1)2 = τ et (τ − 2)2 = 3− τ et nous obtenons :
l = m =
{
ǫ(τ − 1) si γ = τ ,
ǫ(τ − 2) si γ = 3− τ .
Nous avons C(s2, s
s1
3 ) = αβ+γ+αl+βm. Distinguons deux cas suivant que γ = τ
ou γ = 3− τ .
Premier cas. Si γ = τ , alors l = m = ǫ(τ − 1) et C(s2, ss13 ) = τ(τ +1+2ǫτ − 2ǫ),
si ǫ = +1, C(s2, s
s1
3 ) = τ(3τ − 1) = τ 3 et s2ss13 est d’ordre infini ; si ǫ = −1,
C(s2, s
s1
3 ) = τ(3− τ) = 1 et s2ss13 est d’ordre 3.
Deuxième cas. Si γ = 3− τ , alors l = m = ǫ(τ − 2) et C(s2, ss13 ) = τ 2 + 3− τ +
2ǫ(τ 2 − τ) ; si ǫ = +1, C(s2, ss13 ) = 3(τ 2 − τ + 1) = 6τ = 3(3 +
√
5) > 4 et s2s
s1
3
est d’ordre infini ; si ǫ = −1, C(s2, ss13 ) = −τ 2 + τ + 3 = −2τ + 4 = 1−
√
5 < 0 et
s2s
s1
3 est d’ordre infini.
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3.4 Présentations du groupe de Coxeter W (H4).
Nous donnons maintenant quelques résultats pour le groupe de Coxeter W (H4)
sans prétendre être exhaustif.
Proposition 23. Des présentations de W (H4) comme quotient d’un groupe de
Coxeter de rang 4 sont les suivantes :
1)
( ✇ ❣ ❣ ❣
s1 s2 s3 s43 3 5 )
C’est la présentation de W (H4) comme groupe de Coxeter.
2)
( ✇ ❣ ❣ ❣
s1 s2 s3 s43 5 5 ,(s2s
s3
4 )
3 = 1)
On obtient la représentation R(1, τ, 3− τ ; 0) de W (H4).
3)
(
s4
❣
❣ ❣✇
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
s1
3 3
5 5
, (ss34 s2)
2 = 1 )
On obtient la représentation R(1, 1, τ, τ ;−τ) de W (H4).
4)
(
s4
❣
❣ ❣✇
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
s1
3 3
5 5
, (ss43 s2)
2 = 1 )
43
On obtient la représentation R(1, 1, τ, 3− τ ;−1) de W (H4).
5)
(
s4
❣
❣ ❣✇
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
s1
3 3
3 5
, (ss4s33 s2)
2 = 1)
On obtient la représentation R(1, 1, 1, τ ; 1− τ) de W (H4).
Démonstration. Dans tous les cas, la racine de l’arbre couvrant est s1. Dans les
cas 3), 4) et 5), on enlève l’arête (s3, s4) pour obtenir l’arbre couvrant.
Nous n’avons rien à dire sur le 1).
2) On a < s3, s4 >=< s
s3
4 , s4 > donc G =< s1, s2, s
s3
4 , s4 > avec le diagramme :
❣ ❣ ❣ ❣
s1 s2 s
s3
4 s43 3 5
d’où le résultat : G ≃W (H4).
Soit τ ′ ∈ {τ, 3 − τ}. Un calcul simple montre que ss34 (a2) = a2 + (τ ′a3 + a4) et
s2(τ
′a3 + a4) = ττ ′a2 + (τ ′a3 + a4), d’où C(s2, s
s−3
4 ) = τ
′τ . Ensuite (s2s
s3
4 )
3 = 1↔
C(s2, s
s−3
4 ) = 1 = τ
′τ donc τ ′ = 3−τ . On obtient la représentation R(1, τ, 3−τ ; 0).
3) On a < s3, s4 >=< s
s3
4 , s3 > donc G =< s1, s2, s3, s
s3
4 > et nous terminons la
démonstration comme dans le cas précédent.
4) On a < s3, s4 >=< s
s4
3 , s3 > donc G =< s1, s2, s3, s
s4
3 > et nous terminons la
démonstration comme dans le cas précédent.
5) On a < s3, s4 >=< s
s4s3
3 , s3 > donc G =< s1, s2, s3, s
s4s3
3 > et nous terminons
la démonstration comme dans le cas précédent.
4 Exemples lorsque le corps K est complexe.
4.1 Les groupes de réflexion complexes G(p, p, n) comme quo-
tients du groupe de Weyl affine W (A˜n−1).
Nous montrons maintenant comment la théorie précédente permet de trouver
la famille des groupes de réflexion complexe G(p, p, n) comme quotients du groupe
de Weyl affine W (A˜n−1).
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1) On pose G := W (A˜n−1), S = {s1, · · · , sn} et le graphe Γ = Γ(G) est un cir-
cuit sans corde. On prend s1 comme racine et comme arbre couvrant {s1, · · · , sn}.
On cherche toutes les représentations de réflexion de G satisfaisant aux conditions
(R). On a msisi+1 = 3 pour (1 6 i 6 n, les indices étant pris mod n). Si e est une
arête de Γ alors αe est égal à 1. On a K0 = Q. On a (s1, sn) ∈ E ′(Γ). Soient l et
m dans une extension K de Q avec lm = 1 et on suppose que K = Q(l). On pose
l1,n = l et ln,1 = m.
Dans la base A de M , on a les relations : toutes celles obtenues grâce à la
construction fondamentale et s1(an) = la1 + an, et sn(a1) = a1 + man On pose
s0 := s
s2s3···sn−1
1 et a0 :=
∑n−1
i=1 ai (a0 est l’opposée de la plus grande racine du
système de racines associé au groupe de Weyl W (An−1) engendré par les si(1 6
i 6 n− 1)). On a alors s0(a0) = −a0, s0(a1) = a1 + a0, s0(ai) = ai (2 6 i 6 n− 2),
s0(an−1) = an−1 + a0, s0(an) = an − (l + 1)a0. De plus sn(a0) = a0 − (m + 1)an,
donc C(s0, sn) = (l + 1)(m+ 1) = l +m+ 2.
Dans la représentation géométrique de W (A˜n−1), on a l = m = 1 donc C(s0, sn) =
4, s0sn est une application unipotente et s0sn et ses conjugués engendrent le sous-
groupe des translations de W (A˜n−1).
Grâce à s0 nous obtenons une autre présentation du groupe G. On a :
< s1, s2, · · · , sn−1 >=< s2, · · · , sn−1, s0 >
car s0 ∈< s1, s2, · · · , sn−1 > et s1 ∈< s2, · · · , sn−1, s0 > car s1 = ssn−1sn−2···s20 . Il
en résulte que G =< s2, · · · , sn−1, so, sn > avec le diagramme
Γ(s2, s3, · · · , sn−2, sn−1, sn, s0) :
s0
❣
❣ ❣❣❣ ❣· · ·
sn−1 sn
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
sn−2s2 s3
On a la relation supplémentaire (ssn−10 sn)
3 = 1. En effet (ssn−10 sn)
3 = (s
s2···sn−2
1 sn)
3 =
(s1sn)
3 = 1. Il résulte de ceci qu’il y a une inclusion canonique de W (A˜i) dans
W (A˜n−1) pour 3 6 i 6 n− 1.
Le diagramme précédent avec la relation supplémentaire (ssn−10 sn)
3 = 1 donne une
autre présentation du groupe G.
Soit Γ = Γ(t1, t2, · · · , tn−3, tn−2, tn, tn−1)
H :=< t1, · · · , tn|Γ, (ttn−2n−1 tn)3 = 1 >
Nous montrons que H ≃ G. Il est clair que G est isomorphe à un quotient de H ,
donc H est infini.
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Posons t0 := t
tn−2··· , t2t1
n−1 . Alors H =< t0, t1, · · · , tn−2, tn >, de plus
(t0tn)
3 = (tt
n−2··· t2t1
n−1 tn)
3 = (t
tn−2
n−1 tn)
3
et l’on a le diagramme :
t0
❣
tn
❣
✂
✂
✂✂
❣t1
❇
❇
❇
❇
❣tn−2
❇
❇
❇❇ ✂
✂
✂✂
· · ·
donc H est isomorphe à un quotient du groupe G. Comme tous les quotients
propres de G sont des groupes finis, d’après la remarque précédente, on voit que
H ≃ G.
2) Soit maintenant un quotient propre de G. On sait que ce quotient est fini,
donc l’ordre de s0sn est fini, p par exemple. On appelle Gp un tel quotient. On
sait aussi que cela est possible si et seulement si C(s0, sn) est racine du polynôme
vp(X) : il existe k ∈ N, k premier à p tel que l +m + 2 = 4 cos2 kpip . Il en résulte
que l et m sont les racines du polynôme :
Q(X) = X2 − 2 cos 2kπ
p
X + 1
et l’on a {l, m} = {ζp, ζ−1p } où ζp = exp(2ikpip ).
Dans ces conditions, on obtient un groupe de réflexion complexe isomorphe à
G(p, p, n) et K = Q(ζp).
Si p = 2, on obtient le groupe W (Dn) (on a l = m = −1).
On a ainsi les deux présentations suivantes de G(p, p, n) :
s1
✇
sn
❣
✂
✂
✂✂
❣s2
❇
❇
❇
❇
❣sn−1
❇
❇
❇❇ ✂
✂
✂✂
· · ·
(1) (s0sn)p = 1
s0
❣
❣ ❣❣❣ ❣· · ·
sn−1 sn
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
sn−2s2 s3
(2) (ssn−10 sn)
3 = 1, (s0sn)p
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La présentation (2) de G(p, p, n) montre que si 2 6 n′ 6 n alors G(p, p, n′) ⊂
G(p, p, n).
Si C(s0, sn) n’est racine d’aucun polynôme vp(X), alors s0sn est d’ordre infini
et l’on obtient une représentation fidèle de réflexion de G qui n’est pas équivalente
à la représentation géométrique.
4.2 Compléments sur les groupes W (A˜2).
En préparation de ce qui suit, nous complétons les résultats précédents sur le
groupe W (A˜2).
Proposition 24. On a les présentations suivantes pour le groupe de réflexion
complexe G(n, n, 3) :
1. (w(3, 3, 3), (s1s
s3
2 )
n = 1)
2. (w(3, 3, n), (s1s2s3)
2 = (s2s3s1)
2)
Démonstration. Le 1) est clair d’après l’étude de W (A˜n−1) faite dans la section
précédente.
Pour le 2), appelons, pour cette démonstration uniquement, Gn le groupeG(n, n, 3)
et Hn un groupe ayant la présentation de l’énoncé :
Gn =< t1, t2, t3|w(3, 3, 3), (t1tt23 )n = 1 >
Comme < t1, t2 >=< t1, t
t1
2 >, nous avons Gn =< t1, t
t1
2 , t3 >. Posons t
′
2 := t
t1
2 .
Alors t′2t3 = t
t1
2 t3 = t
t2
1 t3 = (t1t
t2
3 )
t2 , donc t′2t3 est d’ordre n.
Ensuite (t1t′2t3)
2 = (t2t1t3)
2 et (t′2t3t1)
2 = (tt12 t3t1)
2 d’où
(tt12 t3t1)
2 = tt12 t3t1t
t1
2 t3t1 = t1t2t1t3t2t1t3t1
= t2t1(t2t3t2t3)t1t3 = t2t1(t3t2)t1t3 = (t2t1t3)
2
et nous obtenons (t1t′2t3)
2 = (t′2t3t1)
2. Il en résulte que le groupe Gn est isomorphe
à un quotient du groupe Hn.
Partant du groupe Hn de l’énoncé, posons s′2 := s
s1
2 et u := (s1s2s3)
2. Nous
pouvons remarquer que u commute avec s1. Posons a := s′2s3s
′
2, b := s3s
′
2s3. Alors
a = ss1s2s13 = s
s3s2s1
1 et b = s
s1s3
2 = s
s2s3
1 , d’où a
s1s2s1 = s1 et bs1s2s3 = s
s2s3s1s2s3
1 =
su1 = s1 d’après la remarque précédente. Il en résulte que a = b et que s
′
2s3 est
d’ordre 3.
Enfin s1s′2s3s
′
2 = s2s1(s3s2)s1s2, donc s1s
′
2s3s
′
2 a le même ordre que s3s2 c’est à dire
n. Comme Hn =< s1, s′2, s3 >, nous voyons que Hn est isomorphe à un quotient
de Gn. En combinant les deux morphismes ainsi construits entre Gn et Hn, nous
voyons que ce sont des isomorphismes et nous avons le résultat.
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Proposition 25. Soit R(1, 1, γ; l) une représentation de réflexion de W (3, 3, n).
Alors les conditions suivantes sont équivalentes :
1. (s1s2s3)
2 = (s2s3s1)
2 ;
2. l +m = −γ ;
3. ∆ = 4− γ.
Si ces conditions sont satisfaites, on a (s1s2s3)
2n = idM et
{l, m} = {−1− exp(2kipi
n
),−1− exp(−2kipi
n
)} pour un certain k premier à n.
Démonstration. On a :
s1 =

−1 1 10 1 0
0 0 1

 , s2 =

1 0 01 −1 l
0 0 1

 , s3 =

1 0 00 1 0
1 m −1


et un calcul simple montre que :
(s1s2s3)
2 =

l2 + lγ + 2γ +m− 1 γ2 + γ(l +m− 1)− (l +m) −l2 − lγ − γl2 + lγ + γ γ2 + lγ − γ − l +m −l2 − lγ − 1
γ + l +m mγ + γ −m− 1 −γ − l


et
(s2s3s1)
2 =

 −l − 1 γ + l +m 0−l2 − lγ − γ γ2 + 2lγ + l2 +m− l −l − 1
−γ − l −m mγ + 2γ + l − 1 m


Si (s1s2s3)2 = (s2s3s1)2, nous devons avoir γ + l + m = 0 et nous vérifions im-
médiatement que cette condition est suffisante, donc les conditions 1. et 2. sont
équivalentes. Comme ∆ = 4− 2γ − (l+m), nous voyons tout de suite que 2. et 3.
sont équivalentes.
4.3 Le groupe de réflexion complexe G24.
Dans cette partie nous montrons comment obtenir le groupe de réflexion com-
plexe G24 comme quotient d’un groupe de Coxeter de rang 3. Plus précisément,
nous obtenons tous les triples (p, q, r) (à l’ordre près) tels que G24 soit un quotient
de W (p, q, r). Nous donnons des présentations de G24 en utilisant les résultats
précédents.
Nous connaissons la structure de G24 : G24 ≃ C2×PSL2(7). Nous connaissons
aussi son corps de définition en tant que groupe de réflexion complexe : si ζ :=
1+i
√
7
2
, ζ racine du polynôme X2−X +2 l’autre étant ζ ′ := 1−i
√
7
2
, alors K0 = Q et
K = Q(ζ) puisque ζ n’est racine d’aucun polynôme un(X). De plus l’anneau des
entiers de K est Z[ζ ] qui est un anneau principal..
Le reste de cette partie va être consacrée à la démonstration du théorème
suivant :
48
Théorème 3.
1. Les triples (p, q, r) tels que G24 soit un quotient de W (p, q, r) sont les sui-
vants (à permutation près de p, q, r) :
(p, q, r) ∈ {(3, 3, 4), (4, 4, 3), (4, 4, 4)}.
On pose dans les trois cas t := s1s2s3.
2. Des présentations de G24 sont :
(a) (w(3, 3, 4), (ss12 s3)
4 = 1). On a t7 = −idM et ∆ = 1. On obtient la
représentation R(1, 1, 2;−ζ) de W (3, 3, 4).
(b) (w(4, 4, 3), (s2s
s3
1 )
3 = 1). On a t7 = −idM et ∆ = 1. On obtient la
représentation R(2, 2, 1;−1 + ζ
2
(= ζ
ζ′
)) de W (4, 4, 3).
(c) (w(4, 4, 4), (s1s
s3
2 )
3 = 1). On a t7 = −idM et ∆ = 1. On obtient la
représentation R(2, 2, 2;−1− ζ
2
) de W (4, 4, 4).
Démonstration. Elle divisée en deux parties.
D’abord nous montrons que les groupes obtenus dans le 2) sont isomorphes au
groupe G24, puis nous montrons que ce sont les seules possibilités.
A. 1) Considérons la représentation R(1, 1, 2; l) de W (3, 3, 4) et exprimons que
(ss12 s3) est d’ordre 4. Nous avons (s
s1
2 s3) d’ordre 4 si et seulement si (1+l)(1+m) = 2
donc, tenant compte de lm = 2, nous voyons que l et m sont les racines du
polynôme :
Q(X) = X2 +X + 2.
Nous obtenons l = −ζ et m = −1 + ζ (l’autre choix correspondant à la représen-
tation conjuguée).
Posons c := s1s2 et d := s1s3. Alors le sous-groupe G+ de G est engendré par c et
d et nous avons c3 = d3 = 1, c2d = s2s3 donc (c2d)3 = 1 et nous venons de voir que
(cd)4 = 1. Il en résulte que < c, d > est isomorphe au groupe PSL2(7) (voir [5]).
D’après la proposition 18 1), nous avons θ = l = −ζ , θ′ = −m = θ¯, d’où
Pt(X) = x
3 − ζ¯X2 − ζX + 1 et un calcul simple montre que t7 = −idM . Comme
t 6∈ G+, nous avons t7 6∈ G+ et comme G+ est d’indice 2 dans G, nous obtenons
G ≃ C2 × PSL2(7) ≃ G24.
2) Considérons la représentation R(2, 2, 1; l) deW (4, 4, 3).Nous avons s2s
s3
1 d’ordre
3 si et seulement si βγ+α+ lα+mβ = 1, si et seulement si 2l+2m = −3. Comme
2l2m = 4, 2l et 2m sont les racines du polynôme :
Q(X) = x2 + 3X + 4
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et nous obtenons {l, m} = {−1+ ζ
2
,−1+ ζ¯
2
} ce qui détermine l à conjugaison près.
Nous avons < s1, s3 >=< s3, s
s3
1 >, donc G =< s2, s3, s
s3
1 > avec le diagramme :
s2 = s
′
1
❣
❣ ❣
s′2 = s3 s
s3
1 = s
′
3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 3
4
Enfin s′1s
′
2s
′
1s
′
3 = s
s2
3 s
s3
1 = s
s3
2 s
s3
1 = (s2s1)
s3 donc s′1s
′
2s
′
1s
′
3 est d’ordre 4. Nous
appliquons le 1) pour avoir le résultat : G ≃ G24.
3) Considérons la représentation R(2, 2, 2; l) de W (4, 4, 4). Nos avons s1s
s3
2 d’ordre
3 si et seulement si α+βγ+ lα+mβ = 1 si et seulement si 2l+2m = −5. Comme
2l2m = 8, 2l et 2m sont les racines du polynôme :
Q(X) = X2 + 5X + 8
et nous obtenons {l, m} = {−1− ζ
2
,−1− ζ¯
2
} ce qui détermine l à conjugaison près.
Nous avons < s2, s3 >=< s3, s
s3
2 > donc G =< s1, s3, s
s3
2 > avec le diagramme :
s1 = s
′
2
❣
❣ ❣
s′1 = s3 s
s3
2 = s
′
3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
4 3
4
Enfin s′2s
′
3s
′
1s
′
3 = s1(s
s3
2 )s3(s
s3
2 ) = s1s
s2
3 . Un calcul simple montre que s1s
s2
3 est
d’ordre 3, donc s′2s
′
3s
′
1s
′
3 est d’ordre 3 et G ≃ G24 d’après le 2).
B. Comme K0 = Q, nous avons {p, q, r} ⊂ {3, 4, 6} et G est un quotient d’un
W (p, q, r), donc {α, β, γ} ⊂ {1, 2, 3}. Nous savons que l’ordre des éléments réels
de PSL2(7) est 3 ou 4. Un produit de deux réflexions de G24 ne peut donc être
d’ordre que 2, 3 ou 4 ; en particulier 6 6∈ {p, q, r}. Nous avons donc les possibilités
(à permutation près) (2 est aussi exclu car sinon nous obtenons des groupes de
Coxeter : W (A3),W (B3),W (B˜2)) :
(p, q, r) ∈ {(3, 3, 4), (4, 4, 3), (4, 4, 4)}.
Examinons ces trois cas successivement.
1) Si (p, q, r) = (3, 3, 4), d’après la remarque précédente ss12 s3 est d’ordre 2, 3
ou 4.
- Si ss12 s3 est d’ordre 2, comme C(s3, s
s1
2 ) = (l+1)(m+1), nous avons l = m = −1,
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γ = lm = 1 6= 2 ce cas ne peut pas se produire.
- Si ss12 s3 est d’ordre 3, comme < s1, s
s1
2 >=< s1, s2 > nous obtenons
G =< s1, s
s1
2 , s3 > avec le diagramme :
s1
❣
❣ ❣
s2 s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 3
3
et G est isomorphe à W (A˜2). Ce cas ne peut pas se produire. Il en résulte que
ss12 s3 est d’ordre 4.
2) Si (p, q, r) = (4, 4, 3), comme ci-dessus ss12 s3 est d’ordre 2, 3 ou 4.
- Si ss12 s3 est d’ordre 2, l = m = −1, donc G =< s1, s2, ss23 > avec le diagramme :
❣ ❣ ❣
s1 s2 s
s3
24 3
et G ≃W (B3). Ce cas ne peut pas se produire.
- Si ss12 s3 est d’ordre 4, on a C(s2, s
s3
1 ) = 2 = 4 + 2(l −m), donc l +m = −1 et
∆ = 8− 4− 4− 2 + 2 = 0. Ce cas ne peut pas se produire. Il en résulte que ss12 s3
est d’ordre 3.
3) Si (p, q, r) = (4, 4, 4), comme ci-dessus, s1s
s3
2 est d’ordre 2, 3 ou 4.
- Si s1s
s3
2 est d’ordre 2, on a l+1 = 0 = 2(m+ 1), donc l = m = −1 et γ = 1 6= 2.
Ce cas ne peut pas se produire.
- Si s1s
s3
2 est d’ordre 4, on a 2 = βγ+α+lα+mβ = 6+2(l+m) donc 2(l+m) = −4
et ∆ = 8− 4− 4− 4 + 4 = 0. Ce cas ne peut pas se produire.
Il en résulte que s1s
s3
2 est d’ordre 3 et ceci achève la démonstration.
4.4 Le groupe de réflexion complexe G27.
Dans cette partie nous montrons comment obtenir le groupe de réflexion com-
plexe G27 comme quotient d’un groupe de Coxeter de rang 3. Plus précisément,
nous obtenons tous les triples (p, q, r) (à l’ordre près) tels que G27 soit un quotient
de W (p, q, r). Nous donnons aussi des présentations de G27.
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Nous connaissons la structure de G27 : G27 ≃ C2 × (C3 ∗ A6) où A6 désigne le
groupe alterné de degré 6 et C3 ∗A6 est une extension centrale non scindée de A6
par C3.
Nous connaissons aussi son corps de définition en tant que groupe de réflexion
complexe : si ω = −1+i
√
3
2
est une racine primitive troisième de l’unité, on a K =
Q(τ, ω).
Le reste de cette partie va être consacrée à la démonstration du résultat suivant :
Théorème 4.
1. Les triples (p, q, r) tels que G27 soit isomorphe à un quotient de W (p, q, r)
sont les suivants (à permutation près) :
(p, q, r) ∈ {(3, 3, 5), (3, 4, 5), (5, 5, 3), (5, 5, 4), (4, 4, 5), (3, 3, 4)}.
2. Des présentations de G27 sont :
(a) (w(3, 3, 5), (s1s
s3
2 )
4 = 1). On a t5 = −ωidM , t15 = −idM et ∆ = 3 − τ .
On obtient la représentation R(1, 1, τ ;ω(1 − τ)) de W (3, 3, 5) et K0 =
Q(τ).
(b) (w(3, 4, 5), (s1s
s3
2 )
4 = 1). On a t4 = ωidM , t
12 = idM et ∆ = 3. On
obtient la représentation R(1, 2, τ ;−ω − τ) de W (3, 4, 5) et K0 = Q(τ).
(c) (w(3, 4, 5), (s1s
s3
2 )
5 = 1). On a t5 = −ωidM , t15 = −idM et ∆ = 3 − τ .
On obtient la représentation R(1, 2, τ ;ω2 + ωτ) de W (3, 4, 5) et K0 =
Q(τ).
(d) (w(5, 5, 3), (s3s
s1
2 )
3 = 1, (s1s
s3
2 )
4 = 1). On a t5 = −ωidM , t15 = −idM
et ∆ = 3 − τ . On obtient la représentation R(τ, 3 − τ, 1;ω(3 − τ)) de
W (5, 5, 3) et K0 = Q(τ).
(e) (w(5, 5, 4), (s1s
s3
2 )
3 = 1, (s1s
s2
3 )
3 = 1). On a t5 = −ωidM , t15 = −idM
et ∆ = 3− τ . On obtient la représentation R(τ, τ, 2;ω(τ − 1) + ω2)) de
W (5, 5, 4) et K0 = Q(τ).
(f) (w(4, 4, 5), (s1s
s3
2 )
3 = 1). On a t4 = ω2idM , t
12 = idM et ∆ = 1. On
obtient la représentation R(2, 2, τ ; 1
2
(ω−τ)) de W (4, 4, 5) et K0 = Q(τ).
(g) (w(3, 3, 4), (s1s
s3
2 )
5 = 1). On a t5 = −ω2idM , t15 = −idM et ∆ = τ .
On obtient la représentation R(1, 1, 2;ω(τ − 1) + ω2)) de W (3, 3, 4) et
K0 = Q.
Démonstration. Elle divisée en deux parties.
D’abord nous montrons que les groupes obtenus dans le 2) sont isomorphes au
groupe G27, puis nous montrons que ce sont les seules possibilités.
A. 1) Considérons la représentation R(1, 1, τ ; l) de W (3, 3, 5) et exprimons que
l’élément s1s
s3
2 est d’ordre 4. Nous avons s1s
s3
2 est d’ordre 4 si et seulement si
52
C(s1, s
s3
2 ) = 2 donc 2 = 1+ τ + l+m et comme lm = γ = τ , nous voyons que l ,m
sont les racines du polynôme :
Q(X) = X2 − (1− τ)X + τ
dont le discriminant est −3τ = −3(τ − 1)2, d’où l = ω(1− τ) et m = ω2(1− τ) et
K = Q(τ, ω).
Nous devons montrer que G possède la bonne structure. Posons c := s1s2 et
d := s2s3. Alors D(G) = G+ =< c, d > et nous avons c3 = d5 = 1, cd = s1s3, donc
(cd)3 = 1. De plus c2d = s2s1s2s3 = s
s2
1 s3 = (s1s
s2
3 )
s2. Comme α = β = 1, nous
avons C(s1, s
s2
3 ) = C(s1, s
s3
2 ) = 2, donc c
2d est d’ordre 4.
Nous montrons maintenant que G+/Z(G+) est isomorphe au groupe alterné de
degré 6 en utilisant la présentation de ce groupe donnée dans [3] :
A6 =< c, d|c3 = d5 = (cd)3 = (c2d)4 = [c, d3]2 = 1 > .
(Par exemple on prend c = (2, 4, 6) et d = (1, 2, 3, 4, 5).)
Il nous reste à calculer l’ordre de [c, d3]. Nous avons :
[c, d3] = (s1s2)(s2s3)
3(s2s1)(s3s2)
3 = (s1(s2s3)
2)2 = t22
où t2 = s1(s2s3)2 (notation de la section 2). Nous utilisons les formules de la
proposition 18. Nous avons :
θ = −4 + 1 + 1 + τ + l = l + τ − 2 = −1 −m
θ′ = 4− 1− 1− τ −m = 2−m− τ = l + 1
Nous obtenons θθ′ = −(1 + l)(1 +m) = −2 et θ + θ′ = l − m. Il en résulte que
Pt2(X) = X
3−uX2+u′X+1 avec u = 1+θτ − (θ+θ′) et u′ = −1+θ′τ − (θ+θ′),
puis
u = 1− τ − ω2τ(τ − 1)− ω(τ − 1) + ω2(τ − 1)
= (τ − 1)(−1− ω2τ − ω + ω2)
= (τ − 1)ω2(τ − 2) = −ω2
u′ = −1 + ωτ(τ − 1) + τ − ω(τ − 1) + ω2(τ − 1)
= (τ − 1)(1 + ωτ − ω + ω2)
= (τ − 1)ω(τ − 2) = ω
car τ 2 − 3τ + 1 = 0.
Nous avons alors :
t32 = ut
2
2 − u′t2 − idM ,
t42 = (u
2 − u′)t22 − (uu′ + 1)t2 − uidM = ω2idM
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d’où t42 ∈ Z(G+), t42 est d’ordre 3 et t2 est d’ordre 12.
Maintenant [c, d3] = t22, donc [c, d
3] est d’ordre 6 et [c, d3]2 ∈ Z(G+). D’après le
résultat de Burnside, nous voyons que D(G+)/Z(G+) est isomorphe au groupe
alterné A6 et que Z(G+) =< [c, d3]2 >.
Comme D(G) est son propre groupe dérivé, il en résulte que D(G) ≃ C3 ∗ A6
extension centrale non scindée de A6.
Nous avons Pt(X) = X3 − (1 + θ)X2 + (−1 + θ′)X + 1 = X3 +mX2 + lX + 1
et nous obtenons :
t3 = −mt2 − lt− idM
t4 = (m2 − l)t2 + (τ − 1)t+midM
t5 = (−m3 + 2τ − 1)t2 + (−lm2 + l2 +m)t− (m2 − l)idM .
Comme l = ω(τ−1) etm = ω2(τ−1), nous avonsm2−l = ω(τ−1)2−ω(τ−1) = ω,
m3 = 2τ − 1, donc −m3 + 2τ − 1 = 0 et de même on voit que −lm2 + l2 +m = 0.
Finalement, t5 = −ωidM ∈ Z(G) et t15 = −idM . Comme −idM 6∈ D(G) nous
avons le résultat : G ≃ C2 × (C3 ∗ A6) ≃ G27.
2) Considérons la représentation R(1, 2, τ ; l) de W (3, 4, 5, ). Exprimons que
l’élément s1s
s3
2 est d’ordre 4.
(i) Nous avons s1s
s3
2 d’ordre 4 si et seulement si C(s1, s
s3
2 ) = 2 donc 2 =
1 + 2τ + l + 2m et comme lm = γ = τ , nous voyons que l et 2m sont les racines
du polynôme :
Q(X) = x2 − (1− 2τ)X + 2τ
dont le discriminant est −3, d’où K = Q(τ, ω) et {l, 2m} = {−ω − τ,−ω2 − τ}.
Nous avons C(s1, s
s3s2
2 ) = βγ+α(γ−1)2+(γ−1)(lα+mβ) = 3τ +(τ −1)(1−2τ)
donc C(s1, s
s3s2
2 ) = −2τ 2 + 6τ − 1 = 1. Nous obtenons G =< s1, s2, ss3s22 > avec le
diagramme :
s1
❣
❣ ❣
s2 s
′
3 = s
s3s2
2
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 3
5
et comme ss3s22 s2s
s3s2
2 = s3, nous avons (s1s
′
3s2s
′
3)
4 = (s1s3)
4 = 1 donc, d’après le
1), G est isomorphe à G27. Les autres calculs ne présentent pas de difficultés.
(ii) Exprimons maintenant que l’élément s1s
s3
2 est d’ordre 5.
Nous avons C(s1, s
s3
2 ) = 1 + 2τ + (l + 2m) ∈ {τ, 3− τ} d’où deux possibilités.
- 1 + 2τ + (l + 2m) = τ , alors l et 2m sont les racines du polynôme :
Q(X) = X2 + (τ + 1)X + 2τ
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et nous voyons que {l, 2m} = {ω2 + τω, ω + τω2} d’où K = Q(τ, ω).
Nous avons C(s1, s
s2
3 ) = 2 + τ − 1− τ = 1, donc s1ss23 est d’ordre 3
et G =< s1, s2, s
s2
3 > avec le diagramme :
s1
❣
❣ ❣
s2 s
s2
3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 3
5
et s1(s
s2
3 )
s2 = s1s3 avec (s1s3)4 = 1. D’après le 1) G est isomorphe à G27. Les
autres calculs ne présentent pas de difficultés.
- 1 + 2τ + l + 2m = 3 − τ , donc l + 2m = 2 − 3τ , l2m = 2τ et l et 2m sont les
racines du polynôme
Q(X) = X2 + (3τ − 2)X + 2τ
dont le discriminant est (3τ − 2)2 − 8τ = 7τ − 5, mais √7τ − 5 n’est pas dans K.
Ce cas ne peut pas se produire.
3) Considérons la représentation R(α, β, 1; l) de W (5, 5, 3) où α et β sont des
racines de u5(X) = X2 − 3X + 1 et γ = 1. Nous avons :
(s3s
s1
2 )
3 = 1 ⇐⇒ C(s3, ss12 ) = γ + αβ + lα +mβ = 1,
(s1s
s3
2 )
4 = 1 ⇐⇒ C(s1, ss32 ) = α + βγ + lα +mβ = 2.
Comme γ = 1 nous obtenons : αβ = −(lα + mβ) et α + β = 2 − (lα + mβ)
donc α + β − αβ = 2. Si β = α, nous obtenons α2 − 2α + 2 = 0 ce qui n’est
pas ; donc β 6= α et nous pouvons choisir α = τ et β = 3− τ . Dans ces conditions
lτ+m(3−τ) = −1 et lτ.m(3−τ) = 1 : lτ et m(3−τ) sont les racines du polynôme
Q(X) = X2 +X + 1
donc K = Q(τ, ω) et{lτ,m(3 − τ)} = {ω, ω2}.
Nous avons G =< ss32 , s3, s1 > avec le diagramme :
s′1 = s
s3
2
❣
❣ ❣
s′2 = s3 s1 = s
′
3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 4
5
et (s′1s
′
3s
′
2s
′
3)
4 = (ss32 s
s1
3 )
4. Des calculs simples montrent que :
ss32 (a1) = a1 + (l + 1)(a2 +ma3), s
s3
2 (a3) = a3 − l(a2 +ma3)
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ss13 (a2) = a2 + (τ +m)((3− τ)a1 + a3), ss13 (a3) = a3 + (1− τ)((3− τ)a1 + a3)
donc C(ss32 , s
s1
3 ) = [(3−τ)(l+1)−l][(τ+m)+m(1−τ)] et, tenant compte des égalités
lτ = ω et 2m(3 − τ) = 2ω2 nous voyons que C(ss32 , ss13 ) = 2 et (s′1s′3s′2s′3)4 = 1.
d’après le 2), G est isomorphe à G27. Les autres calculs ne présentent pas de
difficultés.
4) Considérons la représentation R(α, β, 2; l) deW (5, 5, 4) où α et β sont racines
de u5(X) et γ = 2. Nous avons C(s1, s
s3
2 ) = 1 = α+2β+(αl+βm) = 1, C(s1, s
s2
3 ) =
β+2α+(αl+βm) = 1 et nous obtenons β = α = τ . Alors lτ +mτ = 1−3τ , d’où
l +m = −τ et lm = 2, donc l, m sont racines du polynôme :
Q(X) = X2 + τX + 2
dont le discriminant est τ 2 − 8 = −3(3 − τ) = −3(τ − 2)2. Il en résulte que
K = Q(τ, ω) et {l, m} = {ω(τ − 1) + ω2, ω2(τ − 1) + ω}.
Comme < s2, s3 >=< s
s3
2 , s3 >, on a G =< s
s3
2 , s1, s3 > avec le diagramme :
s′1 = s
s3
2
❣
❣ ❣
s′2 = s1 s
′
3 = s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 4
5
et s′1s
′
3s
′
2s
′
3 = s
s3
2 s
s3
1 = (s2s1)
s3, donc s′1s
′
3s
′
2s
′
3 est d’ordre 5 et d’après le 2) G est
isomorphe à G27. Les autres calculs ne présentent pas de difficultés.
5) Considérons la représentation R(2, 2, τ ; l) de W (4, 4, 5).
Nous avons C(s1, s
s3
2 ) = 1 = 2τ+2+2(l+m) donc 2l+2m = −(2τ+1), 2l2m = 4τ
et 2l, 2m sont les racines du polynôme
Q(X) = X2 + (2τ + 1)X + 4τ
dont le discriminant est (2τ + 1)2 − 16τ = −3, donc K = Q(τ, ω) et nous obte-
nons :{2l, 2m} = {ω − τ, ω2 − τ}.
On a < s2, s3 >=< s
s3
2 , s3 >, donc G =< s1, s
s3
2 , s3 > avec le diagramme :
s′1 = s1
❣
❣ ❣
s′2 = s
s3
2 s
′
3 = s3
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 4
5
et s′1s
′
3s
′
2s
′
3 = s1s2 est d’ordre 4. D’après le 2), G est isomorphe à G27. Les autres
calculs ne présentent pas de difficultés.
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6) Considérons la représentation R(1, 1, 2; l) de W (3, 3, 4)
. Nous avons C(s1, s
s3
2 ) = 3 − τ = 3 + l +m, lm = 2 donc l et m sont les racines
du polynôme
Q(X) = X2 + τX + 2
dont le discriminant est τ 2 − 8 = 3τ − 9 == −3(3 − τ) = −3(τ − 2)2 donc
K = Q(τ, ω) et nous obtenons {l, m} = {ω2(τ − 2)− 1, ω(τ − 2)− 1}.
On a < s2, s3 >=< s2, s
s2
3 >, donc G =< s3, s1, s
s3
2 > avec le diagramme :
s′1 = s3
❣
❣ ❣
s′2 = s1 s
′
3 = s
s3
2
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆❆
3 4
5
On a s′1s
′
3s
′
2s
′
3 = s3(s
s3
2 )s1(s
s3
2 ) = (s
s3
2 )(s
s2
3 s1)(s
s3
2 ). Comme C(s1, s
s2
3 ) = 3− τ , s1ss23
est d’ordre 5, donc aussi s′1s
′
3s
′
2s
′
3 : G est isomorphe à G27 d’après le 2). Les autres
calcule ne présentent pas de difficultés.
B. Nous montrons maintenant que les seules possibilités sont celles du théorème.
Nous commençons par deux remarques :
— Le groupe G+ ≃ C ∗ A6 ne contient aucun élément d’ordre 10.
— Le groupe G+ ne contient aucun élément réel d’ordre 6, car dans A6 il n’y
a aucun élément d’ordre 6.
Il résulte de ces deux remarques que si l’on veut obtenir G27 comme quotient d’un
groupe de Coxeter W (p, q, r) on doit avoir {p, q, r} ⊂ {3, 4, 5}. Les triples (p, q, r)
à examiner sont donc les triples suivants :
(3, 3, 4), (3, 3, 5), (3, 4, 4), (3, 4, 5), (4, 4, 4), (4, 4, 5), (5, 5, 3), (5, 5, 4), (5, 5, 5).
Pour éliminer certains de ces triples, nous montrons soit que le corps obtenu n’est
pas le bon, soit que certains éléments sont d’ordre infini. Pour cela nous exprimons
que l’ordre de s1s
s3
2 est d’ordre 3, 4 ou 5 (cet ordre ne peut pas être 2, car alors le
groupe G est un groupe de réflexion réel : en effet, on a < s2, s3 >=< s3, s
s3
2 >,
donc G =< s1, s3, s
s3
2 > avec le diagramme :
❣ ❣ ❣
s1 s3 s
s3
2
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d’où le résultat.)
Nous éliminons les triples (3, 4, 4), (4, 4, 4), (5, 5, 5), les autres triples se traitant
de la même manière.
- Si (p, q, r) = (4, 4, 3), alors α = β = 2, γ = 1 et nécessairement s1s
s3
2 est d’ordre
5, donc C(s1, s
s3
2 ) = 4 + 2(l +m) = τ et 2l et 2m sont les racines du polynôme :
Q(X) = X2 − (4− τ)X + 4
dont le discriminant est τ 2 − 8 = 1− 5τ , mais √1− 5τ 6∈ Q(τ, ω). Ce cas ne peut
pas se produire.
- Si (p, q, r) = (4, 4, 4), alors α = β = 2 = γ et comme ci-dessus s1s
s3
2 est d’ordre
5, donc C(s1, s
s3
2 ) = 6 + 2(l +m) = τ et 2l et 2m sont les racines du polynôme
Q(X) = X2 − (τ − 6)X + 8
dont le discriminant est τ 2− 12τ +4 = 3− 9τ , mais √3− 9τ 6∈ Q(τ, ω). Ce cas ne
peut pas se produire.
- Si (p, q, r) = (5, 5, 5), alors nous pouvons sans perte de généralité supposer que
α = β = τ et γ = lm ∈ {τ, 3− τ}.
Nous avons C(s1, s
s3
2 ) = α + βγ + τ(l +m) = τ + τγ + τ(l +m).
Considérons deux cas suivant la valeur de γ.
Premier Cas. γ = τ , alors C(s1, s
s3
2 ) = τ
2 + τ + τ(l +m) = 4τ − 1 + τ(l +m).
– Si s1s
s3
2 est d’ordre 3, on a τ(l +m) = 2 − 4τ , d’où l +m = 2(5− 2τ), lm = τ ,
donc l et m sont les racines du polynôme
Q(X) = x2 − 2(5− 2τ)X + τ
dont le discriminant est 21− 9τ , mais √21− 9τ 6∈ Q(τ, ω). Ce cas ne peut pas se
produire.
–Si s1s
s3
2 est d’ordre 4, on a τ(l +m) = 3 − 4τ , d où l +m = 3 − 4τ, lm = τ et l
et m sont les racines du polynôme
Q(X) = x2 + (3τ − 5)X + τ
dont le discriminant est 16 − 17τ , mais √16− 17τ 6∈ Q(τ, ω). Ce cas ne peut pas
se produire.
– Si s1s
s3
2 est d’ordre 5, alors 4τ −1+ τ(l+m) ∈ {τ, 3− τ} d’où deux possibilités :
— si 4τ − 1 + τ(l+m) = τ , on a l+m = −τ, lm = τ , donc l et m sont les racines
du polynôme
Q(X) = x2 + τX + τ
dont le discriminant est τ 2 − 4τ , mais √τ 2 − 4τ 6∈ Q(τ, ω). Ce cas ne peut pas se
produire.
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— si 4τ − 1 + τ(l +m) = 3− τ , on a l +m = 7− 4τ, lm = τ , donc l et m sont les
racines du polynôme
Q(X) = x2 + (4τ − 7)X + τ
dont le discriminant est 33− 12τ , mais √33− 12τ 6∈ Q(τ, ω).
On ne peut donc pas avoir γ = τ .
Deuxième cas. γ = 3− τ , alors C(s1, ss32 ) = τ + 1 + τ(l +m).
- Si s1s
s3
2 est d’ordre 3, on a τ + 1 + τ(l +m) = 1 d’où l +m = −1, lm = 3 − τ
donc l et m sont les racines du polynôme
Q(X) = x2 +X + 3− τ
dont le discriminant est 4τ − 11, mais √4τ − 11 6∈ Q(τ, ω).
- Si s1s
s3
2 est d’ordre 4, on a τ + 1 + τ(l +m) = 2 d’où l +m = 2, τ, lm = 3 − τ
donc l et m sont les racines du polynôme
Q(X) = x2 − (2− τ)X + 3− τ
dont le discriminant est τ 2 − 8 = −3(3− τ) = −3(τ − 2)2, donc on a le bon corps
dans ce cas, mais (s2, s
s1
3 ) = 3 + τ , ce qui implique que s2s
s1
3 est d’ordre infini, ce
qui ne convient pas.
- Si s1s
s3
2 est d’ordre 5, on a τ + 1 + τ(l +m) ∈ {τ, 3− τ} d’où deux possibilités :
– Si τ + 1 + τ(l +m) = τ , on a l +m = τ − 3, lm = τ − 3 donc l et m sont les
racines du polynôme
Q(X) = x2 + (3− τ)X + 3− τ
dont le discriminant est : 2− τ , mais √2− τ 6∈ Q(τ, ω).
– Si τ + 1+ τ(l +m) = 3− τ , on a l +m = 2(2− τ), lm = 3− τ donc l et m sont
les racines du polynôme
Q(X) = x2 − 2(2− τ)X + 3− τ = (X − (2− τ))2
On obtient ∆ = 0, avec comme corps K = Q(
√
5) ce qui n’est pas le bon corps.
On ne peut pas avoir ce cas.
Nous verrons dans la dernière partie de ce travail à quoi correspond cette
possibilité. La fin de cette démonstration ne présente pas de difficultés et se fait
comme dans le théorème précédent.
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