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«Интеллектуальный анализ данных» – это современное научное направление, которое 
исследует и решает проблемы, связанные с поиском неочевидных закономерностей 
и причинно-следственных связей в системах, процессах и явлениях. По сути, это получение 
первичной информации, которая в дальнейшем используется для принятия технических, 
управленческих и других решений. Близкими к термину «Интеллектуальный анализ данных» 
являются англоязычные «Data Mining & Knowledge Discovery» и более общее 
«Machine Learning». Можно считать, что данное направление является составной частью более 
широкого понятия – «Искусственный интеллект». Онтологию научных направлений можно 
представить в виде мнемосхемы на рис. 1. 
Как видно из рис. 1, область искусственного интеллекта наряду с интеллектуальной 
обработкой данных включает Логический (в том числе Нечеткий) вывод, Семантическую 









Рис. 1. Направления исследований в области искусственного интеллекта 
Fig. 1. Directions of research in the field of artificial intelligence 
Примерами прикладных задач, решаемых в рамках аппарата интеллектуального анализа 
данных могут служить: распознавание изображений (например, лиц, отпечатков пальцев), 
автоматическая индексация (разметка) изображений, прогнозирование погоды, котировок 
курсов валют, анализ причин роста или спада продаж и т. п. В работах [1–3] описаны решения 
некоторых из них. Все задачи подобного рода сопряжены с анализом большого объема 
эмпирических данных. Поэтому это направление тесно связывают с понятиями «Big Data» 
и «Data Analysis». Как показано в работах [4–6], вычислительная сложность алгоритмов 
интеллектуального анализа возрастает экспоненциально, в зависимости от объема данных. 
Это приводит к необходимости применения вычислительных средств с параллельной 
архитектурой. 
На кафедре ЭВМ БГУИР активно ведутся научно-исследовательские работы 
в отмеченных направлениях. Развернута лаборатория высокопроизводительных вычислений 
с удаленным доступом пользователей. По сути, организовано облако, в котором реализована 
оригинальная система интеллектуального анализа данных.  Система используется  
в учебно-исследовательских целях и позволяет клиентам с минимальными трудозатратами 
решать практические задачи интеллектуального анализа данных. В настоящей работе 
изложены теоретические основы и практические принципы построения рассматриваемой 
системы, а также приведены примеры решения некоторых прикладных задач, что представляет 
собой комплексный результат труда коллектива кафедры ЭВМ за последнее пятилетие. 
Методология интеллектуального анализа данных 
Решение прикладных задач интеллектуального анализа данных в общем случае 
сводится к последовательности действий, показанных на рис. 2 [7–9]. Математическую основу, 
или ядро системы, образуют формальные алгоритмы обработки (например, сравнение, 
сопоставление) упорядоченных наборов данных. В литературе такие данные также называют 
вектором информативных признаков или образом (англ. pattern). Сами алгоритмы 
в достаточной степени известны и реализованы в различных библиотеках и фреймворках,  
ДОКЛАДЫ БГУИР  DOKLADY BGUIR 
№ 6 (124) (2019)   NO. 6 (124) (2019) 
 
64 
 о чем более детально будет сказано ниже. Все остальные блоки (предобработка, постобработка 
и обучение) в той или иной степени обеспечивают функционирование ядра. 
При решении прикладной задачи исследователю предстоит выполнить следующие 
действия: определить, какие исходные данные использовать, как их нормализовать 
и взвешивать, какие формальные алгоритмы анализа данных применять и в какой 
последовательности, а также оценить качество и достоверность полученного результата. 
В целом задача интеллектуального анализа данных остается неформальной, а роль 
исследователя состоит в обучении системы, т. е. корректировке всех параметров в зависимости 
от качества получаемых результатов. В некоторых частных случаях прикладная задача, 
решенная с участием разработчика в заданных ограничениях, может в дальнейшем 
тиражироваться с автоматическим обучением. При этом создается ошибочное впечатление 
о полном исключении исследователя из процесса анализа данных. 






Исходные данные Алгоритмы 
анализа данных
 
Рис. 2. Обобщенная функциональная схема интеллектуального анализа данных 
Fig. 2. Generalized functional diagram of data mining 
Таким образом, изначально, решение прикладной задачи в области интеллектуального 
анализа данных – это процесс проведения исследования с итеративной постановкой 
экспериментов, связанных с выдвижением и проверкой гипотез. При этом анонсируемая 
система представляет собой инструментальное средство для проведения исследований, 
призванное повысить качество создаваемых интеллектуальных систем и сократить сроки 
их разработки. 
Понятие облачных вычислений 
Традиционная модель организации вычислений предполагает создание инфраструктуры 
(установку и настройку серверов, организацию хранилища данных, организацию локальной 
сети, связывающей всю инфраструктуру в единую сеть), установку и настройку операционной 
системы, необходимых системных приложений (например, драйверов, платформы .NET, Java, 
сторонних системных библиотек) и, наконец, установку необходимого прикладного 
программного обеспечения (рис. 3), с которым будет взаимодействовать конечный 
пользователь. Очевидно, что, следуя данной модели, необходимо выделить бюджет 
для приобретения в собственность оборудования, программного обеспечения, оплатить работу 
специалистов и далее поддерживать все это в актуальном состоянии. 
Альтернативой традиционному подходу является модель облачных вычислений  
(англ. cloud computing), которая состоит в организации удаленного доступа к некоторому 
общему фонду конфигурируемых вычислительных ресурсов, которые могут быть оперативно 
предоставлены с минимальными эксплуатационными затратами [10, 11]. Данная модель 
предполагает существование организации-провайдера, который предоставляет услуги, 
связанные с выделением необходимой инфраструктуры, поддержанием ее в актуальном 
состоянии и, возможно, установкой необходимого программного обеспечения.  
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Облачные вычисления принято классифицировать по двум основаниям [12]: в 
соответствии с моделью предоставления услуг; в соответствии с моделью развертывания. 
В соответствии с моделью предоставления услуг выделяются следующие подходы: 
– инфраструктура как сервис (Infrastructure as a Service, IaaS); 
– платформа как сервис (Platform as a Service, PaaS); 
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Рис. 3. Традиционная модель организации вычислений 
Fig. 3. The traditional model of computing 
Различия между указанными моделями заключается в предоставляемом уровне 
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Рис. 4. Соответствие традиционной модели вычислений и услуг,  
предоставляемых на основе облачных вычислений 
Fig. 4. Compliance with the traditional cloud computing model and services 
Модель IaaS предполагает предоставление только вычислительных ресурсов 
в соответствии с запросами потребителя. В дальнейшем пользователь вправе использовать 
предоставленные ресурсы так, как он считает нужным. Модель PaaS совершенствует подход, 
предлагаемый в IaaS, и включает уже установленную и подготовленную к работе 
операционную систему. Модель SaaS является наиболее трудоемкой для провайдера услуг 
и предполагает создание собственных сервисов и предоставление к ним постоянного 
одновременного доступа для множества клиентов.  
В соответствии с моделью развертывания выделяются следующие подходы: частное 
облако; публичное облако; гибридное облако. 
Ввиду своей открытости, публичное облако предоставляет максимальный спектр 
возможностей. Однако для организации облака такого уровня требуются существенные 
вложения в вычислительные ресурсы, которые будут распределяться между множеством 
клиентов, и решение вопросов, связанных с безопасностью (например, хакерские атаки, 
изоляция пользовательских данных и т. п.). 
Частное облако, как правило, разворачивается организацией для собственных нужд 
 и не предполагает полноценный доступ к системе всем желающим. В случае необходимости 
организация доступа к облаку, территориально располагаемому за пределами организации, 
как правило, формируется через закрытую и недоступную извне сеть. Основными 
преимуществами данного подхода являются пониженные требования к организации защиты 
доступа, пониженные требования к инфраструктуре. 
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Гибридное облако является объединением идеологий частного и публичного облаков. 
С одного стороны, предполагается наличие собственного частного облака. При этом  
из-за нехватки вычислительных ресурсов или из-за необходимости получения доступа 
к сторонним ресурсам, организация дополнительно арендует услуги, предоставляемые 
сторонними публичными облаками. Как правило, в этом случае вся имеющаяся 
инфраструктура (собственная и арендуемая) объединяется в единую. 
Вычислительный кластер БГУИР как провайдер услуг облачных вычислений 
В результате модернизации системы в 2019 году вычислительный кластер БГУИР будет 
являться частным облаком, построенным на основе модели SaaS и включающем 7 
Blade-серверов, один из которых выделен как управляющий и 6 в качестве вычислительных, 
соединенных по шине InfiniBand 4x QDR (40 Gbps). На каждом вычислительном модуле 
установлено два Intel Xeon E5-2650, 32 Gb RAM стандарта DDR3 и две NVIDIA  
Tesla M2075 6 Gb RAM. 
В качестве услуг, к которым в ближайшей перспективе планируется предоставить 
доступ, выбраны учебно-исследовательская система интеллектуального анализа данных, 
разрабатываемая сотрудниками кафедры ЭВМ и НИЛ 3.6 [13–15], а также Apache Zeppelin [16]. 
Основными преимуществами использования собственного вычислительного кластера 
БГУИР в качестве вычислительного облака являются: 
– независимость от внешних организаций; 
– подключение к локальной сети БГУИР, что позволяет использовать кластер 
студентами и исследователями, в том числе магистрантами и аспирантами, на любой кафедре 
при получении логина и пароля. В перспективе имеется возможность организации доступа 
через Интернет, что позволит подключать к системе любого желающего; 
– достаточные вычислительные ресурсы для того, чтобы справиться с серьезной 
вычислительной нагрузкой, в том числе длительной. 
Сервисы, предоставляемые на базе вычислительного кластера БГУИР 
Учебно-исследовательская система интеллектуального анализа данных. 
Разрабатываемая система представляет собой комплекс микросервисов, взаимодействующих 
между собой (рис. 5): уровень сервисов, включающий библиотеки алгоритмов; уровень 






























Скрытая от пользователя часть
Пользователь
 
Рис. 5. Структурная схема системы интеллектуального анализа данных 
Fig. 5. Block diagram of a data mining system 
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Уровень сервисов. Существует множество различных библиотек, реализующих 
алгоритмы интеллектуального анализа данных. Наиболее известные из них: scikit-learn [17], 
MLlib [18], Theano [19], Weka [20]. 
Каждая из представленных библиотек (англ. framework) предоставляет собственный 
интерфейс доступа, поддерживает разные языки программирования. При этом каждый 
из перечисленных framework’ов эффективно справляется с определенной задачей. В случае 
если программисту необходимо использовать алгоритмы из разных библиотек, это становится 
затруднительным и требует высокой квалификации разработчика. Для решения поставленной 
задачи был разработан первый уровень – уровень сервисов. 
Основными задачами уровня сервисов являются: 
– подключение запрашиваемой библиотеки либо информирование о неполадках 
в настройках; 
– проверка корректности входных параметров; 
– вызов необходимых алгоритмов и обработка исключений; 
– предоставление информации об исполнении алгоритмов, в том числе о возникших 
ошибках. 
Уровень алгоритмов анализа данных. Вышележащий уровень – прослойка 
для организации доступа к сервисам. Его основными задачами являются: 
– хранение информации о подключенных библиотеках алгоритмов; 
– хранение информации о поддерживаемых алгоритмах в рамках каждой 
из подключенных библиотек; 
– обобщение и систематизация полученной информации; 
– взаимодействие с Web-сайтом. 
Web-сайт. Конечный уровень – Web-сайт, развернутый на сервере на базе 
кафедры ЭВМ БГУИР. 
Его основными задачами являются: 
– удобный доступ к поддерживаемым алгоритмам интеллектуального анализа данных; 
– формирование цепочки алгоритмов с необходимыми настройками для решения 
конкретных задач; 
– предоставление полученных результатов работы; 
– контроль прав доступа. 
Apache Zeppelin. Проект Apache Zeppelin – полностью открытый проект, построенный 
по принципу Web-блокнотов и созданный для интерактивного анализа данных. 
Основным преимуществом данного проекта является полноценная поддержка сложной 
инфраструктуры, создаваемой для облачных вычислений. На базе вычислительного кластера 
БГУИР и сервиса Apache Zeppelin предоставляется полноценный доступ через Web-интерфейс 
к таким языкам программирования, как Python и R. Кроме того, поддерживаются технологии 
Apache Spark и TensorFlow, созданные для анализа данных и работы с нейронными сетями 
соответственно. 
Примеры решения учебных и прикладных задач 
Задача кластеризации алгоритмом k-средних. В качестве простой тестовой задачи для 
учебно-исследовательской системы анализа данных использовался алгоритм кластеризации  
k-средних [22]. Аппаратная реализация – вычислительный кластер БГУИР. 
Для проведения эксперимента генерировался тестовый набор из 107 образов на 100 
признаков (координат) с заданным числом кластеров. Из данного набора создавались 
подмножества с меньшим числом объектов, кратным 106, для исследования зависимости 
времени от объема обрабатываемых данных. 
Ниже представлены полученные зависимости среднего времени обработки от числа 
узлов кластера (рис. 6, а) и от числа объектов (образов) для кластеризации при числе 
вычислительных узлов – 7 (рис. 6, b). 
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Рис. 6. Зависимости времени обработки от a – числа узлов кластера; b – числа объектов 
Fig. 6. Processing time dependencies a – is the number of cluster nodes; b – number of objects 
Сегментация медицинских изображений. Сегментация изображений – это процесс 
разделения изображения на составляющие части или объекты. Автоматизированная 
сегментация медицинских изображений является сложной задачей из-за большого 
разнообразия форм и размеров объектов предметной области [22]. 
Сверточная сеть Unet [23] была разработана с учетом особенностей обработки 
медицинских изображений. Она позволяет достичь высокой точности и использует небольшой 
набор данных для обучения. 
На основе датасета с медицинскими изображениями, который предоставлялся в рамках 
конкурса «Data Science Bowl 2018», обучалась сеть с Unet-архитектурой. Для анализа работы 
сети были проведены эксперименты с изменением алгоритмов оптимизации, предоставляемых 
сервисом Apache Zeppelin. Результаты экспериментов приводятся на рис. 7. 
 
Рис. 7. Изменение коэффициента Жаккара при различных видах оптимизации 
Fig. 7. Change in the Jacquard coefficient for various types of optimization 
Аннотирование изображений. Решение задачи понимания и интерпретации 
изображений требует, с одной стороны, точной и быстрой детекции объектов на изображении, 
а с другой – построения семантического описания изображения на ограниченном естественном 
языке. Таким образом, ставится задача аннотирования изображений (англ. Image Captioning) – 
получения словесного описания содержания изображения. 
В рамках совместного исследования кафедры ЭВМ и кафедры ИИТ БГУИР [24] был 
рассмотрен подход к семантическому анализу изображений на основе интеграции модели, 
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использующей сверточные нейронные сети, и средств представления и обработки информации 
в рамках открытой семантической технологии проектирования интеллектуальных систем. 
При помощи сервиса Apache Zeppelin можно построить цепочки алгоритмов обработки 
данных. Для решения задачи аннотирования изображений была предложена 



















Рис. 8. Архитектура обработки изображения для аннотирования 
Fig. 8. Image processing architecture for annotation 
Блок детекции построен на основе архитектуры Faster R-CNN [25], реализация 
внутренних алгоритмов которой предоставляется через Apache Zeppelin, взаимодействующей 
с алгоритмами TensorFlow. Результаты детекции передаются в блок построения графа, который 
учитывает координаты расположения выделенных объектов. Далее отношения между 
связанными объектами уточняются. Блок семантического анализа, построенный в виде OSTIS-
системы, на основании характера выделенных объектов определяет контекст изображения. 
Данный блок определяет возможные ошибки либо в детекции объектов, либо в отношениях. 
Блок детекции (или блок построения графа, в зависимости от характера ошибки) перепроверяет 
результаты для «подозрительных» регионов, модель корректируется. По скорректированной 
модели, принимая во внимания языковые отношения «субъект-объект», обозначения 
отношений заменяются подходящими языковыми конструкциями. Результаты в дальнейшем 
могут интегрироваться в базу знаний и использоваться для последующего улучшения 
семантического анализа. 
Заключение 
В представленной работе обобщены основные результаты научно-исследовательской 
деятельности в контексте интеллектуального анализа данных и облачных вычислений. 
Представлена обновленная версия вычислительного кластера БГУИР с открывающимися 
новыми возможностями по предоставлению услуг по анализу и обработке больших объемов 
данных, в том числе по обработке изображений. 
Учебно-исследовательская система интеллектуального анализа данных создавалась 
при финансовой поддержке в рамках государственной программы научных исследований 
«Информатика, космос и безопасность», подпрограмма 1 «Информатика и космические 
исследования» (задание 1.6.04 «Разработка интеллектуальной вычислительной системы 
обработки больших объемов данных»). 
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