This paper is devoted to metric subregularity of a kind of generalized constraint equations. In particular, in terms of coderivatives and normal cones, we provide some necessary and sufficient conditions for subsmooth generalized constraint equations to be metrically subregular and strongly metrically subregular in general Banach spaces and Asplund spaces, respectively.
Introduction
Let X be a Banach space and f : X → R be a function. Consider the following inequality: f x ≤ 0.
1.1
Preliminaries
Let X be a Banach space. We denote by B X and X * the closed unit ball and the dual space of X, respectively. Let A be a nonempty subset of X, int A and bd A , respectively, denote the interior and the boundary of A. For a ∈ X and δ > 0, let B a, δ denote the open ball with center a and radius δ.
We introduce some notions of variations and derivatives needed to state our results. For a closed subset A of X and a ∈ A, let T c A, a and T A, a , respectively, denote the Clarke tangent cone and contingent Bouligand cone of A at a defined by T c A, a : lim inf It is easy to verify that v ∈ T c A, a if and only if for each sequence {a n } in A converging to a and each sequence {t n } in 0, ∞ decreasing to 0, there exists a sequence {v n } in X converging to v such that a n t n v n ∈ A for each natural number n; while v ∈ T A, a if and only if there exists a sequence {v n } in X converging to v and a sequence {t n } in 0, ∞ decreasing to 0 such that a t n v n ∈ A for all n.
We denote by N c A, a the Clarke normal cone of A at a, that is, N c A, a : {x * ∈ X * : x * , h ≤ 0 ∀h ∈ T c A, a }.
2.2
For ε ≥ 0 and a ∈ A, the nonempty set 
If X is an Asplund space, then N c A, a can be replaced by N A, a .
Let F : X ⇒ Y be a multifunction and let Gr F denote the graph of F, that is,
As usual, F is said to be closed resp., convex if Gr F is a closed resp., convex subset of X × Y . Let x, y ∈ Gr F . The Clarke tangent and contingent derivatives D c F x, y , DF x, y of F at x, y are defined by
2.11
The more details of the coderivatives can be found in 9, 18, 19 and the references therein.
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Let A be a closed subset of X. Recall see 13, 14 that A is said to be prox-regular at a ∈ A if there exist τ, δ > 0 such that
A, x ∩ B X * , and u * ∈ N c A, u ∩ B X * . As a generalization of the prox-regularity, Aussel et al. 15 introduced and studied the subsmoothness. A is said to be subsmooth at a ∈ A if for any ε > 0 there exist τ, δ > 0 such that
It is easy to verify that A is subsmooth at a ∈ A if and only if for any ε > 0, there exists δ > 0 such that 
Gr F , a, v ∩B X * ×Y * and x, y ∈ Gr F with x− a y−b < δ. Next, we introduce the concept of the subsmoothness of generalized constraint equation GCE which will be useful in our discussion.
Definition 3.1. Generalized equation GCE is subsmooth at a ∈ S if for any ε > 0, there exists δ > 0 such that
Remark 3.2. The subsmoothness of GCE at a means the subsmoothness of F at a for b when A X, while the subsmoothness of GCE at a means the subsmoothness of A at a when F x b for all x ∈ X. If A X and Gr F is prox-regular at a, b , then generalized equation GCE is subsmooth at a. If A and Gr F are convex, then F is also subsmooth at a. Finally when A is prox-regular and F is single-valued and smooth, GCE is subsmooth at a, too. Hence, Definition 3.1 extends notions of smoothness, convexity and prox-regularity.
Proposition 3.3. Suppose that Generalized equation GCE is subsmooth at a ∈ S. Then for any
Proof. Suppose that GCE is subsmooth at a ∈ S. Then for any ε > 0, there exists δ > 0 such that
Thus, 3.6 holds. Otherwise, one has
It remains to show that 3.7 holds. Since
Noting that u ∈ A, it follows that d x, A ≤ x − u which implies that 3.7 holds and completes the proof.
Main Results
This section is devoted to metric subregularity of generalized equation GCE . We divide our discussion into two subsections addressing the necessary conditions and the sufficient conditions for metric subregularity.
Necessary Conditions for Metric Subregularity
There are two results in this subsection: one is on the Banach space setting and the other on the Asplund space setting. 
Proof. Let δ Gr F denote the indicator function of Gr F and δ > 0 such that 1.5 holds. Then 1.5 can be rewritten as
Let u ∈ S ∩ B a, δ and u * ∈ N S, u ∩ B X * . Noting cf. 9, Corollary 1.96 that N S, u ∩ B X * ∂d ·, S u , one gets that for any natural number n, there exists r ∈ 0, δ such that B u, r ⊆ B a, δ and
Hence, by 4.2 , it follows that
that is, u, b is a local minimizer of φ defined by
4.5
Hence, 0, 0 ∈ ∂ c φ u, b . It follows from 16 that 
This implies that
This shows that 4.1 holds true. The proof is completed.
When X and Y are Asplund spaces, the conclusion in 
Theorem 4.2. Suppose that X and Y are Asplund spaces and that generalized equation GCE is metrically subregular at a ∈ S. Then there exist
τ, δ ∈ 0, ∞ such that N S, u ∩ B X * ⊆ τ D * F u, b B Y * N A, u ∩ B X * ∀u ∈ S ∩ B a, δ . 4.11
Sufficient Conditions for Metric Subregularity
Under the subsmooth assumption, we will show in the next result that some conditions similar to 4.1 turns out to be sufficient conditions for metric subregularity.
Theorem 4.3. Let X and Y be Banach spaces. Suppose that generalized constraint equation GCE is subsmooth at a and that there exist τ, δ ∈ 0, ∞ such that
whenever u ∈ bd S ∩ B a, δ . Then GCE is metrically subregular at a and, more precisely, for any ε ∈ 0, 1/ 2 1 τ there exists δ ε ∈ 0, δ/2 such that
Proof. Let ε ∈ 0, 1/ 2 1 τ . Then, by subsmooth assmption of GCE at a and Proposition 3.3, there exists δ ∈ 0, δ/2 such that ii Suppose F x ∩ B b, δ / ∅ and let
By Lemma 2.1 there exist u 0 ∈ bd S and u * ∈ N c S, u 0 with u * 1 such that
4.16
Thus, x − u 0 ≤ d x, S /β < δ ε . Hence, 
4.18
This and 4.16 imply that
Letting β → 1, it follows that 4.13 holds. The proof is completed.
When X and Y are Asplund spaces, the assumption in Theorem 4.3 can be weakened with N c S, u replaced by N S, u . 
The following lemma is known 5, Theorem 3.2 and useful for us in the sequel. 
4.23

Consequently, GCE is metrically subregular at a if and only if γ F, a, b; A < ∞.
Theorem 4.6. Let a ∈ S and
τ : inf{τ > 0 : d h, T c S, a ≤ τ d 0, D c F a, b h d h, T c A, a ∀h ∈ X}.
4.24
Suppose that
Then, τ γ F, a, b; A .
4.26
If, in addition, τ < ∞, then
Consequently, D c F a, b is metrically subregular at 0, 0 over T c A, a if and only if γ F, a, b; A < ∞.
Proof. First, we assume that τ < ∞. By the definition of τ, we have
This implies that 
4.34
We need only show that τ < ∞. Let x ∈ X \ T c S, a and β ∈ 0, 1 . By Lemma 2.1 there exist u ∈ T c S, a and x * ∈ N c T c S, a , u with x * 1 such that
Noting that T c S, a is a convex cone, it is easy to verify that
Take a fixed r in γ F, a, b; A , ∞ . Then there exist y
We equip the product space X × Y with norm
x, y r :
Noting that the unit ball of the dual space of X × Y, · r is 1 r /r B X * × B Y * , it follows from the convexity of D c F x, y and T c A, a that
4.39
Hence, This contradicts with τ ∞. The proof is completed.
Strongly Metric Subregularity
Let F : X ⇒ Y be a multifunction and b ∈ F a . Recall that F is strongly subregular at a if there exist τ ∈ 0, ∞ , neighborhoods U of a, and V of b such that
It is clear that this definition is equivalent to the next one when A X.
Definition 4.7. One says that generalized constraint equation GCE is strongly metrically subregular at a if there exists τ, δ ∈ 0, ∞ such that
It is clear that GCE is strongly metrically subregular at a if and only if a is an isolated point of S i.e., S∩B a, r {a} for some r > 0 and it is metrically subregular at a. Thus, if GCE is strongly metrically subregular at a, Then N c S, a X * . We immediately have the following Corollary 4.8 from Theorem 4.1. 
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Then GCE is strongly metrically subregular at a and, more precisely, for any ε ∈ 0, 1/ 1 2τ there exists δ ε > 0 such that
Proof. From Theorem 4.3, we need only show that S ∩ B a, δ {a} for some δ > 0. Since the assumption that GCE is subsmooth at a, by Proposition 3.3, for any ε ∈ 0, 1/2 1 τ , there exists δ > 0 such that 
4.55
Hence, ii holds. The proof is completed.
