Abstract. The boundary integral equation method in terms of real variables is applied to solve the interior and exterior Dirichlet and Neumann problems of plane elasticity. In the exterior case, a special far-field pattern for the displacements is considered, without which the classical scheme fails to work. The connection between the results obtained by means of this technique and those of the direct method is indicated.
Introduction
Boundary value problems for the equations of plane elasticity have been extensively investigated via integral equations in the complex domain (see, for example, [1] ). While the complex variable technique is very powerful and elegant, it has the drawback that its essential ingredients must be constructed in full for every individual situation, which often turns out to be an onerous task. By contrast, the real variable alternative does not suffer from this inconvenience, its generality allowing it to be used successfully for solving a large class of linear elliptic boundary value problems, with only modifications of detail from one case to another.
In spite of its practical relevance, plane elasticity has largely been neglected in the literature devoted to the real boundary integral equation method, where attention is mainly focused on the three-dimensional theory. This is clearly an injustice, since it is plane elasticity that proves to be mathematically the more challenging of the two, owing to the fact that its fundamental solutions do not decay to zero at infinity, as required in the general scheme.
An attempt at a systematic solution of the fundamental boundary value problems for the equations of plane strain in terms of real variables can be found in [2] . The far-field pattern considered there for the solution u of the exterior problems is (1) u = 0(1), || = <9(JR-2) as *->oo.
Under this assumption, the solution of the exterior Neumann problem is unique only up to a constant vector. Existence theorems, though, are not proved explicitly, being passed over with the mention that they are handled exactly as in the three-dimensional case. But the corresponding proofs for three-dimensional elasticity do not carry over automatically to the plane theory: in the latter, the single-layer potential V is 0(lnR) as R -» oo and needs additional restrictions on its density, which may not be readily available. A case in point is the proof that the null spaces of the integral operators for the interior Neumann and exterior Dirichlet problems are three-dimensional. The version in [2, Chapter VI, §3] is ultimately based on the assumption that if Vq> = 0 on the boundary, then q> = 0, which is true in the three-dimensional theory but not always so in plane elasticity [3] . The new proof given in [4] in three dimensions makes use of the regularity of V at infinity; as mentioned above, this property does not hold in the plane case. Even the proof indicated in [5, §2.7] for the equations of bending of plates with transverse shear deformation cannot be adapted to plane strain, since, although it operates with the double-layer potential, which remains regular at infinity in two dimensions, it also relies essentially on the uniqueness of the solution of the exterior Neumann problem, unavailable under the conditions (1).
Other notable real variable angles of approach in plane elasticity can be found in [6] , where the boundary value problems are solved in terms of biharmonic scalar functions, and in [7] , where the integral equations are derived from the Somigliana formula. The equation for the Dirichlet problem in [7] , however, is of the first kind and does not always have a unique solution [3] . A different formulation of this procedure has now been rigorously investigated in [8] .
The aim of this paper is to give-for the first time, as far as the author is aware-a full and correct account of the real boundary integral equation method in application to plane strain. We propose a far-field pattern which guarantees the uniqueness of the solution of the exterior Neumann problem, indicate the physical significance of this pattern, and show how the solutions obtained by means of this technique generate those produced by the direct method.
The proofs are omitted where they follow the classical scheme, explicit mention being made only of those details that are specific to the case of plane elasticity.
In this form of presentation, the method can easily be adapted to other twodimensional elliptic systems in continuum mechanics.
Preliminaries
In what follows Greek and Latin subscripts take the values 1, 2 and 1, 2,3, respectively, the convention of summation over repeated indices is understood, Jinx« is the space of (m x n)-matrices, E" is the identity element in ¿#nxn, a superscript T indicates matrix transposition, and (.. Let S be a domain in E2 bounded by a closed C2 -curve dS and occupied by a homogeneous and isotropic material with Lamé constants A and ß. The state of plane strain is characterized by a displacement field u = (u\, «2, u^)T of the form (2) ua = ua(xx, x2), «3 = 0, where x = (x\, X2) is a generic point in K2. In the absence of body forces, (2) gives rise to the system of equilibrium equations and A = if + {2.
We also consider the boundary stress operator T(dx) = T(8¡dx\, 8/8x2) defined by
where v = (v\, v2)J is the unit outward normal to dS. The internal energy density is given by
We assume that X + ß > 0, // > 0, in which case it is easy to see that the operator A is elliptic and E is a positive quadratic form. It can be shown that E(u, u) = 0 if and only if
where cq and ca are arbitrary constants. This is the most general rigid displacement compatible with (2). We take {F^} to be a basis for the space of such rigid displacements, where /r(,) are the columns of the matrix
Clearly, AF = 0 in K2, TF = 0 on 95, and a generic vector of the form (4) can be written as Fk, where k e »#3x1 is constant and arbitrary.
Let S+ be the bounded domain enclosed by 8S and S~ = E2 \ (S+ U dS). Direct verification shows that (5) I FTAuda = j FTTuds.
s+ as Also, the following assertion is proved without difficulty.
Theorem 1 (Betti formula). If u e C2(S+) n Cl(S+) is a solution of (3) in S+, then 3 . Fundamental solutions A Galerkin representation of the solution of (3) with the right-hand side replaced by ô(\x -y\)E2, where ô is the Dirac delta distribution, yields the matrix of fundamental solutions [9] D(x,y) = A*(8x)t(x,y), where A* is the adjoint of A and t satisfies
If {Eaß} is the standard ordered basis for the space of constant matrices in Jt2x2, then (6) D(x,y) 1
where a = (X + 3ß)/(X + ß). This shows that D(x, y) = DT(x, y) = D(y, x).
We also introduce the matrix of singular solutions of (3) P
Explicitly, this is written as
where saß is the alternating tensor in the plane.
It is easily verified that D^(x, y) and P{i)(x, y) satisfy (3) at all x eM2 , x ^ y, and that (8) D(x, y) = 0(\n\x\), P(x, y) = 0(|x|_1) as |jc| -► oo, yedS.
Boundary value problems and uniqueness of solutions
We would like the Betti formula to hold in S~ for solutions that may include an arbitrary rigid displacement, but this cannot be achieved without restrictions on the behaviour of u at infinity. Consider the class sf of vectors u e J?2x\ whose components in terms of polar coordinates, as r = |x| -► oo, are of the form Wi(r, 6) = r_1 (amo sinö + m\ c°sö + mo sin 30 -I-m2cos30) + 0(r~2), u2(r, 6) -r_1(m3sinö + amo cosö + m4sin30 -mo cos 30) + 0(r~2), where mo, ... , m\ are arbitrary constants. Also, let si* = {u:u = Fk + s*}, where k e ^x\ is constant and arbitrary and s^ e J(2x\ r\si . Let 3°, €, £ÏÏ, S? ÇlJ[2x\ be prescribed on 8S. We formulate the interior and exterior Dirichlet and Neumann problems as follows: (9) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem 2 (Betti formula). If u e C2(S-)CtCl(S-) nsi* is a solution of (3) in S~, then 2 / E(u, u)da = -/ uTTu ds.
sas Proof. Let 8KR be a circle with centre at x and radius R sufficiently large. Using (9), we see that on 8KR in x2(Tu), -xx(Tu)2 = g(6)R-x + 0(R~2), jg(9)dd = 0; o hence, in view of (8),
The classical argument [2] can now be applied.
Theorem 3. (i) (D + ), (D ~ )
, and (N ~ ) have at most one solution.
(ii) Any two solutions of(N+) differ by an arbitrary rigid displacement.
The assertion is proved by means of the well-known procedure that makes use of Theorems 1 and 2.
Elastic potentials
We introduce the single-layer potential Proof. Part (i) follows from the classical argument for systems of partial differential equations [10] and direct verification.
For parts (ii) and (iii), we use (6) and (7) to find that The first part of this assertion is proved in the usual way [2] . The second part, however, appears to be addressed incorrectly in [2, p. 187], where it is claimed that it holds in this form if u -0(1), u,a= 0(\x\~2) as \x\ -* oo. The asymptotic relations (8) show that this is not the case, and that the conditions in Theorem 6(ii) are sufficient for the result to hold. It is clear from the second formula (11) that these equations are singular.
Theorem 7. (i) \ is not an eigenvalue of W0 (hence, nor of W¿ ).
(ii) -\ is an eigenvalue of IV0 and of W¿ . The null spaces of W0+^I and of Wq + \I are three-dimensional subspaces of Ci'a(8S). The former is spanned by {F^} ; the latter is spanned by a set of three linearly independent vectors {0(0} which may be chosen uniquely so that F and the matrix $e4x3 are biorthonormal, that is,
This is shown exactly as in [5, Theorem 2.40] , since, by Theorems 3 and 4, Wq> has the required behaviour at infinity and (N ~ ) has at most one solution. The last part of (ii) was proved in [3] . (iv) (D ~ ) has a unique solution for any M G Cl'a(8S), which can be represented as the sum of W~(<p) with <p e Cl 'a(8S) and a specific matrix Fk.
The assertion is proved in the usual way (see, for example, [5, §2.7] ), by means of Theorems 3-7 and the Fredholm Alternative; the latter is applicable since, as can readily be checked, the index [11] of the singular integral equations involved is equal to zero. In view of (12), the solvability condition for (2¡~ ) is satisfied if we choose (14) k= ¡&&ds. as 7. Connection with the direct method In this section we show how the solutions of the various equations produced by the direct method (based on the Somigliana relations) can be expressed in terms of the solutions constructed by means of the above technique.
The boundary integral operators introduced in conjunction with the elastic potentials satisfy the composition relations [8] W0V0 = V0W0\ N0V0=W0*2-tl on C°-a(8S),
where No is the operator defined on Cl'a(8S) by (16) Nof=TW+(f) = TW~(f).
The Neumann problems. We rewrite the Somigliana relation for a solution of (3) in S+ (Theorem 6(i)) as The solution of ( 3S~ ) is unique up to a term of the form <ba, with a G J^x i constant and arbitrary.
Applying No to (2i+ ) and using (15), we find that No(Wo -\l)<p = (W0* -±/)(AW) = No&.
We now eliminate N0¿P between this equality and ( 3)+ ) to obtain (W0*-±I)(y,-No<p) = 0.
Since \ is not an eigenvalue of W0*, this leads back to (21).
A similar argument in the case of (3¡~ ) and (2~ ) brings us to (W0* + t2I)(y,-N0<p) = 0, from which y/ = N0<p + <t>a. But pyi = 0 (here y/ = Tu\dS, as in the first version of the method), so we conclude once more that tp and y/ satisfy (21).
Conclusions
The real boundary integral equation method developed in § §4-6 represents the extension to plane elasticity of the corresponding three-dimensional technique [4] . Here, however, the need arises to restrict the solutions of the exterior problems to the finite energy classes si and si *. Far from being an artificial mathematical requirement, these classes have an acceptable physical meaning.
The general analytic solution of (3) This implies that a solution of class si corresponds to a plane problem where the stresses and rotation vanish at infinity. To guarantee that the solution belongs to si , for (N ~ ) we must require that the total stress acting on 8 S be zero (Theorem 8(ii)), which is not necessary in the three-dimensional theory.
As shown in §7, the above method seems to underpin the results of the direct method in the sense that the solutions of the latter can be expressed in terms of those of the former by means of operators intrinsically connected with the mathematical structure of the argument.
