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ABSTRACT
Forecasting of Work in Process Quality
Using Holt-Winters Method for Missing Observations
Sarang R. Kayande
Since the pace of technological change is so great, and since new products and
processes may be key to a company's future plans, an increasing number of companies
are emphasizing regular and complete technological forecasts affecting their industry.
Those companies which have gone far in developing planning premises from their
technological forecasts have tended to be high-technology enterprises. What has been
done in these instances is to encourage members of their technical staffs to be alert to
future developments; to think in terms of the impact of current scientific developments on
the future state of technology; and to develop orderly forecasts of how these
developments affect the company's products, processes or markets. Many attempts have
been made to accurately forecast future and some of the accurate and meaningful
methods used to forecast the state of technology are the Delphi technique, the opportunity
and goal oriented techniques.
The objective of this research was to develop a forecasting model using extension
of Holt-Winters method for missing data. The variable of interest considered was the
fraction non-conforming of a process. Initial values were generated using Beta
distribution. Values of fraction non-conforming for future periods were generated using
different processes such as Autoregressive and Autoregressive Moving Average process.
Some of the values in each data set were assumed to be missing. The factors that were
considered for forecasting using this method were the level, trend and the seasonal factor.
Forecasting was done for at least one period ahead and at the most twelve periods ahead.
The developed models were found to give acceptable results with as many as 40% of the
total observations missing and this was validated by performing tracking signal analysis.
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11. INTRODUCTION AND RESEARCH OBJECTIVES
1.1 BACKGROUND
One of the principal activities for improving productivity in manufacturing
systems is to forecast the product defects during processes and to recover the processes.
The product defects come from typically even small changes during manufacturing
processes that cause big variations in the product that in turn result in out of acceptable
limits. It is therefore necessary to forecast the product quality during processes and finding
desirable process conditions that result in high yield. Forecasting the in-process product
quality requires a predictive model that identifies the relationship between a set of
productivity measures and a set of process variables. Casual models are generally based
on multiple regression. However, since the forecasting difficulty grows exponentially with
the number of predictors, it is necessary to have various techniques so as to reduce the
number of variables. Further the accuracy of forecasting results is truly dependant on the
determination of the true nature of the relationships between the productivity measures (or
“predictee”) and the process variables (or “predictor”). It is also important to know as to
how well the model accounts for real manufacturing processes. So a casual forecasting
model based on multiple regression needs to be developed to predict work-in-process
quality under the current process conditions.
Much of the statistical methodology is concerned with models in which the
observations are assumed to vary independently. In many applications dependence
between the observations is regarded as a nuisance, and in planned experiments,
2randomization of the experimental design is introduced to validate analysis conducted as if
the observations were independent. However a great deal of data occur in the form of time
series where observations are dependent and where the nature of this dependence is of
interest in itself. The body of techniques available for the analysis of such series of
dependent observations is time series analysis.
Time series are best represented by nonstationery models in which trends and
other pseudo-systematic characteristic, which can change with time, are treated as
statistical rather than as deterministic phenomena. Furthermore, some time series often
posses marked seasonal or periodic components themselves capable of changing and
needing seasonal statistical models for their description.
The process of model building is concerned with relating a class of statistical
models to the data at hand and involves much more than model fitting. Thus, identification
techniques, designed to suggest what particular kind of model might be worth considering,
need to be developed first. The fitting of the identified model to a time series using
likelihood function can then supply maximum likelihood estimates of the parameters.
When accuracy of forecasts is the objective, the fitted statistical model is used directly to
generate optimal forecasts by simple recursive calculation. In particular, this model
completely determines whether the forecast projections should follow a straight line, an
exponential curve, and so on. In addition, the fitted model allows one to see exactly how
the forecasts utilize past data, to determine the variance of the forecast errors, and to
calculate limits within which a future value of the series will lie with a given probability.
31.2 DEFINING THE FORECASTING PROBLEM
The use of available observations from a time series to forecast its value at some
future time can provide a basis for planning, control, and optimization of industrial
processes. Defining a forecasting problem starts with the decision problem. Information
from the forecasting process is to be used to improve the decision process. In determining
what is to be forecast, it is necessary to define the variables that are to be analyzed and
predicted. The level of detail required is also an important consideration. Various factors
influence the level of detail used: availability of data, accuracy attainable, cost of
analysis, etc. In cases where the appropriate choice of variables is not clear, it is
necessary to try several alternatives and select the one giving the best performance. This
is generally done during the development of the forecasting system through simulation
using historical data.
Another important class of decision involves elements such as the forecasting
period, the forecasting horizon, and the forecasting interval. The forecasting period and
horizon are usually dictated by the decision process requiring the forecast. For a forecast
to be of value, the horizon must be no less than the lead-time for implementing the
decision. The forecasting interval is determined by the operating mode of the data
processing system that provides information on the variable being forecasted.
One more aspect of the forecasting problem relates to the required form of the
forecast. It is generally convenient to conceive the variable of interest as being a random
variable having a particular probability distribution. The decision problem requires an
estimate of some characteristic of the distribution, such as the mean, median, or most
4probable value for use as a forecast of the variable. Usually the forecast demands an
estimate of the expected value of the variable, plus an estimate of the standard deviation
of the forecast error.
1.3 TIME SERIES MODELS
A time series is a sequence of observations on a variable of interest. The variable
is observed at discrete time points, usually equally spaced. Time series analysis involves
describing the process or phenomena that generate the sequence. To forecast time series,
it is necessary to represent the behavior of the process by a mathematical model that can
be extended into the future.
It is required that the model be a good representation of the observations in any
local segment of time close to the present. Once a valid model for the time series process
has been established, an appropriate forecasting technique can be developed. Many of the
models used to represent time series are algebraic or transcendental functions of time, or
some composite model that combines both algebraic and transcendental components.
The idea of using a mathematical model to describe the behavior of a physical
phenomenon is well established. In particular, it is sometimes possible to derive a model
based on physical laws, which are capable of calculating the value of some time-
dependant variable, such a s quality, nearly exactly at any instant of time. Probably no
phenomenon is deterministic because of the presence of unknown factors. In many
problems it is required to consider a time-dependant phenomenon in which there are
many unknown factors and for which it is not possible to write a deterministic model that
5allows exact calculation of the future behavior of the phenomenon. Nevertheless, it may
be possible to derive a model that can be used to calculate the probability of a future
value. The models for time series that are needed are stochastic models.
In a given lot of any commodity the number of parts that lie outside the
mentioned specification limits is a very vital information as far as the work in process
quality is concerned. This information which is usually specified in terms of percent
defective i.e. the percentage of parts lying outside the specification limits is calculated by
figuring out the dispersion of the specification limits from the process average. One can
mention numerous factors like the workers capability, the machine condition etc, which
are very obvious and are bound to affect the percent defective. But we can state some of
the very fundamental factors, which will definitely control the value of percent defective
in a lot.
Primarily the discipline of acceptance sampling relies on different distributions
for its calculations. The value of percent defective for a lot size certainly depends upon
the probability distributions, which are being followed. It is very well known that a
process can be said to be composed of different stages. These stages can be primarily
stratified into three stages viz. the infant or the early stage, the matured or the stable stage
and finally the wear out or the decline stage. The percent defective during these stages of
the process life differ a lot like for example one will agree that the percent defectives
during the decline stage will be more than during the stable stage.
Process capability can be said to be the measure of the spread of the process. By
this study, it becomes possible to know the percentage of the products, which will be
produced within specified limits on either side of the process mean. Thus it also
6influences the value of percent defective to a certain extent. For example higher the
process capability lower will be the value of percent defective for that lot.
1.4 MODEL SELECTION
In regression analysis the dependent variables Yi are assumed to be independently
distributed, but in reality they are not. They are correlated and follow a certain
distribution. In the proposed model the dependent variable (Yi) is the percent defective
which depends on the factors as explained above. The basic aim is to develop a
regression model, which will explain the relationship between the dependent variable and
the various independent variables. Since there exists a correlation between YI’s a separate
model needs to be developed to cater this aspect of the problem. This is being
accomplished by developing a stochastic model. Some of the models considered are auto-
regressive model, moving average model, and ARIMA. Autoregressive model is a
stochastic model, which can be extremely useful in representation of certain practically
occurring series. To achieve greater flexibility in fitting of actual time series, it is
sometimes advantageous to include both autoregressive and moving average terms in the
model. ARIMA provides a powerful model for describing stationary and nonstationary
time series. These models will be viewed as univariate time series models or for more
than one time series. It is possible to build a model that uses the information content in
other models to help forecast the dependent variable. These models are called transfer
function models. The ARIMA model postulates that time series can be successfully
represented as an output from a dynamic system to which the input is white noise and for
which the transfer function can be parsimoniously expressed as the ratio of two
7polynomials. The data analysis tool employed for the identification of transfer function
model is the cross correlation function between the input and the output. Multivariate
transfer function models are used to relate several mutually interacting output time series
to one or more time series.
With suitable inputs and outputs, a dynamic system can represent any process.
The value Y∞(X) at which the discrete output from a stable system eventually comes to
equilibrium when the input is held at a fixed level X is the steady state level of the output.
Very often, over the range of interest, the relationship between Y∞(X) and X will be
approximately linear. Hence if we use Y and X to denote deviations from convenient
origins situated on the line, we can write the steady state relationship as
Y∞=gX
where g is the steady state gain, and it is understood that Y∞  is a function of X.
Corresponding to the continuous representation, discrete dynamic systems are
often parsimoniously represented by the general linear difference equation also referred
to as a transfer function model.
In terms of backward shift operator B=1-∇, the above equation may also be written as
or as
( ) ( ) (1.1)                     ...............1................1 11 btsstrr XgY −∇++∇+=∇++∇+ ηηξξ
( ) ( )1 1 0 1− − − = − − −∂ ∂ ω ω ωB B Y B B Xr r t s s t b...... .........
  (1.2)                                              )()( btt XBYB −= ω∂
8In these models Xt and Yt were the deviations from equilibrium of the system input and
output. In practice the system will be infected by disturbances, or noise, whose net effect
it to corrupt the output predicted by the transfer function model by an amount Nt . The
combined transfer function-noise model may then be written as
The basic aim of this research is to develop a regression model in which the
dependant variable is the percent defective and independent variables are as mentioned
before. To incorporate the correlation between the independent variables, i.e., to predict
percent defective from a set of previously recorded percent defective values, a time series
model is being developed. From the above models a third model, which will cover the
relationship of these two models, will be developed.  This is being done using transfer
function model.
In developing the final model, noise factor will be considered which will also take
into account the disturbances in the correlation as well as the regression model.
1.5  NEED FOR RESEARCH
Most of the traditional forecasting approaches deal with inventory management,
production planning, financial planning, staff scheduling, facilities planning or process
control. In today’s world where process and product quality is of utmost importance, it is
necessary to forecast process quality as well so as to take corrective measures and also
(1.3)                                          )()(1 btt XBBY −−= ω∂
9improve upon the existing process conditions. An approximate model can be developed
using historical data to forecast work in process quality to be used in various applications.
In this research a similar model is being developed to forecast work in process
quality. The variable of interest considered here is the percent non-conforming. This is
assumed to follow beta distribution, which is a very general distribution. Not much
research has been done in the past considering a variable percentage defective. This
assumption is far more realistic as opposed to assuming a constant value of percent
defective.
Forecasting using time series analysis and multiple regression is one of the most
widely used approaches. Unfortunately very less research has been done in the field of
forecasting work in process quality that lays out conditions under which effectiveness of
a process can be studied. The objective of this research is to develop a model to forecast
work in process quality and take corrective measures so as to improve over the existing
conditions under the assumption of percent defective, which is the variable of interest
being a random variable.
1.6  RESEARCH OBJECTIVES
The objective of this thesis is to develop a forecasting model using Holt-Winters
method. This research will be aimed to present a procedure for interpolating, smoothing,
and predicting work in process quality in seasonal time series with missing observations.
The approach suggested by Wright (1986) for the Holt’s method with nonseasonal data
10
published at irregular time intervals will be extended to the Holt-Winters method in the
seasonal case. The variable considered will be percent defective and the data will be
generated using various processes like Autoregressive process and Autoregressive
Moving Average process. The exponential smoothing approaches, including the Holt’s
and Holt-Winters methods, constitute the basic equipment of practical time series
analysis. Wright has suggested such extensions for simple exponential smoothing and for
Holt’s method. This research extends this approach to the Holt-Winters method for
seasonal method for seasonal data with missing observations.
1.7  ORGANIZATION
The organization of this thesis consists of five chapters. Chapter 2 comprises of
the literature regarding the basic forecasting concepts and various approaches to
forecasting. Time series analysis and exponential smoothing approaches are presented n
this chapter. Chapter 3 presents the methodology followed to develop the model and lists
the various steps involved. Chapter 4 consists of the results obtained using the
methodology. Chapter 5 summarizes the conclusions drawn from this research and
provides recommendations for future research.
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2. LITERATURE SURVEY
One of the operators which are employed extensively for stochastic models for
forecasting and control is the backward shift operator B which is defined by Bzt=zt-1;
hence Bmzt=zt-m. The inverse operation is the reverse of the forward shift operator F=B-1
given by Fzt=zt+1. Another important operator is the backward difference operator ∇,
which can be written in terms of B, since
In turn, ∇ has for its inverse the summation operator S given by
2.1 LINEAR FILTER MODEL
 The stochastic models that are employed are based on the idea that a time series
in which successive values are highly dependent can be usefully regarded as having been
generated from a series of independent “shocks” at. These shocks are random drawings
from a fixed distribution usually assumed normal and having mean zero and variance σ2a.
Such a sequence of random variables is called a white noise process. The white noise
process is supposed to be transformed to the process zt by what is called a linear filter as
shown in figure 2.1. The linear filtering operation takes a weighted sum of previous
observations so that
(2.1)                                                                                   )1(1 tttt zBzzz −=−=∇ −












          (2.3)                                              )(  ....2211 ttttt aBaaaz ψµψψµ +=++++= −−
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In general, µ is a parameter that determines the “level” of the process and
is the linear operator that transforms at into zt and is called the transfer function of the
filter.
Figure 2.1
The sequence Ψi formed by the weights may, theoretically, be finite or infinite. If
this sequence is finite, or infinite and convergent, the filter is said to be stable and the
process to be stationary. The parameter µ is then the mean about which the process
varies. Otherwise, zt is non-stationery and µ has no specific meaning except as a
reference point for the level of the process.
2.1.1 AUTOREGRESSIVE PROCESS
A stochastic model, which can be extremely useful in the representation of certain
practically occurring series, is the so-called autoregressive model. In this model, the
current value of the process is expressed as a finite, linear aggregate of previous values of




   (2.4)                                                                         .......1)( 221 +++= BBB ψψψ
(2.5)                                                   ~...............~~~ 221 tptptit azzzz ++++= −−− φφφ
mean  thefromdeviation   theis       ~ µ−= tt zz
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is called an autoregressive process of order p. The reason for this name is that a linear
model relating a dependent variable z to a set of independent variables plus an error term
is a regression model and z is said to be regressed on the independent variables. In
equation (2.5) the variable z is regressed on the previous values of itself; hence the model
is autoregressive. An autoregressive operator of order p can be defined by
and the autoregressive model may be written economically as
The model contains p+2 unknown parameters µ, φ1… φp , σ2a which in practice have to
be estimated from the data. The autoregressive model is a special case of the linear filter
model. This can be seen by eliminating zt-1from the right hand side of equation (2.5) by
substituting
Similarly, further substitution eventually yields an infinite series in the a’s. Symbolically
it can be written as
Autoregressive process can be stationary or non-stationery. For the process to be
stationary, the φ’s must be chosen such that they are the respective weights form a
convergent series.
(2.6)                                                                    .....1)( 221 ppBBBB Φ−Φ−Φ−=Φ
(2.7)                                                                                                   ~)( tt azB =Φ
(2.8)                                                    ~....~~~ 1132211 −−−−−− +Φ++Φ+Φ= tptpttt azzzz
 (B))(        ith                w          (B)a~     or                        ~)( 1t −Φ===Φ BzazB ttt ψψ
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2.2 MOVING AVERAGE MODELS
The autoregressive model expresses the deviation of the process as a finite
weighted sum of p previous deviations of the process plus a random shock. Another kind
of model, of great practical importance in the representation of observed time series, is
the finite moving average process. Here z~t is made linearly dependent on a finite
number, q of previous a’s. Thus,
is called a moving average (MA) process of order q. The name “moving average” is
somewhat misleading because the weights which multiply the a’s need not total unity nor
need they be positive. If a moving average operator of order q is defined by
then the moving average model may be written as
it contains q+2 unknown parameters µ, φ1,….., φq , σ2a which in practice can be estimated
from the data.
2.2.1 MIXED AUTOREGRESSIVE-MOVING AVERAGE MODELS
To achieve greater flexibility in fitting of actual time series, it is sometimes
advantageous to include both autoregressive and moving average terms in the model.




  (2.9)                                                        ..........~ 2211 qtqtttt aaaaz −−− −−−−= θθθ
(2.10)                                                               .....1)( 221 qqBBBB θθθθ −−−−=
aBzt )(~ θ=
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which is equivalent to
which employs p+q+2 unknown parameters µ; φ1…φp; θ1…θq; σ2a that are estimated
from the data.
In practice, it is frequently true that adequate representation of actually occurring
stationery time series can be obtained with autoregressive, moving average, or mixed
models, in which p and q are not greater than 2 and often less than 2.
2.2.2 NONSTATIONARY MODELS
Many series encountered in practice exhibit nonstationary behavior and in
particular do not vary about a fixed mean. Such series may nevertheless exhibit
homogeneous behavior. In particular, although the general level about which fluctuations
are occurring may be different at different times, the broad behavior of the series, when
differences in level are allowed for, may be similar. Such behavior may be represented by
a generalized autoregressive operator Φ(B), in which one or more of the zeroes of the
polynomial Φ(B) (i.e. one or more of the roots of the equation Φ(B) =0) is unity. Thus
the operator Φ(B) can be written as Φ(B) = Φ(B)(1-B)d  where Φ(B) is a stationary
operator. Thus, a general model that can represent homogeneous nonstationary behavior
is of the form
(2.11)                                          .....~......~~ 1111 qtqttptptt aaazzz −−−− −−+Φ++Φ= θθ
tt aBzB )(~)( θ=Φ
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Homogeneous nonstationery behavior can therefore be represented as a model which
calls for the d’th difference of the process to be stationery. In practice d is usually 0, 1, or
at most 2.
The process defined by the above two equations provides a powerful model for
describing stationary and nonstationary time series and is called an autoregressive
integrated moving average (ARIMA) process, of order (p,d,q). The process is defined by
If wt is replaced by zt – µ, when d=0, the above model will include the stationery mixed
model as a special case and the pure autoregressive model and the pure moving average
model. The relationship which is inverse to the relationship in equation (2.12a) is zt=Sdwt
where S is the summation operator and is defined by
thus the ARIMA process can be generated from white noise by means of three filtering
operations as indicated by the block diagram of figure 2.2. The first filter has input at  ,
transfer function θ(B) and output et , where
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The second filter in the above diagram has input et , transfer function φ-1(B) and output wt
according to
Finally, the third filter has input wt and output zt , and has transfer function Sd.
2.3 TRANSFER FUNCTION MODELS
 An important type of dynamic relationship between a continuous input and a
continuous output, is that in which the deviations of input X and of output Y, from
appropriate mean values, are related by a differential equation of the form
Where D is the differential operator d/dt, the Ξ’s and H’s are unknown parameters and τ
is a parameter which measures the dead-time or pure delay between input and output. In a
similar way, for discrete data, the transfer between output Y and input X, each measured
at equispaced times can be represented by the difference equation
In which the differential operator D is replaced by the difference operator ∇. An equation
of the above form containing only a few parameters may often be used as an
approximation to a dynamic relationship, whose true nature is more complex. This linear
model can be written in terms of past values of input and output by substituting B=1-∇,
)
t
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or
alternatively, it can also be said that the output Yt and the input Xt are linked by a linear
filter
for which the transfer function
can be expressed as a ratio of two polynomials
the linear filter is said to be stable if the above series converges for |B|≤1. The series of
weights, which appear in the transfer function, is called the impulse response function.
2.3.1 PARSIMONY
Mathematical models contain certain constants or parameters whose values must
be estimated from the data. It is important, in practice, to employ the smallest number of
parameters for adequate representation. The central role played by the principle of
parsimony can be seen to be evident from the illustration that follows. Here a dynamic
model of the following form can be considered [Box and Jenkins, 1976]
Which can also be represented as
.
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The second model here contains only one parameter ξ but, for s sufficiently large, could
be represented approximately by the previous model.  Because of experimental error, the
relationship between the coefficients in the fitted equation may be misinterpreted. Thus, a
relationship like the previous equation could be developed unnecessarily, which will
contain s parameters. This could lead to poor estimation of the output Yt for given values
of the input. It is necessary that the objective should be to obtain adequate but
parsimonious models. Forecasting and control procedures could be seriously deficient if
these models were either inadequate or unnecessarily prodigal in the use of parameters.
Care and effort is needed in selecting the model. The process of selection is necessarily
iterative; that is, it is a process of evolution, adaptation, or trial and error.
In practice many data series contain observations at irregular times whereas most
forecasting methods are restricted to the case of equal time intervals between data points.
The whole range of forecasting methods available in the literature from elementary
smoothing methods to sophisticated Box Jenkins Analysis is almost entirely restricted in
producing forecasts from data series with a fixed time interval between observations.
Newbold (1981), in his reviews of the forecasting literature, deals entirely with such
methods. In practice, however, data often occur intermittently.
Firstly, the frequency of reporting of a series may change. Equivalently older data
may be aggregated to give a less frequent reporting interval when summary statistics are
compiled. Secondly, the data may naturally occur at irregular time intervals. Thirdly,
occasional data points may simply be unavailable in an otherwise regularly spaced series.
( ) tt XY =∇+ ξ1
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This does not often occur in published time series. Interpolation can also be used when
data points are missing but not in the first two cases described above.
2.4  EXPONENTIAL SMOOTHING FOR IRREGULARLY SPACED DATA
 A time series xi occurring at regularly spaced times i=0…t can be “exponentially
smoothed” by taking a weighted average of all the data points with a weighted factor (1 –
a)t-i for xi,  0 < a < 1. A sequential method of calculating this weighted average is the
standard equation for single exponential smoothing, Brown (1959):
The extension of (2.21) to the case of data at irregular times is obtained by extending the
weighted average upon which (2.21) is based:
Where the weighted average,
And the normalizing factor,
The sequential form of (2.23) and (2.24) is:
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Substituting (2.25) into (2.22) we obtain:
The extension of single exponential smoothing for data with irregular time spacing
therefore consists of (2.26), (2.27) and (2.28) with initial conditions
The initial condition, (2.30), is an approximation obtained by assuming all data earlier
than time t0 occurred at the same time spacing, q, which is taken to be the average time
spacing of the data. It is important to note that the extended form (2.28) and the regular
form (1) correspond in the sense of following the basic principle
new estimate = (1 – parameter) * previous estimate + parameter * new information.
In the extended form (2.28) the parameter changes reflecting changes in time spacing.
2.5  HOLT’S METHOD FOR REGULARLY SPACED DATA
This consists of fitting a trend line lt – mt ( t – i ) to the data where the estimates of lt
and mt are obtained sequentially from single exponential smoothing equations based on
above relation. In the case of irregularly spaced data the following line can be fitted:
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In the data XI using (2.31) as follows. At time, tn the previous estimate of Ln is
The linearity of the approximation (2.32) implies that the slope does not change. Thus,
the previous estimate of Ln is Mn-1. The new information about Mn is (Ln-Ln-1)/(tn-tn-1).
This leads to the two equations:
The derivations of this result follows ad hoc arguments rather than a strict mathematical
proof, and this corresponds directly with the derivation given by Holt (1960). The
parameter Vn is updated by (2.26) and (2.27) and Un by the corresponding equations:
The extended Holt’s method therefore maintains one of the primary advantages of the
regular Holt’s method, viz. the flexibility afforded by having two smoothing parameters:
0 < a < 1,          0 < c < 1.
Gilchrist (1976) recommends that the use of least squares regression on the first
few data points as a means of obtaining initial conditions on the level and slope in Holt’s
method. We use the same approach with irregularly spaced data taking initial conditions
for (2.32) and (2.33) from the slope B of the regression line and its intercept a at time t0:
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L0 = A                                                                                                         (2.36)
M0 = B         (2.37)
The initial condition on Un corresponds to (2.30)
The sequential nature of this forecasting procedure renders it highly efficient in terms of
computer storage and time. The number of variables to be stored is 2 as compared to 5 for
the regular Holt’s method. The computation time is dependent on equations (2.27) and
(2.35). If the time intervals between data points are integer multiples of a base value, then
these equations can be evaluated by table look up. This is the case when the frequency of
reporting changes, e.g. from quarterly to monthly, or when there are occasional
observations missing in an otherwise regular series. If, however the data occur at
completely irregular times then (2.27) and (2.35) must be evaluated by exponentiation,
which is much more time consuming. The other variable contributor to computation time
is tn – tn-1 in (2.32) and (2.33). In the case of changed reporting frequency or missing data
in a regular series, tn – tn-1 can be scaled to be 1 for much of the analysis. This accelerates
the computation of (2.32) and (2.33).
The literature on time series analysis with missing observations offers a broad
range of methods that differ in their theoretical level, numerical complexity, and general
applicability. From a practical point of view, extensions of the classical methods of
exponential smoothing to the case of missing observations (or more generally, to the case
of irregularly observed data) seem to be very important. The exponential smoothing
approaches, including Holt’s and Holt-Winters methods, constitute now the basic
equipment of practical time series analysis.
(2.38)                                                                                          )1(10 qcU −−=
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Wright (1986) has suggested such extensions for simple exponential smoothing
and for Holt’s method, which give good practical results in spite of their apparent
numerical simplicity, as already discussed above.  In this research this approach can be
extended to the Holt-Winters method for seasonal data with missing observations.
Although this extension, like Wright’s, can be based on ad hoc arguments, it is expected
to work well in practice. It can be treated in an acceptable way similar to seasonal time
series even with 50% missing observations. Moreover, some theoretical investigations
comparing the suggested procedure with the optimal results obtained by interpolating
missing observations in the corresponding seasonal ARIMA models have been done.
2.6  EXTENSION OF THE HOLT-WINTERS METHOD
Let us consider observations yt1, yt2, … published at irregularly spaced times t1 < t2 <
…<tn  (in general these times need not be integers). In this case of the simple exponential
smoothing and Holt’s method for nonseasonal irregularly spaced data, as already
discussed, Wright’s (1986) argument consist of application of recursive scheme of the
type:
Estimate for time tn=Vtn*new info at time tn+ (1-Vtn) * estimate for time tn at time tn-1
Where the smoothing coefficient Vtn is also calculated as
 And the constant α would be used as the smoothing coefficient in the classical case of
regularly observed data. For instance, in the case of simple exponential smoothing the
formula (2.39) can be used as
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Where the R.H.S value is the smoothed value for time ti. The non-recursive form
In the formulae (2.40) and (2.41) shows that it is the weighted average of
observations with decreasing exponential weights, reflecting the irregular character of
observations. The schemes (2.39) and (2.40) can be used to extend the Holt-Winters
method. Let p denote the seasonal length. Further times t1 <  t2  <…….tn correspond to
time points chosen from a regular seasonal pattern. It can also be assumed that for each of
p seasonal periods at least one observation is present in an initial portion of data. If the
observations are completely missing for a seasonal period, then it is impossible to
estimate the seasonal index for this seasonal period.
Let the symbols St , Tt , and It , denote the estimated level, trend and seasonal
index at time t, respectively. It is sufficient to give formulas of the extended Holt-Winters
method for he additive case only since, then their form for the multiplicative case will be
immediate.
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Where t*n denotes the largest value among tn-1 , tn-2 , ….. such that the time t*n
corresponds to the same seasonal period as time tn. The constants α, γ, δ ( 0 < α, γ, δ < 1 )
would be used as the smoothing coefficients by the classical Holt-Winters method in the
case without missing observations.
The recursive formulas (2.43), (2.44), (2.46) and (2.47) for the level and trend
correspond to the ones of the Holt’s method extended by Wright (1986) and as already
discussed earlier. The estimation of the seasonal indices according to (2.45), (2.47) can
be explained as follows: the estimated seasonal index Itn combines the new observation
adjusted by the estimated trend Stn with the most recent estimate Itn` of the seasonal index
for the same seasonal period.
The estimated level, trend, and seasonal indices enable us to calculate the
predicted values for m steps ahead.
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where (tn+m)* in equation 2.48 denotes the largest value among tn, tn-1, … such that the
time (tn+m)* corresponds to the same seasonal period as the time tn+m, The initial values
S0, T0, II, V0, U0, WI ( I = -p+1, -p+2,…,0), which are necessary to start the recursive
formulas (2.46), (2.49) at time t0 = 0, can be calculated following the practical
recommendation by Chatfield and Yar (1988) for the classical Holt-Winters method:
and the following notation is used:
k0 is such that the k0th season is the first nonempty season containing at least one
observation;
.
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k1 is minimal (k1 ≥ k0 + 1) such that the first k1 seasons contain at least one observation
for each of the p seasonal periods;
the sum in equation 2.52 is over all such k  that the observations yi+kp (k =  1, … , k1) are
present in the first k1 seasons and k(i) is the number of summands in this sum;
q is the average time spacing of the data (i.e., every qth observation is at our disposal on
average)
Qi is the average time spacing in the framework of the ith seasonal period.
Since the assessment of the average time spacing q at Qi may be complicated, for the sake
of simplicity it can be assumed that q = Q
-p+1 = Q-p+2 = … = Q0 = 1 in the initial values.
This assumption does not affect the forecasting model and seems to work well in
practice.
2.7 TRACKING SIGNAL TESTS
Having developed statistics for estimating the mean and variance of forecast
errors, the next step is to use these results to periodically monitor and control the
forecasting process. Generally, a major concern is that the forecasts be unbiased, i.e., that
the expected value of forecast error be zero. To test this hypothesis, the deviation of the
estimate of the expected forecast error from zero can be measured, relative to the natural
variability of this statistic about its true mean. If this deviation is large, the hypothesis
would be rejected.
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2.7.1 TESTS BASED ON THE CUMULATIVE FORECAST ERROR
Suppose Y(T) is the sum of errors and this is used as the estimate of the expected
error. At any time T, Y(T) will undoubtedly differ from zero. There are two possible
explanations: (1) The forecasts are unbiased and the deviation from zero is due to random
variation; and (2) the forecasts are biased and the deviation is due to a combination of
bias and random variation. To distinguish between the two cases, a measure of the natural
random variation in the statistic Y(T) about its mean is needed. The standard deviation of
Y(T), σy , provides this information. Assuming that σy can be estimated, it can be
concluded that the forecast is biased if |Y(T)| is greater than some multiple K1 of this
estimate of the standard deviation, that is if








To estimate σy a relationship between σ2 y  and σ2ε is sought, in which the estimate of the
latter can be used to obtain that of the former. Brown (refer), gives the following results
for direct smoothing of constant and linear processes:




























In general, for direct smoothing with an n-parameter forecasting model, brown found
through simulation studies that the following relationship is approximately correct:







Normally, the decision rule given by equation 2.50 is operated using the mean absolute
deviation, ∆ rather than σ Y. Equation 2.54 expresses the relation between estimate of the
error variance and ∆, so this can be substituted in equation 2.53 and then the result in
equation 2.50 to obtain
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The ratio Y(T)/ ∆(T) is called the tracking signal, computed at time T. Each period the
absolute value of the tracking signal is compared with the constant K2 to test the
hypothesis that the expected forecast error is zero. Since K1 is chosen to be 2 or 3, it turns
out that K2 is typically between 4 and 6.
2.7.2 TESTS BASED ON THE SMOOTHED FORECAST ERROR
It is also possible to develop a tracking signal test based on the smoothed error
statistic Q(T). The hypothesis of an unbiased forecast would be rejected if,







It is clear that the above ratio can never exceed 1.0. the proper value of K3 is usually
between 0.2 and 0.5. For a constant model, where the level of time series is estimated by
exponential smoothing, Brown has shown that









If the tracking signal test is of the form |Q(T)/σQ| > K1, where K1 is usually between 2
and 5, substitution will yield
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Although the result in equation 2.57 is for a constant model, it is a good approximation
for other models. From simulation runs using a seasonal model similar to equation 2.57
Brown found that σQ ≈  α0.5∆.
The smoothed error form of the tracking signal appears to have several
advantages relative to the cumulative error version. Suppose that there was a large, but
random, error in the forecast for a particular time period. This would increase both the
smoothed error and the cumulative error, but assume that the increase is not quite enough
to generate an out-of-control signal. Now suppose that several periods go by with small
errors averaging zero. The cumulative error remains at its large value, but the smoothed
error decreases toward zero. At some point of time, a second large, random error with the
same sign as the previous one occurs. The cumulative error tracking signal would
incorrectly generate an out-of-control signal, but the smoothed error version would not.
As a second example, suppose that the cumulative error tracking signal was just
less than the control limit, and a period having zero forecast error occurs. The cumulative
error would not change, but the mean absolute deviation estimate would become smaller.
The net effect would be to increase the value of tracking signal, perhaps above the control
limit. If the smoothed error tracking signal had been employed, the forecast would have
caused the smoothed error to decrease along with the mean absolute deviation, resulting
in little change in the tracking signal.
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3. RESEARCH METHODOLOGY
The literature on time series analysis with missing observations offers a broad
range of methods that differ in their theoretical level, numerical complexity, and general
applicability. The exponential smoothing approaches, including the Holt's and Holt-
Winters methods constitute the basic equipment of practical time series analysis. This
research presents a procedure for interpolating, smoothing, and predicting in seasonal
time series with missing observation. The approach suggested by Wright (1986) for the
Holt's method for non-seasonal data published at irregular time intervals is extended to
the Holt-Winters method in the seasonal case. Numerical examples demonstrate the
procedure.
3.1 ASSUMPTIONS
The fraction non-conforming of a process has usually been assumed to be
constant throughout the quality control literature. This is often not the case in the real
world situations. In this research, the variation in fraction non-conforming is recognized
and applied to the decision making criteria. The initial value in all the time series is
generated using Beta distribution. The density function of the Beta distribution varies
between 0 and 1 and the value of the fraction non-conforming varies between the same
limits. Further values for fraction non-conforming are generated assuming the process to
be Autoregressive or Moving Average or Autoregressive-Moving Average. This
assumption is more realistic than the traditional approach.
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Another assumption used to generate the values of fraction non-conforming is that
the error terms are normally distributed with mean zero and a certain variance. Three
smoothing constants are used to develop the model and the values of these constants are
assumed to be α=0.4, γ=0.1, δ=0.4, where α is the coefficient of level factor, γ is the
coefficient of trend factor and δ is the coefficient of seasonal factor in consideration as
explained before. These values are "guestimates" of the smoothing coefficients as
recommended by Chatfield and Yar, 1988. For performing the tracking signal analysis,
values of α (smoothing constant) and β are assumed to be between 0.1 and 0.3 and 0.7
and 0.95 respectively.
3.2 SYMBOLS AND NOTATIONS
The symbols and notations that were employed in the research are summarized
below:
yt Observation at time t
St Level index at time t
Tt Trend index ant time t
It Seasonal index at time t
α, γ, δ Smoothing constants, 0 < α, γ, δ < 1
Vt Coefficient of level index at time t
Ut Coefficient of trend index at time t
Wt Coefficient of seasonal index at time t
q Average time spacing
QI Average time spacing in the base seasons (assumed to be 1)
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3.3 CALCULATION OF THE INITIAL VALUES
The initial values of the level, trend, and seasonal indices S0, T0, and Ii and the
coefficients of these indices which are necessary to start the recursive formulae for
calculation of the respective values at time t
 
= 0, are calculated following the practical
recommendation by Chatfield and Yar (1988) for the classical Holt-Winters method.
Since the assessment of the average time spacing, q, and Qi is complicated, for the sake
of simplicity, it can be assumed that q = Q
-p+1 = Q-p+2 = ….. = Q0 = 1 in the initial values
of equation 3.5 (i.e., V0 = α, U0 = γ, W-p+1 = W-p+2 = …… = W0 = δ). The formulae used
are:
and the following notation is used:
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k1 is minimal (k1≥ k0+1) such that the first k1 seasons contain at least one observation for
each of the p seasonal periods;
the sum in equation 3.3 is over all such k that the observation yi+kp (k = 1,……, k1) are
present in the first k1 seasons and k( i ) is the number of summands in this sum;
q is the average time spacing of the data.
3.4 METHOD ADOPTED TO DEVELOP THE MODEL
The model development started with generating the data. This was done by assuming
the error terms to be normally distributed with mean zero and a range of values for
variance. Further, the following steps were employed to generate the data and develop the
final model:
3.4.1 DATA GENERATION AND MODEL DEVELOPMENT
1. The mean and variance of Beta distribution are functions of the parameters α and β.
For a given set of mean and variance of Beta distribution, the values of the parameters
α and β were calculated using the following relations:
mean = α / (α + β )
variance = αβ / (α + β )2 (α + β + 1 )
2. For a given combination of the parameters α and β, a random number was generated
from the Beta distribution to represent the value of fraction non-conforming for the
first period. Now, the data was assumed to be collected over four days with twelve
observations each day and some of the observations missing. This initially required
48 data points. This was done by developing different processes like AR(1), AR(2),
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MA(1), MA(2), ARMA(1,1), ARMA(1,2), ARMA(2,1), and ARMA(2,2). These
processes were generated using the following relations:
3. Another assumption here was of the number of missing observations. After the data
was generated, different number of random numbers (integers) between 7 and 24
were generated. This was done so that some of the values could be assumed to be
missing from the data. The minimum number of missing observations thus assumed
was 7 and the maximum number was 24. So after getting done with the first three
steps, the required data for model development was available.
4. After all the data was generated, the next step now was to start the actual model
development procedure. For this the first step was to calculate the initial values of the
various indices and their respective coefficients. This was done using equations 3.1
through 3.5.
5. The initial values thus obtained were then substituted in recursive equations 2.42
through 2.47 to get the level, trend and seasonal indices for all the periods. Values of
smoothing coefficients were assumed to be α = 0.4, γ = 0.1, and δ = 0.4 respectively
for all the models.
6. On calculating all these values for the various indices, the smoothed values, the
interpolated values and the forecasted values (m periods ahead) could be calculated.
This was done using equations 2.48 and 2.49. The predicted and the smoothed and
models.different for  assumed are valuesdifferent  and constants are }{ and }{  where
...... :process q)ARMA(p,
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interpolated values were then presented in the spreadsheet and graphical inspections
were done for all the models, which indicated that the method gave practically
acceptable results. This conclusion was also supported by the analysis of the
corresponding residuals and further by doing the tracking signal analysis.
3.4.2 TRACKING SIGNAL ANALYSIS
1. As already discussed in the second chapter, to perform the tracking signal analysis,
three variables are required. These variables are Q, Y and ∆. The assumption made
during performing tracking signal analysis was that the model is correct and the initial
parameter estimates are unbiased. So initial values of Q(0) = 0 and Y(0) = 0. Since
there was some random variation assumed in the process so the initial value of ∆(0)
has to be greater than 0.
2. The first step was to calculate the errors, and this was the difference between the
actual value and the predicted value for any time period. Next step was to initialize
the parameters. As already discussed, Q(0) = 0 and Y(0) = 0. To calculate ∆(0),
equation 2.55 was used. The value of c1 can be obtained from Table 1 in Appendix 1,
once a proper value of β is assumed. Generally, value of β is assumed to be between
0.75 and 0.95.
3. After the initial values for Q, Y and ∆ were calculated, the next step was to calculate
the same values for all the remaining periods. This was done using equations 2.56
through 2.58.
4. Since the Holt-Winters method takes into consideration seasonal factor for
forecasting, the ratio Q(T) / ∆(T) was then calculated and assuming K1 = 2, the value
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of K3 was calculated using equation 2.60. Examining the values, it could be
concluded that the values remained well in control. This was expected, since the data
for percent non-conforming were generated using random number generators.
Example 1:
In this example, a mean fraction non-conforming of 0.12 and a variance of 0.01
was considered. For simplicity sake and also to analyze all the models on the same basis,
these values of mean and variance were considered for all the models developed.
1. Considering a mean of 0.12 and variance of 0.01.
Therefore, 0.12 = α / (α + β)
and 0.01 = αβ / (α + β)2 (α + β + 1)
Solving the two equations above, we get α = 10.45 and β = 76.6
2. A random number generated from the Beta distribution using the given values of α
and β is 0.1504, corresponding to a fraction non-conforming of p = 15.04%.
3. Error terms were generated using random number generator in Excel. This was done
by generating 48 error terms corresponding the 48 periods into consideration. The
mean of these error terms was assumed to be zero and variance was assumed to be
0.01.
4. An AR(1) process was then developed using the equation
Where, yt is the observation for the current period t,
yt-1 is the observation for the previous period
εt  is the error term associated with the current period
ttt yy εφ += −11
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φ1 is the smoothing constant used for the AR(1) process and its value was assumed to
be  0.65.
5. After the data generation was complete, a random number between 7 and 24 was
generated. This was done to eliminate some of the generated values for fraction non-
conforming, since the model considers missing values. A random number generated
thus was 16, which meant 12 values out of the 48 values generated were to be
considered missing. The next step was to determine which values were to be
eliminated. This was done again by generating 16 random numbers between 1 and 48
and the corresponding 12 values were eliminated. One assumption for generating 48
data points was that inspection was made 12 times a day, once every two hours, and
data for four days was generated.
6. The above 5 steps gave the final data, which could now be used further for model
development. The first step in model development was to determine the base seasons
on which all the initial calculations could be performed. As already discussed, the
first base season had to be chosen such that it would be the first non-empty season
containing at least one observation. In this model, the first base season was season
one (day one) and the second was season two (day two). Season two was the second
base season, since the second base season had to be such that it contained
observations for at least all those periods, which the first base season did not.
7. The averages of the values for the first and the second base seasons were then
calculated and used for determining the initial values of the level and trend factors.
The initial values for level and trend factors were calculated using equations 3.1 and
3.2 and these values were 0.91241 and -0.00181 respectively. Calculations for initial
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values of St and Tt are shown below and calculations for II are shown in Table 2 of
Appendix 1. Initial values for seasonal factor were calculated using equations 3.3 and
3.4.
8. After all the initializing was done, the next step was to calculate the values for trend,
level and seasonal factors for all the periods. This was done using equations 2.42
through 2.47. For periods in which "data was not available" the factor yt was not
considered and the negative sign after yt in equations 2.42 and 2.47 was removed.
Sample calculations for period 3 in season one are shown below:
9. The sum of level and seasonal factors for a particular period gave the predicted value
of fraction non-conforming for that period and m period ahead forecast was obtained
using equations 2.48 and 2.49. calculations for predicted as well as smothed and
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10. The predicted values for m =  1,….,12 are given in the third column of Table 3.1 and
Figure 3.1, while the smoothed and interpolated values are given in fourth column of
Table 3.1 and in Figure 3.2.
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Periods 12 values missing Y^t(tI-1) Y^t Periods 12 values missing Y^t(tI-1) Y^t
1 0.1504 0.135395 0.135556 25 0.092282
2 0.115854555 0.121499 0.122386 26 0.061867439 0.064584 0.06626
3 0.069368 27 0.089388621 0.075749 0.075931
4 0.111620009 0.095189 0.099016 28 0.094451
5 0.109561231 0.098367 0.101273 29 0.069609018 0.071548 0.073217
6 0.091609763 0.083507 0.085763 30 0.079455412 0.073443 0.07457
7 0.080298013 0.07383 0.075559 31 0.072211875 0.064794 0.065134
8 0.086905232 0.083329 0.084827 32 0.091401322 0.08337 0.082748
9 0.082045314 0.078236 0.079446 33 0.058001
10 0.07368 34 0.097444077 0.080191 0.080112
11 0.06590498 0.056521 0.059726 35 0.097171636 0.087642 0.086362
12 0.059514731 0.051604 0.054222 36 0.095165771 0.088506 0.086232
13 0.067934571 0.069682 0.072845 37 0.090989548 0.097729 0.096194
14 0.064092 38 0.104474331 0.10335 0.101483
15 0.074920565 0.057862 0.059634 39 0.087662312 0.092757 0.091294
16 0.085058 40 0.115443
17 0.074216 41 0.089752895 0.089818 0.090152
18 0.088947398 0.073664 0.074896 42 0.090064921 0.088967 0.089205
19 0.071689058 0.063863 0.064271 43 0.063943
20 0.08238714 0.077249 0.077066 44 0.054299
21 0.069388444 0.068785 0.068503 45 0.028767
22 0.08181357 0.080294 0.079714 46 0.110560216 0.082702 0.083841
23 0.084202241 0.082507 0.081644 47 0.092698776 0.080792 0.080585














Table 3.1. Forecasting fraction defective for AR(1) process, 12 observations missing
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Figure 3.1 Generated vs. Predicted Values
















































Smoothed and interpolated Values
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Period Errors Error Sq. Delta(t) Y(T) Q(T) Q(T)/Delta(T) >0.42?
1 0.009505 9.03361E-05 0.007866 0.009505 0.001045 0.13292022 n
2 -0.01274 0.000162431 0.008354 -0.00324 -0.00033 -0.03992753 n
4 0.008509 7.2402E-05 0.008369 0.005269 0.000551 0.06580311 n
5 0.003494 1.22048E-05 0.007882 0.008762 0.000845 0.10721196 n
6 0.000823 6.77208E-07 0.007176 0.009585 0.000843 0.11745072 n
7 -0.00029 8.27853E-08 0.006487 0.009297 0.00073 0.11249428 n
8 -0.00262 6.83891E-06 0.0061 0.006682 0.000395 0.06479815 n
9 -0.00182 3.29789E-06 0.005671 0.004866 0.000174 0.03070236 n
11 0.004814 2.31764E-05 0.005586 0.00968 0.000638 0.11424526 n
12 0.003809 1.45095E-05 0.005408 0.01349 0.000955 0.17663399 n
13 -0.00542 2.94116E-05 0.005409 0.008066 0.000317 0.05867137 n
15 0.014582 0.000212621 0.006327 0.022648 0.001744 0.27562531 n
18 -0.01458 0.000212701 0.007152 0.008064 0.000111 0.01551803 n
19 0.006612 4.3714E-05 0.007098 0.014675 0.000761 0.10721588 n
20 0.003633 1.31985E-05 0.006752 0.018308 0.001048 0.15525411 n
21 -0.00104 1.07347E-06 0.00618 0.017272 0.00084 0.13588698 n
22 -0.00043 1.81475E-07 0.005605 0.016846 0.000713 0.1272536 n
23 0.000365 1.33436E-07 0.005081 0.017211 0.000678 0.13352821 n
24 -0.00249 6.21254E-06 0.004822 0.014719 0.000361 0.07493651 n
26 -0.00351 1.23335E-05 0.004691 0.011207 -2.6E-05 -0.00553801 n
27 0.012719 0.000161785 0.005494 0.023926 0.001249 0.22726553 n
29 -0.00202 4.07795E-06 0.005146 0.021907 0.000922 0.17910915 n
30 0.005559 3.09002E-05 0.005188 0.027466 0.001385 0.26707101 n
31 0.006851 4.69374E-05 0.005354 0.034317 0.001932 0.360858 n
32 -0.00734 5.38041E-05 0.005552 0.026982 0.001005 0.18106945 n
34 0.016842 0.000283645 0.006681 0.043824 0.002589 0.38750669 n
35 -0.00924 8.54104E-05 0.006937 0.034582 0.001406 0.20266102 n
36 0.006157 3.79058E-05 0.006859 0.040739 0.001881 0.27423048 n
37 -0.00745 5.54608E-05 0.006918 0.033291 0.000948 0.13705855 n
38 0.000432 1.86717E-07 0.006269 0.033724 0.000897 0.14300627 n
39 -0.00579 3.35138E-05 0.006221 0.027934 0.000228 0.03664629 n
41 5.16E-05 2.66463E-09 0.005604 0.027986 0.00021 0.0375336 n
42 0.000967 9.35623E-07 0.005141 0.028953 0.000286 0.05564362 y
46 0.028431 0.000808303 0.00747 0.057384 0.003101 0.41508094 n
47 0.012234 0.000149682 0.007946 0.069618 0.004014 0.50513964 y





Table A.1.1 Tracking Signal Analysis { AR(1) process, 12 observations missing }
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3.4.3 Analysis of the developed models
Various models were developed using the similar procedures and results were presented
in similar form. The different models developed differed in their way of data generation, viz.,
data was generated using AR(1), AR(2), MA(1), MA(2), ARMA(1,1), ARMA(1,2), ARMA(2,1)
and ARMA(2,2) and also in the number of "missing observations". The maximum number of
missing observations considered was 23 (i.e., 47.9%). The value of Root Mean Squared Forecast
Error and graphical inspections of predicted as well as smoothed and interpolated values
indicated that the method gave acceptable results. This conclusion is also supported by the
analysis of tracking signal and also the corresponding residual time series.
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4. ANALYSIS OF RESULTS
The approach to forecasting work in process quality that was considered was Holt-
Winters method. The variable under consideration was fraction non-conforming and an
assumption of some of the values being missing was made. The initial values of fraction non-
conforming were generated for given values of mean and variance of Beta distribution and then
adding the normally distributed error terms (with zero mean and given variance) to these values.
Further values of fraction non-conforming were generated using various processes like
Autoregressive, Autoregressive Moving Average process. Considering fraction non-conforming
as the variable of interest, forecasting models using Holt-Winters method were developed and
compared for effectiveness based on the errors and error variance obtained. The analysis of
forecast errors was done using the method of tracking signals. The number of missing
observations in each model was varied and the developed models gave acceptable results with as
many as 40% of the observations missing. The results obtained for various processes with
different number of missing observations were tabulated.
Almost all the models gave similar results irrespective of the process used or followed for
data generation although some of the models gave somewhat varying results depending on the
number of missing observations. It was seen in all the models that the coefficients of the trend
and level factors remained constant throughout the forecasting process. This is attributed to the
fact that these coefficients are smoothed based on the previous period in the same season.
Further, it was observed that the estimated level factor adjusted based on level factor for the
previous period as well as based on the most recent seasonal factor corresponding to the same
seasonal period in which the observed percent non-conforming was not missing. It was also seen
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that the coefficient of seasonal factor combined the new observation adjusted by the estimated
trend factor with the most recent estimate of the seasonal factor for the same seasonal period.
The trend in all the models was observed to be constant but the seasonal index seemed to vary in
a manner such that it was high during the first six periods and low during the last six periods of a
season. Further, to avoid complexity, average time spacing in data was considered to be one
period so the initial values of the coefficients of level and trend factors came out to be same as
the smoothing constants used.
When the tracking signal exceeds the control limit for three or more successive periods,
this seems to give a strong indication that something is wrong with the forecasting system. The
action to be taken depends upon the likely cause of the out-of-control condition. The possible
causes of variation that were observed were:
1. The out-of-control point is caused by random variation alone. In this case no action is to be
taken.
2. The parameter estimates used in the forecasting model are not accurate because the true
parameter values have changed over time. The model form is still correct, but improved
estimates of the model parameters are required.
4.1 RESULTS FOR AR (1) PROCESS
The values of fraction non-conforming were generated using the Autoregressive "AR(1)"
process in which values for a certain period are obtained by regressing over the values in the
previous period. The estimated and forecasted values of percent non-conforming were obtained
using the Holt-Winters method as described in chapter 2. The data for AR(1) process was
generated by assuming a mean of 0.1 and the value of φ1 was assumed to be 0.65. Data was
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generated for 48 periods and 12 values of the total values generated were assumed to be missing.
The results showed that unbiased forecasts were obtained for almost all the periods using the
method and forecasts for 2 periods out of the total 48 were biased. It could also be seen that the
level and trend of the forecasted values were similar to those of the generated data, which
confirmed that the method gave acceptable results. Further, for periods where the forecast was
biased, it could be seen that either data for the previous period was missing which caused the
forecast for the following period to be biased or the period was preceded by a period where the
forecast was biased. This bias in the forecast can be justified by the fact that the data was
generated using "Autoregressive" process and hence if forecast for a particular period was biased
then there was a high probability of the forecast for the following period being biased.
The seasonal index for any period is one of the important factors that decide the forecast
and the estimated values for that particular period. Since the forecast and estimation for a period
include the seasonal index as one of the major factors any variation in the seasonal index could
affect these values and thus cause the forecast to be biased and go out of acceptable limits. So
one major reason for the forecast being biased was that data for the same seasonal period in one
of the preceding seasons was missing which caused variation in the value of the seasonal index
of that period thus giving a biased forecast.
The results which show the generated values and the estimated as well as forecasted
values for data generated using AR(1) process have been listed in table 4.1.1 and also in the
following sections. The number of missing observations for each of the models is different and it
can be seen that this method gives acceptable results with as many as 40% of the total
observations missing. The results have been tabulated and graphs showing the generated data and
the estimated as well as smoothed and interpolated values against time are shown for different
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number of observations missing. Analysis of tracking signal, which shows whether the forecast
for a particular period is biased or unbiased is presented in Appendix 1.
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4.2 RESULTS FOR AR(2) PROCESS
The values of fraction non-conforming were generated using the AR(2) process in which
values for a certain period are obtained by regressing over the values in the preceding two
periods. The estimated and forecasted values of percent non-conforming were obtained using the
Holt-Winters method as described in chapter 2. The data for AR(2) process was generated by
assuming a mean of 0.1 and the values of φ1 and φ2 were assumed to be 0.45 and 0.54
respectively. Data was generated for 48 periods and 16 values of the total values generated were
assumed to be missing. Results obtained by using this method of data generation were similar to
those obtained for AR(1) process. The results have been tabulated and graphs showing the
generated data and the estimated as well as smoothed and interpolated values against time are
shown for different number of observations missing. Analysis of tracking signal, which shows
whether the forecast for a particular period is biased or unbiased is presented in Appendix 1.
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Period 12 obs. Missing Prediction Forecast Period 12 obs. Missing Prediction Forecast
1 0.1504 0.135556 0.140895 31 0.072211875 0.065641 0.066304
2 0.115854555 0.124366 0.129293 32 0.091401322 0.083369 0.084991
3 0.077024 33 0.058535
4 0.111620009 0.103123 0.104854 34 0.097444077 0.080384 0.081124
5 0.109561231 0.105738 0.108067 35 0.097171636 0.086297 0.088319
6 0.091609763 0.090327 0.093031 36 0.095165771 0.086457 0.089649
7 0.080298013 0.080083 0.083081 37 0.090989548 0.09682 0.099504
8 0.086905232 0.089244 0.092282 38 0.104474331 0.102413 0.105595
9 0.082045314 0.083729 0.086884 39 0.087662312 0.092079 0.095089
10 0.083342 40 0.118391
11 0.06590498 0.06373 0.064333 41 0.089752895 0.090462 0.091721
12 0.059514731 0.057995 0.058827 42 0.090064921 0.089829 0.09124
13 0.067934571 0.076351 0.076331 43 0.064676
14 0.070109 44 0.052666
15 0.074920565 0.061775 0.062307 45 0.026299
16 0.087643 46 0.110560216 0.083098 0.082279
17 0.074957 47 0.092698776 0.079869 0.080393
18 0.088947398 0.075031 0.075278 48 0.091477781 0.080254 0.082078
19 0.071689058 0.064894 0.06592 49 0.090037
20 0.08238714 0.077982 0.079601 50 0.092479
21 0.069388444 0.069602 0.071359 51 0.085695
22 0.08181357 0.081452 0.083436 52 0.111344
23 0.084202241 0.082519 0.084889 53 0.105227
24 0.071793781 0.073215 0.075663 54 0.104897
25 0.094615 55 0.090009
26 0.061867439 0.067072 0.066857 56 0.099973
27 0.089388621 0.076684 0.077859 57 0.08668
28 0.096102 58 0.127765
29 0.069609018 0.073248 0.072738 59 0.112923
30 0.079455412 0.074954 0.074894 60 0.102137
Table 4.1.1 Forecasting fraction non-conforming for data generated using AR(1)
process (12 observations missing)
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Figure 4.1.1(a) Generated vs. Predicted values, AR(1) process, 12
observations missing





















































Periods 16 values missing Estimate Forecast Periods 16 values missing Estimate Forecast
1 0.1504 0.135556 0.155395 31 0.072211875 0.061885 0.06173
2 0.115854555 0.129586 0.147899 32 0.091401322 0.079206 0.080406
3 0.095576 0.108301 33 0.050163 0.049018
4 0.111620009 0.112218 0.124876 34 0.097444077 0.07904 0.07994
5 0.109561231 0.115129 0.127169 35 0.097171636 0.086924 0.088962
6 0.091609763 0.099457 0.110625 36 0.095165771 0.086877 0.089835
7 0.080298013 0.090158 0.100231 37 0.090989548 0.094224 0.096724
8 0.086905232 0.096286 0.105316 38 0.104474331 0.102473 0.105195
9 0.082045314 0.090111 0.098245 39 0.087662312 0.091089 0.093431
10 0.09646 0.100827 40 0.109488 0.109606
11 0.06590498 0.065264 0.069702 41 0.089752895 0.087614 0.087969
12 0.059514731 0.06359 0.067575 42 0.090064921 0.088746 0.089248
13 0.067934571 0.080843 0.083394 43 0.075103 0.073685
14 0.07452 0.07534 44 0.062335 0.059978
15 0.074920565 0.063658 0.066075 45 0.030815 0.027154
16 0.085558 0.086494 46 0.110560216 0.085318 0.084462
17 0.069765 0.069632 47 0.092698776 0.082091 0.082413
18 0.088947398 0.072847 0.074503 48 0.056488 0.054922
19 0.044025 0.043123 49 0.05256
20 0.08238714 0.065059 0.066081 50 0.054519
21 0.069388444 0.061792 0.063658 51 0.042654
22 0.08181357 0.079012 0.081276 52 0.057701
23 0.052534 0.051821 53 0.05345
24 0.071793781 0.057601 0.058465 54 0.051196
25 0.071084 0.070565 55 0.043167
26 0.061867439 0.061432 0.060975 56 0.045528
27 0.089388621 0.072766 0.074156 57 0.023101
28 0.085693 0.085721 58 0.06201
29 0.069609018 0.070095 0.070054 59 0.046286
30 0.057296 0.055994 60 0.037689
Table 4.1.2 Forecasting fraction non-conforming for data generated using AR(1)
process (16 observations missing)
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Figure 4.1.2(a) Generated vs. Predicted values, AR(1) process, 16 observations missing





















































Period 18 obs. Missing Estimate Forecast Period 18 obs. Missing Estimate Forecast
1 0.050186 0.068939 31 0.072211875 0.065481 0.066833
2 0.115854555 0.107284 0.126989 32 0.059242 0.05838
3 0.065522 0.08107 33 -0.03038 -0.03523
4 0.111620009 0.105506 0.121733 34 0.097444077 0.069515 0.072771
5 0.109561231 0.112386 0.128299 35 0.097171636 0.075077 0.080787
6 0.096299 0.108443 36 0.043297 0.046462
7 0.080298013 0.078276 0.090644 37 0.090989548 0.069834 0.076
8 0.086905232 0.091532 0.103387 38 0.104474331 0.104505 0.110667
9 0.082045314 0.061018 0.075208 39 0.087662312 0.087532 0.093708
10 0.124418 0.13351 40 0.116055 0.120104
11 0.06590498 0.077448 0.085257 41 0.089752895 0.090594 0.094549
12 0.059514731 0.06882 0.075595 42 0.090064921 0.090866 0.094732
13 0.067934571 0.066873 0.073799 43 0.067801 0.068925
14 0.118421 0.122941 44 0.06475 0.064766
15 0.074920565 0.071747 0.076717 45 0.007744 0.005192
16 0.107351 0.110228 46 0.110560216 0.08967 0.089439
17 0.084982 0.086239 47 0.092698776 0.078504 0.07985
18 0.088947398 0.080672 0.083103 48 0.05524 0.055067
19 0.071689058 0.068912 0.071652 49 0.036358
20 0.08238714 0.080027 0.083029 50 0.064725
21 -0.00629 -0.00879 51 0.041272
22 0.08181357 0.066579 0.066239 52 0.063978
23 0.084202241 0.066999 0.068569 53 0.055977
24 0.071793781 0.064309 0.066712 54 0.05301
25 0.036758 0.035477 55 0.036875
26 0.061867439 0.06349 0.061979 56 0.051251
27 0.089388621 0.065327 0.066489 57 0.003508
28 0.087317 0.087437 58 0.089645
29 0.069609018 0.070548 0.070535 59 0.062765
30 0.079455412 0.073893 0.074498 60 0.053169
Table 4.1.3 Forecasting fraction non-conforming for data generated using AR(1)
process (18 observations missing)
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   Figure 4.1.3(a) Generated vs. Predicted values, AR(1) process, 18 observations missing



















































Period 11 values missing Estimate Forecast Period 11 values missing Estimate Forecast
1 0.1642 0.162503 0.16544 31 0.11586343 0.106995 0.115427
2 0.1565 0.157247 0.1601 32 0.119512935 0.105943 0.115883
3 0.168425324 0.168757 0.171574 33 0.118884858 0.112204 0.122886
4 0.145005 0.146763 34 0.082601 0.089223
5 0.159723293 0.136135 0.140514 35 0.123152657 0.100262 0.109428
6 0.155129697 0.138934 0.145113 36 0.122215973 0.106982 0.11784
7 0.161908339 0.152652 0.15986 37 0.137968606 0.125489 0.137734
8 0.154414864 0.146455 0.154547 38 0.098164 0.106157
9 0.147746925 0.147105 0.150268 39 0.111964215 0.107014 0.115709
10 0.139014334 0.136783 0.140194 40 0.129786853 0.121201 0.131115
11 0.129620493 0.130856 0.134129 41 0.106477 0.114268
12 0.107313 0.109812 42 0.127637061 0.11241 0.121892
13 0.127747695 0.105771 0.110712 43 0.102182 0.109879
14 0.06781 0.06878 44 0.130162518 0.110161 0.120081
15 0.140545734 0.10758 0.112212 45 0.146261316 0.12804 0.139984
16 0.141163464 0.124733 0.131696 46 0.129851493 0.122716 0.136019
17 0.10054 0.104468 47 0.13845949 0.139247 0.147463
18 0.123496584 0.103044 0.109244 48 0.131770323 0.132435 0.140577
19 0.135975827 0.120456 0.12838 49 0.139801
20 0.116196971 0.108849 0.11759 50 0.130379
21 0.131808538 0.121991 0.131823 51 0.162865
22 0.085932 0.091169 52 0.169321
23 0.11556988 0.092192 0.100027 53 0.166315
24 0.107286341 0.098385 0.107482 54 0.173415
25 0.101427086 0.10222 0.106229 55 0.168077
26 0.123238537 0.112383 0.122931 56 0.175904
27 0.123847 0.131185 57 0.176758
28 0.093723 0.099209 58 0.159041
29 0.108545276 0.097417 0.104481 59 0.176286
30 0.09555355 0.092112 0.099558 60 0.170138
Table 4.2.1 Forecasting fraction non-conforming for data generated using AR(2)
process (11) observations missing
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Figure 4.2.1(a) Generated vs. Predicted values, AR(2) process, 11 observations missing























































Period 13 values missing Estimate Forecast Period 13 values missing Estimate Forecast
1 0.1642 0.162503 0.17044 31 0.092914 0.098979
2 0.1565 0.157247 0.1651 32 0.119512935 0.097494 0.106005
3 0.168425324 0.168757 0.176574 33 0.118884858 0.106994 0.116826
4 0.170067154 0.170107 0.177919 34 0.074644 0.080647
5 0.159723293 0.160108 0.167878 35 0.123152657 0.098089 0.106877
6 0.155129697 0.154539 0.162374 36 0.065109 0.071076
7 0.161908339 0.162611 0.170368 37 0.137968606 0.106497 0.115961
8 0.154414864 0.152629 0.160584 38 0.068802 0.075421
9 0.147746925 0.15076 0.158381 39 0.111964215 0.100805 0.109007
10 0.139014334 0.138781 0.146427 40 0.076426 0.083274
11 0.129620493 0.131779 0.139186 41 0.049977 0.05571
12 0.107877 0.109483 42 0.127637061 0.0965 0.105693
13 0.127747695 0.105595 0.109662 43 0.078233 0.085916
14 0.066829 0.066971 44 0.130162518 0.105645 0.116053
15 0.140545734 0.10703 0.110896 45 0.146261316 0.125102 0.13786
16 0.141163464 0.11992 0.126147 46 0.129851493 0.121361 0.135737
17 0.080218 0.082855 47 0.125096 0.135745
18 0.123496584 0.096074 0.101758 48 0.131770323 0.117989 0.130593
19 0.135975827 0.117443 0.125186 49 0.132431
20 0.116196971 0.107884 0.116551 50 0.109255
21 0.131808538 0.121989 0.131747 51 0.14848
22 0.08637 0.091385 52 0.133921
23 0.11556988 0.092209 0.099819 53 0.125815
24 0.107286341 0.098503 0.107359 54 0.151302
25 0.101427086 0.102266 0.111029 55 0.13954
26 0.123238537 0.112302 0.122616 56 0.156629
27 0.123932 0.131065 57 0.154771
28 0.100639538 0.099475 0.106738 58 0.134704
29 0.108545276 0.098914 0.107543 59 0.151574
30 0.09555355 0.097503 0.105916 60 0.149234
Table 4.2.2 Forecasting fraction non-conforming for data generated using AR(2)
process (13 observations missing)
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Figure 4.2.2(a) Generated vs. Predicted values, AR(2) process, 13 observations missing























































Period 16 values missing Estimate Forecast Period 16 values
missing Estimate Forecast
1 0.1642 0.162503 0.17044 31 0.082534 0.093865
2 0.1565 0.157247 0.1651 32 0.119512935 0.095457 0.10946
3 0.168425324 0.168757 0.176574 33 0.118884858 0.105576 0.121058
4 0.145005 0.151763 34 0.072276 0.084149
5 0.159723293 0.136135 0.145514 35 0.123152657 0.097923 0.112599
6 0.155129697 0.138934 0.150113 36 0.065251 0.077112
7 0.161908339 0.152652 0.16486 37 0.137968606 0.113547 0.128872
8 0.154414864 0.146455 0.154547 38 0.083404 0.096286
9 0.147746925 0.147105 0.155268 39 0.111964215 0.102606 0.116816
10 0.139014334 0.136783 0.145194 40 0.087555 0.100339
11 0.129620493 0.130856 0.139129 41 0.078506 0.090784
12 0.107313 0.114812 42 0.127637061 0.105052 0.11984
13 0.127747695 0.105771 0.115712 43 0.087064 0.100361
14 0.06781 0.07378 44 0.130162518 0.109171 0.124801
15 0.140545734 0.10758 0.117212 45 0.146261316 0.126776 0.14457
16 0.141163464 0.124733 0.136696 46 0.129851493 0.121524 0.140905
17 0.10054 0.109468 47 0.125228 0.140946
18 0.123496584 0.103044 0.114244 48 0.131770323 0.117984 0.135658
19 0.135975827 0.120456 0.13338 49 0.138797
20 0.116196971 0.108849 0.11759 50 0.120772
21 0.131808538 0.121991 0.131823 51 0.146147
22 0.085932 0.096169 52 0.137483
23 0.11556988 0.092192 0.105027 53 0.146681
24 0.107286341 0.098385 0.107482 54 0.156563
25 0.089996 0.100685 55 0.144516
26 0.123238537 0.102084 0.115774 56 0.159525
27 0.10388 0.115309 57 0.157522
28 0.08098 0.091164 58 0.136288
29 0.108545276 0.094765 0.106904 59 0.152936
30 0.09555355 0.090107 0.097851 60 0.150068
Table 4.2.3 Forecasting fraction non-conforming for data generated using AR(2)
process (16 observations missing)
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Figure 4.2.3(a) Generated vs. Predicted values, AR(2) process, 16 observations missing























































Period 18 values missing Estimate Forecast Period 18 values missing Estimate Forecast
1 0.1642 0.162503 0.17044 31 0.083852 0.090932
2 0.1565 0.157247 0.1651 32 0.119512935 0.121127 0.128028
3 0.168425324 0.168757 0.176574 33 0.118884858 0.103584 0.112184
4 0.145005 0.146763 34 0.058293 0.064869
5 0.159723293 0.136135 0.140514 35 0.123152657 0.096683 0.106201
6 0.155129697 0.138934 0.145113 36 0.060219 0.067552
7 0.161908339 0.152652 0.15986 37 0.137968606 0.112911 0.123798
8 0.104173 0.105746 38 0.081438 0.09005
9 0.147746925 0.121293 0.125806 39 0.111964215 0.102509 0.112462
10 0.139014334 0.119982 0.141609 40 0.087688 0.096231
11 0.129620493 0.120133 0.132814 41 0.078546 0.086531
12 0.091803 0.094449 42 0.127637061 0.105151 0.115633
13 0.127747695 0.101836 0.107361 43 0.088056 0.096971
14 0.062791 0.064583 44 0.130162518 0.128511 0.137609
15 0.140545734 0.106586 0.112151 45 0.094463 0.103411
16 0.141163464 0.124529 0.142454 46 0.129851493 0.113665 0.130696
17 0.100984 0.105853 47 0.106883 0.117103
18 0.123496584 0.103497 0.125588 48 0.131770323 0.114065 0.126796
19 0.135975827 0.121048 0.129798 49 0.129754
20 0.116196971 0.139247 0.144728 50 0.109225
21 0.131808538 0.112954 0.120529 51 0.134651
22 0.069924 0.074733 52 0.125501
23 0.11556988 0.088767 0.096554 53 0.134
24 0.107286341 0.094746 0.114312 54 0.143713
25 0.08693 0.093483 55 0.132081
26 0.123238537 0.101393 0.126046 56 0.186982
27 0.104223 0.111661 57 0.157166
28 0.082062 0.088226 58 0.150217
29 0.108545276 0.095231 0.113284 59 0.151383
30 0.09555355 0.090685 0.099278 60 0.146836
Table 4.2.4 Forecasting fraction non-conforming for data generated using AR(2)
process (18 observations missing)
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Figure 4.2.4(a) Generated vs. Predicted values, AR(2) process, 18 observations missing























































Period 10 obs. Missing Estimate Forecast Period 10 obs. Missing Estimate Forecast
1 0.1465 0.148913 0.147766 31 0.138325026 0.127773 0.13203
2 0.130053586 0.131088 0.134826 32 0.10357 0.104703
3 0.138678662 0.138381 0.142153 33 0.15460471 0.126486 0.130744
4 0.157103537 0.158063 0.161728 34 0.162430559 0.140254 0.166976
5 0.153766381 0.151151 0.155106 35 0.162554885 0.1518 0.159717
6 0.12782 0.1271 36 0.164281013 0.155009 0.168956
7 0.138591559 0.120463 0.121758 37 0.169349983 0.166638 0.175886
8 0.137380734 0.125169 0.137821 38 0.173767257 0.168429 0.17827
9 0.118681376 0.112171 0.120546 39 0.149667 0.153432
10 0.11673186 0.113595 0.117319 40 0.158672836 0.146661 0.151761
11 0.105432 0.104881 41 0.125563 0.127104
12 0.107904413 0.08996 0.091402 42 0.156703571 0.150393 0.154148
13 0.129791784 0.117269 0.120103 43 0.166318687 0.152965 0.168203
14 0.113370163 0.105398 0.114118 44 0.165603794 0.157548 0.164321
15 0.119406005 0.11495 0.119165 45 0.180469625 0.174806 0.182208
16 0.120469 0.121509 46 0.172775322 0.169365 0.177146
17 0.128191506 0.114073 0.116681 47 0.148605 0.1516
18 0.133870786 0.123948 0.137964 48 0.164728272 0.144262 0.149531
19 0.105905 0.106886 49 0.135555
20 0.071059 0.070174 50 0.127436
21 0.117405078 0.088133 0.090501 51 0.128409
22 0.122978165 0.102304 0.106969 52 0.150022
23 0.126881878 0.11885 0.129654 53 0.14333
24 0.124074717 0.117707 0.124219 54 0.171104
25 0.116652999 0.122151 0.128052 55 0.160352
26 0.127978247 0.120842 0.127536 56 0.149623
27 0.136740953 0.132031 0.139248 57 0.159085
28 0.14215751 0.144401 0.1513 58 0.147722
29 0.139708315 0.143327 0.149823 59 0.143592
30 0.130482 0.133243 60 0.147495
Table 4.3.1 Forecasting fraction non-conforming for data generated using
ARMA(1,1) process (10 observations missing)
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Period 11 obs. Missing Estimate Forecast Period 11 obs. Missing Estimate Forecast
1 0.1465 0.148913 0.153766 31 0.138325026 0.125428 0.13113
2 0.130053586 0.131088 0.135826 32 0.099397 0.102157
3 0.138678662 0.138381 0.143153 33 0.15460471 0.125729 0.131697
4 0.157103537 0.158063 0.162728 34 0.162430559 0.140056 0.14851
5 0.153766381 0.151151 0.156106 35 0.162554885 0.151944 0.161577
6 0.12782 0.1281 36 0.164281013 0.155353 0.165978
7 0.138591559 0.120463 0.122758 37 0.169349983 0.167088 0.177964
8 0.137380734 0.125169 0.128821 38 0.173767257 0.168633 0.180237
9 0.118681376 0.112171 0.116546 39 0.167786 0.173698
10 0.11673186 0.113595 0.118319 40 0.158672836 0.153778 0.160233
11 0.105432 0.105881 41 0.13265 0.135727
12 0.107904413 0.08996 0.092402 42 0.156703571 0.150766 0.155926
13 0.129791784 0.117269 0.121103 43 0.166318687 0.154769 0.161212
14 0.113370163 0.105398 0.110118 44 0.165603794 0.157667 0.165623
15 0.119406005 0.11495 0.120165 45 0.180469625 0.175176 0.183719
16 0.120469 0.122509 46 0.172775322 0.169504 0.178411
17 0.128191506 0.114073 0.117681 47 0.148682 0.15279
18 0.133870786 0.123948 0.128964 48 0.164728272 0.144255 0.150638
19 0.105905 0.107886 49 0.135587
20 0.071059 0.071174 50 0.125355
21 0.117405078 0.088133 0.091501 51 0.142059
22 0.122978165 0.102304 0.107969 52 0.157241
23 0.126881878 0.11885 0.125654 53 0.149556
24 0.124074717 0.117707 0.125219 54 0.170417
25 0.116652999 0.122151 0.129052 55 0.162809
26 0.091493 0.094228 56 0.150531
27 0.136740953 0.112396 0.117836 57 0.160586
28 0.14215751 0.13439 0.140932 58 0.149119
29 0.139708315 0.13517 0.142216 59 0.144967
30 0.118684 0.122557 60 0.148855
Table 4.3.2 Forecasting fraction non-conforming for data generated using
ARMA(1,1) process (11 observations missing)
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Figure 4.3.2(a) Generated vs. Predicted values, ARMA(1,1) process, 11 observations missing
























































Period 13 obs. Missing Estimate Forecast Period 13 obs. Missing Estimate Forecast
1 0.1465 0.148913 0.157766 31 0.138325026 0.126992 0.136631
2 0.130053586 0.131088 0.139826 32 0.102395 0.108961
3 0.138678662 0.138381 0.147153 33 0.15460471 0.126365 0.136069
4 0.157103537 0.158063 0.166728 34 0.08855 0.095122
5 0.153766381 0.151151 0.160106 35 0.162554885 0.129892 0.140093
6 0.12782 0.1321 36 0.164281013 0.140886 0.153687
7 0.138591559 0.120463 0.126758 37 0.169349983 0.161298 0.175242
8 0.137380734 0.125169 0.132821 38 0.173767257 0.16533 0.180211
9 0.118681376 0.112171 0.120546 39 0.144685 0.15422
10 0.11673186 0.113595 0.122319 40 0.158672836 0.146437 0.157332
11 0.105432 0.109881 41 0.124612 0.132189
12 0.107904413 0.08996 0.096402 42 0.156703571 0.150334 0.160146
13 0.129791784 0.117269 0.125103 43 0.166318687 0.15355 0.16478
14 0.113370163 0.105398 0.114118 44 0.165603794 0.157776 0.170498
15 0.119406005 0.11495 0.124165 45 0.180469625 0.175411 0.188695
16 0.120469 0.126509 46 0.172775322 0.166445 0.180627
17 0.128191506 0.114073 0.121681 47 0.172603 0.182248
18 0.133870786 0.123948 0.132964 48 0.123025 0.129353
19 0.105905 0.111886 49 0.099181
20 0.071059 0.075174 50 0.086223
21 0.117405078 0.088133 0.095501 51 0.078405
22 0.122978165 0.102304 0.111969 52 0.095425
23 0.126881878 0.11885 0.129654 53 0.082307
24 0.124074717 0.117707 0.129219 54 0.10434
25 0.117401 0.125281 55 0.089884
26 0.127978247 0.108881 0.118883 56 0.074299
27 0.136740953 0.124246 0.135637 57 0.07992
28 0.14215751 0.140509 0.152134 58 0.05502
29 0.139708315 0.140247 0.151811 59 0.071473
30 0.126227 0.134259 60 0.0526
Table 4.3.3 Forecasting fraction non-conforming for data generated using
ARMA(1,1) process (13 observations missing)
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Figure 4.3.3(a) Generated vs. Predicted values, ARMA(1,1) process, 13 observations missing
























































Period 18 obs. Missing Estimate Forecast Period 18 obs. Missing Estimate Forecast
1 0.1465 0.148913 0.147766 31 0.138325026 0.122751 0.139308
2 0.130053586 0.131088 0.146826 32 0.09291 0.107023
3 0.112233 0.12266 33 0.15460471 0.124695 0.142131
4 0.157103537 0.136899 0.149571 34 0.162430559 0.142296 0.16197
5 0.153766381 0.140084 0.154277 35 0.162554885 0.150348 0.171379
6 0.104523 0.115149 36 0.119525 0.135473
7 0.138591559 0.114237 0.127569 37 0.169349983 0.147506 0.165882
8 0.137380734 0.121447 0.13655 38 0.173767257 0.153985 0.174559
9 0.118681376 0.1101 0.126157 39 0.125542 0.141629
10 0.096718 0.108542 40 0.158672836 0.144779 0.16241
11 0.061353 0.071001 41 0.130784 0.145823
12 0.107904413 0.073166 0.086674 42 0.107998 0.121616
13 0.129791784 0.112027 0.127509 43 0.166318687 0.140805 0.157258
14 0.113370163 0.102486 0.119178 44 0.165603794 0.151588 0.17071
15 0.119406005 0.113532 0.131056 45 0.137346 0.153669
16 0.137517 0.152398 46 0.172775322 0.151856 0.170503
17 0.104615 0.117688 47 0.118637 0.134101
18 0.133870786 0.116238 0.131812 48 0.164728272 0.145583 0.164694
19 0.096569 0.109948 49 0.157298
20 0.067176 0.07911 50 0.142531
21 0.117405078 0.087543 0.102796 51 0.130571
22 0.122978165 0.108145 0.125501 52 0.164312
23 0.126881878 0.118083 0.136688 53 0.176466
24 0.087311 0.101895 54 0.15927
25 0.116652999 0.10468 0.120595 55 0.183165
26 0.127978247 0.109085 0.127099 56 0.169907
27 0.136740953 0.123703 0.143166 57 0.166851
28 0.14215751 0.144794 0.163884 58 0.1777
29 0.135974 0.152042 59 0.15768
30 0.105533 0.119881 60 0.170909
Table 4.3.4 Forecasting fraction non-conforming for data generated using
ARMA(1,1) process (18 observations missing)
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Figure 4.3.4(a) Generated vs. Predicted values, ARMA(1,1) process, 18 observations missing
























































Period 11 obs. Missing Estimate Forecast Period 11 obs. Missing Estimate Forecast
1 0.066460039 0.070415 0.069831 31 0.057862093 0.055498 0.062382
2 0.068406027 0.066673 0.066281 32 0.072386077 0.067588 0.075004
3 0.069022682 0.071403 0.070747 33 0.066056977 0.065613 0.073079
4 0.060061276 0.057793 0.057389 34 0.044668 0.049475
5 0.059611554 0.061685 0.061051 35 0.070092187 0.06055 0.066417
6 0.048523 0.045204 36 0.083032668 0.080482 0.086711
7 0.061069648 0.047798 0.050953 37 0.077154064 0.071375 0.078246
8 0.063367129 0.054482 0.060125 38 0.045250608 0.049604 0.055991
9 0.077372599 0.068289 0.074942 39 0.072075606 0.06868 0.075444
10 0.040029 0.043566 40 0.04246 0.046803
11 0.078609831 0.061984 0.067368 41 0.032493901 0.036643 0.040525
12 0.095618202 0.088144 0.094359 42 0.024588 0.028062
13 0.086649656 0.077237 0.084498 43 0.040396009 0.030819 0.035358
14 0.055647 0.06016 44 0.027134 0.031244
15 0.086791981 0.071725 0.077912 45 0.034510139 0.02885 0.033589
16 0.035754 0.039407 46 0.042137827 0.033651 0.039593
17 0.077484967 0.058338 0.064118 47 0.055724682 0.052387 0.0587
18 0.064368993 0.058361 0.064993 48 0.045733141 0.053361 0.058827
19 0.046773 0.05118 49 0.042156
20 0.059921581 0.049146 0.054751 50 0.023817
21 0.05451498 0.05132 0.057279 51 0.0382
22 0.055040064 0.048739 0.055593 52 0.011286
23 0.061028263 0.063222 0.069832 53 0.034813
24 0.080415 0.086186 54 0.025971
25 0.073778102 0.066507 0.073086 55 0.025998
26 0.068166136 0.06315 0.070442 56 0.021755
27 0.068164771 0.07102 0.077994 57 0.024308
28 0.04252 0.04688 58 0.017798
29 0.072138127 0.060195 0.065882 59 0.032348
30 0.06517116 0.05742 0.063968 60 0.040951
Table 4.4.1 Forecasting fraction non-conforming for data generated using
ARMA(1,2) process (11 observations missing)
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Figure 4.4.1(a) Generated vs. Predicted values, ARMA(1,2) process, 11 observations missing
















































Period 15 obs. Missing Estimate Forecast Period 15 obs. Missing Estimate Forecast
1 0.066460039 0.070415 0.069831 31 0.057862093 0.05417 0.062805
2 0.068406027 0.066673 0.066281 32 0.049323 0.056168
3 0.069022682 0.071403 0.070747 33 0.066056977 0.055578 0.063587
4 0.060061276 0.057793 0.057389 34 0.029816 0.035873
5 0.059611554 0.061685 0.061051 35 0.070092187 0.056641 0.064193
6 0.048523 0.053204 36 0.083032668 0.078697 0.086864
7 0.061069648 0.047798 0.053953 37 0.053361 0.060432
8 0.063367129 0.054482 0.061625 38 0.045250608 0.041975 0.049671
9 0.077372599 0.068289 0.076442 39 0.072075606 0.067336 0.075558
10 0.040029 0.045066 40 0.032859 0.039048
11 0.078609831 0.061984 0.068868 41 0.032493901 0.035782 0.041605
12 0.095618202 0.088144 0.095859 42 0.02338 0.029035
13 0.086649656 0.077237 0.085998 43 0.040396009 0.030999 0.037698
14 0.055647 0.06166 44 0.024014 0.030178
15 0.086791981 0.071725 0.079412 45 0.024481 0.030658
16 0.035754 0.040907 46 0.042137827 0.0316 0.039272
17 0.077484967 0.058338 0.065618 47 0.055724682 0.051837 0.05994
18 0.064368993 0.058361 0.066493 48 0.045733141 0.052922 0.060227
19 0.046773 0.05268 49 0.035898
20 0.059921581 0.049146 0.056251 50 0.025079
21 0.05451498 0.05132 0.058779 51 0.044784
22 0.055040064 0.048739 0.057093 52 0.009898
23 0.061028263 0.063222 0.071332 53 0.037418
24 0.080415 0.087686 54 0.02717
25 0.073778102 0.066507 0.074586 55 0.027005
26 0.04608 0.052062 56 0.021723
27 0.068164771 0.059897 0.066798 57 0.027532
28 0.024057 0.029149 58 0.020757
29 0.072138127 0.055574 0.062506 59 0.036306
30 0.06517116 0.054556 0.062667 60 0.044581
Table 4.4.2 Forecasting fraction non-conforming for data generated using
ARMA(1,2) process (15 observations missing)
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Figure 4.4.2(a) Generated vs. Predicted values, ARMA(1,2) process, 15 observations missing
















































Period 17 obs. Missing Estimate Forecast Period 17 obs. Missing Estimate Forecast
1 0.066460039 0.070415 0.069831 31 0.057862093 0.046241 0.053812
2 0.068406027 0.066673 0.071281 32 0.034259 0.040758
3 0.069022682 0.071403 0.070747 33 0.066056977 0.051579 0.059687
4 0.060061276 0.057793 0.057389 34 0.0243 0.030717
5 0.059611554 0.061685 0.061051 35 0.070092187 0.055352 0.063408
6 0.048523 36 0.083032668 0.078234 0.08697
7 0.061069648 0.047798 0.053953 37 0.049869 0.057332
8 0.063367129 0.054482 0.061625 38 0.045250608 0.041598 0.049757
9 0.077372599 0.068289 0.076442 39 0.072075606 0.068429 0.076994
10 0.040029 0.045066 40 0.031387 0.037978
11 0.078609831 0.061984 0.068868 41 0.032493901 0.036125 0.042312
12 0.095618202 0.088144 0.095859 42 0.015584 0.02134
13 0.086649656 0.077237 0.085998 43 0.040396009 0.033125 0.039689
14 0.055647 0.06166 44 0.018935 0.025186
15 0.086791981 0.071725 0.079412 45 0.024857 0.031356
16 0.035754 0.040907 46 0.042137827 0.031445 0.03946
17 0.077484967 0.058338 0.065618 47 0.055724682 0.05215 0.060563
18 0.064368993 0.058361 0.066493 48 0.045733141 0.053101 0.060695
19 0.046773 0.05268 49 0.031115
20 0.059921581 0.049146 0.056251 50 0.026134
21 0.05451498 0.05132 0.058779 51 0.048349
22 0.055040064 0.048739 0.057093 52 0.01083
23 0.061028263 0.063222 0.071332 53 0.039855
24 0.080415 0.087686 54 0.021604
25 0.048313 0.054268 55 0.036329
26 0.024625 0.029417 56 0.023812
27 0.068164771 0.05442 0.06074 57 0.032577
28 0.015144 0.020043 58 0.023601
29 0.072138127 0.053407 0.060387 59 0.039914
30 0.027893 0.033816 60 0.048232
Table 4.4.3 Forecasting fraction non-conforming for data generated using
ARMA(1,2) process (17 observations missing)
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Figure 4.4.3(a) Generated vs. Predicted values, ARMA(1,2) process, 17 observations missing
















































Period 18 obs. Missing Estimate Forecast Period 18 obs. Missing Estimate Forecast
1 0.066460039 0.070415 0.069831 31 0.057862093 0.046241 0.052812
2 0.068406027 0.066673 0.073281 32 0.034259 0.039758
3 0.069022682 0.071403 0.077747 33 0.066056977 0.051579 0.058687
4 0.060061276 0.057793 0.064389 34 0.0243 0.029717
5 0.059611554 0.061685 0.068051 35 0.070092187 0.055352 0.062408
6 0.048523 0.052204 36 0.083032668 0.078234 0.08597
7 0.061069648 0.047798 0.052953 37 0.049869 0.056332
8 0.063367129 0.054482 0.060625 38 0.045250608 0.041598 0.048757
9 0.077372599 0.068289 0.075442 39 0.072075606 0.068429 0.075994
10 0.040029 0.044066 40 0.031387 0.036978
11 0.078609831 0.061984 0.067868 41 0.032493901 0.036125 0.041312
12 0.095618202 0.088144 0.094859 42 0.015584 0.02034
13 0.086649656 0.077237 0.084998 43 0.040396009 0.033125 0.038689
14 0.055647 0.06066 44 0.018935 0.024186
15 0.086791981 0.071725 0.078412 45 0.024857 0.030356
16 0.035754 0.039907 46 0.042137827 0.031445 0.03846
17 0.077484967 0.058338 0.064618 47 0.055724682 0.05215 0.059563
18 0.064368993 0.058361 0.065493 48 0.067391 0.075101
19 0.046773 0.05168 49 0.043396
20 0.059921581 0.049146 0.055251 50 0.039532
21 0.05451498 0.05132 0.057779 51 0.062863
22 0.055040064 0.048739 0.056093 52 0.026461
23 0.061028263 0.063222 0.070332 53 0.056603
24 0.080415 0.086686 54 0.039468
25 0.048313 0.053268 55 0.05531
26 0.024625 0.028417 56 0.043909
27 0.068164771 0.05442 0.05974 57 0.05379
28 0.015144 0.019043 58 0.045931
29 0.072138127 0.053407 0.059387 59 0.06336
30 0.027893 0.032816 60 0.077707
Table 4.4.4 Forecasting fraction non-conforming for data generated using
ARMA(1,2) process (18 observations missing)
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Figure 4.4.4(a) Generated vs. Predicted values, ARMA(1,2) process, 18 observations missing
















































Period 11 obs. Missing Estimate Forecast Period 11 obs. Missing Estimate Forecast
1 0.101417725 0.091112 0.097957 31 0.042256 0.049574
2 0.104934133 0.109469 0.11581 32 0.052658789 0.038402 0.047305
3 0.016617 0.015801 33 0.070499177 0.059791 0.069884
4 0.116023022 0.074885 0.078639 34 0.054464728 0.043861 0.055131
5 0.080922007 0.071516 0.076315 35 0.04343 0.051514
6 0.099886633 0.093919 0.099381 36 0.0620485 0.056242 0.065149
7 0.094682663 0.080712 0.087727 37 0.049443655 0.041285 0.051099
8 0.07593737 0.070697 0.078294 38 0.062172423 0.0554 0.065967
9 0.090285713 0.087723 0.095605 39 0.017781 0.024943
10 0.030924 0.033445 40 0.042668614 0.030299 0.038835
11 0.056614679 0.039837 0.044222 41 0.022828031 0.025768 0.033978
12 0.067695322 0.060475 0.065662 42 0.019874 0.026797
13 0.044159983 0.033847 0.04018 43 0.023460506 0.019995 0.027409
14 0.03987 0.043707 44 0.006119 0.012711
15 0.037047144 0.014802 0.021794 45 0.022340746 0.01731 0.024462
16 0.027258606 0.036536 0.042497 46 0.051637085 0.027037 0.036922
17 0.023539 0.027609 47 0.046641543 0.03957 0.050458
18 0.026992 0.031002 48 0.037209459 0.044729 0.054781
19 0.037437339 0.022684 0.028333 49 0.026864
20 0.033519587 0.019885 0.027049 50 0.033693
21 0.047304722 0.03911 0.047185 51 0.009177
22 0.032965677 0.023242 0.032696 52 0.031266
23 0.038172224 0.039422 0.048737 53 0.031517
24 0.050894 0.058483 54 0.049418
25 0.052574234 0.035393 0.044891 55 0.038668
26 0.041473637 0.041936 0.051368 56 0.030719
27 0.068509549 0.046154 0.05807 57 0.044714
28 0.041733999 0.051267 0.062124 58 0.030008
29 0.074192064 0.06937 0.08091 59 0.032679
30 0.034715071 0.049303 0.058774 60 0.045356
Table 4.6.2 Forecasting fraction non-conforming for data generated using
ARMA(2,2) process (11 observations missing)
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Figure 4.5.1(a) Generated vs. Predicted values, ARMA(2,2) process, 11 observations missing


















































Period 14 obs. Missing Estimate Forecast Period 14 obs. Missing Estimate Forecast
1 0.101417725 0.091112 0.100457 31 0.020511 0.02934
2 0.104934133 0.109469 0.11831 32 0.052658789 0.032455 0.043529
3 0.016617 0.018301 33 0.070499177 0.056105 0.068778
4 0.116023022 0.074885 0.081139 34 0.00636 0.015887
5 0.080922007 0.071516 0.078815 35 -0.00156 0.006927
6 0.099886633 0.093919 0.101881 36 0.0620485 0.046588 0.057263
7 0.094682663 0.080712 0.090227 37 0.049443655 0.033627 0.04606
8 0.07593737 0.070697 0.080794 38 0.062172423 0.050848 0.064539
9 0.090285713 0.087723 0.098105 39 0.011933 0.022499
10 0.030924 0.035945 40 0.042668614 0.02912 0.041191
11 0.056614679 0.039837 0.046722 41 0.022828031 0.023205 0.035204
12 0.067695322 0.060475 0.068162 42 0.036986 0.048087
13 0.044159983 0.033847 0.04268 43 0.023460506 0.022386 0.03364
14 0.03987 0.046207 44 0.016118 0.026451
15 0.037047144 0.014802 0.024294 45 0.022340746 0.020601 0.031128
16 0.027258606 0.036536 0.044997 46 0.051637085 0.031474 0.04486
17 0.023539 0.030109 47 0.023537 0.034875
18 0.026992 0.033502 48 0.037209459 0.039144 0.050266
19 0.037437339 0.022684 0.030833 49 0.060345
20 0.033519587 0.019885 0.029549 50 0.063674
21 0.047304722 0.03911 0.049685 51 0.034694
22 0.032965677 0.023242 0.035196 52 0.056139
23 0.038172224 0.039422 0.051237 53 0.049995
24 0.050894 0.060983 54 0.070646
25 0.052574234 0.035393 0.047391 55 0.055769
26 0.041473637 0.041936 0.053868 56 0.053052
27 0.068509549 0.046154 0.06057 57 0.061916
28 0.041733999 0.051267 0.064624 58 0.044784
29 0.051081 0.061507 59 0.055074
30 0.034715071 0.038088 0.048035 60 0.072615
Table 4.5.2 Forecasting fraction non-conforming for data generated using
ARMA(2,2) process (14 observations missing)
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Figure 4.5.2(a) Generated vs. Predicted values, ARMA(2,2) process, 14 observations missing


















































Period 12 obs. Missing Estimate Forecast Period 12 obs. Missing Estimate Forecast
1 0.101417725 0.091112 0.097957 31 0.042256 0.049574
2 0.104934133 0.109469 0.11581 32 0.052658789 0.038402 0.047305
3 0.016617 0.015801 33 0.070499177 0.059791 0.069884
4 0.116023022 0.074885 0.078639 34 0.054464728 0.043861 0.055131
5 0.080922007 0.071516 0.076315 35 0.04343 0.051514
6 0.099886633 0.093919 0.099381 36 0.0620485 0.056242 0.065149
7 0.094682663 0.080712 0.087727 37 0.049443655 0.041285 0.051099
8 0.07593737 0.070697 0.078294 38 0.062172423 0.0554 0.065967
9 0.090285713 0.087723 0.095605 39 0.017781 0.024943
10 0.030924 0.033445 40 0.042668614 0.030299 0.038835
11 0.056614679 0.039837 0.044222 41 0.022828031 0.025768 0.033978
12 0.067695322 0.060475 0.065662 42 0.019874 0.026797
13 0.044159983 0.033847 0.04018 43 0.023460506 0.019995 0.027409
14 0.03987 0.043707 44 0.006119 0.012711
15 0.037047144 0.014802 0.021794 45 0.022340746 0.01731 0.024462
16 0.027258606 0.036536 0.042497 46 0.051637085 0.027037 0.036922
17 0.023539 0.027609 47 0.017872 0.025955
18 0.026992 0.031002 48 0.037209459 0.03362 0.042101
19 0.037437339 0.022684 0.028333 49 0.031779
20 0.033519587 0.019885 0.027049 50 0.037037
21 0.047304722 0.03911 0.047185 51 0.01095
22 0.032965677 0.023242 0.032696 52 0.031468
23 0.038172224 0.039422 0.048737 53 0.030148
24 0.050894 0.058483 54 0.046478
25 0.052574234 0.035393 0.044891 55 0.034157
26 0.041473637 0.041936 0.051368 56 0.024637
27 0.068509549 0.046154 0.05807 57 0.037061
28 0.041733999 0.051267 0.062124 58 0.020784
29 0.074192064 0.06937 0.08091 59 0.013911
30 0.034715071 0.049303 0.058774 60 0.040397
Table 4.5.3 Forecasting fraction non-conforming for data generated using
ARMA(2,2) process (12 observations missing)
86
Figure 4.5.3(a) Generated vs. Predicted values, ARMA(2,2) process, 12 observations missing


















































5. CONCLUSIONS AND FUTURE RESEARCH
5.1 CONCLUSIONS
The results using Holt-Winters method for data generated using Autoregressive, Moving
Average and Autoregressive Moving Average process illustrate that the method gives acceptable
results even with some of the observations missing. This is further confirmed by performing the
tracking signal analysis which shows that for almost all the methods, only a few number of
forecasts are biased. The maximum number of missing observations considered is 18 which is
almost 40% of the total number of observations. Thus based on the results obtained, it can be
concluded that the Holt-Winters method for missing observations is good for a substantial
number of observations missing.
It can be concluded from the data generated and the forecast observed that work-in-
process quality is affected by the pattern of seasonality. This seasonal pattern is fairly predictable
using the Holt-Winters method, unless otherwise influenced by some extraordinary conditions.
For making the forecast of percent non-conforming, the past historical data is analyzed in this
research to explore a pattern of fluctuation, which has been observed to be a good guide for the
future forecasts. Curves plotted after generating the forecasts indicate reduced fluctuations; the
curves are smoothed and show seasonal regularity. In other words, when an average fraction
non-confirming is estimated using Holt-Winters method, the effects of WIP quality fluctuations
are smoothened. An important decision, which has to be taken in time, is that of adjusting the
process with the fluctuations in the WIP quality. This method can be applied to scenarios where
there is change in demand over season and also where the level of the demand changes over time
simultaneously.  Practically, this method has been applied in several instances with appropriate
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results, although the assumption of missing observations was not considered in all of these cases.
The use of additive and multiplicative versions of this method has been made for forecasting for
incoming calls to telemarketing centers for the purposes of planning and budgeting. Another
instance of the use of this method has been for forecasting monthly claims for the Workers
Compensation Board of the University of British Columbia. This was done with the aim of
developing software for future use by non-expert staff.
5.2 FUTURE RESEARCH
There is not much research done specifically in the field of quality control with the
assumption of variable percent non-conforming. This approach provides a much more realistic
estimate for the percent non-conforming than assuming it to be a constant value. The research
opportunities using this approach are endless. The effectiveness of the different approaches to
inspection can be compared using many distributions (including beta) for percent non-
conforming. Also, the effectiveness of various sampling plans can be compared.
This research uses Autoregressive, Moving Average and Autoregressive Moving Average
process for generating values of fraction non-conforming for all the periods except the first one.
Moreover, investigations comparing the used research methodology can be applied to obtain
optimal results by interpolating missing observations in corresponding seasonal Autoregressive
Integrated Moving Average (ARIMA) process. This research deals only with additive models, so
similar model could be developed considering multiplicative models and the same approach
could be applied to those.
Another major issue on work-in-process quality that can be targeted is corrective control
of process conditions for achieving a target quality. So, a causal forecasting model that will be
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based on multiple regression models can be used to predict a WIP quality under the current
process conditions. This will require to find the most significant process variables affecting
quality, set of process conditions and quality indices of WIP. Further, the most stable and
corrective process conditions for achieving a target quality can also be found out using this
approach. A computer model to implement these systems can also be developed. Most statistical
time series forecasting methods are based upon some assumptions on the data generating
process. This research presents a similar approach in which assumptions are made regarding the
data generation. These assumptions, however, may not be necessarily satisfied in practical
situations. So robustness properties of some forecasting methods for seasonal time series could
be investigated. These investigations might include whether the various methods have reasonably
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Period Errors Error Sq. Delta(t) Y(T) Q(T) Q(T)/Delta(T)
1 0.009505 9.03361E-05 0.007866 0.009505 0.001045 0.13292022
2 -0.01274 0.000162431 0.008354 -0.00324 -0.00033 -0.03992753
4 0.008509 7.2402E-05 0.008369 0.005269 0.000551 0.06580311
5 0.003494 1.22048E-05 0.007882 0.008762 0.000845 0.10721196
6 0.000823 6.77208E-07 0.007176 0.009585 0.000843 0.11745072
7 -0.00029 8.27853E-08 0.006487 0.009297 0.00073 0.11249428
8 -0.00262 6.83891E-06 0.0061 0.006682 0.000395 0.06479815
9 -0.00182 3.29789E-06 0.005671 0.004866 0.000174 0.03070236
11 0.004814 2.31764E-05 0.005586 0.00968 0.000638 0.11424526
12 0.003809 1.45095E-05 0.005408 0.01349 0.000955 0.17663399
13 -0.00542 2.94116E-05 0.005409 0.008066 0.000317 0.05867137
15 0.014582 0.000212621 0.006327 0.022648 0.001744 0.27562531
18 -0.01458 0.000212701 0.007152 0.008064 0.000111 0.01551803
19 0.006612 4.3714E-05 0.007098 0.014675 0.000761 0.10721588
20 0.003633 1.31985E-05 0.006752 0.018308 0.001048 0.15525411
21 -0.00104 1.07347E-06 0.00618 0.017272 0.00084 0.13588698
22 -0.00043 1.81475E-07 0.005605 0.016846 0.000713 0.1272536
23 0.000365 1.33436E-07 0.005081 0.017211 0.000678 0.13352821
24 -0.00249 6.21254E-06 0.004822 0.014719 0.000361 0.07493651
26 -0.00351 1.23335E-05 0.004691 0.011207 -2.6E-05 -0.00553801
27 0.012719 0.000161785 0.005494 0.023926 0.001249 0.22726553
29 -0.00202 4.07795E-06 0.005146 0.021907 0.000922 0.17910915
30 0.005559 3.09002E-05 0.005188 0.027466 0.001385 0.26707101
31 0.006851 4.69374E-05 0.005354 0.034317 0.001932 0.360858
32 -0.00734 5.38041E-05 0.005552 0.026982 0.001005 0.18106945
34 0.016842 0.000283645 0.006681 0.043824 0.002589 0.38750669
35 -0.00924 8.54104E-05 0.006937 0.034582 0.001406 0.20266102
36 0.006157 3.79058E-05 0.006859 0.040739 0.001881 0.27423048
37 -0.00745 5.54608E-05 0.006918 0.033291 0.000948 0.13705855
38 0.000432 1.86717E-07 0.006269 0.033724 0.000897 0.14300627
39 -0.00579 3.35138E-05 0.006221 0.027934 0.000228 0.03664629
41 5.16E-05 2.66463E-09 0.005604 0.027986 0.00021 0.0375336
42 0.000967 9.35623E-07 0.005141 0.028953 0.000286 0.05564362
46 0.028431 0.000808303 0.00747 0.057384 0.003101 0.41508094
47 0.012234 0.000149682 0.007946 0.069618 0.004014 0.50513964





Table A.1.1 Tracking Signal Analysis { AR(1) process, 12 observations missing }
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Period Errors Error Sq. Delta(t) Y(T) Q(T) Q(T)/Delta(T)
1 -0.005 2.49547E-05 0.011086 -0.005 -0.0005 -0.04506083
2 -0.03204 0.001026872 0.013182 -0.03704 -0.00365 -0.27720341
4 -0.01326 0.000175731 0.013189 -0.0503 -0.00461 -0.34985008
5 -0.01761 0.000310024 0.013631 -0.0679 -0.00591 -0.43383043
6 -0.01902 0.00036159 0.01417 -0.08692 -0.00722 -0.50980995
7 -0.01993 0.000397305 0.014746 -0.10685 -0.00849 -0.5760705
8 -0.01841 0.000338961 0.015112 -0.12526 -0.00949 -0.62771627
9 -0.0162 0.000262444 0.015221 -0.14146 -0.01016 -0.66733899
11 -0.0038 1.44168E-05 0.014079 -0.14526 -0.00952 -0.67631064
12 -0.00806 6.49675E-05 0.013477 -0.15332 -0.00938 -0.69566978
13 -0.01546 0.000238989 0.013675 -0.16878 -0.00998 -0.73007327
15 0.008846 7.82468E-05 0.013192 -0.15993 -0.0081 -0.61406729
18 0.014445 0.000208646 0.013317 -0.14549 -0.00585 -0.43899954
20 0.016306 0.000265877 0.013616 -0.12918 -0.00363 -0.26667663
21 0.00573 3.28326E-05 0.012828 -0.12345 -0.0027 -0.21009551
22 0.000538 2.89E-07 0.011599 -0.12292 -0.00237 -0.20448681
24 0.013329 0.000177663 0.011772 -0.10959 -0.0008 -0.06810317
26 0.000893 7.96818E-07 0.010684 -0.10869 -0.00063 -0.05917899
27 0.015233 0.000232038 0.011139 -0.09346 0.000954 0.08566995
29 -0.00045 1.98365E-07 0.010069 -0.09391 0.000814 0.08086787
31 0.010482 0.00010988 0.010111 -0.08342 0.001781 0.17616027
32 0.010995 0.00012089 0.010199 -0.07243 0.002702 0.26497338
34 -0.0175 0.000306408 0.01093 -0.08993 0.000682 0.06237957
35 0.00821 6.74024E-05 0.010658 -0.08172 0.001435 0.13460719
36 0.00533 2.84124E-05 0.010125 -0.07639 0.001824 0.18016636
37 -0.00573 3.28789E-05 0.009686 -0.08213 0.001068 0.11030046
38 -0.00072 5.1948E-07 0.008789 -0.08285 0.000889 0.10119567
39 -0.00577 3.32783E-05 0.008487 -0.08862 0.000224 0.02634812
41 0.001784 3.18347E-06 0.007817 -0.08683 0.00038 0.0485718
42 0.000817 6.67363E-07 0.007117 -0.08602 0.000423 0.0594928
46 0.026098 0.00068113 0.009015 -0.05992 0.002991 0.33176681




Table A.1.2 Tracking Signal Analysis { AR(1) process, 16 observations missing }
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Period Errors Error Sq. Delta(t) Y(T) Q(T) Q(T)/Delta(T)
2 -0.01113 0.000123971 0.009451 -0.01113 -0.00111 -0.11781302
4 -0.01011 0.00010227 0.009517 -0.02125 -0.00201 -0.21155541
5 -0.01874 0.000351121 0.010439 -0.03999 -0.00369 -0.35308163
7 -0.01035 0.000107037 0.01043 -0.05033 -0.00435 -0.41725295
8 -0.01648 0.000271633 0.011035 -0.06681 -0.00556 -0.50428956
9 0.006837 4.67455E-05 0.010615 -0.05998 -0.00432 -0.40740022
11 -0.01935 0.0003745 0.011489 -0.07933 -0.00583 -0.50721891
12 -0.01608 0.00025859 0.011948 -0.09541 -0.00685 -0.57354189
13 -0.00586 3.43895E-05 0.01134 -0.10127 -0.00675 -0.59559602
15 -0.0018 3.2282E-06 0.010385 -0.10307 -0.00626 -0.60259243
18 0.005844 3.41554E-05 0.009931 -0.09722 -0.00505 -0.50828426
19 3.71E-05 1.37447E-09 0.008942 -0.09719 -0.00454 -0.50765891
20 -0.00064 4.1162E-07 0.008112 -0.09783 -0.00415 -0.51155292
22 0.015575 0.000242582 0.008858 -0.08225 -0.00218 -0.24577985
23 0.015633 0.000244383 0.009536 -0.06662 -0.0004 -0.04154514
24 0.005082 2.58292E-05 0.00909 -0.06154 0.000152 0.01668636
26 -0.00011 1.24324E-08 0.008192 -0.06165 0.000125 0.01530262
27 0.0229 0.0005244 0.009663 -0.03875 0.002403 0.24865761
29 -0.00193 3.70922E-06 0.008889 -0.04068 0.00197 0.22160479
30 0.000957 9.16724E-07 0.008096 -0.03972 0.001869 0.23081009
31 0.005379 2.89326E-05 0.007824 -0.03434 0.00222 0.28368777
34 0.002467 6.08775E-06 0.007289 -0.03187 0.002244 0.30793584
35 0.016385 0.000268457 0.008198 -0.01549 0.003658 0.4462471
37 0.01499 0.000224701 0.008878 -0.0005 0.004792 0.53975036
38 -0.00619 3.83531E-05 0.008609 -0.00669 0.003693 0.42898738
39 -0.00605 3.65561E-05 0.008353 -0.01274 0.002719 0.32555001
41 -0.0048 2.3007E-05 0.007997 -0.01753 0.001968 0.2460457
42 -0.00467 2.17808E-05 0.007664 -0.0222 0.001304 0.17016909
46 0.021121 0.000446101 0.00901 -0.00108 0.003286 0.36470044




Table A.1.3 Tracking Signal Analysis { AR(1) process, 18 observations
missing }
95
Period Error error Sq. delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00124 1.53637E-06 0.007104 -0.00124 -0.00012 -0.01744907
2 -0.0036 1.29611E-05 0.006753 -0.00484 -0.00047 -0.06982916
3 -0.00315 9.91478E-06 0.006393 -0.00799 -0.00074 -0.11564499
5 0.019209 0.000368993 0.007674 0.011221 0.001256 0.16360308
6 0.010017 0.000100332 0.007909 0.021237 0.002132 0.26953584
7 0.002049 4.19772E-06 0.007323 0.023286 0.002123 0.28997383
8 -0.00013 1.7398E-08 0.006604 0.023154 0.001898 0.28739719
9 -0.00252 6.35581E-06 0.006195 0.020633 0.001456 0.23500889
10 -0.00118 1.39121E-06 0.005694 0.019454 0.001192 0.20942486
11 -0.00451 2.03288E-05 0.005575 0.014945 0.000622 0.1116176
13 0.017035 0.000290201 0.006721 0.03198 0.002264 0.33678197
15 -0.02833 0.000802786 0.008882 0.003647 -0.0008 -0.08962758
16 0.009468 8.96379E-05 0.008941 0.013114 0.00023 0.02575445
18 0.014252 0.000203129 0.009472 0.027367 0.001632 0.17234534
19 0.007595 5.76907E-05 0.009284 0.034962 0.002229 0.24005422
20 -0.00139 1.94066E-06 0.008495 0.033569 0.001867 0.21971963
21 -1.4E-05 2.03444E-10 0.007647 0.033555 0.001679 0.21949213
23 0.015543 0.000241591 0.008437 0.049098 0.003065 0.36328559
24 -0.0002 3.82438E-08 0.007613 0.048903 0.002739 0.35978348
25 -0.0048 2.30541E-05 0.007332 0.044101 0.001985 0.27073073
26 0.000307 9.4283E-08 0.006629 0.044408 0.001817 0.27410865
29 0.004064 1.65192E-05 0.006373 0.048472 0.002042 0.32040499
30 -0.004 1.60363E-05 0.006136 0.044468 0.001437 0.23422916
31 0.000436 1.90278E-07 0.005566 0.044904 0.001337 0.24023067
32 0.00363 1.31789E-05 0.005372 0.048534 0.001566 0.29157122
33 -0.004 1.60108E-05 0.005235 0.044533 0.00101 0.19285453
35 0.013725 0.00018837 0.006084 0.058258 0.002281 0.37493199
36 0.004376 1.91464E-05 0.005913 0.062634 0.002491 0.421185
37 0.000235 5.51736E-08 0.005345 0.062868 0.002265 0.42372842
39 -0.00375 1.40269E-05 0.005185 0.059123 0.001664 0.32089797
40 -0.00133 1.76338E-06 0.0048 0.057795 0.001365 0.28435295
42 0.005745 3.30021E-05 0.004894 0.06354 0.001803 0.36835452
44 0.010082 0.000101642 0.005413 0.073622 0.002631 0.48600006
45 0.006278 3.94084E-05 0.005499 0.079899 0.002995 0.54467326
46 -0.00617 3.80409E-05 0.005566 0.073732 0.002079 0.37351476
47 -0.009 8.10599E-05 0.00591 0.064728 0.000971 0.16427145




Table A.2.1 Tracking Signal Analysis { AR(2) process, 11 observations
missing }
96
Period Error error Sq. delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00624 3.89314E-05 0.010045 -0.00624 -0.00062 -0.06211701
2 -0.0086 7.39627E-05 0.0099 -0.01484 -0.00142 -0.14358871
3 -0.00815 6.64025E-05 0.009725 -0.02299 -0.00209 -0.21534808
4 -0.00785 6.16523E-05 0.009538 -0.03084 -0.00267 -0.27994363
5 -0.00815 6.64968E-05 0.009399 -0.03899 -0.00322 -0.34241232
6 -0.00724 5.24812E-05 0.009184 -0.04624 -0.00362 -0.3942833
7 -0.00846 7.15717E-05 0.009112 -0.0547 -0.0041 -0.45052341
8 -0.00617 3.8058E-05 0.008817 -0.06087 -0.00431 -0.48896797
9 -0.01063 0.000113078 0.008999 -0.0715 -0.00494 -0.54935507
10 -0.00741 5.49535E-05 0.00884 -0.07892 -0.00519 -0.58714366
11 -0.00957 9.1498E-05 0.008913 -0.08848 -0.00563 -0.63145201
13 0.018086 0.0003271 0.00983 -0.07039 -0.00326 -0.33129248
15 0.02965 0.000879119 0.011812 -0.04074 3.4E-05 0.00287754
16 0.015017 0.0002255 0.012133 -0.02573 0.001532 0.12629227
18 0.021739 0.000472563 0.013093 -0.00399 0.003553 0.27135303
19 0.01079 0.000116424 0.012863 0.0068 0.004277 0.33247538
20 -0.00035 1.25283E-07 0.011612 0.006446 0.003814 0.32841378
21 6.13E-05 3.76345E-09 0.010457 0.006508 0.003438 0.32880777
23 0.015751 0.000248085 0.010986 0.022258 0.00467 0.42503444
24 -7.3E-05 5.33468E-09 0.009895 0.022185 0.004195 0.42398256
25 -0.0096 9.21956E-05 0.009866 0.012584 0.002816 0.28539218
26 0.000622 3.87167E-07 0.008941 0.013206 0.002596 0.29036514
28 -0.0061 3.71894E-05 0.008657 0.007107 0.001727 0.19946735
29 0.001002 1.00451E-06 0.007892 0.00811 0.001654 0.20963436
30 -0.01036 0.000107375 0.008139 -0.00225 0.000453 0.05562195
32 0.013508 0.000182453 0.008676 0.011255 0.001758 0.20265891
33 0.002059 4.23765E-06 0.008014 0.013314 0.001788 0.22314068
35 0.016276 0.000264894 0.00884 0.029589 0.003237 0.36617067
37 -0.02201 0.000484334 0.010157 0.007582 0.000712 0.07014943
39 0.002957 8.74637E-06 0.009437 0.010539 0.000937 0.09929025
42 0.021944 0.000481558 0.010688 0.032483 0.003038 0.28422985
44 0.01411 0.000199085 0.01103 0.046593 0.004145 0.37579406
45 0.008401 7.05797E-05 0.010767 0.054994 0.004571 0.42449933
46 -0.00589 3.46366E-05 0.010279 0.049109 0.003525 0.34293715




Table A.2.2 Tracking Signal Analysis { AR(2) process, 13 observations missing }
97
Period Error error Sq. delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00624 3.89314E-05 0.007096 -0.00624 -0.00062 -0.08792541
2 -0.0086 7.39627E-05 0.007247 -0.01484 -0.00142 -0.19616698
3 -0.00815 6.64025E-05 0.007337 -0.02299 -0.00209 -0.28544469
5 0.014209 0.000201901 0.008024 -0.00878 -0.00046 -0.05781828
6 0.005017 2.51659E-05 0.007723 -0.00376 8.41E-05 0.01088989
7 -0.00295 8.70938E-06 0.007246 -0.00671 -0.00022 -0.03028081
8 -0.00013 1.7398E-08 0.006535 -0.00685 -0.00021 -0.03223815
9 -0.00752 5.65665E-05 0.006633 -0.01437 -0.00094 -0.14196504
10 -0.00618 3.81862E-05 0.006588 -0.02055 -0.00147 -0.22244813
11 -0.00951 9.04162E-05 0.00688 -0.03006 -0.00227 -0.32991128
13 0.012035 0.000144848 0.007396 -0.01802 -0.00084 -0.11348706
15 0.023333 0.000544451 0.008989 0.005314 0.001578 0.17553757
16 0.004468 1.99606E-05 0.008537 0.009781 0.001867 0.21868365
18 0.009252 8.56057E-05 0.008609 0.019034 0.002605 0.30265657
19 0.002595 6.73631E-06 0.008007 0.021629 0.002604 0.32525959
20 -0.00139 1.94066E-06 0.007346 0.020236 0.002205 0.30012762
21 -1.4E-05 2.03444E-10 0.006613 0.020222 0.001983 0.29984719
23 0.010543 0.000111159 0.007006 0.030765 0.002839 0.40521428
24 -0.0002 3.82438E-08 0.006325 0.030569 0.002535 0.40086942
26 -0.00746 5.57233E-05 0.006439 0.023105 0.001535 0.23846027
29 0.001642 2.6951E-06 0.005959 0.024746 0.001546 0.25943999
30 -0.0023 5.27848E-06 0.005593 0.022449 0.001162 0.20770408
32 0.010052 0.000101052 0.006039 0.032501 0.002051 0.33959162
33 -0.00217 4.72304E-06 0.005652 0.030328 0.001628 0.28808584
35 0.010554 0.000111378 0.006142 0.040882 0.002521 0.41040272
37 0.009096 8.27444E-05 0.006438 0.049978 0.003178 0.49371021
39 -0.00485 2.3537E-05 0.006279 0.045127 0.002375 0.37830208
42 0.007797 6.07948E-05 0.006431 0.052924 0.002918 0.45367827
44 0.005361 2.87455E-05 0.006324 0.058285 0.003162 0.49999504
45 0.001691 2.85956E-06 0.005861 0.059976 0.003015 0.51442187
46 -0.01105 0.000122182 0.00638 0.048923 0.001608 0.25204339




Table A.2.3 Tracking Signal Analysis { AR(2) process, 16 observations missing }
98
Period Error error Sq. delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00624 3.89314E-05 0.010513 -0.00624 -0.00062 -0.05935239
2 -0.0086 7.39627E-05 0.010321 -0.01484 -0.00142 -0.13773055
3 -0.00815 6.64025E-05 0.010104 -0.02299 -0.00209 -0.20727082
5 0.019209 0.000368993 0.011015 -0.00378 3.61E-05 0.00327351
6 0.010017 0.000100332 0.010915 0.006237 0.001034 0.09474332
7 0.002049 4.19772E-06 0.010028 0.008286 0.001136 0.11323833
9 0.021941 0.000481415 0.01122 0.030227 0.003216 0.28665564
10 -0.00259 6.73305E-06 0.010357 0.027633 0.002635 0.25442031
11 -0.00319 1.02016E-05 0.009641 0.024439 0.002052 0.21286125
13 0.020387 0.00041562 0.010715 0.044825 0.003886 0.36262031
15 0.028395 0.00080625 0.012483 0.07322 0.006336 0.50759923
16 -0.00129 1.6651E-06 0.011364 0.071929 0.005574 0.49048035
18 -0.00209 4.37376E-06 0.010437 0.069838 0.004807 0.46061346
19 0.006178 3.81678E-05 0.010011 0.076016 0.004944 0.49390071
20 -0.02853 0.000814002 0.011863 0.047485 0.001597 0.1346099
21 0.011279 0.000127217 0.011804 0.058764 0.002565 0.21729716
23 0.019016 0.000361597 0.012526 0.07778 0.00421 0.33612319
24 -0.00703 4.93553E-05 0.011976 0.070755 0.003087 0.25774096
26 -0.00281 7.87921E-06 0.011059 0.067948 0.002497 0.22581613
29 -0.00474 2.24543E-05 0.010427 0.063209 0.001774 0.1701067
30 -0.00372 1.38733E-05 0.009756 0.059485 0.001224 0.12543607
32 -0.00851 7.25018E-05 0.009632 0.05097 0.00025 0.02594951
33 0.0067 4.48966E-05 0.009339 0.05767 0.000895 0.09583412
35 0.016952 0.000287373 0.0101 0.074622 0.002501 0.24758497
37 0.014171 0.00020081 0.010507 0.088793 0.003668 0.34905837
39 -0.0005 2.48064E-07 0.009507 0.088295 0.003251 0.34199046
42 0.012004 0.000144086 0.009756 0.100299 0.004126 0.42294871
44 -0.00745 5.54497E-05 0.009525 0.092852 0.002969 0.31170835
46 -0.00084 7.13719E-07 0.008657 0.092007 0.002588 0.29890797




Table A.2.4 Tracking Signal Analysis { AR(2) process, 18 observations missing }
99
Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00127 1.60321E-06 0.007375 -0.00127 -0.00013 -0.01716851
2 -0.00477 2.27779E-05 0.007115 -0.00604 -0.00059 -0.083097364
3 -0.00347 1.20694E-05 0.006751 -0.00951 -0.00088 -0.130283782
4 -0.00462 2.13858E-05 0.006538 -0.01414 -0.00125 -0.191800149
5 -0.00134 1.79484E-06 0.006018 -0.01548 -0.00126 -0.209791433
7 0.016834 0.000283384 0.0071 0.001357 0.000547 0.077056031
8 -0.00044 1.93798E-07 0.006434 0.000917 0.000448 0.069686473
9 -0.00186 3.47711E-06 0.005977 -0.00095 0.000217 0.036314127
10 -0.00059 3.44716E-07 0.005438 -0.00154 0.000137 0.025125258
12 0.016502 0.000272325 0.006544 0.014967 0.001773 0.270948755
13 0.009689 9.38736E-05 0.006859 0.024656 0.002565 0.373934986
14 -0.00075 5.58832E-07 0.006248 0.023908 0.002234 0.357495581
15 0.000241 5.82389E-08 0.005647 0.02415 0.002034 0.360241321
17 0.01151 0.000132482 0.006233 0.03566 0.002982 0.478374418
18 -0.00409 1.67504E-05 0.006019 0.031567 0.002274 0.377854976
21 0.026904 0.000723836 0.008108 0.058471 0.004737 0.584302123
22 0.016009 0.000256288 0.008898 0.07448 0.005865 0.659093897
23 -0.00277 7.68598E-06 0.008285 0.071708 0.005001 0.603579064
24 -0.00014 2.08141E-08 0.007471 0.071564 0.004486 0.600482532
25 -0.0114 0.000129946 0.007864 0.060164 0.002898 0.368484295
26 0.000443 1.95852E-07 0.007122 0.060607 0.002652 0.3724085
27 -0.00251 6.28769E-06 0.00666 0.058099 0.002136 0.320740248
28 -0.00914 8.35894E-05 0.006909 0.048957 0.001008 0.145958281
29 -0.01012 0.000102314 0.007229 0.038842 -0.0001 -0.014380614
31 0.006295 3.96222E-05 0.007136 0.045136 0.000536 0.075098885
33 0.023861 0.000569351 0.008808 0.068997 0.002868 0.325645709
34 -0.00455 2.06618E-05 0.008382 0.064452 0.002127 0.253757263
35 0.002838 8.05558E-06 0.007828 0.06729 0.002198 0.280815136
36 -0.00467 2.18528E-05 0.007512 0.062615 0.001511 0.20111464
37 -0.00654 4.27219E-05 0.007415 0.056079 0.000706 0.095235386
38 -0.0045 2.02781E-05 0.007124 0.051576 0.000185 0.026001196
40 0.006912 4.77748E-05 0.007102 0.058488 0.000858 0.120788306
42 0.002556 6.53158E-06 0.006648 0.061044 0.001028 0.154589038
43 -0.00188 3.55061E-06 0.006171 0.059159 0.000736 0.119336283
44 0.001283 1.64591E-06 0.005683 0.060442 0.000791 0.139218604
45 -0.00174 3.02148E-06 0.005288 0.058704 0.000538 0.101771944
46 -0.00437 1.91017E-05 0.005196 0.054333 4.73E-05 0.009104699




Table A.3.1 Tracking Signal Analysis{ARMA(1,1) process, 10 observations missing }
100
Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.007266178 5.27973E-05 0.006976 -0.00727 -0.00073 -0.104166353
2 -0.005772623 3.33232E-05 0.006855 -0.01304 -0.00123 -0.179602005
3 -0.004474102 2.00176E-05 0.006617 -0.01751 -0.00156 -0.23507223
4 -0.005624483 3.16348E-05 0.006518 -0.02314 -0.00196 -0.301080274
5 -0.002339717 5.47428E-06 0.0061 -0.02548 -0.002 -0.327887779
7 0.01583402 0.000250716 0.007073 -0.00964 -0.00022 -0.030638492
8 0.008559775 7.32697E-05 0.007222 -0.00108 0.000661 0.091514993
9 0.002135298 4.5595E-06 0.006713 0.001052 0.000808 0.120410683
10 -0.001587126 2.51897E-06 0.006201 -0.00054 0.000569 0.09173313
12 0.015502284 0.000240321 0.007131 0.014967 0.002062 0.289185744
13 0.008688839 7.54959E-05 0.007287 0.023656 0.002725 0.373944707
14 0.003252449 1.05784E-05 0.006883 0.026908 0.002778 0.403526657
15 -0.000758673 5.75584E-07 0.006271 0.02615 0.002424 0.386546181
17 -0.010510085 0.000110462 0.006695 0.01564 0.001131 0.168872615
18 0.004907278 2.40814E-05 0.006516 0.020547 0.001508 0.231465725
21 2.58642E-05 6.68958E-10 0.005867 0.020573 0.00136 0.231804528
22 0.01500901 0.00022527 0.006781 0.035582 0.002725 0.401831348
23 0.00122764 1.5071E-06 0.006226 0.036809 0.002575 0.413626313
24 -0.001144271 1.30936E-06 0.005718 0.035665 0.002203 0.385335638
25 -0.012399371 0.000153744 0.006386 0.023266 0.000743 0.116345884
27 0.018904852 0.000357393 0.007638 0.042171 0.002559 0.335066637
28 0.001225708 1.50236E-06 0.006997 0.043396 0.002426 0.346715445
29 -0.002507755 6.28884E-06 0.006548 0.040889 0.001932 0.295136281
31 0.007195508 5.17753E-05 0.006612 0.048084 0.002459 0.371837808
33 0.000265979 7.0745E-08 0.005978 0.04835 0.002239 0.374632784
34 0.013920721 0.000193786 0.006772 0.062271 0.003408 0.503183251
35 0.000977714 9.55924E-07 0.006193 0.063249 0.003165 0.511027127
36 -0.001696866 2.87935E-06 0.005743 0.061552 0.002678 0.466381905
37 -0.008614462 7.4209E-05 0.00603 0.052937 0.001549 0.256902056
38 -0.006469709 4.18571E-05 0.006074 0.046468 0.000747 0.123027072
40 -0.001560658 2.43565E-06 0.005623 0.044907 0.000516 0.091856547
42 0.000777524 6.04543E-07 0.005138 0.045684 0.000543 0.105598544
43 0.005106622 2.60776E-05 0.005135 0.050791 0.000999 0.194542325
44 -1.87147E-05 3.5024E-10 0.004623 0.050772 0.000897 0.194058804
45 -0.003249453 1.05589E-05 0.004486 0.047523 0.000483 0.107568147
46 -0.00563538 3.17575E-05 0.004601 0.041887 -0.00013 -0.028088393




Table A.3.2 Tracking Signal Analysis{ARMA(1,1) process, 11 observations missing}
101
Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.01127 0.000126927 0.008468 -0.01127 -0.00113 -0.133041823
2 -0.00977 9.55042E-05 0.008599 -0.02104 -0.00199 -0.231574836
3 -0.00847 7.18104E-05 0.008586 -0.02951 -0.00264 -0.307414605
4 -0.00962 9.26307E-05 0.00869 -0.03914 -0.00334 -0.384121073
5 -0.00634 4.0192E-05 0.008455 -0.04548 -0.00364 -0.430301079
7 0.011834 0.000140044 0.008793 -0.03364 -0.00209 -0.237801584
8 0.00456 2.07915E-05 0.00837 -0.02908 -0.00143 -0.170365514
9 -0.00186 3.47711E-06 0.007719 -0.03095 -0.00147 -0.190407072
10 -0.00559 3.1216E-05 0.007506 -0.03654 -0.00188 -0.250670516
12 0.011502 0.000132303 0.007906 -0.02503 -0.00054 -0.068701724
13 0.004689 2.19852E-05 0.007584 -0.02034 -2E-05 -0.002627468
14 -0.00075 5.58832E-07 0.0069 -0.02109 -9.3E-05 -0.013432734
15 -0.00476 2.2645E-05 0.006686 -0.02585 -0.00056 -0.083649708
17 0.00651 4.23812E-05 0.006668 -0.01934 0.000148 0.022141543
18 0.000907 8.23154E-07 0.006092 -0.01843 0.000224 0.03670391
21 0.021904 0.000479794 0.007674 0.003471 0.002392 0.311678142
22 0.011009 0.000121198 0.008007 0.01448 0.003253 0.40631617
23 -0.00277 7.68598E-06 0.007484 0.011708 0.002651 0.354218107
24 -0.00514 2.64635E-05 0.00725 0.006564 0.001871 0.258124618
26 0.009095 8.27175E-05 0.007434 0.015659 0.002594 0.348884843
27 0.001104 1.21956E-06 0.006801 0.016763 0.002445 0.359457229
28 -0.00998 9.95247E-05 0.007119 0.006787 0.001203 0.168942081
29 -0.0121 0.000146482 0.007617 -0.00532 -0.00013 -0.016792562
31 0.001694 2.87001E-06 0.007025 -0.00362 5.43E-05 0.007728411
33 0.018536 0.000343581 0.008176 0.014914 0.001902 0.232689385
35 0.022462 0.000504522 0.009605 0.037375 0.003958 0.412136378
36 0.010594 0.000112223 0.009703 0.047969 0.004622 0.476315502
37 -0.00589 3.47126E-05 0.009322 0.042077 0.003571 0.383011012
38 -0.00644 4.15201E-05 0.009034 0.035634 0.002569 0.284370272
40 0.001341 1.79765E-06 0.008265 0.036974 0.002446 0.295979332
42 -0.00344 1.18482E-05 0.007783 0.033532 0.001857 0.238661125
43 0.001539 2.36707E-06 0.007158 0.035071 0.001826 0.255024513
44 -0.00489 2.39534E-05 0.006932 0.030177 0.001154 0.166414379
45 -0.00823 6.76551E-05 0.007061 0.021951 0.000216 0.030544813




Table A.3.3 Tracking Signal Analysis{ARMA(1,1) process, 13 observations missing}
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Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00127 1.60321E-06 0.007187 -0.00127 -0.00013 -0.017617064
2 -0.01677 0.000281321 0.008146 -0.01804 -0.00179 -0.21989561
4 0.007533 5.67429E-05 0.008084 -0.01051 -0.00086 -0.106230602
5 -0.00051 2.60276E-07 0.007327 -0.01102 -0.00082 -0.112453801
7 0.011022 0.000121491 0.007697 6.1E-06 0.000361 0.046861254
8 0.00083 6.8964E-07 0.00701 0.000837 0.000408 0.058152773
9 -0.00748 5.58818E-05 0.007056 -0.00664 -0.00038 -0.053944353
12 0.02123 0.000450721 0.008474 0.014591 0.00178 0.210108016
13 0.002282 5.20906E-06 0.007855 0.016874 0.001831 0.23305983
14 -0.00581 3.3728E-05 0.00765 0.011066 0.001067 0.139450754
15 -0.01165 0.000135729 0.00805 -0.00058 -0.0002 -0.025454597
18 0.002059 4.23958E-06 0.007451 0.001475 2.15E-05 0.002883273
21 0.014609 0.000213432 0.008167 0.016084 0.00148 0.1812547
22 -0.00252 6.36588E-06 0.007602 0.013561 0.00108 0.142051446
23 -0.00981 9.61555E-05 0.007823 0.003755 -8.7E-06 -0.001105872
25 -0.00394 1.55383E-05 0.007435 -0.00019 -0.0004 -0.05406729
26 0.000879 7.72547E-07 0.006779 0.000692 -0.00027 -0.040400717
27 -0.00643 4.12865E-05 0.006744 -0.00573 -0.00089 -0.131831901
28 -0.02173 0.000472024 0.008242 -0.02746 -0.00297 -0.360684143
31 -0.00098 9.65373E-07 0.007516 -0.02844 -0.00277 -0.369041619
33 0.012473 0.000155585 0.008012 -0.01597 -0.00125 -0.155897701
34 0.000461 2.12454E-07 0.007257 -0.01551 -0.00108 -0.148555694
35 -0.00882 7.78617E-05 0.007413 -0.02433 -0.00185 -0.249900337
37 0.003468 1.20299E-05 0.007019 -0.02086 -0.00132 -0.188136102
38 -0.00079 6.26232E-07 0.006396 -0.02165 -0.00127 -0.1981807
40 -0.00374 1.39653E-05 0.00613 -0.02539 -0.00151 -0.247059896
43 0.009061 8.20993E-05 0.006423 -0.01633 -0.00046 -0.071146379
44 -0.00511 2.60753E-05 0.006292 -0.02144 -0.00092 -0.146534049
46 0.002272 5.16257E-06 0.00589 -0.01916 -0.0006 -0.102302719




Table A.3.4 Tracking Signal Analysis{ARMA(1,1) process, 18 observations missing}
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Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.003371379 1.13662E-05 0.004268 -0.00337 -0.000337138 -0.07898444
2 0.002124533 4.51364E-06 0.004054 -0.00125 -9.09708E-05 -0.022439652
3 -0.00172442 2.97362E-06 0.003821 -0.00297 -0.000254316 -0.066556304
4 0.002672247 7.1409E-06 0.003706 -0.0003 3.83405E-05 0.010345026
5 -0.001439163 2.07119E-06 0.003479 -0.00174 -0.00010941 -0.031444311
7 0.010116298 0.000102339 0.004143 0.008378 0.000913161 0.220402032
8 0.003241692 1.05086E-05 0.004053 0.01162 0.001146014 0.282756048
9 0.002430894 5.90925E-06 0.003891 0.014051 0.001274502 0.327567996
11 0.000115847 1.34205E-08 0.003513 0.014167 0.001158637 0.329785255
12 0.001259603 1.5866E-06 0.003288 0.015426 0.001168733 0.355461072
13 0.002152153 4.63176E-06 0.003174 0.017578 0.001267075 0.399159568
15 0.000156342 2.44429E-08 0.002873 0.017735 0.001156002 0.402429715
17 9.85123E-05 9.70467E-09 0.002595 0.017833 0.001050253 0.4046981
18 -0.000623901 3.89252E-07 0.002398 0.017209 0.000882838 0.368151717
20 0.00517085 2.67377E-05 0.002675 0.02238 0.001311639 0.490275665
21 -0.002764253 7.6411E-06 0.002684 0.019616 0.00090405 0.336803715
22 -0.000552734 3.05515E-07 0.002471 0.019063 0.000758371 0.306901635
23 -0.008803789 7.75067E-05 0.003104 0.010259 -0.000197845 -0.06373186
25 0.000691678 4.78418E-07 0.002863 0.010951 -0.000108892 -0.038033531
26 -0.002275442 5.17764E-06 0.002804 0.008676 -0.000325547 -0.116088573
27 -0.009829437 9.66178E-05 0.003507 -0.00115 -0.001275936 -0.363844715
29 0.006256252 3.91407E-05 0.003782 0.005102 -0.000522717 -0.138220715
30 0.001202789 1.4467E-06 0.003524 0.006305 -0.000350167 -0.099370196
31 -0.004519619 2.0427E-05 0.003623 0.001786 -0.000767112 -0.211708357
32 -0.002618157 6.85475E-06 0.003523 -0.00083 -0.000952217 -0.270292641
33 -0.007021941 4.93077E-05 0.003873 -0.00785 -0.001559189 -0.402598585
35 0.003675521 1.35095E-05 0.003853 -0.00418 -0.001035718 -0.268802377
36 -0.0036781 1.35284E-05 0.003836 -0.00786 -0.001299956 -0.338919909
37 -0.001091831 1.19209E-06 0.003561 -0.00895 -0.001279144 -0.359187949
38 -0.010740062 0.000115349 0.004279 -0.01969 -0.002225236 -0.520024792
39 -0.003368859 1.13492E-05 0.004188 -0.02306 -0.002339598 -0.558633704
41 -0.008030842 6.44944E-05 0.004572 -0.03109 -0.002908722 -0.636154982
43 0.005038209 2.53835E-05 0.004619 -0.02605 -0.002114029 -0.457687632
45 0.000921287 8.4877E-07 0.004249 -0.02513 -0.001810498 -0.426082663
46 0.002544335 6.47364E-06 0.004079 -0.02258 -0.001375014 -0.337121851
47 -0.002975391 8.85295E-06 0.003968 -0.02556 -0.001535052 -0.386823065




Table A.4.1 Tracking Signal Analysis {ARMA(1,2) process, 11 observations missing}
104
Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00337 1.13662E-05 0.004405 -0.00337 -0.000337138 -0.076538032
2 0.002125 4.51364E-06 0.004177 -0.00125 -9.09708E-05 -0.021779975
3 -0.00172 2.97362E-06 0.003932 -0.00297 -0.000254316 -0.064685512
4 0.002672 7.1409E-06 0.003806 -0.0003 3.83405E-05 0.010074662
5 -0.00144 2.07119E-06 0.003569 -0.00174 -0.00010941 -0.030655661
7 0.007116 5.06417E-05 0.003924 0.005378 0.000613161 0.156270224
8 0.001742 3.03349E-06 0.003706 0.00712 0.000726014 0.19592776
9 0.000931 8.66564E-07 0.003428 0.008051 0.000746502 0.217762463
11 0.009742 9.48993E-05 0.004059 0.017792 0.001646015 0.405480847
12 -0.00024 5.77908E-08 0.003678 0.017552 0.001457373 0.396293289
13 0.000652 4.25304E-07 0.003375 0.018204 0.001376851 0.407958831
15 0.000646 4.17179E-07 0.003102 0.01885 0.001303756 0.420285959
17 0.00235 5.52191E-06 0.003027 0.0212 0.001408368 0.465291694
18 -0.00212 4.51095E-06 0.002937 0.019076 0.001055141 0.359312579
20 0.003671 1.34751E-05 0.00301 0.022747 0.001316712 0.437448143
21 -0.00426 1.81839E-05 0.003135 0.018483 0.000758615 0.241950847
22 -0.00205 4.21372E-06 0.003027 0.01643 0.00047748 0.157732982
23 -0.0103 0.000106168 0.003755 0.006126 -0.000600647 -0.159967348
25 -0.00081 6.53385E-07 0.00346 0.005318 -0.000621414 -0.179591216
27 0.001367 1.86855E-06 0.003251 0.006685 -0.000422578 -0.129990394
29 0.009632 9.27794E-05 0.003889 0.016317 0.0005829 0.149885386
30 0.002504 6.26988E-06 0.00375 0.018821 0.000775008 0.206642555
31 -0.00494 2.44311E-05 0.00387 0.013878 0.000203229 0.052517852
33 0.00247 6.09934E-06 0.00373 0.016348 0.000429874 0.115256933
35 0.005899 3.48004E-05 0.003947 0.022247 0.000976806 0.247502353
36 -0.00383 1.46811E-05 0.003935 0.018415 0.000495965 0.126034777
38 -0.00442 1.95357E-05 0.003984 0.013995 4.37695E-06 0.001098736
39 -0.00348 1.21286E-05 0.003934 0.010513 -0.000344322 -0.087535247
41 -0.00911 8.30113E-05 0.004451 0.001402 -0.001220995 -0.274302298
43 0.002698 7.27932E-06 0.004276 0.0041 -0.000829093 -0.193896879
46 0.002866 8.21365E-06 0.004135 0.006966 -0.000459589 -0.111147518
47 -0.00422 1.77705E-05 0.004143 0.00275 -0.000835181 -0.201588283




Table A.4.2 Tracking Signal Analysis{ARMA(1,2) process, 15 observations missing}
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Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00337 1.13662E-05 0.005226 -0.00337 -0.00034 -0.064506021
2 -0.00288 8.26831E-06 0.004991 -0.00625 -0.00059 -0.118398812
3 -0.00172 2.97362E-06 0.004665 -0.00797 -0.0007 -0.150989597
4 0.002672 7.1409E-06 0.004465 -0.0053 -0.00037 -0.082110815
5 -0.00144 2.07119E-06 0.004163 -0.00674 -0.00047 -0.113844099
7 0.007116 5.06417E-05 0.004458 0.000378 0.000285 0.063952806
8 0.001742 3.03349E-06 0.004187 0.00212 0.000431 0.102894781
9 0.000931 8.66564E-07 0.003861 0.003051 0.000481 0.124524482
11 0.009742 9.48993E-05 0.004449 0.012792 0.001407 0.316220106
12 -0.00024 5.77908E-08 0.004028 0.012552 0.001242 0.308364994
13 0.000652 4.25304E-07 0.003691 0.013204 0.001183 0.320586809
15 0.000785 6.15471E-07 0.0034 0.013989 0.001143 0.336263913
17 0.011867 0.000140831 0.004247 0.025856 0.002216 0.521743104
18 -0.00212 4.51095E-06 0.004034 0.023732 0.001782 0.441631176
20 0.003671 1.34751E-05 0.003998 0.027403 0.001971 0.492898508
21 -0.00426 1.81839E-05 0.004025 0.023139 0.001347 0.334721289
22 -0.00205 4.21372E-06 0.003827 0.021086 0.001007 0.263137992
23 -0.0103 0.000106168 0.004475 0.010782 -0.00012 -0.027695846
27 0.007425 5.5128E-05 0.00477 0.018207 0.000631 0.132269383
29 0.011751 0.000138086 0.005468 0.029958 0.001743 0.318743493
31 0.00405 1.64012E-05 0.005326 0.034008 0.001974 0.370542334
33 0.00637 4.0583E-05 0.005431 0.040378 0.002413 0.444380138
35 0.006684 4.46808E-05 0.005556 0.047063 0.00284 0.51122492
36 -0.00394 1.55011E-05 0.005394 0.043125 0.002163 0.400923301
38 -0.00451 2.03074E-05 0.005305 0.038619 0.001496 0.281930513
39 -0.00492 2.41887E-05 0.005267 0.033701 0.000854 0.162220151
41 -0.00982 9.64001E-05 0.005722 0.023882 -0.00021 -0.037209161
43 0.000707 4.99894E-07 0.00522 0.024589 -0.00012 -0.023161551
46 0.002677 7.16885E-06 0.004966 0.027267 0.000159 0.032002225
47 -0.00484 2.34126E-05 0.004953 0.022428 -0.00034 -0.068808385




Table A.4.3 Tracking Signal Analysis {ARMA(1,2) process, 17 observations missing}
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Period Error Error Sq. Delta(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.00337 1.13662E-05 0.005512 -0.00337 -0.00034 -0.061165489
2 -0.00488 2.37702E-05 0.005448 -0.00825 -0.00079 -0.145178752
3 -0.00872 7.61155E-05 0.005776 -0.01697 -0.00158 -0.274299001
4 -0.00433 1.87294E-05 0.005631 -0.0213 -0.00186 -0.33007278
5 -0.00844 7.12195E-05 0.005912 -0.02974 -0.00252 -0.425704535
7 0.008116 6.58743E-05 0.006132 -0.02162 -0.00145 -0.237008303
8 0.002742 7.51688E-06 0.005793 -0.01888 -0.00103 -0.178466106
9 0.001931 3.72835E-06 0.005407 -0.01695 -0.00074 -0.136382014
11 0.010742 0.000115383 0.00594 -0.00621 0.00041 0.069099686
12 0.00076 5.76997E-07 0.005422 -0.00545 0.000445 0.082140332
13 0.001652 2.72961E-06 0.005045 -0.0038 0.000566 0.112196527
15 0.00838 7.02231E-05 0.005379 0.004584 0.001347 0.250511693
17 0.012867 0.000165565 0.006128 0.017451 0.002499 0.407893469
18 -0.00112 1.26315E-06 0.005627 0.016327 0.002137 0.379774532
20 0.004671 2.18168E-05 0.005532 0.020998 0.00239 0.432145623
21 -0.00326 1.06553E-05 0.005305 0.017734 0.001825 0.344021727
22 -0.00105 1.10825E-06 0.00488 0.016681 0.001537 0.315026046
23 -0.0093 8.65605E-05 0.005322 0.007377 0.000453 0.085140563
27 0.008425 7.09776E-05 0.005632 0.015802 0.00125 0.221984022
29 0.012751 0.000162588 0.006344 0.028553 0.0024 0.378354291
31 0.00505 2.55009E-05 0.006215 0.033603 0.002665 0.428866203
33 0.00737 5.43239E-05 0.00633 0.040974 0.003136 0.495363642
35 0.007684 5.90496E-05 0.006466 0.048658 0.003591 0.555338219
36 -0.00294 8.6268E-06 0.006113 0.045721 0.002938 0.480606964
38 -0.00351 1.22946E-05 0.005852 0.042214 0.002293 0.391896508
39 -0.00392 1.53523E-05 0.005659 0.038296 0.001672 0.295521114
41 -0.00882 7.77634E-05 0.005975 0.029478 0.000623 0.104311781
43 0.001707 2.91396E-06 0.005548 0.031185 0.000732 0.1318706
46 0.003677 1.35238E-05 0.005361 0.034862 0.001026 0.191421862




Table A.4.4 Tracking Signal Analysis {ARMA(1,2) process, 18 observations missing}
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Period Error Error Sq. DELTA(T) Y(T) Q(T) Q(T)/Delta(T)
1 -0.0003 9.18865E-08 0.005426 -0.0003 -3.03128E-05 -0.005586531
3 0.009729 9.46617E-05 0.005856 0.009426 0.000945661 0.161475175
4 -0.0008 6.44469E-07 0.005351 0.008624 0.000770816 0.144050132
5 -0.00396 1.56969E-05 0.005212 0.004662 0.000297541 0.057086351
8 0.011562 0.000133688 0.005847 0.016224 0.00142402 0.243541395
9 0.002735 7.48095E-06 0.005536 0.018959 0.001555132 0.280915634
10 -0.00239 5.72966E-06 0.005222 0.016565 0.001160251 0.222197512
11 -0.00276 7.61247E-06 0.004975 0.013806 0.000768319 0.154422101
14 0.007934 6.29559E-05 0.005271 0.021741 0.001484935 0.281699155
15 -0.00324 1.05075E-05 0.005068 0.018499 0.001012288 0.199726618
16 -1.4E-05 1.84194E-10 0.004563 0.018486 0.000909702 0.199369773
18 0.004961 2.46112E-05 0.004603 0.023447 0.001314829 0.285664854
19 -0.00137 1.8692E-06 0.004279 0.022079 0.001046627 0.244587859
21 0.005464 2.98553E-05 0.004398 0.027543 0.001488364 0.338446819
22 0.000248 6.1297E-08 0.003983 0.027791 0.001364286 0.342559402
23 -0.00736 5.41073E-05 0.00432 0.020435 0.000492281 0.113955553
24 -0.00682 4.64962E-05 0.00457 0.013616 -0.000238828 -0.052261978
25 -0.00981 9.62816E-05 0.005094 0.003804 -0.001196177 -0.234817318
29 0.017984 0.000323426 0.006383 0.021788 0.000721846 0.113087553
30 -0.00376 1.41075E-05 0.00612 0.018032 0.000274062 0.04477872
32 0.005297 2.80607E-05 0.006038 0.023329 0.00077638 0.128581104
35 0.009379 8.79639E-05 0.006372 0.032708 0.001636632 0.256841898
37 0.002712 7.35626E-06 0.006006 0.035421 0.001744193 0.290401257
38 -0.00271 7.36679E-06 0.005677 0.032706 0.001298356 0.228706441
39 -0.00598 3.57542E-05 0.005707 0.026727 0.000570572 0.099973939
40 -0.0088 7.73595E-05 0.006016 0.017931 -0.000366028 -0.060842153
42 -0.00676 4.57091E-05 0.006091 0.011171 -0.00100551 -0.165094585
45 0.009821 9.6455E-05 0.006464 0.020992 7.71557E-05 0.011937005
46 0.004361 1.90216E-05 0.006253 0.025353 0.000505578 0.080849018




Table A.5.1 Tracking Signal Analysis {ARMA(2,1) process, 18 observations missing}
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Period Error Error Sq. DELTA(T) Y(T) Q(T) Q(T)/Delta(T)
1 0.003461 1.19774E-05 0.009117 0.003461 0.000346 0.037960229
2 -0.01088 0.000118283 0.009293 -0.00741 -0.00078 -0.083515869
4 0.037384 0.001397559 0.012102 0.029969 0.00304 0.251190342
5 0.004607 2.12199E-05 0.011352 0.034576 0.003197 0.281575004
6 0.000505 2.55418E-07 0.010268 0.035081 0.002927 0.28511117
7 0.006956 4.83825E-05 0.009937 0.042037 0.00333 0.335154679
8 -0.00236 5.55462E-06 0.009179 0.03968 0.002762 0.300871257
9 -0.00532 2.8292E-05 0.008793 0.034361 0.001954 0.222175965
11 0.012393 0.000153581 0.009153 0.046754 0.002997 0.327494377
12 0.002033 4.13327E-06 0.008441 0.048787 0.002901 0.34369255
13 0.00398 1.5839E-05 0.007995 0.052766 0.003009 0.376364509
15 0.015253 0.000232658 0.00872 0.06802 0.004233 0.485446046
16 -0.01524 0.000232206 0.009372 0.052781 0.002286 0.243927284
19 0.009104 8.28845E-05 0.009345 0.061885 0.002968 0.317582217
20 0.00647 4.18645E-05 0.009058 0.068356 0.003318 0.366329014
21 0.00012 1.44053E-08 0.008164 0.068476 0.002998 0.367260585
22 0.00027 7.28336E-08 0.007375 0.068746 0.002726 0.369576099
23 -0.01056 0.000111617 0.007694 0.058181 0.001396 0.1815078
25 0.007683 5.90307E-05 0.007693 0.065864 0.002025 0.263255888
26 -0.00989 9.79013E-05 0.007913 0.055969 0.000833 0.105293633
27 0.010439 0.000108981 0.008165 0.066409 0.001794 0.219679968
28 -0.02039 0.000415762 0.009388 0.046018 -0.00042 -0.045229093
29 -0.00672 4.51353E-05 0.009121 0.0393 -0.00105 -0.115554942
30 -0.02406 0.000578855 0.010615 0.015241 -0.00335 -0.316021615
32 0.005354 2.86662E-05 0.010089 0.020595 -0.00248 -0.246180648
33 0.000615 3.78798E-07 0.009141 0.02121 -0.00217 -0.237790487
34 -0.00067 4.44271E-07 0.008294 0.020544 -0.00202 -0.243915926
36 -0.0031 9.61514E-06 0.007775 0.017443 -0.00213 -0.274071516
37 -0.00166 2.7402E-06 0.007163 0.015788 -0.00208 -0.290848252
38 -0.00379 1.43962E-05 0.006826 0.011993 -0.00225 -0.330267323
40 0.003833 1.46939E-05 0.006527 0.015827 -0.00165 -0.252136811
41 -0.01115 0.000124313 0.006989 0.004677 -0.0026 -0.371445323
43 -0.00395 1.55935E-05 0.006685 0.000728 -0.00273 -0.408574936
45 -0.00212 4.49832E-06 0.006228 -0.00139 -0.00267 -0.428714118
46 0.014715 0.000216546 0.007077 0.013323 -0.00093 -0.131644031
47 -0.00382 1.4567E-05 0.006751 0.009506 -0.00122 -0.180735509




Table A.6.1 Tracking Signal Analysis {ARMA(2,2) process, 11 observations missing}
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Period Error Error Sq. DELTA(T) Y(T) Q(T) Q(T)/Delta(T)
1 0.000961 9.23201E-07 0.008628 0.000961 9.60834E-05 0.011135608
2 -0.01338 0.000178911 0.009103 -0.01241 -0.001251103 -0.137435339
4 0.034884 0.001216889 0.011681 0.022469 0.002362401 0.202238174
5 0.002107 4.43738E-06 0.010724 0.024576 0.002336812 0.217908854
6 -0.00199 3.97847E-06 0.009851 0.022581 0.00190367 0.193248588
7 0.004456 1.98537E-05 0.009311 0.027037 0.002158878 0.231853904
8 -0.00486 2.35887E-05 0.008866 0.02218 0.001457308 0.164371907
9 -0.00782 6.11372E-05 0.008761 0.014361 0.000529674 0.060456626
11 0.009893 9.7867E-05 0.008874 0.024254 0.001465985 0.165192839
12 -0.00047 2.18047E-07 0.008034 0.023787 0.001272691 0.158420155
13 0.00148 2.18987E-06 0.007378 0.025266 0.001293404 0.175299319
15 0.012753 0.000162642 0.007916 0.03802 0.002439375 0.308167495
16 -0.01774 0.000314647 0.008898 0.020281 0.000421607 0.047382259
19 0.006604 4.3614E-05 0.008669 0.026885 0.001039856 0.119956469
20 0.00397 1.57631E-05 0.008199 0.030856 0.001332898 0.162572825
21 -0.00238 5.66429E-06 0.007617 0.028476 0.000961611 0.126247039
22 -0.00223 4.97345E-06 0.007078 0.026246 0.000642437 0.090762559
23 -0.01306 0.000170691 0.007677 0.013181 -0.000728296 -0.094868617
25 0.005183 2.6865E-05 0.007428 0.018364 -0.000137151 -0.018465331
26 -0.01239 0.000153624 0.007924 0.005969 -0.001362887 -0.171990233
27 0.007939 6.30343E-05 0.007926 0.013909 -0.000432657 -0.054588907
28 -0.02289 0.000523964 0.009422 -0.00898 -0.002678417 -0.284267063
30 -0.01332 0.000177409 0.009812 -0.0223 -0.003742526 -0.381426595
32 0.00913 8.33587E-05 0.009744 -0.01317 -0.002455264 -0.251983838
33 0.001721 2.96173E-06 0.008941 -0.01145 -0.00203764 -0.227886815
36 0.004785 2.28972E-05 0.008526 -0.00666 -0.001355366 -0.158971871
37 0.003384 1.14496E-05 0.008012 -0.00328 -0.000881456 -0.110022327
38 -0.00237 5.60259E-06 0.007447 -0.00565 -0.001030009 -0.138309109
40 0.001478 2.1836E-06 0.00685 -0.00417 -0.000779238 -0.113753919
41 -0.01238 0.000153172 0.007403 -0.01655 -0.001938943 -0.261919687
43 -0.01018 0.000103628 0.007681 -0.02673 -0.002763029 -0.359745359
45 -0.00879 7.72111E-05 0.007791 -0.03551 -0.003365425 -0.431954234
46 0.006777 4.59242E-05 0.00769 -0.02874 -0.002351208 -0.305760006




Table A.6.2 Tracking Signal Analysis {ARMA(2,2) process, 14 observations missing}
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Period Error Error Sq. DELTA(T) Y(T) Q(T) Q(T)/Delta(T)
1 0.003461 1.19774E-05 0.008948 0.003461 0.000346 0.038675292
2 -0.01088 0.000118283 0.009141 -0.00741 -0.00078 -0.084901898
4 0.037384 0.001397559 0.011965 0.029969 0.00304 0.254056642
5 0.004607 2.12199E-05 0.01123 0.034576 0.003197 0.284656217
6 0.000505 2.55418E-07 0.010157 0.035081 0.002927 0.288215554
7 0.006956 4.83825E-05 0.009837 0.042037 0.00333 0.338545913
8 -0.00236 5.55462E-06 0.009089 0.03968 0.002762 0.303836656
9 -0.00532 2.8292E-05 0.008712 0.034361 0.001954 0.224232045
11 0.012393 0.000153581 0.00908 0.046754 0.002997 0.33011146
12 0.002033 4.13327E-06 0.008375 0.048787 0.002901 0.346372407
13 0.00398 1.5839E-05 0.007936 0.052766 0.003009 0.379151946
15 0.015253 0.000232658 0.008668 0.06802 0.004233 0.488408661
16 -0.01524 0.000232206 0.009325 0.052781 0.002286 0.245172665
19 0.009104 8.28845E-05 0.009303 0.061885 0.002968 0.319044963
20 0.00647 4.18645E-05 0.009019 0.068356 0.003318 0.36789524
21 0.00012 1.44053E-08 0.008129 0.068476 0.002998 0.368828476
22 0.00027 7.28336E-08 0.007343 0.068746 0.002726 0.371148077
23 -0.01056 0.000111617 0.007666 0.058181 0.001396 0.182173433
25 0.007683 5.90307E-05 0.007667 0.065864 0.002025 0.26412457
26 -0.00989 9.79013E-05 0.00789 0.055969 0.000833 0.105597506
27 0.010439 0.000108981 0.008145 0.066409 0.001794 0.220232697
28 -0.02039 0.000415762 0.00937 0.046018 -0.00042 -0.045318127
29 -0.00672 4.51353E-05 0.009104 0.0393 -0.00105 -0.115765628
30 -0.02406 0.000578855 0.0106 0.015241 -0.00335 -0.31646702
32 0.005354 2.86662E-05 0.010075 0.020595 -0.00248 -0.24650918
33 0.000615 3.78798E-07 0.009129 0.02121 -0.00217 -0.238105683
34 -0.00067 4.44271E-07 0.008283 0.020544 -0.00202 -0.24423664
36 -0.0031 9.61514E-06 0.007765 0.017443 -0.00213 -0.274417489
37 -0.00166 2.7402E-06 0.007154 0.015788 -0.00208 -0.291206907
38 -0.00379 1.43962E-05 0.006818 0.011993 -0.00225 -0.330651923
40 0.003833 1.46939E-05 0.006519 0.015827 -0.00165 -0.252413163
41 -0.01115 0.000124313 0.006982 0.004677 -0.0026 -0.371787433
43 -0.00395 1.55935E-05 0.006679 0.000728 -0.00273 -0.408928995
45 -0.00212 4.49832E-06 0.006223 -0.00139 -0.00267 -0.429072969
46 0.014715 0.000216546 0.007073 0.013323 -0.00093 -0.131731295




Table A.6.3 Tracking Signal Analysis {ARMA(2,2) process, 12 observations missing}
