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Abstract
In this article, a method allowing vibro-acoustic and ultrasonic wave propagation analysis of highly anisotropic textile
composites at a mesoscopic level is presented for the first time. The method combines the advantages of mode-based
Component Mode Synthesis (CMS) that allows reduction of the size of the Dynamic Stiffness Matrix (DSM) of a
textile unit cell, and of a Wave Finite Element Method (WFEM), which associates the Periodic Structure Theory
(PST) with standard Finite Element Method (FEM). The scheme presented allows the study of the wave propagation
properties of a periodic structure by modelling only a unit cell. A multi-scale approach is used to enable the com-
parison of standard vibrational analysis of textile composite structures, using homogenized properties, with a more
complex analysis, where the mesoscale properties of the structure are preserved. It is shown for two different types of
weaves that using a standard homogenised model results in significant errors in the dispersion curves. Also band-gap
behaviour within specific frequency ranges are successfully predicted using the mesoscale models, whereas it was not
observed in the macroscale ones.
Keywords: Textile composite structures, Wave propagation, Periodic Structure Theory, Component Mode Synthesis,
Unit cell modelling, Multiscale homogenization
1. Introduction
Textile composites are increasingly used in modern industry due to their excellent mechanical properties (high
specific stiffness and strength, superb fatigue strength, excellent corrosion resistance and dimensional stability [1])
and especially for aerospace applications thanks to a lower weight than metallic alloys. These composite structures
can be seen as an infinite assembly of identical elements called unit cells joined in an identical manner. The wide
application of these periodic structures have attracted a lot of research for more than a decade [2, 3, 4, 5, 6].
All man-made structures have finite life spans and begin to degrade as soon as they are put in service. Textile
composites in particular are prone to many modes of failures such as fibre breakages, cracks and delamination. In the
process of Structural Health Monitoring (SHM) - which consists of performing Non Destructive Evaluation (NDE) by
the means of sensor integration, possibly smart materials, data transmission, computational modelling, and process-
ing ability inside the structures [7] - the earliest possible detection of damage is important. Indeed, in the aerospace
industry, damage can lead to catastrophic failures. At present, approximately 27% of an average aircraft’s life cycle
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cost is spent on maintenance [8]. The use of ’on the ground’ structural inspection techniques leads to a massive reduc-
tion of the aircraft’s availability and thus significant financial losses for the operator. That is why intensive research
is conducted for ’on-line’ evaluation of damage in industrial structural components. A technique finding increasing
popularity for ’on-line’ inspection is ultrasound guided waves spectroscopy [9]. As guided wave propagation in thin
plates is dispersive, the velocity of wave propagation (and thus the time-of-flight) depends on the frequency. Therefore
it is of the most importance to know the dispersion relations for use in NDE and SHM.
For these reasons, numerical simulations are increasingly needed for the design and optimization of inspection
processes for textile composite aerospace structures. Different modelling scales can be combined in order to study
the systems response to different frequency bands interrogation. Indeed, in the low frequency range, the vibrational
behaviour of periodic structures is governed by the macroscopic material parameters (the unit cell can be modelled
by a low number of elements symbolising the homogeneous material parameters). For this frequency range there will
be no local resonance; it will rather involve vibration of the entire structural component and therefore this would not
be suitable for the detection of small damages [7]. In the mid-frequency range, the mechanical energy propagates in
the entire structure and produces wave localization in the periodic cell, with the interrogation of the structure in this
range of frequency being more suitable for the detection of small cracks. In order to study this frequency range, the
unit cell needs to be modelled at a mesoscopic scale. Finally, in the high frequency range where local resonances and
Bragg scattering phenomena are intense, the mechanical energy mainly remains in the periodic cell, and thus is not
interesting for this kind of study [6].
The Wave Finite Element Method (WFEM) is an efficient tool to study wave propagation in periodic structures.
The WFEM has been applied in numerous previous works such as beam-like structures in its one-dimensional formu-
lation [10, 11] and then the method was extended to two-dimensional by [12] and applied to various type of structures
such as cylinders [12, 13], plates [14, 15], thin-walled structures [16] and curved layered shells [17]. However, to
apply the WFEM to textile composites, a fine mesh is needed to describe the geometry precisely, which implies large
number of degrees of freedom and therefore large CPU times. Various model order reduction (MOR) strategies have
been investigated in order to counteract this issue. One of them is the component mode synthesis (CMS) approach,
which has been widely used in the literature [6, 18, 19, 20, 21]. Other techniques exist such as the model reduction
strategy introduced in [22], based on the selection of the contributing waves or the strategy developed in [23] which
relies on frequency interpolation of the transfer matrix eigenvectors.
Wave propagation in periodic structures has been studied for a long time with some iconic works throughout
the last two centuries [3, 24, 25, 26]. A well-known characteristic of periodic structures is that they can exhibit
wave filtering properties. These are called ’stop-bands’. They are activated by local resonances or Bragg scatterings
[21, 27, 28]. When it exists, the propagation of certain waves is forbidden within some frequency ranges. This unique
property is useful in many applications such as acoustic wave filtering or vibration isolation [28, 29, 30, 31, 32]. But
often is a disadvantage for guided wave inspection as it restricts the use of some modes for this application [31, 33].
Predicting stop-band behaviour is thus of great interest and it has been widely investigated for metamaterials such as
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phononic crystal [30, 34, 35] or composite materials [27, 29, 32, 36]. However little research has been conducted in
textile composites with strongly anisotropic structure.
The principal novelty of this work is the investigation of ultrasonic wave propagation analysis in highly anisotropic
periodic structures such as textile composites. The mesoscopic properties of the material are taken into account for
the first time for this type of analysis. It is shown that standard homogenised composite structures calculations
are wrong and that mesoscale modelling is needed. The most emphatic difference is that mesoscale models can
successfully predict stop-band behaviour which is indispensable for guided wave inspection purposes. It should
however be indicated that the presented formulation cannot capture size effects in nano-structural analyses [37, 38, 39].
This paper is organised as follows. In section 2, an overview of the method used to model the textile compos-
ite structure is shown. Then the wave and finite element method will be described, coupled with a model reduction
method, both used for the ultrasound wave propagation analysis of composite structures in this paper. Finally, exam-
ples of vibrational analyses of different composite textiles will be presented.
2. Multiscale modelling of textile composites
The global methodology used in this paper is summarized in Fig.1.
Mechanical modelling of textile composites can be achieved at different scales [40]. A macroscale modelling
would imply homogenised mechanical properties along the unit cell, while a mesoscale modelling suggests a more
detailed geometric representation of fabrics such as the yarns and the matrix (in this case, the assembly of fibres are
generally homogenised). Finally, a microscopic modelling indicates not only the representation of the yarns and the
matrix, but also the assembly of fibres that compose each yarn. In this paper, the investigations are carried out at two
scales: macro- and mesoscales.
2.1. Mesoscale modelling
Mesoscale modelling of textile composites begins with the definition of textile unit cell geometry using a specialist
pre-processor such as Texgen [41, 42, 43, 44, 45]. This open source software is developed by the Composites Research
Group at the University of Nottingham and is used for modelling the geometry of textile structures such as 2D or 3D
woven textiles (see Fig.2). The mechanical properties are added to the yarns and the matrix during the model definition
process. Once the model has been generated, it can be exported to a FE software, and finally the mass and stiffness
matrices M and K of the unit cell can be extracted, as shown in Fig.1.
2.2. From meso- to macroscale modelling
A macroscale model is defined by its homogenised mechanical properties. Traditionally, material characterisation
refers to material testing as a way to obtain the material properties. The establishment of a unit cell is an alternative
for acquiring those properties, even though it does not replace a physical testing completely. This method can be seen
as virtual testing of the material. The analyses are conducted on the mesoscale model in order to evaluate the effective
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Figure 1: Step by step methodology of the presented mesoscale formulation
(a) Unit cell of a periodic 2D weave (b) Unit cell of a periodic 3D weave
Figure 2: Two examples of periodic textile composites and the corresponding unit cells
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material properties of the macroscale model. Some basic assumptions are that the macroscale model is effectively
homogeneous (in this case the periodicity of the structure at the mesoscale can justify this assumption) and the stress
and strain states imposed to it are uniform [46]. It is important to note that according to the periodic pattern, the
boundary conditions are different for an identic unit cell. In this paper, the periodic boundary condition equations are
generated based on the method developed in [47, 48, 49, 46]. As can be observed in Fig.2, the periodic pattern is
formed by translational symmetries of the considered unit cell along x- and y-axis.
2.2.1. Displacement boundary conditions for unit cells
The boundary conditions must be given for each pair of faces of the unit cell. The considered textile can be seen
as a simple cubic packing of cells as described in [47], only without periodicity along the z-axis in our case. 2bx, 2by
and 2bz (see Fig.3) give the dimensions of the unit cell in the x, y and z directions respectively. This implies that any
point P’(x’,y’,z’) in the textile outside the considered unit cell has an image P(x,y,z) in the unit cell:
(
x′, y′, z′
)
=
(
x + 2ibx, y + 2jby, z
)
(1)
where i and j are the number of unit cells separating P′ from P in the x and y directions, respectively.
The relative displacement between P and P′ in the mesoscale unit cell (displacement noted as (u, v, w)) must be the
same as the relative displacement between those same points in the macroscale unit cell (displacement noted as (U, V,
W)) [46], i.e.,

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
U
V
W

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 (2)
The relative displacement field in the macroscale model can be written as [46]:

∆U
∆V
∆W
 =

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 (3)
In order to eliminate rigid body motions, the displacement at an arbitrary point (we choose O whose coordinates are
(0,0,0)) are suppressed and the rotations of the x-axis about the y- and z-axis, respectively, and that of the y-axis about
the x-axis are constrained at that same point O as follows [47, 48, 49, 46]:
∂V
∂x
=
∂W
∂x
=
∂W
∂y
= 0 (4)
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It is important to clarify that this is not a unique expression for constraining the rigid body rotation, there are multiple
ways as presented in [46]. This is however the most convenient and thus the one being used in this paper [46]. Finally,
the relative displacement field becomes

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0x , 
0
y , 
0
z , γ
0
xy, γ
0
yz, γ
0
zx being the macroscopic strains.
As a result, the faces of the unit cells in this packing configuration are defined by the following translational symmetry
transformations: for the parts of the boundary normal to the x-axis (see faces A and B in Fig.3), the translation is given
as 
∆x
∆y
∆z
 =

2bx
0
0
 (6)
Using Eq.5, the relative displacement boundary conditions is obtained
(
u|x=bx − u|x=−bx
)
= 2bx0x(
v|x=bx − v|x=−bx
)
= 0(
w|x=bx − w|x=−bx
)
= 0
(7)
Similarly for the pair of faces normal to y-axis (faces C and D),
∆x
∆y
∆z
 =

0
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0
 (8)
and hence
(
u|y=by − u|y=−by
)
= 2byγ0xy(
v|y=by − v|y=−by
)
= 2by0y(
w|y=by − w|y=−by
)
= 0
(9)
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Finally, the conditions can be written similarly for the pair of faces normal to z-axis,(
u|z=bz − u|z=−bz
)
= 2bzγ0xz(
v|z=bz − v|z=−bz
)
= 2bzγ0yz(
w|z=bz − w|z=−bz
)
= 2bz0z
(10)
Some redundancies emerge for pairs of edges that are on complementary faces. On faces A and B for example are
found respectively edges 1 and 2 which use the same conditions as in Eq.7. However, edges 1 and 3 for example have
a special set of boundary conditions. The translation is given by

∆x
∆y
∆z
 =

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2by
0
 (11)
and hence
(
u|y=by − u|y=−by
)
= 2bx0x + 2byγ
0
xy(
v|y=by − v|y=−by
)
= 2by0y(
w|y=by − w|y=−by
)
= 0
(12)
Figure 3: Unit cell’s faces and edges numbering
It is of utmost importance that the mesh is similar for each pair of faces or edges.
2.2.2. Effective material properties
The macroscopic strains 0x , 
0
y , 
0
z , γ
0
xy, γ
0
yz and γ
0
zx appearing in the boundary conditions Eq.7-12 are physical enti-
ties and are called key DOFs [49], e.g. considered as six individual nodes, each having a single DOF. Six independent
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load cases Fx, Fy, Fz, Fxy, Fyz and Fzx are applied successively to the key DOFs, these concentrated forces are related
to the macroscopic stresses σ0x, σ
0
y , σ
0
z , τ
0
yz, τ
0
zx and τ
0
xy and the volume of the unit cell. This is performed in order to
build the compliance matrix [S] of the macroscopic material by using the generalized Hooke’s law: {} = [S] {σ} (see
Eq.13).
The material of the textile composite is considered orthotropic in its principal axes once homogenised, which
makes the evaluation of the coefficients straightforward. Indeed, an orthotropic material is characterised by 9 engi-
neering elastic constants only.

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0 0 0
−ν13
E1
−ν23
E2
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0 0 0
0 0 0
1
G23
0 0
0 0 0 0
1
G13
0
0 0 0 0 0
1
G12
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σ2
σ3
τ23
τ31
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
(13)
For example, the first equation would be:
1
E1
σ1−ν21E2 σ2−
ν31
E3
σ3 = 1 (14)
which gives in our case and when Fy = Fz = Fxy = Fyz = Fzx = 0:
σ0x
E0x
=
Fx
VtotE0x
= 0x (15)
The density for the macroscale model is calculated using the volume ratio of each material in the mesoscale model
(weighted average formula), as follows
ρmacro =
ρ f V f + ρmVm
Vtot
(16)
2.3. System reduction using the Craig-Bampton Method
The nodal DOFs of the unit cell are partitioned in the following way: boundary DOFs (themself partitioned as
bottom, top, left, right, left-bottom corner, right-bottom corner, left-top corner, right-top corner) and internal DOFs
(see Fig.4), which gives the following equation (subscript bd stands for boundary):
q =
{
qTbd q
T
I
}T
=
{
qTB q
T
T q
T
L q
T
R q
T
LB q
T
RB q
T
LT q
T
RT q
T
I
}T
(17)
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Figure 4: Partitioning of the degrees of freedom of a unit cell; ’*’ side nodes: bottom, top, left, right; ’diamond’ corner
nodes: LT (left-bottom), RB (right-bottom), LT (left-top), RT (right-top); ’o’ internal nodes
The equation of motion of the unit cell is written as:
Mq¨(t) + Cq˙(t) +Kq(t) = f(t) (18)
Assuming time-harmonic behaviour leads to q¨ = −ω2q and considering no damping, Eq.18 can be rewritten as follows
(Eq.19):
[
K − ω2M
]
q = F (19)
2.3.1. Overview of the Craig-Bampton Method
Component Mode Synthesis (CMS) are standard methods to reduce the complexity of structural dynamics models
leading to reduced CPU time cost. The Craig-Bampton Method introduced in [50] is one of the CMS approaches. The
boundary nodal DOFs are written as shown in Eq.17. For free wave propagation, no external force acts on the internal
nodes of the structure. This leads to fI = 0. The equation (Eq.19) of motion of the unit cell becomes:

 Kbdbd KbdIKIbd KII
 − ω2
 Mbdbd MbdIMIbd MII


 qbdqI
 =
 fbd0
 (20)
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The key to this method is the reduction of the internal nodal DOFs: qΦ is the reduced set of the physical internal
DOFs qI, whereas the boundary DOFs are kept as physical coordinates [50, 51]. In the Craig-Bampton CMS, a set of
’fixed boundary’ modes, also called ’component’ modesΦC are selected among a subsetΦI of the local modes of the
unit cell when the boundary DOFs are fixed and no force is acting on the internal nodes. ΦI is obtained by solving the
following eigenvalue problem:
[
KII − ω2MII
]
ΦI = 0 (21)
Φbd represents the static boundary modes. It is called ’static’ as it uses the system equations describing the unit cell
behavior for a static analysis [50]:
Kq = F (22)
This gives
 Kbdbd KbdIKIbd KII

 qbdqI
 =
 fbd0
 (23)
From Eq.23, it can be written
KIbdqbd + KIIqI = 0 (24)
or
qI = −KII−1KIbdqbd = Φbdqbd (25)
Thus, the matrix of static boundary modes Φbd is written as follows [6, 18, 19, 20, 50]
Φbd = −K−1II KIbd (26)
The Craig-Bampton transformation matrix B can be determined as follows [6, 18, 19, 20, 50]
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 qbdqI
 =
 I 0Φbd ΦC

 qbdqΦ
 = B
 qbdqΦ
 (27)
The B matrix is the link between the physical coordinates and the hybrid and reduced ones. The mass and stiffness
matrix M and K can then be projected on this basis [6, 18, 19, 20, 50].
K˜ = BTKB, M˜ = BTMB (28)
This provides an efficient and reduced basis allowing for describing the response of the internal DOFs. To be later
used in the CMS method.
2.3.2. Component modes selection
In the Craig-Bampton component modes selection method, the modal selection is based on the lower resonance
frequencies of the clamped model. That is the reason for selecting modes into the frequency range
[
0, 3 fmax
]
, with
fmax being the maximum frequency of interest for the wave dispersion analysis [6, 19, 20].
3. Overview of the WFE method
According to the periodic structure theory (PST) developed for 2D structures by Langley in [52], when a free
wave travels along a waveguide the displacement between two opposite boundary sides of a cell differs only by a
propagation factor. This unit cell needs however to be meshed in a similar way for each of its opposite boundaries, so
that continuity in displacements and forces equilibrium is respected [10], as shown in Fig.5.
For example, if the wave motion is along the x direction, then qR = λxqL. And thus the size of the problem can be
reduced as an unknown variable is removed. By using PST, the WFE method, which allows wave numbers to be found
for all the propagating waves by modelling only a period of the structure with standard FE, has been developed.
For two dimensional periodic composite structures, the wave motion is in the Oxy plane. This gives
qR = λxqL; qT = λyqB
qRB = λxqLB; qLT = λyqLB; qRT = λxλyqLB
(29)
And thus
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Figure 5: Decomposition of a periodic structure in an assembly of unit cells and presentation of the periodic structure
theory [10]

qB
qT
qL
qR
qLB
qRB
qLT
qRT
qI

=

I 0 0 0
Iλy 0 0 0
0 I 0 0
0 Iλx 0 0
0 0 I 0
0 0 Iλx 0
0 0 Iλy 0
0 0 Iλxλy 0
0 0 0 I


qB
qL
qLB
qI

= ΛR(λx, λy)

qB
qL
qLB
qI

(30)
Equilibrium at the right top corner nodes gives:
12
ΛL(λx, λy)
 fbd0
 = 0 (31)
with ΛL(λx, λy) the conjugate transpose of ΛR(λx, λy).
The following eigenvalue problem appears
ΛL(K − ω2M)ΛR

qB
qL
qLB
qI

= 0 (32)
Combining the CMS reduction method Eq.27 with the periodicity relation Eq.30, we obtain

qB
qT
qL
qR
qLB
qRB
qLT
qRT
qI

= B

qB
qT
qL
qR
qLB
qRB
qLT
qRT
pΦ

= BΛR

qB
qL
qLB
pΦ

(33)
The eigenvalue problem can be solved with a given (kx, ky) formulation [23] (kx and ky being respectively the wavenum-
ber in the x and y direction). Both kx and ky are taken in the range [0,
pi
∆x
], respectively [0,
pi
∆y
]. λ = e−ik∆ is a periodic
function, for that reason, the results are pi periodic and need to be post-processed to sort the dispersion curves. The
Modal Assurance Criterion is used for that purpose. In Fig.6, the dispersion curves of the first modes of a model
before and after post-processing are displayed.
4. Numerical investigation of a 2D weave fabric
As a first example, a 2D weave fabric composite is presented. In this section, dispersion curves for the modelled
textile composites are presented. Even though the WFE calculations are performed in 2D, the results will be displayed
in the Θ = 0o direction for the sake of clarity (except if specified otherwise). A unit cell is extracted from the fabric
as shown in Fig.2, its dimensions are 2x2x0.2 mm.
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Figure 6: Solving the eigenvalue problem gives pi periodic results that need to be sorted, using the MAC criterion;
(a) on the left figure, the dispersion curves (real part of the wavenumber against frequency) are displayed before
post-processing; (b) on the right, the curves have been post-processed using the MAC criterion
4.1. Mesoscale description
4.1.1. Mechanical properties
The mechanical properties of the materials in the mesoscale textile composite are chosen as shown in Tables.1-2.
Matrix E (N/m2) ν ρ (kg/m3)
3 × 109 0.2 1600
Table 1: Engineering constants of the isotropic matrix material for the 2D weave textile composite
Yarn E1 (N/m2) E2 (N/m2) E3 (N/m2) ν12 ν13 ν23
2 × 1011 1 × 1010 1 × 1010 0.3 0.4 0.4
G12 (N/m2) G13 (N/m2) G23 (N/m2) ρ (kg/m3)
5 × 109 5 × 109 5 × 109 4600
Table 2: Engineering constants of the orthotropic yarn material used for the 2D weave fabric
4.1.2. Mesh convergence study
In this paragraph, four mesoscale FE models of a unique 2D weave textile are compared (four different meshes for
an identical weave geometry). On the top left figure in Fig.7 is presented the geometrical model used as a reference.
The four FE models are gradually refined, starting with a coarse anisotropic model containing 500 elements (10x10x5).
The second model contains 2890 elements (17x17x10), the third contains 6250 elements (25x25x10) while the last
one is build up of 13500 elements (30x30x15).
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Figure 7: Meshed 2D mesoscale textile models; topological model provided by Texgen shown on top, multiscale
models described by an increasing number of elements in the following rows
6-10 elements per wavelength have to be used as a minimum, as a rule of thumb, in order to obtain accurate results.
This is how the ’k precision’ is calculated in Fig.7.
A convergence study is performed on those four models in order to use a low number of degrees of freedom while
having results as accurate as possible. The relative error is calculated for the three first modes of each model, using
the finer model as a reference. In Fig.8-10 are displayed the first three modes for each model in order to allow for
comparison between the different meshes. It seems that a convergence can be observed, and even though the 500
elements model is coarse, the maximum relative difference with the finest model (13500 elements) is only 6.5%, and
the shape of the dispersion curve for each modes are similar.
Fig.11 shows the relative error as previously described. It can be observed that the mean relative difference goes below
1% from the third model composed of 6250 elements, the convergence is confirmed. This model will be used for the
rest of the study.
For the first model composed of 500 elements, the calculation time to obtain the dispersion relations is around 4
minutes, the second model composed of 2890 elements has a calculation time of around 20 minutes and finally, the
chosen model composed of 6250 elements has a computation time of around 50 minutes.
It has to be stressed that all models successfully predict the stop-band behaviour of the textile composite within
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Figure 8: Dispersion curve of the first anti-symmetric flexural mode; ’..’ results for the model composed of 500
elements, ’-.’ results for the model composed of 2890 elements, ’- -’ results for the model composed of 6250 elements
and ’–’ results for the model composed of 13500
specific frequency ranges. It is reminded that wave propagation is forbidden within these ranges, therefore guided
wave inspection with a corresponding wave type is not possible.
4.1.3. Influence of the CMS reduction method on the results
In this paragraph, the impact of the CMS reduction method on the results is studied: two modelling methods are
compared, one using both the WFE and CMS methods, another using only the WFE method for reduction of the
system size. The results are displayed in Fig.12. It can be seen that the CMS reduction method shows almost no error
for this range of frequency (mean relative difference of 0.06% for the flexural mode, 0.27% for the shear mode and
0.13% for the extensional mode).
4.2. Macroscale homogenisation
The macroscopic material properties are found using the mesoscopic material properties given in Tab.1 and 2
through the methodology described in section 2.2.
The computed homogenised properties are shown in Tab.3.
The Texgen software directly provides the volume fraction of the investigated textiles. For example, in our case, the
fibre volume fraction for whole yarns is 0.54 of the full volume.
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Figure 9: Dispersion curve of the SH (shear-horizontal) mode; ’..’ results for the model composed of 500 elements,
’-.’ results for the model composed of 2890 elements, ’- -’ results for the model composed of 6250 elements and ’–’
results for the model composed of 13500
E1 (N/m2) E2 (N/m2) E3 (N/m2) G12 (N/m2) G13 (N/m2) G23 (N/m2)
3.73 × 1010 3.73 × 1010 6.05 × 109 2.54 × 109 2.43 × 109 2.43 × 109
ν12 ν13 ν21 ν23 ν31 ν32
0.136 0.362 0.136 0.362 0.059 0.059
Table 3: Orthotropic homogenised engineering constants of the macroscale 2D weave textile composite
The density is:
ρmacro = ρ f V
f rac
f + ρm(1 − V f racf )
= 4600 × 0.54 + 1600 × (1 − 0.54) = 3220 kg.m3
(34)
These mechanical properties are used for creating the macroscale model; the aim being to compare this model
to the 6250 elements mesoscale model. The modelled element needs to have the same dimensions as the ones of
the mesoscale model. The WFE method is then performed on a model composed of one element in both the x and
y directions and of ten elements in the z direction (1x1x10). The dispersion curves for the first three modes of this
model are displayed in Fig.13-15, as well as the modes of the 6250 elements mesoscale model.
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Figure 10: Dispersion curve of the pressure mode; ’..’ results for the model composed of 500 elements, ’-.’ results for
the model composed of 2890 elements, ’- -’ results for the model composed of 6250 elements and ’–’ results for the
model composed of 13500
In Fig.13-15, we notice some important differences between the curves from the meso- and macroscale models. The
mean relative frequency difference for the flexural mode (Fig.13) is of 31.5 %, and the dispersion curve present a
stop-band when modelled at a mesoscale. In the case of the shear mode (Fig.14), it can be observed that both models
show very similar results. The relative difference is of 2.8 % in that case and the results mainly differ by the shape of
the curve from a wavenumber of 2500 rad/m. Indeed, from a wavenumber of 3000 rad/m, the dispersion curve of the
shear mode of the mesoscale model present a stop-band. At last, the mean relative difference for the pressure mode
(Fig.15) is of 14.7 % in the wavenumber range [0,600] rad/m, but is then increasing to almost reach 50 % of relative
difference. As the global density and the global mechanical properties of both models are the same, the only factor
that could be affecting the dispersion is the internal geometry of the unit cell.
It can be noted that stop-bands occur (Fig.13-14) when the wavenumber reaches kx =
2pi
∆x
, which means when the
wavelength is of the size of a periodicity of the structure. In Fig.13, the stop-band is located in the frequency range
[1.7e5,2.2e5] Hz (grayed area). This means that no flexural wave will propagate at this frequency range.
4.3. Numerical validation using guided waves in a 2D weave structure fully modelled through FEs
In order to validate the method used in this paper, a comparison with a structure fully modelled through FEs will
be drawn. The phase velocity and group velocity of a longitudinal wave will be investigated versus frequency in a
beam structure made of the 2D weave fabric presented in section 4.1. A commercial FE software is used to obtain the
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Figure 11: Mean relative difference calculated for the dispersion curve of the first three modes of each model, dis-
played as a function of the number of degrees of freedom; ’– o’ relative error for the flexural mode, ’-.o’ relative error
for the shear mode, ’..o’ relative error for the extensional mode
results presented in this section.
4.3.1. Theoretical model description
A beam made of 2D weave fabric is modelled. Its width is of 2 mm, while its thickness is of 0.2 mm. These
dimensions are used so that the model is composed of only one unit cell in its width and thickness while an extensive
number of unit cells are used in its length. This way the propagating waves reflecting at the far end do not affect the
results.
Longitudinal waves are chosen for the study as they are straightforward to induce to a numerical beam model.
A force envelope is applied on one end side of the beam in the direction of the beam length. The magnitude of the
load is variable over time so that the signal carries a narrow band frequency, and has a short time pulse. To avoid the
coupling of various modes, displacement in the width and thickness directions are set as null independently of time.
This is also allowing for shorter computation time.
The signal is composed of a signal carrying the frequency of interest, mixed with a Hann window function (see
Fig.16). The carrier signal is periodic sinusoidal and composed of eleven cycles. It is defined as follows (Eq.35):
v(t) = sin (2pi fct) (35)
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Figure 12: Dispersion curves of the flexural, shear and extensional modes for a same model but different reduction
methods; ’- -’ using both the CMS and WFE methods and ’–’ using only the WFE method)
Figure 13: Dispersion curve of the flexural mode of the mesoscale model and the macroscale model; presenting a
stop-band (grayed area) for the the mesoscale model; ’- -’ mesoscale model and ’–’ macroscale model
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Figure 14: Dispersion curve of the shear mode of the mesoscale model and the macroscale model; ’- -’ mesoscale
model and ’–’ macroscale model
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Figure 15: Dispersion curve of the extensional mode of the mesoscale model and the macroscale model; ’- -’
mesoscale model and ’–’ macroscale model
21
v(t) is the amplitude of the signal, fc the frequency of interest and t the time. t varies from 0 to
11
fc
.
The Hann window function is a discrete function and is defined as follows (Eq.36):
w(n) = sin2 (
pin
N − 1) (36)
w(n) is the amplitude, N the size of the sample, this must correspond with the number of discrete values used to define
the carrier signal.
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Figure 16: The two components of the signal are the ’- -’ carrier signal and ’-.’ the Hann window function. The carrier
signal is carrying a frequency of 1e5 Hz. Combining these two components gives ’–’ the resulting signal
The displacement in the length direction is measured over time at different length positions of the beam. Using
these displacement amplitude over time data, the phase velocity and group velocity of the wave packet can be calcu-
lated. A parametric study is conducted, using signals carrying wave packets of different frequencies, in order to obtain
the sought dispersion relations.
4.3.2. Finite Element model
Data is captured at three different distances along the length of the beam on the upper surface of the model and
again at three different distances on the lower surface of the beam, to verify this has no impact on the results. For an
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accurate comparison, the model mesh size is the same for the two compared methods (full FE and WFE/CMS). The
length of the modelled beam varies according to the investigated frequency (around 10 wavelengths). The results are
computed for a beam made of 2D weave fabric modelled at a mesoscopic scale (as presented in section 4.1, tables
1-2) as well as at a macroscopic scale (see section 4.2, table 3).
Results.
The WFE/CMS method shown in this paper allows for computing the wavenumber (as displayed in Fig.18), the phase
velocity (as shown in Fig.19) and the group velocity (as shown in Fig.20) over frequency. This method is used for the
described beam model to obtain the dispersion relations as shown in Fig.18-22.
The full FE model allows for computing the phase velocity of the propagating wave as well as the group velocity
and it is shown along with the results from the WFE/CMS method in Fig.21-22. The phase velocity is calculated by
considering the velocity at which an individual peak propagates (taking here the central crest of the signal) [53]. The
envelope of the captured signal is calculated using the Hilbert transform (see Fig.17), the group velocity is the velocity
at which the envelope propagates (the crest of the envelope is considered as the reference point) [54].
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Figure 17: Captured signal at x=26 mm, for an input signal of 1e5 Hz, in the beam considered at a macroscopic scale,
with its upper and lower envelopes calculated using the Hilbert transform; ’- -’ upper envelope, ’-.’ lower envelope
and ’–’ captured signal
Once again, important differences exist between the dispersion relations of the model when considered at a meso-
or macroscale. For example, in Fig.18, when considering the first mode, the relative wavenumber difference for a
given frequency grows with the frequency. At 700 kHz, the difference is of almost 10%. Another great difference is
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Figure 18: Dispersion curves of the mesoscale model and macroscale model, obtained through the WFE/CMS method;
’x’ mesoscale and ’+’ macroscale
Figure 19: Phase velocity curves of the mesoscale model and macroscale model, obtained through the WFE/CMS
method; ’x’ mesoscale and ’+’ macroscale
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Figure 20: Group velocity curves of the mesoscale model and macroscale model, obtained through the WFE/CMS
method; ’x’ mesoscale and ’+’ macroscale
noticed between the cut-on frequencies of the dispersion curves of the following modes, again when comparing the
same model at two different scales. The frequency of appearance for the second mode differs by 2%, 15% for the third
mode and 5% for the forth mode.
In the context of NDE, it is of the utmost importance to know the accurate dispersion properties of the material
such as the group velocity, as NDE methods often uses the time of flight of a wave to locate a damage. In the studied
case (Fig.20), the relative difference between the group velocity values of the first mode of both studied scales is
constantly growing and even reaches 20% at 700 kHz, which is a non-negligible difference for uses in NDE.
Figures 21 and 22 present the results obtained through the full FEM and display the results from the developed methods
as well, allowing for comparison. Figure 21 presents the phase velocity results and an excellent agreement between
the results from the full FE model and the developed method when the material is considered orthotropic (macroscale)
can be observed, which confirms the validity of the WFE/CMS method in regard to predicting vibrational behaviour
of macroscale models. When considered at a mesoscopic scale, the two models show an excellent agreement as well,
the mean relative difference being of only 0.09%.
When considering the group velocity (see Fig.22), a good agreement can also be observed between the results
from both methods. The mean relative difference is of 0.69% for the macroscale model and of only 0.18% for the
mesoscale model. These excellent agreements between the results from the widely acknowledged full FE method and
the method used in this paper stand as a numerical validation of the method.
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Figure 21: Zoom on the phase velocity curves of the first mode of the mesoscale model and macroscale model, com-
parison between results obtained through the WFE/CMS method and through the full FEM; ’x’ mesoscale WFE/CMS,
’+’ macroscale WFE/CMS, ’diamond’ mesoscale full FE and ’o’ macroscale full FE
5. Numerical investigation of a 3D weave fabric
In this section, two models are compared. Both are models of a 3D weave as represented on the top left figure in
Fig.23. One fine model of the 3D weave containing 15625 elements (25x25x25). The second has one element in the
x and y direction, but 25 in the z direction (1x1x25). The elements of both models need to have the same dimensions.
The dispersion curves of the first three modes from the mesoscopic model are displayed (discontinued line), and
compared to the ones from the macroscopic model in Fig.24-26.
It can be observed once again very similar results when comparing the dispersion curves of the shear mode of both
meso- and macroscale models (Fig.25) for frequencies smaller than the stop-band frequency.
Stop-bands are observed in the dispersion curve of the flexural mode (Fig.24) in the frequency range [2.94e5,3.17e5]
Hz, as well as in the dispersion curve of the shear mode (Fig.25) in the frequency range [4.21e5,5.61e5] Hz. Once
again, the stop-bands appear when the wavelength reaches one periodicity of the unit cell.
The last three figures (see Fig.27-29) show the dispersion curves for a propagation in the y direction (Θ = 90o)
for the three first modes. Those are plotted for both the meso- and macroscale models. It can be seen for the flexural
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Figure 22: Zoom on the group velocity curves of the first mode of the mesoscale model and macroscale model,
comparison between the WFE/CMS method and the full FEM; ’x’ mesoscale WFE/CMS, ’+’ macroscale WFE/CMS,
’diamond’ mesoscale full FE and ’o’ macroscale full FE
Figure 23: Meshed 3D mesoscale textile model; topological model provided by TexGen shown on the first row,
mesoscale model composed of 15625 elements shown on the second and last row
and shear modes the appearance of stop-bands when the wavenumber reaches ky =
1pi
∆y
, ky =
2pi
∆y
and ky =
3pi
∆y
, which
means when the wavelength is equal to half the length of the unit cell or a multiple, probably because of the strong
structural changes in the y direction every half-length.
At last, very similar results are observed when comparing the dispersion curves of the shear mode of both meso-
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Figure 24: Dispersion curve of the flexural mode of mesoscale model and macroscale model; presenting a stop-band
(grayed area) for the the mesoscale model; ’- -’ mesoscale model and ’–’ macroscale model
Figure 25: Dispersion curve of the shear mode of mesoscale model and macroscale model; presenting a stop-band
(grayed area) for the the mesoscale model; ’- -’ mesoscale model and ’–’ macroscale model
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Figure 26: Dispersion curve of the extensional mode of mesoscale model and macroscale model; ’- -’ mesoscale
model and ’–’ macroscale model
Figure 27: Dispersion curve of the flexural mode of mesoscale model and macroscale model; presenting three stop-
bands (grayed area) for the the mesoscale model; Θ = 90o; ’- -’ mesoscale model and ’–’ macroscale model
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Figure 28: Dispersion curve of the shear mode of mesoscale model and macroscale model; presenting two stop-bands
(grayed area) for the the mesoscale model; Θ = 90o; ’- -’ mesoscale model and ’–’ macroscale model
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Figure 29: Dispersion curve of the extensional mode of mesoscale model and macroscale model; Θ = 90o; ’- -’
mesoscale model and ’–’ macroscale model
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and macroscale models (Fig.28) for frequencies smaller than the first stop-band frequency. The mesoscale architecture
of the textile seems to have a low effect on the shape of the dispersion curves of the shear mode, apart of course from
the stop-bands.
6. Conclusions
In this paper a methodology that allows the ultrasonic wave propagation properties of arbitrary textile composites
to be studied is presented. It is shown that mesoscopic scale design is needed for increased accuracy compared to the
macroscopic scale calculation used in conventional studies. Two examples are presented: a 2D fabric weave and a
3D fabric weave. For the 2D fabric weave model, a numerical validation of the methodology is introduced. For both
models, the dispersion relations are computed using the mesoscopic methodology, and compared the ones obtained
with the macroscopic methodology.
• It can be seen that there are some significant differences in the dispersion relations between the two methods.
• Both methods show very similar dispersion relation for the shear mode for low frequencies.
• It appears that when studied at a mesoscopic scale, the textiles show stop-bands for certain ranges of frequency
and modes.
• It appears that the strong anisotropy of the 3D weave textile in the y direction creates more band-gaps.
• Despite using a few elements for the textile modeling, the results are different by only 6.5% when compared to
the finest mesh model.
• Computational times are feasible while modelling the entire textile with FE would be very costly.
This paper is presented as a contribution in the field of Structural Health Monitoring in composites. The next step
toward early damage detection in these structures is modelling their interactions with damages such as fibres breakage
or delamination in order to build forward models. The following step will be to establish backward models.
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Nomenclature
M, C and K Mass, damping and stiffness matrices of the unit cell
t Time
ω Angular frequency
f Forcing vector for an elastic waveguide
q Physical displacement vector for an elastic waveguide
2bx, 2by, 2bz Dimension of the modelled unit cell along x, y and z direction
T , B, L, R Top, bottom, left, right sides nodes
LT , RT , LB, RB Left-top, right-top, left-bottom, right-bottom edges nodes
bd, I Boundary and internal nodes
λx, λy Propagation constant in x and y direction
kx, ky Wavenumber in x and y direction
P, P′ Two points in different unit cells of a textile composite
∆x, ∆y, ∆z Relative position coordinates
u, v, w Displacement of a point in the mesoscaled unit cell
U, V , W Displacement of a point in the macroscaled unit cell
∆u, ∆v, ∆w, ∆U, ∆V , ∆W Relative displacement
Fx, Fy, Fz, Fxy, Fyz, Fzx Loads
Φc Component modes
ΦI Modes associated to the internal DOFs
Φbd Static boundary modes
pΦ Reduced set of the physical internal DOFs
B Craig-Bampton projection matrix
ΛL, ΛR Matrices containing the propagation constants from the periodicity relation
ρm, ρ f Matrix density and fibre density of the materials used in the textile composite
Vm, V f , Vtot Matrix volume, fibre volume and total volume of the unit cell
V f racf Fibre fraction fiber volume
E Young’s modulus
G Shear modulus
ν Poisson ration
x, y, z Normal strain in x, y and z direction
γxy, γyz, γzx Shear strain in respectively Oxy, Oyz and Ozx plan
σx, σy, σz Normal stress in x, y and z direction
τxy, τyz, τzx Shear stress in respectively Oxy, Oyz and Ozx plan
{} Strain vector
{σ} Stress vector
[S ] Compliance matrix
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