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1 Introduction
Quantum stabilizer codes constitute the most important class of quantum error-correcting codes
due to their rich structure and strong connections with classical codes. It is well-known [4] that
to a quantum stabilizer code corresponds a self-orthogonal (with respect to a certain symplectic
bilinear form) classical code. We refer to the latter as a stabilizer code. Subsequently the study
was extended to finite fields [3, 14]. As it turned out, the crucial property of finite fields that
allowed the generalization was the existence of a generating character. This led Nadella and
Klappenecker [18] to the study of quantum stabilizer codes over Frobenius rings, where they
show the existence along with structural results when restricted to chain rings. While they show
that quantum stabilizer codes over Frobenius rings cannot outperform quantum stabilizer codes
over fields, they point out the simpler arithmetic of the former. In [7] the authors generalize the
results to the much larger class of local Frobenius rings.
In this paper we extend the study of [7, Section 7] and focus on the equivalence of quantum
stabilizer codes. In particular, we discuss the structure of symplectic isometries of stabilizer
codes. A symplectic isometry is a linear map that preserves the symplectic bilinear form and the
symplectic weight. A particularly nice class of symplectic isometries are the so-called monomial
maps. However, as shown in [7, Ex. 7.3], there exist symplectic isometries that are not monomial
maps. This led to the problem [7, Q. 7.4] of determining how far from being a monomial map a
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symplectic isometry is. This type of question is well-studied in classical coding theory, and it is
commonly referred as MacWilliams Extension Theorem. F. J. MacWilliams showed in her PhD
thesis that every Hamming isometry between linear codes over fields is a monomial map. Thus,
in that particular case, there is no difference between monomial maps and Hamming isometries.
The result has been vastly generalized by considering different weight functions and different
alphabets; see [25, 10, 9, 26, 6] and the references therein. On the other hand, MacWilliams
Extension Theorem does not hold for additive codes endowed with the Hamming weight. This
led Wood [24] to the study of isometry groups of additive codes.
The symplectic weight in R2n is simply the Hamming weight in pR2qn up to a change of
coordinates that we call γ. This elementary observation allows us to make use of the work
of Wood [24]. However, to study isometry groups of stabilizer codes we need to take care of
self-orthogonality. To this end, we modify the notions of [24] and associate to a stabilizer C
code two isometry groups: SymppCq and MonSLpCq, which satisfy MonSLpCq Ĺ SymppCq. The
first task of this paper is to establish how different can these two groups be. We show that the
difference can be as big as possible when R “ Fq is a finite field and give partial results when R
is local Frobenius ring. Secondly, we consider the equivalence and local equivalence of quantum
stabilizer codes. We show that monomial maps correspond to local Clifford operators.
The paper is organized as follows. In Section 2 we provide some background on finite (com-
mutative) Frobenius rings. Section 3 draws the connections between quantum stabilizer codes
and stabilizer codes in the general setting of Frobenius rings. In Section 4 we study in details
symplectic isometries of stabilizer codes. First we view the isometry groups as groups of matri-
ces. This gives a unified approach that takes care of the change of coordinate γ between R2n
and pR2qn. Secondly, we show that concatenation preserves the isometry groups. Subsequently,
we make use of the latter and [24, Thm. 5.1] to produce stabilizer codes with predetermined
isometry groups. In Section 5 we apply the results of Section 4 to the so-called LU-LC conjec-
ture. As mentioned, monomial maps completely determine local Clifford equivalence. On the
other hand it is not clear how general symplectic isometries relate to local unitary equivalence.
Understanding the latter yields a systematic way of creating examples that disprove the LU-LC
Conjecture. Finally, we end the paper with some conclusions and directions for future research.
2 Frobenius Rings
In this section we collect a few facts about Frobenius rings. Let A be a finite abelian group.
Its character group is defined as the set pA :“ HompA,C˚q of all group homomorphisms
from pA,`q to C˚, endowed with addition pχ1 ` χ2qpaq “ χ1paqχ2paq for all χi P pA and a P A.
Then pA is again an abelian group. Its zero element is εA P pA given by εApaq “ 1 for all a P A.
Elements of pA are called characters and εA is the principal character of A. The additive
inverse of χ P pA is given by p´χqpaq :“ χpaq, where ‚ denotes the complex conjugate. It is
well-known that A – pA as groups, though the isomorphism is not natural. We have a natural
isomorphism of groups
ζA : A ÞÝÑ pA, a ÞÝÑ "eva : pA ÝÑ C˚
χ ÞÝÑ χpaq , (2.1)
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and thus we identify A and pA. The kernel of a character χ P pA is kerχ :“ ta P A | χpaq “ 1u
and it is well-known that č
χP pA
kerχ “ t0u. (2.2)
We will focus on the additive group of finite commutative rings. To this end, let R be a finite
commutative ring with identity, and consider the character group pR. As mentioned we have
R – pR as groups. Moreover, in this case, the character group pR carries an R-module structure
via scalar multiplication
pr ¨χqpvq “ χpvrq for all r P R and v P R. (2.3)
Definition 2.1. A finite commutative ring R is called Frobenius if pR – R as R-modules.
It is an immediate consequence of the definition that in this case there exists a character χ
such that pR “ R¨χ. Any such character is called a generating character of R. With the aid
of (2.2) the reader will verify that a character χ P pR is generating iff kerχ contains no non-zero
ideals. It follows from this equivalence that any two generating characters χ, χ1 differ by a unit,
i.e., χ1 “ u¨χ for some u P R˚.
Frobenius rings have been historically defined via the socle socpRq and the Jacobson radical
radpRq; see Theorem 2.2 below. This character-theoretic approach has been exploited in detail in
[5, 25, 12]. Frobenius rings have been characterized by Wood [25, Thm 6.3, Thm. 6.4] as those
commutative rings that satisfy MacWilliams Extension Theorem [17] for the Hamming
weight. Classical coding theory over finite Frobenius rings is a well established area. This
paper, along with [18, 7], provide yet another evidence of the importance of Frobenius rings in
quantum error-correction.
Theorem 2.2. Let R be a finite commutative ring. Then the following are equivalent.
(1) R is Frobenius.
(2) socpRq – R{radpRq as R-modules.
(3) There exists α P R such that socpRq “ αR.
For a Frobenius ring, the socle and the Jacobson radical are very closely related. Namely,
let annpIq the annihilator of the ideal I Ď R. Then
annpradpRqq “ socpRq and annpsocpRqq “ radpRq; (2.4)
see [16, Cor. 15.7] for instance.
Remark 2.3. Let R be a local Frobenius ring with unique maximal ideal m. Denote R{m :“ Fq
the residue field. For r P R we will denote r :“ r ` m P R{m. Then of course radpRq “ m and
socpRq “ αR for some α P R as in Theorem 2.2(3). In this case (2.4) reduces to
annpmq “ αR and annpαRq “ m. (2.5)
Thanks to (2.5) we obtain a well-defined isomorphism ρ : αR ÝÑ Fq via αr ÞÝÑ r. Moreover,
we obtain a well-defined multiplication
r ¨ x “ rx, for all r P Fq and x P αR, (2.6)
which makes αR a Fq-vector space. In particular, for any n P N, Fq-linear maps and R-linear
maps of pαRqn coincide.
3
3 Stabilizer Codes
In this section we define stabilizer codes over Frobenius rings and motivate the definitions by
drawing connections with quantum error-correction and quantum stabilizer codes. The approach
was first studied in [18] where the authors generalize the definitions of non-binary quantum
stabilizer codes [3, 14] by making use of the existence of a generating character.
Let R be a finite Frobenius ring with cardinality |R| “ d and generating character χ. Fix
an orthonormal basis B “ tvx | x P Ru of Cd indexed by the ring elements. The pair pCd,Bq is
called a qudit. For a P R define the two linear maps Xpaq, Zpaq : Cq ÝÑ Cq where their action
on the basis B given by
Xpaqpvxq “ vx`a, Zpaqpvxq “ χpaxqvx for all x P R. (3.1)
A n-qudit is the pair pCdn ,Bbnq where
Bbn “ tvx “ vx1 b . . .b vxn | x “ px1, . . . , xnq P Rnu, (3.2)
and we identify Cd
n – pCdqbn. For a “ pa1, . . . , anq P Rn set
Xpaq “ Xpa1q b . . .bXpanq, Zpaq “ Zpa1q b . . .b Zpanq. (3.3)
If we use the standard dot product in Rn, that is, ax “ a ¨ x “ řni“1 aixi, then (3.3) reads as
Xpaqpvxq “ vx`a and Zpaqpvxq “ χpaxqvx for all a, x P Rn. (3.4)
Using properties of characters it is easy to see that Xpaq, Zpaq are unitary maps for all a P Rn.
Lemma 3.1 ([18, Prop. 4 and proof]). Let pa, bq, pa1, b1q P R2n and consider the unitary maps
P “ XpaqZpbq, P 1 “ Xpa1qZpb1q. Then
PP 1 “ χpba1qXpa` a1qZpb` b1q and P 1P “ χpb1aqXpa ` a1qZpb` b1q.
As a consequence,
PP 1 “ P 1P ðñ χpba1 ´ b1aq “ 1.
Now we are ready to define the Pauli group; see [7, Section 3] for the details.
Definition/Theorem 3.2. Let charpRq “ c and let ω P C˚ be a c-primitive root of unity where
c “
#
c, if c is odd,
2c, if c is even.
(3.5)
The set
Pn :“ tωℓXpaqZpbq | ℓ P Z, a, b P Rnu (3.6)
is a subgroup of the unitary group Updnq, called the n-qudit Pauli group. The elements of Pn
are called Pauli operators. Furthermore, the map
Ψ : Pn ÝÑ R2n, ωℓXpaqZpbq ÞÝÑ pa, bq, (3.7)
is a surjective group homomorphism with kerΨ “ tωℓI | ℓ P Zu. The latter is also the center
of Pn.
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Definition 3.3. The symplectic inner product on R2n is defined as
x ‚ | ‚ ys : R2n ˆR2n ÝÑ R, x pa, bq | pa1, b1q ys “ ba1 ´ b1a.
For a subset X Ď R2n we define XK :“ tv P R2n | x v |w ys “ 0 for all w P Xu. If X is a
submodule of R2n we call XK the dual module. As usual, X is called self-orthogonal (resp,
self-dual) if X Ď XK (resp., X “ XK).
Proposition 3.4. Let X Ď R2n be a submodule. Then
XK “ tv P R2n | χpx v |w ysq “ 1 for all w P Xu.
Proof. The forward containment is obvious. The other containment follows by the fact that the
kernel of a generating character does not contain any non-zero ideals; see also [7, Prop. 3.9].
Definition 3.5. (1) A subgroup S of Pn is called a stabilizer if
S is abelian and S X kerΨ “ tIdnu.
(2) A submodule C of R2n is called a stabilizer code if C “ ΨpSq for some stabilizer S ď Pn.
(3) A subspace Q of Cd
n
is called a quantum stabilizer code if there exists a stabilizer S ď Pn
such that
Q “ QpSq :“ tv P Cdn | Pv “ v for all P P Su.
If dimQ “ 1, then Q is also called a stabilizer state.
Theorem 3.6. Let C Ď R2n be a submodule. Then
C is a stabilizer code ðñ C Ď CK.
Thus, the stabilizer codes are exactly the self-orthogonal submodules with respect to the sym-
plectic inner product. In particular, stabilizer states correspond to self-dual stabilizer codes.
Proof. The forward direction follows directly from Lemma 3.1 and Proposition 3.4. For the
backward direction we refer the reader to [7, Thm. 3.2], where a stabilizer that satisfies ΨpSq “ C
is constructed. The last statement follows by the fact that dimC QpSq “ dn{|S|; see also [7, Thm.
3.14].
Definition 3.7. (1) The symplectic weight of a vector pa, bq “ pa1, . . . , an, b1, . . . , bnq P R2n
is defined as
wtspa, bq :“ |ti | pai, biq ‰ p0, 0qu|.
The symplectic weight of a Pauli operator P “ ωlXpaqZpbq is wtspP q :“ wtspa, bq.
(2) The minimum distance of a stabilizer code C is
distpCq “
"
mintwtspvq | v P CK ´ Cu, if C Ĺ CK
mintwtspvq | v P C ´ t0uu, if C “ CK .
For the physical significance of the Pauli group, symplectic weight, and minimum distance
we refer the reader to [4, 8, 15]. Note that by the very definition Ψ is weight preserving.
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4 Symplectic Isometries
The study of symplectic isometries was initiated in [7] as a tool to understand the equivalence of
quantum stabilizer codes. It was observed in [7] that not all symplectic isometries are monomial
maps. A natural problem [7, Q. 7.4] then is to establish how far from being a monomial map a
symplectic isometry is. In this section we extend the study by making use of the work of Wood
[24]. The crucial idea is to view the symplectic weight as the Hamming weight over R2 and make
use of classical machinery. We start with a change of coordinates that facilitates this. Namely,
we use
γ : R2n ÝÑ pR2qn, pa1, . . . , an | b1, . . . , bnq ÞÝÑ pa1, b1 | a2, b2 | . . . | an, bnq. (4.1)
Thus for x “ pa1, b1 | . . . | an, bnq we have
wtHpxq :“ |ti | pai, biq ‰ p0, 0qu “ wtspγ´1pxqq, (4.2)
that is, the Hamming weight on pR2qn is the pullback of the symplectic weight on R2n. In order
to transfer the problem completely to pR2qn we need to also pull back the symplectic inner
product. Namely, we define
xx | y y :“ x γ´1pxq | γ´1pyq ys “
nÿ
i“1
xiJyi
T, (4.3)
for all x, y P pR2qn, where xi, yi P R2 and
J “
ˆ
0 ´1
1 0
˙
. (4.4)
Definition 4.1. Let C Ď R2n be a stabilizer code and f : C ÝÑ R2n be a linear map. Then f
is called a symplectic isometry if wtspaq “ wtspfpaqq and x a | b ys “ x fpaq | fpbq ys for all
a, b P C. Two stabilizer codes C , C1 Ď R2n are called symplectically isometric if there exists
a symplectic isometry f : C ÝÑ R2n such that fpCq “ C1.
For a linear map f : R2n ÝÑ R2n we define f˜ :“ γ ˝ f ˝ γ´1 : pR2qn ÝÑ pR2qn as in the
following commutative diagram
pR2qn pR2qn
R2n R2n
//
f˜
//
f

γ

γ (4.5)
To resume, we obtain the following equivalences
f preserves wts ðñ f˜ preserve wtH, (4.6)
and
f preserves x ‚ | ‚ ys ðñ f˜ preserves x ‚ | ‚ y. (4.7)
We call f˜ a symplectic isometry if f is. With this notation we obtain the structure of symplectic
isometries of R2n.
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Theorem 4.2 ([7, Thm. 7.1]). Let f : R2n ÝÑ R2n be a linear map. Then f is a symplectic
isometry iff the matrix representation of f˜ in M2npRq with respect to the standard basis is a
block matrix of the form
diagpA1, . . . , AnqpP b I2q, (4.8)
where Ai P SL2pRq and P P Sn is a permutation matrix.
Definition 4.3. The map rf as in (4.8) is called a SL2pRq-monomial map. We will denote
MonSLppR2qnq the group of SL2pRq-monomial maps of pR2qn. The group of SL2pRq-monomial
maps of R2n is given by
MonSLpR2nq :“ tγ´1 rfγ | rf P MonSLppR2qnqu. (4.9)
The map rf is called amonomial map if Ai P GL2pRq in (4.8). We will denote MonppR2qnq and
MonpR2nq the groups of monomial maps of pR2qn and R2n respectively. If two stabilizer codes
are symplectially isometric via a SL2pRq-monomial map we call themmonomially equivalent.
We will be using the term “pSL2pRq-) monomial map” interchangeably and it should be
clear from context whether we work over pR2qn or R2n. Theorem 4.2 implies that all the
symplectic isometries of R2n are SL2pRq-monomial maps. On the the other hand, again thanks
to Theorem 4.2, we have that monomial maps preserve the symplectic weight, but not necessarily
the symplectic inner product.
We have two particularly nice symplectic isometries. They are in fact SL2pRq-monomial
maps, and they are naturally related with a normal form of stabilizer codes; see [7, Thm. 4.8].
Example 4.4. (1) For every permutation σ P Sn define the map τσ : R2n ÝÑ R2n given by
pa1, . . . , an, b1, . . . , bnq ÞÝÑ paσp1q, . . . , aσpnq, bσp1q, . . . , bσpnqq.
It is clear that τσ is a symplectic isometry. Then, rτσ has matrix representation Pσ b I2.
(2) For every i P t1, . . . , nu we define the map τi : R2n ÝÑ R2n given by
pa1, . . . , an, b1, . . . , bnq ÞÝÑ pa1, . . . , ai´1, bi, ai`1, . . . , an, b1, . . . , bi´1,´ai, bi`1, . . . , bnq.
Then τi clearly preserves the symplectic weight. It also preserves the symplectic inner prod-
uct, since for pa, bq, pa1, b1q P R2n we have
x τipa, bq | τipa1, b1q ys “
ÿ
j‰i
bja
1
j´aib1i´
ÿ
j‰i
ajb
1
j` bia1i “
nÿ
j“1
bja
1
j´
nÿ
j“1
ajb
1
j “ x pa, bq | pa1, b1q ys.
Moreover, the matrix representation of rτi is diagpI, ¨ ¨ ¨ , I, J, I, ¨ ¨ ¨ , Iq P SL2npRq, with J at
the i-th diagonal position.
Theorem 4.2 heavily relies on the fact that the isometry was defined on the entire space
R2n. As we will see, the result is no longer true if we start with a stabilizer code C Ď R2n. In
particular this means that the structure of symplectic isometries between stabilizer codes is yet
to be discovered. We start by defining two isometry groups associated to a stabilizer code
C Ď R2n:
MonSLpCq :“ tf P AutpCq | f is the restriction of an SL2pRq-monomial mapu,
SymppCq :“ tf P AutpCq | f is a symplectic isometryu. (4.10)
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Theorem 4.2 implies MonSLpCq Ď SymppCq. In fact this containment is strict, as the following
example shows. See also Example 4.10.
Example 4.5 ([7, Ex. 7.3]). Consider the stabilizer code C :“ γ´1pCq Ď F82, where C Ď pF22q4
is the F2-linear code generated by either of matrices
N1 “
¨˚
˚˝1 0 0 1 1 0 1 00 1 1 0 0 0 1 0
0 1 0 0 0 1 0 0
0 1 0 1 0 0 0 1
‹˛‹‚, N2 “
¨˚
˚˝1 1 1 0 1 1 0 10 1 0 1 0 0 0 1
0 0 1 1 0 0 1 1
0 0 0 1 0 1 0 1
‹˛‹‚,
and the map f˜ : C ÝÑ C that sends the i-th row of N1 to the i-th row of N2. One checks
straightforwardly that f˜ is a symplectic isometry. Moreover, f˜ cannot be a SL2pRq-monomial
map due to the fact that there are 2ˆ 2 zero blocks in N2 whereas no zero blocks in N1.
Since MonSLpCq Ĺ SymppCq, it is natural to ask how different the two groups can be. This
type of question was first exploited by Wood [24] for classical linear codes with respect to the
Hamming weight. In fact Wood showed that the difference can be as big as possible. In what
follows we show that a similar scenario is true for stabilizer codes. To do so we need some
preparation.
Let C Ď F2nq be a stabilizer code. Assume dimFq C “ k and let G be a generator matrix of
C, that is, G is a full rank k ˆ 2n matrix and
C “ txG | x P Fkqu “ imG “ pFkqqG. (4.11)
We wiew G as the linear map Fkq ÝÑ F2nq , x ÞÝÑ xG with inputs on the left1. This allows us to
think of C as an embedding of Fkq in F
2n
q via G. That is, we identify C with the pair pFkq , Gq. In
this way, if xG ÞÝÑ yG is an automorphism of C then so is xG ÞÝÑ yBG for any B P GLkpFqq.
In fact every isomorphism of C is of this form. This implies
AutpCq “ tBG | B P GLkpFqqu. (4.12)
Moreover, (4.12) yields an isomorphism of groups
Φ : AutpCq ÝÑ GLkpFqq, f ÞÝÑ Bf (4.13)
where Bf is the unique invertible matrix that satisfies f “ BfG. This allows us to identify
SymppCq with ΦpSymppCqq ď GLkpFqq. An automorphism of a stabilizer code trivially preserves
x ‚ | ‚ ys. With the above identification we have
SymppCq “ tB P GLkpFqq | wtspxBGq “ wtspxGq for all x P Fkqu. (4.14)
Next, we address the group MonSLpCq. Let f P MonSLpCq. As before, there exists a unique
Bf P GLkpFqq such that f “ BfG. On the other hand, f is the restriction of a monomial map
M . Thus we have BfG “ f “M|C . Denote2 by
rMonSLpCq :“ ΦpMonSLpCqq ď GLkpFqq. (4.15)
1To avoid ambiguities, for the remainder of the section all inputs will be on the left and we precompose.
2We use the same notation as Wood [24] where the extra “r” stand for “restriction” since we may identify Bf
with M|C.
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Thus, in GLkpFqq we have two subgroups that we can compare: rMonSLpCq and SymppCq. Of
course we have rMonSLpCq ď SymppCq. We will show that given H1 ď H2 ď GLkpFqq that
satisfy some necessary conditions3, there exists a stabilizer code C such that rMonSLpCq Ď H1
and H2 “ SymppCq, with equality rMonSLpCq “ H1 when q “ 2. We discuss first the necessary
conditions following the line [24]. First we need the notion of closure from group theory. For
more details we refer the reader to [23] and [24, Sec. 4].
Definition 4.6. Let a group G act on a set X from the left and let H ď G be a subgroup. For
x P X, define orbHpxq :“ thx | h P Hu. Then the closure of H with respect to the action of G
on X is
H “ tg P G | g ¨ orbHpxq “ orbHpxq for all x P Xu. (4.16)
The subgroup H is called closed if H “ H.
We fix the following notation for the remainder of this section.
Notation 4.7. Recall the change of coordinates γ from (4.1). Let C Ď F2nq be a stabilizer code
and put C :“ γpCq Ď pF2qqn. For a generating matrix G of C we also put N “ γpGq, where
the latter means that we permute the columns of G accordingly. Clearly GL2pFqq acts from the
right on the matrix space Mkˆ2pFqq and F˚q acts from the left on Fkq . Denote O# and O the
respective orbit spaces. The group GLkpFqq acts on O# from the left and on O from the right
in an obvious way.
Remark 4.8. Let C Ď pF2qqn be an Fq-linear code with generating matrix H. In this case we
think of H as k ˆ n matrix whose columns are k ˆ 2 matrices. Similarly as in (4.14) we may
define the isometry group of C as
IsopCq :“ tB P GLkpFqq | wtHpxBHq “ wtHpxHq for all x P Fkqu. (4.17)
Next, let MonpCq :“ tf P AutpCq | f is the restriction of a monomial mapu. We define rMonpCq :“
ΦpMonpCqq ď GLkpFqq. If C is self-orthogonal we naturally put
MonSLpCq :“ t rf “ γ ˝ f ˝ γ´1 | f P MonSLpCqu ĎMonSLppF2qqnq, (4.18)
where C :“ γ´1pCq. Then MonSLpCq Ď MonpCq. Put rMonSLpCq :“ ΦpMonSLpCqq. It follows
that rMonSLpCq “ rMonSLpCq.
Remark 4.9. Let C Ď pF2qqn “ imH be a self-orthogonal Fq-linear code and put C :“ γ´1pCq “
imG. Then wtspxGq “ wtHpxHq for all x P Fkq . Comparing (4.14) and (4.17) we conclude that
IsopCq “ SymppCq. In addition, Remark 4.8 implies rMonSLpCq “ rMonSLpCq Ď rMonpCq.
When q “ 2 we have GL2pF2q “ SL2pF2q and thus rMonSLpCq “ rMonpCq.
Remarks 4.8 and 4.9 point out the importance of the isomorphism Φ from (4.13). By
considering the images under Φ of all the groups floating around we obtain a unified approach
that is independent of the change of coordinates γ.
3Not all subgroups of GLkpFqq can be isometry groups.
9
Example 4.10. Let C Ď F2¨52 be the stabilizer given by the following generating matrix
G “
¨˝
0 1 1 1 1 0 0 0 0 0
1 0 1 0 0 0 0 0 1 1
1 0 0 0 1 0 1 1 0 0
‚˛.
Using (4.14) one computes SymppCq “ GL3pF2q. On the other hand, only 8 of these symplectic
isometries are restrictions of SL2pF2q-monomial maps.
Then, [24, Prop. 4.7] applied to our specific scenario reduces to the following.
Proposition 4.11. Let C Ď pF2qqn be a Fq-linear self-orthogonal code of dimension k. Then
rMonpCq is closed with respect to the action of GLkpFqq on O# and IsopCq is closed with respect
to the action of GLkpFqq on O.
Theorem 4.12 ([24, Thm. 5.1]). Let H1, H2 ď GLkpFqq be two subgroups such that H1 is
closed under the action of GLkpFqq on O# and H2 is closed under the action of GLkpFqq on O.
Then there exists n P N and a Fq-linear code C Ď pF2qqn such that
H1 “ rMonpCq and H2 “ IsopCq.
Of course there is no reason for the linear code produced in Theorem 4.12 to be self-
orthogonal. However, we make use of it to produce a self-orthogonal code of the same dimension
without changing the isometry groups. To achieve this we make use of the concatenated code.
That is, for a linear code C, the concatenated code is defined as
C | C :“ tpx | xq | x P Cu Ď pF2qq2n. (4.19)
Clearly, C | C has the same dimension as C, but it is twice as long. In this sense C has a rate
twice as large as the rate of C | C. So of course, achieving self-orthogonality will come with a
high cost.
Lemma 4.13. Let C “ imN Ď pF2qqn be a Fq-linear code. Then rMonpC | Cq “ rMonpCq and
IsopC | Cq “ IsopCq.
Proof. The first statement is a corollary of [24, Prop. 3.7] along with the observation that
C | C “ im pN where pN :“ N | N is the corresponding concatenated matrix. Next, by the very
definition of the Hamming weight, for all B P GLkpFqq we have
wtHpxN | xNq “ wtHpxBN | xBNq ðñ wtHpxNq “ wtHpxBNq.
The second statement then follows.
Lemma 4.14. Fix q “ 2l. Let C Ď pF2qqn be a Fq-linear code. Then C | C Ď pF2qq2n is a
self-orthogonal Fq-linear code.
Proof. Let x “ px1, . . . , xnq, y “ py1, . . . , ynq P pF2qqn. Then
x px | xq | py | yq y “
nÿ
i“1
xiJyi
T `
nÿ
i“1
xiJyi
T “ 0,
since charpFqq “ 2. Thus C | C is self-orthogonal.
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Corollary 4.15. Let C Ď pF2qqn be a Fq-linear code where q “ pl for some prime p. Then the
p-th concatenated code rC :“ C | ¨ ¨ ¨ | C Ď pF2qqpn is self-orthogonal code such that rMonpCq “
rMonp rCq and IsopCq “ Isop rCq.
We are now ready to prove the main theorem.
Theorem 4.16. Let H1, H2 ď GLkpFqq be two subgroups such that H1 is closed under the
action of GLkpFqq on O# and H2 is closed under the action of GLkpFqq on O. Then there exists
n P N and a stabilizer code C Ď F2nq such that
rMonSLpCq Ď H1 and H2 “ SymppCq, (4.20)
with equality H1 “ rMonSLpCq if q “ 2.
Proof. Applying Corollary 4.15 to Theorem 4.12 we can produce a self-orthogonal code C Ď
pF2qqn, for some n, such that
H1 “ rMonpCq and H2 “ IsopCq.
Now C :“ γ´1pCq Ď F2nq is a stabilizer code that satisfies (4.20), thanks to Remark 4.9. The
equality for the case q “ 2 was also discussed in Remarks 4.8 and 4.9.
We now address the general case of stabilizer codes over a local commutative Frobenius R.
In this case we obtain a weaker version of Theorem 4.16. Let m be the maximal ideal and α a
generator of the socle. Recall from Remark 2.3 that socpRq “ αR – R{m “ Fq.
Remark 4.17. Let X Ď R2n be a subset. We denote αX :“ tαx | x P Xu and X :“ tx |
x P Xu Ď F2nq . Note that αX is trivially self-orthogonal. Thus, αX is a stabilizer code for any
submodule X Ď R2n. Recall the map ρ from Remark 2.3. It induces a map, called again ρ,
αR2n ÝÑ F2nq . Thus αX – X for any submodule X Ď R2n, where the isomorphism is R-linear
and Fq-linear.
Theorem 4.18. Let H ď GLkpFqq be a closed subgroup under the action of GLkpFqq on O.
Then there exists n P N and a stabilizer code C Ď R2n such that H “ SymppCq.
Proof. Let rC Ď F2nq be the stabilizer code produced by Theorem 4.16 that satisfies H “ SympprCq.
Write rC “ imG, and let gi be the ith row of G. Then C :“ ρ´1prCq Ď pαRq2n Ď R2n is a stabilizer
code over R thanks to Remark 4.17. Let G1 be the matrix whose ith row is αgi. Thanks to (2.6)
we have
C “ txG1 | x P Fkqu “ imFqG1. (4.21)
Furthermore, Fq-linear automorphisms of C and R-linear automorphisms coincide thanks to
Remark 2.3. This implies SymppCq “ SympprCq “ H.
So far we have been comparing symplectic isometries of stabilizer codes with the symplectic
isometries of the entire ambient space. But for a stabilizer code C we have C Ď CK. How do
symplectic isometries of C relate to symplectic isometries of CK? We end this section with an
example that addresses this. See also Questions 7.5 and 7.6 in [7].
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Example 4.19. Consider the stabilizer code C :“ γ´1pCq where C Ď pF22q4 is the self-orthogonal
code generated by the matrix
G “
¨˝
1 0 0 0 0 0 1 1
0 0 1 0 0 0 0 0
0 1 0 0 1 0 1 0
‚˛.
It is easy to see that CK is generated by the matrix
H “
¨˚
˚˝˚˚1 0 0 0 0 0 1 10 0 1 0 0 0 0 0
0 1 0 0 1 0 1 0
0 1 0 0 0 0 1 0
0 1 0 0 0 1 0 1
‹˛‹‹‹‚.
Let gi be the i-th row of G and f : C ÝÑ pF22q4 be the symplectic isometry given by
g1 ÞÝÑ p1 0 0 0 0 0 1 0q
g2 ÞÝÑ p0 0 0 1 0 0 0 0q
g3 ÞÝÑ p0 1 0 0 1 0 0 1q
(4.22)
Clearly, there are exactly three self-dual codes Ci such that C Ĺ Ci Ĺ CK. Namely, if hi is
the i-th row of H, they are C ‘ xh4y, C ‘ xh5y, and C ‘ xh4 ` h5y. We claim that f cannot
be extended to a symplectic isometry of CK. To that end, assume f extends to a linear map
CK ÝÑ F82 that preserves orthogonality with respect to x ‚ | ‚ y, called again f . Since Ci’s are
self-dual so are fpCiq’s. Put rC :“ fpCq. Then rCK has generating matrix
rH “
¨˚
˚˝˚˚1 0 0 0 0 0 1 00 0 0 1 0 0 0 0
0 1 0 0 1 0 0 1
0 1 0 0 0 0 0 1
1 0 0 0 0 1 0 0
‹˛‹‹‹‚.
Similarly, there are three self-dual codes rCj such that rC Ĺ rCj Ĺ rCK. Namely, if rhi is the i-th
row of rH, they are rC ‘ xrh4y, rC ‘ xrh5y, and rC ‘ xrh4 ` rh5y. Thus fpCiq “ rCj for some j, and
fpCi ´ Cq “ rCj ´ rC. By comparing the weight-distributions of Ci ´ C and rCj ´ rC for all i, j,
we must have fpC1q “ rC1 in order to preserve the Hamming weight. By the same argument f
cannot be extended any further.
5 Applications to LU-LC Conjecture
The Pauli group is by definition a subgroup of the unitary group Updnq. For a unitary matrix
U P Updnq we have U : “ U´1 where the dagger represents the conjugate transpose. Thus the
normalizer of the Pauli group is given by
N pPnq :“ tU P Updqq | UPnU : “ Pnu. (5.1)
12
❛
❛
❛
❛
❛
❛
C
Ci 01|00|00|10 2 01|00|01|01 3 00|00|01|11 2
10|00|00|11 11|00|00|01 2 11|00|01|10 3 10|00|01|00 2
00|10|00|00 01|10|00|10 3 01|10|01|01 4 00|10|01|11 3
01|00|10|10 00|00|10|00 1 00|00|11|11 2 01|00|11|01 3
10|10|00|11 11|10|00|01 3 11|10|01|10 4 10|10|01|00 3
01|10|10|10 00|10|10|00 2 00|10|11|11 3 01|10|11|01 4
11|00|10|01 10|00|10|11 3 10|00|11|00 2 11|00|11|10 3
11|10|10|01 10|10|10|11 4 10|10|11|00 3 11|10|11|10 4
Table 1: Weight distributions of Ci ´ C
❛
❛
❛
❛
❛
❛
rC rCj 01|00|00|01 2 10|00|01|00 2 11|00|01|00 2
10|00|00|10 11|00|00|11 2 00|00|01|10 2 01|00|01|10 3
00|01|00|00 01|01|00|01 3 10|01|01|00 3 11|01|01|00 3
01|00|10|01 00|00|10|00 1 11|00|11|01 3 10|00|11|01 3
10|01|00|10 11|01|00|11 3 00|01|01|10 3 01|01|01|10 4
01|01|10|01 00|01|10|00 2 11|01|11|01 4 10|01|11|01 4
11|00|10|11 10|00|10|10 3 10|00|11|11 3 00|00|11|11 2
11|01|10|11 10|01|10|10 4 01|01|11|11 4 00|01|11|11 3
Table 2: Weight distributions of rCj ´ rC
Definition 5.1. The n-qudit Clifford group is Cn :“ N pPnq{teiθI | θ P Ru.
Note that the Clifford group is simply the normalizer of the Pauli group where we disregard
the phases. The latter is of course justified by phase principle which in quantum computation
has no physical consequence. Throughout this section we will pay special attention to the
subgroup Cbn1 ď Cn. We call U P Cn a Clifford operator whereas U P Cbn1 a local Clifford
(LC) operator. Recall the surjective group homomorphism Ψ from (3.7), with kernel ker Ψ “
tωℓI | ℓ P Zu. We will denote P˚n :“ Pn{ kerΨ. Thus we have an induced isomorphism
Ψ˚ : P˚n ÝÑ R2n. (5.2)
Then Ψ and Ψ˚ agree when restricted to stabilizers. The normalizer N pPnq acts on Pn via
conjugation. This induces a well-defined action of Cn on P
˚
n . Stated differently, for all U P Cn
we obtain a group homomorphism
φU : P
˚
n ÝÑ P˚n , P ÞÝÑ UPU :, (5.3)
which in turn is an automorphism of P˚n .
Remark 5.2. Similarly as above, using the action of N pPnq on Pn we also obtain a group
homomorphism
Φ : N pPnq ÞÝÑ AutpPnq, U ÞÝÑ
"
ΦU : Pn ÝÑ Pn
P ÞÝÑ UPU : . (5.4)
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Note that U P kerΦ iff U commutes with every Pauli operator. Since the Pauli operators span4
the matrix space MdnpCq, we may conclude that
U P ker Φ ðñ UM “MU for all M PMdnpCq
ðñ U P teiθI | θ P Ru.
Hence Cn “ N pPnq{ ker Φ can be thought of as a subgroup of AutpPnq. Namely,
Cn – tΦU | U P N pPnqu ď AutpPnq. (5.5)
Although Remark 5.2 gives a natural connection of the Clifford group with automorphisms
of the Pauli group, we focus only on (5.2) and (5.3). Thanks to (5.2) we clearly have AutpP˚nq –
AutpR2nq. Moreover, the map ΨU :“ Ψ˚´1 ˝ φU ˝Ψ˚ is an automorphism of the additive group
pR2n,`q for any U P Cn. Since Ψ˚ and φU are only group isomorphisms, it is impossible to say
anything about R-linearity of ΨU . For this reason we restrict ourselves to the Frobenius ring
R :“ Z{dZ. With this restriction, ΨU is R-linear and it is given by right matrix multiplication.
Namely, for a matrix M P GL2npRq denote LM : x ÞÝÑ xM its induced linear map. Then for
every U P Cn there exists MpUq P GL2npRq such that the following diagram
R2n R2n
P˚n P
˚
n
//
LMpUq
//
φU

Ψ˚

Ψ˚ (5.6)
commutes.
Remark 5.3. Consider (5.6) for n “ 1 and recall that we have fixed R :“ Z{dZ. It is straight-
forward to show that for every U P C1 we have MpUq P SL2pRq. The converse is also true, that
is,
for every M P SL2pRq, there exists UpMq P C1 such that (5.6) commutes. (5.7)
In this paper we will need only the existence, thus, for the details of the existence we refer the
reader to [13, 1]. It is worth mentioning that in these references the arithmetic is modulo d where
d is as in (3.5). Then one shows that the same holds true modulo d; see [2, Lemma A.1], for
instance. Hence, (5.7) holds regardless of whether d is odd or even. Now let U “ U1b¨ ¨ ¨bUn P
Cbn1 . Then
MpUq “ diagpMpUiqqi (5.8)
is a 2nˆ 2n block diagonal matrix, where MpUiq P SL2pRq. In other words, MpUq is a SL2pRq-
monomial map for every U P Cbn1 .
Remark 5.4. Let S ď Pn be a stabilizer. By definition SXkerΨ “ tIu and thus ΨpSq “ Ψ˚pSq
gives rise to a stabilizer code C Ď R2n. It is easy to see that for any U P Cn the group
φU pSq “ USU : :“ tUPU : | P P Su (5.9)
is again a stabilizer. Thus ΨpUSU :q also defines a stabilizer code CU Ď R2n. Moreover, we
obtain a quantum stabilizer code QpUSU :q. The reader will verify that QpUSU :q “ UQpSq :“
tUv | v P QpSqu.
4For instance, see [7, Rem. 3.6] and the references therein.
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Theorem 5.5. Let U P Cbn1 . Then C and CU as in Remark 5.4. are symplectically isometric.
Proof. Write U “ U1 b ¨ ¨ ¨ b Un with Ui P C1. Consider the map ΨU :“ Ψ˚´1φUΨ˚. By
Remark 5.4 we have ΨU pCq “ CU . Thus, ΨU trivially preserves the symplectic inner product
on C. To complete the proof we need to show that ΨU also preserves the symplectic weight.
Since Ψ is a weight preserving map, it is enough to show that φU is weight preserving for any
U “ U1 b ¨ ¨ ¨ b Un P Cbn1 . Indeed, let P “ P1 b ¨ ¨ ¨ b Pn P S. From the very definition of the
symplectic weight of a Pauli operator we have wtspP q “ |ti | Pi ‰ Iu|. Moreover, we have
φU pP q “ UPU : “ U1P1U :1 b ¨ ¨ ¨ b UnPnU :n, (5.10)
which in turn implies wtspP q “ wtspφU pP qq.
Notation 5.6. A permutation σ P Sn acts on Rn by permuting the coordinates. For P “
ωlXpaqZpbq we will denote σpP q :“ ωlXpσpaqqZpσpbqq and for X Ď Pn we will denote σpXq :“
tσpxq | x P Xu. It is easy to see that S ď Pn is a stabilizer iff σpSq ď Pn is a stabilizer.
Definition 5.7. (1) Two quantum stabilizer codes Q “ QpSq and Q “ QpS1q are called per-
mutation equivalent if there exists a permutation σ P Sn such that S1 “ σpSq.
(2) Two quantum stabilizer codes Q “ QpSq and Q “ QpS1q are called Clifford permutation
equivalent (CP) (resp., locally Clifford permutation equivalent (LCP)) if there exists
a permutation σ P Sn and U P Cn (resp., U P Cbn1 ) such that S1 “ UσpSqU :.
(3) Two quantum stabilizer codes Q and Q1 are called unitary equivalent (resp., locally
unitary equivalent (LU)) if there exists U P Updnq (resp., U P Updqbn) such that Q1 “ UQ.
If we take σ to be the identity permutation in Definition 5.7(2) then we are dealing with
locally Clifford (LC) equivalent quantum stabilizer codes. It is obvious that two LC equivalent
quantum stabilizer codes are also LU equivalent. Is the converse true? This is know in the
literature as the LU-LC conjecture [21]. The conjecture was reduced to various subclasses of
stabilizer codes [11, 19, 27, 22], to finally be proven incorrect in [28]. One of these subclasses
is that of stabilizer states, to which correspond self-dual stabilizer codes. The counterexample
provided in [28] is randomly generated. Thus the structure of such counterexamples is yet to
be discovered. In [20] the authors show that there exist infinitely many stabilizer states that
disprove the LU-LC conjecture. A sufficient condition for spotting LU stabilizer states that
are not LC is of interest. The following result characterizes LCP stabilizer codes (and thus LC
stabilizer states) using the language of Section 4.
Theorem 5.8. Let C “ ΨpSq and C1 “ ΨpS1q be two stabilizer codes. Then C and C1 are
monomially equivalent iff the quantum stabilizer codes QpSq and QpS1q are LCP equivalent.
Proof. We show the forward direction, with the other one being similar. LetM “ diagpM1, . . . ,MnqpPσb
I2q be a SL2pRq-monomial map as in (4.8) that maps C to C1. Let Ui :“ UpMiq P C1 be as in
Remark 5.3 and consider U :“ U1 b ¨ ¨ ¨ b Un P Cbn1 . Recall the change of coordinates γ from
(4.1). For pa, bq P C we have
γpa, bq “: x “ px1, . . . , xnq P γpCq “: C Ď pR2qn, (5.11)
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where xi “ pai, biq P R2. Put Pi “ Ψ˚´1pxiq. Then P “ P1 b ¨ ¨ ¨ bPn P S, and every element of
S can be written in such way. With this notation we have
UσpP qU : “ U1Pσp1qU :1 b ¨ ¨ ¨ b UnPσpnqU :n
“ φU1pPσp1qq b ¨ ¨ ¨ b φUnpPσpnqq
“ φU1pΨ˚´1pxσp1qqq b ¨ ¨ ¨ b φUnpΨ˚´1pxσpnqqq
“ Ψ˚´1pxσp1qM1q b ¨ ¨ ¨ bΨ˚´1pxσpnqMnq
P S1,
because pxσp1qM1, . . . , xσpnqMnq P γpC1q. Thus UσpSqU : Ď S1. Since |S1| “ |C1| “ |C| “ |S| “
|UσpSqU :|, equality follows.
We end this section with two examples that relate all the equivalence notions discussed.
Throughout we will use R “ F2 and X :“ Xp1q, Z :“ Zp1q.
Example 5.9. Let C Ď F2¨32 be the stabilizer code given by the following generating matrix
G “
¨˝
1 0 1 0 1 0
0 1 1 1 0 0
0 0 0 1 1 1
‚˛,
and consider the SL2pF2q-monomial map given by M “ diagpM1,M2,M3qpPσ b I2q where we
take the permutation to be the cycle σ “ p123q, and
M1 “
ˆ
1 0
1 1
˙
,M2 “
ˆ
0 1
1 0
˙
,M3 “
ˆ
1 1
0 1
˙
.
Then, C1 :“ txM | x P Cu is the stabilizer code given the following generating matrix
G1 “
¨˝
1 0 1 1 1 1
1 0 0 0 1 1
1 1 0 1 0 1
‚˛.
Then the corresponding stabilizers are S “ xXZX,ZXX,ZZZy and S1 “ xY ZY,XZZ, Y XZy.
To Mi correspond the following Clifford operators that make (5.6) commute:
U1 “ 1?
2
ˆ
1 i
i 1
˙
, U2 “ 1?
2
ˆ
1 1
1 ´1
˙
, U3 “
ˆ
1 0
0 i
˙
.
One easily verifies S1 “ UσpSqU : where U “ U1 b U2 b U3. The corresponding quantum
stabilizer states QpSq and QpS1q are the one-dimensional complex spaces generated by vectors
v “ p1, 0, 0,´1, 0, 1, 1, 0qT and v1 “ p1, 1,´i, i, 1,´1,´i,´iqT respectively. By Theorem 5.8 and
Remark 5.4 we have
QpS1q “ QpUσpSqU :q “ UQpσpSqq. (5.12)
Note that σpSq “ xZXX,XXZ,ZZZy and QpσpSqq is generated by v2 “ p1, 0, 0, 1, 0,´1, 1, 0qT .
One could also verify (5.12) directly by noting that Uv and v2 differ only by the scalar p1` iq{2.
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Example 5.10. Let C “ imG and C1 “ imG1 be the self-dual stabilizer codes where G and G1
are as follows
G “
¨˚
˚˝1 0 1 1 0 1 0 00 1 0 1 1 0 0 0
0 0 0 0 1 0 1 0
0 0 0 0 1 1 0 1
‹˛‹‚, G1 “
¨˚
˚˝1 1 1 1 1 0 0 10 0 1 1 0 1 0 0
0 0 0 0 0 0 1 1
0 0 1 1 1 0 0 0
‹˛‹‚.
The map f : C ÝÑ C1 that maps the i-th row of G to the i-th row of G1 is a symplectic isometry
and thus C and C1 are symplectially equivalent. On the other hand, it is easy to see that there
cannot exist a SL2pF2q-monomial map between the two. The associated stabilizers are
S “ xXZXX,ZXIX,ZIZI, ZZIZy,
S1 “ xY XXY, IZXX, IIZZ,ZIXXy. (5.13)
Then, the respective quantum stabilizer states are
QpSq “ span Ctp1, 0, 0, 0, 0, 0, 0,´1, 0, 0, 1, 0, 0, 1, 0, 0qTu,
QpS1q “ span Ctp1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,´1qTu.
(5.14)
Since f is not a SL2pF2q-monomial map Theorem 5.8 implies that QpSq and QpS1q are not
LCP equivalent. In fact, they are not even LU equivalent. To show this we make use of the
vectorization of matrix, that is, vecpXq of a matrix X is the column vector where we stack
the columns of X. Let X,X 1 PM4pF2q be the matrices whose vectorization gives the vectors in
(5.14). Namely
X “
¨˚
˚˝1 0 0 00 0 0 1
0 0 1 0
0 ´1 0 0
‹˛‹‚ and X 1 “
¨˚
˚˝1 0 0 10 0 0 0
0 0 0 0
1 0 0 ´1
‹˛‹‚. (5.15)
Assume that there exists U “ U1 b U2 b U3 b U4 P Up2qb4 such that QpS1q “ UQpSq. From
elementary properties of the Kronecker Product, this is equivalent with
pU3 b U4qXpU1T b U2Tq “ X 1. (5.16)
Clearly this is impossible since the right-hand-side has rank 2 whereas the left hand side has
rank 4.
6 Conclusions and Future Research
We have presented a detailed study of symplectic isometries of stabilizer codes. For stabilizer
codes over fields we establish how far from being a SL2pFqq-monomial map a symplectic isometry
is. This is achieved via Theorem 4.16. However, as discussed in Section 4, the stabilizer codes
constructed with predetermined isometry groups are asymptotically bad. Indeed, the rate goes
to zero as the characteristic of the alphabet goes to infinity.
Problem 6.1. Construct asymptotically good stabilizer codes that satisfy Theorem 4.16.
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For the general case over local Frobenius rings a partial result is presented. In this case,
the group SymppCq is easily understood and related with the case of stabilizer codes over fields.
Whereas, since SL2pRq ‰ SL2pFqq, the techniques presented in this paper do not help toward
understanding MonSLpCq.
Problem 6.2. Establish an analogous result as in Theorem 4.16 for stabilizer codes over Frobe-
nius rings.
In Section 5 we relate equivalence notions of quantum stabilizer codes with symplectic isome-
tries. In particular, Theorem 5.8 characterizes LCP equivalence in terms of SL2pRq-monomial
maps. We view this as the first step toward systematically constructing LU equivalent stabilizer
states that are not LC. Of course, much more work is needed to understand the structure of
counterexamples of LU-LC conjecture. The strategy for searching for such counterexamples was
already pointed out in Examples 5.10. We make this precise here as the main future direction.
Let C “ imG, C1 “ imG1 Ď F2nq be two stabilizer codes of the same dimension. Define two
isometry groups
rMonpC, C1q :“ tB P GLkpFqq | GM|C “ BG1,M is an SL2pFqq-monomial mapu,
SymppC, C1q :“ tB P GLkpFqq | wtspxGq “ wtspxBG1q for all x P Fkqu.
Example 5.10 shows that rMonpC, C1q Ĺ SymppC, C1q in general. Let f P SymppC, C1q ´
rMonpC, C1q. Since f R rMonpC, C1q, Theorem 5.8 guarantees that QpΨ´1pCqq and QpΨ´1pC1qq
cannot be LCP stabilizer codes. So if they are LU equivalent to start with, we have a coun-
terexample. Unfortunately it is not clear how LU equivalence fits into the language of Section 4.
Thus more work is needed for understanding what symplectic isometries produce LU equivalent
quantum stabilizer codes. As far as LU-LC conjecture is concerned we may restrict ourselves on
quantum stabilizer states, to which correspond self-dual stabilizer codes.
Problem 6.3. Let C, C1 Ď F2nq be two self-dual stabilizer codes. Establish how different
rMonpC, C1q and SymppC, C1q can be. That is, let H, K ď GLnpFqq be two groups that sat-
isfy some reasonable necessary conditions. Is it possible to construct two self-dual stabilizer
codes C and C1 such that H “ rMonpC, C1q and K “ SymppC, C1q?
Problem 6.4. Let C, C1 Ď F2nq be two self-dual stabilizer codes, and f : C ÝÑ C1 be a sym-
plectic isometry. Find sufficient conditions for the existence of U P Upqqbn with QpΨ´1pC1qq “
UQpΨ´1pCqq.
Note that a rather weak necessary condition for symplectic isometries that produce LU states
was mentioned in Example 5.10. Namely, if v and v1 are generators of two quantum stabilizer
states, then the n ˆ n matrices X, X 1 with v “ vectorizationpXq and v1 “ vectorizationpX 1q
must have the same rank.
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