Abstract. Let Hn(F) be the space of all n × n upper Hessenberg matrices over a field F, where n is a positive integer greater than two. In this paper, surjective additive maps preserving rank-1 on Hn(F) are characterized.
H u n (F) = {(a ij ) ∈ H n (F) | a j+1,j = 0 for all j ∈ {2, . . . , n − 1}}
and H d n (F) = {(a ij ) ∈ H n (F) | a j+1,j = 0 for all j ∈ {1, . . . , n − 2}} .
The following notation is first used in [3] . For an interger s with 1 ≤ s ≤ n, let U s = x 1 · · · x s 0 · · · 0 t | x i ∈ F for all i ∈ {1, . . . , s} , V s = 0 · · · 0 x s · · · x n | x i ∈ F for all i ∈ {s, . . . , n} , xV s = {xv | v ∈ V s } for each x ∈ M n1 (F) and U s y = {uy | u ∈ U s } for each y ∈ M 1n (F).
For a matrix A = (a ij ) in M n (F), Chooi and Lim denoted A ∼ the matrix (b ij ) in M n (F) such that b ij = a n+1−j,n+1−i for any i and j. Observably, the diagonal line acts as the reflection-axis for the remaining elements but the elements on this line are fixed. Furthermore, (A + B)
The following proposition is a useful tool to prove some of our results; however, we state without proof because its proof is straightforward. By making use of Proposition 1 (ii), the property of the decomposition rank of a matrix and the fact that V n ⊆ · · · ⊆ V 1 and U 1 ⊆ · · · ⊆ U n , the following corollary is obtained.
Corollary 2. Let x ∈ M n1 (F)\{0} and y ∈ M 1n (F)\{0}. The matrix xy ∈ Ω if and only if there exists s ∈ {1, . . . , n + 1} such that x ∈ U s and y ∈ V s−1 , where V 0 = V 1 and U n+1 = U n . Proposition 3. For n ≥ 3, let A = (a ij ) and B = (b ij ) ∈ H n (F). Then AB ∈ H n (F) if and only if a i,i−1 = 0 or b i−1,i−2 = 0 for all i ∈ {3, 4, . . . , n}.
Proof. The proof is simple.
In matrix theory, for each m × n matrix A of rank r, there exist nonsingular matrices P and Q in M m (F) and M n (F), respectively, such that P AQ = I r 0 0 0 . This property is shown in the sense of Hessenberg matrices.
Proposition 4. If A ∈ H n (F) of rank r = 0, then there exist nonsingular matrices P, Q ∈ T n (F) such that P AQ = r i=1 E siti , where s i , t i ∈ {1, . . . , n} with s i ≤ t i + 1 for all i and s i = s j , t i = t j for all i = j. Proof. Let A = (a ij ) be a Hessenberg matrix of rank r = 0. Given R 1 , . . . , R n and C 1 , . . . , C n are the row vectors and column vectors of A, respectively. Let R s be the first nonzero row vector from the last row of A and let a sq be the leading entry of R s . Multiply R s by a −1 sq and then for each 1 ≤ i < s, apply the row
Next, for each q < j ≤ n, apply the column operation C j − asj asq C q → C j . Let X and Y be the product of matrices obtained by these row operations and these column operations, respectively. Then X and Y are nonsingular triangular matrices such that XAY = E sq + B with B = U V 0 0 , where U ∈ H s−1 (F) and
. By using the same argument with B, we obtain X 2 BY 2 = E s2t2 + B 2 , where t 2 = q and s 2 < s. Furthermore, X 2 E sq Y 2 = X 2 e s ⊗ e q Y 2 which is the product of the s-column of X 2 and the q-row of Y 2 , and hence, it is the product of e s and e t q , which is E sq . This shows that X 2 E sq Y 2 = E sq . Continue the same process and then let P = X r · · · X 2 X and Q = Y Y 2 · · · Y r . It follows that P and Q are nonsingular triangular matrices; moreover,
and for each j ∈ {2, . . . , r}, we get X l E sj tj Y l = E sj tj for all j + 1 ≤ l ≤ r. Then for all s i , t i ∈ {1, . . . , n} with s i ≤ t i + 1 for all i and s i = s j , t i = t j whenever i = j, it follows that P AQ = r i=1 E siti , where
The following proposition acts as a supplement of matrices main proof.
Proposition 5. Let A, B ∈ H n (F) be nonsingular and ϕ :
Proof. The sufficiency is clear so we prove the necessity. Assume that Im ϕ ⊆ H n (F). To show that B = (b ij ) ∈ H d n (F), we first claim that, for any 2 ≤ s ≤ n − 1, if y ∈ V s , then yB ∈ V s . As a result, for any 2 ≤ s ≤ n − 1, if y = 0 · · · 0 y s · · · y n ∈ V s with y s = 0, then yB ∈ V s with y s b s,s−1 = 0 so that b s,s−1 = 0. We can conclude that B ∈ H d n (F) as desired.
It remains to show the claim. Fix s ∈ {2, . . . , n − 1}. Assume that y ∈ V s . Then x ⊗ y t ∈ H n (F) for every x ∈ U s+1 by Corollary 2. Since (Ax)(yB) = A(x ⊗ y t )B ∈ H n (F) for any x ∈ U s+1 and A is nonsingular, we obtain that both spaces {Ax | x ∈ U s+1 } and U s+1 have the same dimensions. Hence, yB ∈ V s ; otherwise, it forces the dimension of {Ax | x ∈ U s+1 } to be less than or equal to s which is a contradiction. The claim is now complete.
Similarly, by using the same manner, proving that A ∈ H u n (F) is enough to use the fact that if x ∈ U s+1 , then Ax ∈ U s+1 for all 1 ≤ s ≤ n − 2. 
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Surjective Additive Rank-1 Preservers on Hessenberg Matrices 3. Main results. This section is devoted to provide the structure of surjective additive rank-1 preservers on H n (F). For certain mappings on H n (F), relationships between the first row and the last column of each matrix in H n (F) are shown as follows. Note that for a space V of matrices, set
Lemma 6. Let ϕ be an additive rank-1 preserver on H n (F). Then for any i ∈ {1, 2, . . . , n}, there exist s i , q i ∈ {1, . . . , n} with s i ≤ q i + 1, nonzero elements x i ∈ U si and y i ∈ V t qi and injective additive maps
Proof. We only show the case i = 1. The other cases can be obtained similarly. Since e 1 ⊗ M n1 (F) is a rank-1 subspace and ϕ preserves all rank-1 matrices, it follows that ϕ(
for some nonzero x 1 ∈ U s1 and y 1 ∈ V t q1 .
Case 1: Suppose that {u, x 1 } is linearly dependent for any nonzero u ⊗ v ∈ ϕ(e 1 ⊗ M n1 (F)). Then u = α u x 1 for some α u ∈ F\{0} and u ∈ U s1 , and hence, v ∈ V t q1 . It follows that
. This implies that there exists an 1-1 additive map
Case 2: Suppose that {u 0 , x 1 } is linearly independent for some nonzero
As a result, {v, y 1 } is linearly dependent; otherwise, by (iii) of Proposition 1, it forces {u 0 , x 1 } to be linearly dependent which is a contradiction. Then there exists
Thus, ϕ(e 1 ⊗ M n1 (F)) ⊆ U s1 ⊗ y 1 . This implies that there exists an 1-1 additive map
In the similar way, we can conclude the following. Lemma 7. Let ϕ be an additive rank-1 preserver on H n (F). Then for any i ∈ {1, 2, . . . , n}, there exist p i , r i ∈ {1, . . . , n} with p i ≤ r i + 1, nonzero elements u i ∈ U pi and v i ∈ V t ri and injective additive maps
The next lemma provides a relationship between Lemma 6 and Lemma 7 on the first row and the last column of each Hessenberg matrix.
Lemma
Proof. By Lemma 6 in case i = 1, we obtain that
By Lemma 7 in case i = n, we also obtain that
Nevertheless, (I) (3.3) and (3.5) cannot hold simultaneously, and (II) (3.4) and (3.6) cannot hold simultaneously.
We prove only (I). Suppose that (3.3) and (3.5) hold simultaneously. Since x 1 ⊗ g 1 (e n ) = ϕ(e 1 ⊗ e n ) = u n ⊗ h n (e 1 ), by (ii) of Proposition 1, there exists a nonzero α ∈ F such that x 1 = αu n . Thus,
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By using (iii) of Proposition 1 repeatedly, we obtain that v, g 1 (y) , v, h n (y) and v, h n (e 1 ) are linearly dependent so that there exists a nonzero β ∈ F such that v = βh n (e 1 ), and hence, ϕ(x ⊗ y) = u ⊗ βh n (e 1 ) = βu ⊗ h n (e 1 ) ∈ M n1 (F) ⊗ h n (e 1 ).
which contradicts the surjectivity of ϕ by (iv) of Proposition 1.
The proofs of Lemma 9 and Lemma 10 use the same method, thereby we prove only Lemma 10.
Lemma 9. Let ϕ be a surjective additive rank-1 preserver on H n (F) satisfying the condition (3.3) in the proof of Lemma 8. Then, for 1 ≤ i ≤ n − 1,
where c i and v i are given in Lemma 7.
Lemma 10. Let ϕ be a surjective additive rank-1 preserver on H n (F) satisfying the condition (3.6) in the proof of Lemma 8. Then, for 2 ≤ i ≤ n,
where g i and x i are given in Lemma 6.
Proof. By the condition (3.6) in the proof of Lemma 8 and Lemma 6, we only show that (3.2) in Lemma 6 does not hold. If (3.2) holded, then d i (e n ) ⊗ y i = ϕ(e i ⊗ e n ) = c n (e i ) ⊗ v n , and hence,
The following proposition is a result of the combination of Lemmas 8−10. Recall the results from these lemmas: (a) There exist an 1-1 additive map g 1 : M n1 (F) → V t q1 and x 1 ∈ U s1 \{0}, where s 1 , q 1 ∈ {1, . . . , n} with
(b) There exist an 1-1 additive map c n : M n1 (F) → U pn and v n ∈ V t rn \{0}, where p n , r n ∈ {1, . . . , n} with p n ≤ r n + 1 such that
(c) For 1 ≤ i ≤ n − 1, there exist an 1-1 additive map c i : U i+1 → U pi and v i ∈ V t ri \{0}, where p i , r i ∈ {1, . . . , n} with p i ≤ r i + 1 such that
qi and x i ∈ U si \{0}, where s i , q i ∈ {1, . . . , n} with s i ≤ q i + 1 such that
Consider (a) and (b). We obtain and then there exists α ∈ F \ {0} such that c n (e 1 ) = αx 1 and g 1 (e n ) = αv n by Proposition 1. However, c n (
, and hence, q 1 ≤ r n .
Consider (a) and (c). In the case ϕ(e 1 ⊗ e 1 ), we get s 1 ≤ p 1 and q 1 ≤ r 1 . Moreover, s 1 ≤ p k and q 1 ≤ r k if we focus on ϕ(e 1 ⊗ e k ) for 2 ≤ k ≤ n − 1. As a result, for each i ∈ {1, . . . , n}, s 1 ≤ p i and q 1 ≤ r i . Consequently, q 1 = 1 and then s 1 ≤ 2. If not, we get q 1 ≥ 2 which forces r i ≥ 2 for all i. Since any Hessenberg matrix can be expressed as the form n i=1 z ⊗ e i from (c), and thus, ϕ maps Hessenberg matrices into Hessenberg matrices such that the first column is zero, which contradicts the surjectivity of ϕ.
Consider (a), (b) and (d).
We can see that p n = n and r n ≥ n − 1 follow by a similar argument.
Lemma 11. Let ϕ be a surjective additive rank-1 preserver on H n (F) which satisfies the condition:
There exist s 1 , r n ∈ {1, . . . , n} with s 1 ≤ 2 and r n ≥ n − 1, nonzero elements x 1 ∈ U s1 and v n ∈ V t rn and injective additive maps g 1 , c n on M n1 (F) such that
Then the following statements hold.
(i) There exist bijective additive maps g 1 , . . . , g n and x 1 , . . . , x n ∈ M n1 (F) such that g i :
. Moreover, such x 1 , . . . , x n are linearly independent. (ii) There exist bijective additive maps c 1 , . . . , c n and
where U n+1 = U n and
By Lemma 10 and Lemma 9, we obtain that for all 2 ≤ i ≤ n, there exist s i , q i ∈ {1, . . . , n} with s i ≤ q i + 1, a nonzero element x i ∈ U si and a 1-1 additive map g i :
Surjective Additive Rank-1 Preservers on Hessenberg Matrices and for each 1 ≤ i ≤ n − 1, there exist p i , r i ∈ {1, . . . , n} with p i ≤ r i + 1, a nonzero element v i ∈ V t ri and a 1-1 additive map c i :
It follows from (3.7) and (3.9) that for each nonzero z ∈ V t i−1 we get
where
Consequently, every Hessenberg matrix A is represented by the sum of the form x i ⊗ g i (z t i ), where each z i is the i-row of B such that ϕ(B) = A.
Since s 1 ≤ 2, we get x 1 ∈ U 1 or x 1 ∈ U 2 and then Im g 1 ∈ V t 1 , where V 0 = V 1 , besides, x i ∈ U si and Im g i ∈ V t qi for all 2 ≤ i ≤ n.
Case 1: x 1 ∈ U 1 . In fact, E nn is an element of H n (F) so that E nn = j x j ⊗ g j (z t j ) for some j. It follows that there exists an element in {x 2 , x 3 , . . . , x n } such that its n-position must not be zero, say x n . Since x n ∈ U sn , we get s n = n, and hence, x n ∈ U n and Im g n ∈ V t n−1 by making use of Corollary 2. Furthermore, with the same argument, E n−1,n−2 ∈ H n (F) which forces that there exists an element in {x 2 , x 3 , . . . , x n }\{x n } such that its (n − 1)-position must not be zero by the structure of x n and Im g n , say x n−1 . If the n-position of x n−1 is not equal to zero, we obtain that x n−1 ∈ U n , and thus, Im g n−1 ∈ V t n−1 which is impossible, therefore, x n−1 must be in U n−1 and Im g n−1 ∈ V t n−2 , and hence, {x n−1 , x n } is linearly independent. Similarly, the i-position of x i must not be zero; moreover, x i ∈ U i and Im g i ∈ V t i−1 for all i ≥ 2, and hence, {x 2 , . . . , x n } is linearly independent. In addition, by the structure of x 1 , we conclude that {x 1 , . . . , x n } is linearly independent.
Case 2: x 1 ∈ U 2 . In a similar manner, we obtain that the i-position of x i must not be zero; moreover, x i ∈ U i and Im g i ∈ V t i−1 for all i ≥ 3, and hence, {x 1 , x 3 , . . . , x n } is linearly independent. Since E 11 is an element of H n (F) and the structure of x i for all i ≥ 3, we get (3.12)
for some z 1 , z 2 ∈ M 1n (F); moreover, x 2 ∈ U 1 or x 2 ∈ U 2 . By (iii) of Proposition 1, we know that {x 1 , x 2 } is linearly dependent or {g 1 (z Surjective Additive Rank-1 Preservers on Hessenberg Matrices Let ϕ 2 : H n (F) → H n (F) be defined by ϕ 2 (X) = P 2 ϕ 1 (X)Q 2 for all X ∈ H n (F), where
and α ij (1) −1 is the inverse of α ij (1) for all i, j. Then ϕ 2 is a surjective additive rank-1 preserver on H n (F). Furthermore,
For each k ∈ {1, . . . , n}, we know that ϕ 2 (E 1k ) = E 1k and ϕ 2 (E kn ) = E kn . Hence, (3.13) β 1k (1) = 1 = β kn (1) for all k.
In addition, it can be shown similarly that β ij is a bijective additive map on F.
Next, let c ∈ F. We claim that β 1j (c) = β 1n (c) = β in (c) for all i, j ∈ {1, . . . , n}. Without loss of generality, since cE 1j + cE 1n + E ij + E in ∈ Ω and ϕ 2 is an additive rank-1 preserver,
We obtain β 1n (c)β ij (1) = β 1j (c)β in (1) = β 1j (c) by (3.13). In particular, letting c = 1 implies β ij (1) = 1. Hence, β 1n (c) = β 1j (c) for all j. Similarly, β in (c) = β 1n (c) for all i.
In addition, by using the same argument as above, we obtain that β pq (c) = β 1n (c) for all p, q ∈ {1, . . . , n}. Put θ = β 1n . Then θ is a bijective additive map on F such that for all i, j ∈ {1, . . . , n}, we get
Besides, θ(ab) = θ(a)θ(b) for all a, b ∈ F, and hence, θ is a field automorphism on F. Now, for each i, j ∈ {1, . . . , n}, we know that ϕ(cE ij ) = P θ(c)E ij Q, where P = XP Hence, for each A ∈ H n (F), we obtain that ϕ(A) = ϕ c ij E ij = P θ(c ij )E ij Q = P θ(c ij )E ij Q = P A θ Q, where A θ = θ(a ij ) .
Case 2: Assume that (ii) holds. By properties of the ∼ of any matrices and making use of Case 1, there exist P ∈ H u n (F) and Q ∈ H d n (F) such that ϕ(A) = P A θ Q ∼ = Q ∼ (A θ ) ∼ P ∼ , where Q ∼ ∈ H u n (F) and P ∼ ∈ H d n (F). Corollary 13. Let ϕ be a surjective additive map on H n (F). Then ϕ is a rank preserver if and only if there exist a field automorphism θ on F and nonsingular P ∈ H u n (F) and Q ∈ H d n (F) such that ϕ(A) = P A θ Q for all A ∈ H n (F) or ϕ(A) = P (A θ ) ∼ Q for all A = (a ij ) ∈ H n (F), where A θ = θ(a ij ) .
Finally, we would like to compare our main result, Theorem 12, and Theorem 3.23 in [5] which provided the structure of linear rank-1 preservers on H n (F) as follows:
If T is a linear map on H n (F) preserving rank-1 matrices, then (i) Im T is an n-dimensional rank-1 subspace, or (ii) there exist nonsingular upper Hessenberg matrices X and Y such that T (A) = XAY for all A ∈ H n (F), or T (A) = XA ∼ Y for all A ∈ H n (F).
Suppose that T is a surjective linear rank-1 preservers on H n (F). Then T is also a surjective additive rank-1 preservers on H n (F). By making use of Theorem 12, there exists a field automorphism θ on F such that T (A) = P A θ Q or T (A) = P (A θ ) ∼ Q. On the other hand, T (A) = XAY or T (A) = XA ∼ Y . In fact, this θ is the identity map on F.
