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EVOLUTION SYSTEMS OF MEASURES FOR
STOCHASTIC FLOWS
XIAOPENG CHEN, JINQIAO DUAN, AND MICHAEL SCHEUTZOW
Abstract. A new concept of an evolution system of measures
for stochastic flows is considered. It corresponds to the notion of
an invariant measure for random dynamical systems (or cocycles).
The existence of evolution systems of measures for asymptotically
compact stochastic flows is obtained. For a white noise stochastic
flow, there exists a one to one correspondence between evolution
systems of measures for a stochastic flow and evolution systems
of measures for the associated Markov transition semigroup. As
an application, an alternative approach for evolution systems of
measures of 2D stochastic Navier-Stokes equations with a time-
periodic forcing term is presented.
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1. Introduction
An invariant measure for a random dynamical system (RDS) de-
fined on a probability space (Ω,F ,P) taking values in a Polish space
X is a probability measure µ on Ω × X that is invariant under the
skew-product flow, and whose marginal on Ω coincides with the given
measure P (see [1, 9]). Any (forward) invariant random compact set
supports at least one invariant measure [1, 9]. Moreover, there exists
an invariant measure for each asymptotically compact RDS [4]. Impor-
tant examples of an RDS are those generated by stochastic differential
equations (SDEs) (see [1, 2]) and certain stochastic partial differential
equations (SPDEs). On the other hand, invariant measures for the
Markov semigroup generated by an SDE or SPDE have gained great
attention, see [16] for a comprehensive survey. The two notions of an
invariant measure are rather different. The first is from ergodic theory
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and dynamical systems, and the second is from probability theory. A
link between these two notions is that of a Markov measure [8, 12].
In applications to physics, an equation can be simultaneously sub-
jected to noise and time dependent non-stationary forcing [15]. In this
case the theory of random dynamical systems does not apply and one is
lead to consider nonautonomous stochastic systems or stochastic flows.
The theory of nonautonomous deterministic systems has been consid-
ered by many authors(e.g. [3, 6, 20, 22]). Haraux [20] investigated the
concept of a uniform attractor paralleling that of a global attractor.
The theory of attractors for nonautonomous deterministic systems is
considered in the book [22].
In this paper, we introduce a new concept of evolution systems of
measures for stochastic flows, which – in some sense – generalize the
notion of invariant measures for random dynamical systems. We show
that any attractor of a stochastic flow supports at least one such evo-
lution system and in our main result, Theorem 3.7, we establish a
relationship between evolution systems of measures for white noise sto-
chastic flows and evolution systems of measures for transition operators
which have been considered recently in the study of the long time be-
havior of SPDEs [19, 13, 14, 15]. As an application, we consider the
stochastic Navier-Stokes equation subjected to a time dependent forc-
ing term and prove that it generates a white noise stochastic flow which
admits an attractor and hence an evolution system of measures (both
for the flow and the Markov semigroup).
2. Preliminaries
We recall some definitions from [10]. Let (Ω,F ,P) be a probability
space. Further, let (X, d) be a Polish (i.e. complete separable metric)
space and denote the Borel-σ-algebra of X by B(X).
Definition 2.1. A family of maps S(t, s;ω) : X → X , −∞ < s ≤ t <
∞, ω ∈ Ω is called a stochastic flow (SF) if for P-a.e. ω
(i) S(t, r;ω)S(r, s;ω) = S(t, s;ω) for all s ≤ r ≤ t;
(ii) x 7→ S(t, s;ω)x is continuous for all s ≤ t;
(iii) For all t ∈ R, x ∈ X the mapping (s, ω) 7→ S(t, s;ω)x is mea-
surable from ((−∞, t]× Ω,B((−∞, t])⊗F ) to (X,B(X));
(iv) S(t, t;ω) = idX for all t ∈ R.
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Given t ∈ R and ω ∈ Ω, we say that K(t, ω) ⊂ X is an attracting set
if, for every non-empty bounded set B ⊂ X ,
d(S(t, s;ω)B,K(t, ω))→ 0 as s→ −∞,
where d(A,B) := supx∈A infy∈B d(x, y). We say that the stochastic flow
(S(t, s;ω))t≥s,ω∈Ω is asymptotically compact if there exists a measurable
set Ω0 with measure one such that for all t ∈ R and ω ∈ Ω0, there exists
a compact attracting set K(t, ω) [10].
We define the random omega limit set of a bounded set B ⊂ X at
time t as
A(B, t, ω) =
⋂
T<t
⋃
s<T
S(t, s;ω)B
and define
A(t, ω) =
⋃
B⊂X
A(B, t, ω).
For a measurable space (Ω,F ), we denote the family of all proba-
bility measures on that space by P(Ω). We denote by PP(Ω×X) the
set of all probability measures on (Ω × X,F ⊗B(X)) with marginal
P on Ω.
For µ ∈ PP(Ω × X), we denote its disintegration by µω, i.e. for
each ω ∈ Ω, µω ∈ P(X), the map ω 7→ µω(B) is measurable for all
B ∈ B(X) and µ(A × B) =
∫
1Aµω(B)dP(ω) for all A ∈ F and
B ∈ B(X). Note that such a disintegration exists since the space X is
Polish.
Next we define an evolution system of measures for a stochastic flow.
Definition 2.2. An evolution system of measures for a stochastic flow
S is a family of probability measures {µs}s∈R on (Ω×X, F ⊗B(X))
which satisfies
S(t, s; .)µs = µt,
for each s ≤ t and whose marginals on Ω coincide with the given
measure P.
Note that S(t, s; .)µs stands for the image of the measure µs under
the map (ω, x) 7→ (ω, S(t, s;ω)x).
For each s ∈ R, denote
F≥s = σ{S(u, t; ·)x | s ≤ t ≤ u, x ∈ X}
and
F≤s = σ{S(u, t; ·)x | t ≤ u ≤ s, x ∈ X},
where the bar denotes the completion with respect to the measure P.
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Definition 2.3. We call a stochastic flow (S(t, s;ω))t≥s,ω∈Ω a white
noise stochastic flow, if for each s ∈ R, F≥s and F≤s are independent.
The standard example of a white noise SF is the flow generated
by a stochastic differential equation driven by Brownian motion. If
(S(t, s;ω))t≥s,ω∈Ω is a white noise SF, then we define
Pstf(x) := E(f(S(t, s;ω)x))
for t ≥ s, and f a bounded measurable function fromX to R. Note that
this family defines an (inhomogeneous) Markov semigroup of transition
operators, i.e. we have Psu = Ptu ◦ Pst whenever s ≤ t ≤ u.
For ρ ∈ P(X), let Pstρ denote the image of ρ under Pst. A family of
Borel probability measures {ρs}s∈R on X with Pstρs = ρt for all s ≤ t
is said to be an evolution system of measures for {Pst}.
3. Main result
We quote the following result from reference [10] (Theorem 2.1).
Lemma 3.1. Assume that the stochastic flow (S(t, s;ω))t≥s,ω∈Ω is asymp-
totically compact and define K and A as in the previous section. Then,
for P-a.e. ω, the following results hold true. For all t ∈ R, the set
A(t, ω) is a nonempty compact attracting subset of K(t, ω), and it is
the minimal closed set with this property. Moreover, A is invariant, in
the sense that for all s ≤ t,
S(t, s;ω)A(s, ω) = A(t, ω).
In this case, A is called a pullback attractor of the stochastic flow S.
We remark that under the conditions of the previous lemma, the set
A(t, ω) is measurable with respect to the P-completion of F for each
t ∈ R (this is Proposition 2.1 in [10]). An inspection of the proof shows
that A(t, ω) is even measurable with respect to F≤t for every t ∈ R.
We now have the following result.
Theorem 3.2. Let S be a stochastic flow and suppose that A(t, ω),
t ∈ R, ω ∈ Ω is a compact forward invariant family of sets, i.e. there
exists a set of full measure Ω0 ∈ F such that
a) for each x ∈ X, t ∈ R the map ω 7→ d(x,A(t, ω)) is Borel
measurable,
b) for each ω ∈ Ω0, t ∈ R the set A(t, ω) is compact,
c) for each ω ∈ Ω0, s ≤ t we have S(t, s;ω)A(s, ω) ⊆ A(t, ω).
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Then there exists an evolution system of measures {µt}t∈R for (S(t, s;ω))t≥s,ω∈Ω
such that µt is supported by A(t, ω), i.e. for each t ∈ R we have
µtω(A(t, ω)) = 1 for P-a.e. ω.
Proof. We assume that Ω0 is chosen such that properties (i), (ii) and
(iv) of Definition 2.1 hold for all ω ∈ Ω0. For ω ∈ Ω0 we define
Cn,m(ω) := S(−m,−n;ω)A(−n, ω), m = 0, 1, 2, ..., n = m,m+1, ...
Then
Cn+1,m(ω) = S(−m,−(n + 1);ω)A(−(n+ 1), ω)
= S(−m,−n;ω)S(−n,−(n + 1);ω)A(−(n+ 1), ω)
⊆ S(−m,−n;ω)A(−n, ω) = Cn,m(ω), n = m,m+ 1, ...
Since all sets Cn,m(ω) are nonempty and compact the same is true for
C¯m(ω) := ∩
∞
n=mCn,m(ω), m = 0, 1, 2, ...
and C¯m enjoys the measurability property a) in the theorem, i.e. C¯m is
a random compact set. The measurable selection theorem of Castaing
and Valadier [5], Theorem III.9, guarantees the existence of a measur-
able map x0 from Ω0 to X such that x0(ω) ∈ C¯0(ω) for all ω ∈ Ω0.
By induction, we find a measurable map x−(n+1) from Ω0 to X such
that x−(n+1)(ω) ∈ C¯n+1(ω) and S(−n,−(n+1);ω)x−(n+1)(ω) = x−n(ω)
for all ω ∈ Ω0 (again using the measurable selection theorem). Fi-
nally, for s ∈ R we define xs(ω) := S(s,−n;ω)x−n(ω) for some non-
negative integer n such that −n ≤ s (by the previous construction
the definition does not depend on the choice of n). Then we have
xt(ω) = S(t, s;ω)xs(ω) for all ω ∈ Ω0 and all −∞ < s ≤ t <∞ which
implies that µtω := δxt(ω) is an evolution system supported by A. 
From Lemma 3.1 and Theorem 3.2 we have the following result.
Corollary 3.3. There existence of a evolution systems of measure for
asymptotically compact stochastic flows.
Remark 3.4. For an RDS which has a pullback attractor, it is well-
known that the attractor supports all invariant measures [11]. It is
generally not true however that an attractor of an SF supports all evo-
lution systems of measures. As an example consider the flow which is
generated by the ODE x′(t) = −x(t), t ∈ R on X = R which has an
attractor A(t, ω) = {0} which does not support the evolution system
of measures µt := δexp{−t}, t ∈ R.
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Remark 3.5. There exist stochastic flows which do not admit an evo-
lution system of measures {µt}. As a (deterministic) example take a
probability space consisting of a singleton, X = [0,∞) equipped with
the Euclidean metric and S(t, s)x := x+ t− s, x ∈ X, −∞ < s ≤ t <
∞.
We will need the following elementary lemma.
Lemma 3.6. Let (Ω,F ,P) be a probability space and G a sub σ-algebra
of F . Let (E, d) be a Polish space with Borel σ-algebra E . Suppose
f : Ω × E → R is a bounded G ⊗ E -measurable function and µω a
random probability measure on E which is independent of G , i.e.
(i) ω 7→ µω(A) is F -measurable and independent of G for each A ∈ E .
(ii) µω(·) is a probability measure for each ω ∈ Ω.
Define the probability measure ρ on (E, E ) by
ρ(A) := Eµω(A), A ∈ E .
Then, almost surely
E(
∫
f(ω, x)µω(dx) | G ) =
∫
f(ω, x)ρ(dx). (3.1)
Proof. The statement holds for f(ω, x) := 1A(x)1B(ω), A ∈ E , B ∈ G .
Both sides of (3.1) equal 1B(ω)ρ(A), so for U ∈ G ⊗ E ,
E(
∫
1U(ω, x)µω(dx) | G ) =
∫
1U(ω, x)ρ(dx).
Then the conclusion follows by linearity and the monotone convergence
theorem. 
Now we are ready to prove our main result. We wish to point out that
the construction of an evolution system for the flow from the evolution
system for the Markov semigroup (part (a)) is largely analogous to
the construction of an invariant measure for a white noise RDS given
an invariant measure for the Markov semigroup, see [1], Section 1.7
and [7]. We provide a complete proof since the one in [1] for RDS
is rather sketchy and ours seems to be easier than the one in [7]. In
addition, there are some subtleties to be observed in our set-up due to
the lack of continuity assumptions with respect to the temporal variable
which require us to restrict the convergence in (3.2) to deterministic
sequences.
Theorem 3.7. Suppose (S(t, s;ω))t≥s,ω∈Ω is a white noise stochastic
flow with the associated Markov semigroup {Pst}. Then
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(a) For an evolution system of measures {ρs} for {Pst} and any
t ∈ R,
lim
s→−∞
S(t, s;ω)ρs = µtω (3.2)
exists in the sense of weak convergence almost surely along each
deterministic sequence {s} converging to −∞ and
(i) {µt} is an evolution system of measures for S.
(ii) µtω is measurable with respect to F≤t for each t ∈ R.
(iii) E(µtω(B)) = ρt(B) for all t ∈ R, B ∈ B(X).
(b) If {µt} is an evolution system of measures for S such that µt is
F≤t-measurable for each t ∈ R, then
ρt(B) =
∫
Ω
µtω(B)dP(ω), t ∈ R, B ∈ B(X)
defines an evolution system of measures for {Pst}.
Proof. (a) Fix t ∈ R and a bounded and measurable function f . We
claim that the process
Ms(ω) :=
∫
f(x)(S(t, t− s;ω)ρt−s)(dx)
is a martingale with respect to the filtration Gs := F≥t−s, s ≥ 0. Let
0 ≤ s ≤ u. Then by Lemma 3.6 we have
E(Mu | Gs) = E
( ∫
f(x)(S(t, t− u;ω)ρt−u)(dx) | Gs
)
= E
( ∫
f(S(t, t− u;ω)y)ρt−u(dy) | Gs
)
= E
( ∫
f(S(t, t− s;ω) ◦ S(t− s, t− u;ω)y)ρt−u(dy) | Gs
)
= E
( ∫
f(S(t, t− s;ω)z)(S(t− s, t− u;ω)ρt−u)(dz) | Gs
)
=
∫
f(S(t, t− s;ω)z)ρt−s)(dz)
=
∫
f(x)(S(t, t− s;ω)ρt−s)(dx) =Ms, a.s.
Since (Ms) is a bounded martingale, it converges both in L
1 and al-
most surely along any deterministic subsequence to a random variable
Xf (since we did not impose continuity assumptions with respect to
the temporal variables there is no guarantee that limsMs exists almost
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surely). In particular, EXf =
∫
fdρt. Fix a sequence sn → ∞ and
let νn(ω) := S(t, t − sn;ω)ρt−sn. It is straighforward to check that
the sequence {νn} is almost surely tight. If ν is an almost sure limit
point of the sequence, then
∫
fdν = Xf almost surely for each fixed
bounded and continuous f implying that ν is unique almost surely, so
the sequence {νn} converges almost surely to ν (in the topology of weak
convergence of measures). Since ν does not depend on the choice of the
sequence (sn), (3.2) follows (by identifying ν and µt). Further, we have
E
∫
fdν =
∫
fdρt for each bounded and continuous f , so Eµt = ρt, i.e.
(iii) follows. It remains to verify (i) and (ii).
(i) Fix −∞ < s ≤ t < ∞. Then µsω = limu→−∞ S(s, u;ω)ρu,
µtω = limu→−∞ S(t, u;ω)ρu for almost all ω. For u ≤ s we have
S(t, s;ω)S(s, u;ω) = S(t, u;ω). Invoking the continuity of S(t, s;ω),
we get
µtω = lim
u→−∞
S(t, s;ω)S(s, u;ω)ρs = S(t, s;ω)µsω
almost surely, so (i) follows.
(ii) µtω is F≤t-measurable by construction.
(b) Let {µs} be an adapted evolution system of measures for the flow
S. For every Borel set B and s ≤ t, we have
ρt(B) = Eµtω(B) = E((S(t, s;ω)µsω)(B))
=
∫ ∫
1B(S(t, s;ω)(x))µsω(dx)P(dω).
If we can show that∫ ∫
f(ω, x)µsω(dx)P(dω) =
∫ ∫
f(ω, x)ρs(dx)P(dω) (3.3)
for each F≥s ⊗B(X)-measurable f , then we have ρt(B) = (Pstρs)(B).
For f(ω, x) := 1F×A, where F ∈ F≥s and B ∈ B(X), we have
E
∫
1F×Aµsω(dx) = E(1Fµsω(A)) = P(F )ρs(A) = E
∫
1F×Aρs(dx)P(dω),
so the measures µsω(dx)dP and dρsdP both restricted to F≥s ⊗B(X)
coincide and so (3.3) follows. 
Remark 3.8. Theorem 3.7 does not define a one-to-one correspon-
dence between evolution systems for {S(t, s;ω)} and {Pst} in general.
As an example take the identity flow S on any Polish space X which
contains (at least) two distinct points x1, x2 defined on a probability
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space containing a set A ∈ F such that P(A) = 1/2. Then for each
α ∈ [0, 1]
µtω :=


αδx1 + (1− α)δx2 , if ω ∈ A
(1− α)δx1 + αδx2 , if ω /∈ A
is an evolution system of measures for the flow and
ρt(B) := Eµtω(B) =
1
2
(
1B(x1) + 1B(x2)
)
for B ∈ B(X). ρt, t ∈ R is an evolution system of measures (in
fact even an invariant measure) of the Markov semigroup of transition
operators generated by S.
4. An application
In this section, we consider the 2D stochastic Navier-Stokes equa-
tions subjected to a time-dependent (deterministic) forcing term as
well as white noise. The existence of an evolution system of mea-
sures corresponding to the associated Markov semigroup has been in-
vestigated recently [15]. The Theorems in the last section provide an
alternative approach to this result. Namely, we first show that the
time-dependent 2D Navier-Stokes equations with additive noise gener-
ates a white noise stochastic flow which is asymptotically compact and
therefore, by Lemma 3.1, has a random attractor. Hence by Theorem
3.2, there exists an evolution system of measures for the stochastic flow
which, by Theorem 3.7, generates an evolution system of measures for
the associated Markov semigroup.
More specifically, we consider the 2D Navier-Stokes equation as fol-
lows:

du(t, ξ) = [ν △ u(t, ξ)− (u(t, ξ) · ∇)u(t, ξ)]dt−∇p(t, ξ)dt+ f(t, ξ)dt
+
∑m
j=1 ϕjdwj(t),
div u(t, ξ) = 0,
u(t, ξ) = 0, ξ ∈ ∂D,
where D ⊂ R2 is a bounded open domain with regular boundary [10,
21], wj(t)’s are independent two-sided real-valued Wiener processes on
a probability space (Ω,F ,P). Here u is velocity, ν is viscosity, and p is
pressure. The time-dependent forcing f and noise intensities ϕj ’s are
specified below.
Define
H = {u ∈ (L2(D))2 | div u = 0, u · n = 0 on ∂D}.
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The space H is endowed with the usual scalar product (·, ·) and the
associated norm | · |. Another useful space is
V = (H10 (D))
2
⋂
H.
The space V is endowed with the scalar product
< u, v >=
2∑
i,j=1
(
∂ui
∂xj
,
∂vi
∂xj
)
and the norm
‖u‖2 =
∑
i,j=1,2
|
∂ui
∂xj
|L2(D).
The orthogonal projector in (L2(D))2 on the space H is denoted by P
and we define the Stokes operator
A = −P∆
on
D(A) = (H2(D))2
⋂
V.
The bilinear operator B : V × V → V ′ is given by
〈B(u, v), z〉 =
∫
z(ξ)(u(ξ) · ∇)v(ξ)dξ, u, v, z ∈ V.
See also [17, 18] for more background information.
We assume that the noise intensities ϕj ∈ D(A), 1 ≤ k ≤ m, and
there exists a constant β > 0 such that
| < B(u, ϕk), u > | ≤ β|u|
2 for all u ∈ H, k = 1, 2, · · · , m.
The time-dependent forcing f : R −→ H is taken to be continuous and
2pi-periodic in time.
We rewrite the Navier-Stokes equations in H as:
du(t) + νAu(t)dt +B(u(t), u(t))dt = f(t)dt+
m∑
j=1
ϕjdwj.
Now use the change of variable
v(t) = u(t)− z(t),
where z(t) =
∑m
j=1 ϕjzj is the Ornstein-Uhlenbeck process with
zj =
∫ t
−∞
e−α(t−s)dwj(s),
with a positive constant α to be determined below. It is known that z(t)
is a stationary ergodic process and its trajectories are P-a.s. continuous.
EVOLUTION SYSTEMS OF MEASURES FOR STOCHASTIC FLOWS 11
The new “velocity” function v(t) satisfies the following evolutionary
equation with random coefficients
dv(t)
dt
+ νAv(t) +B(v(t) + z(t), v(t) + z(t)) = f(t) + αz − νAz (4.1)
and the initial condition
vs = us − zs. (4.2)
For each ω ∈ Ω, by the Galerkin method, it is known that for all
s ∈ R and vs ∈ H with vs = us−zs, there exists a unique weak solution
v(t, ω) such that the mapping vs 7→ v(t, ω; s, vs) is continuous for all
t ≥ s and v(t, ·, s, vs) is measurable.
We thus define the stochastic flow (S(t, s;ω))t≥s,ω∈Ω by
S(t, s;ω)us = v(t, ω) + z(t, ω).
We now check that S is indeed a stochastic flow.
(i)
S(t, r;ω)S(r, s;ω)us = S(t, r;ω)(v(r, ω) + z(r, ω))
= S(t, r;ω)ur = v(t, ω) + z(t, ω) = S(t, s;ω)us.
(ii) S(t, s;ω) is continuous by the continuous v(t, ω) and z(t, ω).
(iii) S(·, s; ·)us is measurable from ((−∞, t] × Ω,B((−∞, t]) ×F ) to
(X,B(X)).
We now prove the existence of a compact attracting set K(t, ω) at
time t. The proof is similar to that given by Crauel, Flandoli and
Debussche [9, 10], and we only briefly describe some key ideas. Let
B be a bounded set in H and let v be the solution of (4.1)-(4.2).
Multiplying Equation (4.1) by v, we obtain
1
2
d|v|2
dt
+ ν‖v‖2 + (B(v + z, v + z), v) = (f, v) + α(z, v)− ν < Az, v > .
Note that
|(B(v + z, v + z), v)| = |(B(v + z, z), v + z)|
≤ 2β(
m∑
j=1
|zj |)(|v|
2 + |z|2).
It is also known that
|u| ≤ λ
−1/2
1 ‖u‖, ∀ u ∈ V,
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where λ1 is the first eigenvalue of A. Thus it follows that
d|v|2
dt
+
ν
4
‖v‖2 + (
νλ1
4
− 2β
m∑
j=1
|zj|)|v|
2 ≤ 2g, (4.3)
where g(t) is a function depending on f and z.
By the Gronwall inequality and the fact that z is stationary and
ergodic, for s1 ≤ s0(ω), t1 ∈ [−1 + t, t],
|v(t1)|
2 ≤ 2β1|u(s1)|
2 exp(s1
νλ1
8
) + 2β1|z(s)|
2 exp(s1
νλ1
8
) +
2β1
∫ t
−∞
g(σ) exp(σ(
νλ1
4
+
2β
σ
∫ t
σ
m∑
j=1
|zj(τ)|dτ))dσ.
So there exists T (ω,B), depending only on B and ω such that for
s < T (ω,B) and t1 ∈ [−1 + t, t],
v(t1) ≤ 2β1
∫ t
−∞
g(σ) exp(σ(
νλ1
4
+
2β
σ
∫ t
σ
m∑
j=1
|zj(τ)|dτ))dσ
+2β1 sup
s∈(−∞,−1]
(|z(s)|2 exp(s
νλ1
8
)) + 1 := r0(ω).
Integrating (4.3) on [−1 + t, t] leads to∫ t
−1+t
‖v(s)‖2ds ≤
8β
ν
(
∫ t
−1+t
m∑
j=1
|zj(σ)|dσ)r0(ω) +
8
ν
∫ t
−1+t
g(σ)dσ
:= r1(ω). (4.4)
Now multiplying v to Equation (4.1) in V ,
1
2
d‖v‖2
dt
+ ν|Av|2 =< f, v > −(B(v + z, v + z), Av) + α < z, v > −ν(Az,Av).
Therefore
d‖v‖2
dt
6 G(t) +H(t)‖v‖2,
where G(t) and H(t) depend on f and z. We deduce that for any
t1 ∈ [−1 + t, t],
‖v(t)‖2 ≤ (‖v(t1)‖
2 +
∫ t
−1+t
G(σ)dσ) exp(
∫ t
−1+t
H(σ)dσ).
After integration on [−1 + t, t],
‖v(t)‖2 ≤ (
∫ t
−1+t
‖v(s)‖2ds+
∫ t
−1+t
G(σ)dσ) exp(
∫ t
−1+t
H(σ)dσ).
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Hence there exists r(ω) such that
‖v(t)‖2 ≤ r(ω).
Let K be the ball in V of radius r(ω)
1
2 + ‖z(t, ω)‖. Then for any
bounded set B in H , there exists T (ω,B) such that for s < T (ω,B),
S(t, s;ω)B ⊂ K(t, ω).
Then from the reference [10, Theorem 2.1] there exists a random at-
tractor. From Theorem 3.2 we know that there exists an evolution
system of measures. Since the stochastic flow is a white noise stochas-
tic flow, there exists a corresponding evolution system of measures for
the Markov transition semigroup by Theorem 3.7.
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