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SUMMARY
The objective of this research is to describe both human-robot interactions and inter-
robot interactions and analyze the behavior of the resulting multi-agent systems, while dra-
wing comparisons to psychological studies regarding human team behavior. In particular,
we look at the effects of trust, energy, and manipulability on these interactions. We first
address the problem of modeling trust evolution and describing how it affects the states of
agents in a system – whether they be human or robot. We introduce two different types of
trust models – self-centered and team-oriented – and show, through simulations and theore-
tical analyses, under what initial trust conditions these systems achieve their objectives. We
show our models to be psychologically consistent in that they exhibit group polarization,
belief polarization, and a positive trust-performance correlation.
In the second part of this work, we look at the effect of energy on inter-robot interactions
by solving an energy-constrained coordination problem in which robots must determine
where and when to meet given differing initial battery levels to do so in the least amount
of time. This is formulated as a constrained optimization problem where the constraints
arise from solving for a single agent’s optimal control input. Lastly, we address the effect
of manipulability on human-robot interactions through a haptic human-swarm interaction
user study. Manipulability, a notion describing how effective a leader robot is at controlling
the follower robots, is provided as force feedback on a haptic joystick that a human operator
uses to control a swarm of robots. Ten subjects complete the experiment in which they
move the group of robots through a series of waypoints and different mappings between




The literature regarding distributed control algorithms for multi-robot systems is abundant,
where local interactions between robots are designed to yield global behaviors. However,
it is unclear what happens when humans are introduced into these multi-robot teams and
what factors may affect the interactions between humans and robots. We investigate this
question, specifically focusing on trust and how it affects these human-robot interactions.
And, expecting that the way in which people behave in teams with other people will have
some bearing on how they behave in teams with robots, we draw upon a rich body of
psychology literature regarding human-human interactions in teams in order to validate
our work. The objective of this research is to describe both human-robot interactions and
inter-robot interactions and analyze the behavior of the resulting multi-agent systems, while
ensuring that the results are consistent with psychological studies regarding human teams.
The area of multi-agent robotics has grown in popularity in the last decade, as the idea
of deploying many robots has far-reaching benefits and applications. One main benefit
of multi-agent systems is that they are robust to failures, that is, if one robot fails, there
are plenty of robots remaining to complete the task. Additionally, these robots can often
be made smaller, less complex, and thus ultimately less expensive than one single robot
designed to do the same task. This also makes them able to be replaced more easily when
there is a failure. There are numerous applications for multi-agent systems that have been
alluded to in the literature that will be discussed in Section 2.1.
As robots become increasingly present in our daily lives, it is important that we under-
stand how people and robots will coexist and interact. The area of human-robot interaction
(HRI) focuses on this expected teaming, with research questions spanning a broad spectrum
of topics. Furthermore, human-swarm interaction (HSI), a field devoted to studying the in-
teractions between one human and a group of robots, is emerging with the rising interest in
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incorporating human input into teams of robots, for applications such as search and rescue
and area surveillance. A representative sample of the current research in these areas will
be discussed in Section 2.2.
Of the many factors that come into play when humans interact with robots, trust is ar-
guably one of the most important. It was shown in [1] that a lack of trust may make people
less willing to accept information provided by a robot and thus they will not maximally
benefit from the advantages that are typically present in a robotic system. Successful HRI
relies on creating appropriate levels of trust and much attention has been made to deter-
mining the factors that affect trust. Although the research in this area has mostly focused
on one human-one robot interaction scenarios, our goal is to determine how trust affects
human-swarm interaction scenarios. To this point, however, the work done on analyzing
trust in human-swarm interactions has been limited and in the work that does exist, the
human is often viewed as an operator. Instead of viewing the human as an operator, we are
interested in human-robot teaming where, not only can the humans assist the robots, but
the robots can also provide useful information to the humans. A survey of the literature
regarding trust is in Section 2.3.
The main contribution of this thesis is in Chapter 4, where we aim to understand the
effects of trust on the performance of human-robot teams by combining standard multi-
agent control laws with carefully designed trust dynamics. We introduce two different trust
models – self-centered and team-oriented – and describe mathematically how these trust
metrics affect the agents’ states. For both of these models, the behavior of the resulting
coupled system is analyzed and conditions under which it yields the desired performance
are presented. In addition to allowing all agents to have the same dynamics, we also present
models with heterogeneous dynamics, where human agents possess trust states but robot
agents do not, and analyze the asymptotic behavior of these systems as well. We also com-
pare the convergence rate of the system with trust to that of the standard consensus protocol
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as well as the point at which they converge. Because human teams have been studied ex-
tensively in psychology, we make comparisons between our results and phenomena that
have been observed for groups consisting solely of humans.
In the trust-based algorithms, if the goal of the agents is to meet at some common spa-
tial location, initial trust is shown to affect the location where the agents end up meeting.
In Chapter 5, we explore a similar situation where, instead of trust, energy is the metric
that potentially changes the location where agents meet during rendezvous. Many robotic
applications, e.g. environmental monitoring, involve sending robots out for long periods
of time, and it is important to take energy into account when designing coordination algo-
rithms for such systems. In this work, we determine where and when a group of mobile
robots should meet, given that they need to do so in the least amount of time and taking
into consideration that they all have different initial battery levels. This is formulated as a
constrained optimization problem, where the constraints ensure that each robot can reach
the rendezvous point in the specified time given its available battery life. The algorithm is
implemented on a team of differential drive robots to show its practicality.
In previous chapters, the focus is on additional states that impact the behavior of coor-
dinated teams, namely trust and energy. In Chapter 6, we change perspective slightly and
investigate a more practical matter regarding how humans could engage with multi-robot
teams. In particular, we employ a haptic human-swarm user study to determine the best
way to relay information about the state of a robotic swarm to a human operator. Manipu-
lability, a notion describing how effectively a leader robot is controlling a group of follower
robots, is used to inform a human operator about how well he or she is controlling a group
of robots. Ten subjects perform an experiment in which they control the leader robot’s velo-
city with a joystick while the manipulability information is fed back through haptic forces
on the joystick. We investigate different mappings between manipulability and the haptic





The work in this thesis primarily falls within the intersection of three fields: multi-agent
systems, human-robot interaction, and trust-based algorithms. In this chapter we give an
overview of the existing literature in these areas and explain how our work differs.
2.1 Multi-Agent Robotics
The field of multi-agent robotics has matured significantly over the last decade, as the idea
of deploying many small robots as opposed to one large robot has far-reaching benefits
and applications. One main benefit is that of robustness to failures; that is, if one robot
fails, there are many remaining that are capable of completing the task. Also, robots used
in multi-agent scenarios are typically smaller and less expensive than one large complex
robot designed for the same task. Many applications for these systems have been explored
in the literature, including space exploration [2], military missions [3], and search and
rescue [4], to name a few.
As the focus is on having large numbers of these robots, it is important that the con-
trol algorithms be decentralized. In other words, the agents should be able to use only
local interaction rules to produce global behaviors. By making the interactions local, as
opposed to requiring centralized computation, the algorithms can be scaled up arbitrarily
largely. Some thoroughly investigated distributed multi-agent algorithms include consen-
sus [5,6], area coverage [7,8], formation maintenance [9,10], flocking and swarming [11],
and containment control [12].
In this thesis, we will be mostly referring back to the problem of consensus, in which
a group of agents are tasked with agreeing on some value, e.g. an opinion or a physical
property, such as a spacial location. More details regarding this canonical multi-agent
problem will be presented in Chapter 3.
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2.2 Human-Robot Interaction
On their own, multi-robot systems are useful, but designing coordination algorithms for
these robots becomes more challenging when they need to operate in unknown or dyna-
mically changing environments. When high-level decisions need to be made on the fly,
the cognition and reasoning ability of a human can be extremely beneficial. Moreover, as
robots start appearing on our roads and in our households, it will become inevitable that ro-
bots and humans interact. Human-robot interaction and human-swarm interaction are two
fields that help us understand and design for these scenarios in which robots and humans
need to cooperate.
Human-swarm interaction (HSI) is becoming increasingly important and is accordingly
receiving greater attention in the past decade (see [13] for a survey of the literature), and
while studies have shown experimentally what these interactions might look like for spe-
cific applications or using specific interaction modalities [14–16], we are far from an all-
encompassing theory of HSI. And, in order to make progress towards this theory, work
must be done on modeling factors that affect the interactions that occur when humans are
injected into multi-robot teams. The factor that we are primarily interested in is trust.
As noted previously, [1] showed that human trust in a robotic partner plays an important
role in the outcome of the interaction because it affects how willing the human is to accept
information provided by the robot. It has also been stated that appropriate levels of trust are
crucial for successful human-robot interactions, which has been shown to be challenging
to ensure [17]. Because of this, much attention has been made to determining the factors
that affect trust in HRI [18, 19].
As trust has been shown to play a large role in human-robot interactions, it is clear
that this importance extends to human-swarm interactions [20, 21]. To this point, however,
the work done on analyzing trust in human-swarm interactions has been limited and in the
work that does exist, the human is often viewed as an operator. For example, in [22], trust
is used to schedule the attention of a human operator between multiple robots and in [23],
5
trust is used to blend commands from a human operator with those from an autonomous
controller commands to achieve higher performance when teleoperating mobile robots.
In [24], a system dynamics model was developed to analyze the impact of operator trust on
performance in multiple robot control.
Up to this point, much of the work done on trust in human-swarm interaction has been
anecdotal and based on user studies. The work that we will present in Chapter 4 aims to
understand the effects of trust on human-robot teams through rigorous theoretical analysis.
And, in order to do this analysis, we first need to develop models of trust evolution and
connect this trust metric to the behavior of the teammates. In the next section we will
review some of the related efforts that have been made in this area.
2.3 Trust-Based Algorithms
In most of the multi-agent literature, agents are assumed to be working cooperatively to-
wards the same goal. For example, under the consensus protocol, each agent updates its
state to be closer to the other agents’ states. However, in some cases, there may be agents
that are malicious or not working towards the same goal as the rest of the team. In these
cases, an agent may want to weigh the information from its neighbors according to which
agents it “trusts” the most. This idea is inspired by human group collaboration, where pe-
ople tend to place a higher importance on the opinion of those that they trust. Opinion dy-
namics, a field concerned with understanding how peoples’ opinions are affected by those
with whom they interact, has been studied extensively, e.g., [25–27], and the idea of incor-
porating trust grew from the bounded confidence models of Deffuant [28] and Hegselmann
and Krause [29].
Trust-based multi-agent algorithms can be broken down into two main components:
the coupling between trust and agent dynamics and the trust model. First we will discuss
the coupling between the trust and the agents’ state dynamics. If we let τi j represent how
much agent i trusts agent j, then the coupling typically comes in the form of a weighted
6




τi j(x j − xi), (1)
where Ni is the set of agents with whom agent i shares information. Here, agent i’s state is
influenced more heavily by the agents that it trusts more. This coupling has been explored
in the multi-agent controls community, in the context of opinion forming.
In [30], the authors represent antagonistic interactions with negative weights, that is
τi j < 0, and they show that under certain conditions, agents can still achieve so-called
modulus consensus, where all agents’ opinions converge to the same magnitude, but may
have the opposite sign. In [31], the same state dynamics are used and cases in which the
system can achieve a unanimous opinion are found, which is described as a consensus on
the signs of the opinions. However, the trust in these works is represented by static weights,
whereas we are interested in trust that evolves as a function of how the agents are behaving.
Similar approaches were taken in [32–34] by incorporating time-varying weights (i.e.,
τi j is a function of time). These weights could be used to represent trust between agents,
but they are not dynamic in the sense that they do not depend on the agents’ states and
thus the trust does not reflect the dynamic behavior of the agents. In fact, [30–34] do not
describe a model for trust evolution whatsoever.
Several trust models have been developed, both in the controls community and in the
computing community. In the areas of large-scale open distributed computing and network
security, trust is often derived from a combination of an agents’ opinion and the opinions
of its neighbors, and history of the trust is often taken into account as well. The work
in [35–37] uses these kinds of trust models in order to mitigate effects of malicious nodes
in computing applications. They do not, however, describe how the trust is coupled to the
agents’ state dynamics.
In the physics and controls fields, the Hegselmann-Krause (HK) model has been explo-
red extensively, e.g., in [38–42], in which two agents interact only if their belief states are
sufficiently close. In other words, two agents only take into account each other’s opinions
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if their states differ by less than some value ε, and do not interact otherwise. That is,
τi j =

1, ‖x j − xi‖ < ε
0, otherwise
where the state dynamics are given in (1). In [43], several trust models are explored, where
they build on the HK model by incorporating probability, history, and reputation, as is done
in much of the computing literature. The work in [44] also uses trust models that take
history and reputation into account but they are more general in the sense that they utilize a
general mapping of a feature space to favorable/unfavorable regions in order to determine
trustworthiness and give results that do not depend on the choice of mapping.
Other state-dependent trust models have been developed for specific applications, such
as coverage [45] and multi-robot patrolling [46]. In these works, the trust changes in re-
sponse to performance variations among the robots, where the performance metric is the
quality of sensor measurements in the coverage case and the maximum refresh time in the
patrolling scenario. In both of these examples, the trust values affect the way that the agents
execute their mission, and thus has some coupling to the agent dynamics, but it is not in
as simple of a manner as in (1). In these situations, trust is determined by a more complex
question of whether an agent is behaving as it is expected to, as opposed to in the HK trust
model, which only considers how close agents’ opinions are to each other.
To summarize, we need both a trust model that describes how the inter-agent trust
evolves (could be performance- or state- dependent) and a coupling between the trust and
the agents’ dynamics, which describes how the trust affects the multi-agent coordination
process. Not much has been done in terms of state-dependent, continuous trust values,
and thus we focus our work in this realm, while also ensuring that we have a tight coupling
between the trust and the agent dynamics. We use the agent state dynamics in (1), but derive
the trust dynamics differently than in the works discussed here. We provide a general model
for trust in multi-agent systems, which is derived using a cost function that represents some




Because the work in Chapters 4 and 5 present variations of the canonical multi-agent con-
sensus problem, we will present a detailed description of this problem and the proposed
solution in the literature. Before doing so, some preliminaries regarding graph theoretic no-
tions for multi-agent systems are given. These notions will be used repeatedly throughout
the thesis as our focus is on multi-agent systems that have a specific interaction structure
that can be represented using a graph theoretic framework.
3.1 Multi-Agent Graph Theoretic Framework
When designing control algorithms for multi-agent systems, it is desirable that the agents
need only to interact locally with a subset of the other agents, as opposed to having to
interact with everyone. The agents that a particular agent can share information with are
deemed their neighbors and any two neighboring agents are said to be adjacent. As is done
repeatedly in the literature, e.g., [8, 10, 47], the interaction topology can be represented
using a graph G = (V, E), where the vertex set V = {v1, v2, . . . , vN} is the set of nodes,
where N is the total number of agents, and the edge set E ⊆ V × V is a set of pairs
indicating which agents can share information. That is, (vi, v j) ∈ E if and only if nodes vi
and v j are adjacent. Throughout this thesis, pairs in the edge set may also be referred to by
(i, j) to simplify notation.
The neighborhood Ni ⊆ V of vertex vi is defined as the set {v j ∈ V | (vi, v j) ∈ E}. In
other words, this is the set of all vertices that are adjacent to vi. In an undirected graph,
vi ∈ N j implies that v j ∈ Ni, or that the set E consists of unordered pairs. A path of length
m in G is defined to be a sequence of distinct vertices
vi0 , vi1 , . . . , vim
such that (vik , vik+1) ∈ E for k = 0, 1, . . . ,m − 1. In the sequence, vi0 and vim are the end
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vertices of the path and the rest are the inner vertices.
The graph G is called connected if there exists a path between every pair of vertices in
V . Otherwise, the graph is called disconnected. One standard graph that comes up often in
the literature is the complete graph, denoted by KN where N is the number of vertices. This
graph is characterized by every vertex in V being adjacent to every other vertex in V .
One way that a graph G can be described is using a matrix representation, known as is
its graph Laplacian, L(G) = [`i j]. It is defined as
`i j =

−1, v j ∈ Ni
|Ni|, j = i
0, otherwise.
This will become important later when we discuss the convergence properties of multi-
agent algorithms. With these graph theoretical notions in mind, we now present a canonical
multi-agent coordination problem, consensus.
3.2 Multi-Agent Consensus
The research presented in this thesis will often focus on variations of the consensus pro-
blem, in which a group of agents are tasked with agreeing on some value, e.g., an opinion
or a physical property, such as the agent’s position. The standard consensus algorithm, e.g.
in [48], consists of each agent updating its own state by taking a weighted average of its
own and its neighbors’ states. Agent i’s state is given by xi ∈ R, Ni is the set of indices
corresponding to the agents with whom agent i can share information and N is the total
number of agents. We focus on one-dimensional consensus here for notational simplicity,
but it should be noted that this algorithm can be scaled to higher dimensions by perfor-







(x j − xi). (2)
If the states are stacked into a vector x = [x1, x2, ..., xN]T , then the ensemble-level dyn-
amics can be written as
ẋ(t) = −Lx(t)
where L is the aforementioned graph Laplacian. The ensemble form of the dynamics makes
this system easier to analyze and convergence results are shown in [48]. This protocol
indeed results in the agents reaching consensus, provided that the underlying information-
exchange graph G is connected. That is, the states converge to a configuration such that
xi = x j for all i, j.





1 as t → ∞,
where 1 ∈ RN is a column vector of all 1’s. In other words, each component of x converges
to the mean of the initial states. Also it should be noted that the rate of convergence is
dictated by the smallest positive eigenvalue of the graph Laplacian L. These results will
become especially important in Chapter 4 when we compare the asymptotic behavior of
our trust-based interaction models to that of the standard consensus protocol.
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CHAPTER 4
TRUST-BASED INTERACTIONS IN HUMAN-ROBOT TEAMS
Although trust is most commonly thought of in the context of human-human interactions,
it is important to understand how it affects human-robot and robot-robot interactions. Not
only could this help in mitigating the effects of malicious agents, it also gives us a frame-
work by which we can analyze teams consisting of humans and robots that complete tasks
collaboratively. In this chapter, we introduce two types of trust models: self-centered and
team-oriented, and show how this trust is connected to the behavior of the members of the
team, whether robot or human. We then analyze the behavior of the systems formed by
these models and show under what conditions the team will achieve its objective.
We present the self-centered trust model in Section 4.1 and discuss invariance and con-
vergence results of the corresponding coupled trust-state system. In Section 4.2, we discuss
similar invariance and convergence analyses, but for the team-oriented trust model. For
both models, we also introduce a system with heterogeneous dynamics which is intended
to model human-robot teams by allowing humans and robots to have different behaviors. In
Section 4.3 we explore the idea of trust-action couplings, in which collective decisions re-
sult in agents taking actions, which in-turn changes the dynamics of the system depending
on trust levels.
The majority of the work in this chapter has been, or will be, published in [49] and [50]
and is under review in [51].
4.1 Self-Centered Trust
Before describing the model, we first give a two-agent example to illustrate how we define
trust and connect it to state evolution.
4.1.1 A Two-Agent Mood Picture
The reason why it is both problematic and worth-while to explicitly couple the agents’
opinions about neighboring agents to their actions is that these types of coupled interaction
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effects (through both beliefs and physical states) will inevitably play some parts in future
human-swarm interaction scenarios. But, these couplings are indeed quite delicate in that
a lot of surprising effects can emerge. As a first illustration of this, as a cautionary tale,
consider the simplest possible case of two agents with scalar states xi, i = 1, 2, who are to
meet at a joint location, i.e., by solving the, by now, classic rendezvous problem [52].
Letting the quantity 12 (x1 − x2)
2 be the measure that the agents wish to collectively








= (x1 − x2)ẋ1 + (x2 − x1)ẋ2.
As the term (x1 − x2)ẋ1 encodes how much the movement of agent 1 contributes to the
change in the performance (and vice versa for agent 2), the trust that agent 2 “feels” towards
agent 1 should reflect this fact. In other words, if agent 2 is contributing a lot to the agents
getting closer, then agent 1 should trust agent 2 more.
A possible encoding of the previous observation could be to let the scalar trusts τ1 and
τ2 evolve as
τ̇1 = −(x2 − x1)ẋ2, τ̇2 = −(x1 − x2)ẋ1,
where the negative sign is used to describe the fact that a reduction in inter-agent distance
should correspond to an increase in trust. Moreover, the trust itself needs to be coupled to
the motion of the two agents. And, following the observation of group and belief polari-
zation, we let a positive trust τ1 mean that the Agent 1 is indeed moving towards Agent 2,
while a negative trust would mean the opposite. In the context of the consensus equation
(e.g., [47]), this could be directly encoded using the trusts as weights, i.e.,
ẋ1 = τ1(x2 − x1), ẋ2 = τ2(x1 − x2).
Substituting these expressions for ẋi, i = 1, 2, into the trust update laws thus yields the
composite system
ẋ1 = τ1(x2 − x1) ẋ2 = τ2(x1 − x2)
τ̇1 = τ2(x1 − x2)2 τ̇2 = τ1(x1 − x2)2,
(3)
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which, due to the presence of square terms, is not globally Lipschitz, i.e., there might even
be issues with the existence of solutions [53].
In fact, if we let ξ = x1 − x2 denote the disagreement between the two agents, and
τ̂ = τ1 + τ2 the total trust in the system, we note that ξ̇ = −τ̂ξ and ˙̂τ = τ̂ξ2. From these
equations we note that




for some constant c, and therefore the expression τ̂+1/2ξ2 is invariant with respect to time.
This fact will carry over to more complex models as will be seen for the general case and
we state this observation as a lemma.










First we would like to determine when this system will result in the agents’ states con-
verging to the same point, and when it will cause the states to diverge. And, since ξ(0) = 0
implies that an agreement is trivially reached initially – and maintained throughout – it is
assumed, for the remainder of this section, that ξ(0) , 0.
The first thing to note about this system is that if τ̂ > 0, then ˙̂τ > 0 as long as ξ , 0.
This means that if τ̂(0) > 0, the total trust in the system will increase monotonically. But
the invariance ξ2 = 2(c − τ̂) implies that this increase in τ̂ will have to correspond to a
decrease in ξ. In other words, if τ̂(0) > 0 then τ̂ will increase monotonically until, in the
limit, ξ = 0, i.e., the two agents will indeed agree asymptotically.
Similarly, if the initial, total trust is 0, then both ˙̂τ and ξ̇ are equal to zero and the initial
disagreement does not change, although both x1 and x2 do change at the same rate. We
would additionally like to understand what happens if instead, the initial, total trust is less
















Figure 1. The two cases of c > 0 and c < 0 are shown when the initial, total trust is negative. The case
c > 0 causes η to decay asymptotically to −∞ and c < 0 causes η to converge to a negative value. In
both cases, η crosses zero, causing ξ to exhibit finite escape time.











We now note that η(0) > 0 (as long as ξ(0) , 0) and two different cases need be addressed,
namely when c > 0 and when c < 0. If c < 0, η(t) will decay exponentially from η(0) > 0
to 1/(2c) < 0, and thus cross η = 0 at some finite time. But, since η = ξ−2, this implies that
ξ(t) exhibits finite escape time, i.e., it goes to ±∞ in finite time.











In this case, η starts at η(0) > 0 and then decays exponentially to −∞. As such, there exists
a finite time at which η = 0, i.e., also in this case does ξ(t) exhibit finite escape time. As a
final note, if c = 0 then η(t) = −t + η(0), i.e., at time t = η(0), the error dynamics escapes
to ±∞.
These two cases are shown in Figure 1, and We have thus established the following
two-agent theorem:
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Figure 2. Two different scenarios are shown. The first (middle trajectories) corresponds to the total,
initial trust being positive, causing the two agents to reach an agreement asymptotically. The second
case corresponds to a negative initial trust, resulting in diverging states in finite time.
Theorem 1. Consider the two-agent system
ẋ1 = τ1(x2 − x1) ẋ2 = τ2(x1 − x2)
τ̇1 = τ2(x1 − x2)2 τ̇2 = τ1(x1 − x2)2.
If τ1(0) + τ2(0) > 0 then limt→∞ |x1(t) − x2(t)| = 0. If τ1(0) + τ2(0) = 0 then x1(t) − x2(t) is
constant. Finally, if τ1(0) + τ2(0) < 0 then |x1(t) − x2(t)| diverges to infinity in finite time,
whenever x1(0) , x2(0).
These phenomena are shown in Figure 2, where two cases are shown; one where τ̂(0) >
0, and the agents agree asymptotically, and one where τ̂(0) < 0, and they diverge in finite
time.
Theorem 1 tells us that through the addition of an innocent-looking trust dynamics that
is coupled to the agents’ state update laws, not only can the system diverge, it may even
diverge in finite time. This means that if two agents do not trust each other sufficiently
much initially, the process deteriorates completely. If, for example, one were to add a cut-
off, as is done in Krause’s model, i.e., the agents only take each other into account if their
distrust is not too great, polarized states are achieved that are moreover more extreme than
the agents’ initial states, as shown in Figure 3. That is, belief polarization results.
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Figure 3. Belief polarization is achieved with the agents assuming more extreme positions than their
initial positions by only paying attention to each other if the trust values are above a certain threshold.
4.1.2 Coupled Trust-State Models
Following the development in the previous section, one can now define a more general
trust-based interaction model that couples the trust evolution to how well adjacent agents
are responding to an agent’s movements. It is important to note that we call each player
“agent”, whether it be a human or a robot. By specifying the desired network performance
through a more general, pairwise, symmetric, inter-agent performance cost Fi j(‖xi − x j‖),
as is done, for example, in the formation control literature, e.g., [54–56], the corresponding
contribution by agent j to the increase in cost is given by
∂Fi j(‖xi − x j‖)T
∂x j
ẋ j,
which, in turn, should be coupled to the trust evolution.
Now, there are different ways in which this expression can be coupled to a trust model.
For example, human trust is typically pairwise, i.e., a person does not necessarily trust all
people equally. As such, a study of human-to-human interactions must capture this pairwise
relationship. However, what makes human-to-autonomous-agent interactions different is
that the trust is more uniform, i.e., a person may or may not trust the autonomous agents
but will not necessarily be able to tell agents apart or form pairwise opinions about the
performance of the agents. As such, we need two different types of models that reflect
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these two different types of trusts.
4.1.2.1 Pairwise Trust
Consider a collection of N agents, interacting over a static, undirected, and connected
information-exchange network, G = (V, E). Here, the vertex set V = {1, . . . ,N} is the
set of agents, while the edge set E ⊂ V × V is a set of unordered pairs that encode the adja-
cency relationship in the network. Each agent has a state xi ∈ Rd, i = 1, . . . ,N, associated
with it, representing, for example, a position in space or an opinion on a issue. Moreover,
we add an additional state τi j to each ordered agent-pair in the network, which denotes
agent i’s level of trust for an adjacent agent j.
In light of the previous discussion regarding the two-agent case, given a pairwise per-
formance cost Fi j(‖xi − x j‖), we let the evolution of τi j depend on how much agent j’s
movement makes the performance cost decrease, i.e.,
Self-Centered Trust Model: Pairwise
τ̇i j = −
∂Fi j(‖xi − x j‖)T
∂x j
ẋ j,
or, in the case of the rendezvous problem, with
Fi j(‖xi − x j‖) =
1
2
‖xi − x j‖2, (4)
we get
τ̇i j = (xi − x j)T ẋ j.
4.1.2.2 Neighborhood Trust
Rather than having the trust be a pairwise property, i.e., how much agent i trusts agent j,
it could instead be a neighborhood property, i.e., how much agent i trusts its neighbors.
The reason for this interpretation of trust is that the number of states could potentially grow
very large as the network grows if trust was a pair-wise property. Moreover, in a network of
largely anonymous agents, pair-wise relationships are, as already discussed, not a realistic
feature.
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Following the previous construction, we can let τi denote agent i’s trust level, and sim-
ply use an aggregated update law




∂Fi j(‖xi − x j‖)T
∂x j
ẋ j,
where Ni is the set of agents adjacent to agent i in the network., i.e., Ni = { j ∈ V | (i, j) ∈ E}.




(xi − x j)T ẋ j.
It should be noted here that these trust models are self-centered in that an agent only
cares whether or not its neighbors are benefiting them directly. That is, agent i is only con-
sidering how much agent j is contributing to decreasing their pairwise cost Fi j in order to
evaluate its trust in agent j. However, agent j could be helping to decrease some other cost
in the network associated with it and an agent other than agent i and thus still contributing
to the team, but agent i will not take this into account. We will handle this when we present
the team-oriented trust model in Section 4.2.
4.1.2.3 Connecting Trust to State Evolution
These two trust models need to be coupled to the evolution of the physical states. Note that,




∂Fi j(‖xi − x j‖)
∂xi
,
which has been employed repeatedly in the literature for a number of different types of ap-
plications, including formation control, connectivity maintenance, and collision-avoidance,













∂Fi j(‖xi − x j‖)
∂xi
,










(x j − xi). (6)
4.1.2.4 Comparisons with Other Models
It should be noted that the dynamical models in (5) and (6) have several similarities to
models used in the literature to describe the evolution of opinions in social groups. For
example, DeGroot’s model [57], given by
x(k + 1) = Wx(k), k = 0, 1, . . . ,
is a discrete-time linear model where x(0) ∈ Rn represents the initial opinions of n people
and W is a static matrix representing how people’s opinions influence each other. A similar
model was introduced by Friedkin [58], given by
X(k + 1) = AWX(k) + (I − A)X(0)
where W is a static nonnegative matrix with row sums equal to one, which weights the
influences from the other individuals and A is a static diagonal matrix, with 0 ≤ aii ≤ 1
representing the amount that individual i is attached to his or her initial opinion.
Both of these models illustrate that an individual’s opinion changes according to a weig-
hted average of his or her own opinion and the opinions of his or her neighbors. Our model
in (5) differs from these two models in that the influence weights are not static – they may
change over time representing the fact that trust evolves over time. However, there are
several existing models that incorporate weights that change over time.
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For example, models have been introduced that account for biased assimilation, in
which people bias the information obtained by their peers according to how similar it is
to their own opinion [59]. Models such as that in [60] and [61] include this idea by modi-
fying the weights in W according to how similar one’s opinions are. In [61], weights can
be either positive or negative with negative weights representing the fact that people may
have negative ties to others that are dissimilar to them. Similarly, Hegselmann and Krause
introduced a bounded-confidence model [29] where agents only interact if their difference
in opinion is less than some threshold, d0. This is equivalent to changing (5) by setting
τi j(t) = 1 if ‖xi(t) − x j(t)‖ < d0 and τi j(t) = 0 otherwise.
While these existing models incorporate time-varying influence weights, ours is diffe-
rent in that the weights (or trust values) do not depend on the difference in opinions of
agents at a particular time instant but rather on the behavior or performance of an agent.
This is because we are not modeling human opinion formation – we are representing inte-
ractions between both humans and robots, and it has been shown that a human’s perceived
trust in human-robot interaction is highly influenced by the robot’s performance [18].
4.1.3 Invariance Results
One common feature of all the trust model variations previously discussed is that the to-
tal trust in the network is intimately linked to the performance of the system through an
invariance, as already shown for the two-agent case. We first present such a result for the
rendezvous problem under the collective trust model and then we generalize it to the case
for which the network performance is evaluated through a desired performance cost.
4.1.3.1 Consensus With Collective Trust









τ j(x j − xi)T
∑
k∈N j





where we have substituted the actual expressions for ẋ j in the trust model. In addition,
let us assume that the individual states are scalars, and let us set x = [x1, . . . , xN]T and
τ = [τ1, . . . , τN]T .
The following invariance result holds for the rendezvous problem under the collective
trust model as in (7).







‖DT x‖2 + 1Tτ
)
= 0.
with D the incidence matrix obtained by associating an arbitrary orientation with the net-
work topology.
Proof. Let us define the total trust τ̂ in the network as
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k∈N j












(x j − xi)T
∑
k∈N j








(x j − xi)
∥∥∥∥2
 .
Now, letting L be the Laplacian associated with the information-exchange network, we
have that
1T τ̇ = xT LT Lx,
where 1 = [1, . . . , 1]T andT = diag(τ). We moreover observe that the x-dynamics becomes
ẋ = −T Lx.
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Furthermore, note that by associating an arbitrary orientation with the network, we can










(xT DDT x) = xT Lẋ = −xT LT Lx,
which is exactly equal to −1T τ̇, and thus the result follows. 
We point out that this invariance result is directly analogous to the two-agent invariance
result given in Lemma 1, and what it tells us is that an overall increase in performance must
correspond to a similar increase in the total trust in the network. Or, negatively, that if the
total trust is reduced then the network performance has to be reduced as well.
Notably, it turns out that this holds true also in the more general cases (without cut-offs),








Fi j(‖xi − x j‖),
as discussed in the following two subsections.
4.1.3.2 The General Neighborhood Trust Case















And by letting x = [xT1 , . . . , x
T
N]
T and τ = [τ1, . . . , τN]T , the following invariance result
holds.





























which, since the network is undirected and the performance costs are symmetric, i.e. Fi j =























Therefore, the result follows. 
4.1.3.3 The General Pairwise Trust Case






∂Fi j(‖xi − x j‖)
∂xi
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τ̇i j = −











Then, letting x = [xT1 , . . . , x
T
N]
T , the following invariance result holds.


































At this point, by combining these two results the result follows. 
As a final note, we can stack the pairwise trusts to form an aggregated trust vector
for each agent, where τi ∈ R|Ni |, and let τi = [τi j1 , . . . , τi j|Ni |]
T , where Ni =
{
j1, . . . , j|Ni |
}
.
Then we stack the individual agents’ aggregated trust vectors to get the overall aggregated
pairwise trust vector, τ = [τT1 , . . . , τ
T
N]
T , allowing us to write the invariance in exactly the








These invariance results are directly analogous to the two-agent invariance result given in
Lemma 1, and indicate that an overall increase in performance must correspond to a similar
increase in the total trust in the network. Or, negatively, that if the total trust is reduced
then the network performance has to be reduced as well. As already pointed out for the
two-agent case, this result aligns well with the studies from organizational psychology that
show a strong positive relation between trust and performance in teams within organizations
[62]. Furthermore, if there is not sufficient trust between agents, the opinions may diverge,
exhibiting belief polarization. And, as seen in the two-agent case, this might even happen
in finite time, since the coupled dynamics is not globally Lipschitz.
Furthermore, as it can be expected, the general case of N-agents, where N > 2, is
substantially more complex than the case of two agents. For example, a result which relates
the achievement of a desired collective behavior to the initial trust of the agents, as given
in Theorem 1 for the two-agents case, no longer exists as demonstrated by the following
numerical example.
Consider a system composed of four agents for which the interactions are dictated by
the line topology depicted in Figure 4. Assume that the agents are to solve the rendezvous
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Figure 4. Line-based graph topology
[s]











(a) Agents’ collective states evolution.
[s]














(b) Agents’ trust states evolution
Figure 5. Simulation involving four agents interacting according to a line-based graph topology. It can
be noticed how a finite-escape time occurs at time 0.35s.
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]T
. (10)
Figures 5a and 5b depict the collective dynamics and the trust dynamics over time,
respectively. It can be noticed that a finite-escape time occurs around t = .35s even though
the initial trusts of the agents are positive and so is their sum. This clearly violates the
claim of Theorem 1, and thus demonstrates that the problem becomes significantly more
involved for the N-agent case.
Intuitively, this phenomenon can be explained by the fact that Theorem 1 only provides
a result concerning the evolution of the sum of the agents’ trusts. Notably, for the consensus
dynamics, in the case of two-agents, this also suffices to constrain the evolution of the two
agents’ trusts. Unfortunately, this bind between the evolution of the sum and the evolution
of the agents’ trusts no longer exists for the N-agent case, and we cannot prevent a finite-



















Figure 6. State trajectories for the 10-agent system with trust are shown. In the figure on the left, the
states diverge and in the figure on the right, the states converge to a common value.
4.1.4 Simulations
While the conditions on the initial trust values required for convergence and divergence are
clear in the two-agent case, they do not extend to the general N-agent case. Even if the sum
of the initial trust values is positive, the states may still diverge, as shown in the left plot in
Figure 6. Here, 10 agents are simulated for a complete network using the the rendezvous
cost in (4) and the dynamics in (8). For this example, the initial states values were chosen
from the interval (0, 100) and the sum of the initial trust values is 6.7849. Even though this
sum is positive, the states still diverge.
The reverse is true as well; even if the sum of the initial trust values is negative, the
states may actually still converge. The plot on the right-hand side of Figure 6 depicts
a simulation of 10 agents, also executing rendezvous using the dynamics in (8) over a
complete network. In this example, the sum of the initial trust values is -3.7820, but the
system still achieves convergence. Hence, for the general N-agent case, the convergence
conditions not only depend on the sum of the initial trust values but also on the initial states
and on the topology of the network.
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4.1.4.1 Belief Polarization
In order to capture the belief polarization phenomenon, then the update laws simply have
to be adjusted to ensure that only neighboring agents that are sufficiently trusted are taken









if τi ≥ τ̄
0 otherwise.
For pairwise trust, we redefine the neighborhood as
Ni(τ) = { j ∈ V | (i, j) ∈ E and τi j ≥ τ̄},





∂Fi j(‖xi − x j‖)
∂xi
. (11)
Examples of running (11) over 5 agents are shown in Figure 7, with random initial conditi-
ons over x (uniform over [0, 1]) and τ (normally distributed with zero mean), with τ̄ = 0.3.
As shown, depending on the initial states and trusts, dramatically different results are obtai-
ned.
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Figure 7. Four different outcomes are shown, where five agents cluster into one, two, three, and even
four different groups, respectively, as a result of the random initial conditions on the state and trust
values.
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4.1.5 Comparisons: With Trust vs. Without Trust
Now that we know under what conditions the two-agent system results in convergence of
the agents’ states, we return to the two-agent system and compare our proposed dynamics
to the classical consensus dynamics in the literature, e.g., [5]. In particular, we compare
rates of convergence and agreement states in order to determine if the addition of trust helps
the states converge any faster and how trust affects the point at which the agents meet.
4.1.5.1 Convergence Rates
We aim to compare the two-agent scalar system with trust-based weights, given in (3), to
the two-agent scalar system without trust, given by
ẋ1 = α1(x2 − x1)
ẋ2 = α2(x1 − x2).
(12)
where α1 ∈ R and α2 ∈ R are static weights. We will compare how quickly each of the
systems converges and also the points at which each of the systems converge. The first
question that we consider is whether agreement is achieved faster when trust plays a role
in the decision making process as compared to when trust is not taken into consideration.






And, to ensure convergence for the two-agent case, we must have that τ̂(0) > 0, where
τ̂(0) = τ1(0) + τ2(0) which is assumed to hold true for the remainder of this section.
Under the dynamics without trust given in (12), the time derivative of the nominal
disagreement, δN , is
δ̇N = −2(α1 + α2)δN
which is a linear time-invariant system with solution
δN(t) = e−2(α1+α2)tδN(0). (13)
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Similarly, we can analyze the system with trust, under the dynamics in (3), by taking
the time derivative of the disagreement, δT , to get
δ̇T = 2δT (δT −C), (14)
and it is thus straightforward to show the following result.








C = τ̂(0) + δT (0).
We can now compare the disagreement under the system with trust, δT , to the dis-
agreement under the system without trust, δN , in order to determine which system conver-
ges faster. This result is shown in the following theorem.
Theorem 4. If τ̂(0) ≥ α1 + α2 and δN(0) = δT (0), then δT (t) ≤ δN(t) ∀t > 0.
Proof. By noting that C is invariant, we can substitute C = τ̂(t) + δT (t) into (14) to get
δ̇T (t) = −2τ̂(t)δT (t)
and, because τ̂(0) > 0, we know that τ̂ will increase monotonically until δT = 0 in the limit.
Combining this with the two-agent invariance result in Lemma 1, we get
τ̂(0) ≤ τ̂(t) ≤ τ̂(0) + δT (0) = C.
Therefore, we have that
−2CδT (t) ≤ δ̇T (t) ≤ −2τ̂(0)δT (t)
and thus, using Grönwall’s inequality, we have
e−2CtδT (0) ≤ δT (t) ≤ e−2τ̂(0)tδT (0).
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Figure 8. The state trajectories in the upper left corner indicate when τ1(0) = 2 and τ2(0) = 3 and thus
the system with trust (solid curves) converges faster than the one without trust (dashed curves). The
trajectories in the upper right corner were created using τ1(0) = 0.2 and τ2(0) = 0.5 and the system
without trust converges faster than that with trust. The bottom two figures show the disagreement, δ,
for both cases.
Taking the right hand side of this inequality and combining it with the fact that
τ̂(0) ≥ α1 + α2, yields the desired result,
δT (t) ≤ e−2τ̂(0)tδT (0) ≤ e−2(α1+α2)tδT (0) = δN(t).

It can be concluded that the system with trust converges faster than that without trust,
provided that τ̂(0) > α1 + α2. This result is illustrated in Figure 8, where the curves in the
plots on the left-hand side for the system with trust have τ1(0) = 2 and τ2(0) = 3, and
α1 = α2 = 1, giving τ̂(0) > α1 + α2 and thus the system with trust converges faster than
that without trust. In the plots on the right-hand side, the system with trust was initialized
using τ1(0) = 0.2 and τ2(0) = 0.5, and again α1 = α2 = 1, yielding a sum τ̂(0) < α1 + α2
and thus the system with trust is not guaranteed to converge faster than the system without
trust and indeed it does not. In both scenarios, x1(0) = 1 and x2(0) = 2.
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As a result of Theorem 4, the agents will agree faster under the trust-based dynamics
than under the standard consensus protocol provided there is sufficient initial trust in the
system. And, relating this to psychology, we can think of this intuitively as the existence
of trust speeding up decision making in teams.
4.1.5.2 Agreement States
In addition to comparing the convergence rates of these systems, we are also interested
in determining where the agents converge, or in other words, what point they agree upon.
This will provide intuition into how trust affects the decisions made by teams. We call this






provided that the states do indeed converge. In order to compare agreement states between
the systems with trust and without, we need to find the agreement state for the system with
trust, which is shown in the following theorem. For notational simplicity, we let τi0 = τi(0)
and xi0 = xi(0), for i ∈ {1, 2}.
Theorem 5. Under the two-agent dynamics in (3), with τ10 + τ20 > 0, the following holds:
If x10 , x20, then
x̄ =
(τ10 − τ20)
























and, if x10 = x20, then the agents have already trivially reached agreement and thus
x̄ = x10 = x20.
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First, (15) can be rewritten to get




and we solve for τ̂ = τ1 + τ2 by noting that
˙̂τ = τ̇1 + τ̇2 = (x1(t) − x2(t))2 τ̂.
This is a linear time-varying system which can be solved for by integrating (x1(t) − x2(t))2,
which we know from (17) and the solution is
τ̂(t) = τ1(t) + τ2(t) =
(D + 1)(τ1(0) + τ2(0))
D + e−2Ct
. (18)
A similar procedure is used to find τ′ = τ1 − τ2, resulting in
τ′(t) = τ1(t) − τ2(t) =
(D + e−2Ct)(τ1(0) − τ2(0))
D + 1
.
Now that we have closed-form expressions for τ̂(t) and τ′(t), we solve for
x′ = x1 − x2 by noting that
ẋ′ = ẋ1 − ẋ2 = −τ̂x′,
which is also a linear time-varying system which can be solved using (18) to get





Lastly, we solve for x̂ = x1 + x2 by noting that
˙̂x = ẋ1 + ẋ2 = −(τ1 − τ2)(x1 − x2) = −τ′ x′
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where we have closed-form expressions for both τ′(t) and x′(t), so the entire right-hand
side is known. Thus we integrate to obtain the solution
x̂(t) =
−(τ10 − τ20)(x10 − x20)
√
D + 1

















and where we let τi0 = τi(0) and xi0 = xi(0), for i = 1, 2.





(x1(t) + x2(t)) +
1
2




and, as long as τ1(0) + τ2(0) > 0, then x′(t)→ 0 as t → ∞, which allows the meeting point











Thus, by substituting in x̂(t) from (19) and (20), we get
x̄ =




















and, by noting that C = δ(0)(D + 1), we get
x̄ =
(τ10 − τ20)


















Immediately, it can be noted that when τ10 = τ20, the meeting point is the same as
that of standard consensus, the average of the initial states of the agents, x̂(0)/2. We can
also show that when τ10 > τ20, the agents meet closer to agent 2’s initial state and when
τ20 > τ10, the agents meet closer to agent 1’s intial state.
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Figure 9. Two sets of state trajectories for the two-agent system with trust are shown, where each
converge to a different meeting point depending on the initial trust values.




and thus the agents meet closer to the initial position of agent 2 than that of agent 1. This
seems to make sense intuitively; if I trust my friend more than my friend trusts me, it is
plausible that we will decide on an option that is closer to my friend’s initial opinion than
my own. Similar analysis can be done for the case when τ20 > τ10, resulting in the agents
meeting closer to the initial position of agent 1.
Figure 9 illustrates this result in simulation. If we let x10 = −2 and x20 = 2, and first
let τ10 = 5 and τ20 = 1, then the agents meet at x̄ = 0.4455, which is closer to the initial
state of agent 2. If we swap the initial trust values so that τ10 = 1 and τ20 = 5, and keep the
initial x-values the same, then the agents meet at x̄ = −0.4455, which is closer to the initial
state of agent 1, illustrating the previous result that the agents meet closer to the agent with
the lower initial trust.
Furthermore, we can show that two agents may even meet outside the convex hull of
their initial positions, which is consistent with the notion of group polarization [63], where
members of a group arrive at decisions that are more extreme than the opinions of the
individuals before the commencement of the group discussion. And, by exhibiting this
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Figure 10. State trajectories for the two-agent system with trust are shown, in which the agents converge
to a point that is outside of the convex hull of their initial states.
behavior, our trust notion satisfies the remaining criteria needed to be considered psycho-
logically consistent. As seen in Figure 10, two agents with initial positions and trust values
of x10 = 1, x20 = 2, τ10 = 2, and τ20 = −1, end up meeting at x̄ = 2.3802, which is outside
of the convex hull of the initial positions of the agents. We can also note that this is indeed
closer to the initial position of agent 2, since we have that τ10 > τ20.
4.1.6 Heterogeneous Dynamics: 1 Human, N-1 Robots
As alluded to earlier, one of the objectives of this thesis is to analyze the behavior of
human-robot teams. While humans operate under some notion of trust, it may not always
be necessary for robots to keep track of trust as they are designed to produce the expected
behavior and do not “feel” in the same way that humans do. In this section we focus on
the case where there is one human, with trust dynamics, and N − 1 robots, without trust
dynamics. We examine this particular case in the context of the rendezvous problem.
Consider a collection of N agents, where the human agent is denoted by i = 1 and
the robots are denoted i ∈ {2, ...,N}. We let the static, undirected information-exchange
network be given by G = (V, E) and let the state of agent i, xi ∈ R, be scalar for the sake of




(x j − x1) (21)
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(x j − xi). (22)




(x1 − x j)ẋ j =
∑
j∈N1
(x1 − x j) ∑
k∈N j
(xk − x j)
 . (23)
If we let x = [x1, x2, ..., xN]T , and L be the graph Laplacian associated with G and define
a function B : R→ RN×N such that B(τ) = diag{τ, 1, ..., 1}, then the state dynamics can be
written in a compact form as
ẋ = −B(τ)Lx. (24)
The first thing that we can note about this system is that as long as the information-
exchange graph G is connected and all agents are neighbors of agent 1, then the trust will
always be non-decreasing, as shown in the following Lemma.
Lemma 4. Consider a collection of N-agents with state dynamics given in (24) and trust
dynamics for the human given in (23), where the underlying information-exchange graph
G(V, E) is connected and N1 = {2, 3, . . . ,N}. Then τ̇(t) ≥ 0 for all t ≥ 0.






(x1 − x j)(xk − x j).
If we fix a j ∈ N1, then for every k ∈ N j, we get a term a jk in the summation such that
a jk = (x1 − x j)(xk − x j). Then there are two separate cases: either k = 1 or k ∈ N j \ {1}. If
k = 1, then the term is (x1 − x j)2, and in the other case, since k ∈ N1 by assumption, we will
also have the complement term ak j = (x1 − xk)(x j − xk). When we add the two terms, we




(xk(t) − x j(t))2 ≥ 0. (25)

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Furthermore, unless all the agents are in agreement (that is, xk = x j for all ( j, k) ∈
E), then the summation in (25) is strictly positive, and we have the following immediate
corollary.
Corollary 1. Provided that the information exchange network G(V, E) is connected and
N1 = {2, 3, . . . ,N}, then τ̇(t) = 0 if and only if xk(t) = x j(t) for all k, j ∈ {1, . . . ,N}.
Given the previous results, we would like to show that the states of this system will
converge to a common value, achieving consensus, regardless of the initial trust value,
τ(0). To do so, we allow the trust τ to evolve until it becomes positive and then tackle the
problem after that point. If we let t′ denote the first time such that τ(t′) > 0, then we can
conclude that τ(t) > 0 for all t > t′. This idea is used in the following theorem to prove the
convergence of the system.
Lemma 5. If τ > 0 and L is the graph Laplacian associated with a connected graph
G(V, E), then Lτ = B(τ)L is positive semi-definite and the null space of Lτ is span{1}.
Proof. First, it can be shown that Lτ = B(τ)L is similar to the matrix S = B1/2LB1/2 (where
the dependence on τ was dropped for notational simplicity) by pre-multiplying Lτ by B−1/2
and post-multiplying by B1/2 to get S . We can rewrite S as B1/2DDT B1/2, because L is sym-
metric and has non-negative eigenvalues due to the fact that G(V, E) is connected. Therefore
the eigenvalues of S are non-negative and thus the eigenvalues of Lτ are also non-negative
because the two are similar. It is straightforward to show that the null space of B(τ)L is the
same as the null space of L given that B(τ) is invertible as long as τ , 0. And, it is known
that the null space of L for a connected graph is span{1}. 
Theorem 6. Given a collection of N-agents with dynamics given in (21) and (22) and
trust dynamics for the human given in (23) with a connected information-exchange graph
G(V, E) with N1 = {2, 3, . . . ,N}, all agents’ states asymptotically converge to a common
value. That is, if we let x = [x1, x2, ..., xN]T , then x(t)→ ρ1 as t → ∞ for some ρ ∈ R.
39









V̇ = −xT B(τ)Lx,
where, because of Lemma 5, we know that V̇ ≤ 0 provided that τ > 0 and furthermore,
V̇ < 0 as long as x < span{1}.
Thus, we need τ(t′) > 0 for some t′ ≥ 0. If τ(0) > 0, then this is satisfied trivially, and
by Lemma 4, τ(t) ≥ τ(0) > 0, for all t > 0. Thus, B(τ(t))L  0 for all t > 0 and therefore
V̇ < 0 for all t > 0 and for all x < span{1}. However, if τ(0) ≤ 0, then one of two things can
happen: either there exists a T ≥ 0 such that τ(T ) = 0 with τ̇(T ) > 0 or limt→∞ τ(t) = −k2
where k ≥ 0 is a constant.
In the latter case, however, limt→∞ τ̇(t) = 0, and by Corollary 1, this implies that
limt→∞ x(t) = ρ1, and thus consensus is achieved. In the former case, because there exists
a T ≥ 0 with τ(T ) = 0 and τ̇(T ) > 0, there must also exist a t′ > T such that τ(t′) > 0 and
by Lemma 4, τ(t) ≥ τ(t′) > 0, for all t > t′. Thus, B(τ(t))L  0 for all t > t′ and therefore
V̇ < 0 for all t > t′ and for all x < span{1}.
In the cases where V̇ ≤ 0, we use LaSalle’s invariance principle and find the largest
invariant set contained in the set {x ∈ RN | V̇(x) = 0}, which is M = span{1}. Therefore,
x→∈ M as t → ∞, or in other words, limt→∞ x(t) = ρ1 for some ρ ∈ R. 
This result aligns with intuition – all of the robot agents are designed to do the “right”
thing, so the human’s trust in those agents will increase, and therefore the human agent
will eventually also do the “right” thing (when its trust value becomes positive), which is
to evolve its state in such a way that it becomes closer to its neighbors’ states. It is also
important to point out that this restriction on the topology only affects the edges between
the human and the robots, but does not restrict the edges between robots.
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Figure 11. Depicted is an example of a network topology that converges under the heterogeneous dyn-
amics protocol. The nodes contained in the oval represent the robot agents and the one outside the oval
represents the human agent.
We can, in fact, view this as having two layers in the system – one layer consists only
of the human agent and the second layer consists of all of the robot agents. If we let
Gr = (Vr, Er) be the subgraph formed by only looking at the robot agents, with vertex set
Vr = {2, . . . ,N} and edge set Er = {(i, j) ∈ E | i, j ∈ Vr}, then the only restriction for the
robot layer required by Theorem 6 is is that Gr is connected. However, the human must
interact with every robot to ensure that it is not being deceived, which will require an edge
(1, k) ∈ E to exist for all k ∈ Vr. An example of this kind of topology is shown in Figure
11, where the dashed lines represent the edges between the human agent and the robot
agents and the solid lines represent the edges in Er, which pertain only to the robot network
subgraph Gr. Note that the subgraph Gr in this network is not complete because there are
missing edges between nodes 3 and 5 and between nodes 4 and 5.
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4.2 Team-Oriented Trust









where Fi j(‖xi − x j‖) is the inter-agent performance cost that agents i and j collectively aim
to minimize. This is a self-centered trust notion in that agent i only cares about whether
its neighbors are helping to decrease the portions of the cost that are pertinent to agent
i. However, an agent could be instantaneously contributing to decreasing the overall team
cost, F(x), but not necessarily contributing to decreasing agent i’s portion of the cost at a
particular point in time, and this trust model could potentially deem it untrustworthy.
For example, suppose the goal of the agents was to meet, or in other words achieve




Fi j(‖xi − x j‖),
where
Fi j(‖xi − x j‖) =
1
2
‖xi − x j‖2 (27)
and suppose the initial configuration of the agents is as in Figure 12, where the lines bet-
ween agents represent links indicating edges in the graph. Letting xi be the 1-dimensional
position of agent i, the initial states are given by x1(0) = 0, x2(0) = 5, and x3(0) = 15.
Assume that all of the trust values initially start positive, at τi(0) = 1.
As in [49], the states evolve according to a weighted gradient-descent scheme where




(x j − xi)
Because agent 2 is further from agent 3 than to agent 1, it will initially move to the right
(and away from agent 1). Agent 1 will see this as agent 2 not contributing to minimizing
their inter-agent cost F12, and thus agent 1’s trust toward agent 2 will decrease, according to
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1 2 3
Figure 12. N = 3 line graph with circles representing the initial positions of the agents.
the self-centered trust model in (26). However, agent 2 is indeed contributing to minimizing
the overall cost F(x) by moving closer to agent 3. The limitation with the old trust model
is that agent 1 does not take into account (or simply it is not aware of) what is going on in
agent 2’s neighborhood.
Since the goal is, however, to minimize the overall team cost F(x), we need a new trust
model that resolves this issue. Instead of using a self-centered trust model, we propose that
each agent should look at its neighbors’ overall contributions to decreases in the cost when
updating their trust values, which will give us a “team-oriented” trust model. This requires
that agents have 2-hop information, meaning they need information from their neighbors’
neighbors to calculate trust. Because we claim that these dynamics represent those of hu-
mans, this requirement is reasonable in the sense that humans have less restrictive percep-
tion of the environment than robots. We will present this modified trust model in Section
4.2.1.
4.2.1 Team-Oriented Trust in Homogeneous Multi-Agent Networks
To begin with, we assume that all of the agents are “human-like” in that they all are capable
of reasoning about trust and thus incorporate a trust metric into their dynamics. Let there
be N agents, where xi ∈ Rd is the state of agent i, which could be a position or an opinion
for example, and τi ∈ R is the trust that agent i has for its neighbors. If we stack the agents’
states into a vector, we can represent the collective state as x = [xT1 , x
T
2 , . . . , x
T
N]
T ∈ RNd and
the collective trust as τ = [τ1, . . . , τN]T ∈ RN
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In this work, we consider scenarios in which the desired network performance is speci-




Fi j(‖xi − x j‖) (28)
where Fi j(‖xi − x j‖) is the symmetric, pairwise performance cost, as is done widely in the
multi-agent network literature, for example, for formation control [54–56]. The goal of the
team of agents is to achieve a configuration that minimizes F(x).
As motivated by the DeGroot model [57] and done in our previous work in [49] as well
as in other works [34], we let the state dynamics of agent i evolve by weighting the standard




∂Fi j(‖xi − x j‖)
∂xi
. (29)
Note that we do not claim that human behavior is exactly modeled in this way, but that in
a human-swarm system, the human would be willing to follow these dynamics. However,
because of human cognition, the human may lose (or gain) faith in the system, causing the
trust to decrease (or increase) and thus the human behavior to change accordingly.
However, the difference between the model in [49] and the one we introduce here is
reflected in the trust dynamics, as discussed in Section 2.3. In this work we focus on
“neighborhood” trust, meaning that agent i trusts all of its neighbors the same amount.
Because we are concerned with how much each neighbor contributes to decreasing the










and therefore the direct contribution of agent i to the decrease in cost, due to the movement
of agent i, is −∂F(x)
∂xi
T
ẋi. Thus, the higher this term is, the more that agent i is contributing to
the team goal, and thus the more that its neighbors should trust it.
To reflect this, we let the evolution of trust for agent i be the sum of its neighbor’s

























where we added a scale factor of 1/|N j| to the contribution by neighbor j, where |N j| is the
neighborhood cardinality of agent j. This essentially “averages” out the contributions of
agent j so that one agent does not have more of an influence on the change in trust just
because it has more neighbors.
At this point, as done for the self-centered trust model, we could also define a pairwise
trust value, τi j and similarly define the trust dynamics for it in a straightforward manner.
We focus on the neighborhood trust model in this work and thus leave this out.
4.2.1.1 Invariance Results
If we define τ̂ to be the total trust in the system, that is




then, similar to the self-centered trust modeling presented in [49], as a result of the cou-
pled dynamics we get an invariance result relating the total trust to the performance of the
system.
Theorem 7. Consider an N-agent system with a static, connected interaction graph G,
where the agents’ state dynamics are given by (29) and the trust dynamics are given by
(31). Consider a performance cost F(x) and the total trust τ̂ as defined in (28) and (32),
respectively. Then, the following invariance holds
d
dt
(F(x) + τ̂) = 0.
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has no dependence on i and appears in the summation once for every time that agent j is

















Fi j(‖xi − x j‖)








































into the expression for ˙̂τ in (33), we get ddt F(x) = − ˙̂τ and thus the desired result is obtained.

What this result tells us is that in order to achieve the desired performance, i.e. minimi-
zing the cost F(x), we must have that the total trust in the system increases. In fact, the two
are intimately linked, meaning that decreases in total trust correspond to increases in the
cost, or decreased performance. This is consistent with the organizational psychology lite-




One of the results that was shown in Section 4.1 was that, for two agents executing ren-
dezvous, we know under what specific conditions on the initial trust that the agents will
achieve their goal and under what conditions the states will diverge. However, for the self-
centered trust model, it was not possible to show more general convergence guarantees for
more than two agents. In fact, the two-agent scenario is a special case in that it results in the
self-centered trust model being exactly the same as the team-oriented trust model because
there is only one edge in the graph. With the new, team-oriented trust model, however, we
can give explicit conditions under which the system will achieve the goal of minimizing
the performance cost. In order to show the convergence results, we first discuss some basic
monotonicity properties of the agents’ trust values.
Lemma 6. Consider an N-agent system where the agents’ state dynamics are given in (29)
and the trust dynamics are given in (31). Assume that the static interaction graph G is con-
nected and that τi(0) > 0, for all i ∈ {1, . . . ,N}. Then τi is non-decreasing and τi(t) ≥ τi(0),
for all i ∈ {1, . . . ,N} and for all t > 0.
Proof. We can rewrite (29) for agent j as
ẋ j = −τ j
∂F(x)
∂x j


















Since τ j(0) > 0, for all j ∈ {1, . . . ,N}, τ̇i ≥ 0, for all i ∈ {1, . . . ,N}, and it follows that
τi(t) ≥ τi(0) > 0, for all i ∈ {1, . . . ,N}, for all t > 0. 
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This tells us that if the initial trust values are all positive, they will stay positive over the
duration of the evolution of the dynamics and also finite due to the invariance in Theorem
7. Similarly, if all of the trust values are initially negative, they will remain negative, as
shown in the following lemma.
Lemma 7. Consider an N-agent system where the agents’ state dynamics and trust dyna-
mics are given in (29) and (31), respectively. Assume that the static interaction graph G is
connected and τi(0) < 0, for all i ∈ {1, . . . ,N}. Then τi is non-increasing and τi(t) ≤ τi(0),
for all i ∈ {1, . . . ,N} and for all t > 0.
Proof. This proof follows directly from the proof of Lemma 6 by simply flipping the ine-
qualities. 
We are now ready to discuss convergence results of the objective for the multi-agent
system. First we introduce Γ = {x∗ | dF(x∗)/dx = 0}, the set of all critical points of F.
Theorem 8. Consider an N-agent system with the agents’ state dynamics in (29) and the
trust dynamics in (31). Assume the underlying static interaction graph G is connected and
τi(0) > 0, for all i ∈ {1, . . . ,N}. Consider a performance cost F(x) and the total trust τ as
defined in (28) and (32), respectively. Then x(t) asymptotically converges to Γ.





where B(τ(t)) = diag(τ(t)) ⊗ Id and diag(τ(t)) ∈ RN×N is a diagonal matrix with τi(t) as its
i’th diagonal element, Id is the d × d identity matrix, and ⊗ is the Kronecker product.















and, following the result from Lemma 6, τi(t) ≥ τi(0) > 0, for all i ∈ 1, . . . ,N. Therefore,
B(τ(t)) has all positive elements on the diagonal and thus is positive definite for all t, giving
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the desired result dFdt < 0 for all
∥∥∥dF(x(t))
dx
∥∥∥ , 0, and dFdt = 0 if and only if ∥∥∥dF(x(t))dx ∥∥∥ = 0. At this
point, since the agents are moving along the anti-gradient of the cost function and ẋ = 0
only when dF(x)dx = 0, it follows that x(t) converges to Γ. 
Here we note that the only way the system will end up at a local maximum is if the
initial states are such that it starts on one. Therefore, it will mostly reach local minima or
saddle points. However, because minima are locally stable equilibrium points while saddle
points are not, the system will typically reach a local minimum.
This result is straightforward in that the model was designed so that trust will increase
as long as all agents are behaving correctly and as long as the trust values stay positive,
the state dynamics are designed such that the agents will indeed behave correctly. We
note that this result follows from the ideal, nominal case in which every agent has perfect
information about its neighbors and that all agents behave according to the state dynamics
in (29). Things become more interesting when agents do not have perfect information about
its neighbors’ states and when there are noisy measurements and corruption and possibly
deceit added to the system. Future work will be devoted to exploring these avenues.
The same type of analysis can be done for a system where all of the trust values are
initially negative, showing that the agents will not reach a configuration that corresponds
to a local minimum of the cost function F(x) and may actually cause the agents’ state
trajectories to diverge.
Theorem 9. Consider an N-agent system where the agents’ state dynamics are given
in (29) and the trust dynamics are given in (31). Assume the static interaction graph G
is connected and τi(0) < 0, for all i ∈ 1, . . . ,N. Consider a performance cost F(x) and
the total trust τ̂ as defined in (28) and (32), respectively. Then the agents will not reach a
configuration corresponding to a local minimum of the performance cost F(x).
Proof. Following Lemma 7, we know that τi(t) < 0 for all t ≥ 0 and all i ∈ {1, . . . ,N}.





∥∥∥ , 0. And, because every agent is updating its state in the direction corre-
sponding to an increase in F(x), two cases may arise according to the particular nature of
the cost function F(x) and the initial configuration of the system, that is either the agents
will stop in a configuration corresponding to a local maximum for which
∥∥∥dF(x)
dx
∥∥∥ = 0, or the
agents’ states will keep updating indefinitely while the performance cost goes to infinity.
Clearly, in either of these cases the agents will not reach a local minimum of F(x). 
These theorems allow us to predict the behavior of the system when either all of the
trust values are initially positive or all of them are initially negative. This suggests that
trust systems should be initiated with positive trust in order to guarantee that the desired
performance is achieved. Note that, if the initial trust values of the agents are mixed, i.e.,
both positive and negative, then following the previous analysis, we cannot make any claim
about the definiteness of the matrix B(τ(t)), and thus about the convergence properties of
the system.
4.2.2 Team-Oriented Trust in Heterogeneous Multi-Agent Networks
As part of our motivation for this work was to analyze trust in human-swarm interaction
scenarios, let us now consider a more general scenario where only a portion of the N agents,
i.e., human beings, are driven by a trust attitude while the remaining agents, i.e., robots,
act “classically” according to a standard gradient-descent approach. NH is the number of
so-called “human” agents that operate according to a trust metric, and the first NH states
represent the states of these agents. Let us define the two sets of indices H = {1, 2, . . . ,NH}
and R = {NH+1, . . . ,N}. Then, for i ∈ H, the dynamics evolve according to (29), repeated




∂Fi j(‖xi − x j‖)
∂xi
(37)
where the evolution of the trust values, τi for i ∈ H, are given in (30).
The rest of the agents are the so-called “robots” that are autonomous and do not operate






∂Fi j(‖xi − x j‖)
∂xi
(38)
which is the standard gradient-descent based method without the trust multipliers, as only
the human agents are trusting entities.
We can now demonstrate that the convergence results shown in Section 4.2.1.2 for the
homogenous dynamics still holds for the heterogeneous dynamics under the same working
conditions, i.e., as long as the initial trust values are positive, the system will converge to a
configuration that minimizes the performance cost F(x).
To this end, let us first discuss some similar basic monotonicity properties of the agents
trust values as in Lemma 6 for this heterogeneous setting.
Lemma 8. Consider a collection of N agents under the state dynamics in (37) for i ∈ H
and by (38) for i ∈ R and the trust dynamics in (30) for i ∈ H. Assume that the underlying
static interaction graph G is connected and τi(0) > 0, for all i ∈ H. Then τi(t) ≥ τi(0), for
all i ∈ H and for all t > 0.
Proof. This result follows directly from the proof of Lemma 6 where the only difference
lies in the fact that some of the agents no longer have trust dynamics. In particular, by










where we can split up Ni into agent i’s neighbors that are robots and the ones that are hu-













Since τ j(0) > 0 for all j ∈ H, we get that τ̇i ≥ 0 for all i ∈ H, and thus τi(t) ≥ τi(0) > 0 for
all t and all i ∈ H. 
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To prove convergence of this system, we additionally need to show that the trust values
remain finite, i.e. they do not go to infinity. In order to do this, we give a similar result to
the invariance result from the homogeneous case. If we again define τ̂ to be the total trust





then we observe the following result.
Lemma 9. Consider a collection of N agents under the state dynamics in (37) for i ∈ H
and by (38) for i ∈ R and the trust dynamics in (30) for i ∈ H. Assume that the underlying
static interaction graph G is connected and τi(0) > 0, for all i ∈ H. Then
d
dt
(F(x) + τ̂) ≤ 0.


















where di = |Ni ∩ H| is the number of human agents that agent i has in its neighborhood set.












and by noting that di ≤ |Ni| for all i and τi(t) > 0 for all i ∈ H, we get ddt F(x) + ˙̂τ ≤ 0. 
We can now prove a convergence result for this heterogeneous scenario similar to the
one given in Theorem 8 for the homogeneous setting.
Theorem 10. Consider a collection of N agents under the state dynamics in (37) for i ∈ H
and by (38) for i ∈ R and the trust dynamics in (30) for i ∈ H. Assume that the underlying
static interaction graph G is connected and τi(0) > 0 for all i ∈ H. Then the states x(t)
asymptotically converge to the set of critical points, Γ.
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Proof. This result follows the proof of Theorem 8 where the only difference lies in the
fact that some of the agents no longer have trust dynamics. If we evaluate the collective




where C(τ(t)) = diag(τ1(t), . . . , τNH (t)) ⊗ Id where Id is the d × d identity matrix, and ⊗ is
the Kronecker product.









where, because τi(t) > 0 for all t and i ∈ H, then C(τ(t)) is positive definite for all t,
implying that diag(C(τ(t)), INRd) is also positive definite. Thus,
dF




and dFdt = 0 if and only if
∥∥∥ dF(x(t))
dx
∥∥∥ = 0. Thus, x(t) converges to Γ. 
Consequently, having heterogeneous dynamics where some agents no longer operate
according to a trust metric does not break the convergence guarantees that we had for the
homogeneous network dynamics. In fact, it could be intuitively seen as replacing humans
with robots where the robots are always going to do the “right” thing and thus as long as
the human agents start with positive initial trust, the entire system still works as expected.
4.2.3 Simulations
In this section, we present simulation results to corroborate the theoretical findings. As
a case study of the gradient-descent multi-agent framework discussed in previously, we
consider the seminal swarm aggregation work described in [64]. Swarm aggregation has
been widely investigated by the robotics and control communities over the last two deca-
des, e.g., [65–67] and is a basic behavior that many swarms in nature exhibit, such as some
bacteria, ant colonies, bee colonies, flocks of birds, and schools of fish. Moreover, many of
the collective behaviors seen in biological swarms and some behaviors to be possibly im-
plemented in engineering multi-agent dynamic systems emerge in aggregated swarms. The
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reader is referred to [68] for a comprehensive overview of swarm stability and optimiza-
tion. In particular, in our setting we are assuming the swarm may be either homogeneous,
i.e., all agents have trust dynamics, or heterogeneous, i.e., only a subset of the agents have
trust dynamics.













[Fa(‖xi − x j‖) − Fr(‖xi − x j‖)]
(42)
where Fa(‖xi − x j‖) and Fr(‖xi − x j‖) are the pairwise aggregate performance cost and
repulsive performance cost, respectively. In particular, the following pairwise aggregate
and repulsive performance costs have been used
Fa(‖xi − x j‖) = a




Fr(‖xi − x j‖) = b log(‖xi − x j‖) (44)
for which we have the following pairwise gradients
∂Fa(‖xi − x j‖)
∂xi
= a (xi − x j) (45)
and
∂Fr(‖xi − x j‖)
∂xi
= b
(xi − x j)
‖xi − x j‖2
(46)
with a and b the aggregation and repulsion tuning parameters, respectively, which determi-
nes the size of the aggregation area (see again [68] for further details).
For purposes of the simulations in this section, we let the constants a = 1 and b = 2
and used 2-dimensional agents, i.e. d = 2. We first simulated the dynamics for the homo-
geneous case with N = 6 where all initial trust values are positive. The interaction graph
54
















Figure 13. State trajectories for the homogeneous trust-based algorithm with all positive initial trust
values. The filled circles represent the initial states and the empty circles represent the states at the end
of the simulation.
G = (V, E) is defined such that E = EK \ {(v1, v5), (v2, v4)} where EK is the edge set asso-
ciated with a complete graph, GK . The initial stacked states are τ(0) = [1, 2, 0.5, 2, 6, 0.2]T
and x(0) = [12, 2, 5, 1, 10, 3,−3, 5, 2,−1, 8, 7]T . Because all of the trust values are initially
positive, this system should converge to a minimum of F(x), due to Theorem 8, and it does,
as shown in Figure 4.2.3.
If we keep the initial states and the interaction graph the same but instead change this to
a heterogeneous case where we let only agents 3 and 5 be human agents with trust metrics
and let the rest be robots, we get the trajectories seen in Figure 14. Here, τ3(0) = 2 and
τ5(0) = 0.5 (both positive) and therefore the result of Theorem 10 holds and the states
converge to a configuration pertaining to a minima of the cost. Notably, the trajectories for
this scenario are different than those in Figure 4.2.3, as the dynamics are clearly different,
but both reach a local minimum of the cost.
We also simulated the homogeneous dynamics with negative initial trust values to illus-
trate the negative result of Theorem 9. Here, N = 3, the graph G = GK is complete, and the
initial states are x(0) = [2,−3, 6, 10, 12, 8]T and τ(0) = [−2,−0.5,−1]T . Figure 15 shows
the evolution of the states for the first 65 time steps in the simulation, where it can be seen
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Figure 14. State trajectories for the heterogeneous trust-based algorithm, where agents 3 and 5 have
positive initial trust and the rest are robots without trust metrics. The filled circles (diamonds) repre-
sent the initial states of the robot (human) agents and the empty circles (diamonds) represent the robot
(human) agents’ states at the end of the simulation.
that the agents are moving away from each other, and they continue to do that for the times
not pictured. In fact, the cost F(x) blows up over time and thus a minima is not reached.
4.3 Trust-Action Couplings
In the past two sections we presented models in which agents interact and exchange infor-
mation in order to make collective decisions. In the models presented, external influences
are not considered – that is, the evolution of an agent’s state is dictated only by that agent’s
state and its neighbors’ states. However, sometimes external influences, e.g. due to the
environment, may act upon the agents, introducing a drift term in the consensus-based al-
gorithms. This type of model is known as the coupled drift-diffusion model (DDM) and has
been used in the literature for modeling collective decision-making in ideal human groups
as well as animal groups, e.g. [69]. The drift-diffusion model is known for being well-
equipped to model human behavior in two-alternative choice tasks [70], in which evidence
is agreggated and people choose one of two alternatives dictated by the evidence crossing
a threshold [71].
Sometimes, the decision that a person or animal makes may lead to an action. For
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Figure 15. State trajectories for the homogeneous trust-based algorithm with all agents having negative
initial trust. The filled circles represent the initial states and the trajectories are given for t = 0 to t = 65
(simulation time).
example, if there is a group of birds accumulating evidence in order to decide whether to
leave a stopover site, the decision being made could result in an action, i.e. a bird taking
off in flight. We are interested in determining how this action affects the decision making
processes of the other birds that have not yet made a decision, which has not been studied
in the literature. If a bird decides to take-off, this action may provoke the others to leave as
well. Alternatively, it may come back down if no other birds follow.
We can also think of this in terms of human group decision-making. For example, if
a group of people comes up to an intersection and is deciding whether to walk left or to
walk right, they may converse with each other first to try to decide upon a direction before
they actually start walking. However, if one person makes a decision before the others,
and starts walking left, this action may propagate and influence the decisions of the others.
For example, the others could decide to follow the one who started walking. Similarly, the
person who made the decision to start walking may look back and see if anyone else is
following, and could modify his or her decision based upon the actions of the others in the
group. Furthermore, these outcomes could vary depending on how much trust the others
have in the person that started walking away.
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To capture this type of behavior, we explore a particular manifestation of this, whereby
the couplings between decision making, actions, and trust are taken into consideration. We
begin by introducing a model that connects decision making and actions, using migrating
birds as inspiration, and then later incorporate trust.
4.3.1 Decision Making and Actions
As an illustration, we first introduce a model that captures the aforementioned interplay
between decision making and actions, using migrating birds as the basis for this work. It
has been observed that some species of birds display pre-flight intention movements, such
as wing flapping, as a signal to other birds in the vicinity that it is ready to take-off in
flight [72]. And, if others do not join in on this behavior, the birds that initiated usually will
not fly [73], most likely due to the benefits inherent in migrating in flocks, such as better
protection against predators [74]. In this work, we develop a model that captures these
social interactions between birds that are deciding whether to take off in flight in order to
better understand the connections between decision making and actions.
4.3.1.1 Dynamical Model
Consider a network of N agents, each with a state, xi ∈ R. Because the behavior of mi-
grating birds is the motivation for this work, we can think of this state as the intensity of a
bird’s pre-flight intention movements, or how much it would like to take off in flight. Each
agent can be in one of three states, namely Ground, Air, or Gone. All of the agents are
initialized to the Ground state and once an agent’s accumulated evidence reaches a certain
threshold, ρ, an action is taken, causing the agent to transition to the Air state. This is the
equivalent of a bird’s intention movements being intense enough to cause it to take off in
flight. And, once an agent has been in the Air state for longer than ∆T seconds, it transitions
to the Gone state. However, an agent can come back to the Ground state, if its accumulated
evidence becomes less than ρ minus some small offset ε. This is representative of a bird
coming back down to the ground if the other birds do not follow it. The state diagram for a
single agent i is shown in Figure 16.
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ẋi = hi1start ẋi = hi2
ẋi = hi3
xi ≥ ρ
xi ≤ ρ − ε
ti ≥ ∆T
ti := 0
Figure 16. State diagram for agent i
The dynamics of the agent depend on which state it is in and evolve according to hi1, hi2,
or hi3. When two neighboring agents are both in the Ground state or both in the Air state,
they share their information with each other and the weight on this information diffusion
is 1. Coming back to the bird scenario, this represents birds being able to see (or hear) the
social cues from the other birds in the form of the intention movements or calls. When,
instead, one agent is in the Ground state and its neighbor is in the Air state, the weight,
γ, on the information diffusion is greater than 1 to enforce cohesion in a stronger manner.
Each agent (or bird) can sense environmental cues causing it to be more or less inclined to
leave, and this is represented by a drift term, fi.
If agent i is in the Ground state, then i ∈ G, and if agent i is in the Air state, then i ∈ A,
where G, A ⊆ {1, 2, . . . ,N}. We introduce an action state ai(t) ∈ {0, 1, 2} such that ai = 0
if i ∈ G, ai = 1 if i ∈ A, and ai = 2 if agent i is in the Gone state. In the Ground state, the
dynamics of agent i evolve according to hi1, given by
ẋi = hi1 = fi +
∑
j∈Ni∩G
(x j − xi) + γ
∑
j∈Ni∩A
(x j − xi). (47)
The dynamics change when agent i enters the Air state, where now agent i’s state evolves
according to
ẋi = hi2 = fi + γ
∑
j∈Ni∩G
(x j − xi) +
∑
j∈Ni∩A




















































Figure 17. Action profiles for 5 agents executing the coupled decision making-actions algorithm.
Ground is represented by 0, Air by 1, and Gone by 2. In the left figure, γ = 1 and in the right fi-
gure, γ = 13.
Here Ni is the neighborhood set of agent i which represents the agents with whom agent i
can share information, or in the bird scenario, which agents can sense agent i’s social cues.
As mentioned previously, once an agent is in the Air state for more than ∆T seconds, it
leaves the group and is considered in the Gone state. In this state, the agent is considered
no longer in the network and its state no longer evolves, that is, ẋi = hi3 = 0.
4.3.1.2 Simulations
With the model fully developed, we present simulations in order to show how the actions
taken affect the decision making process. We let the threshold ρ = 50, ∆T = 0.5, and
ε = 0.1. If we stack the states into a vector and define x(t) = [x1(t), x2(t), . . . , xN(t)]T
and similarly stack the environmental drivers into a vector f = [ f1, f2, . . . , fN]T , then
the initial conditions used for the simulations are x(0) = [23.46, 6.39, 13.33, 23.87, 6.69]T
and f = [0.0003, 2.7107,−0.7257, 0.1976, 1.3663]T . The information-exchange graph was
chosen to be complete, that is, every agent shares information with every other agent. In
other words, Ni = {1, 2, . . . ,N} \ {i}, for all i. The dynamics in (47) and (48) were simulated
using these initial conditions for both γ = 1 and γ = 13.
When γ = 1, an agent weighs all of its neighbors’ states the same, regardless of whether
they are in the Ground state or in the Air state. As can be seen on the left-hand side of
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Figure 17, agents 1, 3, and 4 remain in the Ground state, while agents 2 and 5 end up in the
Gone state. Therefore, the group does not remain as a cohesive unit. However, when we let
γ = 13, all agents end up in the Gone state within 0.25 seconds of each other, as seen in the
right-hand plot of Figure 17. As illustrated in the right-hand plot of Figure 17 and in the
first four simulation snapshots in Figure 18, agent 2 switches between the Ground and Air
states several times before eventually staying in the Air state, and later transitioning to the
Gone state. This switching is consistent with bird migration, where some species exhibit
repeated take-offs and landings before finally taking off as a group [72].
In order to analyze how quickly decisions are made, we define TGone ∈ R to be the
amount of time it takes for all of the agents to enter the Gone state, that is
TGone = inf {t ∈ R≥0 | ai(t) = 2 ∀i ∈ {1, 2, . . .N}} .
As shown in Figure 18, when γ = 13, all of the agents are in the Gone state at t = 50.16 s,
and because this is the first instance in time that this occurs, TGone = 50.16 s. When γ = 1,
the simulation did not result in all agents entering the Gone state and thus TGone cannot be
computed.
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Figure 18. Simulation of 5 agents executing the coupled decision making-actions algorithm, with γ = 13.
All of the birds start in the Ground state at t = 0 s, they all reach the Air state by t = 49.66 s, and are all
in the Gone state at t = 50.16 s.
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4.3.2 Towards Incorporating Trust
As mentioned previously, trust could also play a factor in the decision making process when
actions are involved. Returning to the example of people deciding which direction to walk,
if one person takes an action (i.e., walks away), the others may be more likely to follow
him if they trust him. If they do not trust him, the action may have little influence or it may
have the opposite effect and make the rest of the group more inclined to take an alternate
action. One way in which trust could be incorporated into the model given in (47) and (48)
is by replacing γ with a static, pair-wise trust value, τi j, representing the amount of trust
that agent i has for agent j. The new dynamics for agent i become
ẋi = hi1 = fi +
∑
j∈Ni∩G
(x j − xi) +
∑
j∈Ni∩A
τi j(x j − xi) (49)
when agent i is in the Ground state, and
ẋi = hi2 = fi +
∑
j∈Ni∩G
τi j(x j − xi) +
∑
j∈Ni∩A
(x j − xi) (50)
when agent i is in the Air state.
In order to capture the fact that higher trust should lead to a person being more willing
to follow the person that took an action, τi j should be positive and greater than 1 when trust
exists and increase with increasing levels of trust. In the absence of trust, τi j could either be
exactly 1 so that the action by agent j does not change the behavior of agent i, or it could
be negative to reflect that distrust may cause agent i to be inclined to take a different action
than that of agent j. It should also be noted that τi j does not have to be the same as τ ji, that
is, agent i may trust agent j more (or less) than agent j trusts agent i.
In [75], it is said that “...if there is trust among the members of the group then sometimes
action may be taken without going through the decision making process so emphasizing the
importance of trust.” Although the model we introduced does not necessarily skip the deci-
sion making process, the existence of trust could speed up the process, as has been pointed
out in the psychology literature, e.g. [76], which states that trust within organizations can
improve the speed of decision making.
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4.4 Conclusions
In this section, we introduced trust and state dynamics for multi-agent coordination that
gives rise to a system that exhibits three properties observed in psychology: group polari-
zation, belief polarization, and a positive trust-performance correlation. The trust notion, as
well as the trust-state coupling, were developed to model the dynamics of a system where
humans and autonomous agents coexist and interact. We showed that the total trust in the
network is intimately linked to the performance of the system through an invariance and
demonstrated that such a combination of social dynamics and physical update laws has the
potential to make the performance of the system deteriorate dramatically.
Furthermore, we compared the rate of convergence of our model to that of the standard
consensus protocol and also gave a closed-form expression for where the agents will meet
under our dynamical model and compared it to the meeting point under standard consensus.
We also introduced heterogeneous dynamics to capture differing behaviors of human and
robot agents and analyzed the convergence of this system. Finally, we developed a model to
capture the connections between trust, decision making, and actions in multi-agent systems




As shown in the last chapter, trust has a large impact on where a group of humans and robots
meet, or alternatively, what opinion they eventually agree upon. Moreover, depending on
the initial trust levels, this meeting point may be significantly different than the average
of the initial states or opinions. In fact, it may even be outside of the convex hull of the
initial states of the agents. In this chapter, we explore an application area that results in a
similar change in the meeting point, this time due to robots having different initial energy,
or battery levels. Instead of robots meeting at the average of their initial positions, they
meet at a point that depends on the initial battery levels and positions of the agents. The
work in this chapter was published in [77] and [78].
5.1 Background and Problem Formulation
One driving application for multi-agent robotics is sustained environmental monitoring,
where deployments are envisioned to take place in environments where it may not be easy to
replace batteries or refill the fuel, such as hostile or inaccessible environments, e.g., [2,79].
As a result, energy consumption must be taken into account during the design phase to
ensure that the robot team can complete its mission.
In fact, numerous energy-aware algorithms have been developed in the sensor networks
community, where the goal is to maximize the lifetime of the network while still satisfying
some target level of coverage, e.g., [80–85]. These strategies come in to play once the
network has been assembled. However, there is a broad class of problems in which mobility
becomes the bottleneck. As a general observation, mobility is the most “expensive” when it
comes to energy consumption, whereas communications are less costly, and computations
and sensing are the least expensive, in comparison [86].
Previous efforts have been made to minimize energy consumption due to both mobility
65
and communication in multi-agent applications, e.g., [87] minimizes motion and commu-
nication energy in the context of transmitting information from a stationary object to a
stationary remote station by having each agent act as a relay. In some cases, sensing energy
is considered as well, e.g., in [88], mobility, sensing and communication costs were all
taken into account from an energy-consumption point-of-view, in the context of a dynamic
coverage problem.
We are interested in making energy consumption a central aspect of the coordination
problem and instantiate this idea in the context of the rendezvous problem [52], in which a
group of mobile robots are to meet at a common location using only relative displacement
information. Previous work that couples energy to the rendezvous problem was presented
in [86, 89], where the effects of shrinking sensing footprints, due to mobility-driven power
decay, are analyzed in the context of a particular control law. Our work builds on this idea
of connecting mobility-driven energy consumption to the rendezvous problem, but does so
during the design phase, as opposed to analyzing the effects of energy consumption on a
particular control law. We treat battery levels as a hard constraint and develop an algorithm
for allowing the robots to meet in the least amount of time while ensuring that they do not
run out of battery life.
As an illustration, suppose there are two robots that have the same initial battery level.
In order to meet in an equitable way, a reasonable approach would be to have the robots
meet at the average of their initial positions, as shown in Figure 19(a). Instead, suppose that
they have different initial battery levels – now where should they meet? It seems intuitive
that they should meet closer to the robot with a lower initial battery level, as shown in
Figure 19(b). One primary objective of this research was to take this informal observation,
apply it to a multi-robot scenario, and make it rigorous.
In order to solve the so-called energy-constrained spatio-temporal rendezvous problem,
we separate it into two sub-problems, with the first being to determine where and when the
mobile robots should meet, while satisfying the requirement that each robot must end up
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(a) (b)
Figure 19. Two robots with the same initial battery levels should meet halfway (a), while, if the robot to
the right has a lower initial battery level than the robot to the left, they should meet closer to the robot
with a lower available energy (b).
at the meeting location with a non-negative battery level. The construction of energy-
optimal motions that realize the solution to the first sub-problem becomes the second sub-
problem that will be addressed in Section 5.2. We start with a formulation of the first sub-
problem and later present its solution in Section 5.3. In Section 5.4 we present a robotic
implementation of the resulting algorithm to show that this is viable in practice.
Suppose we have N planar robots, whose task it is to meet at a common location. Let
pi ∈ R2, i = 1, . . . ,N, denote the opinions of the individual robots as to where this location
should be. Similarly, let τi ∈ R+ be the time at which robot i thinks the team should meet.
Since the robots should agree on when and where to meet, we would like to determine a
distributed protocol that makes pi = p j and τi = τ j, ∀i, j ∈ {1, ...,N}.
Now, what makes this a non-standard consensus problem is that the robots need to meet
without draining their batteries and we would moreover like to achieve rendezvous quickly.









||pi − p j||2 + ||τi − τ j||2


s.t. hi(pi, τi) ≤ 0, ∀i = 1, ...,N, (51)
where p = [pT1 , . . . , p
T
N]
T , τ = [τ1, . . . , τN]T , and Ni is the set representing robot i’s neig-
hborhood – the robots with whom robot i can share information. Finally, hi(pi, τi) ≤ 0 is
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the constraint (to be determined) that ensures that robot i can indeed reach pi in time τi
without running out of energy. And even though the robots are assumed to be similar, they
will start at different positions and with different initial battery levels, which we encode
through the subscript i in the individual constraints.
The first term in the cost ensures that the robots meet quickly, where the weighting
factor ρ > 0 determines how strongly this term affects the cost. The second term ensu-
res that the decision variables, p and τ, across all robots get “close” in the least-squares
sense. As such, what we consider is not exact rendezvous, but rather that the robots end up
sufficiently close together at roughly the same time.
In order to find a mathematical expression for hi(pi, τi), we need to describe how the
robots are moving and how that movement in turn affects the battery life of the robots.
To this end, decisions must be made about the dynamics of the robots and their energy-
consumption model.
5.2 Single Robot Control for Minimum Energy Consumption
The coupling between the different robot movements arises from the cost associated with
the spatio-temporal rendezvous problem. However, the battery constraint is not coupled,
that is robot i’s battery level dynamics does not depend on robot j’s battery levels. As
such, in order to arrive at the constraint hi(pi, τi), it is sufficient to consider a single agent
in isolation, which will be the case in this section.
The pose of a differential-drive mobile robot comprises of position and orientation. If
we let (qi1, qi2) be the position of robot i, moving in the direction qi3, the kinematics become
q̇i1 = vi cos qi3
q̇i2 = vi sin qi3
q̇i3 = ωi.
For the purpose of analysis, we will assume that the robots move along straight lines, i.e.,
ωi = 0. We justify this assumption by using the fact that the shortest distance path between
two planar points is the straight-line path between them and since we wish to minimize
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energy consumption due to mobility, we find it reasonable to have each robot travel the
shortest distance possible in order to reach its destination.
As a consequence, we can focus on this one-dimensional motion, and let the correspon-
ding robot position be xi1, where ẋi1 = vi. However, to capture battery usage, we need to
go beyond kinematic models, and we let xi2 = vi, with dynamics ẋi2 = ui, with ui being the
input, thus connecting to the rich literature on double integrator coordination, e.g., [90–93].
Finally, if we let xi3 denote the available battery level, the dissipation of energy is given
by quadratic functions of the velocity and acceleration of the robot, similar to the model
used in [94], yielding the combined dynamics
ẋi1 = xi2
ẋi2 = ui




where α > 0 determines how strongly acceleration affects the dissipation of energy in
comparison to the effect of the velocity. Clearly, the battery level is decreasing while
the robot is moving, hence we need that ẋi3 ≤ 0 at all times, which is satisfied by these
dynamics. Also, if the robot is not accelerating, but still moving (i.e. has non-zero velocity),
the battery level should still be decreasing.
As the ambition is to move in a manner that conserves energy, we seek to find the
control input ui that minimizes the total energy consumed, xi3(0) − xi3(T ). This optimal






subject to the constraints that the robot starts and ends at rest and reaches its target position
while ensuring that the battery level is non-negative at the end of the maneuver, i.e., such
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that
xi1(0) = xi10 xi1(T ) = xi1T
xi2(0) = 0 xi2(T ) = 0
xi3(0) = xi30 > 0 xi3(T ) ≥ 0.
Here T is the time over which the maneuver is defined – later to be made an explicit part
of the problem – and xi10, xi30 are the given initial positions and battery levels, respectively,
and xi1T is the given final position. It should be noted that this problem may not have a
solution, e.g., if T is too small, and in subsequent paragraphs we provide the solution to
this optimal control problem as well as characterize when said solution exists.
Therefore, in order to solve this problem analytically, we will remove the constraint
that the final battery level be non-negative, which allows us to remove xi3 as a state in the
optimal control design altogether. We will later re-incorporate xi3 and choose T in order
to ensure that the final battery level is non-negative, thus characterizing when a solution to
the original problem exists. This relaxed problem that we first solve is







i (t)) dt (53)




and the fixed initial and final conditions
xi1(0) = xi10 xi1(T ) = xi1T
xi2(0) = 0 xi2(T ) = 0.
(55)
This optimal control problem is solved for ui, which is given in the following theorem.
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Theorem 11. The control signal ui that solves the problem in (53), subject to the dynamics


























































Proof. Following the Pontryagin Maximum Principle for fixed-endpoint control problems,
given, e.g., in [95], the Hamiltonian associated with the cost in (53) and dynamics in (54)
is
H = x2i2 + αu
2
i + λi1xi2 + λi2ui,








= −2xi2 − λi1.
We let λi1 = νi1, for some constant νi1 on the entire interval since xi1 is determined at
time T . This yields λ̇i2(t) = −2xi2(t) − νi1 and we set λi2(T ) = νi2 for some constant νi2,
leaving us with the two unknowns, νi1 and νi2.
The optimality condition on ui is
∂H
∂ui





and the second costate λi2 can be found by differentiating λ̇i2, plugging in ui from (57) and





with boundary conditions λi2(T ) = νi2 and λ̇i2(0) = λ̇i2(T ) = −νi1 due to the boundary con-



































By plugging (58) into the equation for ui in (57), ui is completely determined. And













+ νi1t − ci1 − ci2
)
+ xi10, (61)
with terminal constraint xi1(T ) = xi1T . By substituting the expressions for c1 and c2 from



















= 2 (xi10 − xi1T ) , (62)























where everything on the right hand side of (64) is known. Hence we know νi2, and can
compute ci1 and ci2, which describe λi2 completely, and thus ui is also completely determi-
ned. 
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A direct consequence of Theorem 11 is that given T , xi10, and xi1T , the optimal control
input that minimizes the total energy consumed throughout the move can be explicitly
found. It should be noted, however, that the initial battery level does not matter to the
control input and, as a consequence, we may indeed end up with a negative final battery
level, which is impractical. But, the optimal control construction can be used to drive the
system until the battery level is completely drained (i.e., xi3 = 0), which in turn corresponds
to the shortest amount of time, Tmin,i, in which the move can be completed such that the
final battery level is non-negative. Moreover, Tmin,i certainly depends on the initial battery
level, xi30, even if ui does not.
In order to determine the shortest amount of time in which the motion can be completed,
an expression for the battery level xi3(t) is needed. It is found by substituting the optimal
control input ui from (56) and the corresponding velocity xi2 into the dynamics for xi3,
given in (52), and integrating. Tmin,i is then derived by computing xi3(Tmin,i) and setting this
expression equal to zero, i.e.,









) − xi30 = 0. (65)
Although this expression is quite cumbersome to solve explicitly, numerical solutions
are easy to come by, relating the minimum time in which the robot can achieve the total
displacement, |xi1T − xi10|, with the initial battery level, xi30. As seen in Figure 20, Tmin,i
increases with increasing distance traveled, as is to be expected. This is intuitive because
in order to travel a further distance using the same amount of energy, the robot must travel
slower, therefore taking longer. Also, a robot with a higher initial battery level can travel a
specified distance in less time than a robot with a lower initial battery level since a higher
initial battery level means that the robot is able to travel faster.
If we relax the constraint that the final battery level must be zero and instead let it be
greater than or equal to zero, we get a similar condition on the initial battery level
xi30 ≥

































Figure 20. Depicted are curves that represent the minimum time (Tmin) required for a robot to travel a
specified distance (x1T − x10), given that the robot has an initial battery level of 20 (solid), and an initial
battery level of 40 (dashed).
where the expression on the right-hand side is the amount of energy lost during the motion,
which must be less than or equal to the initial battery level in order to have a non-negative
battery level at time T . This inequality constraint is exactly what we set out to find, and,
by recalling that (qi1, qi2) is the two-dimensional position of robot i, pi is robot i’s opinion
of the location to meet, and τi is the time at which robot i thinks the team should meet,
we can connect this back to the two-dimensional problem by replacing (xi10 − xi1T )2 with
‖(qi1(0), qi2(0))T −pi‖2 and T with τi. A slight rearrangement of terms gives the sought-after
constraint for the spatio-temporal rendezvous problem from the previous section,












5.3 Multi-Agent Energy-Aware Coordination Algorithm
Now that we have an expression for the constraint, hi, we can tackle the energy-constrained,
spatio-temporal rendezvous problem in (51). This is an optimization problem with a glo-
bal cost function and local constraints, since all robots are minimizing the same objective
function, but each robot has its own constraint that only depends on its own decision vari-
ables, i.e. pi and τi.
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Since gradient-descent methods are particularly well-suited for distributed implemen-
tations, this problem can be solved via the primal-dual gradient laws for constrained opti-




















(pi, τi) µi (67)
µ̇i =

hi(pi, τi) if hi(pi, τi) > 0 or µi > 0
0 otherwise
where the dynamics associated with the Lagrange multiplier, µi, ensure that the multipliers
remain positive, which is necessary because of the Karush-Kuhn-Tucker conditions associ-
ated with the inequality constraints. Note that this is a decentralized algorithm since each
robot needs only its own pi, τi, and µi values and the p j and τ j values of its neighbors.
Each robot’s µi dynamics only depend on its own values of pi, τi, and µi, and thus these
multipliers do not have to be shared among neighboring robots.
This algorithm was implemented in MATLAB for a network of three simulated robots
with one-dimensional positions. The robots’ initial positions are 10, 20, and 30, with initial
battery levels of 30, 30, and 5, respectively. The initial meeting point for robot i, i.e., pi,
was set to robot i’s initial position, xi10, to indicate that robot i would initially like to meet
the other robots at its own starting position. Each robot’s initial meeting time, τi, was set
to 100, so that the energy constraint (hi(pi, τi) ≤ 0) would be satisfied initially for all i.
The dynamics in (67) were executed in simulation using an ODE solver with a variable
step Runge-Kutta method to obtain approximate solutions for pi, τi, and µi, for i = 1, 2, 3.
Figure 21 shows the evolution of the meeting points, pi, and Figure 22 shows the evolution
of the meeting times, τi. In this example, the robots do indeed end up agreeing to meet
closer to the robot with the lowest initial battery level, as was to be expected. In this simu-
lation, the final meeting point values were p1 = 24.1925, p2 = 24.2002, and p3 = 24.2079,
whereas the final τ values were τ1 = 11.1250, τ2 = 11.1169, and τ3 = 11.1203.
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Figure 21. Depicted are the desired meeting positions, pi, as a function of simulation time. The initial
meeting position for each robot is that robot’s initial position (here the initial positions are 10, 20, and
30). The zoomed in portion shows the pi values for simulation time 0 to 2.
































Figure 22. Depicted are the curves of the times, τi, in which each robot would like to meet the other
robots, where 100 was used as the initial meeting time for all robots. The zoomed in portion shows the





Figure 23. Initial positions of the robots, where the radius of the circle around each robot represents its
initial battery level.
5.4 Implementation on a Robot Team
This algorithm was implemented on a team of Khepera III differential-drive mobile robots,
each having a 600MHz ARM processor with 128MB RAM, embedded Linux, and a wire-
less card for enabling communication over a wireless router. Ten Optitrack motion capture
cameras were used to obtain highly accurate position and orientation data for the robots,
providing the information required for the algorithmic implementation and to project the
visualization of the robot battery levels onto the floor.
We used three robots, with initial positions given by [0,−1], [−1.5, 1], and [1, 0], and
initial battery levels given by 2, 1, and 0.5, respectively. The robots’ initial positions and
relative initial battery levels are depicted in Figure 23, where the radii of the circles sur-
rounding the robots are pictorial representations of the available battery levels. The meeting
points and meeting times were obtained by solving the constrained optimization problem
in a distributed manner, with solution p1 = [−0.0304, 0.4278], p2 = [−0.0318, 0.4283],
p3 = [−0.0289, 0.4272], and τ1 = 6.4886, τ2 = 6.4890, τ3 = 6.4889. These decision vari-
ables were computed before the robots started moving.
The corresponding, optimal trajectories were then executed on the robots by having
them travel along straight-line paths towards the meeting point with the corresponding,
optimal linear velocities. The robots first turn in place until they are positioned in such
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(a) t = 0s (b) t = 2s
(c) t = 4s (d) t = 6s
Figure 24. Snapshots taken over time of robots running energy-constrained rendezvous. The circles,
projected on top of the robots using a projector, represent the remaining battery levels of the robots.
The video can be found online at https://youtu.be/KNUnwAI3Lec.
a way that they can reach their goal position by traveling along straight-line paths. This
initial turning is deemed negligible in terms of energy consumption. While the robots are
driving to the rendezvous point, the modeled battery life of each is depicted by projected
circles on top of each robot, where the radius of each circle’s radius is proportional to the
respective robot’s remaining battery level.
Four snapshots of the robots driving to the meeting point can be seen in Figure 24.
It can be seen that at the end of the move, one of the robots has significant battery life
remaining, while the other two robots have depleted their batteries. It can also be seen
that instead of the robots meeting at the average of their initial positions ([−0.1667, 0]T ),
as would happen if they were running the standard consensus protocol, they instead meet
closer to the robots with the lower initial battery levels, i.e. robots 2 and 3. The difference
between the average of their initial positions and where they actually meet can be seen in
Figure 25. The modeled battery level trajectories are shown in Figure 26.
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Figure 25. Depicted are the initial positions of the robots, along with the average of these initial positions
(square) and the meeting point that they decided upon using the algorithm derived in this chapter
(star). The robots’ respective initial battery levels are given by circles around them.




















Figure 26. Depicted are the modeled battery life trajectories for each robot over the time duration of
the experiment. As can be seen, robots 2 and 3 finish the experiment with battery levels that are close
to zero, while robot 1 finishes with a positive battery level.
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5.5 Conclusions
In this chapter, we presented an energy-constrained strategy for allowing a network of
robots to achieve rendezvous in the shortest possible amount of time without depleting
their batteries. We formulated the problem of finding the best location for the robots to
meet given their initial positions and battery levels as a constrained optimization problem.
The energy constraints arise by solving the problem of how to control a single robot that
is moving from some given initial position to some desired final position such that the
overall energy consumption, due to mobility is minimized. This allows the robots to achieve
rendezvous as quickly as possible while also minimizing the amount of energy that each
robot consumes throughout the motion. The algorithms described in this chapter were




While the majority of this thesis focused on understanding human-robot teams through ri-
gorous theoretical analysis, this chapter presents an experimental approach. The objective
of this work is to design useful human-swarm interactions by investigating different ways
to feed information about the state of the robot swarm back to the human, or so-called ope-
rator. Haptics was used as the method by which to relay the information and manipulability
is the metric that was fed to the operator, which tells the operator how effectively he or she
is controlling the so-called “leader” robots. User studies were done to find the best mapping
between the manipulability index and the feedback force applied to the haptic device that
was being used by the operator. The work in this chapter was published in [97] and [15].
6.1 Background
The current approach to operating autonomous vehicles is one-to-one, i.e., a single operator
is interacting with a single vehicle, or even many-to-one, where multiple operators are
needed to control a single vehicle, as is for example the case when controlling unmanned
drones. However, in order to invert this many-to-one relationship, i.e., to enable single
operators to control and interact with multiple vehicles, new interaction abstractions are
needed.
Some initial work on human-swarm interactions has been done, where different inte-
raction abstractions have been proposed. For example, [98] investigated how user interfa-
ces should be structured in order to facilitate control of multi-robot teams. A related study
focuses on the design of useful displays that provide sufficient situational awareness wit-
hout overloading the operator with data, e.g., [99]. There has also been work being done
on developing useful abstractions for human-swarm interactions. In [100], so-called motor
schema are defined and the human operator acts on the team as an additional motor schema.
In a similar manner, in [101], strengths of biologically inspired entities are influenced by
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the user – other similar approaches can for example be found in [102]. In [103], a human
controls the behavior of a group of robots by specifying areas of importance through the
use of a touch-sensing tablet.
However, in order to employ haptic interaction modalities for a team of robots, what is
needed is a direct way of mapping the injected control signals onto a force that is experien-
ced by the operator. But, as has been observed repeatedly in the literature, e.g., [104, 105],
when interacting with multi-robot teams, the organization of the interaction dynamics mat-
ters. In other words, if the individual robots are nodes in a graph, interactions between pairs
of robots can be encoded through edges between the corresponding nodes in the graph. The
resulting graph structure is known as the interaction network [47], and its topology, i.e.,
what the graph looks like, has a direct impact on how easy or hard it is to control the net-
work, as shown in [105]. As a result, the mapping from control inputs to haptic feedback
must take the underlying network topology into account.
Manipulability is a standard notion in robotics for describing how effectively joint an-
gle velocities translate into end-effector velocities for high degree-of-freedom manipula-
tors [106–108]. In [109,110], this idea was moved to the multi-robot domain in the context
of “leader-follower” control. In this setup, a subset of the robots are leader robots, whose
velocities can be controlled directly (corresponding to the manipulator joints), while the
remaining agents are the followers (corresponding to the end-effector). In this work, we
pursue this idea as a generator of haptic forces experienced by the operator, i.e., high ma-
nipulability (swarm is easy to control) yields small forces and low manipulability (swarm
is hard to control) yields large forces.
The idea of using haptics to facilitate human interactions with multi-robot teams has
been investigated previously. For example, [111] used haptic feedback to relay information
regarding the presence of obstacles and other external disturbances to the operator via a
device that was simultaneously being used to control the movement of a group of UAVs.
There are other examples where a haptic device has been used to control a group of robots
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as well as provide feedback to the user. For example, [112–114], explore bilateral teleo-
peration of groups of robots by a single master in the presence of communication delays.
Similarly, in [115], a human operator teleoperates a robot team while also controlling the
degree of connectivity and haptic feedback is used to inform the operator of the discre-
pancy between the desired minimum degree of connectivity and the value implemented by
the control action. In [116], the effectiveness of haptic feedback to an operator controlling
a robotic swarm is explored through user experiments.
The work we present in this chapter differs in that we investigate the effectiveness of
different mappings between a team-level property, namely manipulability, and the haptic
feedback force that the operator experiences when interacting with a select subset of robots
in the team, whereas the work done in the aforementioned literature picks one such mapping
a priori to relay information to the operator. It also differs in the fact that we are using
manipulability to let the human operator know how effectively the leader of the group is
controlling the motion of the followers.
The outline of the remainder of this chapter is as follows: Section 6.2 provides a cha-
racterization of swarm-level properties that are appropriate for haptic feedback. In Section
6.3, we introduce the idea of leader-follower networks of mobile robots and discuss how the
notion of a manipulability index can be applied to these networks under a general choice of
interaction dynamics. In Section 6.4, we justify the use of haptics to relay this manipulabi-
lity information to a human operator that is tasked with controlling a multi-robot team and
discuss the different types of mappings between manipulability and haptic force that were
explored. In Section 6.5, the setup of the user experiments are described and the results
comparing these different mappings are presented. In Section 6.6, we draw concluding
remarks.
6.2 Haptic Swarm Control
When a human operator is controlling a swarm by providing inputs for the team, it would
be useful for the operator to be made aware of certain swarm-level properties that it can
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use to make decisions. For example, if the robot swarm is going to run into an obstacle,
the operator would want to know so that it can direct the swarm away from the obstacle.
Haptic technology provides a way in which these properties can be relayed to the user via
force feedback, while he or she is controlling the motion of the swarm. We investigate here
what constitutes a haptic-appropriate swarm-level property and what is needed to turn such
a property into useful haptic forces.
For the purpose of this discussion, we assume that the human operator is controlling the
velocity of the leader of the swarm and the remaining agents, or the followers, are tasked
with maintaining pairwise inter-robot distances, as is standard in much of the multi-robot
literature, e.g., [8, 47]. To illustrate, if agents i and j are adjacent in the information-
exchange network, they are tasked with maintaining the distance between them, ||xi − x j||,
to a desired, pre-specified, positive value di j. If a follower is adjacent to the leader, only
the follower’s dynamics will strive to maintain the distance between the two agents. This
type of network is known as “leader-follower”. The operator controls the leader’s velocity
through the use of a haptic device, which is also used to generate the feedback forces that
relay the swarm-level information. This is desirable because only one device is being used
by the operator and it eliminates the need for any intermediary senses. The operator should
be able to apply the information given by the haptic device without having to think much
about it.
We first investigate what characteristics are needed by a swarm-level property for it to
be an appropriate haptic feedback signal in this setting. It has been shown, for example,
in [117] and [118], that when haptic delays are present, the person using the haptic device
perceives the force feedback to be weaker than it is in actuality. In order for the operator
to feel the forces with the strength that they were intended to have, the delay caused by the
computation of the force feedback should be minimized. In order to minimize delay, the
swarm-level property used for haptic feedback should be an instantaneous notion. That is,
it should address instantaneous effects that the input, given by the human operator, has on
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the swarm of agents. This way, as soon as the operator changes the state of the swarm by
moving the haptic device, a new haptic feedback force can be computed instantaneously,
giving the operator instant feedback about whether that input motion was “good” or “bad”.
All haptic devices are limited by the amount of force they can produce, so we need to
map the value of the swarm-level property to an appropriate amount of force in the range
that the device can produce. In order to generate forces that are easily distinguishable
by the operator, it seems desirable to map the full range of the swarm-level property to
the full range of the haptic device. In order to do so, the swarm-level property needs to
have both a maximum and minimum value, known a priori so that the mapping can be be
defined ahead of time and remain constant throughout the human-swarm interaction task.
The swarm-level property should also be continuous as to not cause discontinuities in the
haptic feedback force and so that the mapping from the property to the feedback force is
straight-forward.
In order for the haptic feedback to be useful, the operator needs to know how to use
the information being relayed to him or her. Therefore, the properties being used for haptic
feedback should also be beneficial to the user in completing the task at hand. For example,
haptic feedback indicating obstacles in an environment would be useful to an operator who
is tasked with moving a swarm through an environment without colliding with obstacles.
If the task were different, this type of feedback may not be as useful.
In addition to being useful, the haptic feedback needs to be forceful enough so that it can
successfully influence the user’s decisions. If we wish to impede the user from moving the
leader of the swarm in a certain direction, the force needs to be strong enough to overcome
the force that the operator is applying to the device, or at the very least be strong enough
for the operator to notice the resistance. Device limitations aside, this is a matter of picking
an appropriate mapping between the swarm-level property and the haptic force.
If the properties discussed in this section are met, haptics can be effectively used to
assist a human operator in controlling a swarm of mobile agents, by allowing the operator
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to be informed about the state of the swarm as a whole. In the next section we will give an
example of a swarm-level property that fits our needs.
6.3 Manipulability and Leader-Follower Control
For this work, we use the leader-follower approach to controlling teams of mobile robots,
whereby a subset of the robots (the leaders) are controlled directly, and the control signals
are indirectly propagated through the network through the leaders’ motions. Since our aim
is to provide meaningful and effective haptic feedback to the operator, an instantaneous
notion is needed for how easy or hard it is to interact with the robot team. This means that
the standard notion of point-to-point controllability may not be ideal since it is a notion
that concerns itself with the (possibly long-term) transfer of the system from one state to
another. In contrast to controllability, which is not an instantaneous property, manipulabi-
lity is a promising candidate for providing the needed, instantaneous, haptic feedback. It
is a term borrowed from the robotic manipulation literature (e.g., [106–108]), and in this
section we recall the key manipulability ideas.
Consider a network consisting of N robots, divided into groups of leaders and followers,
such that there are N f followers and Nl leaders, with N f + Nl = N. Assume that, at time t,
each robot is located at position xi(t) ∈ Rd, i = 1, . . . ,N, where d is the spatial dimension
under consideration, e.g., d = 2 in the case of planar robots, d = 3 if they move in a three di-
mensional space, and so forth. We can aggregate the positions together to describe the over-




For the sake of notational simplicity, we assume that the indexing of the agents is such
that the first N f agents are the followers, and the last Nl agents are the leaders. Under this
indexing, we have that x(t) = [xTf (t), x
T
l (t)]
T , where x f (t) = [xT1 (t), ..., x
T
N f
(t)]T ∈ RN f d and




In a leader-follower network, the idea is to let the leaders’ velocities be controlled by
external inputs (the control signals provided by the operator), and then let the followers’
velocities be defined through pairwise interactions between adjacent agents, as is quite
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standard in the multi-robot literature, e.g., [8, 47]. As a number of different such pair-
wise interaction laws have been proposed, our ambition is to design a haptic interaction
framework that is largely agnostic to the actual choice of interaction dynamics. However,
some choices will have to be made, and we assume that the team of robots is tasked with
maintaining desired, pairwise inter-robot distances. This is a rather general version of the
so-called formation control problem, and what it means is simply that whenever robots i
and j are adjacent in the underlying information-exchange network, their task is to make
the distance between them, ‖xi − x j‖, as close as possible to a desired distance di j. Not all
robots necessary will be adjacent to all other robots, and thus the formation need not be
rigid.
Using this formation-based leader-follower setup, one can formulate the multi-agent
manipulability index in a manner that is immediately analogous to the way it is formulated
for manipulators, namely as a ratio between the leaders’ and the followers’ velocities, i.e.,





An example of this idea is illustrated in Figure 27, where the multi-robot network on the
left has a lower manipulability than the network on the right due to the fact that the leader-
follower velocity ratio is smaller in network (a).
It is instructive to explicitly untangle what the manipulability index M in (68) actually
depends on. Clearly it is a function of ẋl, since this is the control signal that is injected by
the user. It moreover depends on the total configuration of the multi-robot network, i.e.,
where all the different robots actually are, x, as well as who they are adjacent to in the
network, i.e., what robots are trying to maintain the desired distance to each other. If we let
V = {v1, . . . , vN} denote the set of robots, we can define the set E ⊆ V × V as the unordered
set of robot pairs between whom distances are maintained. That the set is unordered means
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(a) Less Effective (b) More Effective
Figure 27. Effectiveness of interactions with a leader-follower multi-robot network based on manipu-
lability (Nl = 1). The filled circle is the leader and the arrows represent the agents’ velocities.
that (vi, v j) ∈ E ⇔ (v j, vi) ∈ E, i.e., if robot i cares about the distance to robot j, then robot
j cares about the distance to robot i. Using the vertex set V together with the edge set E,
we have actually specified the undirected graph G = (V, E), that defines the information-
exchange network in the multi-robot team. And, the manipulability index in (68) depends
on this graph.
To summarize, we have that M in (68) depends at the very least on ẋl, x, and G. But,
unfortunately, we need one more piece of information to be able to compute M, namely ẋ f .
And this quantity depends explicitly on the choice of interaction-dynamics. However, as
our ambition is to be general and not over-design the haptic feedback to a particular choice
of interaction dynamics, this obstruction must be remedied. In the manipulation literature,
this problem does not arise, since the links in the manipulator are rigid, i.e., there is no
interaction dynamics present in the way that it is present in a multi-robot network. In [110],
it was explored how an assumption of rigidity on the links in the multi-robot network
translated to a more general and easily computable, yet approximate, manipulability notion





For the sake of the clarity of the composition and for explicitly connecting to the haptic
interaction modalities, we here recall the construction from [110].
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To get at a rigid link approximation of what happens in the multi-robot network wit-
hout having to explicitly specify the interaction dynamics, we assume that this dynamics
is at least able to do what it was designed to do, i.e., get (close) to the desired inter-robot
distances sufficiently fast. In other words, for the purpose of obtaining an approximate
manipulability measure, we will assume that the desired distances {di j}(vi,v j)∈E are perfectly
maintained by the followers at all times, i.e., ‖xi(t)− x j(t)‖ = di j, ∀(vi, v j) ∈ E, t ≥ 0. Note
that unless the leaders move significantly faster than the followers, this approximation gi-
ves a reasonably good characterization of the team behavior under the influence of leader
velocity inputs.
Under the rigid link approximation, the distance between connected robots are static,
i.e. they do not change over time. If the trajectories of xi(t) are smooth and differentiable,
then what this means is that
d
dt
‖xi(t) − x j(t)‖2 = 0, ∀(vi, v j) ∈ E, t ≥ 0,
which expands to
(xi − x j)T (ẋi − ẋ j) = 0, ∀(vi, v j) ∈ E, (69)
where we have suppressed the dependence on t for the sake of notational simplicity.
Using (69), the rigid-link approximation condition can be written in matrix form as
R(x)ẋ = 0,
where R(x) ∈ R|E|×Nd is the so-called rigidity matrix of the system, and where |E| is the




 = [R f (x,G)|Rl(x,G)]
 ẋ fẋl
 = 0,
where R f ∈ R|E|×N f d and Rl ∈ R|E|×Nld.
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In [110] it was shown that this in turn implies that the follower velocities can be directly
expressed as a function of the leader velocities (as well as x and G), as
ẋ f = −R
†
f (x,G)Rl(x,G)ẋl, (70)








where J(x,G) = −R†f (x,G)Rl(x,G). And, returning to the discussion of what these measu-
res should depend on, as well as a desire to not have to depend on the particular choices of
interaction law, this approximate manipulability measure is what we will use as a generator
of haptic feedback signals, which is the topic of the next section.
6.4 Haptic Manipulability
One consequence of the approximate manipulability index is that it is “easier” to move the
team of robots in certain directions, and with certain choices of leaders. This observation
needs to be formalized in order to map the manipulability index onto a meaningful haptic
feedback signal. For example, as shown in [110], in the single leader case, the approximate
manipulability takes a large value when the direction of the leader’s motion coincides with
that of the motion of the followers’ centroid. In the remainder of this chapter, the focus will
be on the single leader case, because the experiments consist of a single operator controlling
a single leader robot, which is easy and intuitive for the operator to envision. It should be
noted that we are not concerned with finding the maximum and minimum values of the
approximate manipulability index, but rather with finding a mapping from manipulability
to haptic feedback that can help a human operator effectively complete a multi-robot task.
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Haptics are a natural choice for conveying manipulability because it requires no in-
termediary senses. The mechanism of control actuation is intimately tied to the feedback
sensation generated by the haptic device. And, since the haptic device can also be used
by the human operator to control the leader’s velocity, this choice removes complexities
that may arise from having two separate mechanisms for controlling the leader and con-
veying the manipulability information from the robot team to the operator. The main idea
is that the operator should not have to think about how to apply the manipulability infor-
mation, because the forces acting on the haptic device should force the operator away from
directions that result in a lower manipulability.
In order to apply forces to the haptic device, a mapping between the manipulability of
the network and the haptic force must be chosen. By choosing a force mapping that is a
monotonically decreasing function of manipulability, the user is encouraged by lesser force
to move the network in more manipulable directions, while being discouraged by greater
force from moving in less manipulable directions. The goal is to encourage the user to
move the system in directions of higher manipulability, so that the control input is more
effective in terms of the response of the multi-robot team.
These mappings should moreover be constructed in such a way that the maximum force
is returned to the operator when the multi-robot team produces zero manipulability in that
direction. Similarly, the operator should feel the minimum amount of force when the input
direction produces the greatest manipulability the system can achieve. And, it can be shown
that the maximum approximate manipulability in a leader-follower network with a single
leader is equal to the number of followers in the network, N f .
In the single leader case with which we are concerned, i.e. Nl = 1, Rl can be expressed
in terms of R f as
Rl = −R f Ĩ f , (72)
where Ĩ f = 1N f ⊗ Id, where 1N f is an N f -dimensional column vector with 1s in all of its
entries, ⊗ denotes the Kronecker product, and Id denotes the d × d identity matrix. By
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substituting this Rl into (70), we get
ẋ f = −R
†
f Rl ẋl = R
†
f R f (1N f ⊗ Id)ẋl = R
†
f R f (1N f ⊗ ẋl).
Since R†f R f is a projection matrix, we get ‖ẋ f ‖




≤ N f ,
follows.
Hence, we know a priori what the maximum manipulability value can be. The minimum
force exerted by the haptic device should be zero so that an operator moving the network
in the most manipulable direction should not be encouraged by the haptic device to change
directions.
We explore two possible classes of such mappings. These were chosen since they
are, in a certain sense, canonical in that they recover different aspects of what constitutes
a potentially useful mapping. One example of such a mapping is a linear function that








where H is the maximum applicable force of the haptic device, M̃ is the approximate ma-
nipulability of the team, and (as before) N f is the number of followers in the network.
This linear map does not encourage high manipulability in a particularly forceful way.
And, it can be contrasted with an inverse exponential map,
Fexponential(M̃) = H
e−αM̃ − e−αN f
1 − e−αN f
.
Here, α is a parameter that can be changed to adjust the rate of change of the force as a
function of manipulability. In the next section, these choices are explored in an experi-
mental setting, where users are tasked with solving a multi-robot task using both linear and
exponential maps.
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Figure 28. Initial configuration of robots and the two target locations, illustrated with black circles.
6.5 Experimental Procedures and Results
In order to analyze the effectiveness of different mappings between manipulability and
haptic force, user experiments were performed. Ten subjects voluntarily participated in this
study, where each subject was tasked with moving a leader-follower network of differential-
drive Khepera III robots between different target locations. This choice of task was driven
by the fact that in a number of multi-robot applications, team cohesion is provided by the
local coordination and control laws, while high-level objectives, such as target locations or
directions, are externally applied.
Each of the subjects controlled the velocity of the leader of the swarm by using a
PHANTOM Omni haptic device, while manipulability information was relayed to the sub-
ject via feedback forces on the haptic device. During each run, the subject was required
to direct the leader, and hence the robot team, via the haptic device, to one of the target
locations and then to the other target location, in either order. The leader robot was to
end up on top of each target location, which was marked with an ’X’ on the floor. The
initial configuration of the robots, along with the marked target locations, can be seen in
Figure 28. The leader is the robot with a white styrofoam object on top of it.
In addition to the physical setup, there was a virtual environment that the subject could
look at that showed the positions of the robots, the positions of the target locations, and
the velocity of the leader (shown by an arrow with direction and magnitude). This was
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Figure 29. Photo of student utilizing haptic device while looking at the virtual environment (middle
screen).
provided to give the subject a better feel for the environment. A photo of a subject using
the haptic device while looking at the virtual environment can be seen in Figure 29.
The information-exchange network chosen for the user experiments was a line of four
followers, with a single leader coming off of the middle two followers, forming a triangle.
This configuration was chosen in order to allow for the network to not be rigid in the
sense that it could fold and bend while respecting the desired inter-robot distances. This
configuration is shown in Figure 30, where the lines between robots represent links that
identify which robots can communicate with each other, or similarly, which robots are in
each other’s neighborhood set. The leader of the network is represented by a black circle.
Each follower robot’s control task is to maintain a desired distance between it and the other
agents in its neighborhood set. These desired distances are the initial distances between
agents, as seen in Figure 30. Numbering the follower robots in this figure from left to right,
it is important to note that robots 1 and 4 each only have one robot in their neighborhood
set, being robots 2 and 3, respectively. This means that the formation shown will not always
be maintained, because robots 1 and 4 can move around a bit, as long as robot 1 maintains
its distance to robot 2 and robot 3 maintains its distance to robot 4.
The mappings between manipulability and haptic force used in the user experiments
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Figure 30. Initial configuration of the leader-follower network for the haptic human-swarm experi-
ments.
consisted of a linear mapping and four exponential mappings with α parameters of 2, 0.5,
-0.5, and -2. As discussed previously, these mappings are decreasing functions of manipu-
lability, with a maximum value of one and a minimum value of zero. In order to encourage
users to move the leader of the network in directions of highest manipulability, the maxi-
mum manipulability is mapped to zero haptic force and a manipulability of zero is mapped
to a haptic force of one. The maximum value of manipulability is the same as the number
of followers in the network, which is four in this case. The haptic force was applied in the
opposite direction of the input velocity that was given by the human operator, so as to be
a repulsive force that intends to impede motion in certain directions. These five mappings
can be seen in Figure 31.
It should be pointed out that we did not explicitly test whether or not manipulability
is indeed the best notion when interacting with multi-robot teams - both in terms of user
experience and in terms of task completion rates. The main objective was to investigate
different mappings from manipulability to haptic forces and to gauge their effects on the
user experience. As such, the focus is on improving the human experience during the task
so the operator can “feel” how easy or hard it is to move the team of robots as a whole. In
this experiment, the task is to move the leader between target locations, and it is not a given
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Figure 31. Manipulability vs. haptic force mappings used in user experiments.
that manipulability will have a positive effect on task completion. It will, however, let the
operator know how effectively the followers’ motions are being controlled by the leader’s
motion, signifying how easy it is to control the entire team.
Each subject performed five runs, of randomized order, with each run using a unique
manipulability-haptic force mapping from the five discussed previously. Each run would
start with the robots in their initial configuration, as shown in Figure 28. The subject
decided which target location to direct the leader to first and used the haptic device to
direct the motion of the leader, and thus the swarm, to this location. When the subject
decided that the leader was close enough to the first target location, the subject directed the
leader, via the haptic device, to the second target location. When the subject decided that
the leader was close enough to the second target location, the run would end. See Figure
32 for of the robot team getting close to one of the target locations. The robots were then
reset to their initial configuration before the next run would start. After each consecutive
run, data was collected and the subject filled out a NASA Task Load Index (TLX) survey,
which measures the difficulty of the task.
Using the position and time data collected during the experiments, several measures
were computed for comparison. In order to measure how successful the users were in
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Figure 32. Photo of the robot team approaching one of the target locations during one of the user
experiments.
completing the tasks, the shortest distance between the leader and each target location was
computed. This distance was computed for each of the two targets using
Dk = min
t≥0
(||xl(t) − τk||), (73)
where xl is the (2-dimensional) position of the leader and τk is the (static) position of the
k’th target location, k ∈ 1, 2.
A value of zero for Dk means that the leader was precisely on top of the ’X’ at target lo-
cation k sometime during a run, whereas greater values indicate that the subject performing
the experiment never reached the target location exactly. Smaller values indicate that the
subject was able to drive the leader closer to the target location. In addition to the distance
from the target locations, the total time that it took to complete both tasks was computed.
For purposes of this measure, task completion is defined as the leader being within 15 cm
of the second target location. By averaging these measures across the ten sets of data, it was
found that the exponential mapping with α = 0.5 led to both the shortest task completion
time and the shortest distance to target location, for both of the locations. This can be seen
in Table 1.
The last objective measure that was computed and analyzed was the average manipula-
bility of the robot team throughout each of the users’ five runs. The ten sets of data were
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Table 1. Average task completion time and shortest distance to task location for each manipulability-
haptic force mapping (with standard deviations in parentheses).
Manipulability - Force Mapping



































Table 2. Average manipulability over entire run for each mapping between manipulability and haptic
force (with standard deviations in parentheses).
Manipulability - Force Mapping












averaged to see how the average manipulability was affected by the haptic mapping and
these values can be found in Table 2. It is expected that the mapping with α = -2 would be
most likely to force the user to go in directions with higher manipulability since the forces
are higher under this mapping. Since the mapping with α = 2 gives off the lowest resistive
haptic forces, it is expected that a high manipulability wouldn’t be maintained under this
mapping. However, the results did not reflect this intuition. The mapping with α = 2 gave
the highest average manipulability of all of the mappings. The other four mappings all had
very similar manipulability values.
This may be due to the nature of the tasks and the initial configuration of the robots.
If users were most inclined to move the leader in a direction that happened to have a high
manipulability to begin with, then the addition of stronger forces wouldn’t make much
of a difference. In addition, some users were fixated on the directions that they wanted
to move the leader and were unwilling to let the haptic forces influence their decisions.
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Raw TLX Scores
Figure 33. Raw TLX scores given by the subjects for each of the five manipulability-force mappings.
For each manipulability-haptic force mapping on the horizontal axis (exponential mapping with α =
2, 0.5, -0.5, -2, and linear mapping), the ten bars represent the TLX scores given by each of the ten
subjects during the user studies. The TLX scores range from 0-100 where 0 represents a low workload
and 100 represents a high workload.
be high enough to impede motion completely due to the limitations of the PHANTOM
Omni device. However, these observations are merely speculative and are not supported by
the data collected.
The TLX survey required the human subjects to rate each task from 0-100 on six scales:
mental demand, physical demand, temporal demand, performance, effort, and frustration.
These six measures were averaged to produce a raw TLX score, where a lower number
represents a lower workload required for the task. Each of the ten subjects filled out the
survey five times, once for each of the five different manipulability-force mappings. The
raw TLX scores can be seen in Figure 33.
The mean and standard variation of the raw TLX scores for each of the five mappings
were computed and are given in Table 3 and depicted in Figure 34. From these results, it
can be seen that the exponential mapping with α = 0.5 produced the best results in terms of
workload. It should be noted that the standard deviation values are a bit high and could be
99
Table 3. Mean NASA TLX scores for each of the five manipulability-force mappings (with standard
deviations in parentheses).
Manipulability - Force Mapping
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Average Raw TLX Scores
Figure 34. Average of the raw TLX scores given by the subjects for each of the five manipulability-force
mappings. The lines above and below the bars show one standard deviation of the data.
due to the fact that the NASA TLX score measures perceived workload, which may vary
from person to person.
Based on these results, an exponential mapping with α = 0.5 outperformed the other
four mappings in terms of easiness of task and task completion. This particular mapping
provides feedback to the user without providing so much force that it makes the task dif-
ficult to complete, which may be the case in the α = -0.5 and α = -2 mappings. Since the
goal was to move the leader to a specific set of locations, the user must balance his or her
desire to move in a certain direction (towards the task location) with the feedback that the
haptic controller is giving. Nonetheless, the haptic device provides enough feedback that
the user has some intuition about what is going on with the system internally.
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6.6 Conclusions
In this chapter, we presented the notion of approximate manipulability in leader-follower
networks and relayed this metric via force feedback in order to assist a human operator in
controlling a robot swarm with a haptic device. Different mappings between the approx-
imate manipulability of the network and the haptic feedback force were explored. It was
found that an exponential mapping with a parameter of α = 0.5 is preferable over the other
exponential mappings as well as the linear mapping. The experimental results show that




In this thesis, we presented models that couple human opinion dynamics and standard
multi-agent control laws in order to analyze the performance of human-robot teams. The
main contribution of this work was the development of two trust models – self-centered
and team-oriented – and the coupling between the trust metric and the evolution of the
agents’ states. We analyzed the coupled systems to determine how trust affects the perfor-
mance of human-robot teams and gave conditions under which these systems achieve their
desired performance. We validated this work by showing our results are psychologically-
consistent in that the system exhibits belief polarization, group polarization, and a positive
trust-performance correlation.
We additionally presented two related extensions to this work. One such extension
addressed the energy constraints that are often present in multi-robot scenarios. In this
work, an algorithm was developed to allow a group of robots to rendezvous in the shortest
amount of time while utilizing the least amount of energy and it was shown that the meeting
point is affected by the fact that robots initially have different battery levels. The second
extension explored more aspects of human-swarm interaction, this time using experimental
user studies. Manipulability was presented as a useful property to be relayed to a human
operator controlling a group of robots, and it was fed back via a haptic device that the
operator used to control the velocity of a leader robot. User studies were done to analyze
different mappings between manipulability and the haptic force on the device.
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