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ABSTRACT 
 
It is obvious that the excellence of education is boosted by the rise of E-learning, 
which provides electronic learning material through the Internet. The online education 
benefits more people than traditional classroom education by enabling anyone to 
participate in the learning process, regardless of the identity, location and personal 
schedule. The goal of lifetime study can be achieved in this way.  
In early years, the online lectures are recorded with static cameras placed at a 
fixed position, and result in visual effects of low quality. Currently, many online 
education systems employ operators to control static cameras or PTZ cameras to record 
lectures. The wages of operators increase the system cost, and the complex algorithm 
raises the computational power and slows down the running of the system. 
This thesis proposes a real-time face, upper body and writing detection and 
tracking system for online education. The recording equipment includes a PTZ camera 
and a static camera. It saves the hardware cost by lowering the number of cameras 
involved in the system and eliminating the need for operators. The controlling software 
makes use of OpenCv library to simplify and accelerate the image processing and 
execute face detection. The proposed system implements an efficient motion detection 
algorithm to detect writing action and rigorous controlling logic to switch views between 
the instructor and the board. The proposed system is thought to be economical from the 
perspective of hardware and efficient and accurate from the perspective of software. The 
recording is capable of keeping pace with the instructor and switching the view of the 
instructor to the view of the content written on the board smoothly as if an actual 
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operator controls the camera. The proposed system brings competitive results regarding 
detection and tracking performance compared with conventional systems.  
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1. INTRODUCTION
As information technology develops rapidly, especially in the area of Internet 
which makes human working and learning cross time and space, the method to acquire 
knowledge has changed greatly. Teaching and learning don’t have to be constrained by 
time, space and location. The way that knowledge spread has become very flexible. 
In traditional education, teachers stand in the front of the classroom, giving 
lectures and distribute assignment; students sit in the classroom, listening to the lecture. 
In recent years, online education has prospered with more and more recorded lectures 
uploaded to the Internet [1]. It offers more flexibility for students to schedule their study 
plan and more resources for students to choose to learn than traditional education. 
Without the constraint of time and space, the education resource can spread beyond 
campus to benefit as many people as possible [2]. The online education system can 
digitize the management of students’ study process and generate personalized study 
suggestion to the individual student. The online lectures are teaching records to help 
evaluate the instructor’s performance to make education improvement. 
With the help of speedy and robust network, and advanced image processing 
technologies, the visual quality of online recorded lectures is quite good. The aspects 
which can to be improved are the hardware equipment, operators that control the camera 
or the system and so on. The cost of systems continues to increase as the equipment 
installs multiple cameras to expand views and the back-end computer systems run 
complex computations on the video images of high resolution [3, 4, 5]. In addition, the 
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training and employment of operators is another spending of the system [6]. The 
education quality is affected by how the lecture is recorded. Audience is no longer 
satisfied with a single fixed view of an instructor. The lecture video involving multiple 
views can become as vivid as real classroom education, but it will require more cameras 
set up and operators to control them coordinately, thus arousing the two problems 
mentioned above again. 
 
1.1 Related work 
The general recoding strategy for online education is to track the things which 
students are interested in, for example, the instructor. In the early years, static cameras 
are placed on tripods to capture images. Operators are responsible for controlling the 
camera to follow the target and switch views. The wage of operators increase the system 
cost and the artificial mistake is a potential threaten to the recording quality. Since PTZ 
cameras were introduced, they have shown advantages over static cameras due to the 
ability to view multiple regions with a single camera while several static cameras are 
needed to cover so many views. The reduced number of system components saves the 
total cost. The panning, tilting and zooming features of the PTZ camera can make it alter 
views fast and smoothly. However, the operator is still needed to send commands by 
remote controller or software to control the movement of camera. 
The operator of the PTZ camera can be replaced by the combination of object 
detection technique and PTZ commands to lower system cost further and improve the 
recording quality. The PTZ camera can switch views to follow the subject under relevant 
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commands automatically if the controlling algorithm is designed appropriately according 
to the position information of the detected object. Sangkyu Kang [7] established a 
tracking system with the help of moving region detection techniques using a geometric 
transform-based mosaicing method. Amnuaykanjanasin [8] introduces a face tracking 
system equipped with a pan-tilt camera and a static camera. The detection strategy is 
based on human skin color match and background subtraction. 
A boosted cascade of Haar-like Features is a popular technique to recognize 
human face [9, 10]. With the assistant of OpenCv cascade classifier [11] which 
implements this technique, systems [12, 13, 14, 15] equipped with a PTZ camera are 
able to detect and track the instructor. However, conventional systems only show the 
instructor, limited by the single object detection targeting on the instructor. New object 
detection techniques, for example, board-writing detection are expected to work with 
face detection in the tracking system to provide multiple views of the class automatically. 
Nicholas Su [16] presents an image-processing algorithm to extract writing from white 
or blackboards. However, this algorithm extracts all the static writing content on the 
board, which is difficult to activate the tracking function of the camera. Li-Wei He [17] 
develops a system which captures pen strokes on whiteboards in real time by classifying 
the pixels into whiteboard background, pen strokes and foreground objects. However, 
the system may fail to produce the desired result under some circumstances. Training a 
new classifier for writing action recognition from a large amount of template data [18, 
19] is a reliable way to detect the point of writing on board, but the acquisition of data 
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and training process might be very time-consuming and implementation of the 
recognition algorithm is likely to be too complex to apply on the real-time system. 
 
1.2 Proposed approach 
Since viewers demand various views during a lecture such as the instructor, the 
board, or the lecture slides, this thesis extends the system installation based on the 
proposed system in [15]. Thus, the proposed system can provide multiple views 
including the instructor and the board, and switch between views smoothly. 
This thesis proposes a real-time face, upper body and writing detection and 
tacking system equipped with a PTZ camera and a static camera. The proposed system is 
considered to be cost effective and intelligent because it lowers hardware equipment and 
works automatically in real-time without any operator. The system implements 
intelligent view switch among board, instructor and the entire classroom. The writing 
action gets the highest priority, that is, when writing is detected, the view is switched to 
the content being written on the board. When writing is not detected, the system will try 
to detect and track the instructor. If neither writing nor the instructor is recognized, the 
entire classroom will be displayed. 
 
1.3 Contribution 
The main contribution of this research is to improve quality of online education 
by lowering cost, increasing flexibility in installation, and providing multiple views of 
the lecture. 
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The conventional systems assemble multiple cameras, but the cost required for 
installing such systems is high and it is inflexible to transport the multi-camera system 
elsewhere for reuse. 
In addition, conventional online lectures are captured in a single view to focus on 
the instructor. The single view might make students tired of the lecture as time goes by. 
The research implements the smooth switch between multiple views with minimal cost 
of system installment and without any operator to control cameras. 
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2. PROPOSED SYSTEM CONFIGURATION
2.1 Overview 
The proposed system is foundation of the lecture recording system in order to 
promote online education. The hardware framework maintains the general configuration 
of the proposed system in Seoktae Lee’s work [15], and reuses the preliminary 
components in [15] as the side static camera connection added to the system, as shown 
in Figure 1. 
Figure 1: System configuration 
The two cameras are both connected to the computer, but placed at different 
positions for their separate use. The frontal PTZ camera is placed to face the board and 
instructor, as shown in Figure 2. The side static camera is located at the left or right side 
of the board to provide a side view of the board and instructor, as shown in Figure 3. The 
7 
computer behaves as a controlling center. The back-end software receives images from 
both cameras. The video sequence captured by the PTZ camera is firstly compressed into 
bit stream by the encoder to be transmitted to the computer. The video decoder 
integrated in the software application recovers the images from the compressed steam. 
The face and upper body detection is operated on the frame recovered from the decoder. 
The writing detection works on the image from the static camera. The detection result 
which conveys the position information of the targeted face or writing serves as the input 
to the tracking module. The tracking algorithm determines what PTZ commands which 
adjust the camera’s view to keep the target within a proper region of the display image. 
Figure 2: Position of the PTZ camera 
8 
Figure 3: Position of the side static camera 
2.2 Hardware implementations 
2.2.1 PTZ camera specifications and connections 
The frontal PTZ camera employed by the proposed system is a BLM-500BH IP 
PTZ which shares most specifications with SONY EVIHD1 PTZ camera. The 
specifications of SONY EVIHD 1 PTZ camera are shown in Table 1. 
Figure 4 shows the connections ports of SONY EVIHD1 PTZ camera. The 
proposed system acquires the SDI format video from S VIDEO port of the camera and 
controls the PTZ camera through the RS 232 port connection. 
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Camera Panning Maximum 
panning 
speed 
Tilting Maximum 
tilting 
speed 
Lens Horizontal 
angle 
SONY 
EVIHD1 
170  sec/100   30,90   sec/90

 18
Optical, 
f=4.1 to 
73.8 
mm 
2.7 
degrees to 
48.0 
degrees 
Table 1: SONY EVI-HD1 PTZ specifications 
 
 
 
 
Figure 4: Options of connections and corresponding cables of SONY EVI-HD1 PTZ 
camera 
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The PTZ camera is operated by computer when connected to the computer with a 
VISCA cable (cross type, RS-232C). RS-232 is a standard for serial communication 
transmission of data. It formally defines the signals connecting between a data terminal 
equipment such as the computer of the proposed system, and a data circuit-terminating 
equipment, such as the PTZ camera in the proposed system. DB9, which refers to a 
common connector type, houses 9 pins as a male connector. One common application of 
DB9 is for RS-232 serial communications, allowing the data transmission between the 
two connectors. The connection rule is shown in Figure 5. 
Figure 5: Connection rule of RS232 to DB9 
In recent years, DB9 has been replaced by modern interfaces such as USB, so it 
is uncommon and most computers are not equipped with DB9 connector. Considering 
this fact, the proposed system uses a DB9 to USB cable to preserve the RS232 
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communication protocol. The cable serves as a converter between DB9 and USB port 
which is common to current computers. The DB9 port is connected to the RS232 port 
referring to the rule in Figure 5. 
The LeC200 multi-interface encoding video capture system is integrated into the 
proposed system to acquire the video pictures captured by the frontal PTZ camera, as 
shown in Figure 6. It supports HD-SDI, CVBS, VGA, and HDMI input signals and is 
capable of image scaling and encoding. In the proposed system, the PTZ camera is 
connected to the video capture system through a cable connecting the S VIDEO port of 
the camera and one of the four SDI-IN ports on the video capture system so as to 
transmit the SDI format video.  
The IP71 encoder has been embedded into the LeC200 video capture system. The 
encoder supports H.264 video compression with bit rate ranging from 50Kbps to 8Mbps 
and AAC audio compression with bit rate ranging from 16Kbps to 64Kbps. UDP and 
RTMP protocols are both supported for bit stream output. The video sequence acquired 
by the PTZ camera is compressed in LeC200 encoding video capture system and the bit 
stream is transmitted to the computer through an Ethernet cable connecting the encoder 
and computer in accordance to UDP protocol. 
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Figure 6: Picture of video capture system 
2.2.2 Static camera specifications and connections 
The static camera and its connection reuses the hardware components in the 
preliminaries in [15]. The camera is a UV83 PTZ conference camera, while the PTZ 
features are not used. Figure 7 shows the connections ports of UV83 PTZ conference 
camera. The camera is able to output CVBS and S-Video as format of video frames. The 
proposed system selects the CVBS video format by connecting the CVBS port of the 
camera and the computer through a video cable. 
13 
Figure 7: Connection ports and corresponding cables of UV83 PTZ camera 
The computer in the proposed system integrates a TW6816 video capture card to 
receive the CVBS video signal from UV83 PTZ camera, as shown in Figure 8. The 
TW6816 is an integrated single-chip solution that supports multi-channel real time video 
and audio capture via PCI (Peripheral Component Interconnect) interface for computer 
applications. It contains a video decoder that converts analog composite video signal to 
digital component YCbCr data. The CVBS video format is converted to digital frames 
and sent to the software application in the computer, as shown in Figure 9. 
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Figure 8: TW6816 video capture card 
 
 
 
 
Figure 9: TW6816 System Solution Diagram 
 
 
 
2.3 Software implementations 
2.3.1 Overview 
The software application is written in C++ programming language and developed 
and tested in Visual Studio. The software framework is based on the proposed in [15], 
with additional modules of writing detection and tracking. This software application is 
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responsible for data flow transmission through system components, input video frame 
processing, camera position adjustment and central control over cooperation among 
modules. 
The software application is made up of two main modules, detection and tracking. 
The running of the software application consists of endless loops as frames are 
transmitted to the computer. In each loop, the two frames from the two cameras are 
retrieved and transmitted to the software simultaneously. Then the detection technique is 
implemented on the frames to trigger the tracking function. 
The detection module is divided into parts, writing detection which is based on 
motion detection, and face detection using OpenCv classifier. The two detection 
procedures are executed sequentially, with different priorities. The writing detection 
comes first and the face and upper body detection only initiates when the writing 
detection fails. The result of the detection process gives the position information to the 
tracking module.  
The tracking module has two strategies depending on the detection result is face 
or writing. The common point of the two strategies is the calculation of the PTZ 
command, which is based on the camera control protocol of the SONY EVI-HD1 PTZ 
conference camera. The tracking strategy for writing is much more complex than face or 
upper body, depending on the status of camera. 
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2.3.2 Detection process 
2.3.2.1 Overview 
The writing detection and face detection are two independent parts in the 
detection module. The frontal PTZ camera and side static camera’s views are used for 
the two detection process separately. Because the upper body detection has a similar 
principle with face detection and they behave in the same way, the upper body detection 
is regarded as an integral part in the face detection module. Writing detection enjoys the 
highest priority. It is guaranteed to process the frame from the static camera in every 
cycle. When writing is detected, the program skips the face detection process and starts 
the tracking module directly. If writing is not recognized, the frame acquired from the 
PTZ camera will be sent to the face detection component. Figure 10 shows the procedure. 
 
 
 
 
Figure 10: Detection process 
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2.3.2.2 Face detection 
The face detection module continues to use the one in [15]. The core in this 
process is to use the OpenCv Haar Feature-based Cascade Classifier.  
Paul Viola [9] introduced a new image representation called an integral image 
which is reminiscent of Haar Basis functions. The integral image is used as feature 
evaluation by the object detector. The Adaboost learning algorithm selects these features 
to yield efficient classifiers by training, and a boosted cascade of classifiers can improve 
detection performance. In OpenCv, the Haar Feature-based Cascade Classifier is in the 
form of xml file containing tree structure nodes which select and filter the Haar facial 
features layer by layer. 
The image processing procedure is executed by OpenCv library functions. The 
recovered image from the bit stream is stored into a specific matrix defined by OpenCv. 
The matrix holds all the information of the image and is treated as the frame for 
following processing. Before the frame is sent to the face detector, it should be 
transformed to the gray scaled version from the original RGB color space because the 
classifier is known to work on the grayscale images. 
The classifier is loaded by loading the corresponding xml file [20]. The OpenCv 
face detector scans the entire frame and finds the region which matches the human face 
best. The result returned by the detector is the coordinates and size of the rectangle 
surrounding the face. In image processing by OpenCv, the matrix representing an image 
is regarded as a coordinate plane, and its top left pixel is the origin. 
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The rectangle resulting from the face detector can be drawn by OpenCv drawing 
function, as shown in Figure 11. The green box in the figure is the rectangle region 
recognized as the face. The face detection of the classifier is often affected by some 
environment factors, such as background lighting, shadow on the wall, and potential 
obstacles. Even the instructors themselves cause false negative, since in real class 
circumstances, instructors’ various gestures and behaviors cannot make them face in the 
direction where the camera is located. To increase the detection rate of the instructor, the 
other classifier which detects the upper body is introduced to the system. This detector is 
based on Haar feature as well. Only when the face detection fails, for example, the 
instructor is facing to the window of the classroom, the upper body detector is started to 
work. The upper body detector is used as a substitute for the face detector to trace the 
instructor when the face is not visible to the camera. Figure 12 shows the result of the 
upper body detection. The red box is the rectangle region recognized as the upper body. 
 
 
 
 
Figure 11: Demonstration of face detection  
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Figure 12: Demonstration of upper body detection 
 
 
 
2.3.2.3 Writing detection 
The writing detection is a novel module added to the work of Seoktae Lee’s work 
[15], to form the proposed system in this thesis. Just as facial Haar features are used to 
recognize and track the instructor, the motion in the board area is taken advantage of to 
detect the action of writing. 
The writing detection process consists of a series of steps implemented on each 
frame, as shown in Figure 13. 
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Figure 13: Writing detection process 
2.3.2.3.1 Region of interest 
The region of interest (ROI) is a selected area within an image, which people are 
interested to process while the other region of the original image keeps unchanged. From 
the perspective of the side static camera, only the area of the board is cared because the 
goal is to detect the writing on the board, as shown in Figure 14. The camera is placed at 
the right side of the board, and the board occupies the center region of the view. 
21 
Figure 14: View of the side static camera 
The ROI set in the image of the side static camera is just the board area. The 
following motion detection only operates the ROI of the image. The benefits of ROI are 
to speed up the computation, to reduce false positive detection, and future positioning 
reference. 
The ROI is set up once manually at the beginning of the software application. 
The position of the ROI in the frame is saved so that every time when the image is sent 
to the writing detection module, the ROI of that image is set automatically with its 
coordinates. 
The OpenCv API is used to set the area of the board as region of interest. The 
shape of board is rectangle, but in the perspective of the side camera, the area of board is 
22 
a trapezoid, as shown in Figure 14. So the ROI is set by clicking the four vertexes of the 
trapezoid. Clicking by hand inevitably leads to inaccurate positioning, and thus the bases 
of the trapezoid might not be parallel. Eventually, the ROI will become a quadrangle 
which looks like a trapezoid. The coordinates of the four vertexes are returned by the 
OpenCv method and then saved for identifying the ROI in the future. 
Referring to the fours vertexes, the equations of the four sides of the quadrilateral 
ROI are calculated. Conventionally, when the image is regarded as the coordinate plane, 
the origin is the top left pixel, and the coordinate of any other pixel is its position relative 
to the top left pixel. Given the coordinates of two points, the gradient of the line formed 
by the two points are determined by 
01
01
xx
yy
k



Where  00 , yx  and  11 , yx  are the coordinates of the two points and k  is the gradient of 
the line. With gradient and coordinates of any point of a line, its equation can be 
obtained. So far, the coordinates of the four vertexes and equations of the four sides of 
the quadrangular ROI are all the parameters of the ROI for the images from the side 
static camera, as shown in Figure 15. 
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Figure 15: Shape and parameters of the ROI for side camera 
 
 
 
The ROI is also required in the image acquired by the frontal PTZ camera to 
communicate with the side static camera for writing point positioning. 
Because the PTZ camera is facing the board, the rectangular shape of the board is 
almost unchanged in the view of the PTZ camera, as shown in Figure 16.  
 
 
 
 
Figure 16: View and ROI of the frontal PTZ camera 
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The parameters of the ROI for the images from the frontal PTZ camera are the 
coordinates of the top left and right bottom vertex of the rectangular ROI set up by 
OpenCv function, as shown in Figure 17. 
 
 
 
 
Figure 17: Shape and parameters of the ROI for frontal camera 
 
 
 
2.3.2.3.2 Image preprocessing 
When the decoded frame is sent to the writing detection module, it will go 
through the preprocessing phase so that the motion detection algorithm can be 
implemented. 
The image preprocessing consists two steps, ROI extraction and color space 
conversion. 
The ROI extraction can accelerate the detection process. The following detection 
algorithm will carry out pixel computation between frames. The smaller size the frame is, 
the faster the computation will be. Extracting the region where writing is possible to 
occur is a vital reason for this image shrinking. Processing the shrunk image is fast than 
processing the original image. 
25 
In addition, processing the ROI, instead of the whole image, can increase the 
successful rate of writing detection. The instructor’s action except touch on board may 
affect the detection, but they all happen beyond the board area in the side perspective of 
the static camera. So the ROI extraction is able to help eliminate the potential 
interference factor and its corresponding false positive. 
ROI extraction is performed by OpenCv API. Since the OpenCv method cuts the 
image in regular shape such as rectangle, the ROI to be extracted is a rectangular region 
transformed from the ROI manually set at the beginning. The leftmost x-coordinate, 
rightmost x-coordinate, top y-coordinate and bottom y-coordinate are chosen from the 
four vertexes of the ROI to form the ROI to be extracted, as shown in Figure 18. The 
dashed rectangle is the extracted ROI formed by expanding the original ROI. 
Figure 18: ROI to be extracted 
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After the ROI is cut by OpenCv function, the resulting frame will be transformed 
from RGB color space to the gray scaled color space. In RGB version image, each pixel 
value consists of three channels, red, green, and blue, while the value of each pixel is a 
single sample in greyscale digital image. Since the computation in the following process 
is operated on pixel value, the simple sample pixel value can speed the computation. 
The original frame and the one after preprocessing are shown in Figure 19. 
(a)                                                      (b) 
Figure 19: Image from the side camera and the preprocessed one. (a) Original 
image. (b) Preprocessed image. 
2.3.2.3.3 Differential images 
When the instructor is writing on the board, there is a single motion within the 
board area. The motion detection process takes advantage of this simplicity. The method 
is called differential images [21]. Figure 20 shows the process of the single motion 
detection. Figure 20 (a) is a group of three sequential frames where a single rectangular 
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moving object goes through the view from left to right. Figure 20 (b) makes the absolute 
difference of the third frame and first frame by subtraction and taking the absolute value: 
    ),(,, 21 yxfyxfyxr  , 
where  yx,  is the coordinates of the pixel,  yxf ,1  and  yxf ,2  are the pixel value in 
the input frames, and  yxr ,  is the pixel value in the resulting frame. 
 The difference of the equivalent region in the two frames is zero. It causes the 
pixel value in the corresponding part of the resulting frame to be zero. In contrast, the 
region of nonzero pixel value in the resulting frame represents the positions of the 
moving object in both of the two frames. In Figure 20 (b), the black region in the 
resulting frame is the static background, and the two white rectangular stripes represent 
the moving object. Figure 20 (c) makes the absolute difference of the third frame and 
second frame. After the two subtraction computation, the two resulting frames mark the 
moving object in the three input frames, and make the background pixel value be zero. 
Figure 20 (d) does logic AND operation on the two resulting frames obtained from the 
last step: 
    ),(&,, 21 yxfyxfyxr  ,  
where  yx,  is the coordinates of the pixel,  yxf ,1  and  yxf ,2  are the pixel value in 
the input frames, and  yxr ,  is the pixel value in the resulting frame. 
 Because the result of zero “AND” any value is zero, the motion in the first frame 
AND the background and will be zero. So does the motion in second frame. The motion 
in the third frame will AND itself and keeps nonzero pixel value in the resulting frame. 
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Therefore, the unique nonzero region in the resulting frame in the last step represents the 
moving object at its position in the third original frame. 
 
 
 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
(d) 
Figure 20: Single motion detection process. (a) Three original sequential frames. (b)-(c) 
Absolute difference operation. (d) Logic “AND” operation. 
 
 
 
In fact, due to the environmental factor such as light shining, the pixel value of 
real-time video frames captured on the same object varies in a small range. That is, the 
pixel value of the static background region in the resulting frame of the difference 
computation is nonzero and the color should not to be black. The region of zero pixel 
value is the key to the logic AND operation to yield the motion detection result. To solve 
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this problem, the input frame to the logic AND operation is segmented by thresholding. 
In other words, after the two sequential frames are made absolute subtraction of, the 
pixel value in the resulting frame will be performed by thresholding: 
   threshyxsrc threshyxsrcyxdst  ),(255 ),(0,  
Each pixel in the image is replaced by a black pixel if its intensity is smaller than the 
threshold, or a white pixel if its pixel value is greater than the constant threshold. The 
intensity of static background is small and the motion part has high pixel value in the 
resulting frame of the subtraction computation step. Thus, the thresholding process can 
segment the background and motion and yield the desirable intensity for the last step, as 
shown in Figure 20 (b) and Figure 20 (c). Figure 21 shows an example of the single 
motion detection result. When hand is waving in the board area, the discrete white 
regions in Figure 21 (b) represent the motion detected. 
 
 
 
  
                             (a)                                                                (b) 
Figure 21: Demonstration of the single motion detection. (a) Original frame. (b) 
Resulting frame of motion detection. 
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2.3.2.3.4 Motion estimation 
The writing detection aims to detect the point of writing while the single motion 
detection detects the entire moving object in the frame. Figure 21 (b) indicates that the 
hand and arm are both detected. Since the camera is placed on the left or right side of 
board, the writing point is always the leftmost point of the motion if the camera is on the 
left, and vice versa. 
The leftmost or rightmost point extracted from the motion detected should be 
operated with final recognition to check whether it is writing. The tool used as final 
check is motion vector. Motion vector [22] is a term from video compression. In the 
motion estimation process of video compression, each frame is divided into non-
overlapping blocks. Because adjacent frames are highly correlated, each block in the 
current frame can be searched in its reference frame and find its position in the reference 
position, as shown in Figure 22. The position change in the horizontal direction and 
vertical direction form a vector, called motion vector. It marks the block’s motion across 
frames.  
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Figure 22: Motion vector [22] 
 
 
 
In the proposed system, the position of the detected moving point is saved for 
each frame. There is buffer which stores the positions of motion in a group of 
consecutive frames. When the buffer is full, the motion estimation process begins. For 
each frame, all the other frames are regarded as its reference frames, so the number of 
motion vectors of each frame’s motion is )1( n , where n is the size of the buffer. This 
process only uses the size of the motion vector. Ignoring the repeating vector between 
two frames, the total number of motion vectors in the buffer is 
     
2
1
2
111 

 nnnn
 
The difference between writing and other motion is that writing is an act that waves 
within a very small range. In contrast, other actions, for example, erasing the board 
sweeps a wide range of the frame. Thus, if all the motion vectors calculated from the 
buffer are below a threshold set manually, the motion in this group of frames can be 
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recognized as writing, as shown in Figure 23. Figure 24 shows an example of the 
successful writing detection result. The test program uses OpenCv drawing function to 
draw a circle to mark the detected writing point in the display image. Figure 24 (a) can 
proves that writing is detected, while Figure 24 (b) proves that erasing board is not 
recognized as writing. 
 
 
 
 
Figure 23: Motion vectors of writing 
 
 
  
                                   (a)                                                                  (b) 
Figure 24: Demonstration of the successful writing detection. (a) Detected 
writing point. (b) Unrecognized action of erasing. 
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2.3.3 Tracking process 
 The tracking strategy continues to use the scheme proposed in Seoktae Lee’s 
work [15]. That is, there are two steps to track a target. The first step is to maintain the 
position of the subject in the center region of the display screen with the panning and 
tilting features of the camera. The second step is to maintain the projection of the subject 
at a proper size with the zooming feature.  
 
2.3.3.1 Positioning algorithm 
The visual principle to bring a point in the display screen to the center is shown 
in Figure 25. w and h are the half height and width of the image. dx is the horizontal 
distance from the subject to the center, and dy is the vertical distance. From Figure 25 
(b), we get the relation equation: 
 tan/tan/ wdx   
Where   is the current maximum horizontal viewing angle of the camera, and   is the 
horizontal degree the camera need to adjust to bring the subject to the center of the 
display screen.   is the target variable in this equation, and thus can be computed by 
solving this equation. 
  Similarly, the vertical degree the camera needs to adjust is calculated in the same 
way. 
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(a) 
 
 
 
                                                                                       (b) 
Figure 25: Positioning solution. (a) Two-dimensional view of the camera. (b) One-
dimensional view of the camera. 
 
 
 
The visual principle to enlarge a region in the display screen is shown in Figure 
26. In figure 26 (a), the dashed rectangle is the region to be enlarged with its original 
size x and y. Expanding its projection size is a process of lengthening the camera focus, 
dx
dy
w
h
o
α  
θ
dx
w
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and thus changing the angle of view, as Figure 26 (b) shows. To make the projection of 
the subject to occupy the entire screen, the angle of view will be changed from  to   in 
Figure 26 (b), from which we get the following equation: 
 tan/tan/ wx   
Where w is half of the width of the display image, x is half of the width of the subject, 
and  is the current angle of view before zooming.  is the only unknown variable and 
targeted variable. Solving this equation, we can get  . 
 
 
 
x
y
w
h
o
 
(a) 
Figure 26: Zooming principle. (a) Two-dimensional view of the camera. (b) One-
dimensional view of the camera. 
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(b) 
Figure 26. Continued. 
 
 
 
2.3.3.2 PTZ camera controller 
The PTZ camera is controlled according to VISCA protocol, which is a PTZ 
camera control protocol developed by SONY and based on RS232 communication 
standard. 
In VISCA, the side which sends commands is called the controller. The computer 
in the proposed system behaves as the controller. The software application running on 
the computer computes the new position the camera needs to reach to capture the subject 
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and sends commands associated with the position information. The camera’s position is 
the horizontal degrees where the camera has panned and vertical degrees it has tilted. 
 The fundamental unit of VISCA communication between controller and camera 
is called a packet, comprised by header of 1 byte, Message of up to 14 bytes and 
Terminator of 1 byte. The structure of a packet is shown in Figure 27. A PTZ command 
starts with a header which contains sender’s address and receiver’s address, and ended 
with terminator, with message included between header and terminator. 
 
 
 
 
Figure 27: Packet structure 
 
 
 
The VISCA commands are classified into roughly a few types such as 
operational command controlling the camera and inquiry commands inquiring the 
current state of the camera. There are three types of responses for commands and 
inquiries: ACK message, completion message and error message. An ACK message is 
returned by the PTZ camera immediately after it receives an operational command from 
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the controller, while there is not ACK message for inquiries. Unlike ACK message, the 
camera returns a completion message only when execution of the operational command 
or inquiry is finished. However, if a command implementation fails, the camera returns 
an error message instead of the completion message. One of the typical flow of 
information transmission between camera and controller is shown in Figure 28.  
 
 
 
 
Figure 28: Flow of information transmission between camera and controller 
 
 
 
2.3.3.3 Face tracking process 
Figure 29 shows the tracking process diagram. If the coordinate of the subject is 
out of the center region defined by the software application, the panning and tilting will 
be started to adjust the camera’s position to bring the subject back to the center region of 
the display screen. For face tracking, the coordinates are the ones of the center point of 
the face region. Because the face detection result is the coordinates of the top left pixel 
39 
of the rectangle and the size of the rectangle, the center point of the face is found by 
using the half height and half width of the rectangle. 
Figure 29: Tracking process 
In Seoktae Lee’s work [15], it uses the commands in table 2 to control the 
panning and tilting features. VV indicates the pan speed ranging from 01 to 18. WW 
indicates the tilt speed ranging from 01 to 17. This group of commands only makes the 
camera move in a small step with defined speed. To follow the subject which moves 
with a long distance in the screen, the controller has to send continuous commands to 
adjust the position of the camera to follow the subject and bring it to the center region of 
the display screen. This way requires high frame processing rate. In other words, the face 
detection works on each frame to signal the subject’s position, and the camera controller 
sends the corresponding command to move the camera. For example, if the face takes 1 
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second to move from the center to the left, and the frame rate is 25 frames per second, 
the face detection algorithm is implemented 25 times and the camera controller will send 
25 commands. This algorithm requires high computation power. In addition, a panning 
or tilting command essentially is a start, move, and stop process. Consecutive commands 
make the camera start and stop alternatively, and thus the display video will have 
jumping visual effects. 
 
 
 
 
Table 2: Command examples of panning and tilting features 
 
 
 
In the proposed system, the tracking process uses the type of command shown in 
Table 3. VV indicates the pan speed ranging from 01 to 18. WW indicates the tilt speed 
ranging from 01 to 17. YYYY indicates the pan position ranging from F725 to 08DB, 
with center 0000. ZZZZ indicates the tilt position ranging from FE70 to 03B0, with 
center 0000. This command sends the relative position where the camera is supposed to 
adjust. The camera’s position corresponds to its angle. The relation of the angle and 
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position of the camera is in Table 4. According to the algorithm proposed in 2.3.3.1, 
when the face is detected and found that it is out of the center region, the position 
algorithm will compute the horizontal angle and vertical angle where the camera will 
adjust to bring the face to the center of the image. Then the relative position is calculated 
based on Table 4 and sent with the command in Table 3. So only one command is 
enough to take the face back to center. 
Detection serves tracking. With the help of the positioning algorithm proposed in 
this thesis, there is no need to detect every frame. Only one command is enough to bring 
the subject to the center of the screen from any position within the screen. In the 
proposed system, detection functions every 30 frames. The fewer commands to use, the 
lower computation power is cost. The other benefit of this single command is that it 
makes the display video smooth by eliminating the alternative start and stop commands. 
 
 
 
 
Table 3: Command for relative position adjustment 
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Table 4: Pan/Tilt position 
 
 
 
When the face is placed in the center region, its size in the display image is 
supposed to be within a proper range by zooming. The tracking algorithm predefines a 
size range of the projection of the subject. If the size of the detected subject is beyond 
the upper bound of the range defined, the zooming-out feature of the camera is activated. 
When the subject is small, the zooming-in feature is implemented.  
The zoom value of the camera corresponds to a certain angle of view. According 
to the algorithm proposed in 2.3.3.1, to change the projection size of the subject, the new 
angle of view is computed and then its corresponding zoom value is found. Finally the 
algorithm sends the command carrying the new zoom value to the camera to change the 
size of the subject projection in the screen. 
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2.3.3.4 Writing tracking process 
 Similar to face tracking process, the writing tracking process has two steps. The 
first step is to bring the writing point into the center region of the screen by panning and 
tilting. The second step is to enlarge the image to give a clear view of the content written 
on the board. 
Since the perspectives of the side static camera and frontal PTZ camera are 
totally different, the coordinates of the detected writing point cannot be referred to by the 
PTZ camera. 
The ROI set at the beginning plays an important role in the writing positioning. 
When writing is recognized, the position of the writing point is the x and y coordinates 
in the entire image. With the position information of ROI, which is the board area, the 
relative position of writing point to the board can be calculated. Figure 30 shows the 
relative position of writing. It is the position of writing point in the ROI. Since the ROI 
in the display screen is a quadrangle which looks like a trapezoid. The relative position 
is represented by the proportion the x-coordinate of the writing point accounts for the 
ROI in the horizontal direction and the proportion the y-coordinate of the writing point 
accounts for the ROI in the vertical direction. Figure 30 (b) illustrates the calculation of 
the relative position: 
 
 01012323
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bakbak
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                           (a)                                                                   (b) 
Figure 30: Relative position of writing. (a) View of camera. (b) Coordinate system of the 
image. 
 
 
 
The calculation of the position of writing point for the frontal PTZ camera is a 
reversed process of the calculation for the side static camera. When setting the ROI of 
the frontal PTZ camera at the beginning of the software application, the frame is saved 
as the reference frame. It is the first frame acquired from the PTZ camera at its initial 
position. Figure 31 shows the reference frame. 
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Figure 31: Reference frame 
 
 
 
Since the frontal camera alters its view as the program runs, the writing position which is 
calculated is the position in the reference frame, and then transformed to the position in 
the current frame acquired by the PTZ camera. 
 Based on the combination of the position of ROI, which is the board area, in the 
frame from the PTZ camera, and the relative position of the writing point within the 
board, the absolute position of the writing point in the PTZ camera’s perspective can be 
calculated by 
  001 _ yyratioyyy   
  001 _ xxratioxxx   
as shown in Figure 32. 
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                              (a)                                                                      (b) 
Figure 32: Absolute position of the writing point. (a) View of camera. (b) Coordinate 
system of the image. 
 
 
 
When the writing point in the reference frame for the frontal PTZ camera is 
obtained, its coordinates will be accessed. To bring the writing point to the center region 
of the display screen, the tracking algorithm will compute the horizontal angle and 
vertical angle where the camera is supposed to adjust from its initial position which 
produced the reference frame. The current position of the camera is acquired by 
recording the angles where the camera has panned and tilted as the software application 
runs. The horizontal angle where the camera is supposed to adjust from its current 
position is calculated by 
   
where   is the horizontal degree where the camera is supposed to adjust from its initial 
position which responds to the reference frame and   is the horizontal degree where the 
camera has panned from its initial position, as shown in Figure 33. In other words,   is 
the current position of the camera. The vertical angle is computed in the same way. 
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Figure 33: relative motion of camera 
 
 
 
 After the writing point is moved to the center region of the display screen, the 
camera zooms in to make the board area large in the screen and clear to viewers by 
sending a single command which sets the zoom value. The zoom value is obtained 
through experiments where a set of values are tested to see which one achieves the best 
visual effect. 
 After the content being written is targeted in the display screen, the writing 
tracking procedure continues to work. The software detects the writing action in the 
following frames. If the writing is detected in the following frame and the writing point 
is close to the previously detected point, the camera still displays the image, without 
implementing any command. If the writing is detected in the following frame and the 
writing point is far away from the previously detected point, the tracking feature is 
activated again to bring the new writing point to the center of the screen, but the 
zooming is not executed this time since the camera has already zoomed in and given the 
board a close-up. If writing detection fails in the next frame, the current writing tracking 
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procedure ends and the software will send a pan-tilt command and a zooming-out 
command to bring the camera back to its previous position and angle of view before this 
tracking procedure started. This action makes students see their instructor again when 
writing is finished if the instructor has not moved far away. 
 
2.3.4 Central control 
To coordinate the writing detection and face detection, the central control 
algorithm in the software application uses the Finite-state machine [23], which is 
conceived as a finite number of states of the camera in the proposed system. The camera 
has three states: “idle”, “setting” and “writing-focused”. The camera is in only one state 
at a time. The current state transfers to a certain new state when triggered by an event. 
The state transition diagram is shown in Figure 34. 
 
 
 
 
Figure 34: Camera state transition 
 
 
 
“Idle” is the initial state when the application runs. Writing detection, face 
detection and face tracking all work in the “idle” state. Writing detection has the higher 
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priority, so the successful writing detection shifts the state from “idle” to “setting” and 
skips the face detection and tracking.  
The “setting” state is a process where the camera alters its position and angle of 
view. In this state, neither writing detection nor face detection is performed. The camera 
displays the image while moving. The camera’s position and angle of view changes 
gradually in this state and will reach a constant value when the PTZ controlling 
command execution is finished. At this point, the “setting” state is over. 
The “setting” state is activated in three situations. The first situation is when 
writing is detected in “idle” state. In this situation, the “setting” state shifts to “writing-
focus” state when the camera’s position becomes constant. Writing tracking procedure 
begins in this ‘setting” state and continues in the following “writing-focus” state. 
The “writing-focused” state is a state where the content being written is given a 
close-up by the frontal PTZ camera. In “writing-focused” state, writing detection 
continues to processes each frame while face detection is cancelled. If the writing is 
detected and the distance between the current point and the previously detected point in 
this tracking procedure is lower than a threshold, the state keeps unchanged and the 
content being written is displayed with close-up. If the writing is detected but the 
distance between the current point and the previous point in this tracking procedure is 
greater than a threshold, the tracking algorithm will calculate the new position of the 
camera to capture the writing point. The camera returns to “setting” state to pan and tilt 
to follow the handwriting. This is the second situation where the “setting” state is 
triggered and the “setting” state also shifts to “writing-focused” state when over. 
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During the writing tracking process, once the writing detection fails, the camera 
returns to the position and angle of view saved before the tracking process started. This 
is the third situation where the “setting” state is triggered. The “setting” state shifts to 
“idle” state if it is activated in this way. The proposed system adds two-second delay to 
the state transition between “writing-focused” and “setting” caused by writing detection 
failure. The purpose of the delay is to give students more time to see the content on the 
board. 
The central control algorithm using finite-state machine makes all the modules in 
the software application cooperate well and the camera switch views smoothly.  
 
2.4 System test results 
The proposed system is running on a desktop with Intel Core2 Duo E8500 @ 
3.16GHz CPU and 4.00 GB RAM. The frontal PTZ camera and side static camera are 
locally connected to the desktop. Real-time video images from PTZ camera are 
transmitted in a frame rate of approximately 30 frames per second, with resolution of 
640x360 pixels. Real-time video images from static camera are transmitted in a frame 
rate of approximately 22 frames per second, with resolution of 480x640 pixels. 
The successful face detection and tracking process is illustrated in Figure 35. 
Figure 35 (a) shows the instructor’s position in the display screen when the face detector 
detects the face initially. The single operational command which carries the position 
adjustment parameters generated by tracking algorithm drives the camera pan and tilt to 
bring the face of the instructor at the center area of the image. Figure 35 (b), (c) and (d) 
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show the gradual change of the view as camera alters its position. The following 
command which carries the focal length to be set makes the camera zoom in 
progressively to enlarge the projection size of the face until it is within the range defined 
by the system. Figure 35 (e), (f) and (g) show the zooming process. 
 
 
 
    
(a)                                                                       (b) 
 
    
(c)                                                                      (d) 
 
    
                                   (e)                                                                (f) 
Figure 35: System test result of face detection and tracking modules. (a) Instructor’s 
initial position. (b)-(d) Panning and tilting process. (e)-(g) Zooming process. 
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                                                                     (g) 
Figure 35. Continued. 
 
 
 
Figure 36 shows the entire procedure of writing detection and tracking. Figure 36 
(a) shows the position of the camera before instructor writes on board. The camera’s 
position is observed to change in Figure 36 (b) and (c), where the instructor begins 
writing. It results from the upper body detection added to the face detection module. 
When the frontal view of face disappears in the screen, the software application detects 
the upper body with another classifier and the face tracking module works referring to 
the pixel position of the detected upper body. Thus, Figure 36 (c) shows the position and 
AOV before writing tracking starts. Figure 36 (d), (e) and (f) show that the camera 
brings the point of writing to the center region of the display screen by panning and 
tiling features and presents a close-up of the board by zooming feature. It corresponds to 
the “setting” state of the camera. Figure 36 (g) and (h) show the sustained writing 
tacking process where the camera adjusts its position again as the writing on the board 
moves. It occurs in the “writing-focused” state of the camera. Figure 36 (i) and (j) show 
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that when writing stops, the camera goes back to its original position and AOV 
represented in Figure 36 (c) with panning, tilting and zooming-out features. 
 
 
 
  
                                   (a)                                                               (b) 
 
  
                                     (c)                                                               (d) 
 
  
                                      (e)                                                                (f)    
Figure 36: System test result of writing detection and tracking modules. (a) Initial 
position of camera. (b)-(c) Instructor begins writing. (d)-(f) Panning, tilting and zooming 
process. (g)-(h) Sustained writing tracking. (i)-(j) End of writing tracking procedure. 
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                                     (g)                                                                   (h) 
 
  
                                     (i)                                                                   (j) 
Figure 36. Continued. 
 
 
 
The software application takes an average 10 percent of the computer system 
CPU. The successful writing detection process takes the software around 1 millisecond 
to execute. It takes the camera about 2 seconds to bring the subject to the center region 
of the screen driven by a PTZ command. 
 
2.5 Discussion 
 The evaluation result of the system test verifies that the proposed writing 
detection and tracking algorithm and central control strategy has successfully merged the 
new functions into the system proposed by Seoktae lee [15]. Besides face detection and 
tracking, the system is able to switch the view of the content written on the board 
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automatically and trace the writing continuously. The new tracking scheme solves the 
“jumping” visual phenomenon in Seoktae lee’s system [15]. The camera can switch to a 
new position to follow the subject without any pause as if it is conducted by an operator. 
 However, there are two main aspects which can be improved for the system. The 
first problem is the positioning of the writing point. As shown in Figure 30, the shape of 
the board is distorted in the perspective of the camera. The horizontal position of the 
point is not positioned exactly since the distortion in this direction is serious. The 
resulting visual effect is that the point of writing is not located at the perfect center of the 
screen, as Figure 36 shows. This defect might be improved by some advanced image 
processing techniques.  
The other disadvantage is the responding time of the camera. It is the 
consequence of the tradeoff between the frame processing rate and the image display 
smoothness. The VISCA operational commands themselves make the displayed video 
look jumping when the camera starts moving. To make the display very smooth, the 
system tries to decrease the frequency of sending commands and the speed of the camera 
position adjustment by lower the frame processing rate in the face detection module. 
Face detection serves face tracking. So the sacrifice is that the camera looks a bit 
insensitive to the face which moves out of the center region of the display screen, and 
there is a delay for camera to relocate the subject in the display screen. The problem 
results from the hardware quality and the low-level VISCA protocol performance. As 
SONY improves their products and software techniques, this problem will be solved and 
the tradeoff between display and control will be avoided. 
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3. CONCLUSION  
 
In this thesis, a system of face and writing detection and tracking for lecture 
recording is proposed. The system is based on Seoktae lee’s work [15], and adds a new 
module for writing detection and tracking. The hardware framework combines the 
preliminary and proposed systems in [15]. The preliminary connections including the 
UV83 conference camera and TW6816 video capture card provide images of the board 
in the side perspective for writing detection module. The hardware components from 
Seoktae lee’s proposed system [15], which includes the PTZ camera, LeC200 video 
capture machine, and DB9-USB converter, are sustained to provide frontal captured 
images for face detection module and tracking module.  
The focus of attention is the system proposed in this thesis is the software 
configuration. To improve the tracking performance and display smoothness, the 
proposed system uses another object tracking algorithm regarding the camera’s position 
and AOV (angle of view).The writing detection is executed according to a novel motion 
detection and estimation algorithm proposed in this thesis. The detection results of the 
two different object detector can enable the position adjustment of the camera to track 
and show the detected object. The backend controlling software coordinates the writing 
detection, writing tracking, face detection and face tracking modules based on the finite-
state machine strategy. 
As stated in the introduction, the proposed system manages to add a new feature 
of displaying board writing to the previous face recognition system, thus providing 
 57 
 
 
multiple views of the lecture to improve users’ experience. When writing is happening, 
the PTZ camera will track the movement of the pen and display the content on the board 
at the same time. When the instructor is not writing, the PTZ camera tracks and displays 
the instructor. The smooth and intelligent view switch between board and instructor 
makes the system very competitive with traditional tracking systems which only foxus 
on one object. The display and view switch is completed by on PTZ camera, while only 
one more static camera is utilized to provide images for backend computation. Therefore, 
the hardware configuration keeps a minimal number of components and eliminates the 
need for operator, and is considered to be economical and flexible. The source code at 
the backend integrates OpenCv library which is portable and fast for image processing, 
and the algorithm uses simple mathematical computation. Thus, the program is observed 
to be fast and achieves the goal of energy-saving and high efficiency in the aspect of 
software. 
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