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Abstract
In many studies multivariate event time data are generated from clusters having a
possibly complex association pattern. Flexible models are needed to capture this depen-
dence. Vine copulas serve this purpose. Inference methods for vine copulas are available
for complete data. Event time data, however, are often subject to right-censoring. As a
consequence, the existing inferential tools, e.g. likelihood estimation, need to be adapted.
A two-stage estimation approach is proposed. First, the marginal distributions are mod-
eled. Second, the dependence structure modeled by a vine copula is estimated via like-
lihood maximization. Due to the right-censoring single and double integrals show up in
the copula likelihood expression such that numerical integration is needed for its evalua-
tion. For the dependence modeling a sequential estimation approach that facilitates the
computational challenges of the likelihood optimization is provided. A three-dimensional
simulation study provides evidence for the good finite sample performance of the pro-
posed method. Using four-dimensional mastitis data, it is shown how an appropriate
vine copula model can be selected for data at hand.
Keywords: dependence modeling; multivariate event time data; maximum likelihood esti-
mation; right-censoring; survival analysis; vine copulas
1 Introduction
In many studies, primary interest lies in the time until a prespecified event occurs. Often, the
data appear in clusters. For example, in Laevens et al. (1997) time to mastitis infection in
udder quarters of primiparous cows is observed. The cow is the cluster and the infection times
of the four udder quarters are the clustered data. For an accurate analysis of clustered data
flexible models are needed to describe the underlying dependence pattern. Copulas provide
the right tools for this goal. A d-dimensional copula C is a distribution function on [0, 1]d with
uniformly distributed margins. According to Sklar (1959), a copula is a dependence function
that interconnects the marginal survival functions Sj , j = 1, . . . , d, and thereby models the
joint survival function S, i.e. with tj ≥ 0
S (t1, . . . , td) = C{S1 (t1) , . . . , Sd (td)}.
For clusters of size two, a large catalog of bivariate copula families exists. For clusters
of size more than two, popular multivariate copulas such as exchangeable (EAC) and nested
Archimedean copulas (NAC) (Embrechts et al. 2003; Hofert 2008; Joe 1993; Nelsen 2006) only
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induce restrictive association patterns. For instance, in EAC models all marginal copulas show
exactly the same type (and even strength) of tail-dependence. In NAC models, the nesting
condition limits all building blocks to stem from the same copula family leading again to the
same type (but not strength) of tail-dependence. More flexible models are thus needed to
capture complex association patterns present in clustered data. This is a difficult but at the
same time a challenging exercise. Flexible alternatives for EAC and NAC include Joe-Hu
copulas (Joe and Hu 1996) and vine copulas (Aas et al. 2009; Bedford and Cooke 2002; Czado
2010; Kurowicka and Joe 2010; Kurowicka and Cooke 2006). A Joe-Hu copula corresponds
to a mixture of positive powers of max-infinitely divisible bivariate copulas. The induced
association pattern is completely determined by the mixture and by the choice of bivariate
copulas. The idea of a vine copula is to decompose the joint density of the clustered event
times into a cascade of bivariate copula densities via conditioning. So, in both approaches
bivariate copulas or bivariate copula densities are the building blocks. Given the variety of
well-studied bivariate copulas, it is clear that Joe-Hu copulas and vine copulas allow a flexible
modeling of the within-cluster association in clustered event time data.
For the above mentioned copula models the focus is usually on complete, i.e. non-censored,
data. However, event time data are often subject to right-censoring. This means that for
some observations the true event time is not observed but instead a lower (censored) time
is registered. For example, in the mastitis study cows may be lost to follow-up (e.g. due to
death) or may experience the event after the end of the study (censored at study end). The
presence of right-censoring in clustered event time data complicates the statistical analysis
substantially, but its incorporation is indispensable to arrive at a sound statistical analysis.
Since this is not straightforward, the application of copulas to right-censored clustered data
has been less explored. Recently, Geerdens et al. (2016) studied, for right-censored data, the
model flexibility of Joe-Hu copulas as compared to less elaborate EAC and NAC models. Vine
copulas have not yet been studied for right-censored clustered event times. Therefore, our
main objective is to develop a likelihood based estimation approach using the flexible class
of vine copulas. Using the theorem of Sklar (1959) and following the ideas in Shih and Louis
(1995), we proceed in two steps. In step one, the survival margins are modeled. Here, any
estimation technique for univariate right-censored event time data can be used, e.g. maximum
likelihood estimation or the nonparametric Kaplan-Meier estimator. Focus, however, lies in
detecting the inherent dependence pattern using vine copula based likelihood estimation in
the second step. Due to right-censoring, numerical integration is needed, making the global
likelihood optimization computationally challenging. We introduce a sequential estimation
approach to find a fair trade-off between the numerical demand caused by data complexity
and the accuracy of the estimates.
In Section 2, we describe the construction of vine copulas; we consider trivariate and
quadruple data. The mastitis data are described in detail in Section 3. Following the ideas in
Shih and Louis (1995), Section 4 contains the likelihood function for right-censored quadru-
ple event time data. In particular, we provide the likelihood expression in terms of vine
copula components and therewith extend existing vine copula concepts to the setting of
right-censored clustered time-to-event data. In this section, we also discuss how to deal with
numerical aspects of the presented optimization method. A simulation study is performed in
Section 5 to demonstrate the good finite sample performance of our approach. In Section 6,
we revisit the mastitis data. Conclusions and remarks are collected in Section 7.
2 Vine Copulas
First, we recall the definition of vine copulas (Aas et al. 2009; Bedford and Cooke 2002; Czado
2010; Kurowicka and Cooke 2006; Kurowicka and Joe 2010) and explain how vine copulas
are constructed following the approach taken in Czado (2010).
The basic idea is to decompose a d-dimensional copula density c into a product of
2
Figure 1: Two examples of a four-dimensional vine structure: a D-vine on the left and a C-vine
on the right
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d (d− 1) /2 so-called pair-copulas via conditioning. The latter are copulas associated to bi-
variate conditional distributions. It is essential to note that the representation of c in terms
of pair-copulas is not unique. Depending on the conditioning strategy, there is a variety of
possible decompositions. To organize the structure of a d-dimensional vine-copula, Bedford
and Cooke (2002) propose a sequence of linked trees. More precisely, a set of connected
trees V := (T1, . . . , Td−1) is called a regular vine (R-vine) on d elements with the set of edges
E (V) := E1 ∪ · · · ∪Ed−1 and the set of nodes N (V) := N1 ∪ · · · ∪Nd−1 if the following holds:
1. T1 is a tree with nodes N1 = {1, . . . , d} and edges E1.
2. For j = 2, . . . , d− 1, Tj is a tree with nodes Nj = Ej−1 and edges Ej .
3. (Proximity condition) For j = 2, . . . , d− 1, whenever two nodes of Tj are connected by
an edge, the associated edges of Tj−1 share a node.
Two four-dimensional examples of possible tree sequences, also called vine structures, are
visualized in Figure 1. We see that except for the labeling of the nodes the two examples
illustrate the only possible ways to arrange the four nodes in T1. In the vine structure on
the right, there exists a unique node in Tj , j = 1, 2, 3, that is connected to d − j edges.
This vine structure suggests an ordering by importance and is referred to as a C-vine. The
vine structure on the left is called a D-vine. Here, no node is connected to more than two
edges implying a serial ordering. In particular, in dimension three C-vines and D-vines are
equivalent. In this paper, we concentrate on D-vines. The derived concepts, however, can
easily be applied to C-vines (Barthel 2015).
In the tree sequences, each node can be identified with a uniformly distributed random
variable and each edge corresponds to a pair-copula that captures the associated dependence.
To give insight into the dependencies that are captured by the examples in Figure 1 and into
the labeling of the edges, we construct the vine copula density c corresponding to the D-vine
in Figure 1. Recall that c is a density function defined on [0, 1]4 and that the univariate
marginals are uniform on [0, 1]. Therefore,
c (u1, u2, u3, u4) = c4|123 (u4|u1, u2, u3) c3|12 (u3|u1, u2)
× c2|1 (u2|u1) (1)
with
c2|1 (u2|u1) = c12 (u1, u2) . (2)
We now rewrite the conditional densities in (1) such that at the end we have a pair-copula
decomposition of c. The used conditioning strategy reflects the underlying D-vine structure.
In the following derivation, cij;k (for different i, j, k ∈ {1, 2, 3, 4}) is the bivariate copula
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density associated with the bivariate conditional distribution of (Ui, Uj) given Uk = uk; and
cij;kl (for different i, j, k, l ∈ {1, 2, 3, 4}) is the bivariate copula density associated with the
bivariate conditional distribution of (Ui, Uj) given Uk = uk and Ul = ul. Further, we rely on
the so-called simplifying assumption, which is commonly used for vine copulas. It states that
the bivariate copulas cij,k and cij;kl associated with bivariate conditional distributions do
not depend on the specific values of the conditioning variables, i.e. cij;k (·, ·;uk) ≡ cij;k (·, ·)
and cij;kl (·, ·;uk, ul) ≡ cij;kl (·, ·). See e.g. Hobæk Haff et al. (2010), Sto¨ber et al. (2013) and
Spanhel and Kurz (2015) for discussions on the simplifying assumption.
To rewrite c4|123 (u4|u1, u2, u3) in terms of pair-copulas, first note that
c4|123 (u4|u1, u2, u3)
=
c14|23 (u1, u4|u2, u3)
c1|23 (u1|u2, u3)
= c14;23{C1|23(u1|u2, u3),C4|23(u4|u2, u3)}
× c4|23(u4|u2, u3), (3)
where the second equality follows from an application of Sklar’s theorem (Sklar 1959) to the
bivariate conditional density c14|23; c14;23 is the corresponding copula density; C1|23 and C4|23
are the conditional marginals. In a similar way we obtain
c4|23(u4|u2, u3)
=
c24|3(u2, u4|u3)
c2|3(u2|u3)
= c24;3{C2|3(u2|u3),C4|3(u4|u3)}c34(u3, u4) (4)
and
c3|12(u3|u1, u2)
=
c13|2(u1, u3|u2)
c1|2(u1|u2)
= c13;2{C1|2(u1|u2),C3|2(u3|u2)}c23(u2, u3). (5)
From (1) - (5) it easily follows that
c (u1, u2, u3, u4)
= c12 (u1, u2) c23 (u2, u3) c34 (u3, u4)
× c13;2{C1|2 (u1|u2) ,C3|2 (u3|u2)}
× c24;3{C2|3 (u2|u3) ,C4|3 (u4|u3)}
× c14;23{C1|23 (u1|u2, u3) ,C4|23 (u4|u2, u3)}. (6)
Note that only bivariate copula densities are included. Since the latter can be chosen
independently from a large catalog of bivariate copula families, vine copulas proof themselves
as a flexible tool to model complex association patterns. Also, it is important to note that
the simplifying assumption affects the vine copula density only at the level of the bivariate
pair-copulas in T2 and T3. The arguments of the pair-copulas in T2 and T3, nevertheless,
do depend on the conditioning variables. They are conditional distribution functions of the
form Ci|k, Ck|i, Ci|jk and Cj|ik. Recall that these expressions are conditional marginals of
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bivariate conditional distributions that result from the conditioning strategy used. Thus,
they are completely determined by the underlying R-vine structure. They can be computed
by recursive partial differentiation of the pair-copulas of higher tree levels, i.e. it holds that
Ci|k (ui|uk)
=
∂
∂uk
Cik (ui, uk) ,
Ck|i (uk|ui)
=
∂
∂ui
Cik (ui, uk) ,
Ci|jk (ui|uj , uk)
=
∂
∂Cj|k (uj |uk)
Cij;k{Ci|k (ui|uk) ,Cj|k (uj |uk)}
and
Cj|ik (uj |ui, uk)
=
∂
∂Ci|k (ui|uk)
Cij;k{Ci|k (ui|uk) ,Cj|k (uj |uk)}.
Usually, these expressions are further identified with so-called h-functions that allow for
a recursive notation of the associated conditional distributions (Joe 1997). Recalling the
simplifying assumption, we define
hi|k (ui|uk) :=
∂
∂uk
Cik (ui, uk) ,
hk|i (uk|ui) :=
∂
∂ui
Cik (ui, uk) ,
hi|j;k (ui|uj) :=
∂
∂uj
Cij;k (ui, uj)
and
hj|i;k (uj |ui) :=
∂
∂ui
Cij;k (ui, uj) .
For instance, for the considered D-vine structure we have
C1|23 (u1|u2, u3) = h1|3;2{C1|2 (u1, u2)
∣∣C3|2 (u2, u3)}
= h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (u3|u2)}.
The vine copula density (6) can finally be written as
c (u1, u2, u3, u4)
= c12 (u1, u2) c23 (u2, u3) c34 (u3, u4) (7)
× c13;2{h1|2 (u1|u2) , h3|2 (u3|u2)}
× c24;3{h2|3 (u2|u3) , h4|3 (u4|u3)}
× c14;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (u3|u2)},
h4|2;3{h4|3 (u4|u3)
∣∣h2|3 (u2|u3)}] .
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Table 1: Censoring patterns of the mastitis data.
#censored observations in a cluster #cows
0 73
1 49
2 36
3 40
4 209
udder quarter percentage of censoring
front left 64.37%
front right 64.37%
rear left 68.80%
rear right 67.08%
In this section, we considered a four-dimensional example to explain how a d-dimensional
copula density can be decomposed into a product of bivariate copula densities. We further
introduced h-functions to provide an expression of the density exclusively in terms of vine
copula components. The presented concepts can be directly extended to d dimensions. For
complete data, likelihood based inference of regular (R) vine copulas is well elaborated (Diß-
mann et al. 2013; Brechmann et al. 2012). The algorithms to estimate the R-vine structure,
the associated bivariate copula families and the copula parameters are implemented in the
R-library VineCopula (Schepsmeier et al. 2017). In this paper, we assume the vine structure
and the bivariate copula families of a d-dimensional (d = 3 and d = 4) R-vine model to be
specified except for the parameters of the bivariate copulas. We investigate likelihood based
parameter estimation given d-dimensional event time data. Such data are typically subject
to right-censoring, which complicates the analysis in a non-trivial way.
3 Multivariate right-censored event time data:
the mastitis data
We consider vine copula based likelihood inference for d-dimensional event time data subject
to right-censoring. We focus on d = 3 and d = 4. For a sample of n clusters, let Tij be the
jth event time and Cij be the jth censoring time in cluster i (i = 1, . . . , n and j = 1, . . . , d).
We observe Yij = min(Tij , Cij) together with the censoring indicator δij = I(Tij ≤ Cij).
Throughout, we assume that Tij and Cij are independent (i = 1, . . . , n and j = 1, . . . , d)
and that censoring is noninformative. The setting where Cij = Ci for all j = 1, . . . , d is
called common (univariate) right-censoring. Before we discuss, in Section 4, likelihood based
estimation of the parameters of a vine copula model, we give some details on the data example
mentioned in the introduction.
The udder infection data of Laevens et al. (1997) already received considerable attention in
a number of papers, e.g. Duchateau and Janssen (2008), Massonnet et al. (2009) and Geerdens
et al. (2016). The study aims to quantify the impact of mastitis on the milk production and
the milk quality. For this, information on the time from parturition to infection is collected
for the four udder quarters of a cow. The cow is the cluster and the infection times of the
four udder quarters are the clustered data.
For the 407 primiparous cows in the study, the available data consist of the cow identi-
fication number, the minimum of the infection time and the censoring time (both in days)
for each udder quarter as well as the corresponding censoring indicators, e.g. for the first
cow the data information is given by {1, (67, 67, 119, 67), (1, 1, 1, 1)}, resp. for the last cow
{407, (279, 279, 279, 263), (0, 0, 0, 1)}, where the ordering in a data quadruple corresponds to
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left front, right front, left rear and right rear. Censoring occurs at the level of the udder
quarters and it is common (univariate) in the sense that the same censoring time applies to
all udder quarters of an individual cow. Table 1 summarizes information on the censoring
patterns of the mastitis data. In total, censoring is present in about 66.15% of the obser-
vations. The information loss for all four udder quarters due to the high censoring rate is
illustrated in Appendix C.1.
Flexible association modeling of the mastitis data via Joe-Hu copulas has been studied
by Geerdens et al. (2016). In Section 6, we use vine copulas to study the dependence pattern
in the mastitis data; our findings confirm the need for flexible modeling.
4 Vine based likelihood inference for four-dimensional event time
data
An appropriate likelihood expression is needed to perform parametric likelihood inference for
d-dimensional right-censored time-to-event data. We focus on quadruple data (d = 4). We
refer to Barthel (2015, Chapter 3) for a more detailed discussion.
Based on the observed data Y i = (Yi1, . . . , Yi4) and δi = (δi1, . . . , δi4) with Yij and δij
as given in Section 3 (i = 1, . . . , n and j = 1, . . . , 4), we define for each cluster the following
joint censoring indicators:
no censoring:
∆i (1, 2, 3, 4) := δi1δi2δi3δi4
all components censored:
∆i :=
4∏
j=1
(1− δij)
pth component not censored:
∆i (p) := δip
4∏
j=1;j 6=p
(1− δij)
pth, qth component not censored for p 6= q:
∆i (p, q) := δipδiq
4∏
j=1;j 6=p,q
(1− δij)
pth, qth, vth component not censored for w 6= p, q, v
and p 6= q 6= v:
∆i (p, q, v) := δipδiqδiv (1− δiw)
The actual censoring in a particular cluster determines the joint censoring indicators for
that cluster, e.g. for δi = (1, 0, 0, 1) we have ∆i (1, 4) = 1 and all other joint censoring
indicators equal zero. Using the notation uij = Sj(yij) (i = 1, . . . , n and j = 1, . . . , 4) for the
copula data linked to the observed data, we have for ∆i (1, 4) = 1 that ui1 and ui4 correspond
to true event times. On the other hand, ui2 and ui3 correspond to censoring times, meaning
that the copula data linked to the unknown true event times would take values smaller than
ui2 and ui3. Therefore, the contribution to the loglikelihood is given by
`i,d (θ;ui, δi)
= log
[
∂2
∂ui1∂ui4
C{ui1, S2(yi2), S3(yi3), ui4;θ}
] ∣∣∣∣ui1=S1(yi1)
ui4=S4(yi4)
,
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where ui = (ui1, ui2, ui3, ui4) and with θ the vector collecting all parameters of the copula C.
In general, the contribution of the i-th cluster to the loglikelihood is given by
`i,d (θ;ui, δi)
:= ∆i log{C (ui1, ui2, ui3, ui4;θ)}
+
4∑
p=1
∆i (p) log{ ∂
∂uip
C (ui1, ui2, ui3, ui4;θ)}
+
∑
p 6=q
∆i (p, q) log{ ∂
2
∂uip∂uiq
C (ui1, ui2, ui3, ui4;θ)}
+
∑
p 6=q 6=v
∆i (p, q, v) log{ ∂
3
∂uip∂uiq∂uiv
C (ui1, ui2, ui3, ui4;θ)}
+ ∆i (1, 2, 3, 4) log{c (ui1, ui2, ui3 ui4;θ)}.
The loglikelihood for four-dimensional time-to-event data subject to right-censoring is
therefore given by
logLn,d (θ;u1, . . . ,un, δ1, . . . , δn) :=
n∑
i=1
`i,d (θ;ui, δi) . (8)
Massonnet et al. (2009) and Geerdens et al. (2016) use this likelihood expression to model
dependencies within the mastitis data. Shih and Louis (1995) and Andersen (2005) consider
similar versions for bivariate event time data.
Once we have decided on the vine structure to be used, we need the vine version of the
partial derivatives in (8). For instance, for the D-vine given in Figure 1 we have
∂2C (ui1, ui2, ui3, ui4)
∂ui1∂ui4
=
∫ ui2
0
∫ ui3
0
c12 (ui1, vi2) c23 (vi2, vi3) c34 (vi3, ui4)
× c13;2{C1|2 (ui1|vi2) ,C3|2 (vi3|vi2)}
× c24;3{C2|3 (vi2|vi3) ,C4|3 (ui4|vi3)}
× c14;23{C1|23 (ui1|vi2, vi3) ,C4|23 (ui4|vi2, vi3)}dvi3dvi2
=
∫ ui2
0
∫ ui3
0
c12 (ui1, vi2) c23 (vi2, vi3) c34 (vi3, ui4)
× c13;2{h1|2 (ui1|vi2) , h3|2 (vi3|vi2)}
× c24;3{h2|3 (vi2|vi3) , h4|3 (ui4|vi3)}
× c14;23
[
h1|3;2{h1|2 (ui1|vi2)
∣∣h3|2 (vi3|vi2)},
h4|2;3{h4|3 (ui4|vi3)
∣∣h2|3 (vi2|vi3)}] dvi3dvi2.
The complete collection of vine equivalents of the partial derivatives is derived in Barthel
(2015, Chapter 3) and is given in Appendix A (Theorem 1 and Corollary 1).
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Practical implementation
We end this section by two remarks concerning the practical implementation of the presented
optimization problem.
First, note that in practice, the marginal survival functions, which are assumed to be
known in the above discussion, are typically unknown. We therefore use the two-stage es-
timation procedure described in Shih and Louis (1995). A parametric approach can be
applied. In stage one, we assume Sj(·) to be known up to some parameter vector αj , i.e.
Sj(·) = Sj(·,αj) (j = 1, . . . , 4). We obtain the maximum likelihood estimate (MLE) αˆj of αj
and calculate uˆij = Sj(yij , αˆj) (i = 1, . . . , n and j = 1, . . . , 4). In stage two, we replace uij
by the pseudo-observation uˆij (i = 1, . . . , n and j = 1, . . . , 4) and maximize the loglikelihood
with respect to θ. Alternatively, a semiparametric approach can be applied. In stage one,
we estimate the marginals nonparametrically. We obtain the Kaplan-Meier estimate (KME)
Sˆj(·) of Sj(·) (j = 1, . . . , 4) and calculate the pseudo-observations uˆij = Sˆj(yij). In stage two,
we use the latter as substitutes for uij and maximize the loglikelihood with respect to θ.
Second, due to right-censoring the use of single and double integrals and hence numerical
integration cannot be avoided when evaluating the loglikelihood. Thus, appropriate starting
values are indispensable for a reasonable trade-off between numerical demand and accuracy
of the estimates. Due to the rapidly increasing number of parameters for vine copulas in
higher dimensions this issue also arises for complete data. Herein, the so-called sequential
estimation approach of Dißmann et al. (2013) is usually applied. It splits up a d-dimensional
estimation problem into d(d−1)/2 bivariate ones. First, the parameters of the d−1 bivariate
copulas in T1 are estimated. Next, the parameter estimates are used to obtain estimates of
the h-functions. These estimates are needed as arguments in the pair-copulas in T2 when
estimating the d − 2 copula parameters in T2, etc. Hobæk Haff (2013) provide asymptotic
properties for this approach. Since it makes the estimation of high-dimensional vine copula
models tractable and computationally easy while showing excellent estimation performance,
analysis for complete data often exclusively rely on the sequential estimation approach.
In the setting with right-censored quadruple data, we can mimic this idea and estimate
the parameters of the three bivariate copulas in T1 separately by using the bivariate version
of the loglikelihood given in (8). However, by construction the arguments in T2 and T3 are not
associated with observed (event or censored) times. As a consequence, estimation via the two-
dimensional version of (8) is no longer feasible. Instead, after having obtained the parameter
estimates for T1, we substitute them in the loglikelihood (8), which we then maximize with
respect to the remaining copula parameters in T2 and T3. By doing so, we achieve dimension
reduction by at least 3 for d = 4. We refer to this approach as T1-sequential estimation.
Finally, we use the estimates of the T1-sequential approach as starting values to solve the
computationally heavy optimization problem with respect to all 6 parameters (d = 4) of the
vine copula model simultaneously (step 2 in the two-stage estimation procedure of Shih and
Louis (1995)). Bootstrap standard errors of the estimates for both the global estimation
approach and the T1-sequential estimation approach are obtained by using for a fitted model
the resampling scheme given in Appendix B.
For our calculations, we rely on standard optimization methods and the VineCopula
package in R (Schepsmeier et al. 2017), in which the evaluation of h-functions, of the cumu-
lative distribution function and of the density function is implemented for many parametric
bivariate copulas.
5 Simulation study
We investigate the finite sample performance of the loglikelihood approach presented in Sec-
tion 4 through a simulation study. To cover a broad range of simulation settings while keeping
the numerical effort for a large number of replications reasonable, we restrict ourselves to three
dimensions. The goal is to assess the impact of right-censoring on vine copula based estima-
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tion of the within-cluster association. For this purpose, various degrees of right-censoring,
different types of tail-dependence and different strengths of dependence are considered. A
more elaborate study can be found in Barthel (2015, Chapter 4).
5.1 Considered scenarios
To generate multivariate right-censored time-to-event data with a dependence structure spec-
ified by a vine copula, we simulate in a first step complete copula data using the R-package
VineCopula (Schepsmeier et al. 2017). We assume the copula C to be a vine copula with
density
c (u1, u2, u3)
= c12 (u1, u2) c23 (u2, u3) c13;2{C1|2 (u1|u2) ,C3|2 (u3|u2)}.
Recall that in dimension three, all vine structures are equivalent up to the labeling of
the nodes. Here, the copulas C12 and C23 are assumed to arise from the same copula family.
We investigate both the scenario of lower tail-dependent copulas using the Clayton family
and the scenario of upper tail-dependent copulas using the Gumbel family. For ease of
comparison, we take Kendall’s τ to be the same in both tail-dependence scenarios; we set
τ12 = 0.6 and τ23 = 0.6 assuming strong dependencies. We assume C13;2 to be a Frank
copula, which has no tail dependence, with moderate dependence τ13;2 = 0.3. Two extra
simulation settings considering τ12 = τ23 = τ13;2 = 0.1 (weak dependencies) and τ12 = τ23 =
τ13;2 = 0.3 (moderate dependencies) are included in Appendix C.2. The three copula families
are common choices covering the three standard tail-dependence scenarios for bivariate data.
Recall that in a vine copula model, these families can be arbitrarily combined allowing for
complex dependence structures such as asymmetric tail-dependence behavior.
In a second step, the inverse probability integral transform is applied to the marginal
copula data to obtain the true event times. Note that the proposed modeling strategy handles
marginal and dependence modeling separately with no restrictions with regard to the marginal
estimation. Thus, the settings for the marginal survival functions mainly serve the purpose to
define the transformation from copula data to data on the actual time scale without distorting
the dependence structure, which is our focus. Given that the Weibull is a commonly used
parametric survival function, we assume this form for the margins of the event times as well
as for the censoring mechanism, i.e. S (t) = exp
(− ( tλ)α) with shape parameter α and scale
parameter λ (in accordance with the parametrization used in R). The parameter choices are
given in Table 2 and are inspired by the marginal estimates of the trivariate tumorigenesis
data in Mantel et al. (1977). The latter motivated the extensive simulation study in Barthel
(2015, Section 4.1.1), on which we build our investigations. To assess the effect of censoring,
we investigate the performance of the estimation procedure for complete data as well as for a
moderate overall censoring rate of 25% and for a heavy censoring rate of 65%. Note that the
margins are affected to a different extent by the censoring mechanism as caused by distinct
survival functions.
Finally, the observed data are obtained by taking the minima of the true event times
and the associated censoring times. To this data we apply a two-stage approach for known
margins as well as for parametrically (MLE) and nonparametrically (KME) estimated mar-
gins as described in Section 4. In case of complete event time data, we use the empirical
distribution functions (ECDF) as nonparametric estimates for the marginals. All scenarios
are investigated for samples of size 200 and 500. Each sample is replicated 200 times.
5.2 Results
We visualize the results of the simulations in Figure 2 and Figure 3, where the true Kendall’s
τ values are indicated by a horizontal line. Figure 2 shows satisfactory performance of the
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Table 2: Specification of the Weibull parameters of the survival function for each of the event
times T1, T2, T3 and of the two common censoring distributions leading to 25%, resp. 65% overall
common right-censoring. Further, the individual censoring rates for each of the three margins are
shown.
Event times Censoring times
T1 T2 T3 25% 65%
Weibull parameters
α 3.39 4.20 3.53 6.72 6.72
λ 3.32 2.21 2.68 3.11 2.17
Marginal censoring
52% 12% 29% x
82% 49% 67% x
estimators when common right-censoring is present, even in case of heavy censoring (65%).
The two-stage approaches with (non)parametrically estimated margins benefit the most from
an increasing sample size. In particular, due to the comparable performance of the parametric
and the semiparametric estimation approach, the latter qualifies as an appropriate tool when
working with real data. It allows a flexible estimation of the marginals and excludes the
risk to misspecify the underlying parametric models. Figure 3 shows the censoring effect.
Comparing the upper and lower parts illustrates the impact of the marginal censoring rates.
Given Table 2 we indeed expect that τ23 can be estimated in a more accurate way than τ12.
Also, the method is more sensitive to a higher common right-censoring rate, especially when
estimating the parameters of a lower tail-dependent copula, as can be seen by comparing
the left-hand side and right-hand side of Figure 3. This is due to the lack of information
in the data for small copula values, i.e. high event times (see also Figure 4). Overall, we
can conclude that the presented method is on target for all investigated parameters in the
underlying R-vine models.
A detailed summary of the simulation results can be found in Table 3 and Table 4 (Clayton
for T1 and Frank for T2) and Table 5 and Table 6 (Gumbel for T1 and Frank for T2). Here,
θ is the true parameter value, θ¯ is the mean estimate, bˆ(θ¯) is the estimated bias, s2(θ¯) is the
estimated squared standard error and mse(θ¯) is the estimated mean squared error of θ¯. The
same performance measures are given for the corresponding Kendall’s τ values. Table 11 to
Table 18 in Appendix C.2 show similar results for the two extra simulation settings considering
weak and moderate dependencies for all three bivariate copulas.
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Figure 2: Boxplots of the estimated Kendall’s τ values for 65% common right-censored event time data with Clayton copulas (left) and Gumbel copulas (right)
in T1, true τ12 = 0.6, τ23 = 0.6, τ13;2 = 0.3 and sample sizes 200 and 500. Known margins, parametrically estimated (MLE) and nonparametrically (KME)
estimated margins are considered.
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Figure 3: Boxplots of the estimated Kendall’s τ values in T1 for an increasing percentage of common right-censoring with Clayton copulas (left) and Gumbel
copulas (right) in T1, true τ12 = 0.6, τ23 = 0.6 and sample size 500. Known margins, parametrically estimated margins (MLE) and nonparametrically estimated
margins (ECDF/KME) are considered.
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Table 3: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data with
sample sizes 200 and 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = 0.6, τ23 = 0.6 and τ13;2 = 0.3 is investigated. Known
margins, parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 3.00 3.14 0.1430 0.5762 0.5966 0.60 0.60 0.0025 0.0036 0.0036
C θ23 3.00 3.06 0.0609 0.2499 0.2536 0.60 0.60 0.0009 0.0016 0.0016
F θ13;2 2.92 3.03 0.1155 0.8131 0.8264 0.30 0.31 0.0052 0.0062 0.0062
M
L
E
C θ12 3.00 3.22 0.2247 0.6998 0.7504 0.60 0.61 0.0073 0.0040 0.0041
C θ23 3.00 3.12 0.1240 0.3782 0.3936 0.60 0.60 0.0039 0.0024 0.0024
F θ13;2 2.92 3.04 0.1190 0.8641 0.8783 0.30 0.31 0.0052 0.0066 0.0066
K
M
E
C θ12 3.00 3.15 0.1542 0.6681 0.6919 0.60 0.60 0.0021 0.0041 0.0041
C θ23 3.00 3.05 0.0455 0.3857 0.3877 0.60 0.60 -0.0025 0.0025 0.0026
F θ13;2 2.92 3.07 0.1548 0.8911 0.9151 0.30 0.31 0.0081 0.0066 0.0067
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 3.00 3.10 0.0983 0.2246 0.2343 0.60 0.60 0.0044 0.0013 0.0013
C θ23 3.00 3.03 0.0318 0.1083 0.1093 0.60 0.60 0.0008 0.0007 0.0007
F θ13;2 2.92 3.00 0.0855 0.3681 0.3754 0.30 0.31 0.0052 0.0027 0.0028
M
L
E
C θ12 3.00 3.11 0.1143 0.2703 0.2833 0.60 0.61 0.0051 0.0015 0.0015
C θ23 3.00 3.05 0.0460 0.1364 0.1386 0.60 0.60 0.0016 0.0008 0.0008
F θ13;2 2.92 3.00 0.0855 0.3771 0.3844 0.30 0.31 0.0052 0.0028 0.0028
K
M
E
C θ12 3.00 3.09 0.0887 0.2713 0.2791 0.60 0.60 0.0030 0.0016 0.0016
C θ23 3.00 3.00 0.0042 0.1323 0.1323 0.60 0.60 -0.0017 0.0008 0.0008
F θ13;2 2.92 3.02 0.0988 0.3867 0.3964 0.30 0.31 0.0063 0.0029 0.0029
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Table 4: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = 0.6, τ23 = 0.6 and τ13;2 = 0.3 is investigated.
Known margins, parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 3.00 3.03 0.0282 0.0537 0.0545 0.60 0.60 0.0014 0.0003 0.0003
C θ23 3.00 3.00 -0.0021 0.0322 0.0322 0.60 0.60 -0.0007 0.0002 0.0002
F θ13;2 2.92 2.94 0.0275 0.1431 0.1439 0.30 0.30 0.0015 0.0011 0.0011
M
L
E
C θ12 3.00 3.03 0.0345 0.0872 0.0884 0.60 0.60 0.0014 0.0006 0.0006
C θ23 3.00 3.00 -0.0028 0.0599 0.0599 0.60 0.60 -0.0012 0.0004 0.0004
F θ13;2 2.92 2.95 0.0292 0.1478 0.1487 0.30 0.30 0.0017 0.0011 0.0011
K
M
E
C θ12 3.00 2.99 -0.0113 0.0904 0.0905 0.60 0.60 -0.0024 0.0006 0.0006
C θ23 3.00 2.94 -0.0629 0.0621 0.0661 0.60 0.59 -0.0061 0.0004 0.0005
F θ13;2 2.92 2.96 0.0391 0.1497 0.1512 0.30 0.30 0.0025 0.0011 0.0012
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n C θ12 3.00 3.04 0.0364 0.0235 0.0248 0.60 0.60 0.0025 0.0001 0.0002
C θ23 3.00 3.00 0.0036 0.0239 0.0239 0.60 0.60 -0.0001 0.0002 0.0002
F θ13;2 2.92 2.96 0.0457 0.0916 0.0937 0.30 0.30 0.0035 0.0007 0.0007
M
L
E
C θ12 3.00 3.01 0.0110 0.0514 0.0515 0.60 0.60 0.0001 0.0003 0.0003
C θ23 3.00 2.98 -0.0247 0.0517 0.0523 0.60 0.60 -0.0028 0.0003 0.0003
F θ13;2 2.92 2.96 0.0408 0.0912 0.0929 0.30 0.30 0.0030 0.0007 0.0007
E
C
D
F
C θ12 3.00 3.02 0.0153 0.0543 0.0545 0.60 0.60 0.0004 0.0003 0.0003
C θ23 3.00 2.98 -0.0176 0.0551 0.0555 0.60 0.60 -0.0023 0.0004 0.0004
F θ13;2 2.92 2.97 0.0481 0.0977 0.1000 0.30 0.30 0.0036 0.0007 0.0008
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Table 5: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data with
sample sizes 200 and 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = 0.6, τ23 = 0.6 and τ13;2 = 0.3 is investigated. Known
margins, parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 2.50 2.53 0.0265 0.0641 0.0648 0.60 0.60 0.0003 0.0016 0.0016
G θ23 2.50 2.52 0.0201 0.0396 0.0400 0.60 0.60 0.0007 0.0010 0.0010
F θ13;2 2.92 2.99 0.0705 0.8978 0.9028 0.30 0.30 0.0008 0.0069 0.0069
M
L
E
G θ12 2.50 2.52 0.0158 0.0827 0.0830 0.60 0.60 -0.0026 0.0021 0.0021
G θ23 2.50 2.53 0.0250 0.0570 0.0577 0.60 0.60 0.0004 0.0014 0.0014
F θ13;2 2.92 3.00 0.0783 0.9986 1.0048 0.30 0.30 0.0009 0.0076 0.0076
K
M
E
G θ12 2.50 2.58 0.0820 0.1069 0.1136 0.60 0.61 0.0067 0.0023 0.0024
G θ23 2.50 2.56 0.0558 0.0634 0.0665 0.60 0.60 0.0049 0.0015 0.0015
F θ13;2 2.92 3.00 0.0805 0.9979 1.0044 0.30 0.30 0.0011 0.0075 0.0075
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 2.50 2.54 0.0376 0.0291 0.0305 0.60 0.60 0.0042 0.0007 0.0007
G θ23 2.50 2.51 0.0106 0.0170 0.0171 0.60 0.60 0.0006 0.0004 0.0004
F θ13;2 2.92 2.97 0.0494 0.3800 0.3825 0.30 0.30 0.0020 0.0030 0.0030
M
L
E
G θ12 2.50 2.53 0.0324 0.0376 0.0386 0.60 0.60 0.0029 0.0009 0.0009
G θ23 2.50 2.51 0.0107 0.0243 0.0244 0.60 0.60 0.0002 0.0006 0.0006
F θ13;2 2.92 2.97 0.0507 0.3892 0.3918 0.30 0.30 0.0021 0.0030 0.0030
K
M
E
G θ12 2.50 2.55 0.0524 0.0445 0.0472 0.60 0.61 0.0056 0.0010 0.0011
G θ23 2.50 2.52 0.0162 0.0254 0.0257 0.60 0.60 0.0010 0.0006 0.0006
F θ13;2 2.92 2.98 0.0578 0.4216 0.4249 0.30 0.30 0.0025 0.0033 0.0033
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Table 6: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = 0.6, τ23 = 0.6 and τ13;2 = 0.3 is investigated.
Known margins, parametrically estimated margins (MLE) and nonparametrically estimated margins (ECDF/KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 2.50 2.52 0.0181 0.0129 0.0132 0.60 0.60 0.0021 0.0003 0.0003
G θ23 2.50 2.51 0.0052 0.0100 0.0101 0.60 0.60 0.0002 0.0003 0.0003
F θ13;2 2.92 2.93 0.0107 0.1517 0.1518 0.30 0.30 0.0000 0.0012 0.0012
M
L
E
G θ12 2.50 2.52 0.0207 0.0198 0.0203 0.60 0.60 0.0021 0.0005 0.0005
G θ23 2.50 2.51 0.0084 0.0148 0.0148 0.60 0.60 0.0004 0.0004 0.0004
F θ13;2 2.92 2.92 0.0027 0.1529 0.1529 0.30 0.30 -0.0007 0.0012 0.0012
K
M
E
G θ12 2.50 2.52 0.0193 0.0207 0.0210 0.60 0.60 0.0018 0.0005 0.0005
G θ23 2.50 2.50 0.0018 0.0155 0.0155 0.60 0.60 -0.0007 0.0004 0.0004
F θ13;2 2.92 2.93 0.0106 0.1602 0.1603 0.30 0.30 -0.0001 0.0012 0.0012
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n G θ12 2.50 2.52 0.0212 0.0078 0.0083 0.60 0.60 0.0029 0.0002 0.0002
G θ23 2.50 2.51 0.0064 0.0086 0.0086 0.60 0.60 0.0005 0.0002 0.0002
F θ13;2 2.92 2.96 0.0388 0.0997 0.1012 0.30 0.30 0.0028 0.0008 0.0008
M
L
E
G θ12 2.50 2.51 0.0136 0.0123 0.0125 0.60 0.60 0.0014 0.0003 0.0003
G θ23 2.50 2.50 -0.0000 0.0131 0.0131 0.60 0.60 -0.0008 0.0003 0.0003
F θ13;2 2.92 2.95 0.0276 0.0983 0.0991 0.30 0.30 0.0018 0.0008 0.0008
E
C
D
F
G θ12 2.50 2.53 0.0255 0.0135 0.0141 0.60 0.60 0.0032 0.0003 0.0003
G θ23 2.50 2.51 0.0094 0.0144 0.0145 0.60 0.60 0.0006 0.0004 0.0004
F θ13;2 2.92 2.95 0.0279 0.1040 0.1048 0.30 0.30 0.0018 0.0008 0.0008
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6 Real data application: The mastitis data
In this section, we investigate the dependence structure present in the mastitis data by fitting
several vine copula models. According to Laevens (personal communication and Laevens et al.
(1997)), there is no biological rule that could provide guidance for the dependence modeling.
The primary goal is therefore to illustrate how the introduced methodology can be applied
to real data. In particular, we give insights about the effect of right-censoring in the context
of copula estimation. Also, earlier investigations of the mastitis data using e.g. EAC models
(Massonnet et al. 2009; Geerdens et al. 2016) assumed equal correlations between all pairs
of udder quarters inducing rather restrictive association patterns. We will see that these less
elaborate models do not sufficiently fit the data.
Before starting the discussion on model selection, recall that we observe 407 clusters (cows)
with 66.15% censoring (see Table 1). Further, it is important to note that the information
loss due to right-censoring complicates accurate model selection and implies – as will be seen
from the further discussion – the need for careful comparison of possible models. Pairs plots
can be used to demonstrate the information loss in a graphical way. In Figure 4, we give the
pairs plot for the data points (uˆFLi , uˆ
FR
i ) with uˆ
FL
i = SˆFL(y
FL
i ) and uˆ
FR
i = SˆFR(y
FR
i ), where
yFLi and y
FR
i are the observed infection times for the front left udder quarter and the front
right udder quarter of cow i, i = 1, . . . , 407, and SˆFL and SˆFR are the corresponding Kaplan-
Meier estimates. Given the heavy censoring, the scatter plot for the data points (yFLi , y
FR
i )
would contain only a few points in the upper right corner (of the first quadrant), which in
turn leads to an almost empty lower left corner in Figure 4 (see the annotation in the caption
of Figure 4 for the graphical representation of censored observations). The Kaplan-Meier
survival functions estimated for the four udder quarters and pairs plots for all udder quarter
pairs are given in Figure 5 and Figure 6 of Appendix C.1.
Given the good performance of the two-stage semiparametric estimation in the simulation
study, we flexibly model the marginal survival functions using the Kaplan-Meier estimator
and thus do not imply any parametric assumptions for the underyling data. We maximize
the loglikelihood (8) over all copula parameters using the parameter estimates obtained from
the T1-sequential approach as starting values. We consider vine copula models based on
one parameter bivariate copulas such that all considered models have the same number of
parameters (six). In this case, the AIC and BIC both select the model that gives the high-
est loglikelihood. We therefore use the loglikelihood for model selection. The use of the
loglikelihood value as well as AIC and BIC for model selection in the context of semipara-
metric copula estimation for right-censored data has been studied in Chen et al. (2010) and
in Geerdens et al. (2016).
In the following, we assume a D-vine tree structure for the mastitis data. All possible 12
D-vines are represented in Table 7 by their first tree level, since the latter uniquely deter-
mines the whole D-vine structure. For all D-vines the same type of copula is assumed in T1,
however allowing for different parameters. We consider the Clayton, Gumbel or Frank cop-
ula, respectively. With this choice we account for possible lower and upper tail-dependence
as well as for no tail-dependence inherent in the underlying data. In particular, asymmet-
ric tail-dependence behavior is modeled through combination of the copula families in the
considered D-vine copula models. Further, Frank copulas are taken in the two lower tree
levels. By doing so, 36 models are investigated in total. Table 7 shows the loglikelihood
values for the considered models obtained via simultaneous estimation of all six parameters.
The loglikelihood values obtained through the T1-sequential estimation approach are shown
in brackets. In general, D-vine structures that capture the dependence along the two flanks
perform best, whereas D-vines with two diagonals would generally not be selected. Further,
the choice of Frank and Clayton copulas in T1 is superior to the one of Gumbel copulas.
Models with Frank copulas perform slightly better than those with Clayton copulas. Recall
that for heavily censored copula data the lower left corner of a pairs plot is empty. However,
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there might be a considerable amount of observed event times in the upper right corner,
where, therefore, most of the information is located (see Figure 4). Since Clayton and Frank
copulas behave similar in the upper right corner, i.e. for early event times, it is clear that
the information loss in case of heavy right-censoring makes it difficult to distinguish between
Clayton and Frank copulas.
To further explore this finding we consider for the D-vine with structure (c) (the best
performing structure in Table 7) the 24 additional vine models (besides C-C-C, G-G-G and
F-F-F in T1) having structure (c), where we allow combinations of Clayton, Gumbel and Frank
copulas in T1. The loglikelihood values are listed in Table 8. The model with all dependencies
captured by Frank copulas remains the best (see Table 7), but models which combine Clayton
and Frank copulas in T1 perform equally well. The estimated copula parameters of the four
best models are given in Table 9 together with their corresponding estimated Kendall’s τ
values and tail-dependence coefficients. A strong lower tail-dependence and thus a strong
association between late event times is detected for Clayton copulas in T1. Further, the
strength of overall dependence detected for the three udder pairs in T1 is higher for Clayton
copulas as compared to Frank copulas. The fact that it is difficult to distinguish between
Clayton and Frank is a typical consequence of the information loss caused by the heavy
censoring in the data. To obtain standard errors 100 bootstrap replications are used, both for
global likelihood estimation and for T1-sequential likelihood estimation. Using 100 bootstrap
samples, the estimates for the standard error of the various parameters are already quite
accurate. Details on the bootstrap algorithm for right-censored event time data modeled via
a vine copula are given in Appendix B. Detailed bootstrapping results for the mastitis data
are available in Appendix C.3.
The results are in line with the findings in Geerdens et al. (2016), where a Joe-Hu copula
that combines a Clayton Laplace transform with bivariate Frank copulas is in the top three
of the best models. Both analyses, using a vine copula or a Joe-Hu copula, stress the need
for flexible copula models for the mastitis data.
We conclude by an important remark on the practical implementation of the optimization
procedure. A comparison of the estimation results for both considered estimation methods
qualifies the T1-sequential estimation approach as an important simplification and a valid
alternative for the computationally extensive full loglikelihood optimization. Given that
heavy censoring goes along with numerical challenges in the full optimization approach, the
T1-sequential approach is the estimation method to apply in practice.
Figure 4: Pairs plot of the two front udder quarters of the mastitis data based on pseudo-
observations generated via Kaplan-Meier estimates of the marginals. Observations shown as • are
event times for both udder quarters; ← is an event time only for FR; ↓ is an event time only for
FL; censored in both components is shown as←↓.
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Front left quarter (FL)
Fro
nt 
rig
ht 
qu
art
er 
(FR
)
19
Table 7: D-vine structures considered for the mastitis data and corresponding loglikelihood val-
ues obtained via simultaneous estimation of all six parameters (T1-sequential estimation). Frank
copulas are taken in T2 and T3.
FRONT
L
E
F
T
(a) (b) (c) (d) (e) (f)
R
IG
H
T
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
(g) (h) (i) (j) (k) (l)
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
1 2
3 4
REAR
D-vine
Common family in T1
Clayton Gumbel Frank
lo
gl
ik
el
ih
o
o
d
(a) -138.73
(-138.82)
-153.45
(-153.69)
-137.24
(-137.30)
(b) -139.19
(-139.25)
-148.91
(-148.99)
-136.05
(-136.10)
(c) -127.93
(-127.96)
-142.98
(-143.09)
-124.70
(-124.82)
(d) -138.47
(-138.56)
-147.99
(-148.25)
-134.91
(-134.95)
(e) -141.45
(-141.56)
-142.29
(-142.44)
-137.62
(-137.65)
(f) -129.78
(-129.88)
-145.89
(-145.99)
-130.10
(-130.16)
(g) -138.05
(-138.42)
-143.71
(-144.80)
-135.95
(-136.41)
(h) -132.53
(-132.60)
-145.33
(-145.40)
-131.17
(-131.28)
(i) -140.63
(-140.89)
-145.50
(-145.98)
-139.28
(-139.46)
(j) -133.55
(-132.57)
-143.81
(-143.88)
-134.71
(-134.82)
(k) -137.42
(-137.63)
-141.61
(-141.81)
-136.92
(-137.17)
(l) -134.37
(-134.50)
-145.29
(-145.73)
-134.23
(-134.29)
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Table 8: Loglikelihood values obtained via simultaneous estimation of all six parameters (the
T1-sequential estimation approach). The considered models all have D-vine structure (c) and
combinations of Clayton (C), Gumbel (G) and Frank (F) copulas in T1. Frank copulas are taken
in T2 and T3.
Families in T1: fam13–fam34–fam24
lo
gl
ik
el
ih
o
o
d
C–C–F C–F–C F–C–C
-127.31 (-127.58) -125.73 (-125.83) -128.67 (-128.78)
C–F–F F–C–F F–F–C
-125.39 (-125.49) -127.81 (-127.90) -125.66 (-125.77)
C–C–G C–G–C G–C–C
-141.21 (-141.28) -137.64 (-137.66) -145.48 (-145.56)
C–G–G G–C–G G–G–C
-138.50 (-138.53) -155.25 (-155.28) -143.59 (-143.61)
C–G–F C–F–G G–C–F
-135.04 (-135.08) -137.86 (-138.14) -144.30 (-144.37)
F–C–G G–F–C F–G–C
-141.29 (-141.36) -141.28 (-141.47) -136.04 (-136.08)
G–G–F G–F–G F–G–G
-136.40 (-136.42) -139.75 (-139.77) -149.23 (-149.27)
G–F–F F–G–F F–F–G
-139.38 (-139.56) -132.76 (-132.77) -137.16 (-137.43)
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Table 9: Estimated copula parameters, Kendall’s τ values and tail-dependence coefficients for the four best models fitted to the mastitis data with underlying
D-vine structure (c). Results for both the T1-sequential estimation approach and for joint estimation of all six parameters are shown. Standard errors are obtained
using the bootstrap algorithm described in Appendix B and are given in parenthesis.
T1-sequential estimation Global estimation
logll Parameter Kendall’s τ
Lower tail
logll Parameter Kendall’s τ
Lower tail
dependence dependence
F; θˆ13 6.38 (0.81) 0.53 (0.04) – 6.56 (0.80) 0.54 (0.04) –
F; θˆ34 6.34 (0.79) 0.53 (0.04) – 6.34 (0.75) 0.53 (0.04) –
F; θˆ24 -124.82
6.77 (0.80) 0.55 (0.04) –
-124.70
6.99 (0.77) 0.56 (0.03)
F; θˆ14;3 1.67 (0.57) 0.18 (0.06) – 1.68 (0.55) 0.18 (0.06)
F; θˆ23;4 2.81 (0.57) 0.29 (0.05) – 2.79 (0.55) 0.29 (0.05) –
F; θˆ12;34 3.72 (0.63) 0.37 (0.05) – 3.71 (0.65) 0.37 (0.05) –
C; θˆ13 3.60 (0.58) 0.64 (0.04) 0.82 (0.03) 3.78 (0.58) 0.65 (0.04) 0.83 (0.02)
F; θˆ34 6.34 (0.79) 0.53 (0.04) – 6.39 (0.75) 0.53 (0.04) –
F; θˆ24 -125.49
6.77 (0.79) 0.55 (0.04) –
-125.39
6.93 (0.74) 0.56 (0.03) –
F; θˆ14;3 1.49 (0.58) 0.16 (0.06) – 1.51 (0.53) 0.16 (0.05) –
F; θˆ23;4 2.81 (0.53) 0.29 (0.05) – 2.78 (0.51) 0.29 (0.05) –
F; θˆ12;34 3.48 (0.63) 0.35 (0.05) – 3.48 (0.61) 0.35 (0.05) –
F; θˆ13 6.38 (0.81) 0.53 (0.04) – 6.51 (0.79) 0.54 (0.04) –
F; θˆ34 6.34 (0.79) 0.53 (0.04) – 6.36 (0.72) 0.53 (0.04) –
C; θˆ24 -125.77
3.90 (0.60) 0.66 (0.03) 0.84 (0.02)
-125.66
4.10 (0.61) 0.67 (0.03) 0.84 (0.02)
F; θˆ14;3 1.54 (0.55) 0.17 (0.06) – 1.57 (0.55) 0.17 (0.06) –
F; θˆ23;4 2.76 (0.55) 0.29 (0.05) – 2.79 (0.55) 0.29 (0.05) –
F; θˆ12;34 3.86 (0.64) 0.38 (0.05) – 3.86 (0.65) 0.38 (0.05) –
C; θˆ13 3.60 (0.58) 0.64 (0.04) 0.82 (0.03) 3.75 (0.61) 0.65 (0.04) 0.83 (0.03)
F; θˆ34 6.34 (0.79) 0.53 (0.04) – 6.40 (0.74) 0.53 (0.04) –
C; θˆ24 -125.83
3.90 (0.59) 0.66 (0.03) 0.84 (0.02)
-125.73
4.04 (0.59) 0.67 (0.03) 0.84 (0.02)
F; θˆ14;3 1.36 (0.57) 0.15 (0.06) – 1.39 (0.55) 0.15 (0.06) –
F; θˆ23;4 2.71 (0.53) 0.28 (0.05) – 2.72 (0.51) 0.28 (0.05) –
F; θˆ12;34 3.70 (0.64) 0.37 (0.05) – 3.71 (0.63) 0.37 (0.05) –
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7 Discussion
In this paper, we investigate likelihood based inference for clustered right-censored event times
using vine copulas. Prior to this work, vine theory has only been developed for complete data.
The estimation procedure is conducted in two subsequent steps (two-stage approach). First,
the marginal distributions are estimated considering standard parametric and nonparametric
estimation techniques for univariate right-censored data. Second, the dependence structure
is modeled. Theorem 1 and Corollary 1 (see A) provide the likelihood contributions for right-
censored quadruple data in terms of vine copula components. For right-censored trivariate
data a simulation study gives evidence that the presented estimators are on target. Several R-
vine models are fitted to the four-dimensional mastitis data using both a full and a sequential
estimation approach. The results qualify the latter as the preferable estimation technique
in practice. It provides comparable estimation results while significantly simplifying the
numerically challenging optimization problem. Our findings for the mastitis data are in line
with Geerdens et al. (2016), where the Joe-Hu family is used for flexible dependence modeling
in right-censored event time data. Both methods, the one based on vine copulas as well as
the one based on Joe-Hu copulas, stress the need for more flexible copula models as compared
to less elaborated ones such as exchangeable (EAC) and nested Archimedean copulas (NAC).
For all models, the data complexity due to right-censoring makes the statistical analysis
of multivariate event time data highly challenging with regard to numerical demand and
computational manageability.
Having the basic methodology at hand provides room for further research on the use of
vine copulas in the presence of censoring. Often a data set includes one or more covariates.
In the context of copula models a covariate can affect the survival margins and/or the de-
pendence structure. If the covariate is at the level of the cluster and only takes a few values,
the data set can be split into several subsets and the proposed copula modeling can be used
for each subset separately. If the covariate at the level of the cluster is continuous, then
one can model the copula parameters as a function of the covariate (e.g. linear) and further
proceed as in this paper. If a covariate is not at the level of the cluster it is not possible to
discuss its impact on the association and the covariate can only be included in the margins
by using e.g. a Cox model in the first estimation step. Nonparametric marginal estimation
is more involved when covariates are present. An option is to apply the Beran estimator or
an extended version of it (Beran 1981). Using ideas from this paper, we currently look at
applications for recurrent data. The first results of this ongoing project look promising and
will be reported in an upcoming manuscript.
Computational aspects
All computations were conducted on a customary Windows 7 Lenovo laptop with Intel(R)
Core(TM) i5-3320M CPU @ 2.60 GHz and 8 GB RAM.
For scenarios in the simulation study with a sample size of 500, the computation time for
one loglikelihood optimization, i.e. for one replication, ranges from on average 0.15 seconds
for complete data to 3.2 minutes in case of 65% censoring. This observation is due to an
increasing amount of integrals which need to be evaluated with an increasing percentage
of censored observations. For censored data, the three estimators using known margins,
parametrically and nonparametrically estimated margins show comparable performance in
terms of computation time.
For the mastitis data, the loglikelihood function for a given vine copula model and there-
with its optimization highly depends on the underlying R-vine structure. The latter deter-
mines, based on the censoring pattern within the clusters, the number of double integrals
that need to be evaluated in each iteration step. The complexity of the double integrals on
the other hand depends on the bivariate building blocks of the vine copula model. The com-
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plete loglikelihood optimization, i.e. finding starting values via the T1-sequential estimation
approach and subsequent full optimization with respect to all parameters, takes on aver-
age 3 hours for (in terms of computational complexity) moderate loglikelihood expressions.
Calculations for numerically highly complex loglikelihood functions took up to 2 days.
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A Partial derivatives of a four-dimensional D-vine
Theorem 1. For the copula density (6) the following holds:
1. C (u1, u2, u3, u4)
=
∫ u2
0
∫ u3
0
c23 (v2, v3)C14;23{C1|23 (u1|v2, v3) ,C4|23 (u4|v2, v3)}dv3dv2
2.(a)
∂C (u1, u2, u3, u4)
∂u1
=
∫ u2
0
∫ u3
0
c12 (u1, v2) c23 (v2, v3) c13;2{C1|2 (u1|v2) ,C3|2 (v3|v2)}
× ∂
∂u˜1
C14;23{u˜1,C4|23 (u4|v2, v3)}
∣∣∣∣
u˜1=C1|23(u1|v2,v3)
dv3dv2
(b)
∂C (u1, u2, u3, u4)
∂u2
=
∫ u3
0
c23 (u2, v3)C14;23{C1|23 (u1|u2, v3) ,C4|23 (u4|u2, v3)}dv3
(c)
∂C (u1, u2, u3, u4)
∂u3
=
∫ u2
0
c23 (v2, u3)C14;23{C1|23 (u1|v2, u3) ,C4|23 (u4|v2, u3)}dv2
(d)
∂C (u1, u2, u3, u4)
∂u4
=
∫ u2
0
∫ u3
0
c23 (v2, v3) c34 (v3, u4) c24;3{C2|3 (v2|v3) ,C4|3 (u4|v3)}
× ∂
∂u˜4
C14;23{C1|23 (u1|v2, v3) , u˜4}
∣∣∣∣
u˜4=C4|23(u4|v2,v3)
dv3dv2
3.(a)
∂2C (u1, u2, u3, u4)
∂u1∂u2
=
∫ u3
0
c12 (u1, u2) c23 (u2, v3) c13;2{C1|2 (u1|u2) ,C3|2 (v3|u2)}
× ∂
∂u˜1
C14;23{u˜1,C4|23 (u4|u2, v3)}
∣∣∣∣
u˜1=C1|23(u1|u2,v3)
dv3
(b)
∂2C (u1, u2, u3, u4)
∂u1∂u3
=
∫ u2
0
c12 (u1, v2) c23 (v2, u3) c13;2{C1|2 (u1|v2) ,C3|2 (u3|v2)}
× ∂
∂u˜1
C14;23{u˜1,C4|23 (u4|v2, u3)}
∣∣∣∣
u˜1=C1|23(u1|v2,u3)
dv2
(c)
∂2C (u1, u2, u3, u4)
∂u1∂u4
=
∫ u2
0
∫ u3
0
c12 (u1, v2) c23 (v2, v3) c34 (v3, u4)
× c13;2{C1|2 (u1|v2) ,C3|2 (v3|v2)}c24;3{C2|3 (v2|v3) ,C4|3 (u4|v3)}
× c14;23{C1|23 (u1|v2, v3) ,C4|23 (u4|v2, v3)}dv3dv2
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(d)
∂2C (u1, u2, u3, u4)
∂u2∂u3
= c23 (u2, u3)C14;23{C1|23 (u1|u2, u3) ,C4|23 (u4|u2, u3)}
(e)
∂2C (u1, u2, u3, u4)
∂u2∂u4
=
∫ u3
0
c23 (u2, v3) c34 (v3, u4) c24;3{C2|3 (u2|v3) ,C4|3 (u4|v3)}
× ∂
∂u˜4
C14;23{C1|23 (u1|u2, v3) , u˜4}
∣∣∣∣
u˜4=C4|23(u4|u2,v3)
dv3
(f)
∂2C (u1, u2, u3, u4)
∂u3∂u4
=
∫ u2
0
c23 (v2, u3) c34 (u3, u4) c24;3{C2|3 (v2|u3) ,C4|3 (u4|u3)}
× ∂
∂u˜4
C14;23{C1|23 (u1|v2, u3) , u˜4}
∣∣∣∣
u˜4=C4|23(u4|v2,u3)
dv2
4.(a)
∂3C (u1, u2, u3, u4)
∂u1∂u2∂u3
= c12 (u1, u2) c23 (u2, u3) c13;2{C1|2 (u1|u2) ,C3|2 (u3|u2)}
× ∂
∂u˜1
C14;23{u˜1,C4|23 (u4|u2, u3)}
∣∣∣∣
u˜1=C1|23(u1|u2,u3)
(b)
∂3C (u1, u2, u3, u4)
∂u1∂u2∂u4
=
∫ u3
0
c12 (u1, u2) c23 (u2, v3) c34 (v3, u4)
× c13;2{C1|2 (u1|u2) ,C3|2 (v3|u2)}c24;3{C2|3 (u2|v3) ,C4|3 (u4|v3)}
× c14;23{C1|23 (u1|u2, v3) ,C4|23 (u4|u2, v3)}dv3
(c)
∂3C (u1, u2, u3, u4)
∂u1∂u3∂u4
=
∫ u2
0
c12 (u1, v2) c23 (v2, u3) c34 (u3, u4)
× c13;2{C1|2 (u1|v2) ,C3|2 (u3|v2)}c24;3{C2|3 (v2|u3) ,C4|3 (u4|u3)}
× c14;23{C1|23 (u1|v2, u3) ,C4|23 (u4|v2, u3)}dv2
(d)
∂3C (u1, u2, u3, u4)
∂u2∂u3∂u4
= c23 (u2, u3) c34 (u3, u4) c24;3{C2|3 (u2|u3) ,C4|3 (u4|u3)}
× ∂
∂u˜4
C14;23{C1|23 (u1|u2, u3) , u˜4}
∣∣∣∣
u˜4=C4|23(u4|u2,u3)
5. c (u1, u2, u3, u4)
= c12 (u1, u2) c23 (u2, u3) c34 (u3, u4) c13;2{C1|2 (u1|u2) ,C3|2 (u3|u2)}
× c24;3{C2|3 (u2|u3) ,C4|3 (u4|u3)}c14;23{C1|23 (u1|u2, u3) ,C4|23 (u4|u2, u3)}
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Corollary 1. In terms of h-functions, for the copula density (6) the following holds:
1. C (u1, u2, u3, u4)
=
∫ u2
0
∫ u3
0
C14;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (v3|v2)}, h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (v2|v3)}]
× c23 (v2, v3) dv3dv2
2.(a)
∂C (u1, u2, u3, u4)
∂u1
=
∫ u2
0
∫ u3
0
c12 (u1, v2) c23 (v2, v3) c13;2{h1|2 (u1|v2) , h3|2 (v3|v2)}
× h4|1;23
[
h4|2;3{h4|3 (u4|v3)
∣∣h2|3 (v2|v3)}∣∣∣∣h1|3;2{h1|2 (u1|v2) ∣∣h3|2 (v3|v2)}] dv3dv2
(b)
∂C (u1, u2, u3, u4)
∂u2
=
∫ u3
0
C14;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (v3|u2)}, h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (u2|v3)}]
× c23 (u2, v3) dv3
(c)
∂C (u1, u2, u3, u4)
∂u3
=
∫ u2
0
C14;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (u3|v2)}, h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (v2|u3)}]
× c23 (v2, u3) dv2
(d)
∂C (u1, u2, u3, u4)
∂u4
=
∫ u2
0
∫ u3
0
c23 (v2, v3) c34 (v3, u4) c24;3{h2|3 (v2|v3) , h4|3 (u4|v3)}
× h1|4;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (v3|v2)}∣∣∣∣h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (v2|v3)}] dv3dv2
3.(a)
∂2C (u1, u2, u3, u4)
∂u1∂u2
=
∫ u3
0
c12 (u1, u2) c23 (u2, v3) c13;2{h1|2 (u1|u2) , h3|2 (v3|u2)}
× h4|1;23
[
h4|2;3{h4|3 (u4|v3)
∣∣h2|3 (u2|v3)}∣∣∣∣h1|3;2{h1|2 (u1|u2) ∣∣h3|2 (v3|u2)}] dv3
(b)
∂2C (u1, u2, u3, u4)
∂u1∂u3
=
∫ u2
0
c12 (u1, v2) c23 (v2, u3) c13;2{h1|2 (u1|v2) , h3|2 (u3|v2)}
× h4|1;23
[
h4|2;3{h4|3 (u4|u3)
∣∣h2|3 (v2|u3)}∣∣∣∣h1|3;2{h1|2 (u1|v2) ∣∣h3|2 (u3|v2)}] dv2
(c)
∂2C (u1, u2, u3, u4)
∂u1∂u4
=
∫ u2
0
∫ u3
0
c12 (u1, v2) c23 (v2, v3) c34 (v3, u4)
× c13;2{h1|2 (u1|v2) , h3|2 (v3|v2)}c24;3{h2|3 (v2|v3) , h4|3 (u4|v3)}
× c14;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (v3|v2)}, h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (v2|v3)}] dv3dv2
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(d)
∂2C (u1, u2, u3, u4)
∂u2∂u3
= c23 (u2, u3)C14;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (u3|u2)}, h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (u2|u3)}]
(e)
∂2C (u1, u2, u3, u4)
∂u2∂u4
=
∫ u3
0
c23 (u2, v3) c34 (v3, u4) c24;3{h2|3 (u2|v3) , h4|3 (u4|v3)}
× h1|4;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (v3|u2)}∣∣∣∣h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (u2|v3)}] dv3
(f)
∂2C (u1, u2, u3, u4)
∂u3∂u4
=
∫ u2
0
c23 (v2, u3) c34 (u3, u4) c24;3{h2|3 (v2|u3) , h4|3 (u4|u3)}
× h1|4;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (u3|v2)}∣∣∣∣h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (v2|u3)}] dv2
4.(a)
∂3C (u1, u2, u3, u4)
∂u1∂u2∂u3
= c12 (u1, u2) c23 (u2, u3) c13;2{h1|2 (u1|u2) , h3|2 (u3|u2)}
× h4|1;23
[
h4|2;3{h4|3 (u4|u3)
∣∣h2|3 (u2|u3)}∣∣∣∣h1|3;2{h1|2 (u1|u2) ∣∣h3|2 (u3|u2)}]
(b)
∂3C (u1, u2, u3, u4)
∂u1∂u2∂u4
=
∫ u3
0
c14;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (v3|u2)}, h4|2;3{h4|3 (u4|v3) ∣∣h2|3 (u2|v3)}]
× c12 (u1, u2) c23 (u2, v3) c34 (v3, u4) c13;2{h1|2 (u1|u2) , h3|2 (v3|u2)}
× c24;3{h2|3 (u2|v3) , h4|3 (u4|v3)}dv3
(c)
∂3C (u1, u2, u3, u4)
∂u1∂u3∂u4
=
∫ u2
0
c14;23
[
h1|3;2{h1|2 (u1|v2)
∣∣h3|2 (u3|v2)}, h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (v2|u3)}]
× c12 (u1, v2) c23 (v2, u3) c34 (u3, u4) c13;2{h1|2 (u1|v2) , h3|2 (u3|v2)}
× c24;3{h2|3 (v2|u3) , h4|3 (u4|u3)}dv2
(d)
∂3C (u1, u2, u3, u4)
∂u2∂u3∂u4
= c23 (u2, u3) c34 (u3, u4) c24;3{h2|3 (u2|u3) , h4|3 (u4|u3)}
× h1|4;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (u3|u2)}∣∣∣∣h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (u2|u3)}]
5. c (u1, u2, u3, u4)
= c12 (u1, u2) c23 (u2, u3) c34 (u3, u4)
× c13;2{h1|2 (u1|u2) , h3|2 (u3|u2)}c24;3{h2|3 (u2|u3) , h4|3 (u4|u3)}
× c14;23
[
h1|3;2{h1|2 (u1|u2)
∣∣h3|2 (u3|u2)}, h4|2;3{h4|3 (u4|u3) ∣∣h2|3 (u2|u3)}]
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B Vine copula bootstrap algorithm
Under common (univariate) right-censoring, as it is present e.g. in the mastitis data, standard
errors for the estimated parameters of a vine copula can be obtained using a parametric
bootstrap algorithm (Davison and Hinkley 1997; Massonnet et al. 2009). The following steps
are based on the procedure in Geerdens et al. (2016):
Step 1:
Fit the vine copula model of interest to the copula data (ûij , δij), i = 1, . . . , n and
j = 1, . . . , 4, where yij = min (tij , ci), δij = I(tij ≤ ci) and ûij = Ŝj (yij) with Ŝj
the Kaplan-Meier estimate based on (yij , δij). Obtain the vector of copula parameter
estimates θ̂, which maximizes the loglikelihood (8).
Step 2:
Obtain the Kaplan-Meier estimate Ĝ of the censoring distribution G based on the
observations (max (yi1, yi2, yi3, yi4) , 1− δi1δi2δi3δi4), i = 1, . . . , n.
Step 3:
Generate B bootstrap samples in the following way: For b = 1, . . . , B, i = 1, . . . , n and
j = 1, . . . , 4,
Step 3.1:
sample vine copula data
(
u
(b)
i1 , u
(b)
i2 , u
(b)
i3 , u
(b)
i4
)
from the fitted vine copula model
with parameter vector θ̂.
Step 3.2:
generate event times
(
t
(b)
i1 , t
(b)
i2 , t
(b)
i3 , t
(b)
i4
)
via t
(b)
ij = Ŝ
−1
j
(
u
(b)
ij
)
.
Step 3.3:
generate c
(b)
i from Ĝ.
Step 3.4:
obtain observed data by setting y
(b)
ij = min
(
t
(b)
ij , c
(b)
i
)
and δ
(b)
ij = I
(
t
(b)
ij ≤ c(b)i
)
.
Step 3.5:
set û
(b)
ij = Ŝ
(b)
j
(
y
(b)
ij
)
with Ŝ
(b)
j the Kaplan-Meier estimate based on
(
y
(b)
ij , δ
(b)
ij
)
.
Step 3.6:
given the bootstrap data
(
û
(b)
ij , δ
(b)
ij
)
, fit the vine copula model of interest by max-
imizing the loglikelihood (8) to obtain θ̂
(b)
for bootstrap sample b.
Step 4:
Obtain the bootstrap standard errors using θ̂
(1)
, . . . , θ̂
(B)
.
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C Supplementary material
C.1 Exploration of the mastitis data
Figure 5: Kaplan-Meier estimates of the four udder quarters of the mastitis data illustrating the
high censoring rate for all four marginals.
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Figure 6: Pairs plots of all six udder pairs of the mastitis data based on pseudo-observations
generated via Kaplan-Meier estimates of the marginals (see Figure 5). The effect of right censoring
is reflected by the empty lower left corner in the pairs plots. Observations shown as • are event
times for both udder quarters; ← is an event time only for the vertical axis; ↓ is an event time
only for the horizontal axis; censored in both components is shown as←↓.
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C.2 Extended simulation study in three dimensions
To give further insights into the finite sample performance of the proposed estimation ap-
proach, additional simulation settings are considered. The simulation settings are chosen as
described in Section 5.1 of the main text. See Table 2 in the main text for details on the
marginal settings and the censoring mechanisms. Further, recall that the same copula family
is assumed in T1 (either Clayton (C) or Gumbel (G)) and a Frank (F) copula is assumed
in T2. All results are based on 200 replications for sample sizes 200 and 500. While in the
main text strong dependencies of τ12 = τ23 = 0.6 and τ13;2 = 0.3 are investigated, we now
investigate τ12 = τ23 = τ13;2 = 0.3 (moderate dependencies) and τ12 = τ23 = τ13;2 = 0.1
(weak dependencies). The results for the extra simulation settings are in line with the anal-
ysis given in case of strong dependencies. Note, however, that estimating low dependencies
in the presence of heavy censoring is particularly challenging. Table 10 gives an overview of
the presented results.
Table 10: Overview of considered simulation settings with references to corresponding tables.
Kendall’s τ values Copula family in T1 Censoring Sample size Table and page
τ12 = τ23 = τ13;2 = 0.3
Clayton
65%
200
Table 11 (page 34)
500
25% 500
Table 12 (page 35)
complete data 500
Gumbel
65%
200
Table 13 (page 36)
500
25% 500
Table 14 (page 37)
complete data 500
τ12 = τ23 = τ13;2 = 0.1
Clayton
65%
200
Table 15 (page 38)
500
25% 500
Table 16 (page 39)
complete data 500
Gumbel
65%
200
Table 17 (page 40)
500
25% 500
Table 18 (page 41)
complete data 500
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Table 11: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data
with sample sizes 200 and 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = τ23 = τ13;2 = 0.3 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.86 0.90 0.0410 0.1461 0.1478 0.30 0.30 -0.0015 0.0078 0.0078
C θ23 0.86 0.87 0.0170 0.0768 0.0771 0.30 0.30 -0.0023 0.0045 0.0046
F θ13;2 2.92 3.08 0.1652 0.8452 0.8725 0.30 0.31 0.0092 0.0063 0.0064
M
L
E
C θ12 0.86 0.91 0.0495 0.1525 0.1550 0.30 0.30 0.0002 0.0080 0.0080
C θ23 0.86 0.88 0.0274 0.0858 0.0865 0.30 0.30 -0.0004 0.0050 0.0050
F θ13;2 2.92 3.09 0.1771 0.8877 0.9190 0.30 0.31 0.0100 0.0065 0.0066
K
M
E
C θ12 0.86 0.91 0.0506 0.1576 0.1602 0.30 0.30 0.0001 0.0082 0.0082
C θ23 0.86 0.88 0.0201 0.0856 0.0860 0.30 0.30 -0.0023 0.0051 0.0051
F θ13;2 2.92 3.13 0.2138 0.9328 0.9786 0.30 0.31 0.0129 0.0068 0.0069
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.86 0.86 0.0070 0.0580 0.0581 0.30 0.30 -0.0032 0.0034 0.0034
C θ23 0.86 0.86 0.0058 0.0288 0.0288 0.30 0.30 -0.0010 0.0017 0.0017
F θ13;2 2.92 3.02 0.1038 0.3549 0.3657 0.30 0.31 0.0069 0.0027 0.0027
M
L
E
C θ12 0.86 0.87 0.0087 0.0612 0.0612 0.30 0.30 -0.0030 0.0036 0.0036
C θ23 0.86 0.86 0.0074 0.0308 0.0309 0.30 0.30 -0.0008 0.0018 0.0018
F θ13;2 2.92 3.02 0.1065 0.3635 0.3748 0.30 0.31 0.0071 0.0027 0.0028
K
M
E
C θ12 0.86 0.86 0.0065 0.0614 0.0615 0.30 0.30 -0.0035 0.0036 0.0036
C θ23 0.86 0.86 0.0018 0.0304 0.0304 0.30 0.30 -0.0021 0.0018 0.0018
F θ13;2 2.92 3.03 0.1154 0.3665 0.3798 0.30 0.31 0.0078 0.0027 0.0028
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Table 12: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = τ23 = τ13;2 = 0.3 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (ECDF/KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.86 0.87 0.0170 0.0145 0.0148 0.30 0.30 0.0029 0.0008 0.0009
C θ23 0.86 0.86 0.0014 0.0102 0.0102 0.30 0.30 -0.0005 0.0006 0.0006
F θ13;2 2.92 2.96 0.0425 0.1144 0.1162 0.30 0.30 0.0030 0.0009 0.0009
M
L
E
C θ12 0.86 0.87 0.0175 0.0185 0.0188 0.30 0.30 0.0027 0.0011 0.0011
C θ23 0.86 0.86 -0.0009 0.0136 0.0136 0.30 0.30 -0.0014 0.0008 0.0008
F θ13;2 2.92 2.96 0.0401 0.1181 0.1197 0.30 0.30 0.0028 0.0009 0.0009
K
M
E
C θ12 0.86 0.86 0.0037 0.0180 0.0180 0.30 0.30 -0.0006 0.0011 0.0011
C θ23 0.86 0.84 -0.0141 0.0140 0.0142 0.30 0.30 -0.0047 0.0009 0.0009
F θ13;2 2.92 2.96 0.0454 0.1220 0.1241 0.30 0.30 0.0032 0.0009 0.0009
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n C θ12 0.86 0.87 0.0136 0.0067 0.0069 0.30 0.30 0.0027 0.0004 0.0004
C θ23 0.86 0.86 0.0059 0.0071 0.0071 0.30 0.30 0.0008 0.0004 0.0004
F θ13;2 2.92 2.97 0.0536 0.0847 0.0875 0.30 0.30 0.0042 0.0007 0.0007
M
L
E
C θ12 0.86 0.86 0.0052 0.0108 0.0108 0.30 0.30 0.0004 0.0007 0.0007
C θ23 0.86 0.85 -0.0025 0.0108 0.0108 0.30 0.30 -0.0015 0.0007 0.0007
F θ13;2 2.92 2.96 0.0397 0.0821 0.0837 0.30 0.30 0.0030 0.0006 0.0006
E
C
D
F
C θ12 0.86 0.88 0.0222 0.0112 0.0117 0.30 0.30 0.0045 0.0007 0.0007
C θ23 0.86 0.87 0.0138 0.0115 0.0117 0.30 0.30 0.0024 0.0007 0.0007
F θ13;2 2.92 2.96 0.0423 0.0858 0.0876 0.30 0.30 0.0032 0.0007 0.0007
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Table 13: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data
with sample sizes 200 and 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = τ23 = τ13;2 = 0.3 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.43 1.44 0.0086 0.0121 0.0122 0.30 0.30 0.0001 0.0029 0.0029
G θ23 1.43 1.44 0.0084 0.0082 0.0082 0.30 0.30 0.0013 0.0020 0.0020
F θ13;2 2.92 3.02 0.0992 0.8832 0.8930 0.30 0.30 0.0034 0.0067 0.0067
M
L
E
G θ12 1.43 1.44 0.0148 0.0138 0.0140 0.30 0.30 0.0026 0.0032 0.0032
G θ23 1.43 1.44 0.0131 0.0106 0.0108 0.30 0.30 0.0028 0.0025 0.0025
F θ13;2 2.92 3.04 0.1179 0.9273 0.9411 0.30 0.30 0.0047 0.0070 0.0070
K
M
E
G θ12 1.43 1.47 0.0464 0.0163 0.0184 0.30 0.32 0.0170 0.0035 0.0038
G θ23 1.43 1.47 0.0365 0.0112 0.0125 0.30 0.31 0.0139 0.0025 0.0027
F θ13;2 2.92 3.07 0.1511 0.9618 0.9846 0.30 0.31 0.0074 0.0072 0.0072
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.43 1.44 0.0080 0.0053 0.0053 0.30 0.30 0.0022 0.0012 0.0012
G θ23 1.43 1.43 0.0030 0.0032 0.0033 0.30 0.30 0.0003 0.0008 0.0008
F θ13;2 2.92 2.96 0.0454 0.3610 0.3630 0.30 0.30 0.0018 0.0027 0.0027
M
L
E
G θ12 1.43 1.44 0.0081 0.0064 0.0064 0.30 0.30 0.0018 0.0015 0.0015
G θ23 1.43 1.43 0.0038 0.0040 0.0040 0.30 0.30 0.0005 0.0010 0.0010
F θ13;2 2.92 2.96 0.0446 0.3685 0.3705 0.30 0.30 0.0017 0.0028 0.0028
K
M
E
G θ12 1.43 1.45 0.0210 0.0074 0.0078 0.30 0.31 0.0077 0.0017 0.0017
G θ23 1.43 1.44 0.0127 0.0042 0.0044 0.30 0.30 0.0048 0.0010 0.0010
F θ13;2 2.92 2.98 0.0620 0.3768 0.3806 0.30 0.30 0.0031 0.0028 0.0028
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Table 14: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = τ23 = τ13;2 = 0.3 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (ECDF/KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.43 1.44 0.0071 0.0029 0.0029 0.30 0.30 0.0025 0.0007 0.0007
G θ23 1.43 1.43 0.0022 0.0025 0.0025 0.30 0.30 0.0002 0.0006 0.0006
F θ13;2 2.92 2.95 0.0312 0.1125 0.1135 0.30 0.30 0.0020 0.0009 0.0009
M
L
E
G θ12 1.43 1.44 0.0090 0.0037 0.0037 0.30 0.30 0.0031 0.0009 0.0009
G θ23 1.43 1.43 0.0041 0.0030 0.0030 0.30 0.30 0.0010 0.0007 0.0007
F θ13;2 2.92 2.94 0.0245 0.1139 0.1145 0.30 0.30 0.0014 0.0009 0.0009
K
M
E
G θ12 1.43 1.44 0.0136 0.0039 0.0041 0.30 0.31 0.0053 0.0009 0.0009
G θ23 1.43 1.44 0.0077 0.0031 0.0031 0.30 0.30 0.0027 0.0007 0.0007
F θ13;2 2.92 2.95 0.0295 0.1168 0.1177 0.30 0.30 0.0019 0.0009 0.0009
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n G θ12 1.43 1.44 0.0069 0.0023 0.0023 0.30 0.30 0.0026 0.0005 0.0005
G θ23 1.43 1.43 0.0028 0.0023 0.0023 0.30 0.30 0.0006 0.0006 0.0006
F θ13;2 2.92 2.96 0.0474 0.0895 0.0917 0.30 0.30 0.0036 0.0007 0.0007
M
L
E
G θ12 1.43 1.43 0.0041 0.0027 0.0027 0.30 0.30 0.0011 0.0006 0.0006
G θ23 1.43 1.43 0.0004 0.0028 0.0028 0.30 0.30 -0.0008 0.0007 0.0007
F θ13;2 2.92 2.95 0.0305 0.0873 0.0882 0.30 0.30 0.0021 0.0007 0.0007
E
C
D
F
G θ12 1.43 1.44 0.0134 0.0031 0.0033 0.30 0.31 0.0055 0.0007 0.0007
G θ23 1.43 1.44 0.0093 0.0030 0.0031 0.30 0.30 0.0035 0.0007 0.0007
F θ13;2 2.92 2.95 0.0337 0.0892 0.0904 0.30 0.30 0.0024 0.0007 0.0007
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Table 15: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data
with sample sizes 200 and 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = τ23 = τ13;2 = 0.1 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.22 0.27 0.0487 0.0550 0.0573 0.10 0.11 0.0106 0.0074 0.0075
C θ23 0.22 0.26 0.0341 0.0353 0.0365 0.10 0.11 0.0077 0.0051 0.0052
F θ13;2 0.91 1.02 0.1120 0.6702 0.6827 0.10 0.11 0.0101 0.0075 0.0076
M
L
E
C θ12 0.22 0.27 0.0511 0.0565 0.0592 0.10 0.11 0.0113 0.0075 0.0076
C θ23 0.22 0.26 0.0363 0.0364 0.0377 0.10 0.11 0.0084 0.0052 0.0053
F θ13;2 0.91 1.02 0.1108 0.7013 0.7136 0.10 0.11 0.0099 0.0078 0.0079
K
M
E
C θ12 0.22 0.28 0.0564 0.0575 0.0606 0.10 0.11 0.0132 0.0076 0.0077
C θ23 0.22 0.26 0.0386 0.0361 0.0376 0.10 0.11 0.0094 0.0052 0.0053
F θ13;2 0.91 1.02 0.1103 0.7159 0.7281 0.10 0.11 0.0098 0.0080 0.0081
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.22 0.23 0.0099 0.0237 0.0238 0.10 0.10 -0.0002 0.0037 0.0037
C θ23 0.22 0.23 0.0101 0.0137 0.0138 0.10 0.10 0.0017 0.0021 0.0021
F θ13;2 0.91 0.96 0.0507 0.2776 0.2801 0.10 0.10 0.0047 0.0032 0.0032
M
L
E
C θ12 0.22 0.23 0.0107 0.0241 0.0242 0.10 0.10 0.0001 0.0037 0.0037
C θ23 0.22 0.23 0.0094 0.0134 0.0135 0.10 0.10 0.0014 0.0021 0.0021
F θ13;2 0.91 0.96 0.0514 0.2776 0.2802 0.10 0.10 0.0048 0.0032 0.0032
K
M
E
C θ12 0.22 0.24 0.0134 0.0234 0.0236 0.10 0.10 0.0013 0.0036 0.0036
C θ23 0.22 0.23 0.0087 0.0135 0.0136 0.10 0.10 0.0011 0.0021 0.0021
F θ13;2 0.91 0.96 0.0552 0.2797 0.2828 0.10 0.11 0.0052 0.0032 0.0033
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Table 16: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Clayton (C), Clayton (C), Frank (F) with true τ12 = τ23 = τ13;2 = 0.1 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (ECDF/KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n C θ12 0.22 0.23 0.0031 0.0078 0.0078 0.10 0.10 -0.0001 0.0013 0.0013
C θ23 0.22 0.22 0.0024 0.0054 0.0054 0.10 0.10 -0.0000 0.0009 0.0009
F θ13;2 0.91 0.95 0.0395 0.0908 0.0924 0.10 0.10 0.0040 0.0011 0.0011
M
L
E
C θ12 0.22 0.22 -0.0002 0.0080 0.0080 0.10 0.10 -0.0015 0.0013 0.0013
C θ23 0.22 0.22 -0.0009 0.0054 0.0054 0.10 0.10 -0.0013 0.0009 0.0009
F θ13;2 0.91 0.95 0.0379 0.0887 0.0902 0.10 0.10 0.0038 0.0010 0.0010
K
M
E
C θ12 0.22 0.22 0.0017 0.0077 0.0077 0.10 0.10 -0.0007 0.0012 0.0012
C θ23 0.22 0.22 0.0009 0.0057 0.0057 0.10 0.10 -0.0007 0.0009 0.0009
F θ13;2 0.91 0.94 0.0355 0.0894 0.0907 0.10 0.10 0.0036 0.0010 0.0011
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n C θ12 0.22 0.22 0.0024 0.0036 0.0036 0.10 0.10 0.0003 0.0006 0.0006
C θ23 0.22 0.23 0.0031 0.0036 0.0036 0.10 0.10 0.0006 0.0006 0.0006
F θ13;2 0.91 0.94 0.0285 0.0675 0.0683 0.10 0.10 0.0029 0.0008 0.0008
M
L
E
C θ12 0.22 0.22 -0.0005 0.0040 0.0040 0.10 0.10 -0.0009 0.0007 0.0007
C θ23 0.22 0.22 0.0012 0.0038 0.0038 0.10 0.10 -0.0002 0.0006 0.0006
F θ13;2 0.91 0.93 0.0197 0.0657 0.0660 0.10 0.10 0.0019 0.0008 0.0008
E
C
D
F
C θ12 0.22 0.23 0.0100 0.0043 0.0044 0.10 0.10 0.0033 0.0007 0.0007
C θ23 0.22 0.23 0.0112 0.0042 0.0043 0.10 0.10 0.0038 0.0007 0.0007
F θ13;2 0.91 0.93 0.0214 0.0670 0.0675 0.10 0.10 0.0021 0.0008 0.0008
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Table 17: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of 65% common right-censored event time data
with sample sizes 200 and 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = τ23 = τ13;2 = 0.1 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
2
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.11 1.12 0.0087 0.0049 0.0050 0.10 0.10 0.0036 0.0030 0.0030
G θ23 1.11 1.12 0.0068 0.0036 0.0036 0.10 0.10 0.0029 0.0023 0.0023
F θ13;2 0.91 0.97 0.0641 0.6779 0.6821 0.10 0.10 0.0050 0.0076 0.0076
M
L
E
G θ12 1.11 1.12 0.0091 0.0048 0.0049 0.10 0.10 0.0039 0.0030 0.0030
G θ23 1.11 1.12 0.0070 0.0037 0.0038 0.10 0.10 0.0030 0.0024 0.0024
F θ13;2 0.91 0.97 0.0649 0.6984 0.7026 0.10 0.11 0.0050 0.0078 0.0079
K
M
E
G θ12 1.11 1.13 0.0231 0.0058 0.0063 0.10 0.11 0.0145 0.0034 0.0036
G θ23 1.11 1.13 0.0179 0.0041 0.0044 0.10 0.11 0.0114 0.0025 0.0027
F θ13;2 0.91 0.98 0.0717 0.6913 0.6964 0.10 0.11 0.0058 0.0078 0.0078
n
=
5
0
0
,
6
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.11 1.11 0.0032 0.0017 0.0018 0.10 0.10 0.0013 0.0011 0.0011
G θ23 1.11 1.11 0.0004 0.0013 0.0013 0.10 0.10 -0.0006 0.0008 0.0008
F θ13;2 0.91 0.92 0.0156 0.2675 0.2678 0.10 0.10 0.0009 0.0031 0.0031
M
L
E
G θ12 1.11 1.11 0.0030 0.0018 0.0018 0.10 0.10 0.0012 0.0012 0.0012
G θ23 1.11 1.11 0.0007 0.0013 0.0013 0.10 0.10 -0.0004 0.0009 0.0009
F θ13;2 0.91 0.92 0.0147 0.2674 0.2676 0.10 0.10 0.0008 0.0031 0.0031
K
M
E
G θ12 1.11 1.12 0.0097 0.0020 0.0021 0.10 0.11 0.0063 0.0013 0.0013
G θ23 1.11 1.12 0.0051 0.0014 0.0014 0.10 0.10 0.0031 0.0009 0.0009
F θ13;2 0.91 0.93 0.0233 0.2635 0.2641 0.10 0.10 0.0018 0.0030 0.0030
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Table 18: Performance measures for the estimation of the copula parameters and Kendall’s τ values in case of complete and 25% common right-censored event
time data with sample size 500. The copula combination Gumbel (G), Gumbel (G), Frank (F) with true τ12 = τ23 = τ13;2 = 0.1 is investigated. Known margins,
parametrically estimated margins (MLE) and nonparametrically estimated margins (ECDF/KME) are considered.
Copula parameter Kendall’s τ
θ θ¯ bˆ
(
θ¯
)
s2
(
θ¯
)
m̂se
(
θ¯
)
τ τ¯ bˆ (τ¯) s2 (τ¯) m̂se (τ¯)
n
=
5
0
0
,
2
5
%
c
e
n
s
o
r
i
n
g
K
n
o
w
n G θ12 1.11 1.11 0.0031 0.0013 0.0013 0.10 0.10 0.0015 0.0009 0.0009
G θ23 1.11 1.11 0.0008 0.0011 0.0011 0.10 0.10 -0.0002 0.0007 0.0007
F θ13;2 0.91 0.94 0.0364 0.0898 0.0911 0.10 0.10 0.0037 0.0010 0.0011
M
L
E
G θ12 1.11 1.11 0.0033 0.0014 0.0014 0.10 0.10 0.0016 0.0009 0.0009
G θ23 1.11 1.11 0.0015 0.0012 0.0012 0.10 0.10 0.0003 0.0008 0.0008
F θ13;2 0.91 0.94 0.0335 0.0889 0.0900 0.10 0.10 0.0034 0.0010 0.0010
K
M
E
G θ12 1.11 1.12 0.0072 0.0015 0.0015 0.10 0.10 0.0048 0.0009 0.0010
G θ23 1.11 1.12 0.0044 0.0012 0.0012 0.10 0.10 0.0027 0.0007 0.0008
F θ13;2 0.91 0.94 0.0344 0.0885 0.0897 0.10 0.10 0.0035 0.0010 0.0010
n
=
5
0
0
,
c
o
m
p
l
e
t
e
d
a
t
a
K
n
o
w
n G θ12 1.11 1.11 0.0025 0.0011 0.0011 0.10 0.10 0.0013 0.0007 0.0007
G θ23 1.11 1.11 0.0008 0.0010 0.0010 0.10 0.10 -0.0001 0.0007 0.0007
F θ13;2 0.91 0.93 0.0253 0.0679 0.0685 0.10 0.10 0.0025 0.0008 0.0008
M
L
E
G θ12 1.11 1.11 0.0015 0.0011 0.0011 0.10 0.10 0.0004 0.0007 0.0007
G θ23 1.11 1.11 0.0002 0.0011 0.0011 0.10 0.10 -0.0006 0.0007 0.0007
F θ13;2 0.91 0.92 0.0168 0.0664 0.0667 0.10 0.10 0.0016 0.0008 0.0008
E
C
D
F
G θ12 1.11 1.12 0.0062 0.0012 0.0012 0.10 0.10 0.0041 0.0008 0.0008
G θ23 1.11 1.12 0.0045 0.0011 0.0012 0.10 0.10 0.0028 0.0007 0.0007
F θ13;2 0.91 0.93 0.0187 0.0673 0.0676 0.10 0.10 0.0018 0.0008 0.0008
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C.3 Vine copula bootstrapping results for the mastitis data
The following tables show the results of the copula bootstrap, as applied to the four vine
copula models that best describe the mastitis data (see Table 9 in the main text). All results
are based on 100 replications. Each table contains in lines 1-3 the results for the copula
parameters, in lines 4-6 the results for the Kendall’s τ values and in lines 7-9 the results for
the lower tail-dependence coefficients λL (LTD). Since Frank (F) copulas do not exhibit any
tail-dependence, the latter are only reported for Clayton (C) copulas. First, the underlying
model is given. Second, we give estimation results in case of 65% censoring (as in the mastitis
data). Third, we provide estimation results in case of no censoring. The latter serves as a
benchmark to assess the impact of information loss due to censoring. Each time, we list the
mean parameter estimate together with the corresponding standard error (in parenthesis).
1st best model
• global likelihood estimation
P
a
ra
m
et
er model F ; θ̂13 : 6.56 F ; θ̂34 : 6.34 F ; θ̂24 : 6.99 F ; θ̂13;2 : 1.68 F ; θ̂24;3 : 2.79 F ; θ̂14;23 : 3.71
65% censoring 6.727 (0.797) 6.376 (0.746) 7.102 (0.770) 1.792 (0.549) 2.886 (0.553) 3.740 (0.650)
complete data 6.641 (0.406) 6.324 (0.377) 7.045 (0.444) 1.712 (0.295) 2.794 (0.304) 3.715 (0.353)
K
en
d
a
ll
’s
τ
model F ; τ̂13 : 0.54 F ; τ̂34 : 0.53 F ; τ̂24 : 0.56 F ; τ̂13;2 : 0.18 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.37
65% censoring 0.547 (0.036) 0.531 (0.036) 0.565 (0.034) 0.192 (0.055) 0.295 (0.049) 0.366 (0.050)
complete data 0.545 (0.019) 0.530 (0.019) 0.563 (0.020) 0.184 (0.030) 0.288 (0.027) 0.366 (0.027)
L
T
D
model
65% censoring – – – – – –
complete data
• T1-sequential likelihood estimation
P
a
ra
m
et
er model F ; θ̂13 : 6.38 F ; θ̂34 : 6.34 F ; θ̂24 : 6.77 F ; θ̂13;2 : 1.67 F ; θ̂24;3 : 2.81 F ; θ̂14;23 : 3.72
65% censoring 6.561 (0.808) 6.367 (0.786) 6.860 (0.802) 1.771 (0.565) 2.917 (0.566) 3.733 (0.629)
complete data 6.641 (0.406) 6.324 (0.377) 7.045 (0.444) 1.712 (0.295) 2.794 (0.304) 3.715 (0.353)
K
en
d
a
ll
’s
τ
model F ; τ̂13 : 0.53 F ; τ̂34 : 0.53 F ; τ̂24 : 0.55 F ; τ̂13;2 : 0.18 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.37
65% censoring 0.540 (0.038) 0.530 (0.038) 0.553 (0.036) 0.189 (0.057) 0.298 (0.050) 0.365 (0.049)
complete data 0.537 (0.019) 0.530 (0.019) 0.553 (0.020) 0.183 (0.030) 0.291 (0.027) 0.366 (0.027)
L
T
D
model
65% censoring – – – – – –
complete data
2nd best model
• global likelihood estimation
P
a
ra
m
et
er model C; θ̂13 : 3.78 F ; θ̂34 : 6.39 F ; θ̂24 : 6.93 F ; θ̂13;2 : 1.51 F ; θ̂24;3 : 2.78 F ; θ̂14;23 : 3.48
65% censoring 3.824 (0.580) 6.420 (0.754) 7.052 (0.742) 1.624 (0.530) 2.858 (0.510) 3.491 (0.614)
complete data 3.810 (0.214) 6.364 (0.384) 6.972 (0.447) 1.538 (0.286) 2.768 (0.298) 3.516 (0.335)
K
en
d
a
ll
’s
τ
model C; τ̂13 : 0.65 F ; τ̂34 : 0.53 F ; τ̂24 : 0.56 F ; τ̂13;2 : 0.16 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.35
65% censoring 0.653 (0.035) 0.533 (0.036) 0.562 (0.033) 0.175 (0.054) 0.293 (0.046) 0.346 (0.049)
complete data 0.655 (0.013) 0.532 (0.019) 0.560 (0.020) 0.167 (0.030) 0.286 (0.027) 0.350 (0.027)
L
T
D
model C; λ̂L13 : 0.83
65% censoring 0.831 (0.024) – – – – –
complete data 0.833 (0.008)
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• T1-sequential likelihood estimation
P
a
ra
m
et
er model C; θ̂13 : 3.60 F ; θ̂34 : 6.34 F ; θ̂24 : 6.77 F ; θ̂13;2 : 1.49 F ; θ̂24;3 : 2.81 F ; θ̂14;23 : 3.48
65% censoring 3.653 (0.578) 6.379 (0.785) 6.863 (0.786) 1.613 (0.576) 2.884 (0.534) 3.493 (0.633)
complete data 3.629 (0.206) 6.315 (0.382) 6.806 (0.441) 1.508 (0.287) 2.797 (0.297) 3.523 (0.335)
K
en
d
a
ll
’s
τ
model C; τ̂13 : 0.64 F ; τ̂34 : 0.53 F ; τ̂24 : 0.55 F ; τ̂13;2 : 0.16 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.35
65% censoring 0.643 (0.037) 0.531 (0.038) 0.554 (0.035) 0.173 (0.059) 0.295 (0.048) 0.346 (0.051)
complete data 0.644 (0.013) 0.530 (0.019) 0.553 (0.020) 0.164 (0.030) 0.289 (0.027) 0.350 (0.027)
L
T
D
model C; λ̂L13 : 0.82
65% censoring 0.824 (0.026) – – – – –
complete data 0.826 (0.009)
3rd best model
• global likelihood estimation
P
a
ra
m
et
er model F ; θ̂13 : 6.51 F ; θ̂34 : 6.36 C; θ̂24 : 4.10 F ; θ̂13;2 : 1.57 F ; θ̂24;3 : 2.79 F ; θ̂14;23 : 3.86
65% censoring 6.676 (0.792) 6.406 (0.719) 4.134 (0.612) 1.668 (0.549) 2.889 (0.550) 3.887 (0.650)
complete data 6.592 (0.407) 6.343 (0.376) 4.138 (0.237) 1.606 (0.288) 2.798 (0.302) 3.869 (0.357)
K
en
d
a
ll
’s
τ
model F ; τ̂13 : 0.54 F ; τ̂34 : 0.53 C; τ̂24 : 0.67 F ; τ̂13;2 : 0.17 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.38
65% censoring 0.545 (0.036) 0.533 (0.035) 0.671 (0.033) 0.179 (0.056) 0.296 (0.049) 0.377 (0.050)
complete data 0.543 (0.019) 0.531 (0.019) 0.674 (0.013) 0.174 (0.030) 0.289 (0.027) 0.377 (0.027)
L
T
D
model C; λ̂L24 : 0.84
65% censoring – – 0.843 (0.022) – – –
complete data 0.845 (0.008)
• T1-sequential likelihood estimation
P
a
ra
m
et
er model F ; θ̂13 : 6.38 F ; θ̂34 : 6.34 C; θ̂24 : 3.90 F ; θ̂13;2 : 1.54 F ; θ̂24;3 : 2.76 F ; θ̂14;23 : 3.86
65% censoring 6.562 (0.808) 6.373 (0.791) 3.907 (0.598) 1.634 (0.550) 2.860 (0.553) 3.862 (0.635)
complete data 6.460 (0.403) 6.315 (0.375) 3.937 (0.228) 1.568 (0.288) 2.769 (0.301) 3.868 (0.358)
K
en
d
a
ll
’s
τ
model F ; τ̂13 : 0.53 F ; τ̂34 : 0.53 C; τ̂24 : 0.66 F ; τ̂13;2 : 0.17 F ; τ̂24;3 : 0.29 F ; τ̂14;23 : 0.38
65% censoring 0.540 (0.038) 0.530 (0.039) 0.658 (0.034) 0.175 (0.056) 0.293 (0.049) 0.375 (0.048)
complete data 0.537 (0.019) 0.530 (0.019) 0.663 (0.013) 0.170 (0.030) 0.286 (0.027) 0.377 (0.027)
L
T
D
model C; λ̂L24 : 0.84
65% censoring – – 0.834 (0.023) – – –
complete data 0.838 (0.009)
4th best model
• global likelihood estimation
P
a
ra
m
et
er model C; θ̂13 : 3.75 F ; θ̂34 : 6.40 C; θ̂24 : 4.04 F ; θ̂13;2 : 1.39 F ; θ̂24;3 : 2.72 F ; θ̂14;23 : 3.71
65% censoring 3.782 (0.612) 6.437 (0.742) 4.090 (0.590) 1.491 (0.552) 2.780 (0.509) 3.747 (0.625)
complete data 3.788 (0.212) 6.377 (0.380) 4.070 (0.235) 1.414 (0.274) 2.706 (0.292) 3.744 (0.339)
K
en
d
a
ll
’s
τ
model C; τ̂13 : 0.65 F ; τ̂34 : 0.53 C; τ̂24 : 0.67 F ; τ̂13;2 : 0.15 F ; τ̂24;3 : 0.28 F ; τ̂14;23 : 0.37
65% censoring 0.650 (0.037) 0.534 (0.035) 0.669 (0.032) 0.161 (0.057) 0.286 (0.046) 0.366 (0.048)
complete data 0.654 (0.013) 0.533 (0.019) 0.670 (0.013) 0.154 (0.029) 0.281 (0.026) 0.368 (0.026)
L
T
D
model C; λ̂L13 : 0.83 C; λ̂
L
24 : 0.84
65% censoring 0.829 (0.025) – 0.841 (0.022) – – –
complete data 0.832 (0.008) 0.843 (0.008)
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• T1-sequential likelihood estimation
P
a
ra
m
et
er model C; θ̂13 : 3.60 F ; θ̂34 : 6.34 C; θ̂24 : 3.90 F ; θ̂13;2 : 1.36 F ; θ̂24;3 : 2.71 F ; θ̂14;23 : 3.70
65% censoring 3.653 (0.578) 6.381 (0.791) 3.914 (0.588) 1.464 (0.565) 2.770 (0.530) 3.703 (0.644)
complete data 3.630 (0.206) 6.314 (0.378) 3.926 (0.229) 1.389 (0.275) 2.690 (0.291) 3.741 (0.339)
K
en
d
a
ll
’s
τ
model C; τ̂13 : 0.64 F ; τ̂34 : 0.53 C; τ̂24 : 0.66 F ; τ̂13;2 : 0.15 F ; τ̂24;3 : 0.28 F ; τ̂14;23 : 0.37
65% censoring 0.643 (0.037) 0.531 (0.038) 0.659 (0.034) 0.158 (0.058) 0.285 (0.048) 0.363 (0.050)
complete data 0.644 (0.013) 0.530 (0.019) 0.662 (0.013) 0.151 (0.029) 0.279 (0.026) 0.368 (0.026)
L
T
D
model C; λ̂L13 : 0.82 C; λ̂
L
24 : 0.84
65% censoring 0.824 (0.026) – 0.835 (0.023) – – –
complete data 0.826 (0.009) 0.838 (0.009)
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