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February 5, 2020
In this paper, we establish a lower bound on the total number of inequiva-
lent APN functions on the finite field with 22m elements, wherem is even. We
obtain this result by proving that the APN functions introduced by Pott and
the second author [11], that depend on three parameters k, s and α, are pair-
wise inequivalent for distinct choices of the parameters k and s. Moreover,
we determine the automorphism group of these APN functions.
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1 Introduction
Denote by Fn2 the n-dimensional vector space over the finite field F2 with two elements.
A function from Fn2 to F
m
2 is called a vectorial Boolean function if m ≥ 2 or simply a
Boolean function if m = 1. Vectorial Boolean and Boolean functions are of particular
interest in cryptography but they also have important applications in coding theory and
design theory. In this paper, we consider vectorial Boolean functions from Fn2 to F
n
2 , we
say, functions on Fn2 , with optimal differential properties: they are called almost perfect
nonlinear functions, in brief APN functions, and, from a cryptographic standpoint, they
offer the best resistance to the differential attack.
APN functions have been studied for several decades. While first, only power APN func-
tions x 7→ xd were known, by now, numerous infinite families of non-power APN func-
tions have been found. In Section 3, we present a short overview over the known APN
functions. The most fascinating open problem regarding APN functions is whether in
vector spaces of even dimension more than one APN permutation exists. So far, only
one such function is known: it exists on F62 and was found by Browning et al. [4].
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Besides this big APN problem, there are several other intriguing open questions which
are related to APN functions: it is, for example, unknown how many APN functions exist
on Fn2 for any given n. While there are, as mentioned above, several infinite families of
APN functions, many of these constructions provide equivalent functions. By equivalent
we mean that there is some transformation that defines an equivalence relation between
vectorial Boolean functions and preserves the APN property. So, to reformulate the
problem more precisely: it is unknown how many inequivalent APN functions exist on
the vector space Fn2 .
As far as power APN functions are concerned, equivalence problems are relatively
well studied. It has also been shown that many of the non-power APN functions are
inequivalent to the power functions. For the several classes of non-power APN functions,
however, it is in many cases neither clear how many inequivalent functions a construction
provides nor whether two distinct constructions always lead to inequivalent functions.
In this paper, we present a first benchmark on the number of inequivalent APN func-
tions on the 2m-dimensional vector space F2m2 , where m is even. We establish a lower
bound on this number by proving that the non-power APN functions found by Pott and
the second author [11], which depend on three parameters, are inequivalent for different
choices of two of the parameters. We state our main results here already. Their proofs
can be found in Section 5. Note that, in Theorem 1.1, we identify the vector space F2m2
with the finite field F22m , and we describe the Pott-Zhou APN function by its bivariate
representation which will be explained in Section 2.
Theorem 1.1. Let m ≥ 4 be an even integer. Let k, ℓ be integers coprime to m such
that 0 < k, ℓ < m2 , let s, t be even integers with 0 ≤ s, t ≤ m2 , and let α, β ∈ F∗2m be
non-cubes. Two Pott-Zhou APN functions fk,s,α, fℓ,t,β : F22m → F22m , where
fk,s,α(x, y) =
(
x2
k+1 + αy(2
k+1)2s , xy
)
and fℓ,t,β(x, y) =
(
x2
ℓ+1 + βy(2
ℓ+1)2t , xy
)
,
are CCZ-equivalent if and only if k = ℓ and s = t.
With the help of Theorem 1.1, we immediately obtain a lower bound on the number
of inequivalent APN functions on F2m2 , where m is even:
Corollary 1.2. On F22m , where m ≥ 4 is even, there exist(⌊
m
4
⌋
+ 1
)
ϕ(m)
2
CCZ-inequivalent Pott-Zhou APN functions, where ϕ denotes Euler’s totient function.
2 Preliminaries
In this section, we will present all the definitions and basic results needed to follow the
paper. From now on, we will only consider vectorial Boolean functions on Fn2 , and we
will, in most cases, identify the n-dimensional vector space Fn2 over F2 with the finite
2
field F2n with 2
n elements. This will allow us to use finite field operations and notations.
Note that any function on the finite field F2n can be written as a univariate polynomial
mapping of degree at most 2n− 1. Furthermore, denote by F∗2n the multiplicative group
of F2n . We start by defining APN functions.
Definition 1. A function f : F2n → F2n is called almost perfect nonlinear (APN) if the
equation
f(x+ a) + f(x) = b
has exactly 0 or 2 solutions for all a, b ∈ F2n , where a is nonzero.
There are several equivalent definitions of almost perfect nonlinear functions. We refer
to Budaghyan [5] and Pott [8] for an extended overview over these functions. In this
paper, we will only consider quadratic APN functions. We define this term using the
coordinate function representation of a function on Fn2 .
Definition 2. Let f : Fn2 → Fn2 , where
f(x1, . . . , xn) =


f1(x1, . . . , xn)
...
fn(x1, . . . , xn)


for Boolean coordinate functions f1, . . . , fn : F
n
2 → F2. The maximal degree of the co-
ordinate functions f1, . . . , fn is called the algebraic degree of f . We call a function of
algebraic degree 2 quadratic, and a function of algebraic degree 1 affine. If f is affine
and has no constant term, we call f linear.
In polynomial mapping representation, any quadratic function f on F2n can be written
in the form
f(x) =
n−1∑
i,j=0
i≤j
αi,jx
2i+2j +
n−1∑
i=0
βix
2i + γ,
and any affine function f : F2n → F2n can be written as
f(x) =
n−1∑
i=0
βix
2i + γ.
If f is affine and γ = 0, then f is linear. Similar terms are used to describe polynomials
over F2n . Denote by F2n [X] the univariate polynomial ring over F2n . A polynomial of
the form
P (X) =
∑
i≥0
αiX
2i
is called a linearized polynomial. Note that there is a one-to-one correspondence between
linear functions on Fn2 and linearized polynomials in F2n [X]/(X
2n − X). In the same
way as for univariate polynomials, we define a linearized polynomial in the multivariate
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polynomial ring F2n [X1, . . . ,Xr] as a polynomial of the form
P (X1, . . . ,Xr) =
r∑
j=1

∑
i≥0
αi,jX
2i
j

 .
We will use such polynomials to study the equivalence of APN functions. In this
paper, we are interested in inequivalent APN functions. There are several notions of
equivalence between vectorial Boolean functions that preserve the APN property. We
list them in the following definition.
Definition 3. Two functions f, g : F2n → F2n are called
• Carlet-Charpin-Zinoviev equivalent (CCZ-equivalent), if there is an affine permu-
tation C on F2n × F2n such that
C(Gf ) = Gg,
where Gf = {(x, f(x)) : x ∈ F2n} is the graph of f ,
• extended affine equivalent (EA-equivalent) if there exist three affine functions
A1, A2, A3 : F2n → F2n , where A1 and A2 are permutations, such that
f(A1(x)) = A2(g(x)) +A3(x),
• affine equivalent if they are extended affine equivalent and A3(x) = 0,
• linearly equivalent if they are affine equivalent and A1, A2 are linear.
CCZ-equivalence is the most general known notion of equivalence that preserves the
APN property. Obviously, linear equivalence implies affine equivalence, and affine equiv-
alence implies EA-equivalence. Moreover, it is well known that EA-equivalence implies
CCZ-equivalence but, in general, the converse is not true. For quadratic APN functions,
however, Yoshiara [10] proved that also the converse holds.
Proposition 2.1 (Yoshiara [10, Theorem 1]). Let f and g be quadratic APN functions
on a finite field F2n with n ≥ 2. Then f is CCZ-equivalent to g if and only if f is
EA-equivalent to g.
In this paper, Proposition 2.1 will allow us to prove the CCZ-inequivalence of certain
quadratic APN functions by showing that they are EA-inequivalent.
We will often consider functions on vector spaces of even dimension n = 2m. Such
functions can be represented in a bivariate description as a map on F22m := F2m × F2m
with two coordinate functions. In this case, we will describe EA-equivalence as follows:
Two functions f, g : F22m → F22m, where
f(x, y) = (f1(x, y), f2(x, y)) and g(x, y) = (g1(x, y), g2(x, y))
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for coordinate functions f1, f2, g1, g2 : F
2
2m → F2m, are EA-equivalent, if there exist affine
functions L,N,M : F22m → F22m , where L and N are bijective, such that
f(L(x, y)) = N(g(x, y)) +M(x, y).
Write
L(x, y) = (LA(x, y), LB(x, y)) and M(x, y) = (MA(x, y),MB(x, y))
for affine functions LA, LB ,MA,MB : F
2
2m → F2m and
N(x, y) = (N1(x) +N3(y), N2(x) +N4(y))
for affine functions N1, . . . , N4 : F2m → F2m. In terms of these newly defined functions,
f and g are EA-equivalent if both
f1(LA(x, y), LB(x, y)) = N1(g1(x, y)) +N3(g2(x, y)) +MA(x, y), (1)
f2(LA(x, y), LB(x, y)) = N2(g1(x, y)) +N4(g2(x, y)) +MB(x, y) (2)
hold. They are affine equivalent if M(x, y) = 0, and they are linearly equivalent if
M(x, y) = 0 and the functions L and N are linear. Studying EA-equivalence, the
constants of the affine functions that determine the equivalence can be omitted as they
only lead to a shift in the input and in the output. Hence, we will usually consider
the functions LA, LB , MA,MB , N1, . . . , N4 as linear functions and describe them as
linearized polynomials in the respective polynomial ring. Equations (1) and (2) will
form the general framework in the proof of our main theorem.
Not only will we solve equivalence problems in this paper, but we will also present the
size of the automorphism group of several vectorial Boolean functions.
Definition 4. Let f be a vectorial Boolean function on F2n . We define the automorphism
group of f under CCZ-equivalence as the group of affine permutations on F2n × F2n
that preserve the graph of f . We denote this automorphism group by Aut(f). We
analogously define the automorphism group AutEA(f) of f under EA-equivalence and
the automorphism group AutL(f) of f under linear equivalence as the groups of the
respective equivalence mappings on F2n × F2n .
Note that for CCZ-, EA- and affine equivalence, the automorphism group of f can be
also interpreted as the automorphism group of an associated code, see e. g. Edel and
Pott [7, Section 7]. Most importantly, for any vectorial Boolean function f on F2n , the
automorphism group Aut(f) is isomorphic to the automorphism group of the code

 1x
f(x)

 ,
where x ∈ Fn2 . Regarding the automorphism groups of APN functions, we need the
following two lemmas. The first one follows from Yoshiara’s [10] proof of Proposition 2.1.
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Lemma 2.2. Let f be a quadratic APN function on the finite field F2n . Then
Aut(f) = AutEA(f).
The next result follows from the definitions of the different notions of equivalence in
Definition 3.
Lemma 2.3. Denote by (F2n ,+) the additive group of the finite field F2n . Let f be a
function on F2n. Then
AutEA(f) = (F2n ,+)⋊AutL(f).
To conclude this section, we state some well-known results from elementary number
theory that we will use regularly throughout the paper. We summarize them in the
following lemma.
Lemma 2.4. (a) Let m be even. Then
2m − 1 ≡ 0 (mod 3).
(b) Let k and m be integers. Then
gcd(2k − 1, 2m − 1) = 2gcd(k,m) − 1.
(c) Let m be an even integer and let k be an integer coprime to m. Then
gcd(2k + 1, 2m − 1) = 3.
3 Known classes of APN functions
In this section, we give a short overview over the currently known APN functions. We
will additionally motivate why we choose the Pott-Zhou APN functions out of all the
known APN functions to establish a lower bound on the number of APN functions.
In Table 1, we present the known APN power functions. This list is conjectured to
be complete. Studying the functions from this list, it is obvious that none of these
classes provides plenty of inequivalent functions as there are simply not enough possible
choices for the relevant parameters. Hence, APN power functions are not well suited
to establish a good lower bound on the total number of inequivalent APN functions.
Nevertheless, APN power functions and their equivalence relations are very well studied.
It is well known that the classes in Table 1 are in general CCZ-inequivalent. Moreover,
it is, for example, known that Gold functions are inequivalent for different values of i. In
Section 4, we will take a careful look at the equivalence relations between distinct Gold
functions as they will play an important role in the proof of our main theorem.
As far as non-power APN functions are concerned, the situation becomes much less
clear than for power functions. Several infinite families of non-power APN functions
have been found, but not much is known about their equivalence relations. This includes
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Table 1: List of known APN power functions x 7→ xd.
Exponents d Conditions
Gold functions 2i + 1 gcd(i, n) = 1, i ≤ ⌊n2 ⌋
Kasami functions 22i − 2i + 1 gcd(i, n) = 1, i ≤ ⌊n2 ⌋
Welch function 2k + 3 n = 2k + 1
Niho function 2k + 2
k
2 − 1, k even n = 2k + 1
2k + 2
3k+1
2 − 1, k odd n = 2k + 1
Inverse function 22k − 1 n = 2k + 1
Dobbertin function 24k + 23k + 22k + 2k − 1 n = 5k
equivalence relations both between functions from different classes as well as between
functions coming from the same class. Recently, Budaghyan, Calderini, and Villa [6]
actually reduced the number of known classes of non-power APN functions by proving
that several of them coincide. The authors present an updated list [6, Table 3] of known
quadratic APN functions that are CCZ-inequivalent to power functions which contains
nine distinct classes.
In this paper, we focus on the family (F10) from this list. It was introduced in 2013 by
Pott and the second author [11]. In Theorem 3.1, we restate their construction in bivari-
ate representation, which was also used in the original paper. In the list by Budaghyan,
Calderini, and Villa [6], the function is given in univariate polynomial representation.
Theorem 3.1 ([11, Corollary 2] and [1, Proposition 3.5]). Let m be even and let k, s
be integers, 0 ≤ k, s ≤ m, such that k is coprime to m. Let α ∈ F∗2m . The function
fk,s,α : F22m → F22m defined as
fk,s,α(x, y) =
(
x2
k+1 + αy(2
k+1)2s , xy
)
is APN if and only if s is even and α is a non-cube.
Pott and the second author [11] showed that the restrictions on the parameters s and
α in Theorem 3.1, namely on s to be even and on α to be a non-cube, are sufficient for
the function to be APN. It was recently proved by Anbar, Kalaycı, and Meidl [1] that
these conditions are also necessary. In Lemma 5.1, we will show that if k and s are fixed,
the functions fk,s,α are linearly equivalent for different choices of α. Thus, we will omit
the subscript α in the future and simply denote the Pott-Zhou APN function by fk,s.
We chose the Pott-Zhou APN functions to study the equivalence problem for several
reasons: first, in comparison to the other functions from the list by Budaghyan, Calderini,
and Villa [6, Table 3], the family from Theorem 3.1 is remarkable as it depends on
two parameters—recall that α is irrelevant. Moreover, both those parameters k and
s are integers, and they have to meet conditions that are relatively easy to handle.
Second, in the first coordinate function of the bivariate representation of fk,s, the Gold
function x 7→ x2k+1 occurs twice, and Gold functions are well-studied. Third, Pott and
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the second author [11] showed that fk,s is a planar function on the finite field Fp2m,
where p is odd. Most importantly, the authors solved the equivalence problem for these
planar functions and thereby gave us a starting point to solve our equivalence problem
for the case p = 2.
For all those reasons, the Pott-Zhou APN family seems to be destined as a candidate
to establish a lower bound on the total number of inequivalent APN functions.
4 On the equivalence of Gold APN functions
Before we prove our main theorem in Section 5, we state a well-known result about
the equivalence of Gold APN functions in Theorem 4.1. We present a new proof for this
result which allows us to determine the precise shape of the equivalence mappings of Gold
APN functions. We will need these equivalence mappings for the proof of Theorem 1.1.
Note that Gold functions are quadratic, hence, by Lemma 2.2 and Lemma 2.3, two
Gold functions are CCZ-equivalent if and only if they are EA-equivalent, and their
automorphism groups under CCZ- and EA-equivalence are the same.
Our new proof shows that, for m ≥ 5, the automorphisms of Gold APN functions are
monomials. The case m = 4 will be considered separately in Lemma 4.2. Note that for
a Gold APN function x 7→ x2k+1 on F2m, it is easy to see that it is linearly equivalent to
the function x 7→ x2−k+1. Hence, we will only consider Gold APN functions with k < m2 .
Theorem 4.1. Let m ≥ 5, and let k, ℓ be integers coprime to m such that 0 < k, ℓ < m2 .
Two Gold APN functions f, g : F2m → F2m where
f(x) = x2
k+1 and g(x) = x2
ℓ+1
are CCZ-equivalent if and only if k = ℓ. In this case, the functions are linearly equivalent,
and the equation f(L(x)) = N(g(x)) holds for all x ∈ F2m if and only if L(X) and N(X)
are linearized monomials of the shapes L(X) = auX
2u and N(X) = a2
k+1
u X
2u.
Proof. If k = ℓ, the functions f and g are clearly EA-equivalent and thereby CCZ-
equivalent. We will show that, if the APN functions f and g are EA-equivalent, it follows
that k = ℓ. Assume that f and g are EA-equivalent. Then there exist three linearized
polynomials L(X), N(X),M(X) ∈ F2m [X], where N(X) and L(X) are permutation
polynomials, such that
(L(x))2
k+1 = N(x2
ℓ+1) +M(x) (3)
for all x ∈ F2m . Let x ∈ F2m . By writing L(X) =
∑m−1
i=0 aiX
2i and N(X) =
∑m−1
i=0 biX
2i
and rearranging the left side of (3), we obtain
m−1∑
i=0
a2
k
i−kaix
2i+1 +
m−1∑
i,j=0,
j 6=i+k
a2
k
i ajx
2i+k+2j =
m−1∑
i=0
bix
(2ℓ+1)2i +M(x). (4)
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Since the first sum on the left-hand side of (4) is a linearized polynomial and the second
sum on the left-hand side does not include any linear parts, it follows that
M(X) =
m−1∑
i=0
a2
k
i−kaiX
2i+1 . (5)
We store this information and will not consider M(X) in the following steps. Rewrite
the second sum on the left-hand side of (4) as
∑
0≤i<j≤m−1
(
a2
k
i−kaj + a
2k
j−kai
)
x2
i+2j ,
where the subscripts of a are calculated modulo m. From (4), it follows that
a2
k
i−kai+ℓ + a
2k
i+ℓ−kai = bi for all i, (6)
a2
k
i−kaj + a
2k
j−kai = 0 for j 6= i, i± ℓ. (7)
Since L(X) is a permutation polynomial, assume bu 6= 0 for some u ∈ {0, . . . ,m − 1}.
Then, by (6), au−k and au cannot be zero at the same time. We will consider the two
cases that, first, exactly one of au−k and au is nonzero and, second, both au−k and au
are nonzero.
Case 1. Assume au−k 6= 0 and au = 0. We will show that, in this case, f and g are
equivalent if k = ℓ and that L(X) and N(X) are monomials. For the case au 6= 0 and
au−k = 0, an analogous result can be obtained by following the same steps as in the case
presented.
If au−k 6= 0 and au = 0, then (7) becomes
a2
k
u−kaj + a
2k
j−kau = a
2k
u−kaj = 0 for j 6= u, u± ℓ.
Consequently, aj = 0 for j 6= u, u± ℓ. So, only au−k, au−ℓ, au+ℓ can be nonzero and (4)
is now
(
au−kx2
u−k
+ au−ℓx2
u−ℓ
+ au+ℓx
2u+ℓ
)2k+1
=
m−1∑
i=0
bix
2i(2ℓ+1). (8)
The left-hand side of (8) contains the summands
a2
k+1
u−k x
2u−k(2k+1), a2
k+1
u−ℓ x
2u−ℓ(2k+1) and a2
k+1
u+ℓ x
2u+ℓ(2k+1).
For ℓ 6= k, it follows from the condition 0 < k, ℓ < m2 , that u − k 6≡ u ± ℓ (mod m).
Hence, the sum of a2
k+1
u−k x
2u−k(2k+1) and one of the other two expressions cannot be 0,
which means a2
k+1
u−k x
2u−k(2k+1) cannot be canceled from the left-hand side of (8). However,
as it cannot occur on the right-hand side, we obtain au−k = 0 which contradicts our
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assumption.
For ℓ = k, however, we obtain
(
au−kx2
u−k
+ au+kx
2u+k
)2k+1
=
m−1∑
i=0
bix
2i(2k+1) (9)
from (4), whose left-hand side can be written as
a2
k+1
u−k x
2u−k(2k+1) + a2
k+1
u+k x
2u+k(2k+1) + a2
k
u−kau+kx
2u(2k+1) + a2
k
u+kau−kx
2u−k(23k+1).
As m ≥ 5, we have 3k 6≡ ±k (mod m), hence, x2u−k(23k+1) cannot be represented in the
form x2
i(2k+1). Consequently, its coefficient a2
k
u+kau−k has to be 0. Since au−k 6= 0, this
implies that au+k = 0 and L(X) = au−kX2
u−k
is a monomial. Thus, also N(X) is a
monomial. It is uniquely determined by L(X) and can be written asN(X) = a2
k+1
u−k X
2u−k .
Furthermore, it follows from (5) that M(X) = 0.
Case 2. Assume both au, au−k 6= 0. First, let k 6= ℓ. Since 0 < k, ℓ < m2 , it follows that
u − k 6≡ u − ℓ (mod m) and u + ℓ− k 6≡ u (mod m). Hence, we consider (7) for i = u
and j = u− k:
a2
k+1
u−k + a
2k
u−2kau = 0.
Consequently, au−2k 6= 0. Now, by considering (7) for (i, j) = (u−k, u−2k), (u−2k, u−
3k) . . . , (u − (m − 1)k, u) and recalling that gcd(k,m) = 1, we obtain ai 6= 0 for all
i = 0, . . . ,m− 1. Moreover, it follows from this sequence of equations that the quotient
a2
k
i−k
ai
=
a2
k
u−k
au
=: ∆
is constant for all i = 0, . . . ,m− 1. However, consider (6) for i = u:
a2
k
u−kau+ℓ + a
2k
u+ℓ−kau = bu. (10)
If we divide (10) by the nonzero auau+ℓ, we obtain
a2
k
u−k
au
+
a2
k
u+ℓ−k
au+ℓ
=
bu
auau+ℓ
which is a contradiction as the left-hand side is ∆ + ∆ = 0 and the right-hand side is
nonzero.
Now, let k = ℓ. In this case, (6) becomes
a2
k
u−kau+k + a
2k+1
u = bu (11)
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for i = u. We consider (7) for i = u− k and j = u+ k:
a2
k
u−2kau+k + a
2k
u au−k = 0.
Recall that au−k, au 6= 0, thus au−2k, au+k 6= 0. From additionally considering (7)
for (i, j) = (u − 2k, u), (u − 3k, u − k), . . . , (u, u + 2k), it follows that ai 6= 0 for all
i = 0, . . . ,m− 1. Furthermore, we obtain from these equations that
a2
k
u−ik
au−(i+1)k
=


a2
k
u
au+k
=: ∆1 for i even,
a2
k
u−k
au
=: ∆2 for i odd.
Note that u − k 6≡ u + 3k (mod m) as m ≥ 5. Hence, considering (7) with i = u and
j = u+ 3k, we obtain that
a2
k
u−kau+3k + a
2k
u+2kau = 0,
which implies ∆1 = ∆2 =: ∆. If we now divide (11) by auau+k, we obtain the same
kind of contradiction as for k 6= ℓ. Hence, this second case does not provide additional
solutions for L(X), N(X) and M(X).
If m = 4, some of the arguments used in the previous proof do not hold. In this case,
there is only one Gold APN function with k < m2 , namely f(x) = x
3. However, unlike
for m ≥ 5, the automorphism group of f does not only consist of monomials, as we show
in the following lemma.
Lemma 4.2. The group AutL(f) of linear automorphisms of the unique Gold APN func-
tion f : F24 → F24 that is defined as f(x) = x3 consists of the linearized monomials from
Theorem 4.1 together with the linearized polynomials
L(X) = a1X
2 + a3X
8 and N(X) = a23a1X + a
3
1X
2 + a21a3X
4 + a33X
8,
L(X) = a0X + a2X
4 and N(X) = a30X + a
2
0a2X
2 + a32X
4 + a22a0X
8,
for coefficients a1, . . . , a4 ∈ F∗2m such that a1a3 and
a0
a2
are non-cubes.
Proof. Let m = 4. Using the same notation as in the proof of Theorem 4.1, we con-
sider (6) and (7) for k = ℓ = 1. We obtain the following equations of type (6):
a23a1 + a
3
0 = b0, a
2
0a2 + a
3
1 = b1, a
2
1a3 + a
3
2 = b2, a
2
2a0 + a
3
3 = b3. (12)
Note that we now only have two equations of type (7), namely
a21a0 + a
2
3a2 = 0 and a
2
0a3 + a
2
2a1 = 0. (13)
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Assume again that bu 6= 0 for some u ∈ {0, . . . , 3}. We will distinguish the same cases
as in the proof of Theorem 4.1:
Case 1. First, assume au−1 6= 0 and au = 0. As before, the case au 6= 0 and au−1 = 0
can be treated analogously. If au−1 6= 0 and au = 0, it follows from (13) that au+1 6=
0 and au−2 = 0. However, unlike in the proof of Theorem 4.1, we do not obtain a
contradiction from (9) now, as x2
3k+1 = x9 can be written as x2
3k(2k+1) = x2
3·3. Hence,
the equation
L(x)3 = N(x3)
holds not only for the linearized monomials from Theorem 4.1, but also for the linearized
polynomials
L(X) = a1X
2 + a3X
8 and N(X) = a23a1X + a
3
1X
2 + a21a3X
4 + a33X
8
if we choose u = 0 or 2 and
L(X) = a0X + a2X
4 and N(X) = a30X + a
2
0a2X
2 + a32X
4 + a22a0X
8
if we choose u = 1 or 3.
In the final step of this first case, we need to check under which conditions L(X) and
N(X) are permutation polynomials. Since L(X) and N(X) are linearized, it is sufficient
to show that L(x) = 0 and N(x) = 0 if and only if x = 0. For x 6= 0, the equation
L(x) = 0 can be rearranged to a1
a3
= x6 and a0
a2
= x3, respectively. These equations have
no solution if and only if a1
a3
and a0
a2
are non-cubes. It is routine to verify that N(X) also
is a permutation polynomial in these cases.
Case 2. Now, let both au−1, au 6= 0. In this case, it follows from (13) that a1, . . . , a4
are nonzero, and that a1
a3
and a2
a0
have to be cubes satisfying (a1
a3
)2 = a2
a0
. Consequently,
by (12), the coefficients b1, . . . , b4 are also nonzero which implies a
3
0 6= a23a1. Taking all
these conditions into consideration, we obtain 15 choices for a1, five choices for a3, twelve
choices for a0, and a2 is finally uniquely determined by the other coefficients. Thus, we
obtain a total of 900 possible distinct polynomials L(X). However, it can be verified
that none of them is a permutation polynomial. Hence, the second case does not provide
additional solutions.
From Theorem 4.1 and Lemma 4.2, we easily obtain the automorphism groups of
Gold APN functions. These results were originally given by Berger and Charpin [2,
Proposition 5] in a coding theory context. We restate their result to demonstrate how
it can be derived from Theorem 4.1.
Corollary 4.3. Let f be a Gold APN function on F2m. If m ≥ 5, then AutL(f) is
isomorphic to the general semi-linear group ΓL(1, 2m) of degree 1 over F2m, and conse-
quently
|AutL(f)| = m(2m − 1) and |Aut(f)| = m2m(2m − 1).
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If m = 4, then
|AutL(f)| = 360 and |Aut(f)| = 5760.
Proof. In Theorem 4.1, we have shown that equivalence mappings of Gold APN functions
can be described by polynomials of the shape L(X) = auX
2u and N(X) = a2
k+1
u X
2u .
We count the number of such polynomials. For all m ≥ 4, there exist m(2m− 1) distinct
monomials L(X), as there arem distinct choices for u and 2m−1 possibilities to choose au.
The monomial N(X) is then uniquely determined by L(X). Hence, clearly, AutL(f) is
isomorphic to the semilinear group ΓL(1, 2m) and |AutL(f)| = m(2m − 1).
If m = 4, in addition to the 4 · (24 − 1) = 60 monomials from Theorem 4.1, we
have the linearized polynomials presented in Lemma 4.2. For both possible shapes of
L(X) and N(X) from Lemma 4.2, we have 15 possible choices for au−k resulting in ten
choices for au+k. This gives us a total number of 300 = 2 · 15 · 10 distinct pairs of
L(X) and N(X). Adding this number to the number of distinct monomials, we obtain
|AutL(f)| = 60 + 300 = 360.
In both of the above cases, the automorphism group Aut(f) is obtained from AutL(F )
by using Lemma 2.3 in combination with Lemma 2.2.
Berger and Charpin [2] actually showed that for m = 4, the automorphism group
AutL(f) is isomorphic to the general semilinear group ΓL(2, 4).
5 On the equivalence of Pott-Zhou APN functions
In this section, we study the equivalence problem of the Pott-Zhou APN functions
on F22m , where m is even, which were introduced in Theorem 3.1. We will answer
the question for which values of the parameters k, s, α two Pott-Zhou APN functions
fk,s,α are CCZ-inequivalent. Our results will allow us to establish a lower bound on the
total number of CCZ-inequivalent APN functions on F22m , where m is even.
Note that, like the Gold APN functions in Section 4, Pott-Zhou APN functions are
quadratic. Hence, by Lemma 2.2 and Lemma 2.3, two Pott-Zhou APN functions are
CCZ-equivalent if and only if they are EA-equivalent, and their automorphism groups
under CCZ- and EA-equivalence are the same. We begin by proving some trivial equiv-
alences:
Lemma 5.1. Let m be an even integer. Let k, ℓ be integers coprime to m such that
0 < k, ℓ < m, and let s, t be even integers with 0 ≤ s, t ≤ m. Let α, β ∈ F∗2m be non-
cubes. The two APN functions fk,s,α, fℓ,t,β : F22m → F22m from Theorem 3.1 are linearly
equivalent
(a) if (k, s) = (ℓ, t), no matter which non-cubes α and β we choose,
(b) if k ≡ ±ℓ (mod m) and s ≡ ±t (mod m).
Proof. By (1) and (2), the two functions fk,s,α and fℓ,t,β are linearly equivalent if
there exist invertible mappings L,N on F22m , represented by linearized polynomials
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LA(X,Y ), LB(X,Y ) ∈ F2m[X,Y ] and N1(X), . . . , N4(X) ∈ F2m [X], respectively, such
that the two equations
LA(x, y)
2k+1 + αLB(x, y)
(2k+1)2s = N1(x
2ℓ+1 + βy(2
ℓ+1)2t) +N3(xy),
LA(x, y)LB(x, y) = N2(x
2ℓ+1 + βy(2
ℓ+1)2t) +N4(xy)
hold for all x, y ∈ F2m . Note that in all the following cases, N2(X) = N3(X) = 0, hence
we will not mention these polynomials in the remainder of the proof. Let x, y ∈ F2m .
(a) Let (k, s) = (ℓ, t), and denote by γ a primitive element of F2m . For the non-
cubes α, β ∈ F∗2m write α = γa and β = γb for some a, b 6≡ 0 (mod 3). We will
distinguish the two cases a ≡ b (mod 3) and a 6≡ b (mod 3). First, assume a ≡ b
(mod 3). Then f and g are linearly equivalent as can be seen by choosing
LA(X,Y ) = x, LB(X,Y ) = γ
cY, N1(X) = X, N4(X) = γ
cX,
where c ∈ {0, . . . , 2m − 1} such that
(2k + 1)2sc ≡ b− a (mod 2m − 1).
Such an integer c always exists as gcd((2k+1)2s, 2m−1) = 3 and b−a ≡ 0 (mod 3).
If a 6≡ b (mod 3), then f and g are linearly equivalent by
LA(X,Y ) = X
2, LB(X,Y ) = γ
cY 2, N1(X) = X
2, N4(X) = γ
cX2,
where c satisfies
(2k + 1)2sc ≡ 2b− a (mod 2m − 1).
By the same reasoning as before and considering that 2b−a ≡ 0 (mod 3), such an
integer c always exists.
(b) By (a), we can assume α = β. We write fk,s instead of fk,s,α. If k ≡ −ℓ (mod m)
and s = t, then fk,s and f−k,s are linearly equivalent by
LA(X,Y ) = X
2−k , LB(X,Y ) = Y
2−k , N1(X) = X, N4(X) = X
2−k .
Now, let k = ℓ and s ≡ −t (mod m). Define a function f ′ : F2m → F2m as
f ′(x, y) =
(
y2
k+1 + α2
−s
x(2
k+1)2s , xy
)
.
We show that both fk,s and fk,−s are linearly equivalent to f ′. For fk,s, we choose
LA(X,Y ) = Y, LB(X,Y ) = X, N1(X) = X, N4(X) = X
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and use the result from (a). The function fk,−s is linearly equivalent to f ′ by
LA(X,Y ) = X, LB(X,Y ) = Y, N1(X) = α
2−sX2
s
, N4(X) = X.
As fk,s is linearly equivalent to both f−k,s and fk,−s, it follows from combining
these results that fk,s is linearly equivalent to f−k,−s.
Thanks to Lemma 5.1, we will, from now on, fix the non-cube α and restrict the
parameters k, s to 0 < k < m2 and 0 ≤ s ≤ m2 . We will moreover omit the subscript α
and simply write fk,s instead of fk,s,α.
We are now able to prove Theorem 1.1. In its proof, we only consider Pott-Zhou APN
functions on the finite field F22m with m ≥ 6. Note that, for m = 2, all the Pott-Zhou
APN functions are CCZ-equivalent according to Lemma 5.1. Hence, up to equivalence,
the function f1,0 is the unique Pott-Zhou APN function on F22 . It is actually equivalent
to the unique Gold APN function x 7→ x3. The result for the case m = 4 was already
given by Pott and the second author [11], we restate it at the beginning of our proof.
Let us now recall Theorem 1.1.
Theorem 1.1. Let m ≥ 4 be an even integer. Let k, ℓ be integers coprime to m such
that 0 < k, ℓ < m2 , let s, t be even integers with 0 ≤ s, t ≤ m2 , and let α, β ∈ F∗2m be
non-cubes. Two Pott-Zhou APN functions fk,s,α, fℓ,t,β : F22m → F22m from Theorem 3.1,
where
fk,s,α(x, y) =
(
x2
k+1 + αy(2
k+1)2s , xy
)
and fℓ,t,β(x, y) =
(
x2
ℓ+1 + βy(2
ℓ+1)2t , xy
)
,
are CCZ-equivalent if and only if k = ℓ and s = t.
Proof. As shown in Lemma 5.1, the choice of the non-cubes α and β does not matter.
Hence, set α = β and denote the two Pott-Zhou APN functions by fk,s and fℓ,t.
Form = 4, there exist two equivalence classes of Pott-Zhou APN functions, namely f1,0
and f1,2. Their CCZ-inequivalence has been shown by Pott and the second author [11]
who computed their Γ-ranks as 13200 and 13642, respectively.
For the remainder of this proof, letm ≥ 6. As in the proof of Lemma 5.1, the functions
fk,s and fℓ,t are EA-equivalent if there exist linearized polynomials LA(X,Y ), LB(X,Y ),
MA(X,Y ), MB(X,Y ) ∈ F2m[X,Y ] and N1(X), . . . , N4(X) ∈ F2m[X], where
L(X,Y ) = (LA(X,Y ), LB(X,Y ))
and
N(X,Y ) = (N1(X) +N3(Y ), N2(X) +N4(Y ))
are invertible, such that the equations
LA(x, y)
2k+1 + αLB(x, y)
(2k+1)2s = N1(x
2ℓ+1 + αy(2
ℓ+1)2t) +N3(xy) +MA(x, y), (14)
LA(x, y)LB(x, y) = N2(x
2ℓ+1 + αy(2
ℓ+1)2t) +N4(xy) +MB(x, y) (15)
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hold for all x, y ∈ F2m . We write LA(X,Y ) = L1(X) + L3(Y ) and LB(X,Y ) = L2(X) +
L4(Y ) for linearized polynomials L1(X), . . . , L4(X) ∈ F2m [X]. Hence,
L(X,Y ) = (L1(X) + L3(Y ), L2(X) + L4(Y )) .
Write
L1(X) =
m−1∑
i=0
aiX
2i , L2(X) =
m−1∑
i=0
biX
2i , L3(Y ) =
m−1∑
i=0
aiY
2i , L4(Y ) =
m−1∑
i=0
biY
2i .
Moreover, define linearized polynomials M1(X), . . . ,M4(X) ∈ F2m [X] in the same way
as L1(X), . . . , L4(X) were defined. For the remainder of the proof, let x, y ∈ F2m. We
first prove the following claim.
Claim. If fk,s and fℓ,t are EA-equivalent, then k = ℓ and each of the linearized polyno-
mials L1(X), . . . , L4(X) is either a binomial, a monomial or zero.
We will prove the result for y = 0, hence we only consider L1(X) and L2(X). By
proceeding analogously, it can be shown that the statement also holds for x = 0 and the
polynomials L3(Y ) and L4(Y ). Let y = 0. Then (14) and (15) can be reduced to
L1(x)
2k+1 + αL2(x)
(2k+1)2s = N1(x
2ℓ+1) +M1(x), (16)
L1(x)L2(x) = N2(x
2ℓ+1) +M2(x) (17)
for all x ∈ F2m. Write
N1(X) =
m−1∑
i=0
ciX
2i and N2(X) =
m−1∑
i=0
diX
2i .
We first consider the case, that one of L1(X) or L2(X) is zero. Assume L1(X) 6= 0
and L2(X) = 0. If L1(X) = 0 and L2(X) 6= 0, the same result can be obtained by
symmetry. In our case, (16) becomes
L1(x)
2k+1 = N1(x
2ℓ+1) +M1(x),
which is equivalent to the statement that the Gold APN functions x 7→ x2k+1 and
x 7→ x2ℓ+1 are EA-equivalent. According to Theorem 4.1, this holds if and only if k = ℓ.
We showed that, in this case, L1(X) is a linearized monomial.
Now, let both L1(X), L2(X) 6= 0. Then (17) becomes
m−1∑
i=0
aibix
2i+1 +
m−1∑
i,j=0,
j 6=i
aibjx
2i+2j =
m−1∑
i=0
dix
(2ℓ+1)2i +M2(x). (18)
The first sum on the left-hand side of (18) is a linearized polynomial and the second
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sum does not contain linear parts. Hence, M2(x) =
∑m−1
i=0 aibix
2i+1 . Omitting the linear
parts, we rewrite (18) as
∑
0≤i<j≤m−1
(aibj + ajbi)x
2i+2j =
m−1∑
i=0
dix
(2ℓ+1)2i
and obtain
aibi+ℓ + ai+ℓbi = di for all i, (19)
aibj + ajbi = 0 for j 6= i, i± ℓ, (20)
where the subscripts are calculated modulo m. We separate the proof into two cases:
First, the case that di = 0 for all i = 0, . . . ,m− 1 and, second, the case that du 6= 0 for
some u ∈ {0, . . . ,m− 1}.
Case 1. In this case, we show that if di = 0 for all i = 0, . . . ,m− 1, the problem can
be reduced to the Gold APN Case from Theorem 4.1, and hence, k = ℓ and L1(X) and
L2(X) are monomials of the same degree. Assume di = 0 for all i = 0, . . . ,m− 1, which
means N2(X) = 0. In this case, (19) and (20) combine to
aibj + ajbi = 0 for j 6= i. (21)
Recall, that L1(X), L2(X) 6= 0. Consequently, there are at least two nonzero coeffi-
cients au, bu′ . If u = u
′, then the corresponding term aubuX2
u+1
is linearized. Hence, it
is a part of M2(X), not of N2(X). If u 6= u′, then, by (21),
aubu′ + au′bu = 0.
Hence, au′ , bu 6= 0 and aubu =
a′u
b′u
. Moreover, it follows that all pairs (aj , bj) satisfy either
aj = bj = 0 or
aj
bj
= ∆, (22)
where ∆ := au
bu
is a nonzero constant. Consequently, bj = δaj , where δ = ∆
−1, for all
j = 0, . . . ,m− 1, and L2(X) is a multiple of L1(X), namely
L2(X) = δL1(X).
Written in this way, it is obvious that L1(X)L2(X) = δ(L1(X))
2 is a linearized polyno-
mial, hence N2(X) = 0 and M2(X) = δ(L1(X))
2. Next, we plug L1(X) and L2(X) into
(16) and obtain
L1(x)
2k+1 + αδ(2
k+1)2sL1(x)
(2k+1)2s = N1(x
2ℓ+1) +M1(x). (23)
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If s = 0, then (23) becomes
(
1 + αδ(2
k+1)2s
)
L1(x)
2k+1 = N1(x
2ℓ+1) +M1(x),
which implies that the Gold APN functions x 7→ x2k+1 and x 7→ x2ℓ+1 are EA-equivalent.
According to Theorem 4.1, it follows that k = ℓ and that L1(X) is a monomial. Conse-
quently, L2(X) = δL1(X) is also a monomial, it has the same degree as L1(X).
If s 6= 0, we define a mapping P : F2m → F2m by
P (x) = x+ αδ(2
k+1)2sx2
s
and rewrite the left hand side of (23) as
P (L1(x)
2k+1).
We show that P is bijective. Since P is linear, it is sufficient to show that it has no
nonzero roots. If P had a nonzero root, it would solve the equation
α−1 = δ(2
k+1)2sx2
s−1.
However, this equation can never be true: its left-hand side is obviously a non-cube.
Since gcd(2k +1, 2m − 1) = 3, the first factor on the right-hand side, δ(2k+1)2s , is a cube.
As gcd(2s−1, 2m−1) = 2gcd(s,m)−1 = 22 gcd( s2 ,m2 )−1 is divisible by 3, the second factor,
x2
s−1, is also a cube. Hence, we have a cube on the right-hand side and a non-cube on
the left-hand side, which is a contradiction.
Denote by P−1 the inverse of P and rewrite (23) as
L1(x)
2k+1 = P−1(x) ◦N1(x2ℓ+1) + P−1(x) ◦M1(x). (24)
Note that P−1 is also linear. Hence, (24) leads us to the Gold APN function case again,
and it follows that k = ℓ and that L1(X) and L2(X) are monomials of the same degree.
Case 2. Consider (19) and (20) again. In this case, we show that if du 6= 0 for
some u ∈ {0, . . . ,m − 1}, we obtain that k = ℓ and that L1(X) and L2(X) have one of
the following shapes: either
L1(X) = auX
u and L2(X) = buX
u
or
L1(X) = auX
u and L2(X) = bu+kX
u+k
or
L1(X) = auX
u + au+kX
u+k and L2(X) = buX
u + bu+kX
u+k.
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Assume du 6= 0 for some u ∈ {0, . . . ,m− 1} which means N2(X) 6= 0. Then, by (19),
au and bu cannot be zero at the same time. We will separate the proof of Case 2 into
two subcases: first, Case 2.1, where both au and bu are nonzero, and second, Case 2.2,
where exactly one of au and bu is nonzero. Both these cases will be separated into several
subcases again.
Case 2.1. Assume au 6= 0 and bu 6= 0. Then, from (20), it follows that all pairs (aj , bj),
where j 6= u, u±ℓ, satisfy (22). We will separate the proof of this case into three subcases:
Case 2.1.1. Assume there exists ℓ′ 6= 0,±ℓ,±2ℓ such that au+ℓ′ , bu+ℓ′ 6= 0. By (22),
this implies
au+ℓ′
bu+ℓ′
= ∆. Since u + ℓ′ ± ℓ 6= u ± ℓ, it follows from (20) with i = u + ℓ′
that both (au+ℓ, bu+ℓ) and (au−ℓ, bu−ℓ) also have to satisfy one of the equations in (22).
Hence, (22) holds for all pairs (aj, bj), and we know from the calculations below (22)
that this implies N2(X) = 0. This is a contradiction.
Case 2.1.2. Now, assume aj = bj = 0 for j 6= u, u ± ℓ. In this case, we obtain only
one equation from (20), namely
au−ℓbu+ℓ + au+ℓbu−ℓ = 0.
Hence, either
(i) au−ℓ = au+ℓ = 0 or bu−ℓ = bu+ℓ = 0, meaning that one of L1(X) and L2(X) is a
monomial and the other one a trinomial, or
(ii) au−ℓ = bu−ℓ = 0 or au+ℓ = bu+ℓ = 0, meaning that both L1(X) and L2(X) are
binomials consisting of terms of the same degree, or
(iii) au±ℓ, bu±ℓ 6= 0 and au−ℓbu−ℓ =
au+ℓ
bu+ℓ
, meaning that both L1(X) and L2(X) are trinomi-
als.
We will consider each of these three subcases.
Subcase (i). Assume bu−ℓ = bu+ℓ = 0. The case au−ℓ = au+ℓ = 0 follows by
symmetry. We consider polynomials
L1(X) = au−ℓX2
u−ℓ
+ auX
2u + au+ℓX
2u+ℓ and L2(X) = buX
2u
which we plug into the left-hand side of (16). Hence,
L1(x)
2k+1 = a2
k+1
u−ℓ x
2u−ℓ(2k+1) + a2
k+1
u x
2u(2k+1) + a2
k+1
u+ℓ x
2u+ℓ(2k+1)
+ a2
k
u−ℓaux
2u(2k−ℓ+1) + a2
k
u au+ℓx
2u+ℓ(2k−ℓ+1) + a2
k
u+ℓau−ℓx
2u−ℓ(2k+2ℓ+1) (25)
+ a2
k
u−ℓau+ℓx
2u+ℓ(2k−2ℓ+1) + a2
k
u au−ℓx
2u−ℓ(2k+ℓ+1) + a2
k
u+ℓaux
2u(2k+ℓ+1).
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and
αL2(x)
2s(2k+1) = αb2
s(2k+1)
u x
2s+u(2k+1). (26)
Recall that the right-hand side of (16) is
m−1∑
i=0
cix
2i(2ℓ+1) +M1(x).
We show, that not all of the first three summands of (25), that all contain the factor (2k+
1) in their exponents, can be canceled. As 0 < ℓ < m2 , they cannot cancel each other.
If ℓ = m2 − k, the exponent of the sixth term contains the factor (2k + 1), it can be
written as 2u−
m
2 (2k + 1). However, by the same reasoning as above, it cannot cancel
any of the first three terms. The only case where one summand could be canceled is
the following: if ℓ = k, the seventh and the second term can be summarized and could
potentially cancel each other. In total, for arbitrary k and ℓ, at least the first and the
third summand of (25) contain (2k +1) in their exponents. Note that none of them can
be canceled by (26): as m and s are even and gcd(ℓ,m) = 1, it follows that s 6≡ ±ℓ
(mod m).
We now compare the left-hand side and the right-hand side of (16). Since the left-
hand side contains terms with x2
i(2k+1), it follows that k = ℓ. Note that in this case, the
fourth and fifth summand of (25) become linearized, hence
M1(X) = a
2k
u−kauX
2u+1 + a2
k
u au+kX
2u+k+1.
Now, consider the sixth, eighth and ninth summand of (25):
a2
k
u+kau−kx
2u−k(23k+1), a2
k
u au−kx
2u−k(22k+1), a2
k
u+kaux
2u(22k+1).
As m ≥ 6 and gcd(k,m) = 1, we have 2k 6≡ ±k (mod m) and 3k 6= ±k (mod m).
Hence, these terms cannot be represented in the form cix
2i(2k+1) which means that their
coefficients have to be zero. As au 6= 0, it follows that au−k = au+k = 0. Hence, L1(X)
and L2(X) are monomials of the same degree,
L1(X) = auX
2u and L2(X) = buX
2u , (27)
and M1(X) = 0.
Subcase (ii). Assume au−ℓ = bu−ℓ = 0. The case au+ℓ = bu+ℓ = 0 follows by
symmetry. In our case,
L1(X) = auX
2u + au+ℓX
2u+ℓ and L2(X) = buX
2u + bu+ℓX
2u+ℓ .
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For the left-hand side of (16), we obtain
L1(x)
2k+1 = a2
k+1
u x
2u(2k+1) + a2
k+1
u+ℓ x
2u+ℓ(2k+1)
+ a2
k
u au+ℓx
2u+ℓ(2k−ℓ+1) + a2
k
u+ℓaux
2u(2k+ℓ+1). (28)
and
αL2(x)
2s(2k+1) = αb2
s(2k+1)
u x
2s+u(2k+1) + αb
2s(2k+1)
u+ℓ x
2s+u+ℓ(2k+1)
+ αb2
s+k
u b
2s
u+ℓx
2s+u+ℓ(2k−ℓ+1) + αb2
s+k
u+ℓ b
2s
u x
2s+u(2k+ℓ+1). (29)
As in Subcase (i), the first two terms of (28) and (29), respectively, cannot cancel each
other. We will consider the cases s 6= 0 and s = 0.
First, assume s 6= 0. As s 6≡ ±ℓ (mod m), the terms in (28) and in (29) cannot cancel
each other if we add both expressions. Consequently, from comparing the left-hand side
of (16) with its right-hand side, it follows that k = ℓ. Using the same argument as in
Subcase (i), we obtain au+ℓ = bu+ℓ = 0, and L1(X) and L2(X) are monomials of the
same degree as in (27). Moreover, M1(X) = 0.
Next, assume s = 0. Now, the corresponding terms in (28) and (29) can be summa-
rized. Consider the first summand(
a2
k+1
u + αb
2k+1
u
)
x2
u(2k+1). (30)
As au, bu 6= 0, its coefficient is zero, if and only if
α =
(
au
bu
)2k+1
.
However, as gcd(2k+1, 2m−1) = 3, this implies that α is a cube which is a contradiction.
Hence, this term occurs with a nonzero coefficient on the left-hand side of (16), and we
need k = ℓ to represent it as cix
2i(2ℓ+1) on the right-hand side of (16). If k = ℓ, the
second term in the sum of (28) and (29) can also be represented in this way, and the
third term is linearized which means
M1(X) =
(
a2
k
u au+k + αb
2k
u bu+k
)
X2
u+k+1
.
Hence, we consider the fourth summand:(
a2
k
u+kau + αb
2k
u+kbu
)
x2
u(22k+1).
As 2k 6≡ ±k (mod m), it cannot be represented as cix2i(2k+1). Hence, its coefficient has
to be zero. This is the case if au+k = bu+k = 0 or if
(
au
bu
)(
au+k
bu+k
)2k
= α. (31)
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Consequently, either L1(X) and L2(X) are monomials of the same degree, as in (27),
and M1(X) = 0, or L1(X) and L2(X) are binomials of the form
L1(X) = auX
2u + au+kX
2u+k and L2(X) = buX
2u + bu+kX
2u+k , (32)
where the coefficients satisfy
(
au
bu
) (
au+k
bu+k
)2k
= α. This implies au
bu
6= au+k
bu+k
since otherwise,
α would be a cube. In the binomial case, M1(X) =
(
a2
k
u au+k + αb
2k
u bu+k
)
X2
u+k+1
.
Subcase (iii). Now,
L1(X) = au−ℓX2
u−ℓ
+ auX
2u + au+ℓX
2u+ℓ
and L2(X) = bu−ℓX2
u−ℓ
+ buX
2u + bu+ℓX
2u+ℓ ,
where all coefficients are nonzero and
au−ℓ
bu−ℓ
=
au+ℓ
bu+ℓ
. We plug these polynomials into (16).
The expression L1(x)
2k+1 is as in (25), and αL2(x)
(2k+1)2s looks basically the same: just
replace a by b, multiply every coefficient by α and apply the automorphism x 7→ x2s
on every summand. Furthermore, what we mentioned below (26) for the coefficients
of L1(x)
2k+1 still holds, now for the coefficients of both L1(x)
2k+1 and αL2(x)
(2k+1)2s .
As in Subcase (ii), we separate the cases s 6= 0 and s = 0.
Assume s 6= 0. Like before, terms from L1(x)2k+1 and from αL2(x)(2k+1)2s cannot
cancel each other, and it follows that k = ℓ. We obtain
M1(X) = a
2k
u−kauX
2u+1 + a2
k
u au+kX
2u+k+1 + αb2
s+k
u−k b
2s
u X
2s+u+1 + αb2
s+k
u a
2s
u+kX
2s+u+k+1.
By the same argument as in Subcase (i), the sixth, eighth and ninth term of (25), that
now contain x2
3k+1 and x2
2k+1, cannot be represented as x2
i(2k+1). The same holds for
the corresponding terms in αL2(x)
2s(2k+1). As a consequence, the coefficients of these
terms, that are
a2
k
u+kau−k, a
2k
u au−k, a
2k
u+kau, and αb
2k+s
u+k b
2s
u−k, αb
2k+s
u b
2s
u−k, αb
2k+s
u+k b
2s
u ,
have to be zero. As au, bu 6= 0, it follows that au±k = bu±k = 0 which contradicts our
assumption.
Now, assume s = 0. In this case, we can summarize the corresponding terms of L1(x)
2k+1
and αL2(x)
2s(2k+1) and obtain the same term as in (30). By the same argument as in
Subcase (ii) for s = 0, it follows that k = ℓ. Now, consider the term
(
a2
k
u+kau−k + αb
2k+s
u+k b
2s
u−k
)
x2
u−k(23k+1),
which, as 3k 6≡ ±k (mod m), cannot be represented as cix2i(2k+1). Hence, its coefficient
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has to be zero. As au±k and bu±k are nonzero, this is only the case if
(
au−k
bu−k
)(
au+k
bu+k
)2k
= α.
However, as
au−k
bu−k
=
au+k
bu+k
and gcd(2k+1, 2m−1) = 3, this contradicts the condition that
α is a non-cube. In summary, we cannot obtain possible polynomials L1(X) and L2(X)
from Subcase (iii).
Case 2.1.3. Now, assume aj = bj = 0 for j 6= u, u ± ℓ, u ± 2ℓ. Recall that all
pairs (aj , bj) where j 6= u, u ± ℓ have to satisfy (22). If au±2ℓ = bu±2ℓ = 0, we are in
Case 2.1.2. Hence, assume that au+2ℓ and bu+2ℓ are nonzero. One can obtain an almost
identical result by symmetry when assuming that au−2ℓ and bu−2ℓ are nonzero.
If au+2ℓ, bu+2ℓ 6= 0, then, by (22), au+2ℓbu+2ℓ = ∆. It follows from (20) that also (au−2ℓ, bu−2ℓ)
and (au−ℓ, bu−ℓ) have to satisfy (22). However, (20) does not provide any restriction on
the value of (au+ℓ, bu+ℓ). If (au+ℓ, bu+ℓ) satisfies (22), then all (aj , bj) do and we are in
Case 2.1.1. If (au+ℓ, bu+ℓ) does not satisfy (22), then it follows from (20) that aj = bj = 0
for j = u− ℓ, u− 2ℓ. Hence,
L1(X) = auX
2u + au+ℓX
2u+ℓ + au+2ℓX
2u+2ℓ
and L2(X) = buX
2u + bu+ℓX
2u+ℓ + bu+2ℓX
2u+2ℓ .
As au
bu
=
au+2ℓ
bu+2ℓ
, this case is similar to Case 2.1.2, Subcase (iii), when we shift all coeffi-
cients by ℓ with the only difference that now, one of the middle coefficients au+ℓ, bu+ℓ
can be zero. However, the arguments used in the previous case still hold. Consequently,
we do not obtain possible polynomials L1(X) and L2(X) from Case 2.1.3.
Case 2.2. Assume exactly one of au and bu is nonzero. We show the case au 6= 0
and bu = 0. The case au = 0 and bu 6= 0 can be proved analogously. So, assume au 6= 0
and bu = 0. From (19), we obtain the equation
aubu+ℓ + au+ℓbu = aubu+ℓ = du.
As du 6= 0, it follows that bu+ℓ 6= 0. From (20), we obtain
aubj + ajbu = aubj = 0
for j 6= u, u± ℓ. Consequently, bj = 0 for j 6= u± ℓ. Now, it follows from (20) that
au+ℓbj + ajbu+ℓ = ajbu+ℓ = 0
for j 6= u− ℓ, u, u+ ℓ, u+2ℓ. Consequently, aj = 0 for j 6= u− ℓ, u, u+ ℓ, u+2ℓ. We will
separate the proof of Case 2.2 into two subcases: in Case 2.2.1, we consider bu−ℓ 6= 0
and in Case 2.2.2, we consider bu−ℓ = 0.
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Case 2.2.1. Assume bu−ℓ 6= 0. From (20), we obtain
au−ℓbu+2ℓ + au+2ℓbu−ℓ = au+2ℓbu−ℓ = 0
which implies au+2ℓ = 0. Moreover, we obtain
au−ℓbu+ℓ + au+ℓbu−ℓ = 0
which, recalling that bu+ℓ is nonzero, implies either au−ℓ = au+ℓ = 0 or au−ℓ, au+ℓ 6= 0
and
au−ℓ
bu−ℓ
=
au+ℓ
bu+ℓ
. We separate these two subcases:
Subcase (i). Assume au−ℓ = au+ℓ = 0. Then
L1(X) = auX
2u and L2(X) = bu−ℓX2
u−ℓ
+ bu+ℓX
2u+ℓ .
We plug L1(X) and L2(X) into (16) and obtain on the left-hand side
L1(x)
2k+1 = a2
k+1
u x
2u(2k+1) (33)
and
αL2(x)
(2k+1)2s = αb2
s+k+1
u−ℓ x
2s+u−ℓ(2k+1) + αb2
s+k+1
u+ℓ x
2s+u+ℓ(2k+1)+
αb2
s+k
u−ℓ b
2s
u+ℓx
2s+u+ℓ(2k−2ℓ+1) + αb2
s+k
u+ℓ b
2s
u−ℓx
2s+u−ℓ(2k+2ℓ+1). (34)
Recall that the right-hand side of (16) is
m−1∑
i=0
cix
2i(2k+1) +M1(x).
Since s 6≡ ±ℓ (mod m), the terms containing x2k+1 cannot be canceled with each other.
Hence, they can only be represented as cix
2i(2k+1) if k = ℓ. In this case, however, the last
term of (34) contains x2
3k+1 which cannot be represented in the form cix
2i(2k+1) because
m ≥ 6 and, hence, 3k 6≡ ±k (mod m). Consequently, the corresponding coefficient has
to be zero which implies that bu−ℓ = 0 or bu+ℓ = 0. This is a contradiction.
Subcase (ii). Assume au−ℓ, au+ℓ 6= 0 and au−ℓbu−ℓ =
au+ℓ
bu+ℓ
. Then
L1(X) = au−ℓX2
u−ℓ
+ auX
2u + au+ℓX
2u+ℓ and L2(X) = bu−ℓX2
u−ℓ
+ bu+ℓX
2u+ℓ .
We plug these into (16). Then L1(x)
2k+1 is as in (25) and αL2(x)
(2k+1)2s is as in (34).
Since a2
k+1
u x
2u(2k+1) can never be canceled by any of the terms in (34), it follows that
k = ℓ. However, now the expressions a2
k
u au−kx2
u−k(22k+1) and a2
k
u+kaux
2u(22k+1) occur on
the left-hand side of (16), and they cannot be represented in the form cix
2i(2k+1) on its
right-hand side. As the corresponding coefficients are nonzero, this is a contradiction.
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Case 2.2.2. Assume bu−ℓ = 0. By (20),
au+ℓbu−ℓ + au−ℓbu+ℓ = au−ℓbu+ℓ = 0
which implies au−ℓ = 0. Then
L1(X) = auX
2u + au+ℓX
2u+ℓ + au+2ℓX
2u+2ℓ and L2(X) = bu+ℓX
2u+ℓ .
We plug these into (16). The expression L1(x)
2k+1 is now similar to (25), we only need
to replace u by u+ ℓ. Moreover,
αL2(x)
(2k+1)2s = b
2s(2k+1)
u+ℓ x
2s+u+l(2k+1).
Since x2
u(2k+1) and x2
u+2ℓ(2k+1) cannot be canceled on the left-hand side of (16) and
have to be represented on its right-hand side, it follows that k = ℓ. However, if k = ℓ,
the summands
a2
k
u+2kaux
2u(23k+1), a2
k
u+kaux
2u(22k+1), a2
k
u+2kau+kx
2u+k(22k+1)
on the left-hand side cannot be represented as cix
2i(2k+1) on the right-hand side. As au 6=
0, it follows that au+k = au+2k = 0. Consequently, L1(X) and L2(X) are monomials of
the form
L1(X) = auX
2u and L2(X) = bu+kX
2u+k , (35)
and M1(X) = 0. Note that if we consider Case 2.2 with au = 0 and bu 6= 0, we obtain
L1(X) = au+kX
2u+k and L2(X) = buX
2u (36)
and M1(X) = 0 from Case 2.2.2. This concludes the proof of our Claim.
We summarize the results we have obtained so far. If the APN functions fk,s and fℓ,t
are EA-equivalent, then k = ℓ, and L1(X) and L2(X) are of the form
L1(X) = auX
2u + au+kX
2u+k and L2(X) = buX
2u + bu+kX
2u+k (37)
for some u ∈ {0, . . . ,m − 1}. If L1(X) is a binomial, then, by (32), L2(X) is as well.
Moreover, this case is only possible if s = 0 and the coefficients of L1(X) and L2(X)
satisfy (31). If L1(X) is a monomial, then, by (27), (35), (36) and Theorem 4.1, L2(X)
is a monomial or zero. If L1(X) = 0, then, by Theorem 4.1, L2(X) is a monomial.
Vice versa, the same statements hold for L3(Y ) and L4(Y ), where
L3(Y ) = awY
2w + aw+kY
2w+k and L4(Y ) = bwY
2w + bw+kY
2w+k (38)
for some w ∈ {0, . . . ,m− 1}.
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It remains to show that EA-equivalence of fk,s and fk,t implies s = t. Combining the
results on L1(X), . . . , L4(X) that we mentioned above, we need LA(X,Y ) and LB(X,Y )
to be of one of the following forms:
(a) LA(X,Y ) = auX
2u + au+kX
2u+k + awY
2w + aw+kY
2w+k
and LB(X,Y ) = buX
2u + bu+kX
2u+k + bwY
2w + bw+kY
2w+k ,
(b) LA(X,Y ) = auX
2u + au+kX
2u+k + awY
2w
and LB(X,Y ) = buX
2u + bu+kX
2u+k + bwY
2w ,
(c) LA(X,Y ) = auX
2u + au+kX
2u+k + awY
2w
and LB(X,Y ) = buX
2u + bu+kX
2u+k + bw+kY
2w+k ,
(d) LA(X,Y ) = auX
2u + au+kX
2u+k + aw+kY
2w+k
and LB(X,Y ) = buX
2u + bu+kX
2u+k + bwY
2w ,
(e) LA(X,Y ) = auX
2u + awY
2w + aw+kY
2w+k
and LB(X,Y ) = buX
2u + bwY
2w + bw+kY
2w+k ,
(f) LA(X,Y ) = auX
2u + awY
2w + aw+kY
2w+k
and LB(X,Y ) = bu+kX
2u+k + bwY
2w + bw+kY
2w+k ,
(g) LA(X,Y ) = au+kX
2u+k + awY
2w + aw+kY
2w+k
and LB(X,Y ) = buX
2u + bwY
2w + bw+kY
2w+k ,
(h) LA(X,Y ) = auX
2u + awY
2w and LB(X,Y ) = buX
2u + bwY
2w ,
(i) LA(X,Y ) = auX
2u + awY
2w and LB(X,Y ) = buX
2u + bw+kY
2w+k ,
(j) LA(X,Y ) = auX
2u + aw+kY
2w+k and LB(X,Y ) = buX
2u + bwY
2w ,
(k) LA(X,Y ) = auX
2u + awY
2w and LB(X,Y ) = bu+kX
2u+k + bwY
2w ,
(l) LA(X,Y ) = au+kX
2u+k + awY
2w and LB(X,Y ) = buX
2u + bwY
2w ,
(m) LA(X,Y ) = auX
2u + awY
2w and LB(X,Y ) = bu+kX
2u+k + bw+kY
2w+k ,
(n) LA(X,Y ) = auX
2u + aw+kY
2w+k and LB(X,Y ) = bu+kX
2u+k + bwY
2w ,
(o) LA(X,Y ) = au+kX
2u+k + awY
2w and LB(X,Y ) = buX
2u + bw+kY
2w+k ,
(p) LA(X,Y ) = au+kX
2u+k + aw+kY
2w+k and LB(X,Y ) = buX
2u + bwY
2w .
We will show that all these cases either lead to a contradiction or to the conclusion
that LA(X,Y ) and LB(X,Y ) need to be monomials of the same degree. Considering
that EA-equivalence of fk,s and fℓ,t implies k = ℓ, we rewrite (14) and (15) as
LA(x, y)
2k+1 + αLB(x, y)
(2k+1)2s = N1(x
2k+1 + αy(2
k+1)2t) +N3(xy) +MA(x, y), (39)
LA(x, y)LB(x, y) = N2(x
2k+1 + αy(2
k+1)2t) +N4(xy) +MB(x, y). (40)
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We will plug all the possible combinations (a)–(p) into these equations. Note that in
cases (a)–(g), L1(X) and L2(X) or L3(Y ) and L4(Y ) are binomials. Hence, these cases
imply s = 0, and the coefficients of the binomials have to satisfy (31). We moreover
point out that on the right-hand side of (40), the term x2
i
y2
j
cannot occur if i 6≡ j
(mod m).
We first assume, that all the coefficients of LA(X,Y ) and LB(X,Y ) are nonzero. Then
the cases (c), (d), (f), (g), (i)–(m) and (p) lead to contradictions. We show how to
obtain this contradiction for (i), the reasoning for the other cases is analogous. If
LA(X,Y ) and LB(X,Y ) are as in (i), the left-hand side of (40) contains the summands
aubw+kx
2uy2
w+k
and buawx
2uy2
w
.
However, no matter how we choose u and w, we can never represent x2
u
y2
w+k
and
x2
u
y2
w
simultaneously in the form x2
i
y2
i
on the right-hand side of (40). Hence, this is
a contradiction.
For the remaining cases (a), (b), (e), (h), (n), and (o), however, (40) does not lead
to a contradiction. Hence, we need to take a closer look at these.
We start with (n), the same argumentation will also hold for (o): If we plug LA(X,Y )
and LB(X,Y ) of (n) into (40), the left-hand side is
aubu+kx
2u(2k+1) + awbw+ky
2w(2k+1) + aubwx
2uy2
w
+ bu+kaw+kx
2u+ky2
w+k
.
While the first two summands can be represented as N2(x
2k+1 + αy(2
k+1)2t), we need
u = w for the remaining two summands to be representable by N4(xy). So, from now
on, assume u = w. Next, we plug LA(X,Y ) and LB(X,Y ) into (39). The left-hand side
is
a2
k+1
u x
2u(2k+1) + a2
k+1
u+k y
2u+k(2k+1) + a2
k
u au+kx
2u+ky2
u+k
+ aua
2k
u+kx
2uy2
u+2k
+ αb
2s(2k+1)
u+k x
2s+u+k(2k+1) + αb
2s(2k+1)
u y
2s+u(2k+1)
+ αb2
s+k
u+k b
2s
u x
2s+u+2ky2
s+u
+ αb2
s
u+kb
2s+k
u x
2s+u+ky2
s+u+k
.
As neither x2
u
y2
u+2k
nor x2
s+u+2k
y2
s+u
can be represented on the right-hand side of (39),
the corresponding coefficients need to be zero. Consequently, one of au and au+k and one
of bu+k and bu have to be zero which means that LA(X,Y ) and LB(X,Y ) are monomials.
Considering (40) under the assumption that LA(X,Y ) and LB(X,Y ) are monomials, it
becomes clear that both polynomials need to be of the same degree. By symmetry, in
case (o), LA(X,Y ) and LB(X,Y ) are monomials of the same degree as well.
Next, we study (h): For this case, we obtain
aubux
2u+1 + awbwy
2w+1 +
(
aubw + buaw
)
x2
u
y2
w
on the left-hand side of (40). We consider two cases.
Case 1. First, assume au
bu
= aw
bw
. Then (40) does not provide any information as the
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left-hand side is a linearized polynomial. We plug LA(X,Y ) and LB(X,Y ) into (39).
Then the left-hand side of (39) contains the four summands
a2
k
u awx
2u+ky2
w
, αb2
k+s
u b
2s
w x
2s+u+ky2
s+w
and aua
2k
w x
2uy2
w+k
, αb2
s
u b
2s+k
w x
2s+uy2
s+w+k
. (41)
If s 6= 0, these terms cannot be represented on the right-hand side of (39). Hence, the
corresponding coefficients need to be zero which implies that LA(X,Y ) and LB(X,Y )
are monomials of the same degree. If s = 0, we can summarize the terms of (41) to
(
a2
k
u aw + αb
2k
u bw
)
x2
u+k
y2
w
and
(
aua
2k
w + αbub
2k
w
)
x2
u
y2
w+k
. (42)
The coefficients of these terms are zero if
α =
a2
k
u aw
b2ku bw
and α =
aua
2k
w
bub
2k
w
(43)
hold. As au
bu
= aw
bw
, both equations are identical and we obtain
α =
(
au
bu
)2k+1
.
However, since gcd(2k+1, 2m−1) = 3, this means that α is a cube. This is a contradiction.
Hence, LA(X,Y ) and LB(X,Y ) need to be monomials of the same degree.
Case 2. Now, assume au
bu
6= aw
bw
. Then aubw + buaw 6= 0, and we need u = w to
represent x2
u
y2
w
on the right-hand side of (40). Assuming u = w, we plug LA(X,Y )
and LB(X,Y ) into (39). Then its left-hand side contains the summands from (41),
where u = w. As before, if s 6= 0, these terms cannot be represented on the right-hand
side of (39). Hence, the corresponding coefficients need to be zero which implies that
LA(X,Y ) and LB(X,Y ) are monomials of the same degree. If s = 0, we can summarize
the terms in the same way as in (42), where u = w. Their coefficients are zero if (43)
with u = w holds. This is only the case if
(
aubu
buau
)2k−1
= 1. (44)
Since k and m are coprime, we obtain gcd(2k − 1, 2m − 1) = 2gcd(k,m) − 1 = 1. Conse-
quently, (44) implies au
bu
= au
bu
. As u = w, this contradicts our assumption au
bu
6= aw
bw
.
We next consider (b). Recall that, in this case, s = 0 and, by the arguments below (32),
au
bu
6= au+k
bu+k
. We can assume that all the coefficients of LA(X,Y ) and LB(X,Y ) are
nonzero since otherwise, we end up in one of the cases (h)–(o). If we plug LA(X,Y )
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and LB(X,Y ) of (b) into (40), the left-hand side contains the summands(
aubw + buaw
)
x2
u
y2
w
and
(
au+kbw + bu+kaw
)
x2
u+k
y2
w
. (45)
It is not possible that both coefficients in (45) are zero at the same time: this would
imply au
bu
=
au+k
bu+k
which is a contradiction. Since we cannot represent both summands
of (45) simultaneously as cix
2iy2
i
, it follows that one of the coefficients has to be zero.
Assume the second one is zero. The reasoning for the case that the first one is zero can
be done analogously. The second coefficient is zero if aw
bw
=
au+k
bu+k
. The remaining first
term of (45) can be only represented on the right-hand side of (40) if u = w. So, assume
u = w and consider (39). On the left-hand side of (39), we obtain the three summands
(
a2
k
u au + αb
2k
u bu
)
x2
u+k
y2
u
,
(
aua
2k
u + αbub
2k
u
)
x2
u
y2
u+k
,
(
a2
k
u+kau + αb
2k
u+kbu
)
x2
u+2k
y2
u
that cannot be represented on the corresponding right-hand side. Consequently, their
coefficients have to be zero. The coefficient of the third term is zero if and only if
α =
a2
k
u+kau
b2
k
u+kbu
.
However, as au
bu
=
au+k
bu+k
, this implies that α is a cube which is a contradiction. Hence,
case (b) does not lead to additional solutions for LA(X,Y ) and LB(X,Y ). By the same
reasoning, this also holds for case (e).
Eventually, consider case (a). As in case (b), we can assume that all the coefficients
are nonzero. If we plug LA(X,Y ) and LB(X,Y ) into (40), the four terms(
aubw + buaw
)
x2
u
y2
w
,
(
aubw+k + buaw+k
)
x2
u
y2
w+k
,(
au+kbw + bu+kaw
)
x2
u+k
y2
w
,
(
au+kbw+k + bu+kaw+k
)
x2
u+k
y2
w+k
(46)
occur on the left-hand side of this equation. From the arguments below (32), we know
that au
bu
6= au+k
bu+k
and aw
bw
6= aw+k
bw+k
. Hence, not all coefficients can be zero. In fact, only one
coefficient out of each of the following pairs of coefficients in (46) can be zero: first and
second, third and fourth, first and third, second and fourth. Since x2
u
y2
w+k
and x2
u+k
y2
w
cannot be represented simultaneously as cix
2iy2
i
on the right-hand side of (40), the case
that both the first and the fourth coefficient are zero is impossible. Hence, the only
remaining case is that the second and third coefficient are zero which means au
bu
=
aw+k
bw+k
and
au+k
bu+k
= aw
bw
. From comparing the left-hand side and the right-hand side of (40), it
follows that u = w. Next, we use (39). By the same argument as in case (b), it can be
shown that this equation never holds. Hence, case (a) is impossible.
In summary, the only possible choice for LA(X,Y ) and LB(X,Y ) is that both poly-
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nomials are monomials of the same degree. Hence, we have either
LA(X,Y ) = L1(X) and LB(X,Y ) = L4(Y )
or
LA(X,Y ) = L3(Y ) and LB(X,Y ) = L2(X).
We will show that in both cases, s = t. Consider the first case. Let
LA(X,Y ) = auX
2u and LB(X,Y ) = buY
2u .
Then (39) becomes
(aux
2u)2
k+1 + α(buy
2u)(2
k+1)2s = N1(x
2k+1 + αy(2
k+1)2t) +N3(xy) +MA(x, y). (47)
Consequently, MA(X,Y ) = 0 and N3(X) = 0. Moreover, N1(X) has to be a monomial
and s = t. Next, we consider the second case. Let
LA(X,Y ) = auY
2u and LB(X,Y ) = buX
2u .
Now, (39) is
(auy
2u)2
k+1 + α(bux
2u)(2
k+1)2s = N1(x
2k+1 + αy(2
k+1)2t) +N3(xy) +MA(x, y). (48)
It follows that MA(X,Y ) = 0 and N3(X) = 0. Moreover, N1(X) has to be a monomial.
Assume N1(X) = crX
2r . Then (48) becomes
a2
k+1
u y
2u(2k+1) + αb2
s(2k+1)
u x
2u+s(2k+1) = crx
2r(2k+1) + α2
r
cry
2r+t(2k+1).
Consequently, we need u ≡ r+ t (mod m) and u+s ≡ r (mod m) which is equivalent to
s ≡ −t (mod m). As 0 ≤ s, t ≤ m2 , this equation only holds for s = t = 0 and s = t = m2 .
Hence, in this second case, we also obtain s = t. This concludes our proof.
From Theorem 1.1, we immediately obtain Corollary 1.2 which gives a lower bound
on the total number of CCZ-inequivalent APN functions on F22m , where m is even. We
recall Corollary 1.2 and give a short proof.
Corollary 1.2. On F22m , where m ≥ 4 is even, there exist(⌊
m
4
⌋
+ 1
)
ϕ(m)
2
CCZ-inequivalent Pott-Zhou APN functions from Theorem 3.1, where ϕ denotes Euler’s
totient function.
Proof. According to Theorem 1.1, for 0 < k, ℓ < m2 and 0 ≤ s, t ≤ m2 , two Pott-Zhou
APN functions fk,s and fℓ,t on F22m , where m is even, are CCZ-inequivalent if and only
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if (k, s) 6= (ℓ, t). We count the number of distinct pairs (k, s) that can be chosen: as
0 ≤ s ≤ m2 and s is even, we have ⌊m4 ⌋ nonzero choices for s plus the choice s = 0. As
0 < k < m2 and gcd(k,m) = 1, we have
ϕ(m)
2 choices for k.
In Table 2, we present the result of Corollary 1.2 for small values of m. Note that
from computational results, only the number of inequivalent Pott-Zhou APN functions
for m = 2 and m = 4 was known.
Table 2: Number of CCZ-inequivalent Pott-Zhou APN functions on F22m for small values
of m.
m 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34
# 1 2 2 6 6 8 12 20 15 24 30 28 42 48 32 72 72
In Figure 1, the result is illustrated for m ≤ 1000. Note that the upper bound on the
number of Pott-Zhou APN functions of m(m + 4)/16 holds for all m ≥ 4. It is sharp
whenever m is a power of 2. The lower bound of m
√
m/2 holds for m > 210.
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2
m
Figure 1: Number of CCZ-inequivalent Pott-Zhou APN functions on F22m for m ≤ 1000.
Moreover, from the proof of Theorem 1.1, we can deduce the order of the automor-
phism groups of the Pott-Zhou APN functions.
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Theorem 5.2. Let fk,s be an APN function from Theorem 3.1 on F22m , where m is
even. If m ≥ 4, then
|AutL(fk,s)| =
{
3m(2m − 1) if s ∈ {0, m2 },
3
2m(2
m − 1) otherwise,
and
|Aut(fk,s)| =
{
3m22m(2m − 1) if s ∈ {0, m2 },
3m22m−1(2m − 1) otherwise.
If m = 2, then
|AutL(f1,0)| = 360 and |Aut(f1,0)| = 5760.
Proof. For m ≥ 6, consider (47) and assume N1(X) = cuX2u . Then (47) becomes
a2
k+1
u x
2u(2k+1) + αb
2s(2k+1)
u y
2s+u(2k+1) = cux
2u(2k+1) + α2
u
cuy
2s+u(2k+1).
It follows that
a2
k+1
u = cu and αb
2s(2k+1)
u = α
2ucu
which is equivalent to
α2
u−1a2
k+1
u = b
2s(2k+1)
u .
This equation can only hold if α2
u−1 is a cube, which is the case if and only if u is
even. Hence, we first have m2 choices for u. Then we can choose au from F
∗
2m, hence we
have 2m − 1 choices for au. Finally, every choice of au results in 3 choices for bu, since
x 7→ x2k+1 is a 3-to-1 mapping on F∗2m . If s ∈ {0, m2 }, we additionally obtain the same
amount of choices as from (47) also from (48). Consequently, we have twice as many
total possibilities in this case.
As Theorem 1.1 only holds for m ≥ 6, we have checked the cases m = 2 and m = 4
computationally with Magma [3]. More precisely, we computed the automorphism groups
of the related codes 
 1x
fk,s(x)

 ,
where x ∈ F22m . For m = 4, we obtain the same result as for m ≥ 6. However, for
m = 2, the only Pott-Zhou APN function on F24 is linearly equivalent to the Gold
APN function x 7→ x3. Hence, |AutL(f1,0)| = 360 and |Aut(f1,0)| = 5760 as we have
shown in Corollary 4.3.
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References
6 Conclusion and open questions
In the present paper, we establish a lower bound on the total number of CCZ-inequivalent
APN functions on the finite field F22m , where m is even. We show that in any such
field plenty of these functions do exist. From this result, the following questions arise
naturally:
• Is there a similar lower bound on the number of APN functions on F2n , where n is
not a multiple of 4? To answer this question, a closer look at the list by Budaghyan,
Calderini, and Villa [6, Table 3] might be helpful: first, to check on which fields the
respective functions do exist, and second, to see whether the construction depends
on parameters that could provide inequivalent APN functions.
• Can the lower bound presented in this paper be improved? From the list by
Budaghyan, Calderini, and Villa [6], the class (F11), that was recently discovered
by Taniguchi [9], seems to be a canonical starting point to work on this problem
as its structure is very similar to the structure of the Pott-Zhou APN functions.
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