We investigate some logics which use the concept of minimal models in their definition. Minimal objects are widely used in Logic and Computer Science. They are applied in the context of Inductive Definitions, Logic Programming and Artificial Intelligence. An example of logic which uses this concept is the MIN(FO) logic due to van Benthem [20]. He shows that MIN(FO) is equivalent to the Least Fixed Point logic (LFP) in expressive power. In [6], we extended MIN(FO) to the MIN Logic and proved it is equivalent to second-order logic in expressive power. Here, we exhibit a fragment of MIN, the MIN logic, which is more expressive than LFP, less expressive than MIN and closed under boolean connectives and first-order quantification. In order to do this, in the Section 2, we prove that the Downward Löwenheim-Skolem Theorem holds for arbitrary countable sets of LFP-formulas by showing that every infinite structure has a countable LFP-substructure. The method may be used to generalize this theorem to any set of LFP-formulas. We also analyse the expressive power of the Nested Abnormality Theories (NATs) of Lifschitz, another formalism based on minimal models used in Artificial Intelligence, and we demonstrate that for each second-order theory there is a NAT which is a conservative extension of . We give a translation from second-order sentences into such NATs which is linear in the size of the sentence in prenex normal form. Finally, we establish a hierarchy of expressiveness of these logics that deal with the concept of minimal models.
Introduction
The concept of minimal objects is widely used in Logic and Computer Science. We see this notion in the least, which is a particular case of minimal, fixed point semantics of recursive programs in Denotational Semantics of Programming Languages [18] and, more generally, in the context of Inductive Definitions [17, 1] which can be seen as the least fixed point of certain monotone operators; in the minimal Herbrand models semantics for logic programming; and in Circumscription, an extensively studied technique used in Artificial Intelligence for Knowledge Representation and Reasoning.
Given a preorder, a reflexive and transitive binary relation, or a partial order ≤, an antisymmetric preorder, on a set A, an element a ∈ A is called minimal if there is no other element strictly less than it with respect to ≤. That is, a is a minimal element of A iff there is no b ∈ A different from a such that b ≤ a and ¬(a ≤ b). It is called the least element of A if it is less than all other elements of A. So, whenever we talk about minimal objects, there is an underlying order.
As we have said, minimal objects appear in the least fixed point definitions in the context of Monotone Inductive Definitions. Given a monotone operator F : ℘(B) → ℘(B), the set B inductively defined by F is the least fixed point of F [1] . In this case, the underlying partial order is the restriction of the subset relation to the set of fixed-points of F , and the set A is the set of such fixed points. The use of least fixed points of monotone operators also occurs in the Least Fixed Point logic (LFP). LFP appears in the study of more expressive query languages in Database Theory and inherits much from the early work on elementary inductive definitions [17] . In LFP, it is possible to define predicates as the least fixed point of certain monotone operators. Such operators are defined on the domains of every structure by positive formulas. A lot of work has been done about LFP and other fixed point logics over finite structures [12, 5] . The finite model theory of these logics has many results relating them with computational complexity. However, not much is known about the infinite model theory of these logics, although it inherits some of the results of Moschovakis [17] . See [3, 7, 11] for some results in the infinite model theory of some fixed point logics.
Another logic which uses the notion of minimality is the MIN(FO) logic of van Benthem [20] . In [20] , van Benthem was interested in certain first-order formulas called PIAconditions. These formulas have the Intersection Property which guarantees that there is a minimal-actually, a least-predicate or model which satisfies them. So, similarly to LFP, MIN(FO) has the MIN operator in the language which allows the creation of predicates defined as such least predicates of PIA-conditions. van Benthem showed that MIN(FO) has the same expressive power of LFP, which fortify the relation between LFP and the minimality concept.
In [6] , we extended the MIN(FO) logic by allowing the application of the MIN operator to any formula. As a formula may have several minimal models, we defined the new predicate in two different ways, leading to two different logics: taking the intersection of all minimal predicates, the I-MIN logic, or the union, the U-MIN logic. We proved that these two logics have the same expressive power, which is equivalent to second-order expressive power [6] . The underlying order from which the minimal models of MIN logic are taken is the partial order ≤ P on interpretations according to the inclusion relation on the extent of P and which agree on the symbols other than P. We will define it precisely below.
In Circumscription [16, 13] , we have another important application of minimal models for Artificial Intelligence. Given a logical representation of a particular situation, namely a set of formulas in, e.g., first-order logic, one may establish that the objects involved in this representation do not have certain property, for example, abnormal, "by default" just circumscribing abnormal in . In this way, Circumscription works by selecting those models of in which abnormal has its minimal extent, i.e. the minimal models of . In [14] , Lifschitz introduced the Nested Abnormality Theories (NATs) which are extensions of Circumscription that allow the nesting of circumscriptions. In a NAT, it is possible to circumscribe blocks of axioms which may themselves be arranged into blocks and circumscribed again, resulting in a more suitable system to represent knowledge. In some cases, it seems more intuitive than Circumscription or Prioritized Circumscription [16, 13] .
Here, we investigate LFP, MIN and NATs from the expressiveness point of view. In Section 2, we present LFP and MIN (FO) . After that we show that the Downward Löwenheim-Skolem Theorem holds for arbitrary countable sets of LFP-formulas, the main result of this section. We use the same method to show that a generalization of this theorem to any set of LFP-formulas also holds. The Downward Löwenheim-Skolem Theorem will be needed in Section 4. In Section 3, we shortly present the main results obtained in [6] . Beside this, we introduce here, also in Section 3, the definitions of Minimal Quantifiers and the underlying MQ(FO) Logic. In Section 4, we define the MIN Logic, a fragment of MIN which is less expressive than second-order logic and is closed under boolean connectives and first-order quantification. We follow our analysis of logics which use minimal models and we show, in Section 5, that NATs have expressive power comparable to the one of second-order logic. Indeed, for each second-order formula φ, we exhibit a NAT, in an extended language, that is equivalent to φ ∧P 1 ∧···∧P n , where P 1 ,...,P n are new 0-ary relation symbols not occurring in φ. This means that for each second order theory there is a NAT in an extended language which proves exactly the same theorems in the restricted language. In the last section, we resume all these results by establishing a hierarchy of expressiveness of logics that deal with the concept of minimal models. Now, we briefly introduce some notation and a few definitions (see [4] for details). The alphabet of our languages is composed by relation (or predicate) symbols (relation constants or relation variables), first-order variables and constants and function symbols. A symbol set S is a set composed by relations symbols, (first-order) constant symbols and functions symbols and, in some cases, propositional letters. An S -structure A is a pair (A,a) where A is a set and a is a function which associates to each n-ary relation symbol R ∈ S an n-ary relation R A on A, for n ≥ 1, to each n-ary function symbol f ∈ S an n-ary function f A on A and to each constant c ∈ S an element c A of A. We also represent an S -structure A as a tuple (A,{R A |R ∈ S },{f A |f ∈ S },{c A |c ∈ S }) composed by the domain and the interpretations of the symbols in S . An S -interpretation I = (A,β) is a pair consisting of an S -structure A and an assignment β which assign to each n-ary relation variable X an n-ary relation β(X ) (or X I ) on A and to each first-order variable x an element β(x) of A. If s is a symbol in S , we write I(s) (or s I ) as a synonym of s A . We will also allow 0-ary relation (or predicate) symbols in ours alphabets. In this case, if P ∈ S is a 0-ary relation symbol, an S -structure A or an S -interpretation I assigns to a 0-ary predicate symbol R a value true or false. The satisfaction relation is defined as usual. Given an S -structure A, sometimes we write (A,P), where P = P 1 ,...,P n is a tuple of relations on A, to refer to the S ∪{P}-structure, where P = P 1 ,...,P n is a tuple of relation symbols such that each P i has the same arity of P i , 1≤ i ≤ n, obtained by interpreting the symbols of S as A does and each P i as P i , 1≤ i ≤ n. The S ∪{P}-interpretation (I,P) is defined analogously. If t is a term, we write I(t) (or t I ) to denote the element of A to which t refer under the interpretation I. Analogously, if the free variables of t are among x = x 1 ,...,x n and b = b 1 ,...,b n is a tuple of elements of A, we write t A [b] to refer to I(t), where I = (A,β) and β(x i ) = b i . If t = t 1 ,...,t n is a tuple of terms, we write I(t) to refer to the tuple I(t 1 ),...,I(t n ) of elements of A. Analogously, if Q = Q 1 ,...,Q n is a tuple of relation variables, we write I(Q) to refer to the tuple I(Q 1 ),...,I(Q n ) of relations on A. Let A be an S -structure and φ(X ,x) be a formula, where X = X 1 ,...,X n is a tuple of relation variables, x = x 1 ,...,x m is a tuple of first-order variables and all the free variables of φ(X ,x) are among these. We write (A,X) |= φ(X ,x) [a] , where X = X 1 ,...,X n is a tuple of relations on A interpreting X and a = a 1 ,...,a m is a tuple of elements of A interpreting x, to say that A models φ(X ,x) if we interpret X as X and x as a. Given a quantifier Q, the dual of Q is denoted by Q, that is Q =∃ if Q =∀ and Q =∀ if Q =∃.
Given two logics L 1 e L 2 , a sentence φ of L 1 is logically equivalent, or simply equivalent, to a sentence ψ of L 2 iff φ and ψ have the same models. We say that L 1 is at least as expressive as L 2 iff for every sentence ψ of L 2 there is an equivalent φ of L 1 . L 1 has the same expressive power of L 2 iff L 1 is at least as expressive as L 2 and vice-versa. L 1 is more expressive than L 2 iff L 1 is at least as expressive as L 2 and there is a φ in L 1 without equivalent in L 2 .
Let us introduce some notation on minimal models (see [6] ). The underlying order of the minimal models used in MIN is defined as follows. DEFINITION 1.1 (I ≤ P I ) Let P be a relation symbol. We define de partial order ≤ P as follows. If A and A are S ∪{P}-structures, then A ≤ P A iff A = A , s A = s A for each s ∈ S and P A ⊆ P A . We extend ≤ P to relate interpretations in the following way. If I = (A,β) and
The minimal models we are dealing with are related to ≤ P as follows. DEFINITION 1.2 (P-minimal model) Let C be a class of S ∪{P}-interpretations. Then I ∈ C is a P-minimal model of C iff there is no model I ∈ C such that I ≤ P I and I = I . If φ is an S ∪{P}-formula, then a P-minimal model of φ is a P-minimal model of Mod(φ), where Mod(φ) is the class of models of φ. We say that a P-minimal model I of φ is non-empty if P I is non-empty.
The operator Circ[φ(P);P] used in Circumscription is defined as in [13] (see also [16] ) as:
where P < P := P ≤ P ∧¬(P = P), P ≤ P := ∀x(P (x) → P(x)) and P = P := (P ≤ P ∧P ≤ P ). It can easily be seen that if an interpretation I |= Circ[φ(P);P] then I is a P-minimal model of φ(P), and vice-versa (see [13] ).
The Least Fixed Point Logic and MIN(FO)
The Least Fixed Point logic (LFP) was introduced in the context of inductive definability. It is possible, in the language of LFP, to define predicates as the least fixed point of certain operators defined by formulas positive in a predicate variable, e.g., X . Given a symbol set S , an S -structure A, an S -formula φ(Q,X ,x,y) of, for example, firstorder logic with free relation variables Q = Q 1 ,...,Q m and X and such that the length of x is equal to the arity n of X , a tuple of predicates Q = Q 1 ,...,Q m on A which interprets Q and a tuple b of elements of A of the same length of y, we can define an operator :
The set X α is called the α-th stage of the induction on ), such that
The fixed point X 
where φ(Q,X ,x,y) is an LFP-formula positive in X , the length of x is equal to the arity of X and t is a tuple of terms of the same length of x.
Given an LFP-formula ψ =[lfp X ,x φ(Q,X ,x,y)](t) and an interpretation I = (A,β) to the symbols in ψ, we define the satisfaction relation |= between I and ψ as
).
An important property of LFP is the Downward Löwenheim-Skolem Theorem. This theorem, which belongs to the folklore of fixed point logics, asserts that every satisfiable formula of LFP has a countable model. Two sketches of proofs of this theorem can be found in [8] and [7] .
Here, we will prove a more general form of the Downward Löwenheim-Skolem Theorem for LFP by showing that satisfiable countable sets of LFP-formulas have countable models. We will use this result in the definition of the MIN logic in Section 4. To do this, let us first introduce the following definition. DEFINITION 2.2 (LFP-Substructure) Let A be an S -structure. An S -substructure B ⊆ A is an LFP-substructure of A (written B ⊆ LFP A) iff for every LFP S -formula φ(x) with no free relation variables and such that x has length n, the free first-order variables of φ(x) are among x and b 0 ,...,b n−1 ∈ B, we have
We will show that, if S is a countable symbol set, then every infinite S -structure has a countable LFP-substructure. Let A be an S -structure. We will define the sets {S i |i ∈ N }, where each S i is a symbol set, and {ψ lm (X ,x,y)|l,m ∈ N }, where each ψ lm (X ,x,y) is an LFP-formula, by simultaneous induction as:
is an enumeration of all LFP S -formulas with at most one free relation variable X and such that the length of x is equal to the arity of X and, for each m ∈ N , the free first-order variables of ψ 0m (X ,x,y) are among x,y;
v ij is the arity of X and v ij is the length of y in ψ ij (X ,x,y); 4. {ψ (l+1)m (X ,x,y)|m ∈ N } is an enumeration of all LFP S l+1 -formulas with at most one free relation variable X and such that the length of x is equal to the arity of X and, for each m ∈ N , the free first-order variables of ψ (l+1)m (X ,x,y) are among x,y.
We define the sets S A i of relations on A intended to be assigned to the symbols in S i , i ≥ 0, as:
is a well-ordering of the elements of A with length α i defined as: Let S = i∈N ,i>0 S i be a symbol set and S A = i∈N ,i>0 S A i be a set of relations on A which interprets S . Let A = (A,S A ) be an S ∪S -structure. Let B = (B,S B ) be a countable elementary substructure of A closed under existentially quantified LFP-formulas, that is, for all LFP S ∪S -formulas ∃xφ(x,y 1 ,...,y n ) without free relation variables and all
We will prove that B is a LFP-substructure of A . In order to do this, the following lemma will be helpful.
LEMMA 2.3
Let A be an S -structure and ψ(X ,x,y) be an S -formula for some symbol set S , such that the length of y is v and the length of x is equal to de arity v of X . Let < be an well-ordering of the elements of A and T a (v +v +1)-ary relation on A. Let η be the following formula (see [8] ):
where ψ(∃w(w < z ∧Twy ),x,y) is obtained from ψ(X ,x,y) by replacing X (t ) with ∃w(w < z ∧Twyt ) for every tuple of terms t . In this case,
where, in the equation above, a,a ,a are being assigned to z, y and x, respectively, and a is the α-th element in the order <.
PROOF. The lemma can be shown by transfinite induction on the ordinals α and the definition of the stages of the induction on ψ(X ,x,y) together with the fact that < is a well-ordering. Its sufficient to see that
We get immediately the following corollary.
COROLLARY 2.4
Let A, <, T and ψ(X ,x,Y ) be as in Lemma 2.3. The following are equivalent:
1. the length of < is greater than or equal to cl(
PROOF. It is easy to see that Lemma 2.3 implies that, if (A,T,<) |= η, then
Moreover, if the length of < is greater than or equal to cl(
), then the Equation 2.3 is true. So, Item 1 implies Item 3. The implication from Item 3 to Item 2 is straightforward. The formula ∀z∀y∀x(Tzyx ↔ ψ(T ,x,y)) says that, for all a ∈ A v , the set {a ∈ A v |for some a ∈ A,T(aa a )} is a fixed point of
. It follows from the inclusion 2.4 that Item 2 implies Item 1. Now, we will prove the main result of this section.
PROOF. We will prove, by induction on the number h of fixed point operator occurrences of an S ∪S -formula φ(y) without free relation variables and such that the free variables of φ(y) are among y = y 0 ,...,y n−1 , that
In the basic case, h = 0, and the formula φ(y) has no fixed point operator. Thus, φ(y) is a first-order formula. As, by definition, B is an elementary substructure of A, for such φ(y), the equivalence 2.5 holds. Let h be any natural number and suppose, as Inductive Hypothesis, that the equivalence 2.5 holds for all S ∪S -formulas with at most h fixed point operator occurrences in it. We now will prove that the equivalence 2.5 holds for all S ∪S -formulas with h +1 fixed point operator occurrences in it. We proceed by induction on the structure of an LFP-formula. The cases of the inductive step involving the connectives and first-order quantifiers are immediate, the last using the property of B being closed under existential quantifiers. The difficult case of the induction is when we must prove it for a formula φ =[lfp X ,x ψ](t). In this case, the formula ψ is one of the formulas ψ ij (X ,x,y). 
and ψ ij (∃w(w < i z ∧T ij wy ),x,y) is obtained from ψ ij (X ,x,y) by replacing X (t ) with ∃w(w < i z ∧T ij wyt ) for every tuple of terms t . Observe also that the number of fixed point operators of η ij is h. We have, by Inductive Hypothesis, that B |= η ij . As B is a substructure of A , the relation ≺ , where
is the monotone operator defined by ψ ij (X ,x,y) on B, as described by the Equation 2.1, and B is the domain of B . So, again by Corollary 2.4, for any tuple of terms t with free variables among y, any tuple a of elements of A with the same length of y and any tuple b of elements of B with the same length of y, we have:
It follows that, for each b ∈ B n ,
Immediately we get A ⊆ LFP B. We have: THEOREM 2.6 (Downward Löwenheim-Skolem Theorem for Countable Theories) Every satisfiable countable set of LFP-formulas which has an infinite model has a countable model.
We may use the same method used above to prove a generalized form of Theorem 2.6. We will show that, if S is a symbol set of any infinite cardinality, then every infinite S -structure has an LFP-substructure of cardinality less than or equal to the cardinality |S | of S .
We proceed in a similar way to above. Let A be an S -structure. We will define the sets
is a symbol set, and |S | ={ |S | i |i ∈ N }, by simultaneous induction as:
|S | 0 ={ψ 0α (X ,x,y)|α ≤|S |} is a well-ordering 3 of all LFP S -formulas with at most one free relation variable X and such that the length of x is equal to the arity of X and, for each α ≤|S |, the free first-order variables of ψ 0α (X ,x,y) are among x,y (observe that, as LFP-formulas are finite, there are at most |S | LFP S -formulas for any infinite cardinal
where v iα is the arity of X and v iα is the length of y in ψ iα (X ,x,y) (in a similar way, |S
|α ≤|S |} is a well-ordering of all LFP S l+1 -formulas with at most one free relation variable X and such that the length of x is equal to the arity of X and, for each α ≤|S |, the free first-order variables of ψ (l+1)α (X ,x,y) are among x,y (again, | |S | 0 |≤|S |). Its easy to see that both |S | and S |S | have cardinality less than or equal to |S |. Let A be an S -structure such that |A|≥|S |. We define the sets S |S | i , i ∈ N , of relations on A, again by simultaneous induction, as:
is a well-ordering of the elements of A with length α i defined as: Observe that, the cardinality of A being greater than or equal to S , we have that THEOREM 2.7 (Generalized Downward Löwenheim-Skolem Theorem) Let S be a symbol set and be a set of LFP S -formulas. If is satisfiable, then has a model o cardinality less than or equal to | |.
An alternative approach to LFP is the MIN(FO) logic defined in [20] . In this logic, it is possible to define in the language, as in LFP, a new predicate interpreted as the minimal predicate which satisfies certain formulas called PIA-conditions. In [20] , van Benthem investigated the Intersection Property of first-order formulas and established that the formulas which have this property are exactly those equivalent to some PIA-condition. Let us make this precise. It can easily be shown that every PIA-condition has the Intersection Property for P. Observe that this property assures the existence of a minimal (actually a minimum) predicate satisfying a formula ψ(Q,P,y) for a given structure A and b 1 ,. ..,b n ∈ A when you consider the intersection of all predicates which satisfies ψ(Q,P,y). In [20] , van Benthem suggested to enrich the language of first-order logic with an operator that, as in LFP, defines a new predicate interpreted as that minimal predicate. To see this, we introduce the following definitions: In [20] it is established the following result. In the next section, we will present an extension of MIN(FO), proposed in [6] , and also the MQ(FO) logic.
The MIN and MQ(FO) Logics
In [6] , we suggested to extend MIN(FO) by allowing the application of the MIN operator to any formula. But, contrary to the extended PIA-conditions, a formula may have several minimal models. One solution is to make some operation on the minimal models of a formula in order to interpret the defined predicate. We chose to consider the union and the intersection of minimal predicates. This leads us to two logics, U-MIN and I-MIN, which we define below (see again [6] ). The same can be done by taking the intersection instead of union.
DEFINITION 3.2 (The I-MIN Logic)
The I-MIN logic extends the first-order logic by adding the following rule to the calculus of first-order formulas: if φ is an I-MIN formula, P is a predicate variable with arity k and t is a tuple of terms of the same length as the arity of P, then
](t) is an I-MIN formula. If I is an interpretation, then I |= [MIN i P •φ](t) iff there is a P-minimal model (I,P) of φ and for all P-minimal model (I,P) of φ, t I ∈ P. If there is no such P-minimal model, then I |= [MIN i P •φ](t).
In [6] we established the following. From now on we use MIN as a short form for U-MIN. We also stated the following result about the expressive power of MIN. THEOREM 3.4 MIN is equivalent to second-order logic in expressive power.
The MIN logic is closely related to another extension of first-order logic that uses quantifiers on minimal predicates, which we will introduce here. We extend first-order logic to relational quantifiers which ranges over minimal models of formulas.
DEFINITION 3.5 (MQ(FO) Logic)
The MQ(FO) logic is the extension of first-order logic by the minimal quantifiers ∃ ψ(P) (reads "there is a minimal predicate P of ψ(P,Q,y) such that…") and ∀ ψ(P) (reads "for all minimal predicate P of ψ(P,Q,y)…") for each S -formula ψ(P). We define the language of MQ(FO) adding the following rule to the calculus of formulas:
• if ψ(P) and φ(P) are MQ(FO)-formulas, then ∃ ψ(P) Pφ(P) and ∀ ψ(P) Pφ(P) are MQ(FO)-formulas.
Given an S -interpretation I, we have I |= ∃ ψ(P) Pφ(P) iff there is a P-minimal model (I,P) of ψ(P) such that (I,P) |= φ(P). And I |= ∀ ψ(P) Pφ(P) iff there is at least one P-minimal model (I,P) of ψ(P) and for all P-minimal models (I,P) of ψ(P), (I,P) |= φ(P).
As these quantifiers can be defined in second-order logic, this logic is contained in secondorder logic in expressive power. We prove this below. LEMMA 3.6 For each MQ(FO) formula θ there is a second-order formula θ equivalent to θ .
PROOF. We proceed by induction on θ where the difficult cases are θ =∃ ψ(P) P(φ(P)) and θ =∀ ψ(P) P(φ(P)). By Inductive Hypothesis there exist formulas ψ(P) and φ(P) in secondorder logic equivalent to ψ(P) and φ(P), respectively. For θ =∃ ψ(P) P(φ(P)) let θ =∃P(Circ[ψ (P);P]∧φ (P)).

I is a model of θ iff there is P such that (I,P) |= Circ[ψ (P);P]∧φ (P) iff (I,P) is a model of Circ[ψ (P);P] and ψ (P) iff (I,P) is a P-minimal model of ψ (P) and a model of φ (P) iff, as φ(P) is equivalent to φ (P) and ψ(P) is equivalent to ψ (P), (I,P) is a P-minimal model of ψ(P) and a model of φ(P) iff I |= θ . If θ =∀ ψ(P) P(φ(P)), then let θ =∃P(Circ[ψ (P);P])∧∀P(Circ[ψ (P);P]→φ (P)).
I is a model of θ iff there is P such that (I,P ) |= Circ[ψ (P);P] and, for all P, if (I,P) |= Circ[ψ (P);P] then (I,P) |= φ (P) iff there is a P-minimal model (I,P ) of ψ (P) and, for all P-minimal model (I,P) of ψ (P), (I,P) |= φ (P) iff, as φ(P) is equivalent to φ (P) and ψ(P) is equivalent to ψ (P), there is a P-minimal model (I,P ) of ψ(P) and, for all P-minimal model (I,P) of ψ(P), (I,P) |= φ(P) iff I |= θ .
On the other hand, we can show that MIN is contained in MQ(FO). This can be easily seen by observing that [MIN u P •φ(P)](t) is equivalent to ∃ φ(P) P(P(t)) and [MIN i P •φ(P)](t) is equivalent to ∀ φ(P) P(P(t)). Hence, MIN ⊆ MQ(FO) in expressive power. It follows that:
THEOREM 3.7 MIN = MQ(FO) = SO in expressive power.
As we remarked in [6] , the way we deal with minimal models in MIN and MQ(FO) lead us to logics which are equivalent to second-order logic in expressive power.
Such operations on minimal models (or minimal predicates), as the MIN operator of MIN and the ∃ ψ(P) and ∀ ψ(P) quantifiers do by using the relation ≤ P , and the NATs of Lifschitz do by using the relation ≤ P;Z (see Section 5 below), we call informally minimization operations. Theorem 3.7 shows that minimization operations are powerful ones, in comparison with second-order quantification. We continue to investigate this connection in Section 5. This situation motivated us to look for fragments of MIN less expressive than second-order logic, but also keeping the possibility of using the MIN operator. We examine this question in the next section.
The MIN Fragment
Let ⊆ MIN(FO) be defined like ⊆ LFP , substituting LFP for MIN(FO) in Definition 2.2-actually, they are the same relation, as LFP is equivalent to MIN(FO). We define the following property on MIN formulas. 
if I = ((A ,P),β) is a P-minimal model of φ(Q,P,y), then I = ((B ,P∩B),β) is a P-minimal model of φ(Q,P,y).
if I = ((B ,P ),β) is a P-minimal model of φ(Q,P,y)
, then there is a P ⊆ A n such that P ⊆ P and I = ((A ,P),β) is a P-minimal model of φ(Q,P,y).
The MIN logic is obtained by applying the operator MIN only to formulas which have the χ property.
DEFINITION 4.2
The MIN logic is the extension of first-order logic and a fragment of MIN obtained by adding the following rule to the calculus of first-order formulas:
where t is any tuple of terms of the language whose length is equal to the arity of P.
We can prove that this logic contains MIN(FO). However, MIN is more expressive than MIN(FO). To see this, we will show that EVEN, the class of structures of even cardinality in the empty alphabet, is definable in MIN . As LFP has the 0-1 law [12] , it follows that EVEN cannot be defined in LFP.
As we have seen, LFP = MIN(FO) ⊆ MIN . Let < be a binary relation variable and P be an unary relation variable. We define the following formulas:
1. θ(<) is a first-order sentence which says that < is a strict linear (total) order with least and greatest elements and such that each element, except the greatest, has a successor and each element, except the least, has a predecessor according to <; 2. S (x,y) is a first-order formula which says that y is the successor of x with respect to <; 3. SS (x,y) =∃z(S (x,z)∧S (z,y)); 4. G(x) and L(x) are first-order formulas expressing that x is the greatest and the least element of <, respectively.
Let
The formula
says that w belongs to the predicate P which contains the elements of even position in <. To see this, let A = (A, ) and a ∈ A be such that A |= φ(w) [a] . Then A |= θ (<) and a ∈ lfp(
). We remember that lfp(
Thus, X 1 contains the successor of the least element of , that is, the second element of . It can easily be shown that cl(
) ≤ ω and that, by induction on the finite ordinals α, X α only contains elements of even position in the order . Let φ = θ (<)∧∀x(G(x) → φ(x)). φ says that < is a finite linear order on a domain of even cardinality. For it says that the greatest element of belongs to lfp(
). The formula ψ =∃x 1 x 2 [MIN < •φ ](x 1 x 2 ) defines the class of structures of even cardinality. To see this, let A be a structure. Then A |= ψ iff there are a 1 ,a 2 
iff there is a <-minimal model (A, ) of φ such that a 1 a 2 . But, every model of φ is a <-minimal model because, in this case, is a linear (total) order on A, which is granted by θ(<), and cannot be made smaller without losing the totality. Then, there is a <-minimal model (A, ) of φ such that a 1 a 2 iff there is a model (A, ) of φ such that a 1 a 2 iff there is a finite linear order on the domain of A, which must has finite, even cardinality, iff the domain of A has finite, even cardinality. Now, we need to prove that ψ belongs to MIN . As LFP ⊆ MIN , the formula φ belongs to MIN . Then it is sufficient to show that φ has the χ property. Let A and B be structures on the same symbol set and such that B ⊆ MIN(FO) A. If (A, A ) |= φ , for some A , then A is a finite structure and thus it is definable up to isomorphism by a single LFP-formula-actually, by a single first-order formula. This means that the unique LFP-substructure of A is A itself. It follows that the Item 1 of Definition 4.1 is This shows that MIN is strictly less expressive than second-order logic.
We have shown a fragment of MIN which is closed under boolean connectives and firstorder quantification, and it is less expressive than second-order logic, but more expressive than LFP. In the next section, we continue to investigate the expressive power of logics which uses minimization in their definition. We will analyze the Nested Abnormality Theories of Lifschitz, a formalism widely studied in Artificial Intelligence.
Nested Abnormality Theories
In [15, 16] , McCarthy introduced Circumscription as a method to deal with reasoning over incomplete knowledge in Artificial Intelligence problems. Given a first-order theory, we may circumscribe a predicate, say, P, in order to select the models of the theory where P has its minimal extents. If the theory is finite, it may be represented by a single formula, say, φ(P,Z ) and the circumscription of P in φ(P,Z ) is defined as Circ[φ(P,Z );P]. It is also possible to allow some other objects (predicates, functions,…) in the formula φ to vary while computing the minimal models (see [16, 13] ). The circumscription of P in φ varying Z is defined as
where P < P is an abbreviation for (P ≤ P)∧¬(P = P), P ≤ P is ∀x(P (x) → P(x)) and P = P is (P ≤ P)∧(P ≤ P ). Here, we will allow 0-ary predicate (or relation) symbols in our language and we will circumscribe them. We introduce the abbreviation P < P, where P and P are 0-ary predicate symbols, for (P → P)∧¬(P ↔ P). Observe that we may use Circ[φ(P,Z );P;Z ] applied to a second-order formula φ(P,Z ) but, in Circumscription, we restrict ourselves to the case where φ(P,Z ) is first-order.
Instead of the minimal models based on the relation ≤ P , the models obtained by Circ[φ(P,Z );P;Z ] are minimal regarding the relation ≤ P;Z defined as: DEFINITION 5.1 (I ≤ P;Z I ) Let P be a predicate symbol and let I and I be S ∪{P}-interpretations. Then I ≤ P I iff I
and I agree on all symbols (including variables) other than P,Z , and P I ⊆ P I (or, if P is a 0-ary predicate symbol, P I is false or P I is true).
In [14] , the Nested Abnormality Theories (NATs) are defined as an appropriate system for knowledge representation. It is defined as follows. Given a symbol set S , the set Blocks of blocks is defined inductively as the smallest set such that, for any k, if B 1 ,...,B n are blocks or S ∪{Ab}-sentences of first-order logic then {C : B 1 ...,B n } is a block, where Ab is a relation symbol of arity k and C = C 1 ,...,C m is a tuple of relation symbols. As pointed out in [14] , if B i and B j are formulas and Ab occurs in both of them, then it has the same arity in B i and B j . A NAT is defined as a set of blocks.
The semantics of NATs is defined by means of second-order logic. We define an operator σ that convert NATs into second-order theories. The models of such NATs are the models of these second-order theories given by σ . We write {C ;P;B 1 ,...,B n } as an abbreviation 5 for {C ,P;B 1 ,...,B n ,P ⊆ Ab}. We can prove the following. PROOF. Similar to the one in [14] , where this theorem is proved for the case in which each B i is a first-order sentence.
In [2] , Cadoli et al. studied the complexity of the evaluation of the consequence and satisfaction relations in propositional nested abnormality theories, in the scope of Propositional Logic. Cadoli et al. gave lower and upper bounds to the computational complexity of such problems by translating propositional NATs into Quantified Boolean Propositional Formulas (QBFs) and establishing validity of QBFs in terms of logical consequence from some particular NATs [2] .
Here, we are interested in the expressive power of the first-order case of NATs, where the most simple blocks are equivalent to circumscriptions of first-order formulas. We will prove that for each second-order sentence φ in an alphabet S there is a NAT T in an extended alphabet S ∪S which has exactly the same models of φ ∧P 1 ∧···∧P n , where P 1 ,...,P n are new 0-ary predicate symbols. That is, for each second-order S -sentence φ there is a NAT in an extended language which proves exactly the same theorems in the restricted language, that is, the same S -sentences that φ proves.
Our translation of second-order logic into NAT will be based in the following lemma.
LEMMA 5.4
Let φ(X ) be a second-order S -formula and P 1 ,...,P n be a tuple of 0-ary predicate symbols which does not occur in X . Then
PROOF. We have the following chain of equivalences.
≡ , as P ranges over true and false,
≡ , as ¬(true < P 1 ) is always true,
Observe that the relation symbols X occur free in Circ[(¬φ(X )∨P 1 )∧P 2 ∧···∧P n ;P 1 ;X ]∧ P 1 , but the value of such relations in an interpretation I does not matter to the evaluation of I |= Circ[(¬φ(X )∨P 1 )∧P 2 ∧···∧P n ;P 1 ;X ]∧P 1 . That is, Circ[(¬φ(X )∨P 1 )∧P 2 ∧ ···∧P n ;P 1 ;X ]∧P 1 is an S ∪{X }∪{P 1 ,...,P n }-formula of second-order logic which is equivalent to ∀X φ ∧P 1 ∧···∧P n , an S ∪{P 1 ,...,P n }-formula of second-order logic.
By Lemma 5.4, we are able to prove a restricted version of our result. It follows directly from Lemma 5.4 that for every 1 1 S -formula φ of second-order logic there is a NAT with no nested blocks which has the same models of φ ∧P 1 , where P 1 is a 0-ary predicate symbol not occurring in φ.
COROLLARY 5.5
If φ =∀X ψ is a 1 1 S -formula where ψ is first-order, then T ={{X ;P 1 ;¬ψ ∨P 1 },P 1 } is a NAT on the alphabet S ∪{X }∪{P 1 } equivalent to φ ∧P 1 in the sense that they have the same models.
PROOF. By Definition 5.2, σ (T ) = σ ({X ;P 1 ;¬ψ ∨P 1 })∧σ (P 1 ). By Lemma 5.3, σ ({X ;P 1 ;¬ψ ∨
Let us see the following example. EXAMPLE 5.6 Let S ={R,s,0}, where P is a unary predicate symbol, s a unary function symbol and 0 a constant symbol. Let
This formula states that, if 0 belongs to X and X is closed under s, then X contains R. Let φ =∀X ψ(X ). φ says that R is the least predicate to which 0 belongs and is closed under s.
Let T ={{X ;P 1 ;¬ψ(X )∨P 1 },P 1 } be a NAT. Following the proof of Corollary 5.5, we have
Observe that σ (T ) is a formula where the relation symbol X occurs free. We may call it an S ∪{X }-formula. Now, we will prove the general case. Our method works as follows. Let ψ =∀X φ be a second-order formula in prenex normal form. In order to represent this formula by means of the Circ operator, we proceed by applying Lemma 5.4 and getting
That is, we must circumscribe (¬φ(X )∨P 1 )∧P 2 ∧···∧P n . Suppose φ =∃Y θ. In this case, the formula we must circumscribe is equivalent to ∀Y (θ ∨P 1 )∧P 2 ∧···∧P n . Then we have another formula which starts with universal quantification and to which we can apply Lemma 5.4 in order to write it in terms of the Circ operator. As the nesting of blocks in a NAT corresponds to the nesting of Circ operators (see Definition 5.2), we may represent a secondorder formula by means of a NAT. Observe that, in this process, we must deal with some additional 0-ary relation symbols and some relation variables remain free, although the values of these free relation variables in a model does not matter for establishing whether this model satisfies the resulting NAT or not. This explains why we need to extend the language in order to include these relation symbols into the language.
First, we introduce the function ρ defined on certain second-order formulas. This function will be used to construct a first-order formula with some additional 0-ary symbols that will be used to construct our desired NAT. DEFINITION 5.7 (The ρ function) Let X i = X i1 ...X in i for some n i , Q 1 X 1 ...Q m X m ψ a second-order formula possibly containing some 0-ary relation symbols where Q i X j = Q i X j1 ...Q i X jn j and ψ possibly with second order quantifiers, and let P 1 ,...,P j be propositional symbols not occurring in ψ. We define
Let us prove some facts about the function ρ.
The next lemma shows the result of applying the function ρ several times on a formula. LEMMA 5.9 Let φ = Q 1 X 1 ...Q m X m ψ ∧P 1 ∧···∧P j where Q 1 =∀, ψ possibly containing second-order quantifiers, and P 1 ,...,P j are 0-ary relation symbols not occurring in φ. For l ≤ m, we have
if l is even, and
if l is odd, for some formula ψ possibly containing propositional symbols. Consider ρ 0 (φ) = φ.
PROOF. If l = 0, the lemma holds. Suppose the lemma holds for a generic l. Observe that
. If l is even, then l +1 is odd and, by Inductive Hypothesis,
If l is odd then l +1 is even and, by Inductive Hypothesis,
It follows immediately from Lemma 5.9 that, after applying ρ on a formula φ in the form required by Definition 5.7, the resulting formula ρ(φ) is also a formula in this form and the first block of quantifiers of the first conjunct of ρ(φ) is of the same kind of the first block of quantifiers of the first conjunct of φ. Thus, we have the following corollary. 
Here, we will introduce some notation for the sake of simplicity. Given a tuple of tuples of relation symbols X 1 ,...,X m and a tuple of 0-ary relation symbols P 1 ,...,P m , we define the second-order formulas
The following lemma is the main lemma of this section. It relates the application of the ρ function with the application of the Circ operator using our C j formulas. While the application of the function ρ removes second-order quantifiers, the Circ operation introduces them again. This explains how the nesting of blocks in a NAT simulates the application and alternation of second-order quantifiers. 
Suppose the lemma holds for an arbitrary l. We must show that the lemma holds for
By Lemma 5.9 and Corollary 5.10, It is easy to see that σ (δ(φ)) ≡ C 1 (...C m (ρ m (φ ∧P 1 ∧···∧P m ))) which, by Lemma 5.11, is equivalent to φ ∧P 1 ∧···∧P m .
Hence, we have proved that for each second-order logic sentence φ there is a NAT which is a conservative extension δ(φ) of it.
Conclusions
In this paper, we studied some logics which use the concept of minimal models in their definitions. The results in [6] showed that the MIN logic, the extension of MIN(FO), is equal to second-order in expressive power. We presented the relation of MIN and the MQ(FO) logic obtained with the addition of the relational quantifiers ∃ ψ(P) and ∀ ψ(P) to first-order logic. We showed that the expressive power of MQ(FO) is not greater than MIN expressive power and equal to second-order expressive power too. These results express that such minimization operations are powerful ones, as second-order quantification. Motivated by such results, we introduced the MIN fragment of MIN which is closed under boolean connectives and first-order quantification. We demonstrated that this logic is between LFP and MIN logics in expressive power. We also proved that all infinite structures on a countable alphabet have a countable LFP-substructure and, as a consequence, we established that the Downward Löwenheim-Skolem Theorem holds for arbitrary countable sets of LFPformulas. We generalized this result demonstrating that any set of formulas on a an infinite alphabet S of any infinite cardinality has a model with cardinality less than or equal to |S |.
With respect to the Nested Abnormality Theories of Lifschitz, we know that each NAT corresponds to an equivalent second-order sentence. Here, we dealt with the converse and we showed that to each second-order sentence φ in prenex normal form there is a NAT δ(φ) which is equivalent to φ ∧P 1 ∧···∧P m , for some m, where P 1 ,...,P m are new 0-ary relation symbols. Moreover, both the size of δ(φ) and the time needed to compute δ(φ) are linear in the size of φ.
Concluding, in this paper, we established the following hierarchy on logics that uses minimal predicates: where a second-order S -sentence φ and an S ∪S -NAT T are equivalent modulo S (written φ ≡ mod(S ) T ) if Mod(φ) ={A| S |A ∈ Mod(T )}, where A| S is the reduct of A with respect to S . This assures that φ and T prove the same theorems in the alphabet S .
Our main result is the analysis of the expressive power of logics which uses operations of minimization and the establishment of a hierarchy on these logics as showed by the picture above. Besides these levels in this hierarchy, there are several other levels defined by the nesting depth hierarchy, the hierarchy obtained by limiting the number of nested MIN operators in a formula. In a future work we intend to relate the nesting depth hierarchy with the MIN logic and the , , -hierarchy of second-order formulas. We are also interested in the finite model theory of these logics and their relation with complexity classes in the context of Descriptive Complexity.
