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Abstract

The research in two-dimensional (2D) materials has evolved from “traditional” quantum
wells based on group III-V and II-VI semiconductors to atomically thin sheets of van der Waals
materials such as 2D semiconducting Transition Metal Dichalcogenides (TMDs). These 2D materials remain a stimulating field that continues to introduce new challenges. From both a fundamental physics and technological perspective, magneto-optical spectroscopy has been an essential tool in this research field. TMDs, for example, pose the challenge of characterizing their
spin-valley-resolved physics and deriving implications in quantum computation and information
research. With the discovery of valley Zeeman effects, the spin-valley physics of TMDs have become profoundly understood by utilizing various magneto-optical spectroscopy techniques. Also,
magneto-optical studies may be able to resolve some of the remaining problems in well-understood
systems like Gallium Arsenide (GaAs). In this context, using magneto-optical nonlinear spectroscopy, we explore exciton dynamics of bulk and monolayer semiconductor materials under applied magnetic fields. To study the nonlinear response optically, we deploy the Transient FourWave Mixing (TFWM) technique. The TFWM technique measures the dephasing and population
relaxation in the time domain by using a configuration of several ultra-short pulses separated by
time delays. Recent advancements of the multidimensional nonlinear spectrometer (MONSTR)
provide the four beams with coordinated time delays. When two-time delays are tracked simultaneously and correlated in the frequency domain with the aid of Fourier transform, it can generate
a 2D map. The described technique provides the analysis of complex nonlinear signals for amplitude and phase. Furthermore, the coherent coupling between the states can be isolated as well as
inhomogeneous linewidth of the coherence can be estimated using this technique. In this study,
two variants of TFWM are used: Two-Dimensional Fourier Transform Spectroscopy (2DFTS) and
vi

Time Integrated Four-Wave Mixing (TI-FWM). The main objective of this thesis is to study exciton dynamics using nonlinear spectroscopy under the influence of an external magnetic field.
In bulk GaAs, the band structure has distinct characteristics that give rise to the splitting of
different excitonic states when external magnetic fields are applied. The splitting of the conduction
and valance bands gives rise to different Zeeman components according to their allowed optical
selection rules. When studying these effects using 2DFTS, the Zeeman components appear as a distinguishable feature in 2D spectra. Thus, the contribution from coherent coupling as well as proper
identification of each Zeeman components can be possible. While two quantum spectra were acquired to investigate higher four-particle correlation at higher magnetic fields, which reveals the
role of Zeeman splitting into two quantum transitions. The experimental two-dimensional spectra
are reproduced using optical Bloch equations, and many-body effects are included phenomenologically.
The second material used in this study is a monolayer of WSe2 ; studying this new class of
2D material under a magnetic field provides a deep understanding of how the excitation dynamics alter under applied magnetic field at the monolayer regime. The dynamics of bright and dark
excitons under the high magnetic field can be explored using polarization-dependent TI-FWM
measurements. When the magnetic field up to 25 Tesla is applied parallel to the WSe2 plane,
there is a partial brightening of the energetically lower-lying exciton, which increases the dephasing time. The simultaneous excitation of the bright and dark states results in coherent quantum
beating between the two states, which can be observed in TI-FWM spectra. While magnetic fields
perpendicular to the sample plane causes hybridization of states due to mutual energy level shift
in the bight and dark states at the K and K’ valleys. The hybridization of the states also prolongs the dephasing time. Time-dependent density function theory calculations well reproduce our
experimental results. According to these results, magnetic fields can be used to control both the dephasing and coupling of optical excitations in atomically thin semiconductors. Measurement and
control of coherent excitations in two-dimensional materials are vital for quantum applications,
including quantum computing and quantum information.
vii

Chapter 1
Introduction

Linear optical spectroscopy has been instrumental in obtaining essential information about
many facets of semiconductors. Electronic band structures, exciton interactions, plasmons, and
defects in crystals are just a few examples of semiconductors’ properties characterized by various spectroscopy techniques [1–4]. By combining ultrashort laser pulses with various techniques,
optical spectroscopy becomes an extremely versatile tool for studying electronic relaxation and
transport dynamics. For the successful integration of semiconductors into device applications, understanding of these fundamental dynamics is crucial; for example, coherence relaxation is the
critical factor in quantum-based applications [5]. In the last five decades, GaAs has been studied through a variety of spectroscopic techniques, including nonlinear spectroscopy. As a result
of extensive characterization, GaAs is used in a wide range of electronic devices today, semiconductor laser based on GaAs and its alloy is a prime example of it [6–8]. Besides the device
applications research, a thorough exploration can provide an in-depth understanding of many fundamental phenomena in the semiconductor, and such knowledge can be applied to explore other
similar materials.
In the last decade, the isolation of single-layer graphene has steered interest towards twodimensional materials [9]. Even though layered materials were described in earlier reports [10, 11],
the discovery of graphene has prompted researchers to search for two-dimensional materials with
similar or even better properties. Almost immediately after its discovery, the solid-state community
realized that although graphene is extremely strong with flexibility, optically virtually transparent,
and has high carrier mobility, it lacks a bandgap, which makes it unsuitable for applications requiring bandgap [12, 13]. Rather than modifying graphene in order to open a gap, researchers
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have focused on finding semiconductor alternatives, which leads to the development of Transition
metal dichalcogenides. More than ten different types of 2D semiconductors have been experimentally isolated and possibly hundreds more will follow in the near future [14]. These monolayers
of TMDs have direct bandgaps in the near IR to visible range of electromagnetic spectrum, makes
TMDs ideal for optically probe and study fundamental properties [15]. Moreover, the unique
band-structure of group VI TMDs consist of strong spin orbit coupling and spin-valley locking
make them suitable to explore spin and valley physics as well as exciton driven many-body effects
[16].
The purpose of this dissertation is to describe our efforts in understanding the interactions
between semiconductor and its electronic and optical properties via nonlinear spectroscopy. The
optical properties of semiconductor is dominated by the Coulomb bound electron-hole pair formed
at the band gap, known as exciton. The exciton dynamics occurs in the time range of few femto
second to several tens of picosecond, thus, to probe these phenomenon ultra fast laser based spectroscopy is required. To examine relaxation mechanism, pump-probe and transient four wave mixing are one of the most common spectroscopy techniques [17, 18]. A recent development in the
field of multidimensional spectroscopy opens up novel pathways to understand coherent dynamics which linear or one dimensional spectroscopy unable to describe. In two dimensional Fourier
transform spectroscopy, two time delays are simultaneously scanned with sub wavelength precision allow one to accurately track the phase evolution of the signal. Accurate knowledge of the
phase helps a Fourier transform to be taken with respect to the time delay, unfolding the correlated
map of signal with respect to two frequency dimensions. This techniques can examine the complex nonlinear field, moreover, it can isolate the coherent pathways in the decay mechanism. Here,
using nonlinear spectroscopy technique the effect of applied magnetic field on exciton dynamics
has been explored. The applied magnetic field works as an external perturbation on the system and
lifts the degeneracy of the excitonic levels. Under the influence of the field, exciton experience
several effects which alter their recombination mechanism. The two dimensional spectroscopy can
not only distinguish the coherent coupling in the states but also provide the clear understanding of
2

dephasing mechanism. While time integrated four wave mixing probes the dephasing time of the
system, dephasing time is one of the fundamental quantum parameter to gauge the coherence in the
system. In the present study, to support the experimental results, theoretical simulations was also
performed to understand the exciton band structure in high magnetic field. In the past, theoretical
K·p model was used to examine perturbation effect on band structure of excitons in GaAs based
quantum wells [19–21] as well as alloys of GaAs [22–24]. Recently,similar theoretical frame work
was used for excitons in monolayers of TMDs under high magnetic field [25]. The primary effect
of Zeeman splitting became more interesting when higher g factor (∼ 9.5) was experimentally observed in bilayer WSe2 [26]. While in the heterobilayers of TMDs were shown g factors of ∼ 6.7 to
∼ 16 [27], the deviation is more from the expected value from the ground state excitons [28]. Here,
due to specific selection rule, g factor is strongly dependent on spin and stacking. In the present
study, using high magnetic field the Zeeman component in the GaAs has been studied with 2DFTS
and compared with theoretical simulations to accurately track the coherences and determination
of effective g factor. While the in-plane and out-of-plane magnetic field applied parallel to TMD
plane revels the dynamics of bright and dark excitons. However, the semiconductors under study
are fundamentally different, but exploring via similar spectroscopy technique under high magnetic
field uncover similarity in their basic excitonic properties.
1.1

Outline of the dissertation
The main focus of this dissertation is to study exciton dynamics in the semiconductor mate-

rial using non linear spectroscopy while the external perturbation such as magnetic field is applied
to the sample. The thesis is structured as follows: The brief introduction of exciton formation and
its properties. Here, the properties of the materials used in this study is also included, which can be
useful to understand the results presented in the later chapters. Starting with the types of exciton
and the effect under magnetic field is covered, while the electronic band structure of bulk GaAs is
brifley discussed along with the characteristic properties of monolayer WSe2 is also included.
Chapter 3 discuses the basic concepts of two dimensional Fourier transform spectroscopy.
The description begins with various types of transient four wave mixing (TFWM) techniques fol3

lowed by brief derivation of third order response function and optical Bloch equation formalism
using density matrix approach. The double sided Feynman diagram to track the quantum pathways
in Liouville space is also presented. Finally, the interpretation of 2D spectra as well as advantages
of 2DFTS are discussed.
In chapter 4, the experimental implementation of 2 dimensional spectroscopy using multidimensional spectrometer is presented. The scanning procedure along with the spectral interferometry is also covered. Moreover, the instrumentation part covers the implementation of 7.5T
superconducting magnet attached with the 2DFT setup. This chapter provides extensive information on different instruments used for cold temperature and different magnetic field geometry
dependent experiments. The experimental findings are covered in chapter 5 and 6. The result
discussion begins in chapter 5 where the multidimensional spectroscopy of magneto-excitons in
GaAs using different polarization sequences are introduced. The 2DFT spectra was compared for
different magnetic fields. Experimental One quantum (SI ) and two quantum (SIII ) spectra was also
compared with theoretical simulated spectra. Under the external magnetic field the Zeeman components can be resolved in one quantum 2DFT spectra, while two quantum spectra describe the two
exciton transition. The experimental 2DFT spectra are well reproduced by the simulated response
using the optical Bloch equation, where many-body effects are included phenomenologically.
In the final chapter, in chapter 6, time-Integrated Four Wave Mixing (TI-FWM) measurements are presented as a function of applied external field up to 25 T for monolayer of WSe2 .
Additionally, the results of geometry dependent experiments was discussed, where dynamics of
bright and dark exciton under in-plane and out of plane magnetic field to the sample plane is reveled by field dependent TIFWM measurements. Density functional theory calculations confirms
the experimental results for all polarization sequences and magnetic fields.
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Chapter 2
Exciton in Bulk and Monolayer semiconductors

2.1

Introduction
In semiconductor materials, the light-matter interaction is governed by the Coulomb bound

electron-hole pair known as an exciton. The formation and dynamics of the exciton at the bandgap
is reflected in the materials’ optical response, especially in the case of direct gap semiconductors.
Therefore, it is essential to view the excitons as one of the building blocks of the optical response
from the material. Understanding excitons and their effects are crucial for realizing quantumbased electronic and optical devices. The present chapter begins with a description of exciton
formation in semiconductors, followed by a detailed discussion of the properties of the semiconductors involved in the study. An investigation of two materials is carried out by using nonlinear
spectroscopy in this thesis; bulk GaAs and monolayer of WSe2 . Despite their apparent differences,
the materials share many common characteristics. The GaAs is a well-known semiconductor that
has been extensively studied throughout the years; still, there are many areas yet to be explored. On
the contrary to GaAs, monolayers of TMDs are emerging as a new class of materials. This study is
primarily focused on exploring the exciton dynamics in these materials under high magnetic fields
using nonlinear spectroscopy techniques. For this purpose, the basics of magnetic field-induced
optical effects are also presented. Magneto-optics is the study of electromagnetic waves and its interaction with magnetic fields. Throughout the last several decades, it has contributed significantly
to understanding the band structure of solids [29–32]. While Magneto-optics provides important
insights in fundamental research [30, 33], it is also vital to many technological applications, such
as sensing [29, 34]. In this context, we emphasize the crucial role played by magneto-optics in
many recent advances in the field of layered, two-dimensional (2D) materials.
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2.2

Basics of excitons
Spectra of linear optical responses such as reflectance and absorption typically show features

below the energy gap where the crystal should be transparent [35–38]. Essentially, this feature is
an effect of the absorption of photons, leading to the creation of pair of an electron-hole known as
an exciton. An interband transition in a semiconductor absorbs a photon, creating an electron in the
conduction band and a hole in the valance band. Due to mutual Coulomb interaction, oppositely
charged particles located at the same point in space are attracted to each other. The effect is the
same as a positronium atom with the electron and hole in a stable orbit. Despite being electrically
neutral, the exciton can transport energy around the crystal, but it cannot transport charge. The
optical transition rate in semiconductor materials is higher because of the higher probability of
forming Coulomb-bound excitons. For indirect gap semiconductors, excitons near the direct gap
are highly unstable and can decay into free electrons and free holes. However, all the excitons
can be considered in a quasi-stable state regarding their recombination mechanism where electron
rejoins with the hole. Excitons can also form complexes throughout the crystal, such as biexcitons
or charged trions. An exciton can form when the photon energy exceeds the gap energy (h̄ω > Eg ),
which could be considered the initial conduction. This case is valid for only direct processes; in
the indirect phonon-assisted process, the phonon energy lowers the required energy [35, 36].

Figure 2-1. (a) Graphical illustration of energy levels of excitons created during direct process.
The dotted lines signifies the exciton levels below the conduction band continuum, the
longest arrow corresponds to energy gap Eg , while Eeb corresponds to binding energy
of the exciton. (b) Schematic describing Wannier-Mott exciton (c) Schematic
describing Frenkel exciton.
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There are two primary types of excitons: Wannier-Mott excitons (Fig. 2-1-b) [39, 40], often
known as free excitons, and Frenkel excitons (Fig. 2-1-c) [41, 42], regarded as tightly bound
excitons. The Wannier-Mott excitons have a large radius (∼100Å) that confine many atoms, are
also delocalized and can move freely throughout the crystal, hence ‘free’ excitons. On the other
hand, Frenkel excitons have a smaller radius (∼10Å), comparable to the size of the unit cell.
The Frenkel excitons are less mobile and move via hopping from one atom to another. Stable
exciton in the sample is only possible when the Coulomb potential is significant enough to protect
against thermally excited phonons. Due to weak binding energy and the large radius, Wannier-Mott
excitons can form at cryogenic temperature. While tightly bound, Frenkel excitons can be observed
at room temperature. The exciton forms in graphene and h-BN are considered as Frenkel excitons
[43], while the excitons in bulk GaAs and TMDs can be classified as Wannier-Mott excitons [17,
44, 45].
2.3

Exciton in Bulk GaAs
The band structure of bulk GaAs is presented in the Figure 2-2-a, where various conduction

bands and the valence bands can be seen in the vicinity of the direct gap at the center of the
Brillouin zone (Γ) point. At low energies, the (Γ) valley of the conduction band is spherically
symmetric with parabolic energy dispersion (E vs. K). Near the band minima, (Γ) valley can be
considered as an s-like (L = 0, S = ±1/2) configuration with two-fold degeneracy (with spin).
While the valance band has a p-like (L = 1, S = ±1/2) configuration and has four-fold degeneracy.
For larger K values, the valance band is split into two sub-bands, heavy hole (HH, red line in the
schematic) and light hole (LH). The degeneracy of HH and LH can be further lifted under external
perturbation. There is also a spin split-off band under the LH, separated due to spin-orbit coupling.
The sub-bands are named according to their effective mass. Moreover, the shape of the curvature
of the valence band defines the effective mass of the bands, HH has a larger effective mass and
a smaller curvature compared to LH bands. Due to different configurations of the VB (p- like)
and CB (s- like), the exciton form at the bandgap, an electron in CB and hole in VB, can have
different combinations, depending on the total angular momentum (J = L + S) and the projection
7

Figure 2-2. (a) The band strusture of GaAs. (b) The Zinc blend type crystal structure of GaAs.
Figure (a) is reproduced from Ref. [17] with permission.
of the angular momentum along the Z-axis ( jz ). The electron in the CB has two-fold degeneracy
because the total angular momentum is J = 1/2, and the projection of the angular momentum is jz =
±1/2. While at the band extrema, the hole in the VB has four-fold degeneracy, for J = 1/2 and 3/2.
The J = 1/2 band is a spin split-off band mentioned earlier, while the heavy hole can be defined
as sub-band with J = 3/2 and jz = ±3/2 and light hole sub-band can be denoted as J = 3/2 and jz
= ±1/2. The degeneracy of HH and LH can be further lifted under external perturbation such as
magnetic fields.
The exciton energy levels describe in fig. 2-1-a ( dotted lines) can be treated as hydrogenic
energy levels. The energy of the nth state exciton in bulk semicouctor can be written as
En = Eg −

Ryexciton
n2

(2.1)

where the exciton Rydberg constant (Ryexciton ) can be written as
h̄2
Ryexciton =
2µa2Bohr

(2.2)

where the reduced mass of the exciton can be described as (1/µ = 1/me +1/mh ) in term of electron
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(me ) and hole (mh ) mass. The Bohr radius aBohr can be written in terms of reduced mass (µ) and
lattice dielectric constant (ε); aBohr =

µe4
.
2ε 2 h̄2

The band edge absorption spectra for GaAs at ∼1.6 K

is presented in fig 2-3, where features along with continuum can be seen. These features represent
n = 1 and n = 2 energy levels. The intensity of the peaks depends on the oscillator strength of that
particulate state; in other words, an oscillator’s strength measures how well electron and hole wave
functions overlap. The oscillator strength is inversely proportional to the cube of n value (∝ 1/n3 ).
So, as n increases, the excitonic absorption decreases and eventually merges into continuum states.

Figure 2-3. Excitonic transition for n = 1 , n = 2, and n = 3 appeared as a peak in the absorption
spectra of ultra pure bulk GaAs. This figure is reproduced from Ref. [46] with
permission.
At 1.3 Kelvin, the experimental spectra of the energy levels in Bulk GaAs shows n= 1 line at
1.5149 eV and n= 2 line at 1.5180 eV. The calculation using above theoretical frame work can be
done using given values for Bulk GaAs: Eg = 1.5191 eV, m∗e = 0.067m0 , m∗hh = 0.082m0 , ε = 12.9,
Ryexciton = 4.2 meV, aBohr = 11.2 nm, and lattice constant = 5.65361 Å [47–49].
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2.3.1

Magnetic field effect on excitons in bulk GaAs
Magnetism perturbs excitons by applying force to electrons and holes. The strength of the

perturbation depends on the exciton cyclotron energy h̄ωc , which can be defined in terms of reduced mass µ,
h̄ωc = h̄

eB
µ

(2.3)

The above formula is similar to the formula for individual electrons except the effective mass is
taken into consideration instead of the electron mass. The effect of applied magnetic field can
be divided into a weak field limit and a strong field limit. The field limit depends on the exciton
Rydberg constant (Ryexciton ) and cyclotron frequency h̄ωc . The condition Ryexciton > h̄ωc can be
consider as weak field limit, whereas Ryexciton < h̄ωc consider as strong field regime. In GaAs, for n
= 1 exciton, the transition point occurs around 2 T. In the weak field regime, the applied magnetic
field can be regarded as an extra perturbation term in the Hamiltonian. If the exciton can be
compared with the neutral hydrogen atom, 1-s orbit of the hydrogen atom is spherically symmetric
and has no net magnetic moment. Rather, The diamagnetic shift can define the interaction between
exciton and applied magnetic field. The diamagnetic shift can be described as
δE = +

e2 2
r
B2
12µ exciton

(2.4)

Where rexciton is the radius of the electron-hole orbit. The sign is positive because of the Lenz law;
induced magnetic moments opposes the magnetic field. The energy shift induced by the dipole
interaction with the field is proportional to B2 . While for the strong field case, strong interaction
between electron-hole and the magnetic field is stronger than the mutual Coulomb interaction.
Therefore, Landau energy of the separate electron and hole needs to be considered first, and then
Coulomb interaction can be added later. In the high field limit, a small shift occurs in the optical
transition energies between the different Landau levels due to the excitonic effect. In the past,
Landau levels were extensively studied in different types of quantum wells [50–52].
Additionally, for weak field case, the Zeeman effect is also relevant to discuss here. The external magnetic field leads to the Zeeman splitting of the excitons. The splitting occurs depending
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on the electron spin and hole angular momentum. The splitting of the state depends on the effective
g factor. The resultant splitting completely lifts the degeneracy in the HH and LH, as described
earlier, both HH (J = 3/2 and jz = ±3/2) and LH (J = 3/2 and jz = ±1/2) are two-fold degenerate
according to their projection of angular momentum values. Due to magnetic fields, CB has four
hole states ( two for HH ( jz = ±3/2) and two for LH ( jz = ±1/2)), which can selectively excite
using different polarization and form excitons via coupling to an electron (two states (±1/2)) in


the VB. The HH transition can be represented as − 32 , − 21 and 32 , 12 . While, LH transitions can


be written as − 21 , 21 and 12 , − 21 . In the fig. 2-4, the optically allowed transition for specific circularly polarized light is presented. The dipole moment for each transition induced by circularly

Figure 2-4. Zeeman splitting lifts of the degenercy in electron and hole states in VB and CB,
respectively. The optically allowed transition for right and left ( σ + and σ − ) circular
polarization in bulk GaAs is presented.
polarized (σ + and σ − ) can be written in terms of unit vectors X̂ and Ŷ , and modulus of transition
dipole moment (µ0 ). Equation 2.5 (2.6) represents dipole transition for HH (LH).
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This simple exciton scheme neglects the interaction between excitons, a detailed explanation is
provided in the following chapters for two excitonic transitions. Moreover, in the presence of
applied magnetic field up to 10T, Zeeman components in excitonic states for GaAs system can be
revealed via 2DFTS.
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2.4

Transition Metal Dichalcogenides
Optoelectronic devices involve interactions between photons and electrons. Direct bandgap

semiconductors that show strong absorption/emission characteristics are best suited for optoelectronic devices applications because it permits the electron-photon interaction. The compounds
formed between elements of group III and group V of the periodic table are most widely used
semiconductors for optoelectronic device applications, the alloys of GaAs is a prime example of
that [53]. In the present study, along with conventional bulk semiconductors (GaAs), another class
of material was investigated, namely Transition Metal Dichalcogenides (TMDs). After the realization of graphene as a two dimensional material, a new area of research emerged which focused
on characterizing this isolated atomically thin plane [54, 55] and its unique properties. However, despite graphene’s unique electrical properties, the lack of bandgap makes it less favorable
for opto-electronic applications [56–60], specially in light generation. On the other hand, TMD
monolayers are perfectly suited for high-efficiency LED applications due to their direct band gap
in the visible to near infrared region of the spectrum [61]. This direct band gap permits a high
rate of radiative recombination of excitons. A monolayer of TMDs emerged from the quest for
graphene-like materials. The bulk form of TMDs is composed of layered structures with weak
inter-layer van der Waals interactions and strong in-plane bonding. Low van der Waals interaction
along the lateral direction makes it suitable to obtain few layers or monolayer of the material using
micro mechanical cleavage, famously known as ‘scotch tape exfoliation’ [62–64]. Various fabrication techniques such as chemical vapor deposition (CVD) and van der Waals epitaxy in ultrahigh
vacuum enhance the purity and coverage area of the sample. At present, remarkable progress is
being made on producing large-area monolayers by using novel techniques [65, 66].
2.4.1

Band structure of TMDs
The monolayer of TMDs exhibits unique properties and differs dramatically from their bulk

counterparts. These characteristics made monolayers TMDs the subject of many studies in the last
decade. For a few layers up to the monolayer limit, the band structure has been calculated and
verified using different experimental techniques [67–69]. In order to fully understand the band
12

Figure 2-5. First principle calculation of the band structure WSe2 is presented for both bulk and
monolayer. The red arrow represents the band gap, transition from indirect to direct
band gap can be seen when sample is at monolayer limit. This figure is reproduced
from Ref. ([69]) with permission.
structure, we need to understand their chemical composition. The focus of this thesis is on group
VI TMDs, specifically, WSe2 and MoSe2 . The group VI semiconducting TMDs are found in the
form of MX2 , where M = Mo (Molybdenum) or W (Tungsten) (group VI transition metal) and X
= S, Se, Te (chalcogens). Transition metal (M) atoms have d-electrons in their outer shell which
covalently bond to two chalcogen atoms (X). In the bulk form X-M-X type layers are stacked and
coupled by weak van dar Waals interactions. Therefor, few layer or single layer can be isolated
by using mechanical exfoliation and the monolayers of these materials are stable enough under
the ambient condition to perform optical and electrical characterization [67, 70–72]. Based on
the transition atom present in the unit cell, the band structure and the intrinsic properties varies in
monolayer due to the change in number of electron in transition metal’s d orbital. Additionally, at
the monolayer limit the band structure is strongly influenced by the hybridization of the d orbital
of the transition metal with the s orbital of the chalcogen.
The band structure of Molybdenum based and Tungsten based TMDs, for example MoSe2 ,
MoS2 , WSe2 , WS2 are semiconducting type and have a similar band structure. In bulk TMDs, the
13

indirect bandgap corresponds to transition between the valance band (VB) maximum at the Γ point
and the conduction band (CB) minimum situated halfway between Γ and K point. When transitioning from bulk to few layers and eventually mono layer (Fig. 2-5), the separation between Γ and
midpoint of Γ-K increases whereas at the K point, distance between CB and VB remains unaltered.
Therefore, the material transforms from indirect to direct bandgap semiconductor [73]. In figure
2-5, theoretically calculated band structure by Kumar, et al [74] for bulk and monolayer WSe2 is
presented. The red arrows represent the band gap, in bulk the indirect band gap can be identify
from VB maxima at Γ point to CB minima point ( between K and Γ point) while in monolayer
band gap shift at the K point for both CB and VB extrema. Theoretical layer dependent studies
on different mono layers using density function theory and photoluminescence (PL) experiments
supports this phenomenon [74–76]. The transformation of the band gap is responsible for stronger
light emission, as observed in single layer TMDs than their bulk counterparts (Fig. 2-6-b)

Figure 2-6. (a) Using the stick - ball model the unit cell of TMDs is shown, the vertex
representing the symmetry in even number of layers. While transitioning to
monolayer, crystal structure lacks symmetry. (b) The layer dependent, room
temperature PL measurements, the spectra for two layer (three layer) is 2X (5X)
enhanced to compare it with the huge increase in the signal while the sample is
thinned down to monolayer. Figure (b) is reproduced from Ref [76] with permission.
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2.4.2

Exciton in monolayer TMDs
The dielectric screening is reduced at the monolayer limit in these materials giving rise to

strongly bound excitons. In the context of this thesis, comparing the exciton binding energy of
monolayer WSe2 (∼0.37 eV) with bulk GaAs (∼ 4.8 meV), monolayer WSe2 has almost an order
of magnitude higher binding energy [77–79]. Even at room temperature, the monolayer’s optical
response is dominated by excitons due to strong Coulomb coupling at the gap and strong in-plane
confinement. Moreover, the strong coulomb interaction also gives rise to many body particles such
as biexcitons and charged trions.
The bandgap of TMDs falls into the visible to near IR region of the electromagnetic spectrum, thus TMDs provide an excellent platform to explore electron dynamics via optical spectroscopy techniques [73, 76]. Due to the heavy transition metal atom present in the unit cell and
the involvement of its d orbital in band structure, TMDs have very strong spin-orbit coupling
[80, 81]. Additionally, at the monolayer limit the electron motion is also confined and limited to
one directional which also attributes to the larger spin-orbit splitting. Spin splitting at the K point
in the VB is around ∼200 meV for Mo-based TMDs and ∼400 meV for W-based material [82].
Sub bands created by spin splitting in the valance band gives rise to A and B excitons, which involves a hole from the upper band and lower bands respectively. Relatively small but prominent
spin splitting at the conduction band is also observable [83].

Figure 2-7. Depending on the Transition metal, spin-orbit splitting can be different in monolayer
TMDs. When compared the spin sign of the lowest sub band of VB to highest band of
CB, in MoX2 spin signs are same and the transitions are spin allowed and in WX2
spin signs are different thus the transitions are forbidden.
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Bulk TMDs in their semiconducting 2H phase is characterized by the D6h point symmetry
group of stoichiometric compounds, while their monolayer can be described by the lower symmetry D3h point group [84]. The lower symmetry point group lacks the inversion symmetry (fig.2-6-a)
which gives the TMDs their unique features at the electronic band structure called valley locking
[85]. Due to symmetry breaking, a non-centrosymmetric arrangement of lattice sites creates a
magnetic field gradient throughout the system. At the K point, with strong spin-orbit coupling
and finite magnetic moment, electrons experience equal energy at the CB valleys and to preserve
time-reversal symmetry, the spin signs at the consecutive valleys are different. At the corner of
the Brillouin zone, the orbital magnetic moment is linked to valley pseudospin in the same way
that the absolute magnetic moment is linked to real spin. In other words, consecutive K points at
the corner of Brillouin zone have the same energy but the different spin configuration. Described
characteristic gives rise to valley dichroism [86, 87], the σ + ( σ − ) polarized light can only couple
to the transition at K + (K − ) points. As a result, the optical generation and detection of spin valley
polarization makes TMDs the ideal platform to study valley degree of freedom. Depending on the

Figure 2-8. Schematic representation of band structure at the K point of the Briiloin zone with the
bright and dark exciton formation in MoSe2 and WSe2 .
transition metal atom present in TMDs, at the band gap, the sub bands that take part in exciton
formation can have opposite or same spin sign. For example, the schematic (Fig. 2-8) represent
band structure at the K and K’ points for MoSe2 and WSe2 . The arrows next to the bands represent
their spin. Due to large spin splitting present in the band structure, for the experimental perspective
only nearest sub-bend is taken in to consideration. As described in Fig. 2-8, in MoSe2 the lowest
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sub-bend of the conduction band minima have the same spin sign as the highest band maxima
of valance band, and this is the opposite in WSe2 [88]. This distinction gives rise to optically
detectable, spin-allowed, bright excitons and optically inactive, spin forbidden dark excitons. The
dynamics of these excitons will give useful information [89] to understand intervalley and intravalley transitions as well as many-body physics in TMDs [90].
2.5

Exciton Relaxation Mechanism in Semiconductor
As established, the laser energy higher than the band gap leads to exciton formation in the

semiconductor. In terms of coherent dynamics, the photo induced excitation creates coherence
between the ground state and the excited state. As the excitation stops, the signal decay via different
scattering processes in time (T2 ). The time T2 can be regarded as the dephasing time or decoherence
time. During the decoherence, population decay also takes place, therefore, T2 can be represented
in terms of the pure dephasing time (T2∗ ) and population decay time (T1 ).
1
1
1
=
+ ∗
T2 2T1 T2

(2.7)

Here population decay time is depending on both radiative and nonradiative recombination.
The quantum coherence between the ground state and excited state characterize the homogeneous linewidth of the particular sample. The homogeneous linewidth is related to (T2 ) through
(Γhomo = 2h̄/T2 ). That indicates the dephasing time is smaller and limited by the population relaxation time. This is only valid for the pure homogeneous system, in reality, the impurity and defects
in the crystals shift the exciton energy and gives rise to inhomogeneius distribution of exciton
frequencies. For the application point of view, the pure dephasing time is important for quantum
application compared to polpulation relaxation time [91].
In the exciton recombination mechanism, there are several relevant parameters that need to
be considered: (1) exciton-phonon interactions, (2) exciton-exciton or exciton-free carrier interactions. The exciton - phonon interaction is primarily governed by the sample temperature [92].
Studying GaAs quantum wells at different temperatures by Honold et al. [92] provides insights
into exciton - phonon interaction on homogeneous linewidth [17]. The study found that the homo17

geneous line width can be expressed in terms of
Γhomo (T ) = Γhomo (0) + aT +

b
LO
exp h̄ω
kB T − 1

(2.8)

The first term is independent of temperature, mainly describing scattering due ionized impurities
and interface roughness effect on homogeneous line width. The second term is temperature dependent and describes scattering due to acoustic phonons, while third term represents scattering
due to optical phonons. The ωLO term is optical phonon energy and b is optical phonon scattering
parameter. For GaAs, at temperatures below ∼ 80 K the effect of acoustic phonos dominates the
scattering process while optical phonons become effective at higher temperatures. More recently,
temperature dependent measurements were also performed on TMDs illustrating effects of optical
phonon on exciton dephasing [93].
At higher exciton densities, the collision between exciton-exciton and exciton-free carriers
alter the recombination processes and resulting in a change in the dephasing time [17, 94]. Once
again this effect was pointed out by Honold et al.[92]. In the study, the effect of population decay
was estimated using pre-excitation pulse. Before the measurement, pre-excitation pulse arrives at
the sample first and creates exciton population. By varying the the pulse intensity the effect of
population decay on coherence can be estimated. The relationship describing the homogeneous
line width can be written as
Γhomo (nx ) = Γ(0) + γa2Bohr Eb nx

(2.9)

where aBohr , Eb and nx are the exciton Bohr radius, exciton binding energy and exciton density per
unit area, respectively. γ is a dimensionless parameter of the line broadening and gives a measure
of the interaction strength of the excitons, depending on exciton-exciton and exciton-free carrier
interaction.
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2.6

Summary
The brief introduction to the properties of excitons relevant to this thesis was provided. The

ultra-fast dynamics in semiconductors clearly shows the complexity of the fundamental possesses
induced by light matter interaction. This study aims to understand these processes using coherent
spectroscopy techniques. Moreover, the following sections will use the properties of the materials
described in this section to analyze the effects of magnetic fields on bulk and monolayer semiconductors.
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Chapter 3
Coherent Non-linear Spectroscopy and Experimental Techniques

Optical and infrared two-dimensional correlation spectroscopy is a femtosecond manifestation of multidimensional nuclear magnetic resonance (NMR) [95]. After its invention in 1970,
NMR became a standard technique to probe structure and dynamics in chemical and biological
systems [96]. Due to a dramatic advent of laser technology, femtosecond laser systems operating in infrared and visible frequency ranges have been commercially available so that we have
seen a wide range of applications utilizing such ultrafast nonlinear optical spectroscopic techniques [97–102]. In contrast with the well-known one-dimensional or non Fourier transform technique, 2DFT preserves the phase of the nonlinear response, enabling one to extract information
via Fourier transforming the output. In 2DFT, accurately tracking the phase evolution of the nonlinear response associated with two-time delays, one can acquire the two-dimensional spectra by
unfolding congested one dimensional spectra into the frequency domain [103]. The phase preservation empowers 2DFT techniques by separating real and imaginary components in the nonlinear
response, which provides microscopic polarization information that linear magnitude-based experiments lack. From the interpretation of the 2D spectra, one can isolate the coherent pathways and
also correlate the coupling between resonances [104]. Moreover, differentiating between inhomogeneous and homogeneous line width makes 2DFT a unique technique suitable for the systems
with inhomogeneity [45, 90]. In this chapter, the basic principle of nonlinear spectroscopy is discussed, followed by the principles of time-integrated four-wave mixing is introduced. After that,
the interpretation of nonlinear response via optical block equations is explained, concluding the
chapter with an interpretation of the various 2DFT spectra.
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3.1

Four Wave Mixing (FWM) Techniques
The material’s emission and absorption spectra provides only partial information about the

light-matter interaction in a particular medium. The linear response contains inhomogeneous
broadening; in solids, it occurs due to crystal fields or structural disorder, while in gases, it arises
due to Doppler shifts. Moreover, very few linear spectroscopy techniques can offer the dephasing
rate information. Thus, nonlinear spectroscopy is advantageous in the presence of inhomogeneous broadening, also the insights of decay mechanism can be extracted. Nonlinear spectroscopy
techniques such as transient four-wave mixing gives a good approximation of the homogeneous
linewidth even with the significant inhomogeneity [105]. Nonlinear laser spectroscopic techniques
for probing below the inhomogeneous linewidth can be implemented only with intense ultrafast
lasers. As dephasing dynamics occurs in semiconductors on the timescale of picosecond to tens of
picoseconds, only ultrafast techniques are relevant to resolve them. Moreover, to probe nonlinear
effects the intensity of the source should be sufficient enough so that polarization induced in the
system can no longer be approximated as a linear proportion; rather, higher-order term must be included. Macroscopic polarization induced in the system due to applied electromagnetic radiation
can be expanded as
P = χ (1) · E + χ (2) · E 2 + χ (3) · E 3 + ...

(3.1)

Where P is induced polarization in the medium, E is the electric field of the incident light, and
χ (n) is nth order susceptibility. The first term with χ (1) gives the linear response for the induced
polarization while even order terms are zero for centrosymmetric systems; thus the lowest order
non linearity can be determined by χ (3) E 3 term. To probe this non linearity, three separate electric
field vectors are required. The three incident fields plus the signal field correspond to the four
waves in transient FWM. In some cases, there are only two distinct pulses are used , but to produce
signal field one must act twice; thus, it is still a four-wave process. Based on this concept, various
optical spectroscopy techniques have been developed, and nonlinear responses can be probed in
the time or frequency domains.
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Figure 3-1. For the FWM experiment, Multidimensional Non linear spectrometer (MONSTR)
apparatus provides three laser pulses in the “BOX” geometry. The FWM signal
appears at the phase-matched direction which can be seen at the missing corner of
box.
Out of many variations available to probe the coherent nonlinear response of the system,
the most basic form can be explained using the three pulse technique. Three similar frequency
pulses are separated with the specified delay between them can be focused on the sample. The first
−
→
pulse A* arrives at the sample with wave vector KA inducing the polarization in the sample and
creates coherence between the ground state and excited state. The coherence has an initial phase
−
→
that depends on the spatial location within the sample and the direction of the first pulse, KA . The
−
→
second pulse arrives at the sample after the time delay τ with wave vector KB , and converts the
coherence into either ground state or excited state population. For simplicity, if we consider the
two-level system, pulse A* creates superposition between the ground state and excited state, while
the relative phase of the pulse B with respect to pulse A* decides the type of population, in-phase
condition, will create a population in the excited state and out of phase creates population in the
ground state. These spatially modulated populations act as population grating with the amplitude
−
→ −
→
varies across the sample with spatial period KB − KA . After time delay T with respect to pulse B,
pulse C arrives at the sample and induce a second polarization which scatters off the population
−
→ −
→ −
→ −
→
grating into the phase-matched direction of KS =−KA +KB +KC . In box geometry, to detect the
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signal at the phase matching direction pulse A* must be the phase conjugate to allow the signal
to be detected at the missing corner of the box (Fig.3-1). There are several variations to perform
four-wave mixing; box geometry is one of the popular methods compared to the co-planer and
phase conjugate variant. In addition, having three replicas of the laser pulses gives the freedom to
scan τ or T as per the experimental requirements.
In the TFWM experiment, pulse ordering is the main governing parameter of the experiment,
and the variant of technique as well as information extracted from the data depends on it. As described above, pulse A* creates coherence in the system, and scanning the delay between pulse
A* and B shows the coherence evolution in the time τ. On the other hand, keeping τ constant
and varying T will provide information regarding incoherent population dynamics, as after pulse
B system is in the populated state. Moreover, in other techniques where pulse A* arrives last, the
many-body interactions and its influence on the coherence can be understood [106]. In the following section, variant of TFWM is discussed where the concept remains the same, but the detection
technique (Fig.3-2) is changed to probe coherent phenomena in the semiconductor systems.

Figure 3-2. The variations of three pulse FWM measurements with respect to signal detection.
For TI-FWM variant, the slow detector is employed, while the spectrally resolve
version uses a spectrometer.
3.2

Spectrally-Resolved Four Wave Mixing (SR-FWM)
This variation of the FWM technique employs a spectrometer for signal detection. The FWM

signal is spectrally dispersed by grating and guided to a multichannel CCD to measure the intensity
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at different wavelengths. For the spectrally resolved system, the signal can be expressed as
Z +∞

SSR (τ, T, ωt ) ∝

|P(3) (τ, T,t)|2 eiωt tdt

(3.2)

−∞

SR-TWM technique requires the tracer or reference beam to generate a heterodyne signal. By colinearly aligning the time-delayed tracer and FWM signal into the spectrometer, one can generate
heterodyne, which enables the complete characterization of the non-linear signal [107]. The phase
and amplitude characterization of the tracer before the experiment will give the amplitude and
phase information of the FWM signal upon Fourier transform; in later sections, this technique is
explained in detail.
3.3

Time Integrated Four Wave Mixing (TI-FWM)
A general concept of FWM and experimental aspects are described in the previous section;

after pulse C, the signal propagates into the phase-matched direction. The most popular method
is to record it on a slow detector via plotting the signal intensity vs. emission time, t. The signal
evolution can be tracked with respect to varying either τ or T, and can be expressed as [79],
Z +∞

ST I (τ, T ) ∝

|P(3) (τ, T,t)|2 dt

(3.3)

0

where P(3) (τ, T,t) is macroscopic polarization.For homogeneously broadened system, the signal
can be described as
ST I (τ, T ) ∝ Θ(τ)Θ(T ) · e−2γτ e−Γgr T

(3.4)

Where Θ(x) is the Heaviside step function and dependents on delays, γ is the homogeneous
linewidth, and Γgr is the decay rate depending on T. The signal decays exponentially with the
dephasing rate as a function of time after the last pulse C. Moreover, with increasing τ, signal
decays due to the decay of the coherence created by the pulse A*. On the other hand,for inhomogeneously broadened system, each frequency group produces an exponentially decaying signal,
which is initially out of phase. However, during the time after the last pulse C, the phase evolution
has the opposite phase compare to the phase during between first two pulses, as the first pulse
is conjugated. After t = τ, due to interaction of the second pulse, the signal from all the groups
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oscillate in phase and contributes to the signal as pulse A* and B are in phase to each other and
rephases the polarization. The signal can be described as
ST I (τ, T ) ∝ Θ(τ)Θ(T ) · e−4γτ e−Γgr T

(3.5)

Comparing equations 3.4 and 3.5, the signal decays as a function of τ twice as fast as for the
homogeneously broadened system. However, it still depends on homogeneous linewidth even in
the presence of inhomogeneity.

Figure 3-3. The diagrammatic representation of absorption spectra of inhomogeneously
broadened system (solid black curve), where continuously distributed homogeneous
broadened (red dotted line)lines are shown in blue. (The distribution is throughout the
curve and here only a few homogeneously broaden lines are shown.)
3.3.1

Coherent Quantum Beating Resolved by TI-FWM
In the photoinduced excitation, for multiple excited states, optical transition initiated from

same ground states often found coupled. The coupling between the states or quantum superposition
can be revealed by TFWM techniques and regarded as quantum beating (QB). Historically it is
difficult to distinguish between polarization beating and quantum beating. The polarization beating
is when FWM signals interfere at the detector which originate from two isolated two level system.
For example, QB observed between free and bound excitons in GaAs/AlGaAs quantum wells
[109], while later it discovered that QB between bi-exciton and exciton was due to polarization
beating and not QB [110, 111]. To understand the QB, let us consider three level system (Fig.
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Figure 3-4. (a)The symbolic three level system representing optical transition for excited states
|1⟩ and |2⟩ sharing the same ground states |0⟩. (b) TI-FWM spectra for different
polarization sequence for 4 Quantum Wells samples. The Figure (b) is reproduced
from Ref.([108]) with permission.
3-4 -a). Where |0⟩ is common ground state for excited states |1⟩ and |2⟩ with energy E1 and
E2 , respectively. For small energy separation, if the spectral width of the ultra short laser has
enough bandwidth to excite them simultaneously then coherence between the ground state and
excited states can be created. Here, the limitation is the bandwidth of the pulse and the energy
separation between the excited states. The decay of the created coherence can be characterized via
the dephasing time. The TI-FWM signal reveals the beating between the states and beating period
should be equal to TB =

h
E2 −E1 .

The beating lasts until the coherent dephasing continues. The

discussed effects were observed in GaAS/AlGaAs Qunatum wells (QW) [112]. In the QW, due
to confinement, HH and LH valance bands are separated energetically. Two bands from HH and
LH in the valance band and one band from conduction bands creates the three level system, and
beating can be observed until the coherence lasts. In the figure 3-4-b, the clear beating is visible
and changes its phase when the polarization of the pulses changed [108]. The same phenomenon
was observed in GaAs and CdSe [113, 114]. Later in this dissertation, the data set showing beating
in TI-FWM for monolayer WSe2 is presented. In the monolayer band structure, the conduction
band has two sub bands separated (∼ 38 meV) apart, with ultra short laser pulse both bands can be
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simultaneously excited and the coherence beating can be observed. However, lower sub bands are
optically inactive and forms the dark exciton. By applying an in-plane external magnetic field, the
dark state can be brightened. For in plane magnetic fields 15 T and 25 T reveals quantum beating
while at 0T, no beating was observed.
3.4

Nonlinear Response Function
When ultrashort laser pulse interacts with matter, in the duration of the temporal regime,

the interaction with the light immediately triggers the photoexcitation and system transform into a
coherent regime. In the material, the photo-induced excitons have gained some definite phase relationship among themselves and with the incoming radiation which creates them. Photoexcitation
creates macroscopic polarization in the system; in other words, an ensemble average of the individual photoexcited dipole moments created in the material upon its interaction with electromagnetic
radiation. The macroscopic polarization acts as a source in Maxwell equations and determines the
system’s linear and nonlinear response [115]. For the derivation of the response function, to be

Figure 3-5. The time ordering and pulse sequence in FWM measurement.
consistent with the previous section, the pulses are named A*, B, and C, with the wave vectors
associated with them, are KA , KB , KC . Suppose the real-time of arrival at the sample can be denoted
as t j , where j is A, B, C. The temporal separation can be assigned as, τ = tB − tA and T = tC − tB ,
and FWM signal is measured at a time t = ts , after the arrival of the last pulse C. See the fig.3-5 for
the pulse orderings and the time associated with them. Each pulse used for photo excitation can be
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written in terms of jth pulse
i(K j ·r−ω j t)
−i(K j ·r−ω j t)
E j (r,t) = [ε +
+ ε−
]eˆj
j (t)e
j (t)e

(3.6)

Where K j is wave vector with carrier frequency ω j and eˆj is the polarization vector for the Jth
pulse. The frequency component of the pulse envelope can be described as ε +
j for positive and
−
∗
(ε +
j ) = ε j for a conjugated pulse. The sum of all three pulses with their time component can

describe the pulse sequence.
E(r,t) =

E j (r,t − t j )

∑

(3.7)

j=A,B,C

The generated third order polarization by three pulses can be written as
(3)

Z ∞Z ∞Z ∞

P (r,tA ,tB ,tC ) =

0

0

0




R(3) r,tA′ ,tB′ ,tC′ · EA r,tA′ − tA EB r,tB′ − tB
(3.8)
× EC r,tC′ − tC



dtA′ dtB′ dtC′


where R(3) r,tA′ ,tB′ ,tC′ corresponds to third-order time-dependent response function from the system and t ′j is the integration variable for Jth pulse. Using time-dependent perturbation theory, the
nth order response function can be calculated and understood as (n + 1)th order correlation of the
dipole moment operators [116, 117], and can be written in terms of
i
R(3) (tA ,tB ,tC ) = ( )3 ⟨[µ(tA + tB + tC ), [µ(tA + tB ), [µ(tA ), [µ(0)]]]⟩
h̄

(3.9)

To understand the decay mechanisms, the pulse duration must be shorter than the events in
the system, hence for the calculation, we can approximate each pulse as a Dirac delta function, and
the non-linear response can be analytically evaluated and written as
P(3) (r,tA ,tB ,tC ) = R(3) (tA ,tB ,tC ) · εA± εB± εC± · ei(±KA ±KB ±KC )·r · e−i(±ωA ±ωB ±ωC )·t
i(±ωA ±ωB ±ωC )·tC

×e

i(±ωA ±ωB )·tB

·e

(3.10)

i(±ωA )·tA

·e

The above equation incorporates all the possible combinations of pulses A*, B, and C nonlinearly interacting with the sample. Each combination produces a unique FWM signal which has a
directional dependency on the specific combination used. The FWM signal can be described as
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Ks = ±KA ± KB ± KC and radiates in the phase-matched direction accordingly. Out of the eight
possible combinations of the wave vector, only four are independent since KS = −KS is just a reciprocal form of signal and provides no extra information. Under Rotating Wave Approximation
(RWA), the four signal outcomes can be describe as KI = −KA + KB + KC , KII = KA − KB + KC ,
KIII = KA + KB − KC , KIV = KA + KB + KC and associated frequencies can be written as ωI =
−ωA + ωB + ωC , ωII = ωA − ωB + ωC , ωIII = ωA + ωB − ωC and ωIV = ωA + ωB + ωC . The third
order polarization in equation 11 can be rewritten in terms of the sum of four polarization terms
corresponds to distinct phase matched directions KI , KII , KIII and KIV .

P

(3)

IV

(r,tA ,tB ,tC ) = ∑ Ps (tA ,tB ,tC )ei(Ks ·r−ωst) + c.c

(3.11)

s=I

The polarization term Ps (tA ,tB ,tC ) can be expressed as
(3)

PI (tA ,tB ,tC ) = RI (tA ,tB ,tC )εA− εB+ εC+ ei(−ωA +ωB +ωC )tC ei(−ωA +ωB )tB e−iωA ·tA (3.12)
(3)

PII (tA ,tB ,tC ) = RII (tA ,tB ,tC )εA+ εB− εC+ ei(ωA −ωB +ωC )tC ei(ωA −ωB )tB eiωA ·tA
(3)

PIII (tA ,tB ,tC ) = RIII (tA ,tB ,tC )εA+ εB+ εC− ei(ωA +ωB −ωC )tC ei(ωA +ωB )tB eiωA ·tA
(3)

PIV (tA ,tB ,tC ) = RIV (tA ,tB ,tC )εA+ εB+ εC+ ei(ωA +ωB +ωC )tC ei(ωA +ωB )tB eiωA ·tA

(3.13)
(3.14)
(3.15)

The signal will propagate in the phase matched direction according to the chosen phase ordering
of the pulses. The non-linear response function can be obtained using a sum-over-states expression
for different pulse time ordering. To understand the interactions and multiple variants of processes
due to the optical excitation, non-linear response function can be visualized using the double-sided
Feynman diagrams that present various coherent pathways in the Liouville space. To connect the
link between non-linear response function and the double-sided Feynman diagrams, the formalism
of optical Bloch equations needs to be introduced.
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3.5

Optical Bloch Equations
Using density matrix formalism, the basis of the optical Bloch equation can be established

[118–121]. For the wave vector Ψ(t), the density matrix operator can be defined as
ρ = |Ψ(t)⟩ ⟨Ψ(t)|

(3.16)

where the wave function Ψ(t) can be written in terms of the eigenvalues of the system
|Ψ(t)⟩ = ∑ ct (t) |φ (t)⟩

(3.17)

t

ct (t) is time dependent coefficient for state|φ (t)⟩. For the given state Ψ(t), the components of the
density matrix can be written as ρi j = ci (t)·c∗j (t), it will provide the probability of the system being
in particular quantum state. The diagonal elements ρii = |ci (t)|2 , which gives the a probability of
the system to be in eigen state i, and therefore they are considered as a population density. Whereas
the off diagonal elements ρi j (i ̸= j) describe the probability of the system being in coherent superposition between states i and j. For a two level system if the wave function of the system can be
written as |Ψ(t)⟩ = c1 (t) |1⟩ + c2 (t) |2⟩, then the density matrix can be written as

 

∗
∗
ρ11 ρ12  c1 c1 c1 c2 
ρ =
=

ρ21 ρ22
c2 c∗1 c2 c∗2

(3.18)

Where the diagonal elements ρ11 , ρ22 considered as population density, and the off-diagonal elements represent the coherence between the ground state and excited state. For a simple two level
system, the total system can be described as the summation of pure case density matrices. Any
observable variable associated with the system can be expressed using the density matrix operator.
For example, the expectation value of the polarization operator P̂ can be defined as eqn. 3.19,
where the expectation value can be calculated by performing the trace of the matrix.

⟨P̂⟩ = ⟨Ψ(t)| P̂ |Ψ(t)⟩ = T r ⟨Pρ(t)⟩
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(3.19)

Here, the two-level system can be assumed as a statistical ensemble of the pure quantum states.
Thus, The expectation value of the polarization operator is time-dependent, which is governed by
the time evolution of the density matrix operator. To analyze the nonlinear response of the system,
the elements of the density matrix can be further traced with an equation of motion.

ρ̇ =

−i
[H, ρ]
h̄

(3.20)

Eqn 20 is the equation of motion derived from the Schrodinger equation, which can not give the
information regarding relaxation or dephasing parameters as they must be added phenomenologically. To execute that, let us consider a two-level system with an applied electric field E(t). The
interaction will give rise to potential V; the total Hamiltonian can be written as


h̄ω1 V12 
H = H0 + HI = 

V21 h̄ω2

(3.21)

where H0 is free particle Hamiltonian, and ω1 and ω2 is eigen frequency of the two states. V12 =
V21 = −µ12 E(t) are interaction potential elements. µ12 is the transition dipole moment between
the ground state and an excited states. Thus, the modified equation of motion can be written as
ρ˙i j =

−i
(Hi j ρk j − ρik Hk j ) − Γi j ρi j ,
h̄ ∑
k

(3.22)

where Γi j is a phenomenologically added term and can describe the decay rate as
1
Γi j = (γi + γ j ) + γiph
j
2

(3.23)

where γi , γ j are the decay rates of the states i and j. γiph
j represent the pure dephasing rate of the
system. Using equation 20, 22 and 23 the time evolution of density matrix for two level system
can be written as

ρ˙11 = −γ1 · ρ11 +

−i
· µ12 E(t) · (ρ12 − ρ21 )
h̄
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(3.24)

ρ˙22 = −γ2 · ρ22 +

−i
· µ12 E(t) · (ρ12 − ρ21 )
h̄

ρ˙12 = −Γ12 · ρ12 + iω0 ρ12 +

−i
· µ12 E(t) · (ρ22 − ρ11 )
h̄

(3.25)

(3.26)

where ω0 = ω2 − ω1 , is the oscillation frequency. Equations 24, 25 and 26 can be used to describe
coherent light-matter interaction in an atomic system. The equation of motion embedded in the
time-dependent density matrix term will become an advent in the systems where many-body effects are involved [115, 116, 122]. Using the above treatment, equations can be modified to get
an idea of local field correlations, excitation induced dephasing, and excitation induced shift in
semiconductor materials. During the multiple excitations (perturbation), the system evolves and
introduces different phenomena, which can be coherently tracked via a double-sided Feynman diagram.
3.6

Double Sided Feynman Diagrams
The effect of the photoexcitation triggers the system to evolve. When multiple laser pulses

are involved, tracking each transition and its probable cause requires diagrammatic representation.
The equation of motion described before can be solved using time-dependent perturbation theory;
the time evolution of density matrix elements can be understood using a double-sided Feynman
diagram. The diagram consists of two vertical lines, where the left line represents the “ket”, and
the right line represents the “bra”. To track the events, in these diagrams, time increases with
moving vertically upwards. The arrow represents the incident fields, and the interaction of the
field with the system is indicated by the vertex of the arrow with either left or right vertical line;
the direction of the arrow decides the type of interaction. The arrow pointing towards the lines
indicates absorption by the system, while the arrow pointing away from the lines indicates photon
emission. In the case of field absorption, an arrow pointing to the right implies radiation has the
form of E j · exp(iK j · r − iω j t), while an arrow pointing to the left means the field is conjugated
and has the form of E ∗j · exp(−iK j · r + iω j t). The resultant wave vector is the sum of the individual
wave vector for each vertex. Each absorption sends the system to an excited state above it, and
32

Figure 3-6. This diagram represents a three level atomic system and red arrows symbolize the
quantum superposition created by the laser pulse to understand the transition during
multiple photo excitation and tracking.
each transmission brings the system to the ground state [116]. Let us consider a three-level system,
where |0⟩ represents the ground state, |1⟩ indicates the first excited state, and |2⟩ can be regarded as
the double excited state. The system is excited by three pulses A*, B, and C, and for convenience,
let us consider pulse A* as a conjugate pulse. Thus, three distinct scenarios can be understood
in terms of pulse ordering of the conjugated pulse. First case where conjugate pulse A* arrive
first before B and C. Second case, where Nonconjugated pulse-B arrives first and followed by
conjugate pulse A* and the third case where conjugate pulse A* arrives last after B and C. Each
case represents different physical processes due to the combination of excitation and absorption
possibilities of each pulse in a distinct order. For phase-matched direction SI , three Feynman
diagrams are shown in fig. 3-7-a. It represents three processes: ground state bleaching, excited
state emission, and excited-state absorption, which can be seen in Feynman diagrams 1, 2, and 3,
respectively. To understand, let us go over the first diagram where phase conjugate pulse A* arrives
first (interacting on right vertical line-absorption) and creates coherence between the ground state
and excited state. Pulse B arrives after time τ and brings the system to the ground state (going
away from the right vertical line-emission). After time T, pulse C arrives and excites the system in
(interacting on the left vertical line absorption) excited state. After time t, the system radiates the
signal in the phase matching direction KI (going away from left vertical line-emission), resulting
in the system being in the ground state. In diagrams 2 and 3, pulse B arrives after pulse A* and
creates a population, which can be understood the same way described for the first diagram. For
phase-matching direction SII , pulse B arrives first, followed by conjugate pulse A* and then pulse
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Figure 3-7. The double sided Feynman diagrams, for three pulse photo excitation applied on the
atomic levels system shown in the Fig.3-6
C, which gives three possible processes, diagrammatically shown in (b) via the Feynman diagram.
Finally, for phase-matched direction SIII , where the double excited state is involved and can be
seen in (c). For SIII , the conjugate pulse arrives last after pulse B and C. The third-order response
function using each Feynman diagram can be derived as a sum of all possible coherent pathways,
(3)

(3)

(3)

shown in Eqn. 27, 28 and 29. The response functions RI , RII and RIII correlate with phasematched directions SI , SII and SIII

34

i
(3)
RI (τ, T,t) =( )3 ∑(µ01 · êA )(µ10 · êB )(µ01 · êC )(µ10 · êS )e(iω10 −Γ10 )τ e−Γ00 T e−(iω10 +Γ10 )t
h̄ 1,1
+ ∑(µ01 · êA )(µ01 · êB )(µ10 · êC )(µ10 · êS )e(iω01 −Γ01 )τ e−(iω11 +Γ11 )T e−(iω01 +Γ01 )t
1,1

− ∑(µ01 · êA )(µ01 · êB )(µ12 · êC )(µ21 · êS )e(iω10 −Γ10 )τ e−(iω11 +Γ11 )T e−(iω21 −Γ21 )t
1,1

(3.27)
i
(3)
RII (τ, T,t) =( )3 ∑(µ01 · êB )(µ01 · êA )(µ10 · êC )(µ10 · êS )e−(iω10 −Γ10 )τ e−ω11 +Γ11 T e−(iω10 +Γ10 )t
h̄ 1,1
+ ∑(µ01 · êB )(µ01 · êA )(µ10 · êC )(µ10 · êS )e−(iω10 −Γ10 )τ e−(Γ11 )T e−(iω10 +Γ10 )t
1,1

− ∑(µ01 · êB )(µ01 · êA )(µ12 · êC )(µ21 · êS )e−(iω10 −Γ10 )τ e−(iω11 +Γ11 )T e−(iω21 −Γ21 )t
1,1

(3.28)
i
(3)
RIII (τ, T,t) =( )3 ∑(µ01 · êB )(µ12 · êC )(µ21 · êA )(µ10 · êS )e−(iω10 −Γ10 )τ e−(iω20 +γ20 )T e−(iω10 +Γ10 )t
h̄ 1,1
+ ∑(µ01 · êB )(µ12 · êC )(µ01 · êA )(µ21 · êS )e−(iω10 −Γ10 )τ e−(iω20 +Γ20 )T e−(iω21 +Γ21 )t
1,1

(3.29)
where µi j , ωi j = ωi − ω j and Γi j are the dipole moment, transition frequency and dephasing
rate of i to j transitions, respectively. Equations 27,28, and 29 can be inserted in equation 11 to
determine the total macroscopic polarization of the system. Then the polarization terms can act as
a source term in the Maxwell equation, which yields the radiated FWM field. The simple form of
the signal can be written in terms of macroscopic polarization.

E(τ, T, ωt ) =

L
iωt P3 (τ, T, ωt )
2n(ωt )cε0

(3.30)

where L is the sample thickness, n(ωt ) is the frequency dependent refractive index, c is speed of
light and ε0 is the vacuum permitivity [123].
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3.7

Two Dimensional Fourier Transform Spectroscopy
Among the various techniques described in previous sections, 2DFT is one of the most versa-

tile versions of FWM, where pulse delays are tracked with sub-cycle precision, and FWM signal is
measured via spectrally resolved heterodyne detection [124–126]. The evolution of the signal and
any one of the time delays can be monitored simultaneously and correlated as a two-dimensional
map in the frequency domain with the help of Fourier transformation. Here, the interferometric
precision in tracking the delays can be advent and able to preserve the phase of the complex FWM
signal. Throughout the measurement, the pulses are actively phase stabilized. Several methods
can be found in the literature to implement 2DFT using three pulses experimentally, but the most
common technique is BOX-geometry [17, 18, 115, 127, 128].

Figure 3-8. Four phase stabilized ultra-short laser pulses are focused on the sample provided by
MONSTR instrument. For heterodyne detection, part of the laser pulse is splitted and
recombined linearly with the FWM signal. The combined beams are dispersed in a
spectrometer to form the spectral interferogram.
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Three phase-stabilized ultrashort laser pulses propagate along with three corners of the
square and focus on the sample with wave vector KA , KB , and KC . The pulses are temporally
separated and can be changed according to the experimental requirements. For the discussion,
pulse delay between A* and B can be regarded as τ, the coherence time and pulse delay between
B and C can be assigned as T, the population time, and the signal emitted during time t. The fourth
pulse at the corner of the box ( diagonal to the pulse A* named Tracer) helps to locate signal. Due
to phase conjugate pulse A* and the vector geometry makes signal appears at the missing corner
of the box another side of the sample. The tracer can be blocked during the experiment. To obtain heterodyne, a reference beam or local oscillator can be used. The local oscillator can be set
using the beam splitter in the path of the reference beam. The reference beam can be co-linearly
recombined with the FWM signal with an appropriate delay between them to construct the heterodyne signal. The resulting interferogram is dispersed in a grating spectrometer and recorded by the
multi-channel CCD [129, 130].
3.8

Analysis of 2D Spectra
The box geometry variant of the FWM technique has distinct advantages over the co-linear

excitation. As described in previous sections, all the possible phase-matched directions for the
signal can be generated by changing the time ordering of the three pulses. The signal propagation
is unaltered because of the wave vector geometry, and it will give the ease to align the detector or
spectrometer. For the co-linear version, the conjugate pulse will decide the signal propagation. In
the absence of a tracer, it will be challenging to point out signal detection and propagation. The
experimental implementation of box geometry is described in the next chapter; here, the variations
of 2D spectra and its acquisition with the help of changing the pulse ordering is described.
All the possible pulse ordering in a 2DFT technique using three pulse scheme in box geometry can be seen in fig.3-9, in the first case, conjugate pulse A* arrives first at the sample, and pulse
B and C is trailing behind. In this case, the time delay between B and C is kept constant (population time T) while the coherent time (τ) or time delay between pulse A* and B is scanned. For
an inhomogeneously broadened system FWM signal appears as a “photon echo”, and this type of
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Figure 3-9. Possible pulse time ordering in a box-geometry for 2DFTS measurements: (a)
Rephasing pulse sequence for SI , (b) variation of SI sequence (c) Non-rephasing SII
sequence (d) Two quantum SIII sequence. On a 2D map, the two axes can be
distinguished by axis 1 and axis 2.
measurement is called “rephasing” measurements. The coherence time τ can be mapped with the
signal evolution time t. The Fourier transformation with respect to two delays (τ,t) results into 2D
map in frequency domain(ωτ , ωt ). In the second case, the pulse ordering remain same as the first
case, while the conjugate pulse arrives first but instead of scanning coherence time, the population
time is scanned where the signal is measured as a function of population time (T) and a real-time
(t). Using this mechanism, one can estimate the population dynamics as well as Raman like coherence. In the third case, pulse B arrives at the sample first, followed by conjugate pulse A* and then
pulse C arrives last. This sequence is named non-rephasing, as no phase conjugation is occurring
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for the process. for the first two cases, due to conjugate phase evolution during the excitation and
emission, the sign of the absorption and emission frequency is opposite. The emission is usually
chosen as positive and hence the absorption is negative. While in the third case, there is no phase
conjugation, and thus both associated axes have a positive sign.
All the three sequences described above do not lead to direct detection of bi-exciton or unbound state. Consequently, The direct transition to a two exciton state from the ground state is
optically forbidden. In fig. 3-9-D, where pulse B and pulse C incident on the sample before pulse
A*, leads the system to the double excited state due to 2 quantum excitation. As a Consequence,
the absorption axis of the 2D spectrum is twice the emission axis. The decay mechanism is changed
here and dominated by many body effects. In this thesis, the rephasing SI and two quantum measurements SIII are employed to study the semiconductor material, and in the following sections,
these methods are described for more detail.
3.8.1

One Quantum Spectrum SI

Figure 3-10. Pulse sequence for rephasing 2DFTS measurements: A symbolic three-level system,
with ground state, single excited state, and a double excited state. (b) pulse sequence,
illustrating the time delay and the pulse ordering with the relevant acquisition axis.
A rephasing one quantum spectrum SI (ωτ , T, ωt ) can be generated using the pulse time ordering shown in fig. 3-10. The index SI represents the order of conjugate pulse with respect to other
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pulses. The FWM signal is recorded in spectrometer while scanning the time delay between pulse
A* and B, τ, keeping the T constant. The generated spectrograph can be Fourier transformed with
respect to τ generating rephasing one quantum 2D spectra. The spectra correlates the excitation
frequency ωτ and the emission frequency ωt , in a 2D map. Scanning the τ with interferometric
precision allows the Fourier transformation of FWM signal, where one-dimensional spectra can be
unfolded onto two frequency dimensions: emission frequency ωt and excitation frequency −ωτ .
The FWM signal can be written in terms of amplitude and phase as:
Z +∞

SI (ωτ , T, ωt ) =

−∞

E(τ, T, ωt )eiωτ τ dτ

(3.31)

To understand the process at the atomic level, let us consider the three level system. Where the
ground state is denoted as |0⟩, the first excited state can be denoted as |1⟩ and double excited
state can be written as |2⟩. The coherent pathways are assigned by arrows. First, phase conjugate
pulse arrives at the sample and creates coherence superposition between |0⟩ and |1⟩. After time
τ, pulse B arrives and generates population in either ground state or excited state (in fig. (a),
ground state population is presented). After time T, the third pulse arrives at the sample and
converts the population back to coherence, and the system radiates signal. After the time delay
τ, the phase of the system can be expressed as eiω01 τ . As described in the previous section for
the inhomogeneously broadened system, the oscillators have the distribution of frequencies and
dephase quickly. The final phase of the system can be denoted as e−iω01 τ , opposite to the one after
τ. At time t = τ, all the oscillators are in phase, and after pulse C, the signal emits as a “photon
echo”, similar to “spin echo” in NMR.
The distinct feature of this pulse sequence is that it can differentiate between homogeneous
broadening to the inhomogeneous broadening present in the system. For example, the figure shows
that the cross-diagonal width (marked with black arrows) of the resonance is correlated with the
homogeneous linewidth. On the other hand, the peak width along the diagonal (marked with red
arrows) is associated with the inhomogeneous line width.
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Figure 3-11. As indicated by the black arrows, the cross diagonal width represents homogeneity
in the sample, while the red arrows represent inhomogeneity.
3.8.1.1

Interpretation of 2D spectra: SI

One of the most important advantages of 2DFT is its capability to distinguish the individual
resonances that occurred in the system. Individual resonances produce diagonal peaks in the 2D
spectrum, and coupling between the resonances produce off-diagonal peaks. This distinct features
allow for an intuitive way to identify the level system and type of coupling between the resonances.
Let us consider three cases, where the first one is shown in fig. 3-12-a, where two independent transitions are shown. If the laser bandwidth covers both resonances, two independent transitions can
give two diagonal peaks upon the Fourier transform the heterodyne and no off-diagonal peak. The
diagonal peak for transition |g⟩ to |e1 ⟩ can be recorded at (ωt = ω1 , ωτ = −ω1 ) and |g⟩ to |e2 ⟩ can
be seen at (ωt = ω2 , ωτ = −ω2 ). For the second case, the spectrum represents the three-level system in the presence of population relaxation. The population decay from the upper excited state to
the lower excited state resulting one off-diagonal peak appearing with absorption frequency greater
then the emission frequency (ωt = ω1 , ωτ = −ω2 ) . The off-diagonal peak is a clear indication of
incoherent population decay. For this case, the finite value of time delay T should be present, the
delay between pulse B and pulse C, providing time for the system to relax in the lower excited
state. This mechanism is often observed in heterobilayes of TMDs, where one sample has a higher
bandgap than others, and inter-layer carrier relaxation can be observed. In the third case, if the
transition shares a common ground state, as shown in the fig.(c), they can no longer be considered
independent. Here, with the diagonal peak, two off-diagonal peaks can be observed at (ω1 , −ω2 )
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Figure 3-12. Symbolic features in the 2D spectrum illustrate the transition and associated
coherent pathways: (a) Two-level system with two independent transitions. (b)Two
separate two-level systems with incoherent population decay from the higher excited
state to the lower state. (c) A three-level system with a shared ground state.
and (ω2 , −ω1 ), the result of coupling between two resonances. Additionally, as two transitions
share the common ground state, excitation of one transition depletes the ground state population,
affecting the other transition’s nonlinear optical response. Regarding Feynman diagrams, a diagonal peak arises for the cases when ground state bleaching and excited state emission occur in the
system. In one-dimensional spectroscopy such as linear absorption, PL, and spectrally resolved
FWM, the off-diagonal peaks would be hidden by the diagonal peaks.
3.8.2

Two Quantum Spectra SIII
The SIII type of spectrum can be generated using the pulse sequence illustrated in fig.(3-

13- b) Here the conjugate pulse arrives last after B and C, and delay T is scanned instead of τ.
If τ is considered zero, this pulse sequence resembles the “negative delay” part of the TIFWM
scan. Where pulse A* arrives first, this case can be considered as a “positive delay”. While the
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Figure 3-13. Pulse sequence for two-quantum 2DFTS measurements: (a) Symbolic three level
system representing ground state, single excited state and the double excited state.
(b) pulse sequence used to acquire two-quantum 2DFTS measurements.
system is in “negative delay”, the TIFWM signal can only appear due to many-body interactions
or generated by the pair of excitons. The SIII measurement is useful when the contribution from
many-body interactions is important, as the ground state bleaching and excited state emission
pathways do not contribute. To understand each excitation by the particular pulse, let us consider
the similar three-level system that described in the previous section. As the direct transition from
the ground state to the double excited state is forbidden, it can only be achieved by a two-step
process. The first pulse B arrives and creates a coherent superposition between the ground state
and the first excited state. After the time delay τ, in-phase second pulse C brings the system to the
second excited state, establishing a coherent superposition between the ground state and second
excited state with a two-step process. This process is often regarded as two quantum process,
where coherence is created between (|0⟩ ↔ |1⟩) and second coherence between (|1⟩ ↔ |2⟩). Now
after time delay T2Q , the conjugate pulse A* arrives at the sample and converts two quantum
coherence to single quantum coherence, which radiates the signal in the phase-matched direction
SIII = KB + KC − KA . The signal can be Fourier transformed with respect to time delay T2Q and t
into frequency domain(ω2Q , ωt ). Here the absorption frequency axis is twice as compared to the
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emission axis. In detailed explanation of the spectra and its interpretation for SIII measurements is
explained in the following section.
3.8.2.1

Interpretation of 2D Spectra: SIII

Figure 3-14. Graphical representation of a two quantum 2DFT spectrum: Peak 1 and 2 on the
diagonal are due to independent two exciton transitions, while peak 3 and 4,
off-diagonal features represent mixed two exciton transitions.
As described above, after the phase conjugate pulse interacts with the system, the system
returns from two coherent states to one coherent state, either (|0⟩ ↔ |1⟩) or (|1⟩ ↔ |2⟩), which
radiates the FWM signal. The signal can be Fourier transform with respect to time delay T2Q
as axis one and signal evolution time t, as axis 2. An illustration of 2 quantum 2DFT spectra is
shown in the fig.(3-14) for the three-level system. Each peak consists of two coherent pathwaysone from initial excitation, and the other is due to two- excitations from the second pulse. The
peak 1 and 2 represents unbound two excitons state with absorption frequency 2ω1 and 2ω2 and
emission frequency ω1 and ω2 . Both peaks are the byproduct of two identical excitons, while any
bound exciton state or biexcitons will be shifted from the diagonal peak along the emission axis
[131–134]. The off-diagonal peaks appear at the same frequency of ω1 + ω2 . The origin of the
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off-diagonal peaks can be understood as the coherent coupling of two mixed exciton states. Same
as the coupled states, the peak arises due to mixed biexciton states also shifting off the cross-peaks
along the emission axis. Due to weak coupling between the biexcitons, their detection can be
challenging, and the amplitude of the peaks is low compared to identical excitons. This type of
spectrum provides important information regarding the effects of many-body interaction on the
renormalized energies and the dephasing rates of the system and is implemented on traditional
semiconductor systems such as GaAs QWs, InGaAs coupled QWs [135–138]. The SIII spectra
of bulk GaAs is presented in the later chapter where the effect of external magnetic field and
correlated effects are discussed.
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Chapter 4
Experimental implementation of Coherent non linear spectroscopy under high magnetic
fields.

4.1

Multidimensional Nonlinear Spectrometer MONSTR
The multidimensional Fourier transform spectroscopy can be challenging experiment in the

colinear geometry, as the signal propagation can be hard to determine. As describe in the previous
chapters, the Box geometry became more popular because of so many advantages over traditional
multi-pump-probe methods. To experimentally implement the BOX geometry, a new apparatus has
been designed to perform three pulse FWM measurements. This apparatus is Multidimensional
Nonlinear Spectrometer (MONSTR). In the past decade, This apparatus is extensively used to
study quantum wells [108, 139–142], quantum dots [143], biological samples, atomic gases [144],
and TMDS [91, 104].
Spectrally resolve FWM requires a sub cycle precision scanning to track the phase of the
signal, in order to achieve that each pulse has to be phase stabilized. The phase stability is necessary
in these experiments to eliminate the contribution of light scattering from the pump beams, and
active and passive methods have been used to achieve the required phase stability. The detailed
description of the MONSTR apparatus can be found in the literature [145, 146] and the light
propagation and generation of Box-geometry is included in Appendix A.
With the ultra short pulses, the He-Ne meterology laser is present and travels the same path
until it hits the dichroic mirror at the end of the MONSTR and reflects back, thus, completing
the interferometer. The 2 inch DCM is placed at the 90 degree to the beams and only reflects
He-Ne while ultra short pulses passes through. The DCM can be changed according to the laser
wavelength. The reflected He-Ne beams produces error signal from the each respective interfer46

ometer, and collected with the help of photodiodes. Three piezo transducers are in the path (PZT),
mounted back side of the mirror for active phase stabilization. The self diagnosis of the error signal
for phase stability is done via feed back loop connected to the piezo voltage controller. The diagnostic methodology is diagrammatically described in fig. (4-1). As each beam is passed through a
delay stage, pulses can be individually scanned as well as delay with respect to each other also can
be changed independently.

Figure 4-1. A 2DFTS setup equipped with interferometric phase stabilization: The MONSTR
setup provides four phase-stabilized beams. Active phase stabilization is achieved by
monitoring the interference fringe produced from a continuous wave (632.8 nm
He-Ne Laser) metrology laser that co-linearly propagates with the femtosecond pulse.
For time zero acquisition, the camera with a 40X microscope is present in the system.
Using the beam splitter, the reflected beam can be focused on the objective to acquire
fringes. (DCM: Dichroic mirrors; PZT: Piezo-electric transducer; L1: Focusing lens;
L2: Collimation lens; BS: Beam Splitter, λ /2: half-wave plate, pol: Polarizer,
λ /4:quarter wave plate)
The schematic represents the complete setup of 2DFTS in transmission geometry. For the
photo excitation, The Ti:Sapphire laser oscillator is used (Coherent Mira 900), which is pumped
by 10 W, 532 nm diode laser (Coherent Verdi). The Mira 900 is tunable laser and covers the range
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from 720 nm to 960 nm. The range can be further expanded via pumping the Optical Parametric
Oscillator (OPO, Coherent APE). The OPO provides ultrashort pulses in 500 nm to 1400 nm range.
The Oscillator operates at a repetition rate of ∼ 76 MHz with pulse duration of around 130 fs.
The ultrashort laser pulses enters the MONSTR appratus and it generate four equal replicas
of the pulse. The He-Ne Follows the same path as Ti:Sapphire and reflects back from the DCM and
guided to photo diodes for the diagnostic. The DCM works as end mirror of the interferometer and
thus producing interference fringes. The He-Ne fringes works as an error signal generated by the
photodiode and fed back to the servo loop filters. The loop filters then corrects for any deviation
of the optical path lengths via controlling the voltage of the PZTs. Throughout the experiments,
any mechanical drift can be compensated via feed back mechanism. The phase stability of 1/ 100
to 1/ 400 of the wavelength can be achieved. The sinusoidal waveform is fed to PZTs for the
optimization of error signal [145]. Fig. (4-1) is the basic illustration of the 2DFT setup, where four
beams generated by the MOSTR apparatus pass through the combination of half wave plates and
polarizes, in order to regulate the power of each beam. As per the requirement of the experiment,
quarter waveplates can be added to generate right handed or left handed circular polarization. The
four beams then pass through a two inch diameter focusing lens (L1) onto the sample. The signal
generated by the three beams can be collimated via another lens and guide it to the spectrometer or
detector. In BOX geometry, forth beam follows the signal path and can be used as a reference for
alignment purposes. Before the spectrometer/detector, the analyzing polarizer is placed and if the
circular polarizing scheme is used then quarter wave plate must be placed before the polarizer. For
2DFTS, signal is mixed with the reference pulse to generate the heterodyne signal, the resulting
spectral interferogram is then dispersed to the grating spectrometer and is detected by the CCD.
For the dephasing measurement, the reference pulse should be blocked and the signal is fed to
the slow detector, with the help of optical chopper and lock-in amplifier, the FWM signal can be
detected. Additionally, The 8%/92% (R/T) pellical beam splitter is placed in the path of focusing
beam before the sample. It serves two purposes. First, it guides the white light to the camara, for
the imaging of the sample (not shown in the fig (4-1)). Second, The beam splitter reflects portion
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of the beams and it can be focused on to the CCD camera attached with 40X microscope objective,
in order to find the time zeros using field autocorrelator. By magnifying the replica of the focused
beams on to the camera, the interference pattern can be produced. Depending on the orientation
of the beams, the vertical or the horizontal interference pattern can be generated. Keeping one
beam fixed, the other beam can be scanned and relative time zero can be estimated. The detailed
explanation and procedure can be found in Ref. [145]. The image of spatial interference fringes
from each deck are shown in the inset (Fig. 4-1) with cyclic order starting with top deck, when all
the stages are at their time zero position. When all four beams arrive at the same time and interfere
with each other, it yields the checkerboard pattern.
4.1.1

Spectral Interferometry
The FWM signal detection can be done via employing spectral intereferometry, it yields com-

plete characterization of the signal amplitude and the phase [107, 147]. In this method, the FWM
signal is recombined with the delayed reference pulse (local oscillator) and guided co-linearly to
the spectrometer, which disperse with the help of grating on to the CCD. The delay of the reference pulse is set so that it arrives before the FWM, even though the pulses are temporally separated
interference fringes can be seen. This is because the ultra short pulse width are broadened due to
linear dispersion at the grating, allowing temporal overlap of the pulses [148]. The time delay is
set so that dense fringes can be observed, the density of the fringes is limited by the spectrometer
resolution.
The spectral interferogram intensity can be written as
|ER (ωt ) + ES (ωt )|2 = |ER (ωt )|2 + |ES (ωt )|2 + 2Re(ES (ωt )ER∗ (ωt )eiωt t0 )

(4.1)

where ER (ωt ) and ES (ωt ) are the electric field of a reference and signal, respectively. where t0 is
the delay between the signal and local oscillator. The first two term of the equation represents the
power spectrum of reference and the signal, respectively. To get the oscillatory interferometric term
both should be subtracted from the spectral interferogram. The power spectrum of signal, reference
and the interferometric term can be seen in the fig. (4-2). The remaining interferometric term in
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Figure 4-2. Spectral Inreferometry for signal analysis: Power spectra of the TFWM signal and the
reference pulse are shown in black and red, respectively. The interferometric term
(blue) is determined by subtracting the spectra of the TFWM and the reference from
the spectral interferogram.
equation, 2Re(ES (ωt )ER∗ (ωt )eiωt t0 ), is in frequency domain. Upon inverse Fourier transform yields
the real signal in the time domain and can be written as
S(t) = F −1 S(ωt ) = f (t − t0 ) + f (−t − t0 )

(4.2)

Above equation contains two terms, for which only one satisfy causality principle and hence, only
f (t − t0 ) can be included. Now, this time domain data can be multiply with the Heaviside step
function Θ(t − t0′ ) to filter out any noise from the pump beams and a Fourier transform of the
product is performed to retrieve the amplitude and the phase of the signal in the frequency domain.
The spectral interferogram intensity can be written as
ES (ωt ) =

F (Θ(t − t0′ )F −1 S(ωt ))e−iωt t0
ER∗ (ωt )
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(4.3)

In the equation 4.3, the term e−iωt t0 is used to remove the linear phase difference between the
signal and the reference. The retrieved phase of the signal from Fourier transformation has a phase
offset because the phase of local oscillator is unknown. The details of other methods to retrieve the
phase of a signal can be found in Ref. [146]. In the present study, amplitude of the 2DFT signal is
sufficient to understand the coherent response of the system, and hence the phase retrieval methods
as well as the theoretical background is omitted.
4.1.2

Generating and Analyzing the 2D Spectra
In order to generate 2D data array, the repeating algorithm of extracting FWM signal is

employed at each delay with sub cycle precision. The spectral interferogram is collected with each
delay with the step size equal to an integral multiple of λ /4, where λ is CW laser wavelength. To
achieve the equal step size, 632.82 nm single longitudinal mode He-Ne laser is used. The delay
stages have resolution of ∼ 1 nm, and during the long scanning unequal step size may occur as
it moves. So, the He-Ne fringes acts as the standard distant for the comparison and diagnostics.
When stage moves and increase the optical path length by λ /4, it corresponds to movement of half
a He-Ne wavelength 316.41 nm. The unequal step size will accumulate the error and resulting into
imperfect 2D spectra after Fourier transform, this can be eliminated by measuring and correcting
each step size. Usually, the correction is made via overstepping or under stepping of the stages
after each delay by measuring of the PZTs, when it is locked and unlocked after each step. The
error signal is monitored on the oscilloscope, while motion of the stages can be seen is terms of
He-Ne fringes. During the scan, with the stages at their time zeros, all the PZTs are locked. After
acquiring the spectral interferogram the PZTs are unlocked, and once the stages are moved to the
next point (pulse or minus error) the PZTs are locked again for the acquisition. This possess keeps
repeating until the desired scan length is achieved.
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4.1.3

Instrumentation
To explore the formation and the dynamics of the exciton in the semiconductor, 2DFT spec-

troscopy can be useful tool, specially when the magnetic field is applied to the sample. External
magnetic field works as a perturbation to the system of excitons and give away useful information
by lifting the degeneracy of the Coulomb bound electron-hole pair. To lift the degeneracy, magnetic field strength need to be stronger and hence exploring this material under high magnetic field
greater then 5 Tesla is necessary. To produce such enormous field, the size of the magnet is obliviously large and to construct spectroscopy setup around it can be challenging. On the other hand,
novel two-dimensional semiconductor materials like TMDs shows very interesting physics and
has the potential to replace the traditional semiconductors from the opto-electronic devises. The
only challenge remains to study these materials under high magnetic field is their small size. Most
TMDs are van der Waals materials and can be exfoliated using scotch tape method yielding micron size single atomic layer sample. In case of large working distance, designing magneto-optical
experiments such that the micron size samples can be identify and probe can be challenging, and
hence implementation of special spectroscopy magnet with an open bore was necessary. For the
FWM experiment under a high magnetic field, a 7.5 Tesla superconducting magnet was purchased
from Cryomagnetic Inc. The magnet has vertical and horizontal warm bore where Supertran 300
type cryostat (Janis research company) can be placed, and with the open horizontal bore, optical
instruments like lenses and nonmagnetic microscope objectives can be inserted very near to the
sample. With the freedom of open bore, laser spot size can be reduced by a spherical lens and a
spatial filters. The reduced spot size of about ∼10 µm can be useful to investigate exfoliated TMD
samples where the sample size is relatively small (tens of microns).
4.1.4

The 7.5 T Superconducting Magnet
The designed of the magnet can be seen in the fig. (4-3). The 7.5 T superconducting magnet

weighs 792 pounds and has 16 inches by 31.5 inch footprint with 38.8 inch height. The four
superconducting coils are there to produce magnetic fields, made of twisted multi-filamentary NbTi
wire with a copper matrix and have a critical temperature, TC ∼10K. The coils in the magnet
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are cooled by a 1 watt, two-stage pulse tube cryo-cooler (Sumitomo RP-082B2S) with an F-70
Sumitomo compressor. The refrigeration system is a closed cycle type and during the operation no
external cryogen is required. The close cycle system has cooling pumps which generate mechanical
vibration which may propagate and introduce noise in the experiment. Primarily, vibration can
propagate via 66 foot long Helium transfer tubes, and to isolate vibration they are partially enclosed
in a sand trap. Furthermore, a cyro-motor is mounted separately from the system to eliminate
additional vibration propagation (Fig.4-3). When magnetic is cold, the current can be introduce
to the coils. The ramp tares should be set accordingly, so that heat produced due to currents can
be recover by the cryo-cooler. As the huge mass of the magnet and relatively small cryo-motor
(to avoid vibrations), it takes 2 hours 55 minutes to reach the full field. The details of cooling and
charging information is covered in Appendix B.

Figure 4-3. (a) Side view of the 7.5 T superconducting magnet. (b) The dimension of the open
bore, available to insert cryostat from top and optical instrument from the side. (c)
Separated pulse motor from the main magnet body to decrease the propagation of
vibration.
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4.2

Cryogen-Free Closed-Cycle Refrigeration System
Usually magnetic field dependent experiments are lengthy and time consuming. Moreover,

when the magnet is charged, the optical table is not accessible for the user to make adjustments. To
check the consistency in the data, multiple scans are required at the constant experimental conditions, thus, it is necessary to have constant sample temperatures for long duration. The traditional
liquid helium-based cryostats can be inefficient for providing constant low temperature for long
duration. On the other hand, a liquid helium-free re-circulating cryo-system can be an ideal, economically viable replacement.

Figure 4-4. Model PT-8-ST cryogen-free closed-cycle refrigeration system attached to ST-300
cryostat (Janis Research Company Inc.).
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For the low-temperature measurements Model PT-8-ST cryogen-free closed-cycle refrigeration system (Fig. (4-4)) was purchased from Janis research company. The closed cycle system can
be divided into three main parts: 1) gas handling system, 2) pulse tube cryo-cooler cryostat and to
compress the He, 3) F-70 Sumitomo compressor (not shown in the Fig. (4-4)).

Figure 4-5. (a) ST-300 cryostat from Janis Research Company. (b) Sample cooldown data, with
recirculating system attached with ST-300 cryostat. Four temperature sensor provides
the cool down data for different part of the system, 1st stage (red line) and 2nd stage
(black line) are situated at the top of circulating system. While, inside ST-300 there
are two sensors, sensor 1 (blue line) is situated at cold finger of the cryostat and
sensor 2 is at back side of the sample holder. The final temperatures for each sensor is
shown next to the data. (c) External thermometer (sensor 2) mounted back side of the
sample holder.
For the housing and transportation to use the cryo-system to other temperature dependent
measurements, the custom build housing is designed and installed. The cryo-system provides a
continuous flow of cold helium liquid/gas to cool down Janis Supertran continuous flow cryostats
such as ST-300, ST-500. Initially, the pulse tube cooler converts the He gas to its liquid form via
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compression and later flowing into ST-300 cryostat. The continuous flow of the He eventually
cools down the sample and once the system reached the lower temperatures (below 10 K, see Fig.
(4-5)-b), the flow of the He is adjusted so that sample has a uniform stable temperatures as well
as no temperature gradient at the sample holder. As conventional liquid He cryo-system cools
the sample via evaporation cooling, closed-cycle system works simply on the conduction method
where a small amount of liquid He is condensed at the cold finger which absorbs the heat from the
sample mount leads to cooling of the sample. To accurately measure the sample temperature, an
extra thermometer is mounted at the backside of the sample holder in addition to the thermometer
at the cold finger. Conduction is a slower process for removing heat comparing to evaporation
of liquid He, but this particular technique can keep the sample cold for months without requiring
any additional cryogens. The implementation of the cryogen free system is favorable for the timeconsuming magnetic field-dependent FWM measurements.

Figure 4-6. The schematic represent the entire 2DFT setup built around the 7.5T magnet. The
ST-300 cryostat can be visible inside the bore, resting on the translation stages. In
order to hold the cryostat mount, an aluminum frame is built, which is detached from
the magnet table. The Ti:sapphire laser and the regenerative He liquifier is not
included in the schematic. The set of half waveplate,polarizer and quarter wave plate
(for each beam and the detection) is present in the setup to perform polarization
dependent measurement. (H.W.:half-wave plate,Q.W.:quarter wave-plate)
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4.3

Sample Holder
As the method of cooling is changed from conventional liquid He based to the conduction

type using recirculating crostate, the sample holder is also modified. As seen in the fig. (4-7),
the sample is on the fused silica substrates mounted on the sample holder with N-type grease for
good thermal contact. The sample is then secured with the copper mounting plates with the screws.
The mounting plate increases the area of the contact with the copper sample holder and leads to
uniform cooling of the sample.

Figure 4-7. For the better thermal contact, the sample is mounted with the copper plate on-top of
the sample holder. The conducting paste is used to create thermal contact.
4.4

Cryostate Holder
The last piece that required to complete the setup is the 2-D linear motion cryostat holder.

There are certain restrictions that needed to be taken care of while designing the mount, not only to
reduce vibration at sample but also it should allow precise motion to identify the sample. Moreover,
the mount is placed very near to the magnet and hence it can not have any magnetic components.
As the cryostat holder suspended right above the bore of 7.5 T magnet, any magnetic component
can disturb the stability of the mount when the magnet is charged. Conventional mount have highly
magnetic springs and pins in them, so for the horizontal motion, home made dove tail type linear
stage was designed. The horizontal stage is equipped which 80 pitched screw for the very fine
lateral motion. For the vertical motion, lab jack from Thorlabs Inc. is used (4” x 3” Lab Jack,
1.04” Vertical Travel, 50 lbs Load Capacity, L200). The lab jack was also modified and all the
magnetic screws were replaced with the brass ones, to avoid the magnetization. The assembly of
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stages then mounted on bridge that run across two tables. The cryostat mount need to be decoupled
from the magnet housing table in order to avoid propagation of vibration to the sample (see fig.
4-6). The horizontal bars that support the entire system, have enough spacing between the support
rails, so that it can accommodate cryocooler connections. The four feet of the support assembly
have vibration damping elastomer under them to further isolate the vibration from the tables.

Figure 4-8. Inside the magnet bore ST-300 cryostat is placed. To identify and choose different
area of the sample, cryostat is mounted on home built (nonmagnetic) cryosat holder.
The yellow arrows indicate the motion of the stages. The lab jack mounted on the
dovetail stage, changes the height. While aluminum dove-tail type stage assisted with
80 pitch screw, changes the sample position laterally.
4.5

Faraday and Voigt Geometry Experiments
The study of light-matter interactions under the influence of an external magnetic field re-

veals important characteristics of the band structure of solids. The Zeeman effect and MagnetoOptical Kerr effect (MOKE) are some of the prime examples of this effect [33]. When the direction
of the applied magnetic field is perpendicular to the sample plane it is called Faraday geometry,
while the parallel field can be described as Voigt geometry. The effective perturbation experience
by the charge particle in the force field can be manipulated by changing the applied magnetic field
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direction. For the experimental purposes, as shown in fig. 4-9, the Faraday geometry setup can be
converted to Voigt geometry via inserting a special cryostat adapter. Without any alteration, system is designed to perform the experiment in Faraday geometry where the vertical sample plane
is perpendicular to the applied magnetic field while the spectroscopy setup is transmission type.
Here, by using the adapter, the sample plane can be aligned with the magnetic field direction for
both transmission and reflection setups. The ray-diagram presented in the fig.4-9-b illustrates the
transmission type setup. The experimental setup is designed so that in Faraday geometry, the four

Figure 4-9. While in the Voigt geometry, the home built cryostat adapter can be used. The special
adapter resembles with the periscope, where pair of half inch prism mirrors guides the
beam to the sample. (a) Front view of the adapter (b) The symbolic ray diagram of the
adapter.
beams coming out of the MONSTR can be focused directly on to the sample, while in Voigt geometry, by shifting the MONSTR apparatus sideways, the laser pulses can be realigned and focused
on to the sample (Fig.4-9-b). A set of prism mirrors are placed to guide the beams as well as to
collect the signal from the sample. In the context of this dissertation, because of the spin valley
coupling prevalent in TMDs, when a magnetic field is applied the degeneracy can be lifted as well
as interesting dephasing dynamics regarding the bright and dark excitonic states can be explored.
The magnetic field dependent experiments on monolayer of WSe2 is discussed in the later chapter
where the describe configuration is used to apply in-plane magnetic field up to 7.5 T.
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Chapter 5
Multidimensional spectroscopy of magneto-excitons at high magnetic fields.1

Two-dimensional Fourier transformed spectroscopy measurements were performed on bulk
GaAs at high magnetic fields up to 10 Tesla. The magneto-excitons in GaAs shows the Zeeman
splitting; due to the two-dimensional nature of the spectra, Zeeman components can be clearly resolved, and precise determination of Lande g factor can be possible. For the comparison and isolation of the coherent quantum pathways, polarization-dependent one-quantum and two-dimensional
measurements were performed, revealing the quantum coherent coupling between the excitonic
states. The dynamics of the excitons in the semiconductor is very sensitive to many-body interactions, thus, higher four-particle correlations in bulk GaAs was investigated using two-quantum
two-dimensional spectroscopy. Two quantum 2DFTS can reveal the effect of Zeeman splitting
on many-body systems under the high magnetic field and gives insights into the dynamics of the
correlated systems. To support the experimental results, both one-quantum and two-quantum experimental spectra were simulated using optical Bloch equations and many body interactions are
added phenomenologically.
5.1

Introduction
The exciton formation governs the optical response of the semiconductor at the bandgap.

The semiconductor material GaAs can be regarded as an ideal platform to understand the exciton
dynamics. The Coulomb bound electron-hole pairs in the GaAs can be understood by the Wannier
theory [40], the brief explanation is covered in the previous chapter. In recent years, the transition metal dichalcogenides were emerged as the new class of semiconductors; understanding the
dynamics of magneto-excitons in conventional semiconductors like GaAs can be useful, and the
1 Contents

of this chapter are published in “V.Mapara et al. The Journal of Chemical Physics 155,204201(2021)”
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same models can be applied to this novel 2D- semiconductors. Under the applied magnetic field,
charged particles (electron/hole) experience additional angular momentum. The change in angular
momentum will affect the total angular momentum of the exciton, and its magnitude is linearly dependent on the applied magnetic field strength. The extra angular momentum which is originated
from applied magnetic field has opposite orientation to the applied field due to the effect of Lenz’s
law. Under the applied magnetic field, these phenomena give rise to the quadratic increase in exciton energy, known as diamagnetic shift [149, 150]. In the presence of an applied magnetic field,
two more effects dominate the exciton dynamics; first, Zeeman splitting, and second, higher-order
four-particle correlation in the bound excitons. The Zeeman splitting of the exciton is dependent
on the electron spin and hole angular momentum, governed by the effective g factor. The freeelectron spin splitting factor, g = 2.0023, defines the influence of external magnetic field on the
doublet of otherwise degenerate electron states with s = ±1/2. The study on other conventional
semiconductors shows that excited electron states interact with the crystal potential and result in
renormalization of the g factor value [151, 152]. The exchange interaction and Zeeman splitting of
excitons in bulk GaAs and quantum wells have been studied both, experimentally and theoretically
[153–157]. The parameters governing the exciton in the GaAs quantum wells are explored using
various linear and nonlinear techniques such as PL (photoluminoscence) spectroscopy using circularly polarized light [158], FWM qunatum beat spectroscopy [159], spin quantum beats, mesuring
the transwerse and longitudnal g factor in the QW material. Furthermore, the described studies on
the anisotropy [160–162] in the quantum-well concludes, the Lande g factor has strong dependence
on the quantum-well width. The precise determination of splitting factor under the high magnetic
fields is essential, and only then the models can be applied to understand more complicated band
structures and explore different materials.
Studying the magneto-excitons under high magnetic fields using 2DFTS is advantageous in
many ways. The optical determination of exciton Zeeman splitting can be problematic. The main
reason is that the splitting due magnetic field is smaller than the exciton linewidth when the applied
field less than 10 T. Consequently, linear spectroscopy techniques can not resolve the splitting in
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energy states. Moreover, exciton wave functions are distorted under the external fields, leading to
higher four-particle correlations [90], which the linear spectroscopy techniques unable to resolve.
In the past, the many-body interaction was explored in the undoped semiconductor quantum wells
using time-integrated, time-resolved, and spectrally resolved FWM measurements. Time-resolve
coherent spectroscopy can directly probe the contributions that only occurs due to four particle
or higher-order interaction, making this technique well accepted to study many-body interaction
[106, 163–174].
In the present chapter, 2DFT spectroscopy on high quality bulk GaAs crystal at high magnetic field up to 10 T is presented. To support the experimental results, the theoretical simulations
based on optical Bloch equation were constructed to provide the 2-D spectra. In the study, both one
quantum SI and two-quantum SIII type mesurments are included. The SI 2DFT spectra provides
insights into inhomogeneous linewidth of the excitonic transition under high field, moreover, the
zeeman splitting and the g factor information can also be acquired. In order to further investigate
the previously observed non-Markovian dynamics in the negative delay signal, the two-quantum
SIII 2DFT measurements at different magnetic fields up to 10T is also included.
5.2

Experiment setup
The experimental work for this study was performed at National high magnetic field lab,

Tallahassee, Fl. (NHMFL). The sample was kept at 1.6 Kelvin inside the Oxford spectromag
magneto-optical cryostat. The magnetic field is applied perpendicular to the sample surface (Faraday geometry), varied from 0 to 10 T. The sample is made of 200 nm thick GaAs layer grown by
molecular beam epitaxy. The schematic of the experimental setup can be seen in fig. 5-1. The laser
pulses with the duration ∼ 130 femto second were generated by a standard tunable Ti:sapphire oscillator. Three replicas generated by MONSTR apparatus was focused on to the sample. The pulses
can be identify with the wave vectors Ka , Kb , Kc and separated by time delays τ and T. After the
last pulse the FWM signal evolves during time t. The pulse ordering and associated time delay can
be seen fig.5-1 (b-c). The third order nonlinear interaction appear as a signal in the direction of
-Ka +Kb +Kc . In 2DFT spectroscopy, the time delays τ / T and t are monitored simultaneously while
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Figure 5-1. (a) The 2DFTS setup in transmission geometry, where the magneto-optical cryostat is
used to house the sample (VB0915) at 1.6 Kelvin. In Faraday geometry, magnetic
fields up to 10 Tesla are applied perpendicularly to the sample surface. The FWM
signal is detected via heterodyne detection and dispersed into a spectrometer. The
Fourier transformed spectral interferograms lead to the 2DFT spectra. (b) Pulse
sequence leading to the SI 2DFT signal (−KA + KB + KC ). (c) When the phase
conjugate pulse A* arrives last, the SIII 2DFT signal is obtained, corresponding to the
direction KA + KB − KC .
scanning with sub-cycle precision and accurately preserving the phase of the signal. Upon Fourier
transform in the frequency domain with respect to scanning time τ and signal evolution time t,
leads to correlated spectra depends on and ωτ , ωt [135, 175]. When the spectra represented with
respect to -ωτ and ωt , the resonances are appear at the diagonal whereas quantum coherent coupling appears as a cross diagonal features [176]. As shown in fig 5-1 -b, by varying the “positive”
time delay τ and monitoring the FWM intensity the dephasing time of exciton can be measured.
While in fig. 5-1-c shows the pulse sequence for SIII two quantum spectra where A* arrives after B
and C and by varying “negative” time delay, two quantum coherence are measured. In order to acquire 2DFT spectra, a Fourier transformation is performed with respect to two of the time variables,
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while the third is held constant. For the “positive” delay signal, 2DFT spectra can be described
on frequency domain as SI (ωτ , T, ωt ) while the “negative” delay signal leads to SIII (τ, ωT , ωt ),
two quantum coherence spectra. The detailed description for the advanced multidimensional spectroscopy is described in the chapter 3 and also can be found in literature [127, 177–181].
5.3

Results and Interpretations
As described in chapter 2, in the GaAs the Jh = 1/2 and Jh = 3/2 valance band splits due to

spin-orbit interactions. The nearest CB and VB bands have different degeneracy, Jh = 3/2 band
has four fold degeneracy and belong to Γ8 symmetry group, while Je = 1/2 band has two fold
degeneracy and hence fall in to Γ6 symmetry group. Due to the band splitting, the symmetry
of the 1s exciton at the Γ point of the Briiloum zone can be described by the direct product of
Γ6 (conduction band electron) and Γ8 (valance band hole). It can described by the following
irreducible equation
Γ6 ⊗ Γ8 = Γ5 ⊕ Γ4 ⊕ Γ3

(5.1)

The spin orbit coupling of the exciton in GaAs can be explained using J-J coupling scheme. The
first term in above equation represent J = 1 states while the second and third term describes the J
= 2 states. The creation of the exciton or in other words electron-hole exchange interaction lifts
the degeneracy between Γ5 , Γ4 and Γ3 terms or J = 1 states and J = 2 excitonic states. Among the
two states, without external perturbation only J = 1 state is allowed while J = 2 states are forbidden
[182, 183]. The electron hole exchange interaction and associated splitting between valance band
and conduction band (J = 1 states and J= 2 states) has been measured experimentally and calculated
theoretically. The measured value of the splitting varies between 20 and 370 µeV [184–186]. In
the presence of external perturbation such as magnetic fields, J = 2 states are no longer forbidden,
in addition magnetic field causes the mixing of the states. Applied magnetic fields also introduce
Zeeman splitting of the excitonic m j components. These components represents the spin states and
hence they are polarization dependent, and using right or left handed circular polarization they can
be selectively excited. If the sample is placed in the Faraday geometry, four transitions, two for J
= 1 states and two for J = 2 states with m j = ±1 can be selectively excited [49, 187–192].
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Figure 5-2. The level scheme for the mh = ±3/2 and mh = ±1/2 excitons in bulk GaAs. In the
absence of magnetic fields the degeneracy between the mh = ±3/2 and mh = ±1/2
excitons is lifted by the external strain. Magnetic fields further lift the degeneracy
between the mh = +3/2 and mh = −3/2 (mh = +1/2 and mh = −1/2) excitons. With
the different polarized light different pathways can be activated that show here with
the blue arrows where transitions activated by σ − polarization and red arrows
represent the excitation created by σ + polarization.
The diamagnetic shift and the Zeeman effects are the primery factors that must be included
to understand the complete picture of exciton energy levels, moreover the external stain also shifts
the electronic bands. Due to the external starin, the crystal symmetry is reduced and splits the
valance band Jh = 3/2 at the Γ point into |Jh = 3/2, mh = ±3/2⟩ and |Jh = 3/2, mh = ±1/2⟩ states
[193–195]. Now, these valance bands can host the holes to bind with the electron in conduction
band to form an exciton. Each exciton can be composed of mh = ±3/2 or mh = ±1/2 holes
and ms = ±1/2 electron. As shown in the fig. 5-2, the left schematic, for the zero magnetic
field |Jh = 3/2, mh = ±3/2⟩ and |Jh = 3/2, mh = ±1/2⟩ excitonic states are degenerate, and only
applied magnetic field in the Faraday geometry can lift the degeneracy in mh excitonic states (right
diagram in the fig. 5-2). Using circularly polarized light, four allowed transition, two with the m j
= +1 and two with m j = -1 can be selectively excite. Here, m j refers to the exciton total angular
momentum projection. The ‘W diagram’ in the fig. 5-3 shows the exciton and two exciton (four
particle) transition in the absence of the magnetic fields. The different combination and the mixing
of the states for exciton as well as four particle arrangement that can be excited by σ + (red) or σ −
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Figure 5-3. The ‘W-diagram’ includes exciton and two-exciton (four-particle) states in the
absence of magnetic fields showing the different pathways that excitons and
two-exciton states can be formed using σ − and σ + circularly polarized light. The
combinations offer the excitation to two mh = ±3/2 and mh = ±1/2 excitonic states
or mixed two-exciton states. The ‘W-diagram’ used in the simulations considers the
two types of excitons with σ − and σ + with different energies and their spins. The
mh degeneracy is lifted at finite magnetic fields, and circular polarization can be used
to access the individual spin states. Many-body interactions are included
phenomenologically by introducing an energy shift of the two-exciton states, labeled
in the diagram as ∆B1 , ∆B2 , and ∆B , for the two mh = ±3/2 exciton, the two
mh = ±1/2 exciton, and mixed two-exciton states, respectively.
(blue) polarization are schematically represented. The four particle correlation presented here will
be useful to interpret SIII spectra.
For the sample characterization, experimental SI 2DFT spectra were acquired using colinear and cross-linear polarization sequences. In the fig. 5-4, the four beam polarization scheme
(HHHH) and (HVVH) represents pulses A*, B, C and detection. For the cross linear sequence,
the polarization of the two pulses B and C is shifted 90 degrees and hence cross polarization with
respect to detection. In our sample, we would expect one strong transition that belongs to the free
exciton, however the fig. 5-4 shows ,for the (HHHH) polarization, experimental data observes
two separate peaks on the diagonal, with the 2.5 meV splitting. In the spectra the strong peak is
labeled as A and weak peak labeled as B. The same strong and weak features can be seen in the
absorption and FWM spectra plotted above. As described fine structure splitting between J = 1 and
J = 2 states due to electron hole exchange interaction is in sub meV range [184, 186, 196]. The
energy position of the 1s state of the free exciton was measured and reported at ∼ 1.5153 ev and
for 2s exciton precisely ∼ 3.2 mev higher at ∼ 1.5185 meV. From the energy separation, exciton
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Figure 5-4. Experimental SI 2DFT spectra for different polarizations (a) (HHHH), (b) (HVVH),
where the polarization correspond to A*, B, C and detection, respectively. The
spectrally resolved FWM and the absorption (Abs.) are shown above the experimental
2DFT spectra. (c) and (d) Theoretical spectra calculated for the (HHHH) and
(HVVH) polarization, respectively.
binding energy can be calculated at ∼ 4.2 meV and a lowest direct band gap energy of ∼ 1.5195
meV [49, 187, 197]. Here, The observation of the lowest excitonic state peak A can be observed at
∼ 1.5175 eV, at somewhat higher then the reported value. The higher value of the excitonic peak,
and the arbitrary splitting between peaks A and B indicates the presence of external strain in our
sample. The external strains acts as an extra perturbation and likely originating from the substrate
removal and mounting on the quartz substrates [198, 199].

67

5.3.1

Theoretical Simulations
The theoretical framework to simulate the FWM signal and accurately track the optically

induced transition begins with the understanding of nonlinear response which generate the signal.
The theoretical background is described in-detail in chapter 2. As mentioned earlier, the lowest
order nonlinear response from the system can be described as P(3) = χ(3) E (3) , where χ(3) is the
third order non-linear susceptibility and E (3) are three incident fields. The field of each laser
pulses can be expressed as Ei (r,t) = Êi e(ki r−ωit) + cc, where Êi , ki and ωi are the field envelope,
wave vector and angular frequency of the ith pulse. The total field generated by the three pulses
can be described as a sum of three pulses E(r,t) = ∑i=A,B,C Ei (ri , ωi ,t − ti ), The ti represents the
time of arrival for the ith pulse. The third order polarization is depend on material and is contained
in the third order susceptibility. As described in the experimental implementation part in chapter
2, the time ordering of the pulses is essential in generating particular type of FWM response .The
third order polarization term can be rewritten in term of explicit time ordering as follows
P(3) (r,t) =

Z ∞Z ∞Z ∞
0

0

0

R(3) (t3 ,t2 ,t1 ) × E (r,t − t3 ) E (r,t − t3 − t2 )
(5.2)
× E (r,t3 − t2 − t1 ) dt3 dt2 dt1

where R(3) is the third order response function. As mentioned in the previous chapters, R(3) contains information regarding light mater interaction, light induced dipole moments in the material µ,
transition frequencies, and excited state dynamics. The response function can be describe in terms
of Liouville space double sided Feynman diagram. If the excitation pulses are shorter then the
system dynamics, than each pulse can be treated as a delta function. The number of combinations
in P(3) and associated Feynman diagram can be reduced by choosing phase matching conditions
for specific experiments, such as for SI , −Ka + Kb + Kc and for SIII , Ka + Kb − Kc .
The density matrix theory is most suitable to formulate the third order response from the
system. The density matrix provides dynamic variables that are directly related to the observable in
the experiment and hence optical experiments can be simulated for the response from the material
(R(3) ) and generates sum-over-states expressions. Using optical Bloch equations, the equation
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of motion for the density matrix can be calculated. The equation of motion contains the dipole
approximations which helps to include specific transition cause by the individual pulses. The
optical Bloch equation can be derived from Liouville equation for the density matrix, ρ,
ρ̇ =


−i 
Ĥ, ρ
h̄

(5.3)

where Ĥ is the total Hamiltonian including the light matter interaction given by -µ E(r,t). The
density matrix contains all the Coulomb interactions resulting into semiconductor optical Bloch
equation. The full picture of nonlinear response function can be drawn with the help of these equation which include excitation induced shift (EIS) and excitation induced dephasing (EID). Here,
EIS and EID is added phenomenologicaly after solving optical Bloch equation for the material.
Each quantum pathways in the optical Bloch equation can be diagrammatically represented by the
double sided Feynman diagram, shown in the fig. 3-7, for both one quantum SI and two quantum
SIII techniques.
All the possible excitation, diagrammatically represented in the fig. 5-3, for both the cases
with and without the applied magnetic fields. The presented transitions can be included in the
simulated spectra. Consequently, for both exciton branches mh = ±3/2 and mh = ±1/2 are present
in the simulated results. Moreover, the many-body interactions are included phenomenologically
by adding energy shift of the two excitons states, labeled in the diagram as ∆B1 , ∆B2 and ∆B3 . The
∆B1 , represents the two branches of mh = ±3/2 excitons, similarly, ∆B2 , represent two branches of
mh = ±1/2 and ∆B3 represents mixed two exciton states. In the literature these excitation scheme
is used to simulate the optical transitions in the alloys of GaAs and the GaAs quantum wells.
[108, 116, 132, 133, 135]. Furthermore, the simulations contains the effects of magnetic fields,
which lifts the degeneracy between the mJ = +1 and mJ = −1 excitons. The Zeeman splitting of
HH and LH states into mJ = +1 and mJ = −1 states can also be simulated. The simulations for the
SIII two quantum system follows the same theoretical framework as SI , the W diagram described
in the fig. 5-3 also manifest the two quantum transitions. The equal splitting of the mJ = +1
and mJ = −1 excitoninc state in the presence of magnetic fields is assumed, and they mutually
69

cancel out at the two-exciton levels. The same frame work can be applied to any non-linear three
laser pulse experimental system, just the time ordering, and the phase matching condition must be
change, in order to estimate the nonlinear response of the system.
5.3.2

Results and discussion: One-quantum 2DFT spectra
In the presence of applied magnetic field, the excitons in GaAs experience two main effects.

First, diamagnetic shift, and second, Zeeman splitting of the total angular momentum projectction
m j . The diamagnetic shift causes an energy shift for both m j = ±1 projections. The dimagnetic
shift can be calculated from second order perturbation theory as well as when anisotrpy terms is
included, the shift in the higher levels found unequal, as the anisotrpy of higher states is different
[188]. At the same time, due to spin and finite angular momentum of the electrons and holes, they
experience finite magnetic dipole moments in the presence of applied magnetic field. The magnetic
moment is proportional to angular momentum projection and leading to Zeeman splitting of the
energy levels. The splitting is proportional to gµB m j B, where g is the Lande g factor, and µB
is the Bohr magneton under applied field B. Here, the condition for the optically allowed states
can be restricted by the total angular momentum projections mJ = ±1, and hence mh = ±3/2 and
mh = ±1/2 excitons experience similar Zeeman splitting at the high fields. The splitting can have
difference in the energy due to renormalized Lande g factor in the solids.
To begin the discussion about the results, first, the spectra acquired using co-linear (HHHH)
and cross linear (HVVH) polarization scheme is discussed,followed by the circularly polarized
schemes co-circular (σ + σ + σ + σ + ) and cross circular (σ − σ − σ + σ + ). In the fig. 5-4, as discussed
in the previous sections the appearance of the second peak (B) is due the strength and nature of
strain in the sample [135, 193, 194, 200–202]. In this study the dynamics of the excitons due
to applied magnetic field is the main focused and other external perturbation such as strain will
not discussed. In the past, without magnetic field 2DFT measurements on bulk GaAs is reported.
The cross-linear polarization scheme is known to suppress the many body interactions [203, 204],
also in 2DFT spectra, the signal intensities are reduced. Cross linear scheme also enhances the
off diagonal features, (in the fig. 5-4, labeled as C and D) which investigated in the past and it is
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the result of strain presence in the sample as well as the increased number of mixed states in the
system [198]. The simulated 2DFT spectra for both co linear and cross-linear scheme is presented
in the fig. 5-4, where many body effects such as EIS and EID is included phenomenological.

Figure 5-5. (a) The peak structure of the 2DFT spectrum shown in diagram form. Heavy and light
hole excitonic resonances are represented by the A and B peaks. The C and D labeled
peaks correspond to the anticipated cross-peaks. (b) SI 2DFT spectra at magnetic
fields of 2 Tesla and polarizations (HHHH), where the polarizations correspond to
A*, B, C and detection, respectively. The spectrally resolved FWM and the
absorption (Abs.) are shown above the experimental 2DFT spectra. (c) Calculations
of theoretical spectra utilizing the optical Bloch equations with phenomenologically
included many-body effects EID and EIS.
In the fig. 5-5-b, the measured 2DFT spectra at 2 Tesla with co-linear polarization is presented. The co-linear polarization scheme do not favor specific transition in the “W diagram”
shown in the previous section. In the fig. 5-5-b, the narrowing of the diagonal and cross diagonal
peaks can be observed. Here, due to applied magnetic field, a splitting of the mh = ±3/2 exciton peak (labeled as A) starts to appear. Two cross diagonal peak indicates the quantum coherent
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coupling between the two excitonic states mh = ±3/2 and mh = ±1/2 (labeled as C and D in the
fig. 5-5). The absorption spectra has only two peaks like the one without the fields, while FWM
spectra revels more structure marked by the blue bracket. The 2DFT technique can separate different pathways and the possible Zeeman splitting components expected to be appear. The ability
to resolve the sub components depends on the size of the Zeeman splitting and width of the transitions. A schematic of the expected peak structure due to the Zeeman splitting is shown in fig.
5-5-a. The 2DFT peaks have labeled as Axx , Bxx ,Cxx , and Dxx , where the subscript corresponds
to the Zeeman sub components. The capability of the 2DFT technique to spread the resonance
and coupling peaks in the two-dimensional Fourier plane gives clear advantages in recognizing the
underlying Zeeman components. In the fig 5-6, SI 2DFT spectra at magnetic fields 4, 6 and 10 T

Figure 5-6. (b-d) SI 2DFT spectra at magnetic fields of 4, 6, and 10 Tesla for the polarization
sequence (HHHH), where the polarizations correspond to A*, B, C and detection,
respectively. (f-h) SI 2DFT spectra at magnetic fields of 4, 6, and 10 Tesla for
polarization sequence (HVVH). For comparison 0 T spectra is shown for both
polarization ( a and e). The spectrally resolved FWM and the absorption (Abs.) are
shown above the experimental 2DFT spectra.
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acquire with the co-linear and cross linear scheme is presented. The 0T spectra are included for
the comparison. The increase in magnetic fields revels more features in the FWM spectra. With
increment in the fields, larger Zeeman splitting with resolvable Zeeman components are appearing
in the 2DFT spectra as well as lines are getting narrower.
Comparing results with the other nolinear techniques gives the idea about the advantages of
2DFT technique when applied to explore complex excitonic states. Spectrally resolve and time integrated techniques have been used before on these type of samples, both techniques provide only
limited insights in to hidden Zeeman components. As discussed before in the absorption spectra
only two primary excitonic features can be resolve. While spectrally resolve FWM at higher fields
does provide some features which are hard to distinguish. When the excitation pulses has larger
spectral width than the Zeeman splitting, it creates superposition of the two excitonic states. The
superposition of the states results into deep temporal oscillation in the emitted signal of the FWM
experiment, reflecting quantum beat between the two states. In the past, the quantum coherence
between excitons in GaAs was first observed as a quantum beating in FWM decay. TI-FWM experiments provides only one dimensional data and it can not distinguish between polarization beating
to quantum beating of the sates [176]. These processes can be well distinguishable in 2DFT spectra. In addition, 2DFTS can provide the complete picture containing strong quantum coherence
coupling between sub-Zeeman states, as well as all the couplings and electron relaxation pathways
between the transition. To recreate the experimental results via simulation, extra resonances are
added to original theoretical model and it also account for the peak intensities and 2-dimensional
line shapes.
The “W diagram” shown in the previous sections became relevant when circular polarization
schemes are applied. The pulses with σ + polarization can only excite certain states, these selection
rule helps to isolate transition. Here, co-circular (σ + σ + σ + σ + ) and cross circular (σ − σ − σ + σ + )
polarization scheme is applied and bulk GaAs is studied under magnetic field up to 10T. In the
fig 5-6, the 2DFT spectra with both polarization scheme is shown for different applied magnetic
field. For the discussion, 2DFT spectra at 10 T is presented in the fig 5-7. At 10 T, the struc73

Figure 5-7. (A-B) Experimental SI 2DFT spectra at 10 Tesla and with co-circular (σ + σ + σ + σ + )
and cross circular (σ − σ − σ + σ + ) polarization, where the polarizations correspond to
A*, B, C and detection, respectively. The red arrows signifies the associated Zeeman
components. The spectrally resolved FWM and the absorption (Abs.) are shown
above the experimental 2DFT spectra. (C-D) Simulated SI 2DFT spectra at 10 Tesla
for each polarization scheme.
ture of the Zeeman components become prominent. The co-circular polarization is shown in fig
5-7-a. The co-circular scheme is known for suppressing the off diagonal peaks and enhancing
only diagonal peaks. The peak overlap between close peaks can alter their center positions and
complicate the identification of individual peaks. Moreover, the overlap of the peaks also change
the relative intensities of the peaks. It is the cross-circular scheme which gives the clear picture
of the hidden Zeeman components. As depicted in fig. 5-7-b, the cross circular polarization is
known to suppress the obvious diagonal peak and enhances the off-diagonal features which revels
the underlying Zeeman components and quantum coherent coupling between the Zeeman com74

ponents. The four peaks associated with heavy hole and light hole are labeled as Axx and Bxx
(pointed with the red arrows). The diagonal peaks A1 and A2 or B1 and B2 corresponds to Zeeman
components splits from the main excitonic peaks. While cross-diagonal peaks labeled as A12 and
A21 or B12 and A21 signifies the quantum coherent coupling between the two Zeeman components
[129]. Here, previously discussed advantages of 2DFT spectra to resolve the quantum coherent
pathways in complicated structures is well demonstrated. The FWM spectra (presented above the
2DFT) clearly not providing enough information when the number of coherence are high with the
multiple possible coherent pathways.

Figure 5-8. (a-c) Experimental SI 2DFT spectra with co-circular(σ + σ + σ + σ + ) polarizarion
sequence for 4, 8 and 10 T.To compare the effect of polarization, (d-f) presennts the
spectra for same applied magnetic feild with cross-cicular (σ − σ − σ + σ + ) polarization
sequence.
The measured Zeeman splitting for mh = ±3/2 exciton is ∼ 0.7 meV and for mh = ±1/2
exciton ∼ 0.8 meV. Using the splitting energy, the g value can be calculated, which is ∼ 1.2 and
∼ 1.4, respectively. With the splitting information, in 2DFT spectra, profile of the resonances
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along the diagonal line (marked with the black dotted line) provides the inhomogeneous linewidth
information of the excitonic transition. The in homogeneous linewidth is dominated by the Gaussian distribution of the frequencies due the crystal imperfections. Here, inhomogeneous line width
is measured to be ∼ 0.6 meV, which indicates that the GaAs crystal is high quality. While the
cross diagonal profile of the resonances provides the homogeneous line width information [205].
At zero field, for mh = ±3/2 exciton, homogeneos linewidth is measured to be ∼ 0.5 eV and for
mh = ±1/2 exciton: ∼ 0.6 eV. The homogeneous linewidth is reduced with increase in field, and
at 10 T, it is measured ∼ 0.3 eV and ∼ 0.4 eV for mh = ±3/2 exciton and mh = ±1/2 exciton,
respectively.
5.3.3

Two-quantum 2DFT spectra
A signature of many-body interactions appears as an non-Markovian dynamics in the nega-

tive delay signal in TI-FWM measurements. The mentioned effect was observed before in GaAs
[163, 164] and gives us motivation to further explore it using Two-quantum 2DFT measurements.
For an ensemble of non-interacting two-level systems, there should be no signal for negative delay.
The origin of the negative delay signal can be described from multiple effects such as local field
effects, excitation induced dephasing (EID), biexcitonic effects or excitation induced shifts (EIS)
[79, 106, 206–209]. While the early research was done in the direction to explain the negative
delay signal, these effects also contribute, rather dominate, for positive delay. The TI-FWM measurements could not reliably separate between these phenomena, an ambivalence can be resolved
by 2DFT spectroscopy [176, 210].
From the previous reports it can be established that the 2DFTS technique is sensitive to
two-exciton correlations in photo induced transitions [132, 133]. The increase in the negative
delay FWM signal accompanied by the non-exponential rise were arises due to enhanced excitonexciton correlations in the presence of external magnetic field. The SIII two-dimensional line
shape provides insights into the degree of four-particle correlation in the system [211]. In the fig.
5-10, SIII 2DFT spectra for (HHHH) polarization scheme is presented for magnetic fields 0 to
10 T with 2T interval. The SIII signal is arises due to four-particle correlations and requires two
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Figure 5-9. (a-e) Experimental SIII 2DFT spectra at co-linear(HHHH) polarizations as a function
of magnetic fields, at 0, 2T, 4T, 6T, 8T and 10T, respectively. In the present spectra,
the ωT axis is twice the ωt axis, reflecting two-quantum transitions.
magneto-excitons to generate a two-quantum transitions. As described earlier, the negative delay
signal could be result of unbound exciton-exciton correlation or due to bound biexciton. Here,
in the fig 5-9, for all the magnetic field, peak A appears single. If the contributions arises from
the biexcitons, the additional peak would have appear with the peak A. Generally, biexciton peak
appears near diagonal peak just shifted of the diagonal with respect to diagonal feature.
In the fig. 5-10, magnetic field dependent simulated SIII spectra is presented. The effect
of magnetic fields added into simulation by energetically shifting states. The opposite spin states
shift in opposite directions due to external perturbation. In both figures, 5-10 and 5-9, the energy of
the peak A indicates that its originate from the mh = ±3/2 excitons, which is dominating feature
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Figure 5-10. (a-f) Simulated S3 2DFT spectra for co-linear (HHHH) polarizations as a function of
magnetic fields, at 0, 2T, 4T, 6T, 8T and 10T, respectively.
in the zero field and low fields. The peak B originating from the mh = ±1/2 excitons is much
weaker due to the center frequency of the exciting laser and its lower oscillator strength. As the
field strength increases, the off diagonal peaks, labeled as C and D started to appears. The presence
and strength of these peaks indicates strong two quantum coherent coupling between the excitonic
states. Moreover, at the highest field of 10 T, the cross peak D dominates the 2DFT spectra. The
line shapes of the SIII 2DFT peaks signifies a large degree of correlation [211]. The Zeeman effect
on the two-exciton states leads to a progressive strengthening of the cross-peak D in the SIII 2DFT
spectra with increasing magnetic fields. Comparing the spectra of SI and SIII , the Zeeman effects
and the individual Zeeman components can be distinguishable in the SI 2DFT spectra, while SIII
2DFT spectra provides passive informational about Zeeman effect. The nature of the SIII technique
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is focused mainly on identifying the many-body interaction in the presence of applied magnetic
field.
5.3.4

Conclusion
The one quantum SI and two quantum SIII 2DFT spectroscopic measurements were per-

formed on the bulk GaAs at temperature ∼ 1.6 K and magnetic field up to 10 T. The SI 2DFT spectra acquired with the polarization schemes co-linear, cross-linear, co-circular and cross-circular
were presented. The polarization dependent SI spectra revels the Zeeman splitting of mh = ±3/2
excitons and mh = ±1/2 excitons. Furthermore, the quantum coherent coupling is observed
between the Zeeman components, revealed by their cross diagonal peaks A12 and A21 for the
mh = ±3/2 excitons and B12 and B21 for the mh = ±1/2 excitons. The isolated Zeeman components are difficult to resolve in one dimensional techniques, 2DFTS can well identify them. The
accurate measurement of Lande g factors is also possible and it found to be ∼1.2 and ∼1.4 for
the mh = ±3/2 and mh = ±1/2 excitons, respectively. Furthermore, the two-quantum SIII 2DFT
spectra with polarization scheme co-linear is presented in the presence of applied magnetic field
up to 10T. The SIII spectra reveals changes in the peak intensities with increasing magnetic fields.
These changes arises due to the effect of the Zeeman splitting on the two-exciton transitions and
were simulated by energetically shifting states of opposite spins in opposite directions. To support
the experimental results, using optical Bloch equations the approximation of nonlinear response is
modeled and the many body effects are included phenomenologically.
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Chapter 6
Bright and dark exciton coherent coupling and hybridization in monolayer WSe2 enabled
by external magnetic fields.2

Photo-induced measurements and control of coherent interaction in excitonic states will be
the key factors in developing quantum-based electronic and optoelectronic devices. One of the
intriguing phenomena is the dark and bright exciton coupling in atomically thin materials. The
TI-FWM measurements, including polarization and magnetic field dependent measurements, were
performed to explore bright and dark excitons in monolayer WSe2 . The TI-FWM measurements
combined with time-dependent density function theory calculations provides interesting information regarding the coupling and the brightening of the dark states at higher fields. Magnetic fields
up to 25 Tesla parallel to the WSe2 plane lead to a partial brightening of the energetically lowerlying exciton state, resulting in an increase of the dephasing time. A broadband femtosecond
pulse simultaneously excites the bright and dark excitonic states, causing coherent superposition
of states. In other words, coherent quantum beating between these states can be observed. When
the magnetic field applied perpendicular to the sample plane, it leads to hybridization of the bright
and dark states via shifting the relative energy levels. The hybridization of the states at K and K’
valleys also gives rise to increase in dephasing time. The magneto-optical process is simulated
using density functional theory, and it is in agreement with the experimental results. Both in-plane
and out of plane applied magnetic field presents the possibility to control the coherent dephasing
and coupling of the photoexcited transitions in the monolayer of WSe2
2 Contents

of this chapter are published in “V.Mapara et al. Nano Letters 22, 4, 1680–1687 (Feb. 2022)”
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6.1

Introduction
The monolayer of TMDs exhibit unique optical properties, which can be beneficial in un-

derstanding the exciton dynamics at the bandgap. The optical response of these materials mainly
depends on the excitonic transition at the bandgap. The heavy transition metal present in the material modifies its band structure and causes strong spin-orbit coupling. While the transformation
from bulk to monolayer, material losses its inversion symmetry. Described both effects gives the
TMDs their symbolic spin valley locking phenomena [89, 212–218]. The strong spin-orbit coupling in the band structure gives rise to the spitting of the conduction band and valance band at
the K point of the Brillouin zone. The spin splitting forms the spin allowed bright excitons and
spin forbidden dark excitons. At the same time, the inversion symmetry breaking makes the band
extremas spin-valley polarized. The unique band structure has periodic valleys with opposite spin
orientation, labeled as K and K’ valleys, which can be selectively excited with circularly polarized light; these effects are regarded as valley dichroism in TMDs [86, 87, 219, 220]. The energy
splitting of the bands varies with the type of transition metal presence in the TMD’s composition.
Generally, The valance band splitting is large, in the range of hundreds of meV, and conduction
band splitting is comparatively small but distinctive (few tens of meV) [82]. The alignment of
the dark and bright states in TMDs also depends on their chemical composition. For example, in
monolayers of MoSe2 , the lowest CB is spin allowed resulting into formation of the optically detectable bright excitons, while in monolayers of WSe2 , the lowest state is spin forbidden, forming
dark excitons [221–225]. Due to the lowest energy state is spin forbidden in these materials, at
lower temperatures it shows lower PL quantum efficiency, while with the increase in high temperatures, the bright exciton states can be thermally activated and yield PL signals. For example,
the photo-emission is completely quenched in WSe2 monolayer at temperatures below 80 K corresponding to an activation energy of ∼30 meV [222].
In the TMDs, the valance band has small but significant spin splitting in the conduction
band, which causes the bright and dark exciton formation. The splitting is small enough to excite
both bright and dark states simultaneously with the broadband laser pulses, enabling the study of
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their dynamics. Although dark excitons are optically inactive, they play an essential role in the
optical properties of these materials, as they provide alternative decay channels, which affects the
lifetime and coherence of the excitons. Therefore, studying the dynamics of the dark exciton in
optical transitions is essential in understanding the fundamental physics and implementing them in
to applications. There are several methods to manipulate dark excitons such as the application of
an external magnetic field [224–227], near field dark exciton-surface plasmon polariton coupling
[228], Purcell-enhanced dark exciton emission using tip-enhanced photoluminescence [229] via
exciton-phonon interaction in which the dark-exciton phonon replica emission was observed [230].
Recently, the application of a strong external magnetic field perpendicular to the monolayer plane
of MoSe2 showed that the coherent nonlinear optical response was dominated by the formation of
biexcitons [90]. Mentioned examples presents the possibility of applied magnetic field can be used
to control and manipulate the exciton states and help search for more exotic states of matter.
In this chapter, first, the experimental setup used to study monolayer WSe2 under high magnetic field and cold temperature is described. Due to large exciton binding energy, high magnetic
fields are required to observe the Zeeman splitting of excitons in monolayer TMDs [87, 214, 231].
The experiments were performed at the National High Magnetic Field Laboratory (NHMFL), Tallahassee, FL., where field up to 25 T can be applied. The results were acquired using two geometries, Faraday geometry (out of plane), where the sample plane is perpendicular to the direction of
the applied magnetic field, and Voigt geometry (in-plane), where the sample plane and the direction of the field is parallel to each other. In the presence of a magnetic field, the spin states and the
valley degeneracy can be manipulated. With the out-of-plane magnetic field application, lifting of
the valley degeneracy by Zeeman splitting is observed at a level of ∼ 0.2 meV/T [87, 214, 231].
Recent reports indicate that the valley splitting in monolayer WSe2 can be greatly enhanced due
to a ferromagnetic substrate’s interfacial magnetic exchange interaction (2.5 meV/ T) [232]. The
perpendicular fields causes the Zeeman splitting; on the other hand, the splitting is negligible in
parallel fields. However, parallel fields can tilt the spins, resulting in to a mixed spin states, partially allowing the spin forbidden transitions. In the past, for both materials, MoSe2 and WSe2
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was investigated using magneto-PL study in the presence of parallel applied magnetic fields. The
application of in-plane magnetic fields enhanced photon emission from the dark excitons, a phenomenon called brightening of the dark excitons [221, 226]. The study also found that the PL
intensity ratio between bright and dark states quadratically depends on the applied magnetic field
[221, 224, 225].
Although the optical and transport properties of monolayer TMDs at high magnetic fields
have been intensively studied [33, 233], the coherent coupling and interactions of dark and bright
excitons remain largely unexplored. The physical picture becomes intriguing at the shorter time
scales, when ultrashort laser pulse excites the electronic states with the coherent energy, creating
quantum superposition of ground state and excited state. The measurement of the coherent time is
essential for integrating TMDs into the quantum application. In the photo-induced transitions, the
dephasing time can be considered the most fundamental parameter of the exciton dynamics, and
it can be used as a tool to examine the coherent coupling and the many-body interaction taking
place in the complex band structures. In monolayer TMDs, the Coulomb screening is observed to
be reduced because the sample is atomically thin, making them an ideal platform to investigate coherent many-body interactions. Even though the previous investigations pointed out the interesting
aspects of dark and bright excitons under high magnetic field in TMDs, a little has been done in
the coherent coupling of these excitons in such conditions. The reason lies in the difficulty of such
measurements due to the small size of exfoliated monolayer TMDs. The diffraction-limited optics
is complicated to implement in large magnets without the use of optical fibers. The large distances
make the detection and identification of small 2D flakes challenging, here, good quality CVDgrown sample can be helpful. The manipulation and control over coherence photo excitation have
always been focused of investigation in the applied condensed matter physics. A long coherent
spin lifetime is critical for quantum computing realization since it provides the time to manipulate
the spins and quantum entanglement. In the present study, the primary motivation is to explore the
dark exciton dynamics because of its long lifetimes. As dark exciton forms between spin forbidden
states, it is challenging to access and manipulate them optically. The present chapter discusses the
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effect of the magnetic field as the possible solution for this problem. External magnetic fields can
hybridize the bright and dark excitons in various ways, depending on the relative direction and
strength of the field. In-plane magnetic fields increase the dephasing time of the bright exciton by
making the dark spin forbidden exciton partially allowed. Most importantly, The possible coupling
between the dark and bright excitons cause by a magnetic field is intriguing, and make it accessible
to study the dark exciton states optically.
6.2

Samples and Experimental Technique

Figure 6-1. The optical image of CVD samples presented here with 100x and 10x magnification.
The coverage of the sample on the substrate can be estimated from the 10X image.
The characterization photo-luminescence spectra shows single peak at ∼ 750 nm
acquired at room temperature.
In this study, two types of samples are used: a large area exfoliated monolayers between 5
and 10 mm in size and CVD-grown mono layer samples. The CVD grown samples were initially
grown on silicon substrates directly from WSe2 bulk powder using N2 + H2 O vapor as a carrier.
The grown samples were then transferred onto quartz substrates via a wet transfer method using
polymethyl-methacrylate (PMMA) film. The detailed process is described in Ref. [234]. The
samples were then characterized at room temperature via micro-photoluminescence spectroscopy.
The optical images and the characteristic PL spectra can be seen in the image 6-1.
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Figure 6-2. The figures in (a) and (b) show Raman and PL spectra of mono layer WSe2 acquired
at room temperature, respectively. In PL spectra, One strong peak centered ∼756nm
attributed to the direst excitonic transition at room-temperature. Strong characteristic
feature in PL and Raman spectra indicates the high quality of the sample. To tune the
laser at the absorption, the white light absorption spectra was taken at the 7 K, and the
peak is appear at the ∼ 727 nm center. (d) The sample layout. (e) The magnified
optical image of the sample can be seen with the image of the substrate. The substrate
is 1 cm in diameter and the size of the actual monolayer can be compared.
However, most of the measurements were carried out on the large exfoliated monolayers due
to their larger size and uniformity. The data set, when magnetic field is applied up to 25 T in
Faraday geometry (out-of-plane), only uses the CVD grown samples; all other measurements were
performed on large area exfoliated monolayers. The large area WSe2 monolayer is exfoliated onto
the fused silica substrate through a gold tape exfoliation process. The monolayers were placed on
a layer of (3-Aminopropyl) triethoxysilane (APTES) polymer for better monolayer adhesion onto
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the fused silica substrate. The monolayer samples are transferred on a fused silica substrate and
covered with the polymer to protect the monolayer. A large monolayer can be estimated from the
Figure 6-2, where the substrate size is 1 cm, and sample coverage is about 30%. More detail about
the sample preparation can be found in the reference [235]. The sample was characterized at room
temperature via micro-photo-luminescence and Raman spectroscopy (Fig.6-2). The white light
absorption spectra was also acquired at the cold temperatures for the resonance energy estimation.
The absorption spectrum of a WSe2 monolayer at 7 K is shown in Fig. 6-2-e with an inhomogeneous linewidth of ∼56 meV. The inhomogeneous width likely originated from impurities, defects,
and local strains due to the large size of the sample. However, The large size of the sample gives
freedom regarding the spot size of the laser on the sample. Furthermore, uniformity of the sample
will reduce optical scattering and provide a better signal-to-noise ratio of the FWM signal. In the
FWM measurements, we tuned the laser wavelength to the lowest exciton resonance of the WSe2
monolayer at 730 nm with a bandwidth of ∼13 nm yielding a pulse duration of ∼60 fs (Fig. 6-4-d)
6.2.1

Experimental Technique
The experiments were carried out on two different magnet setups: The resistive split-helix

magnet available at the NHMFL can provide magnetic fields up to 25 T and the experimental setup
is shown in Fig. 6-3. The laboratory superconducting magnet available at University of South
Florida (USF) is used for lower field measurements and can reach the fields up to 7.5 T and the
setup can be seen in Fig. 6-9. Both setups have similar MONSTR apparatus to split the laser beam
into four replicas and can introduce a time delay between them. At the NHMFL, a broadband
femtosecond laser output from the Vitara oscillator (Coherent Inc. 80 MHz, 60 fs pulses at 760
nm) was aligned through the MONSTR and split into four beams. Whereas, at the USF, The
experimental setup consists of an Oscillator (Mira 9000, Coherent Inc., 76 MHz) producing 150 fs
pulses at 760 nm. The shorter pulses produced by the Vitara laser turn out to be more beneficial
for the experiments as the quantum processes are fast and can be efficiently resolved by the shorter
pulses. To suppress the thermal fluctuations, during the TI-FWM measurements, the sample was
kept at low temperatures. The cryostat system described in the previous chapter is used at USF, to
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Figure 6-3. Experimental setup for TI-FWM using the 25 T Split-Helix magnet and the
multidimensional optical nonlinear spectrometer (MONSTR). (a) The Voigt geometry
configuration when applied magnetic field is parallel to the sample plane. (b) In the
case of the perpendicular field (Faraday geometry), custom designed sample holder is
used. (c) Pulse sequence and the associated delays used for TI-FWM measurements.
keep the sample at ∼ 7K. Whereas at NHMFL, using liquid He cryostat, the sample temperature
was kept between ∼ 7-10 K. The signal acquisition process is similar for both setups. The noncolinear box geometry was used to generate the FWM signal by three laser pulses labeled as A*,
B, and C, where A* corresponds to the phase conjugated beam. The fourth beam serves as a
tracer or reference. The time delay τ between the A* and B pulses measures the dephasing time
T2 , whereas the time delay T between the B and C pulses measures the population time T1 . The
laser pulses were focused by a single lens and overlapped at the sample with a spot size of ∼
150 µm, with a power of 1mW. For both experiments, the relative spot size on the sample and the
power of each beam remains constant. The single two-inch diameter focusing lens was chosen
according to the distance from MONSTR apparatus to the sample inside the magnet bore. The
generated FWM signal propagates along the phase matching condition −KA + KB + KC , and it can
be traced by the reference beam. The signal is then collected by a slow detector and amplified
by a lock-in amplifier. The time integrated FWM as a function of the time delay τ is expected to
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decay as (e−2τ/T2 ) for positive delays and expected to rise as (e−4τ/T2 ) for negative delays [78].
However, multi-exponential processes and non-Markovian memory effects can cause the FWM
dynamics to deviate from the simple single exponential behavior [236]. In the time-integrated
FWM measurements, we kept the time delay T fixed at T = 0 and T = 200 fs and scan τ from
negative to the positive delay time.

Figure 6-4. (a) Top of the figure illustrates the pulse sequence and associated circularity with each
pulse. In (a), all three beams and the detection have the same handiness σ + and
hence, co-circular polarization (σ + σ + σ + σ + ). (b) The cross-circular polarization
sequence (σ + σ − σ + σ − ), where each polarization handiness corresponds to the laser
pulses A*, B, C, and detection, respectively. The co-circular sequence only excites
one valley, while in the cross-circular sequence, the first pulse excites and generates
an exciton in the K valley, whereas the second pulse generates an exciton in the K’
valley. (d) The absorption spectrum of the large area WSe2 monolayer at 7 K. The red
curve is the excitation laser spectrum.
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Two different circularly polarized sequences were used, (σ + σ + σ + σ + ) and (σ + σ − σ + σ − )
labeled here as co-circular and cross-circular, respectively and are shown together with their induced excitations in fig. 6-4 (a-b). Here the “valley dichroism” aspect of TMDs can be explored. The polarization sequence (σ + σ + σ + σ + ), only excites one valley, here we defined the
right handed polarized light excites K valley (Fig. 6-4-a). In co-circular case, all three pulses
where set to be same polarization along with the detection. While in cross circular scheme, pulses
B and the detection is switched 90 degrees to the pulse A* and C, and hence cross-circular polarization sequence. The cross- circular scheme have both right handed and left handed light and it
can simultaneously excites both valleys (schematic 6-4-b). The distinct polarization scheme and
their effect on exciton dynamics at high fields is discussed in the following sections.
6.3

Results

6.3.1

In-plane magnetic field
To begin the result interpretation, first we will discussed the In-plane case. The data pre-

sented in the Fig. 6-5 acquire at NHMFL, where magnetic feild up to 25 T applied parallel to the
TMD plane. Throughout, the experiment the sample was kept at ∼ 7- 10 K temperature. The absorption spectrum of the large area WSe2 monolayer with the excitation laser spectrum (red curve)
shown in the Fig. 6-4-d. The spectral width of the laser pulse allows for the simultaneous excitation of both, the lower spin forbidden and upper spin allowed transition (Fig. 6-4-c). The effect of
the magnetic field is shown schematically in Fig. 6-5-b, where the spins are canted by the field and
the lowest spin forbidden transition (black arrow) becomes partially allowed or brightened (gray
arrow).
Fig. 6-5- (a and d) presents the TI-FWM signal of the WSe2 monolayer plotting along with
the instrument response function. The data set is presented for the case of co-circular polarization
(σ + σ + σ + σ + ) at two magnetic fields, at 15 T and 25 T, and compare the dynamics with the
measurement at zero fields. The co-circular light creates coherence in the K valley of the first
Brillouin zone. The measured coherent dephasing time is ∼250 fs at zero field. Previous timeintegrated FWM studies conducted on monolayer TMDs have indicated that the dephasing time is
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Figure 6-5. In figure (a) and (d) ,the TI-FWM signals under magnetic fields of 15 T (d) and 25 T
(a) for a large area exfoliated monolayer WSe2 at 10 K, the spectra can be compared
with the 0 T data plotted together with instrumental response (dotted line) from the
laser. Quantum beating (pupal arrows) can be observe under the parallel magnetic
field for co-circular polarization configuration. (b) Schematic of the excitation in K
valley. The magnetic field parallel to the monolayer WSe2 cants the spins and
brightens the lowest spin forbidden dark state. (c) Time-dependent DFT calculations
for the parallel field case, showing a quantum beating between dark and bright states
for 15 and 25 T. The beating is absent at zero fields.
limited by the efficiency of electron-phonon scattering and short radiative recombination, causing
a large homogeneous broadening of the transition [91, 93, 237]. However, Martin et al. shows,
the measurements on Boron Nitride encapsulated TMDs have shown lower excitonic line widths,
indicating longer radiative decays [238–240]. In Fig. 6-5-a, the time-integrated FWM at 15 T is
compared with measurements on the same WSe2 sample at zero magnetic fields. The dephasing
time, T2 , at zero fields is obtained to be ∼ 250 fs, which is well in agreement with the previous
measurements on exfoliated samples of ∼ 279 fs [93]. Moreover, it matches with the other reports,
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for exfoliated and CVD grown WSe2 monolayer [91] of ∼ 250 fs. The measured dephasing time
T2 is related to the homogeneous linewidth γ by a simple relationship γ = 2h̄/T2 and corresponds
to an intrinsic homogeneous linewidth of ∼5 meV [91], which is one order of magnitude smaller
than the inhomogeneous linewidth.
Under the application of an in-plane high magnetic field, the time-integrated FWM signal is
extended in the positive delay time. We observed a quickly decaying oscillation with a period of
nearly 100 fs as a function of the delay time τ (presented by the purple arrow in the plot). Such
coherent oscillations in the FWM signal have been observed and reported before in GaAs quantum
wells [109, 241–243] and CdS single crystals [244]. In these materials, the distinct characteristic
formation of light and heavy hole are present in the conduction band, when these states were simultaneously excited by broadband femtosecond pulse, the coherent superposition leads to coherent
quantum beating between the states, indicating via oscillation in the FWM plot. Recently, the
quantum beating between exciton and trion states has been observed in a few layers ReS2 [245].
To explain the observable quantum beating, first, we will discuss the role of the applied
magnetic field. Under the in-plane magnetic field application, spin-up and spin-down states of an
electron in the conduction band are mixed in a monolayer. That mixing state increases the dipole
oscillator strength of the dark state; it partly allows the optical transition from the ground state
to the dark exciton state. With a broadband fs laser in our experiment (FWHM = 30 meV, 84
meV wing to wing) covering the spin splitting of the conduction band, ∆c = 38 meV, leading to the
coherent excitation of both states take place (Fig. 6-4-c). In such a condition, the coherent beating
between those states is expected. As seen from Fig. 6-5, we observed the FWM signal oscillates
with a period of ∆τ = 95, and 75 fs for 15 and 25 tesla, corresponding to the separation energy of,
∆E = h/∆τ, 38 and 31 meV, respectively. Those values are consistent with the energy separation
between the spin-split conduction bands, which is predicted to be ∼38 meV, for monolayer WSe2
[221]. These oscillations with the same period are observed at 15 T. However, it observes to be less
pronounced than at 25 T. Here, the field-induced hybridization of the states plays an important role.
At 25 T, due to the larger hybridization of the bright and dark excitons, the relative intensity of the
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single oscillation is less. Due to the limit of dephasing time, we can only observe one oscillation
cycle. It is worth noting that the beating was not observed at a low magnetic field, below 15 T (data
set presented in the later section), presumably due to the weak spin mixed states. Finally, to support
the experimental data, The time-dependent density functional theory (TD-DFT) calculations were
performed, and the simulated plot is presented here in Fig. 6-5-c. The nature of the observed
oscillation can be elucidated from the TD-DFT calculations. Both biexciton and non-Markovian
memory effects were included in the calculations [90]. The theoretical curves in Fig. 6-5-c, for 0
T, 15 T, and 25 T. The theoretical calculations confirm the observed oscillation as originating from
the coherent coupling of the upper-bright state and the lower weakly allowed “brightened” state
of the VB. The less pronounced oscillations at 25 T are also well reproduced and attributed to the
stronger hybridization of the bright and dark excitons.
Moreover, as we did not observe the oscillation at the zero-field or the low field, as well as
the data set acquired using a cross-circular scheme also does not show oscillation in positive decay
(Fig. 6-6). Using the mentioned arguments, we can safely rule out the origin of the oscillation
from polarization interference [246] or population oscillations involving coherent phonons [247],
or biexcitons [248]. To create the coherent quantum beating that can be observed via FWM experiment, the simultaneous excitation of the dark and bright states needs to occur in one valley
sharing the same ground state. However, the cross-circular polarization scheme creates excitons in
both valleys, and hence no observable oscillation in the cross-circular FWM spectra. To the best
of our knowledge, this is the first observation of the quantum beating in TMD monolayers turning
on by a magnetic field. In general, creating superposition between states and obtaining quantum
beating in TMD monolayers is very challenging. For example, using A and B excitons, a signature
feature in TMDs, the energy separation is about 500 meV and requires an ultra-broadband laser to
create quantum beating. Furthermore, tightly bound excitons in TMDs limits the short dephasing
time, making it harder to observe in a shorter time scale. Previously, the coherent beating between
neutral and charged excitons has been observed at zero fields owing to their accessible energy
separation by the spectral width of the laser pulse [243, 249]. However, the capability to generate
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quantum coherent coupling between the bright and the spin forbidden state using external magnetic
fields broadens the horizon to accessing the much longer-lived dark exciton state and enables to
use them in quantum based applications.

Figure 6-6. The TI-FWM spectra measured at 10 T and 20 T for large area exfoliated monolayer
WSe2 at 10 K, the cross-circular (σ + σ − σ + σ − ) polarization is used for this
measurements. The dashed line corresponds to the instrumental response. The 0T
spectra is plotted for comparison. The magnetic field parallel to the mono layer WSe2
brightens the lower spin forbidden state leads to increase in dephasing time at higher
fields.
As mentioned earlier, for the complete characterization, we acquire the dataset with the
cross-circular (σ + σ − σ + σ − ) polarization sequence at parallel magnetic fields. In the crosscircular polarization sequence, the first pulse creates an exciton in the K valley, whereas the second
pulse excites the K’ valley. No quantum beating is expected since the two excitons originate from
different valleys and do not share the ground state. Regardless, the formation of biexciton can give
rise to quantum beating. Here, the oscillations can be energetically separated according to the separation between the exciton and biexciton energy. In addition, with cross-circular polarizations, the
signal beating due to biexcitons is expected to be enhanced, as observed for MoSe2 [248]. For the
cross-circular polarization scheme, the increase in the dephasing time T2 can be observed due to
the brightening of the lower state, but no observation of quantum beating oscillations. This rejects
the role of biexcitons as the possible source of the quantum beating at the co-circular polarization
scheme. In Fig. 6-6, under the in-plane magnetic field, for 10 T and 20 T, the TI-FWM data
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is presented for the cross-circular method. A slight increase in dephasing time can be observed
in the spectra. In the later sections, the data acquired with smaller magnetic field intervals up to
7.5 T is discussed. The main goal of this measurements is to find the minimum required field to
brighten the dark excitons, thus smaller magnetic field intervals are used. The magnetic field dependent measurements for both polarization sequence and both cases of the applied magnetic field
are taken into consideration.
6.3.2

Out-of-plane magnetic field
The in-plane case gives interesting insights into exciton brightening and the mixing of the

states, revealing coherent quantum beating at the higher fields. Here, in this section, we continue
our discussion with the interactions between the bright and dark excitons when subjected to large
magnetic fields perpendicular to the WSe2 monolayer plane. In the out-of-plane case, the cyclotron
energy for applied magnetic fields can be estimated from the formula below
√
p
2ν
∼ 0.001 B(T )
h̄ωc = h̄
lB

(6.1)

For the applied field 7.5 T to 25 T, the Fermi velocity can be estimated to be 106 m/s and cyclotron
frequency is between 27 to 50 meV. These values are much smaller than the reported exciton
binding energy in a monolayer of WSe2 , ∼200 - 400 meV [250, 251]. Moreover, the magnetic
length, at the mentioned magnetic field range can be estimated by the formula below
r
25.6
h̄
=p
nm = 5.1 − 9.34nm
lB =
eB
B(T )

(6.2)

The resultant values are much larger than the zero-field exciton radius (∼1 nm) in monolayer
WSe2 . From the arguments presented, we can conclude that, in the presence of perpendicular
magnetic fields, Landau levels are not expected to contribute, rather the effect can be treated as
a perturbation by the fields. Therefore, their field-independent values can estimate the exciton
wave functions and the cyclotron energies. Our only concern is the Zeeman shift of the energy
levels due to external magnetic fields perpendicular to the monolayer. In the past, the experiments
were performed measuring the Zeeman shift of the conduction and valence bands due to external
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magnetic fields perpendicular to the monolayer [87, 214, 252, 253]. The findings points out that,
me
the total energy shift is the combined result of the spin (gs sz µB B), orbital ( m
∗ nµB B), and valley

(ma nµB B) contributions, where n = ±1 is the valley index and ma is a magnetic quantum number,
leading to opposite energy shifts of the K and K’ valleys [227].

Figure 6-7. (a) Schematic representation of the electronic band structure in the K and K’ valleys
with two SOC split conduction bands and one valence band of WSe2 mono layer. The
total Zeeman shifts the bands oppositely (from solid to dashed lines) for two valleys.
(b) Zeeman shift of the bright and dark exciton levels at 15 T and 25 T as compared to
zero field. The intense hybridization of the bright and dark excitons at 15 T leads to
the strongest increase in dephasing time.
In previous studies, both magnetic and polarization fields have been shown to have an impact
on exciton dephasing in monolayer MoSe2 [90]. Through the relative Zeeman shift between the
dark and bright excitons, magnetic fields applied perpendicular to the WSe2 plane can influence the
excitonic dephasing. By using TD-DFT, at the applied fields 15 and 25 T, we determine the relative
energies of the excitons at the K and K’ valleys, and compare them to zero fields. The position of
the two exciton states is schematically illustrated in Fig. 6-7. At 15 T, the bright and dark exciton
states are closer energetically, and then distant at 25 T, thus, there is a stronger hybridization at
15 T. According to the theory, this behavior should influence the excitonic dephasing decay which
should reflect in TI-FWM spectra.
As a result of the hybridization between dark and bright excitons, the radiative lifetime of the
bright excitons increases, which leads to a small, but measurable increase in the exciton dephasing
time. In that context, the theoretical calculations of the dephasing dynamics are presented in Fig.
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Figure 6-8. (a) For out-of-plane magnetic field case, experimental time-integrated FWM for
co-circular (σ + σ + σ + σ + ) polarizations comparing the dephasing at 0 T and 15 T. (b)
Comparison of the experimental time-integrated FWM between 15 T and 25 T. The
measurements were conducted on CVD grown WSe2 mono layers, at 10 K. (c)
Schematic presenting the direction of the magnetic feild corresponds to sample plane.
(d) Time-dependent DFT calculated FWM signal in monolayer WSe2 at
perpendicular fields using co-circularly polarized excitations. The calculations are
shown for zero fields and for 15 T and 25 T. Compared to 25 T, 15 T has a more
prominent time prolongation.
6-8-d showing the largest T2 increase for 15 T and a smaller increase for 25 T. The apparent counterintuitive behavior can be explained by the relative energy shift of the excitons shown in Fig. 6-7.
In terms of energies, the closer the bright and dark excitons are, the stronger their hybridization.
This can be observed in the experimental data presented in Fig. 6-8-a and b, where the TI-FWM
spectra is compared for 0 T and 15 T in Fig. 6-8-a and 15 T and 25 T in Fig. 6-8-b, respectively.
Theory predicts smaller change for negative and positive delays in the TI-FWM signal (Fig. 6-8d). A negative delay is predicted to result from two-exciton (four-particle) correlations, causing
non-Markovian memory effect [90, 168, 236]. Despite the small effects, the experimental data
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captures the trend with increasing magnetic fields. The dephasing time T2 is longer at 15 T than
zero fields, but decreases or possibly stays unchanged at 25 T compared to 15 T.
6.3.3

Sample Characterization with 7.5 T Setup

Figure 6-9. The experimental setup to conduct TI-FWM measurements including 7.5 T
superconducting magnet. (a) The absorption spectrum of the large area WSe2
monolayer at 7 K. The red curve is the excitation laser spectrum.
Prior to measuring the samples at NHMFL, the samples were characterized at USF with a
7.5 T system (Fig. 6-9). The TI-FWM data were acquired using the experimental setup described
in the previous chapters. There aren’t many differences between these two setups, except for the
Laser. The Laser used at USF is narrower in bandwidth (with longer pulse duration) compared
to the NHMFL setup (Compare Fig. 6-9-a and Fig. 6-4). During the experiments, the sample
was maintained at 7 K using a liquid He free cryo-system. The TI-FWM measurements have
been conducted for both magnetic field directions and polarization sequences. For the Faraday
geometry, when the magnetic field is perpendicular to the sample, no change is recorded in TIFWM spectra for 0 T and 7.5 T. The significant oscillator strength could be the reason for that;
for tightly bound excitons, the field up to 7.5 T is not sufficient to split the levels and observed no
change in dephasing time. However, in Voigt geometry, where the magnetic field is applied parallel
to the sample plane, some shift in dephasing time can be observed (Fig. 6-10). For the estimation
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of a change in the data-set for cross-circular polarization sequence is presented here. In addition,
the delay between pulse B and C is also introduced to characterize any effect of population decay
on dephasing time. The TI-FWM spectra for two different time delays T = 0 and T = 100 fs are
presented in two data sets, where a magnetic field up to 7.5 T was applied. Dephasing time does not
appear to be significantly altered for both cases; thus, the population decay during the dephasing
can be ignored. This characterization was helpful during the measurements with 25 T. Moreover,
even in the Voigt geometry case, no change in dephasing time was observed for the co-circular
sequence. However, we observe a slight increase in dephasing time for the cross-circular case. The
TD-DFT calculation presented in Fig. 6-10-c represents for the same case where small increase in
dephasing time can be observed.

Figure 6-10. (a-b) The time integrated FWM as a function of the dephasing time τ at the
population times T=0 fs (a) and T=100 fs (b), respectively. The dashed line
corresponds to the instrumental response. (c) Time-dependent DFT calculations for
the parallel field case for the monolayer WSe2 , at B = 0 T, B = 1 T, and B = 7.5 T.
6.3.4

Theoretical Framework
To provide better understanding into the ultrafast light-matter interactions in the monolayer

WSe2 under a high magnetic field, we employ TD-DFT calculations. The TD-DFT simulates the
third-order nonlinear response and the FWM signal using a density matrix approach [254]. Due
to the well separated spin-orbit splitting in valence band, we included the two lowest conduction
bands and upper valence band in our calculations. From our calculations, we obtain spin-up and
spin-down bands that are split by ∆v = 513 meV at the top valence band and ∆c = 38 meV at
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the bottom conduction band, which are in good agreement with the previous reports [82]. The
third-order nonlinear polarization dynamics determines the FWM signal in TD-DFT calculations.
The time-dependent wave function is attained by expanding it on the basis of the static DFT wave
functions:
Ψvk (r,t) = ∑ clk (t)Ψlk (t)

(6.3)

1

where the time-dependent coefficients clk (t) describes the dynamics of the system. More precisely
we look for the bilinear combination of the coefficients [255], the density matrix:
lm
ρkq
(t) = clk (t)cm∗
q (t)

(6.4)

that defines occupancy of states (diagonal elements) and polarizations (off-diagonal elements). The
solution of the equations for the polarization was used to obtain the TI-FWM spectrum
Z ∞

I(τ, T = 0) =

|P(3) (τ, T )|2 dt

(6.5)

0

where P(3) (τ, T = 0) is the third order polarization. In the in-plane-magnetic field case, we observe
a mixed state of dark and bright excitons, resulting in the brightening of the dark excitons. We
model the bright-dark excitonic states and solve the equations for the in-parallel magnetic field,
which hybridizes the wavefunctions [227].
Ψxb −→ Ψ̃xb = cbb Ψxb − cbd eiτφ Ψxd

(6.6)

Ψxd −→ Ψ̃xd = cdb e−iτφ Ψxb + cdd Ψxd

(6.7)

The simulated time-integrated FWM calculations accompany every data set presented and provide
a good understanding of the observed variations in dephasing as a function of magnetic fields.
6.4

Conclusions
This extensive study on monolayer WSe2 explores its nonlinear responce with applied mag-

netic field. From experiments and theoretical simulations, we demonstrate that bright-dark exciton
hybridization plays crucial role in the coherent dynamics of monolayers WSe2 . The material has
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a complex band structure that presents both challenges and opportunities to understand photo induced transitions. When the lower state of conduction band is spin forbidden and the optical
transition is not allowed, the new ways must be developed so that its properties can be understood.
The findings of this study demonstrates that applied magnetic field can work as a knob to control
coherent dephasing and the coupling of the optical excitations in atomically thin semiconductors.
A partial brightening of the dark exciton occurs due to the in-plane magnetic field, and we observe
a coherent coupling with the bright exciton. Under the influence of a broadband femtosecond
pulse, the in-plane magnetic fields allows to access the dark excitons leading to coherent beating
between the dark and bright states. At perpendicular fields, the Zeeman energy shifts result in a
hybridization of the dark and bright excitons, prolonging the dephasing time. As a result of the
dark state present in the band structure of WSe2 , it is useful to understand the effect of coherent pathways during dephasing. The FWM technique is an appropriate tool for examining these
effects. The quantum beating between different spin states plays a crucial role in understanding
the fascinating coherent phenomena that enable quantum computing applications using atomically
thin semiconductors.
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Chapter 7
Conclusion and Future Perspectives

The central objective of our study was to explore exciton dynamics in semiconductors under
high magnetic fields using nonlinear FWM spectroscopy. First, we perform one-quantum SI and
two-quantum SIII 2DFT spectroscopic measurements on bulk GaAs at the magnetic fields up to
10 T and at 1.6 K. Where polarization-dependent SI 2DFT spectra reveal a Zeeman splitting of
heavy hole and light hole excitons, the 2DFT technique presents a special advantage here; the
resolved Zeeman components which obscure during liner one dimension measurements can be
self distinguishable in the two-dimensional spectra. The Lande g factor governs the magnetic
field effects in excitons; due to the two-dimensional nature of the spectra, accurate determination
of the Lande g factor was possible. For mh = ±3/2 and mh = ±1/2 excitons, Lande g factor
was measured ∼ 1.2 and ∼ 1.4, respectively. In 2D spectra, the quantum resonances that occur
during the photoexcitation appear at the diagonal, while the coherence coupling appears as a cross
diagonal feature. At the higher magnetic fields, the coupling of the Zeeman components was
observed as a off-diagonal features in the spectra. Furthermore, two-quantum SIII 2DFT spectra
records the change in peak intensities with applied magnetic fields. The effect in peak intensity
causes due to Zeeman splitting alters the two exciton transitions by shifting spin states depending
on their spin signs. To support the experimental results, using optical Bloch equations, simulated
two-dimensional spectra were reconstructed. The theoretical framework includes the many-body
effects as well as energy shifts associated with magnetic fields. The advent of the 2DFTS technique
provides a chance to thoroughly explore the coherent quantum dynamics which occurs due to
applied magnetic fields; the theoretical framework built to understand these phenomena can apply
to the study of similar or even complex optical excitonic transitions in semiconductors.
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We further studied the coherent dynamics in monolayer WSe2 under applied magnetic field
up to 25 Tesla. The monolayer TMDs are novel class of materials with direct band gap at the K
point of Brilloum zone. In WSe2 band structure, the lower conduction band is spin forbidden,
and optically inactive dark excitons can be formed, while the nearest excited state has the bright
excitons. The relaxation mechanism of the excitons is highly depend on the dynamics of the
bright and dark states. The in-plane magnetic field can cause a partial brightening of the dark
exciton, and we observe coherent coupling with the bright exciton state. In addition, the broadband
femtosecond pulse can excite both bright and dark states at the same time and the in-plane magnetic
fields allow access to the dark excitons, resulting into the coherent beating between the dark and
bright states. While at perpendicular fields, the energy shift due to Zeeman splitting lead to the
hybridization of the dark and bright excitons, causing longer dephasing times. The dark excitons
are optically inactive, and due to their nature the dynamics was less explored. However, they play
important role in coherence dephasing. Our observation shows that magnetic fields can be used to
control the coherent dephasing time and the coupling of the optical excitation in atomically thin
semiconductors. The coherence beating between the spin states gives a better understanding of
coherent phenomena which can be useful in the realization of quantum based application in future.
7.1

Future Perspectives
This dissertation illustrates the effectiveness of transient FWM spectroscopy, which offers

several advantages over the the conventional linear/one-dimensional spectroscopy methods. Moreover, 2DFTS can be a valuable tool for understanding coherent phenomena under external perturbation in complex band structures, such as TMDs. The unique properties of TMDs show their
potential in quantum-based applications. Additionally, the heterostructure of TMDs possesses unusual excitonic phenomena such as inter-layer excitons. The described technique can be applied to
investigate the dephasing dynamics of interlayer excitons. However, the excitonic energy levels can
be separated, and to coherently excite excitonic states, the broadband laser pulse is required. The
advancement in pulse compression and optical parametric amplifiers makes it possible to probe
these inter-layer transitions with temporary short, large bandwidth laser pulses. As described
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in previous chapters, the installment of a 7.5 T superconducting magnet with the liquid He-free
cryosystem opens up new opportunities to carry out various magneto-optical measurements. The
instrumentation discussed here required less maintenance and can keep the sample temperature
low for an extended period. Moreover, the spectroscopy magnet and the compact cryostat enable
one to investigate smaller samples under a higher magnetic field. New advances in the field of
2D semiconductors will present many challenges, and innovative instrumentation, as well as novel
spectroscopy technique, will contribute to understanding the physical properties and possible realization of quantum-based devices.
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Appendix A
Multidimensional Nonlinear Spectrometer (MONSTR)

Figure A-1. The unfolded schematic of top and bottom deck of the MONSTR apparatus.This
figure is reproduced from Ref. ([145]) with permission
The MONSTR apparatus consist of three folded-nested Michelson interferometer. As Fig.
(A-1) shows the apparatus has two decks, top and the bottom. Each deck has its own intereferometer and the third one is made from two beams one from top and one from the bottom- called
between deck. Each deck contains two linear stages. The bottom deck contains stages C and X,
5 cm and 20 cm travel, respectively. Similarly top deck contains two stage A and B with same
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travel length of 5 cm. All the stages have same travel resolution of ∼ 1nm. The laser pulse enters
at the bottom deck, (see left side arrow entering in to MONSTR) the part of it reflects from the
fist beam splitter to the periscope labeled with mirror P1 and P2, leading the beam to the top deck.
The transmitted beam travels through the stage X and then split off at the second beam splitter.
The reflected beam becomes the C beam and the transmitted beam go through the stage C and
become the reference beam. Similarly, the mirror P2 guides the beam towards the top deck where
it generates two more identical copies of the beam labeled as A* and B. The top deck is folded
and placed on top of the bottom deck so that all the beams A*, B, C, and Reference, appears at the
four corner of the 1 inch square box. To account for the dispersion, each beam passes through the
compansetor plate written as CP in the Fig. (A-1).
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Appendix B
The 7.5 T Superconducting Magnet: Cooling and Charging Information

Figure B-1. The current, and magnetic field data for the entire charging procedure. The current in
the coils and the magnetic field strength are plotted. The dashed blue line indicates
the change in ramping speed. The first line indicates the speed change at 68.67 A.
The second dashed line is when the magnet reaches 7.5 T.
To generate high current which inducing magnetic fields, the superconducting coils must be
at a low enough temperatures. The critical temperature of the coils decreases with an increase in
current density and magnetic field. Due to the huge volume of the coils, it takes about 90 hours to
reach the liquid helium temperature when the vacuum jacket is sufficiently evacuated. To monitor
the temperatures, four thermometers are present in magnet. The four sensors are on the 1st and 2nd
stage of the cryo-cooler, the magnet shield surrounding the coils, and at the coils. When the system
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is completely cooled, the base temperatures are 57.92 K (magnet shield), 32.1 K (1st stage), 3.40
K (magnet coils), 3.34 K (2nd Stage).
After achieving stable temperatures, the magnet can be charged with current. It takes 2 hours
55 minutes to reach to full field. It is a two-stage process to ramp up the magnet to the full field
to avoid quenching (superconducting coils changing to conducting coils). The current to field
conversion ratio for this system is 0.08702 T/A. The first stage has the ramping rate of 0.0098 A/s
and will continue at this rate until the current in the coils reached 68.67 A. At this point, (first
blue dashed line at 117 minutes) the ramping rate changes to 0.0045 A/s. This ramping rate takes
the current to 86 A and is a full field for the magnet (Fig. B-1).The graphs in the Fig. B-1 ,
describes the charging characterization. Graphs represent amount of current applied through the
coils and the actual magnetic field at the center of the bore vs. the charging time. As the charging
begins, the temperature starts to rise due to current flowing into the coils. As the temperature rises,
the constant cooling will recover it and when ramping rate falls it shows sharp decrease. When
sustaining at the full field no additional current is added and hence temperature fully recovered
and shows nearly a base temperature. As from full field to zero, the current with opposite polarity
introduces and shows the same temperature trend as charging.
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