In this paper we study a system consisting of twoi dentical servers, each with exponentially distributed service times. Jobs arrive according to a Poisson stream. On arrivalajob joins the shortest queue and in case both queues have equal lengths, he joins either queue with probability 1 ⁄2.B yu sing a compensation method, we showthat the stationary queue length distribution can be expressed as an infinite linear combination of product forms. Explicit relations are found for these product forms, as well as for the coefficients in the linear combination. These analytic results offer an elegant and efficient numerical algorithm, with effective bounds on the error of each partial sum.
Introduction
Consider a system consisting of twoidentical servers, each with exponentially distributed service times. Jobs arrive according to a Poisson stream. On arrivalajob joins the shortest queue and in case both queues have equal length, he joins either queue with probability 1 ⁄2.T his problem is known as the symmetric shortest queue problem and has been addressed by manya uthors. Haight [17] originally introduced the problem. Kingman [21] and Flatto and McKean [11] treated the problem by using a generating function analysis. Theys howt hat the generating function for the equilibrium distribution of the lengths of the twoqueues is a meromorphic function. Then, by decomposition of the generating function into partial fractions, it follows that the equilibrium probabilities can be expressed as an infinite linear combination of product forms. However, the decomposition leads to cumbersome formulae for the equilibrium probabilities. Another analytic approach is found in Cohen and Boxma [7] and Fayolle and Iasnogorodski [9] , [20] , [10] . Theys howt hat the analysis of the symmetric shortest queue problem can be reduced to that of a Riemann-Hilbert boundary value problem. These approaches do not lead to an explicit characterization of the equilibrium probabilities.
The approach presented in this paper is not based on a generating function analysis. Instead the probabilities are found directly from the equilibrium equations. The solution method is initialized by inserting a product form, describing the asymptotic behaviour of the probabilities, and next consists of adding on product forms so as to compensate for the error of its preceding term on one of the boundaries of the state space. The main improvement to the analytic results of Kingman [21] and Flatto and McKean [11] is that our method yields explicit relations for the coefficients in the infinite linear combination of product forms and thereby an explicit characterization of the equilibrium probabilities. Moreover, the compensation idea sheds newlight on the existence of this type of solution.
So far,t he available analytic results, though mathematically elegant, offered no practical means for evaluating manyo ft he performance characteristics and therefore didn'tclose the matter in this aspect. For this reason, manynumerical studies appeared on the present problem. Most studies, however, deal with the evaluation of approximating models. For instance, Gertsbakh [14] , Grassmann [15] , Rao and Posner [23] and Conolly [8] treated the shortest queue problem by truncating one or more state variables. Using linear programming, Halfin [18] obtained upper and lower bounds for the queue length distribution. Foschini and Salz [12] obtained heavy traffic diffusion approximations for the queue length distribution. Knessl, Matkowsky, Schuss and Tier [22] deriveda symptotic expressions of the queue length distribution. These studies are all restricted to systems with twop arallel queues. Hooghiemstra, Keane and Van de Ree [19] developed a power series method to calculate the stationary queue length distribution for fairly general multidimensional exponential queueing systems. Their method is not restricted to systems with twoqueues, but applies equally well to systems with more queues. So far as the shortest queue problem is concerned, Blanc [4] [5] reported that the power series method is numerically satisfactory for the shortest queue system with up to 25 parallel queues. The theoretical foundation of this method is, however, still incomplete. Finally,ac ommon disadvantage of the numerical methods mentioned is that in general no error bounds can be given.
As already mentioned, the compensation method yields explicit relations for the product forms, as well as for their coefficients and hence for the equilibrium probabilities. These analytic results are exploited to construct an efficient numerical algorithm, with tight bounds on the error of each partial sum. Also, expressions are obtained for the mean and second moment of the waiting time, which are suitable for numerical evaluation. These algorithms apply to the exact model. The paper is organized as follows. In Section 2 we present the equilibrium equations. In the next section, we develop, step by step, the compensation procedure. Section 4presents the formal definition of the compensation procedure and the main result, which states that the probabilities can be expressed as an infinite linear combination of product forms. In the following twos ections we complete the proof of the main result. In Section 7 we derive ane xplicit form for the normalizing constant. Section 8 extends the asymptotic expressions for the probabilities, obtained by Kingman [21] , Flatto and McKean [11] and Knessl, Matkowsky, Schuss and Tier [22] . Section 9 presents numerical results and the final section is devoted to comments and extensions.
Equilibrium Equations
Fors implicity of notation the exponential servers have service times with unit mean and the Poisson arrivalp rocess has a rate 2ρ with 0 < ρ <1.T he parallel queue system can be represented by a continuous time Markov process, whose state space consists of the pairs (m, n), m, n = 0, 1, ... where m and n are the lengths of the twoqueues. The transition rates in the upper wedge n ≥ m are illustrated in figure 1a , the rates in the lower wedge n ≤ m followbyreflection in the diagonal. Let { p m,n }bethe equilibrium distribution of the lengths of the twoqueues. By symmetry p m,n = p n,m ,for all values of m and n.T herefore, we can restrict the analysis to the probabilities p m,n in the wedge n ≥ m.T he equilibrium equations state that for all n > m:
and, by symmetry,the equations on n = m simplify to
The probabilities p m,m can be eliminated in the equations on the subdiagonal n = m + 1bysubstituting the equations on the diagonal. Then the analysis can be further restricted to the probabilities p m,n in the upper wedge n > m.T he equations on the diagonal are used henceforth as definition for the probabilities p m,m .F or the analysis that follows, it is preferable to have the coordinate axes along the boundaries of the upper wedge. Therefore, instead of the coordinates m and n,w ew ill work with the coordinates m and r = n − m.T hen the upper wedge n ≥ m in the m-n plane is transformed into the first quadrant in the m-r plane. In Figure 1b we display the transition rate diagram for the newcoordinates. Further,set for all m ≥ 0and r ≥ 0, q m,r = p m,m+r .
Restating the equilibrium equations in terms of q m,r ,weget that for all m ≥ 0and r ≥ 1,
and for all m ≥ 0and r = 0,
As we already stated, the analysis can be restricted to the set {(m, r), m ≥ 0, r ≥ 1} and the equations on the axis r = 0c an be used as definition for the probabilities q m,0 .W e will showthat there exist parameters α i and β i and coefficients c i such that for all m ≥ 0 and r ≥ 1,
Throughout the analysis we use the trivial, but vital property that the equations, on which the analysis is based, are linear,i .e. if twof unctions satisfy an equation, then anyl inear combination also satisfies that equation.
The Compensation Procedure
The objective int his section is to study the structure of the equilibrium probabilities. Particularly,w ei nv estigate whether the probabilities have some kind of separable structure. Obviously,t he equations (1)- (4) This is illustrated in Figure 2 for the special case ρ = 0. 5. In Figure 2a we display the ratio of q m,r in the m direction, which yields, at least for large m,the parameter α .InFigure 2b we display the ratio of q m,r in the r direction, yielding the parameter β .A tt his stage of the analysis, the best we can do, is calculating approximations for the probabilities q m,r by solving a finite capacity shortest queue system exactly,i .e. by means of a Markov chain analysis. In the example we computed the equilibrium distribution for a system where each queue has a maximum capacity of 15 jobs, which approximates well the infinite capacity system in case ρ = 0. 5. (1) if and only if α and β satisfy
. ( 8) By Lemma 1, we obtain twor oots β = ρ and β = ρ
The root β = ρ yields the asymptotic solution q m,r ∼ K ρ 2m ρ r for some K ,which corresponds to the equilibrium distribution of twoi ndependent MM1q ueues, each with workload ρ.I ti sv ery unlikely that the equilibrium distribution of the shortest queue problem behavesa symptotically liket his distribution. Therefore, the only reasonable choice is β = ρ 2 /(2 + ρ), which is also supported by the numerical example. Hence, we empirically find that, for some K ,
Actually,K ingman ( [21] , Theorem 5) and Flatto and McKean ([11] , Section 3) gav e a rigorous proof for this asymptotic result.
As is illustrated in Figure 2 for the special case ρ = 0. 5, the asymptotic solution α (1) and (3) if k 1 and k 2 satisfy 
which can be rewritten as
Since x 1 and x 2 are the roots of the quadratic equation (8),
Substituting that equality into (11) yields (10).
Applying Lemma 2 with
0 satisfies the equations (1) and (3). Fort he special case of ρ = 0. 5, we display in Figure 3 the same ratios as in Figure 2 for this asymptotic solution. 
Flatto and McKean ( [11] , Section 3) provedt his statement, which is stronger than (9) . We added an extra term to compensate for the error on the boundary m = 0. On the other hand, we introduced a newe rror on the boundary r = 1, since the extra term violates equation (2) . Since α 1 < α 0 ,t he term α 
Since this must hold for all m >0,wehav e to set α = α 1 .Furthermore we want α (1), (1) and (2) if k 1 and k 2 satisfy 
.
By inserting equation (8) this reduces to
Since y 1 and y 2 are the roots of the quadratic equation (8),
Using this relation to rewrite y 1 and y 2 in (14), yields relation (13).
Applying Lemma 3 with y 1 = β 0 , y 2 = β 1 , α = α 1 , k 1 = c 0 and k 2 = d 1 ,y ields that
Then the linear combination α ... such that for all i =0,1,2,..., the numbers α i and α i+1 are the roots of the quadratic equation (8) for fixed β = β i and β i and β i+1 are the roots of the quadratic equation (8) for fixed α = α i+1 .T herefore the numbers α i and α i+1 satisfy the relations ( 16) and β i and β i+1 satisfy
Using the relations (15) and (17), it follows, by induction, that for all i the numbers α i and β i are positive.The relations (15) and (17) provide a simple recursive scheme to produce α i and β i ,but we can say more, since α i and β i can be solved explicitly.Combining (17) and (18) yields for all i ≥ 0, that
Adding that relation for i − 1and i and next eliminating α i and α i+1 by inserting (15) and (16), yields for all i ≥ 1,
This is an inhomogeneous second order recursion relation for {1 / β i }w ith initial values
,w hose solution is routine. Then the numbers α i followfrom (19) . Hence, we obtain (cf. Kingman [21] , Lemma 3), Lemma 4: α 0 = ρ 2 and for all i =0,1,2,... (2) on the boundary r = 1. By Lemma 2 and 3, this yields for all i =0,1,...
The numbers x m,0 are defined by the equilibrium equations (5) and (6), yielding
The following theorem establishes our main result: up to a normalizing constant, the solution {x m,r }isthe equilibrium distribution {q m,r }.
where the normalizing constant C satisfies
In the following sections we shall prove the theorem. First, we showthat the series (20) , which define the numbers x m,r ,convergeabsolutely.N extweprove that {x m,r }isa positive and convergent solution, that is, x m,r >0 and C = 2
Once the above isestablished, we can conclude that {x m,r }forms a well defined, nonnull and convergent solution, satisfying the equations (1), (2) and (3), and by definition, the equations (5) and (6) . The remaining equation in (0, 1) is also satisfied, for summing over all other equations yields the desired equation. By a result of Foster ([13] , Theorem 1), this provest hat the shortest queue system is ergodic. Since the equilibrium distribution for an ergodic system is unique, {x m,r }can be normalized to produce the equilibrium distribution. Wefinally showthat the normalizing constant C satisfies the explicit expression in the theorem.
Asymptotics
To prove the convergence of the series (20) we need information about the behaviour of α i , β i , c i and d i .I nstead of exploiting the explicit forms in Lemma 4, we obtain the necessary information, in a relatively easy way,f rom the behaviour of the ratios α i / β i and α i+1 / β i (recall that β i is positive for all i). First, define for i =0 ,1 ,2 , ...,
Then from (15) and (19),
and eliminating v i ,respectively u i ,leads to the iteration schemes
with initial values u 0 = 2 + ρ and v 0 = 2ρ /(2 + ρ). These iteration schemes are illustrated in Figure 4 . The fixed points of the above iteration schemes are the numbers A 1 and A 2 ,that is, the roots of A = 2(ρ + 1) − 2ρ / A.So
Figure 4: the iteration schemes for u i and v i
Then, by induction we obtain, as i → ∞ ,
To analyze the behaviour of α i , β i , c i and d i we first express them in terms of u i and v i . Directly from the definition of u i and v i it follows that
and dividing the numerator and denominator in (21) by β i yields
To express d i+1 / d i in terms of u i and v i ,multiply the numerator and denominator in (22) by α i+1 and insert the definitions of u i and v i ,yielding
Then inserting α i+1 = v i u i+1 − 2ρ,by (17) , leads to
Finally,inserting 2(ρ + 1) = v i + u i+1 ,by (24) , givesthe desired expression
By the expressions (26), (27) 
Proof: The limiting behaviour of the ratios α i+1 / α i and β i+1 / β i and the coefficients c i follows from (25), (26) and (27), and further from (25) and (28), as i → ∞ ,
Inserting the identities
Further,by(25), it follows that for all i,
As a consequence, by the expressions (26), (27) 
The Convergence of the Series of Product Forms
We can nowp rove that for all m ≥ 0a nd r ≥ 1t he series ( 
, which is strictly less than unity. By virtue of this lemma, for all m ≥ 0and r ≥ 1the numbers x m,r are well defined by the series (20) , and it is allowed to change the order of summation. As noted at the end of the previous section, the terms in the series (20) are alternating. So it isn'to bvious whether the series is positive orn eg ative.T he following lemma helps in proving that {x m,r }i sa positive solution. It states that the terms in (20) are decreasing in modulus, at least with rate R = 4/(4 + 2ρ + ρ 2 ).
Proof: We first prove the lemma for m = 0a nd r = 1. Consider the ratio of both terms. Inserting the expressions (26), (27) and (28), it follows that
where in the second inequality we used that, by (25), the numbers v i are positive and decreasing and the numbers u i − v i are positive and increasing. This provest he lemma for m = 0a nd r = 1. Nowc onsider an arbitrary m ≥ 0a nd r ≥ 1. Since the sequences {α i }and {β i }are decreasing, by Lemma 6, it follows that for all i,
Corollary:
Forall m ≥ 0and r ≥ 0, the numbers x m,r are positive.
Proof:
The terms in (20) are alternating and, by Lemma 8, strictly decreasing in modulus. Since the first term in (20) is positive,this provesthat x m,r is positive for m ≥ 0 and r ≥ 1, and, immediate from their definition, also for m ≥ 0and r = 0.
We conclude this section by proving that the series
converges. Inserting the definition of x m,0 ,weobtain that ( 29) so that convergence follows once the following lemma is established.
Lemma 9:
Proof: By equation (20),
and we will showt hat the latter sum converges absolutely.I nterchanging summations and using that α i and β i are positive and less than unity (cf. Lemma 6), we obtain
By Lemma 5, the ratio of successive terms of the sum at the right hand side of (30) tends to (1 − A 1 )/(A 2 − 1) < 1, so that there exist positive constants M and R,w ith R strictly less than unity,such that for all i,
Thus the sum (30) converges.
Explicit Form for C
We derive ane xplicit form for the normalizing constant C,w hich however, isn ot essential to the compensation method itself. Substituting the series (20) (20), we obtain, by interchanging summations,
valid in |y|<1/α 0 ,|z|<1/β 0 .I ti sn oted that this partial fraction decomposition of the generating function cannot be obtained, at least in explicit form, from the analysis of Kingman [21] and Flatto and McKean [11] . The equilibrium equations (1)- (6) 
In the analysis of Kingman [21] and Flatto and McKean [11] this relationship between F(y,0)and F(0, z)eventually leads to their determination. Weuse it to establish
. 
Asymptotic Expansion
We now return to the asymptotic equivalence (12) , provedi nF latto and McKean [11] . The series (20) extends this result, for it yields a complete asymptotic expansion. 
The O-formula for j =1i mprovest he asymptotic equivalence (12), for as m + r → ∞ and r ≥ 1,
Accordingly,the formula for j = 2improvesthe one for j = 1, and so on. The following notation is used in order to represent the whole set (33) by a single formula (see e.g. de Bruijn [6] , Section 1.5),
as m + r → ∞ and r ≥ 1.
Numerical Results
The solution (20) is also suitable for numerical evaluation. First, the terms in (20) are easily calculated and theyd ecrease exponentially fast. Secondly,t he terms are alternating and decreasing in modulus. This makes that the error in the partial sum can be bounded by the modulus of the final term in the partial sum. In Table 1 we list the numbers q 0,1 , q 0,2 , q 1,1 and q 1,2 computed with a relative accuracyo f0 .1%. The numbers in parentheses denote the number of terms in (20) , needed to attain that accuracy. Let us investigate the rate of convergence of the terms in the series (20) . By Lemma 6, it follows that for all m ≥ 0and r ≥ 1, as i → ∞ ,
For0 <ρ <1,the factor (1 − A 1 )/(A 2 − 1) is decreasing and A 1 / A 2 is increasing, and Belowwederive expressions for the mean W and second moment W (2) of the waiting time, based on the series for q m,r .First, W and W (2) are givenby W =2 
and a similar expression for W (2) .The terms in these series are alternating and decreasing (cf. Lemma 8) , so the error of each partial sum can be bounded by the modulus of the final term. Accordingly,e xpressions can be obtained for higher moments of the waiting time or other quantities of interest. In Table 2 we list values of W and W (2) ,together with the coefficient of variation cv(W )o ft he waiting time, with a relative accuracyo f0 .1%. The numbers of terms, needed to attain that accuracy, are shown in parentheses. ρ WW (2) cv(W ) 0.3 0.1441 (13) 0.3181 (13) 
Conclusions and Extensions
We dev eloped a compensation approach to obtain generalized product form expressions for the equilibrium probabilities of the symmetric shortest queue problem. This approach yields explicit relations for the product forms as well as their coefficients and thereby an explicit characterization of the equilibrium probabilities. Based on these explicit relations, qualitative properties of the product forms are derived, which in their turn are exploited to obtain efficient numerical algorithms.
We believe,a nd this is confirmed by several recent results, that the compensation approach is also useful in other situations. For example, in [3] it is shown that the compensation idea works for the shortest queue problem with non-identical servers. However, in that case the analysis is essentially more complicated, as it requires the construction of solutions on the different regions m < n and m > n which are coupled at the diagonal. In fact, our interest in the present problem arose out of our work in flexible manufacturing systems, which behaveds omewhat similar as job-type dependent parallel queueing systems with dynamic routing, see e.g. Schwartz [24] , Green [16] and Adan, Wessels and Zijm [1] .
Finally we point out that the compensation approach has some flexibility for modifications in the model. For instance, the approach also proceeds if the single servers are replaced by twoidentical multi-server groups. Then only the compensation on the vertical boundary becomes more complicated. In [2] we showed that the compensation approach can be easily extended to a "simple" asymmetric shortest queue problem, where the symmetric routing probability 1 ⁄2 is replaced by an arbitrary routing probability.I nt hat case the regions m < n and m > n are still a mirror image of each other.
