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Abstract
We introduce a new concept of statistical solution in the framework of weak solutions to the
barotropic Navier–Stokes system with inhomogeneous boundary conditions. Statistical solution is a
family {Mt}t≥0 of Markov operators on the set of probability measures P[D] on the data space D
containing the initial data [̺0,m0] and the boundary data dB.
• {Mt}t≥0 possesses a.a. semigroup property,
Mt+s(ν) =Mt ◦Ms(ν) for any t ≥ 0, a.a. s ≥ 0, and any ν ∈ P[D].
• {Mt}t≥0 is deterministic when restricted to deterministic data, specifically
Mt(δ[̺0,m0,dB ]) = δ[̺(t,·),m(t,·),dB], t ≥ 0,
where [̺,m] is a finite energy weak solution of the Navier–Stokes system corresponding to the
data [̺0,m0,dB] ∈ D.
• Mt : P[D]→ P[D] is continuous in a suitable Bregman–Wasserstein metric at measures supported
by the data giving rise to regular solutions.
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1 Introduction
In view of the large number of recent results concerning ill–posedness of some iconic problems in fluid
mechanics, see the survey by Buckmaster and Vicol [10] or [11], the statistical solutions, introduced in
the pioneering work of Foias [21], and Vishik and Fursikov [39] and revisited recently by Foias et al. [4],
[22], [23], [24], [25], [26], reappeared as a possible alternative to establish well–posedness in a broader
sense. Flandoli and Romito [20] exploited this idea proving the existence of Markov selection for the
stochastically driven incompressible Navier–Stokes system. Indeed, in the absence of the white noise
forcing, the Markov selection obtained in [20] may be viewed as a statistical solution of the problem with
random initial data in the sense of Vishik and Fursikov [39]. Recently, the method have been adapted
to compressible fluid flows in [6]. Alternatively, Cardona and Kapitanski [12] modified the method to
handle the deterministic problems obtaining a measurable semiflow selection for a rather general class of
evolutionary problems. Other aspects and problems related to statistical solutions to the incompressible
Navier–Stokes system have been studied by Constantin and Wu [15], Levant, Ramos, and Titi [33], among
others. For recent applications to conservation laws and Euler equations see Fjordholm, Lanthaler and
Mishra [18], and Fjordholm and Wiedemann [19].
Our goal is to develop a new concept of statistical solution in the context of compressible (barotropic)
Newtonian fluids. As the existence of global in time smooth solutions is not known (but still not excluded),
the theory is based on the concept of weak solution in the spirit of Lions [34] and [16]. The leading idea
is that the statistical solutions should share some properties typical for the well–posed problems:
• Statistical solutions are interpreted as a Markov semigroup {Mt}t≥0 of operators assigning to the
initial distribution of the data the distribution of the solution at any time t > 0.
• The distribution measure should be supported by smooth solutions as soon as they exist.
• If the initial distribution is given by a Dirac mass in the data space, its time evolution is a Dirac
mass supported by a weak solution of the problem. In particular, the framework of weak solutions
is included as a special case.
Last but not least, we show certain stability of strong solutions in the spirit of the weak–strong
uniqueness principle known for the deterministic solutions. To this end, we introduce a new concept of
Bregman–Wasserstein distance in the spirit of Guo et al. [28] using the relative energy as cost functional.
1.1 Problem formulation
Let Ω be a bounded domain in Rd (for d = 2, 3). The motion of a compressible viscous fluid contained in
Ω is described by the mass density ̺ = ̺(t, x), and the velocity u(t, x), t > 0, x ∈ Ω. With the thermal
effects neglected, and with the linear dependence of the viscous stress S on the velocity gradient ∇xu, the
time evolution of the fluid is described by the barotropic Navier–Stokes system:
∂t̺+ divx(̺u) = 0,
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS(Dxu) + ̺g,
(1.1)
with the viscous stress tensor
S(Dxu) = µ
(
∇xu+∇
t
xu−
2
d
divxuI
)
+ λdivxuI, where µ > 0, λ ≥ 0, with Dxu ≡
1
2
(
∇xu+∇
t
xu
)
.
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We impose the physically relevant in/out flow boundary conditions for the velocity:
u|∂Ω = uB . (1.2)
Accordingly, we can decompose the boundary ∂Ω as
∂Ω = Γin ∪ Γout
where
Γin :=
{
x ∈ ∂Ω
∣∣∣ the outer normal n(x) exists, and uB(x) · n(x) < 0} .
In addition, the density is given on the inflow part of the boundary:
̺|Γin = ̺B . (1.3)
The initial state is given by the initial conditions:
̺(0, ·) = ̺0,
(
̺u
)
(0, ·) =m0 . (1.4)
We refer to the quantity [̺0,m0, ̺B ,uB ,g] as (given) data. Ideally, the solution [̺,u] is determined
uniquely by the data, however, the recent state–of–the–art of the mathematical theory does not provide
a positive answer to this conjecture, except for short time intervals and/or smooth or small data in
some particular cases, see Bothe and Pru¨ss [5], Matsumura and Nishida [35], [36], Valli and Zajaczkowski
[38], among others. A suitable platform for studying the global properties of the system (1.1)–(1.4) is the
theory of weak solutions, where the existence of global–in–time solutions have been established recently by
Chang, Jin, and Novotny´ [13]. In view of the recent results obtained via the method of convex integration,
see Buckmaster et al. [11], [9], a proper concept of weak solution must be accompanied by the associated
energy balance that guarantees in particular stability of strong solutions in the class of weak solutions
(weak–strong uniqueness principle), cf. Brenier et al. [8], Germain [27], and, more recently [1].
The energy balance associated to the system (1.1)–(1.4) reads
d
dt
∫
Ω
[
1
2
̺ |u− uB |
2 + P (̺)
]
dx+
∫
Ω
S(Dxu) : Dxu dx
+
∫
Γout
P (̺)uB · n dSx +
∫
Γin
P (̺B)uB · n dSx
≤ −
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx−
∫
Ω
̺u · uB · ∇xuB dxdt
+
∫
Ω
S(Dxu) : DxuB dx+
∫
Ω
̺g · (u− uB) dx,
(1.5)
where P (̺) is the pressure potential determined modulo a linear function of ̺ by the identity
P ′(̺)̺− P (̺) = p(̺).
The inequality in (1.5) is usually attributed to possible “anomalous” energy dissipation inherent to weak
solutions. The total energy
E ≡
∫
Ω
[
1
2
̺ |u− uB|
2 + P (̺)
]
dx, or rather its ca`gla`d version Ecg,
considered as an auxilliary state variable will play a crucial role in the forthcoming analysis.
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Remark 1.1. The energy can be defined in terms of the density and momentum m ≡ ̺u that are weakly
continuous quantities in time:
E
(
̺,m
∣∣∣uB) ≡ [1
2
̺|u− uB |
2 + P (̺)
]
=
[
1
2
|m|2
̺
−m · uB +
1
2
̺|ub|
2 + P (̺)
]
.
Moreover, with the convention
E
(
m,u
∣∣∣ub) =∞ if ̺ < 0 or ̺ = 0,m 6= 0, E (m,u ∣∣∣ub) = 0 if ̺ = 0, m = 0,
E is a convex l.s.c. function of [̺,m] ∈ Rd+1.
1.2 Semiflow selection and pushforward measure
Statistical solution in the spirit of Foias et al. [24] is a family of probability measures {Vt}t≥0 defined on
the state space associated to the solution [̺,u]. As a matter of fact, it is more convenient to consider
the density ̺ = ̺(t, x) and the momentum m(t, x) = (̺u)(t, x) as the state variables, as they are weakly
continuous and therefore well defined as functions of the time variable.
Inspired by Cardona and Kapitanski [12], we adopt the selection procedure proposed by Krylov [30]
to identify a semiflow selection assigning to given data [̺0,m0, ̺B ,uB ,g] a single trajectory
t ∈ [0,∞) 7→ [̺(t, ·),m(t, ·)](̺0 ,m0, ̺B ,uB ,g)
in a (Borel) measurable way. To make the notation more concise, we denote the boundary data as
dB ≡ [̺B ,uB ,g].
The idea is then to define {Vt}t>0 via the associated pushforward measure, specifically,∫
Φ(̺,m;dB)dVt(̺,m,dB) =
∫
Φ
(
[̺,m](t, ·)(̺0,m0,dB),dB
)
dV0(̺0,m0,dB) (1.6)
for any bounded continuous function Φ defined on the phase space associated to [̺,m,dB ], and a given
measure V0 defined on the data space. The mapping
Mt :M
+ →M+, Mt[V0] = Vt, t ≥ 0,
represents a statistical solution of the Navier–Stokes system.
Unfortunately, such a procedure cannot be applied in a straightforward manner as the total energy
E must be included in the state variables. This requires replacing E(t) by its ca`gla`d version Ecg - a BV
function determined through the energy inequality (1.5) - whereas the identity
Ecg(t) = E(t) ≡
∫
Ω
[
1
2
̺
∣∣∣∣m̺ − uB
∣∣∣∣2 + P (̺)
]
(t, ·) dx
holds only for a.a. t ∈ [0,∞). As a result, Ecg must be considered as “independent” state variable ranging
in a trajectory space that accommodates its pointwise values in time. We adopt a variant of the Skorokhod
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topology D([0,∞);R) as a trajectory space for the energy, see Jakubowski [29]. Finally, we remark that
a similar procedure in the context of the barotropic Navier–Stokes system with homogeneous boundary
conditions has been performed by Basaricˇ [3], where the phase space for the energy is taken L1loc[0,∞).
The Skorokhod topology seems more convenient as the pointwise in time values of the total energy are
well defined while they correspond merely to the Lebesgue points in the L1loc setting.
Following the above delineated strategy, we first identify a semiflow selection that assigns to any data
(̺0,m0,dB) and E0 a unique solution trajectory
U :
(
t; (̺0,m0, E0,dB)
)
7→ [̺(t, ·),m(t, ·), Ecg(t),dB ],
U
(
t+ s; (̺0,m0, E0,dB)
)
= U
(
t;U
(
s; (̺0,m0, E0,dB)
))
for any t, s ≥ 0.
The associated pushforward measure can be defined analogously to (1.6),∫
Φ(̺,m, Ecg,dB)dVt(̺,m, Ecg,dB) =
∫
Φ
(
[̺,m, Ecg](t, ·)(̺0,m0, E0,dB),dB
)
dV0(̺0,m0, E0,dB)
for any bounded Borel measurable function Φ on the data space. Note that the trajectories consist of
three components - [̺,m], and E . Finally, seeing that
Ecg(t) =
∫
Ω
[
1
2
̺
∣∣∣∣m̺ − uB
∣∣∣∣2 + P (̺)
]
(t, ·) dx for a.a. t ∈ [0,∞)
we deduce the associated energy balance for a.a. t ∈ [0,∞) similarly to Foias et al. [24], or Vishik and
Fursikov [39]. Accordingly, the associated family of Markov operators {Mt}t≥0 that assigns Vt to V0 will
enjoy the semigroup property only a.a., specifically,
Mt+s(V) =Mt ◦Ms(V) for all t and a.a. s including s = 0,
where the exceptional set of times s depends on the measure V.
The paper is organized as follows:
• In Section 2, we recall the necessary material concerning the finite energy weak solutions to the
barotropic Navier–Stokes system.
• In Section 3, we introduce the concept of statistical solutions and state our main result.
• Section 4 is devoted to the existence theory for the barotropic Navier–Stokes system. Although the
basic existence theorem is proved by Chang, Jin, and Novotny´ [13] (cf. also Lions [34, Chapter 7,
Section 7.6]), our definition of weak solution is slightly different and requires certain modifications
in the proofs.
• In Section 5, we show the existence of a semiflow selection, in particular the continuity of the energy
in the Skorokhod space D([0,∞);R).
• Section 6 contains the proof of the main results.
• The paper is concluded by a short discussion in Section 7. In particular, we show that the statististi-
cal solutions are continuous at measures supported by regular data that may be seen as an analogue
of the weak–strong uniqueness property for deterministic solutions.
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2 Weak solutions to the Navier–Stokes system
We start by specifying the hypotheses on the equation of state (EOS for brevity), which links the pressure
to the density. We consider a pressure p such that
p ∈ C1[0,∞), p(0) = 0,
p′(̺) > 0 for ̺ > 0 and p̺γ−1 ≤ p′(̺) ≤ p̺γ−1 for all ̺ > 1,
(2.1)
for some γ > 1 and two constants 0 < p ≤ p. The associated pressure potential P ,
P ′(̺)̺− P (̺) = p(̺), is normalized by setting P (0) = 0.
In particular,
P ′′(̺) =
p′(̺)
̺
> 0 for ̺ > 0 ⇒ P is (strictly) convex.
Accordingly, we may assume that either
P ′(̺)→ −∞ if ̺→ 0+ , or P ′(̺)→ 0 if ̺→ 0+,
adding a linear function to P in the latter case, if necessary.
To avoid technical difficulties, we suppose that ∂Ω is smooth of class C2. Similarly, we consider
uB = uB |∂Ω, uB ∈ C
1(Ω;Rd), ̺B ∈ C(∂Ω), ̺B ≥ ̺ > 0, (2.2)
where ̺ is a positive constant. These hypotheses allow us to use the available existence theory developed
in Chang, Jin, and Novotny´ [13]. As a matter of fact, they could be considerably relaxed in the spirit of
[1].
2.1 Weak solutions, energy inequality
Having collected the necessary preliminary material, we introduce the concept of finite energy weak solu-
tion.
Definition 2.1 (Finite energy weak solution). Let Ω ⊂ Rd, d = 2, 3 be a bounded domain of class C2.
Let [̺B ,uB ] belong to the class (2.2), and let
g ∈ C(Ω;Rd).
We say that [̺,m] is a finite energy weak solution of the problem (1.1)–(1.4) with the total energy Ecg
in [0,∞)× Ω, and the initial data [̺0,m0, E0], if the following is satisfied:
• Regularity class.
̺ ∈ Cweak,loc([0,∞);L
γ (Ω)) ∩ Lγloc(0, T ;L
γ(∂Ω, |uB · n|dx)), ̺ ≥ 0,
m ∈ Cweak,loc([0,∞);L
2γ
γ+1 (Ω;Rd)),
m = ̺u a.a., where (u− uB) ∈ L
2
loc([0,∞);W
1,2
0 (Ω;R
d)),
Ecg ∈ BVloc[0,∞), ca`gla`g, Ecg(0−) ≡ E0.
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• Equation of continuity.
−
∫
Ω
̺0ϕ dx+
∫ ∞
0
∫
Γout
ϕ̺uB · n d Sx +
∫ ∞
0
∫
Γin
ϕ̺BuB · n d Sx
=
∫ ∞
0
∫
Ω
[
̺∂tϕ+ ̺u · ∇xϕ
]
dxdt,
(2.3)
holds for any ϕ ∈ C1c ([0,∞) × Ω). In addition, a renormalized version of (2.3):
−
∫
Ω
b(̺0)ϕ dx =
∫ ∞
0
∫
Ω
[
b(̺)∂tϕ+ b(̺)u · ∇xϕ−
(
b′(̺)̺− b(̺)
)
divxu
]
dxdt (2.4)
holds for any ϕ ∈ C1c ([0,∞) × Ω), and any b ∈ C
1[0,∞), b′ ∈ Cc[0,∞).
• Momentum equation.
−
∫
Ω
m0 ·ϕ dx =
∫ ∞
0
∫
Ω
[
̺u ·∂tϕ+̺u⊗u : ∇xϕ+p(̺)divxϕ−S(Dxu) : ∇xϕ+̺g ·ϕ
]
dx (2.5)
holds for any ϕ ∈ C1c ([0,∞) × Ω;R
d).
• Total energy balance.
The total energy
Ecg ∈ BVloc[0,∞), Ecg(t) =
∫
Ω
[
1
2
̺
∣∣∣∣m̺ − uB
∣∣∣∣2 + P (̺)
]
(t, ·) dx for a.a. t ∈ [0,∞) (2.6)
satisfies
−
∫ ∞
0
∂tψEcg dt+
∫ ∞
0
ψ
∫
Ω
S(Dxu) : Dxu dxdt
+
∫ ∞
0
ψ
∫
Γout
P (̺)uB · n dSx dt+
∫ ∞
0
ψ
∫
Γin
P (̺B)uB · n dSx dt
≤ ψ(0)E0
−
∫
Ω
∫ ∞
0
ψ [̺u⊗ u+ p(̺)I] : ∇xuB dxdt−
∫ ∞
0
ψ
∫
Ω
̺u · uB · ∇xuB dxdt
+
∫ ∞
0
ψ
∫
Ω
S(Dxu) : DxuB dxdt+
∫ ∞
0
ψ
∫
Ω
̺g · (u− uB) dxdt
(2.7)
for any ψ ∈ C1c [0,∞), ψ ≥ 0.
As the functions ̺ and m are weakly continuous in time, we have
Ecg(t±) ≥ E(t) ≡
∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx for any t ∈ [0,∞), with the convention E(0−) = E0. (2.8)
7
Moreover,
Ecg(t±) = E(t) =
∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx
at any Lebesgue point t ∈ (0,∞) of the function E ∈ L∞loc[0,∞).
(2.9)
Remark 2.2. Note that all the times t for which (2.9) holds are automatically points of continuity of
Ecg ∈ BVloc[0,∞).
Definition 2.1 is more in the spirit of Lions [34] than Chang, Jin, and Novotny´ [13]. The main point is
the weak formulation of the equation of continuity (2.3) that includes also the “trace” of ̺ on ∂Ω. Here,
̺|∂Ω is understood as
(̺|∂Ω)uB · n =m · n on ∂Ω, (2.10)
where the traces of both uB andm·n are well defined, cf. Chen, Torres, Ziemer [14]. With this convention,
we have
̺|Γin = ̺B .
We point out that ̺ belongs a priori only to the Lebesgue space Lγ(Ω) for which the boundary trace is
not well defined. Relation (2.10) is therefore understood as a definition of the trace of ̺ on the set where
uB · n 6= 0.
3 Main result
Some preliminaries are needed before we state our main result. To begin with, it is convenient for the
trajectories t 7→ [̺,m](t, ·) to range in a Polish space rather than Lγ × L
2γ
γ+1 endowed with the (non–
metrizable) weak topology. One possibility is to adapt the approach of Cardona and Kapitanski [12] based
on considering the topology of the injective limit of bounded (weakly metrizable) balls in Lγ×L
2γ
γ+1 . Here,
we opted for a simpler way replacing Lγ × L
2γ
γ+1 by a larger space
W−k,2(Ω)×W−k,2(Ω;Rd), k >
d
2
+ 1.
Note that
W−k,2(Ω) =
[
W
k,2
0 (Ω)
]∗
is a separable Hilbert space, W k,20 →֒→֒ C
1(Ω) if k >
d
2
+ 1.
We adopt the standard identification of W k,20 as a subspace of W
−k,2 via the Riesz isometry,
W
k,2
0 →֒ L
2 ≈ (L2)∗ →֒W−k,2.
As W k,20 can be always identified with a domain of a suitable elliptic operator, we suppose there is an
L2−orthonormal basis {rm}
∞
m=1 of W
k,2
0 (Ω) such that
〈̺, s〉W−k,2(Ω) =
∞∑
m=1
λ−k/2m
(∫
Ω
̺rm dx
)(∫
Ω
srm dx
)
for a suitable sequence of eigenvalues λm →∞.
(3.1)
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Similarly
〈m,v〉W−k,2(Ω;Rd) =
∞∑
m=1
Λ−k/2m
(∫
Ω
m ·wm dx
)(∫
Ω
v ·wi dx
)
for a suitable sequence of eigenvalues Λm →∞,
(3.2)
where {wm}
∞
m=1 is orthonormal in L
2(Ω;Rd).
Finally, we introduce the projections,
̺M ≡
[∫
Ω
̺r1 dx, . . . ,
∫
Ω
̺rM dx
]
,mM ≡
[∫
Ω
m ·w1 dx, . . . ,
∫
Ω
m ·wM dx
]
[̺M ,mM ] ∈WM ≈ R
2M .
3.1 Data space
The data space must accommodate the initial conditions [̺0,m0] as well as the boundary data [̺B ,uB ]
and the driving force g. Accordingly, we introduce
D =
{
[̺0,m0, ̺B ,uB ,g]
∣∣∣ ̺0 ∈ Lγ(Ω),m0 ∈ L 2γγ+1 (Ω;Rd), ∫
Ω
E
(
̺0,m0
∣∣∣ uB) dx <∞
̺B ∈ C(∂Ω), ̺B ≥ ̺ > 0, uB ∈ C
1(Ω;Rd), g ∈ C(Ω;Rd)
} (3.3)
- a Borel subset of the Polish space
XD ≡W
−k,2(Ω)×W−k,2(Ω;Rd)× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd).
Indeed
D = ∪N>0
{
[̺0,m0, ̺B ,uB ,g]
∣∣∣ ̺0 ∈ Lγ(Ω),m0 ∈ L 2γγ+1 (Ω;Rd), ∫
Ω
E
(
̺0,m0
∣∣∣ uB) dx ≤ N
̺B ∈ C(Ω), ̺B ≥ ̺, uB ∈ C
1(Ω;Rd), g ∈ C(Ω;Rd)
}
where the set on the right–hand side is a countable union of closed subsets of XD.
For notational convenience, from now on we will denote by dB ∈ C(∂Ω)× C
1(Ω;Rd)× C(Ω;Rd) the
triplet of data [̺B ,uB ,g].
3.2 Statistical solution
We are ready to introduce the concept of statistical solution to the problem (1.1)–(1.4). The statistical
solution reflects the time evolution of the distribution of the data and of the solution at later times.
Accordingly, the best way to describe the evolution of the initial data distribution is the semigroup of
linear operators on the set of probability measures defined on the data space D. We consider the set D
as a Borel subset of the space XD and denote
P[D] =
{
ν
∣∣∣ ν a complete Borel probability measure on XD, supp[ν] ⊂ D} .
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Definition 3.1 (Statistical solution). A statistical solution of the problem (1.1)–(1.4) is a family of
(Markov) operators {Mt}t≥0,
Mt : P[D]→ P[D] for any t ≥ 0,
enjoying the following properties:
•
M0(ν) = ν for any ν ∈ P[D];
•
Mt
(
N∑
i=1
αiνi
)
=
N∑
i=1
αiMt(νi), for any αi ≥ 0,
N∑
i=1
αi = 1, νi ∈ P(D), t ≥ 0;
•
Mt+s =Mt ◦Ms for any t ≥ 0 and a.a. s ∈ (0,∞); (3.4)
•
t 7→Mt(ν) is continuous with respect to the weak topology on P(D) (3.5)
for any ν ∈ P(D);
•
Mt
(
δ[̺0,m0,dB]
)
= δ[̺(t,·),m(t,·),dB ] for any t ≥ 0,
Mt (ν) =
∫
D
δ[̺(t,·),m(t,·),dB ]dν(̺0,m0,dB) for any ν ∈ P[D],
(3.6)
where [̺,m] is a finite energy weak solution in the sense of Definition 2.1, with the data (̺0,m0,dB)
and
E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx.
Remark 3.2. It follows from (3.5) that the mapping
M : [0,∞) ×D → D, (t, [̺0,m0,dB ]) 7→Mt
(
δ[̺0,m0,dB]
)
= δ[̺(t,·),m(t,·),dB ] ≈ [̺(t, ·),m(t, ·),dB ]
is ([0,∞) ×D;D) Borel measurable. Here we have identified the data space D with a subspace of P[D],
[̺,m,dB ] ∈ D ≈ δ[̺,m,dB] ∈ P[D].
Remark 3.3. The property (3.6) anticipates the existence of a Borel measurable mapping on D:
U(t) : [̺0,m0,dB ] 7→ [̺(t, ·),m(t, ·),dB ],
where [̺,m] is a finite energy weak solution corresponding to the data (̺0,m0,dB) and
E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx.
The mapping
Φ ∈ BM(D) 7→ Φ ◦U(t) ∈ BM(D)
is called the adjoint of the Markov operator Mt.
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The “almost semigroup” property (3.4) should be understood in the following sense: For any ν ∈ P[D]
there exists a set of s ∈ (0,∞) of full measure such that (3.4) holds. In general, the set of “exceptional
times” depends on the measure ν.
Thanks to the property (3.6), the statistical solution reduces to a weak solution provided the data
are concentrated at one point. Thus the framework is a proper extension of the standard concept of
weak solution, contained as a special case. Statistical solutions share the same deficiency with the weak
solutions – they are not (known to be) uniquely determined by the initial data. As we shall see in Section
7, however, uniqueness can be restored on the sets of the data that give rise to smooth solutions of the
problem.
3.3 Main result
We are ready to state our main result.
Theorem 3.4. Let the pressure be given by the EOS (2.1), with γ > d2 . Let D be the data set introduced
in (3.3). Let V0 be a complete Borel measure on the (separable) Banach space
XD =W
−k,2(Ω)×W−k,2(Ω;Rd)×C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd)
such that
supp[V0] ⊂ D.
Then the following holds:
• There exists a mapping
[̺,m] : [0,∞) ×D → W−k,2(Ω)×W−k,2(Ω;Rd), (3.7)
measurable with respect to dt× V0, enjoying the following properties:
–
[̺,m](0; ̺0,m0,dB) = [̺0,m0]; (3.8)
–
t 7→ [̺,m](t; ̺0,m0,dB) ∈ Cloc([0,∞);XD) (3.9)
is a finite energy weak solution of the Navier–Stokes system (1.1)–(1.4) in the sense of Defini-
tion 2.1, with the data
[̺0,m0,dB ] ∈ D, and the initial energy E0 =
∫
Ω
E
(
̺0,m0
∣∣∣ uB) dx;
–
[̺,m](t+s; ̺0,m0,dB) = [̺,m]
(
t, [̺,m](s; ̺0,m0,dB),dB
)
for any t ≥ 0 and a.a. s ∈ [0,∞).
(3.10)
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• The family {Vt}t≥0 of Borel measures on XD defined as∫
XD
Φ(̺,m,dB)dVt(̺,m,dB) ≡
∫
D
Φ
(
̺(t; ̺0,m0,dB),m(t; ̺0,m0,dB),dB
)
dV0(̺0,m0,dB)
for any t ≥ 0, Φ ∈ BC(XD),
(3.11)
where [̺,m] is the mapping introduced in (3.7), satisfies
−
∫ ∞
0
∂tψ(t)
[∫
XD
Φ
(
̺M ,mM ,
∫
Ω
E
(
̺,m
∣∣∣uB) dx)dVt(̺,m,dB)] dt
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(̺M ,mM , E)
∫
Ω
S(Dxu) : Dxu dx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(̺M ,mM , E)
∫
Γout
P (̺)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(̺M ,mM , E)
∫
Γin
P (̺B)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
≤ ψ(0)
∫
D
Φ
(
̺0,M ,m0,M ,
∫
Ω
E
(
̺0,m0
∣∣∣ uB) dx)dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
M∑
i=1
∂Φ
∂ri
(̺M ,mM , E)
∫
Ω
̺u · ∇xri dx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
M∑
i=1
∂Φ
∂wi
(̺M ,mM , E)×
×
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(̺M ,mM , E)
(
−
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx
−
∫
Ω
̺u · uB · ∇xuB dx+
∫
Ω
S(Dxu) : DxuB dx+
∫
Ω
̺g · (u− uB) dx
))
dt
]
dV0(̺0,m0,dB)
(3.12)
for any ψ ∈ C1c [0,∞), ψ ≥ 0, for any M ∈ N and any
Φ = Φ(r,w, e), Φ ∈ C1(RM ×RM ×R), ∇Φ ∈ BC(RM ×RM ×R;RM ×RM ×R),
∂Φ
∂e
≥ 0.
Remark 3.5. For the sake of brevity, we have omitted the dependence on the data [̺0,m0,dB ] in the
arguments of all integrals with respect to dV0 in (3.12). In general,∫ ∞
0
ψ(t)
(∫
Ω
F(̺,m,u,dB) ·DΦ dx
)
dt dV0[̺0,m0,dB ]
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is interpreted as∫ ∞
0
ψ(t)
(∫
Ω
F(̺(t; [̺0,m0,dB ]),m(t; [̺0,m0,dB ]),u(t; [̺0,m0,dB ]),d0) ·DΦ dx
)
dt dV0[̺0,m0,dB ],
where the velocity u on any time interval [0, T ] is uniquely determined by ̺ and m, thus by the data
[̺0,m0,dB ]. The mapping
(t, [̺0,m0,dB ])→ u(t; [̺0,m0,dB ])
must be measurable with respect to dt⊗ V0 for the integral to be well defined. The same applies to the
integral containing the “trace” ̺|∂Ω. This issue will be handled in the proof of Theorem 3.4 in Section 6.
Corollary 3.6. The mapping
Mt : P[D]→ P[D], Mt[V0] 7→ Vt
is a statistical solution in the dense of Definition 3.1.
The following three sections are devoted to the proof of Theorem 3.4 and Corollary 3.6. We finish
this part by some remarks on how our concept of statistical solution is related to that one introduced by
Foias et al [24], [25] in the context of the incompressible Navier–Stokes system.
The inequality (3.12) contains all information concerning the behavior of the parametrized measure
{Vt}t≥0. In particular, we may consider Φ = Φ(r) independent of w and e. In this case, relation (3.12)
reduces to equality:
−
∫ ∞
0
∂tψ(t)
∫
XD
Φ (̺M ) dVt(̺,m,dB) dt = ψ(0)
∫
D
Φ (̺0,M ) dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
M∑
i=1
∂Φ
∂ri
(̺M )
∫
Ω
̺u · ∇xri dx
)
dt
]
dV0(̺0,m0,dB)
that can be interpreted as the integrated version of the equation of continuity (2.3). Note that ri ∈
W
k,2
0 (Ω); whence the boundary terms in (2.3) vanish. As ̺ is weakly continuous in time, we may deduce[∫
XD
Φ(̺M )dVt
]t=τ2
t=τ1
=
∫
D
[∫ τ2
τ1
(
M∑
i=1
∂Φ
∂ri
(̺M )
∫
Ω
̺u · ∇xri dx
)
dt
]
dV0(̺0,m0,dB) (3.13)
for any 0 ≤ τ1 ≤ τ2.
Next, we may consider Φ = Φ(w) obtaining an analogue of the momentum equation,
−
∫ ∞
0
∂tψ(t)
∫
XD
Φ (mM ) dVt(̺,m,dB) dt = ψ(0)
∫
D
Φ (m0,M ) dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
M∑
i=1
∂Φ
∂wi
(mM )×
×
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dx
)
dt
]
dV0(̺0,m0,dB);
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whence, similarly to (3.13),[∫
XD
Φ(mM )dVt
]t=τ2
t=τ1
=
∫
D
[∫ τ2
τ1
(
M∑
i=1
∂Φ
∂wi
(mM )×
×
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dx
)
dt
]
dV0(̺0,m0,dB).
(3.14)
for any 0 ≤ τ1 ≤ τ2.
Finally, we consider Φ = Φ(e), ∂Φ(e)∂e ≥ 0 obtaining the energy inequality:
−
∫ ∞
0
∂tψ(t)
[∫
XD
Φ
(∫
Ω
E
(
̺,m
∣∣∣uB) dx)dVt(̺,m,dB)] dt
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(E)
∫
Ω
S(Dxu) : Dxu dx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(E)
∫
Γout
P (̺)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(E)
∫
Γin
P (̺B)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
≤ ψ(0)
∫
D
Φ
(∫
Ω
E
(
̺0,m0
∣∣∣ uB) dx)dV0(̺0,m0,dB)
+
∫
D
[∫ ∞
0
ψ(t)
(
∂Φ
∂e
(E)
(
−
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx
−
∫
Ω
̺u · uB · ∇xuB dx+
∫
Ω
S(Dxu) : DxuB dx+
∫
Ω
̺g · (u− uB) dx
))
dt
]
dV0(̺0,m0,dB).
(3.15)
Similarly to (3.13), (3.14), we may deduce from (3.15):[∫
XD
Φ
(∫
Ω
E
(
̺,m
∣∣∣uB) dx)dVt(̺,m,dB)]t=τ2
t=τ1
+
∫
D
[∫ τ2
τ1
(
∂Φ
∂e
(E)
∫
Ω
S(Dxu) : Dxu dx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ τ2
τ1
(
∂Φ
∂e
(E)
∫
Γout
P (̺)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
+
∫
D
[∫ τ2
τ1
(
∂Φ
∂e
(E)
∫
Γin
P (̺B)uB · n dSx
)
dt
]
dV0(̺0,m0,dB)
≤ −
∫
D
[∫ τ2
τ1
(
∂Φ
∂e
(E)
(∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx
+
∫
Ω
̺u · uB · ∇xuB dx−
∫
Ω
S(Dxu) : DxuB dx−
∫
Ω
̺g · (u− uB) dx
))
dt
]
dV0(̺0,m0,dB)
(3.16)
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for a.a. τ1 ≤ τ2 including τ1 = 0 - the Lebesgue point of the function
t 7→
∫
XD
Φ
(∫
Ω
E
(
̺,m
∣∣∣uB) dx)dVt(˜̺, m˜,dB).
Moreover, in view of weak lower semi–continuity of the energy, validity of the inequality (3.16) extends
to any τ2 > 0.
As the last comment, we point out that, differently from [24], [25], the statistical solutions constructed
here enjoy two additional properties: on the one hand, the semigroup property (3.4) (in the spirit of
Flandoli and Romito [20]), and on the other hand, the “consistency” property (3.6) with the classical
notion of weak solution. In addition, as we show in Section 7, the statistical solutions are continuous at
measures supported by regular initial data.
4 Existence theory for the Navier–Stokes system
The existence of global in time finite energy weak solutions for the initial data
[̺0,m0, E0], with E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx
has been proved by Chang, Jin, and Novotny´ [13]. As a matter of fact, they (i) replace the weak
formulation (2.3) by a weaker stipulation
−
∫
Ω
̺0ϕ dx+
∫ ∞
0
∫
Γin
ϕ̺BuB · n d Sx =
∫ ∞
0
∫
Ω
[
̺∂tϕ+ ̺u · ∇xϕ
]
dxdt, (4.1)
for any ϕ ∈ C1c ([0,∞) × Ω ∪ Γin); (ii) omit the (positive) integral∫
Γout
P (̺)uB · n dSx
in the energy balance; (iii) consider the energy balance (2.7) only in the integrated form:[∫
Ω
E
(
̺,m
∣∣∣uB) dx]t=τ
t=0
+
∫ τ
0
∫
Ω
S(Dxu) : Dxu dxdt+
∫ τ
0
∫
Γin
P (̺B)uB · n dSx dt
≤ −
∫ τ
0
∫
Ω
(̺u⊗ u+ p(̺)I) : ∇xuB dxdt−
∫ τ
0
∫
Ω
̺u · uB · ∇xuB dxdt
+
∫ τ
0
∫
Ω
S(Dxu) : DxuB dx+
∫ τ
0
∫
Ω
̺g · (u− uB) dxdt
(4.2)
for any τ ≥ 0.
Let us comment shortly on the modifications necessary to accommodate the present weak formulation
in the framework of [13]. To begin with, the equation of continuity can be obviously considered in the
form (2.3), as the boundary integral over the outflux part Γout is linear in ̺, cf. also Lions [34]. As for∫
Γout
P (̺)uB · n dSx
15
in the energy inequality (2.7), we note that the pressure potential P is convex as the pressure is monotone
in the present setting; whence it can be retained in (2.7) as the integral is weakly l.s.c.
Finally, the energy inequality in the differential form (2.7) requires a priori estimates rending the
pressure potential P (̺) equi–integrable in Ω. As pointed out in Chang, Jin, and Novotny´ [13, Section 6],
this might be a delicate issue as the standard method, used in [13], gives rise to bounds∫ T
0
∫
K
p(̺)̺α dxdt ≤ c(T ;K) for some α > 0 and any compact K ⊂ Ω.
We claim that the equi–integrablity of the pressure up to the boundary can be established by using a
suitable test function
ϕ(t, x) = ψ(t)w(x), ψ ∈ C1c [0,∞), w ∈W
1,q
0 (Ω;R
d), q >> 1, divxw→∞ as x→ ∂Ω,
cf. e.g. Kukucˇka [31], or [17, Proposition 6.1] for details.
Implementing the above changes in the proof in [13], we state the following result.
Proposition 4.1 (Global–in–time weak solution). Let Ω ⊂ Rd, d = 2, 3 be a bounded domain of class
C2. Let the boundary data
̺B ∈ C(∂Ω), uB ∈ C
1(Ω;Rd), g ∈ C(Ω;Rd),
together with the initial data
̺0, m0,
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx ≤ E0,
be given. Finally, suppose that the pressure is given by EOS (2.1), with γ > d2 .
Then the problem (1.1)–(1.4) admits a finite energy weak solution [̺,m] in [0,∞)×Ω in the sense of
Definition 2.1.
Consider the bases {ri}
∞
i=1, {wi}
∞
i=1 introduced in (3.1), (3.2). Revisiting the weak formulation (2.3),
we obtain
d
dt
∫
Ω
̺ri dx =
∫
Ω
̺u · ∇xri dx,
∫
Ω
̺(0, ·)ri dx =
∫
Ω
̺0ri dx, i = 1, 2, . . . (4.3)
Similarly, it follows from (2.5) that
d
dt
∫
Ω
m ·wi dx
=
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dx,∫
Ω
m(0, ·) ·wi dx =
∫
Ω
m0 ·wi dx, i = 1, 2, . . .
(4.4)
Finally, the energy inequality (2.7) can be interpreted as
d
dt
Ecg +
∫
Ω
S(Dxu) : Dxu dx+
∫
Γout
P (̺)uB · n dSx +
∫
Γin
P (̺B)uB · n dSx
≤ −
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx−
∫
Ω
̺u · uB · ∇xuB dx
+
∫
Ω
S(Dxu) : DxuB dx+
∫
Ω
̺g · (u− uB) dx, Ecg(0+) ≤ E0,
(4.5)
16
as soon as Ecg ∈ BVloc[0,∞) is considered as a ca`gla`d function.
Now, consider Φ ∈ C1(RM ×RM ×R), Φ = Φ(r,w, e) such that
∇Φ ∈ Cc(R
M ×RM ×R;RM ×RM ×R),
∂Φ
∂e
≥ 0.
Applying the chain rule for a composition of a C1 function with a BV function (see e.g. Ambrosio and
Dal Maso [2]), we deduce from (4.3)–(4.5):
d
dt
Φ (̺M ,mM , Ecg) +
∂Φ
∂e
(̺M ,mM , Ecg)
∫
Ω
S(Dxu) : Dxu dx
+
∂Φ
∂e
(̺M ,mM , Ecg)
(∫
Γout
P (̺)uB · n dSx +
∫
Γin
P (̺B)uB · n dSx
)
≤
M∑
i=1
∂Φ
∂ri
(̺M ,mM , Ecg)
∫
Ω
̺u · ∇xri dx
+
M∑
i=1
∂Φ
∂wi
(̺M ,mM , Ecg)
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dx
−
∂Φ
∂e
(̺M ,mM , Ecg)
(∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx+
∫
Ω
̺u · uB · ∇xuB dx−
∫
Ω
S(Dxu) : DxuB dx
)
+
∂Φ
∂e
(̺M ,mM , Ecg)
∫
Ω
̺g · (u− uB) dx
(4.6)
in D′(0,∞), with
Φ (̺M ,mM , Ecg) (0+) ≤ Φ (̺0,M ,m0,M , E0) . (4.7)
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For future use, it is more convenient to rewrite (4.6), (4.7) in the distributional form
−
∫ ∞
0
d
dt
ψ(t)Φ (̺M ,mM , E) dt+
∫ ∞
0
ψ(t)
∂Φ
∂e
(̺M ,mM , E)
∫
Ω
S(Dxu) : Dxu dxdt
+
∫ ∞
0
ψ(t)
∂Φ
∂e
(̺M ,mM , E)
(∫
Γout
P (̺)uB · n dSx +
∫
Γin
P (̺B)uB · n dSx
)
dt
≤ ψ(0)Φ (̺0,M ,m0,M , E0)
+
∫ ∞
0
ψ(t)
M∑
i=1
∂Φ
∂ri
(̺M ,mM , E)
∫
Ω
̺u · ∇xri dxdt
+
∫ ∞
0
ψ(t)
M∑
i=1
∂Φ
∂wi
(̺M ,mM , E)
∫
Ω
[
̺u⊗ u : ∇xwi + p(̺)divxwi − S(Dxu) : ∇xwi + ̺g ·wi
]
dxdt
−
∫ ∞
0
ψ(t)
∂Φ
∂e
(̺M ,mM , E)
(∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx+
∫
Ω
̺u · uB · ∇xuB dx
)
dt
+
∫ ∞
0
ψ(t)
∂Φ
∂e
(̺M ,mM , E)
∫
Ω
S(Dxu) : DxuB dxdt
+
∫ ∞
0
ψ(t)
∂Φ
∂e
(̺M ,mM , E)
∫
Ω
̺g · (u− uB) dxdt
(4.8)
for any ψ ∈ C1c [0,∞), ψ ≥ 0. Note that we have replaced
Ecg by E ≡
∫
Ω
E
(
̺,m
∣∣∣uB) dx as Ecg(t) = E(t) for a.a. t ∈ (0,∞).
5 Measurable semiflow selection
Similarly to Basaricˇ [3], we apply the method of Krylov [30] adapted to the deterministic problems by
Cardona and Kapitanski [12].
5.1 Extended data space
As the energy inequality is an indispensable part of the definition of weak solutions, it is convenient to
extend the data space D to include the scalar value of the total energy E0. Accordingly, we introduce
DE =
{
[̺0,m0, E0, ̺B ,uB ,g]
∣∣∣ ∫
Ω
E
(
̺0,m0
∣∣∣uB) dx ≤ E0, ̺B ∈ C(∂Ω), ̺B ≥ ̺ > 0,
uB ∈ C
1(Ω;Rd), g ∈ C(Ω;Rd)
}
.
We consider DE as a closed subset of the Polish space
[̺0,m0, E0, ̺B ,uB ,g] ∈ X˜DE ≡ L
γ(Ω)× L
2γ
γ+1 (Ω;Rd)×R× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd).
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The choice of the topology is rather inconsistent with the space D introduced in (3.3), where the
(̺0,m0)−components are considered in the large space W
−k,2(Ω)×W−k,2(Ω;Rd). Note however that
XDE ≡W
−k,2(Ω)×W−k,2(Ω;Rd)×R× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd)
and X˜DE admit the same family of Borel sets on DE. Indeed the Borel sets of X˜DE coincide with those of
Lγ(Ω)[weak]× L
2γ
γ+1 (Ω;Rd)[weak]×R× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd)
as Lγ(Ω) and L
2γ
γ+1 (Ω;Rd) are reflexive separable Banach spaces. Next, we write
DE = ∪
∞
N=1DE,N , DE,N =
{
[̺0,m0, E0, ̺B ,uB ,g]
∣∣∣ E0 ≤ N} ,
where the topologies Lγ(Ω)[weak] × L
2γ
γ+1 (Ω;Rd)[weak] and W−k,2(Ω) ×W−k,2(Ω;Rd) are equivalent on
the closed sets DE,N . We may infer that the topologies of X˜DE and XDE generate the same family of
Borel sets when restricted to DE .
5.2 Trajectory space
Trajectory space should accommodate the curves t 7→ [̺,m](t, ·) as well as t 7→ Ecg(t). In view of the
properties of the solution [̺,m], it is convenient to consider
[̺,m] ∈ Cloc([0,∞);W
−k,2(Ω)×W−k,2(Ω;Rd)).
The total energy Ecg is defined as a ca`gla`d function on [0,∞), where Ecg(0) is fixed as E0. A suitable
function space is therefore the Skorokhod space of ca`gla`d functions
D̂([0,∞);R) ⊂ D([−1,∞);R), D̂([0,∞);R) =
{
E
∣∣∣ E ca`gla`d in (0,∞), E|[−1,0] ≡ E0 ≥ E(0+)} .
The space D([−1,∞);R) endowed with a suitable metric is a Polish space. We refer to Jakubowski [29]
or Whitt [40] for the basic properties of the Skorokhod space D([−1,∞);R).
We consider the trajectory space for the curves t 7→ [̺(t, ·),m(t, ·), Ecg(t)],
T = Cloc([0,∞);W
−k,2(Ω))× Cloc([0,∞);W
−k,2(Ω;Rd))× D̂([0,∞);R).
Note that T is a Polish space.
5.3 General setting
Following Cardona and Kapitanski [12], we consider the abstract scheme based for general measurable
mappings from the data space DE to the trajectory space T . For each [̺0,m0, E0,dB ] ∈ DE we consider
the set
U [̺0,m0, E0,dB ] ⊂ T ,
U [̺0,m0, E0,dB ] =
{
[̺,m, Ecg]
∣∣∣ [̺,m, Ecg] is a finite energy weak solution with the data [̺0,m0, E0,dB ]} .
19
Accordingly,
U : DE → 2
T
can be considered as a multivalued mapping ranging in the subsets of the trajectory space T .
We shall verify that U satisfies the following conditions:
• [A1] Existence. For each [̺0,m0, E0,dB ] there exists at least one finite energy weak solution
[̺,m, Ecg] ∈ U [̺0,m0, E0,dB ].
• [A2] Compactness. The set U [̺0,m0, E0,dB ] is a compact subset of T for any [̺0,m0, E0,dB ] ∈
DE.
• [A3] Measurability. The mapping
U : DE → 2
T
is Borel measurable with respect to the topology of X˜DE on DE and the Hausdorff complementary
topology defined on compact subsets of 2T .
• [A4] Shift property. If
[̺,m, Ecg] ∈ U [̺0,m0, E0,dB ],
then
[˜̺, m˜, E˜cg], defined as ˜̺(t, ·) = ̺(t+ T ; ·), m˜(t, ·) = ̺(t+ T ; ·), E˜cg(t) = Ecg(t+ T ), t ≥ 0,
belongs to
U [̺(T, ·),m(T, ·), Ecg(T ),dB ]
for any T ≥ 0.
• [A5] Continuation property.
Let [̺,m, Ecg] ∈ U [̺0,m0, E0,dB ] and [˜̺, m˜, E˜cg] ∈ U [̺(T, ·),m(T, ·), E(T ),dB ] for some T ≥ 0.
Then
[̺,m, Ecg] ∪T [ ˜̺, m˜, E˜cg] ≡
{
[̺(t, ·),m(t, ·), Ecg(t)] for t ≤ T,
[ ˜̺(t− T ), m˜(t− T ), E˜cg(t− T )] for t > T
belongs to
U [̺0,m0, E0,d0].
The following result was proved by Cardona and Kapitanski [12], see also [7].
Proposition 5.1. Suppose that both the data space DE and the trajectory space T are Polish spaces. Let
U ,
U : DE → 2
T
be a set–valued mapping satisfying the axioms [A1] – [A5].
The there exists a measurable semi–flow selection U – a mapping
U : DE → T ,
enjoying the following properties:
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•
U(̺0,m0, E0,dB) ∈ U [̺0,m0, E0,dB ] for any [̺0,m0, E0,dB ] ∈ DE .
•
U : DE → T is Borel measurable.
•
U(̺0,m0, E0,dB)(t+ s) = U (U(s, ·)[̺0,m0, E0,dB ],d0) (t) for any t, s ≥ 0.
Remark 5.2. As the mapping
U : DE → T
is Borel measurable, we observe that
U(t) : DE → DE is Borel measurable for any t ≥ 0,
and
U : [0,∞) ×DE → DE
is jointly Borel measurable. Indeed for each trajectory
U : [0,∞)→ T
we introduce its left regularization
Uε(t) =
1
ε
∫ t
t−ε
U(s) ds, t ≥ 0,
where U has been extended to be constant in [−1, 0]. The functions Uε being continuous are jointly
(Borel) measurable in [0,∞) ×DE. By the same token, the mapping
Uε(t) : DE → DE is Borel measurable.
As ̺, m are continuous functions of t and Ecg is ca`gla`d, Uε converges to U pointwise in [0,∞) × DE as
ε→ 0.
In the present setting, axiom [A1] is satisfied in view of the existence result stated in Proposition 4.1.
Axioms [A4], [A5] can be verified in the same way as in Basaricˇ [3], [7]. Finally, as observed in [7], axioms
[A2], [A3] follow from the property of weak sequential stability stated below.
Proposition 5.3 (Weak sequential stability). Let
[̺0,n,m0,n, E0,n,dB,n] ∈ DE → [̺0,m0, E0,dB ] ∈ DE
in the topology of X˜DE .
Then any sequence of finite energy weak solutions [̺n,mn, Ecg,n] contains a subsequence (not relabeled
here) such that
[̺n,mn, Ecg,n]→ [̺,m, Ecg] in T ,
where [̺,m, Ecg] is a finite energy weak solutions corresponding to the data [̺0,m0, E0,dB ].
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Remark 5.4. We point out that it is aboslutely necessary here to consider the topology of the space
X˜DE , in particular, the initial densities must converge strongly in L
γ(Ω).
Proof. Revisiting the proof of global existence in [13], Proposition 5.3 basically coincides with the last
step of the existence proof - the artificial pressure limit - with the necessary modifications indicated in
Section 4 above. The only additional issue is therefore showing convergence of the energies,
Ecg,n → Ecg in the Skorokhod space D̂([0,∞);R). (5.1)
In view of the energy inequality (2.7), the functions
Gn(t) ≡ Ecg,n(t) +
∫ t
0
Fn(t) dt,
where Fn ≡
∫
Γin
P (̺B,n)uB,n · n dSx +
∫
Ω
[̺nun ⊗ un + p(̺n)I] : ∇xuB,n dx+
∫
Ω
̺nun · uB,n · ∇xuB,n dx
−
∫
Ω
S(Dxun) : DxuB,n dx−
∫
Ω
̺ngn · (un − uB,n) dx,
(5.2)
are non–increasing and bounded above by E0,n in [0,∞). By virtue of the uniform energy bounds and the
compactness arguments, we deduce[
τ 7→
∫ τ
0
Fn(t) dt
]
→
[
τ 7→
∫ τ
0
F (t) dt
]
in Cloc[0,∞),
where
F ≡
∫
Γin
P (̺B)uB · n dSx +
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuB dx+
∫
Ω
̺u · uB · ∇xuB dx
−
∫
Ω
S(Dxu) : DxuB dx−
∫
Ω
̺g · (u− uB) dx.
Accordingly, for (5.1) to hold, it is enough to show
Gn → G in D([−1,∞);R),
where we have extended
Gn(t) = E0,n for t ∈ [−1, 0],
and where
G(τ) =
{
E0 if τ ∈ [−1, 0],
Ecg(τ) +
∫ τ
0 F (t) dt if τ > 0.
As Gn are non–increasing, and, obviously, converge uniformly for t ∈ [−1, 0] to G, the convergence in the
space D[−1,∞;R) is equivalent to showing
Gn(t)→ G(t) ⇔ Ecg,n(t)→ Ecg(t) for a dense set of times t ∈ (0,∞), (5.3)
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see Whitt [40, Corollary 12.5.1]. Seeing that
Ecg(t) =
∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx for a.a. t ∈ (0,∞),
and ∫
Ω
E
(
̺n,mn
∣∣∣uB,n) dx→ ∫
Ω
E
(
̺,m
∣∣∣uB) dx in L1loc[0,∞),
we may infer that (5.3) holds for a.a. t ∈ (0,∞), passing to a suitable subsequence as the case may be.
Consequently, we may apply the abstract result stated in Proposition 5.1 to the family of finite energy
weak solutions to the Navier–Stokes system.
Proposition 5.5 (Semiflow selection). To each data
[̺0,m0, E0,dB ] ∈ DE
we can associate a finite energy weak solution of the Navier–Stokes system (1.1)–(1.4) in [0,∞) × Ω,
[̺,m, Ecg] ∈ T , [̺,m, Ecg] = [̺,m, Ecg]
(
t; [̺0,m0, E0,dB ]
)
in such a way that the following holds:
•
[̺,m, Ecg]
(
t+ s; [̺0,m0, E0,dB ]
)
= [̺,m, Ecg]
(
t; [̺,m, Ecg](s)[̺0,m0, E0,dB ],dB
)
for any s, t ≥ 0;
• the mapping
[̺,m, Ecg](t, ·) : DE →
[
W−k,2(Ω)×W−k,2(Ω;Rd)×R
]
is Borel measurable
for any t ≥ 0;
• the mapping
[̺,m, Ecg] : [0,∞)×DE →
[
W−k,2(Ω)×W−k,2(Ω;Rd)×R
]
is jointly Borel measurable.
Finally, anticipating the situation considered in Theorem 3.4, we identify the data space D introduced
in (3.3) with a Borel subset of D
D =
{
[̺0,m0, E0,d0]
∣∣∣ E0 = ∫
Ω
E
(
̺0,m0
∣∣∣uB) dx} .
Reformulating the conclusion of Proposition 5.5, we obtain the following result that proves the first
part of Theorem 3.4.
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Proposition 5.6. Let D be the space of data introduced in (3.3) endowed with the topology of the Banach
space XD,
XD =W
−k,2(Ω)×W−k,2(Ω;Rd)× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd).
Then for each data
[̺0,m0,dB ] ∈ D
there exists a finite energy weak solution [̺,m] of the Navier–Stokes system (1.1)–(1.4) in [0,∞)×Ω such
that the mapping
[̺,m] : [0,∞)×D → D, [̺,m] = [̺,m]
(
t; [̺0,m0,dB ]
)
,
enjoys the following properties:
• for any [̺0,m0,dB ] ∈ D, there exists a set of times R ⊂ [0,∞),
0 ∈ R, |[0,∞) \ R| = 0,
and
[̺,m]
(
t+ s; [̺0,m0,dB ]
)
= [̺,m]
(
t; [̺,m](s)[̺0,m0, E0,dB ],dB
)
for any t ≥ 0, s ∈ R;
• the mapping
[̺,m](t, ·) : D →
[
W−k,2(Ω)×W−k,2(Ω;Rd)
]
is Borel measurable
for any t ≥ 0;
• the mapping
[̺,m] : [0,∞)×D →
[
W−k,2(Ω)×W−k,2(Ω;Rd)
]
is Borel measurable in [0,∞) ×D.
6 Statistical solutions - proof of Theorem 3.4
Our ultimate goal is to complete the proof of Theorem 3.4 and to show Corollary 3.6. The existence of
the mapping [̺,m] satisfying (3.7)–(3.10) has been established in Proposition 5.6.
In accordance with (3.11), we set∫
XD
Φ
(
̺,m,dB
)
dVt(̺,m,dB) ≡
∫
D
Φ
(
̺(t; ̺0,m0,d0),m(t; ̺0,m0,dB),dB
)
dV0(̺0,m0,dB),
for any Φ ∈ BC(D), meaning Vt is the pushforward measure associated to the mapping [̺,m](t; ·). The
desired relation (3.12) is then obtained by integrating (4.8) with respect to V0. Note that the boundary
trace of the density ̺|∂Ω as well as the velocity field u are uniquely determined as distributions in
(0,∞) × [∂Ω,Ω] in terms of [̺,m,dB ], namely∫ ∞
0
∫
∂Ω
ϕ ̺|∂Ω uB · n d Sx =
∫ ∞
0
∫
Ω
[
̺∂tϕ+m · ∇xϕ
]
dxdt
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for any ϕ ∈ C1c ((0,∞) × Ω), and∫ ∞
0
∫
Ω
S(Dxu) : ∇xϕ dx
=
∫ ∞
0
∫
Ω
[
m · ∂tϕ+
m⊗m
̺
: ∇xϕ+ p(̺)divxϕ+ ̺g ·ϕ
]
dx, u|∂Ω = uB,
for any ϕ ∈ C1c ((0,∞) × Ω;R
d). In particular, all arguments in the integrals in (3.12) are dt× V0
measurable. We have proved Theorem 3.4.
To see Corollary 3.6, we have to establish the a.a. semigroup property of the Markov operators Mt.
To this end, we write∫ ∞
0
ψ(s)
∫
D
Φ(̺,m,dB)dMt+s[V]ds =
∫ ∞
0
ψ(s)
[∫
D
Φ
(
[̺,m](t + s; [̺0,m0,dB ]),d0
)
dV
]
ds
=
∫ ∞
0
ψ(s)
[∫
D
Φ
(
[̺,m]
(
t; ̺(s; ̺0,m0,dB),m(s; ̺0,m0,dB),dB
)
,dB
)
dV
]
ds
for any ψ ∈ Cc(0,∞). Consequently,∫
D
Φ(̺,m,dB)dMt+s[V] =
∫
D
Φ ([̺,m](s; ̺0,m0,dB),d0) dMt(V) =
∫
D
Φ(̺,m,dB)d(Mt ◦Ms)[V]
for any t ≥ 0 and a.a. s ∈ (0,∞). We have proved Corollary 3.6.
7 Conclusion, continuity with respect to the initial data
We have shown the existence of statistical solution to the barotropic Navier–Stokes system with general
in/out flux boundary conditions. The statistical solution is a family {Mt}t≥0 of Markov operators defined
on the set P[D] of probability measures on the data space D containing the initial and boundary data.
The family enjoys the a.a. semigroup property:
Mt+s[ν] =Mt ◦Ms[ν] for any t ≥ 0, and a.a. s ∈ [0,∞), ν ∈ P[D],
where the exceptional set of times s depends on ν. If, in addition,
ν = δ[̺0,m0,d0]
then
Mt[ν] = δ[̺(t,·),m(t,·),d0] for all t ≥ 0,
where [̺,m] is a finite energy weak solution to the Navier–Stokes system with the data [̺0,m0,d0], and
E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx.
The semigroup property and the fact that the image of a Dirac delta is again a Dirac delta are the
two main novelties of our theory of statistical solutions, with respect to the works for incompressible
Navier-Stokes equations [24], [25].
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Our result is restricted to the pressure–density EOS (2.1) with γ > d2 . The boundary data are
time independent, however, the extension to non–autonomous problem is possible. The fact that the
semigroup of Markov operators is defined for a.a. time s is related to the right–continuity of the energy
– strong (right) continuity of the weak solution– at the time s. Given the present state–of–the–art of
the mathematical theory of the compressible Navier–Stokes system, strong (right) continuity of the weak
solutions remains an outstanding open problem.
ν ∈ D 7→Mt[ν] ∈ D
is not (known to be) continuous. This is obviously related to the lack of information on uniqueness of
finite energy weak solutions. On the other hand, regular initial data are likely to give rise to unique
regular solutions, cf. Matsumura and Nishida [35], [36]. In the following two sections, we discuss stability
of regular data in the context of statistical solutions.
7.1 Stability of strong solutions
The finite energy weak solutions introduced in Definition 2.1 enjoy the weak–strong uniqueness property,
see [1, Theorem 6.3], and also Kwon et al. [32]. Specifically, if the initial and boundary data
[̺0,m0,dB ], ̺0 > 0 uniformly in Ω, E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx,
give rise to a strong (Lipschitz) solution [˜̺, m˜] defined on [0, Tmax), then all finite energy solutions coincide
with [˜̺, m˜]. In particular,
Mt(δ[̺0,m0,dB ]) = δ[ ˜̺(t,·),m˜(t,·),dB ] for all t ∈ [0, Tmax).
Remark 7.1. As a matter of fact, [1, Theorem 6.3] requires C1–regularity of the strong solution as it
applies to a larger class of dissipative solutions introduced therein. It is easy to check that the result can
be extended to Lipschitz solutions as long as we deal with standard distributional weak solutions used in
the present paper.
We introduce the set of regular data DR,
DR ≡
{
[̺0,m0,dB ] ∈ D
∣∣ there exists a solution [̺,m] ∈W 1,∞((0, T ) × Ω)), inf
(0,T )×Ω
̺ > 0,
0 ≤ T < Tmax
}
for some Tmax = Tmax[̺0,m0,dB ] > 0. Suppose now that ν ∈ P[D] is such that supp[ν] ⊂ DR. As a
direct consequence of the weak–strong uniqueness principle, we have
Mt (ν) =
∫
D
δ[ ˜̺(t,·),m˜(t,·),dB ]dν(̺0,m0,dB) for all 0 ≤ t < inf
[̺0,m0,db]∈supp[ν]
Tmax[̺0,m0,dB ].
Thus Mt is uniquely determined, at least locally in time, as soon as the support of the initial measure ν
is contained in the set DR of the data which give rise to a smooth solution.
26
7.2 Continuity property of statistical solutions
To discuss continuity of a statistical solution Mt(ν) in ν, we need a suitable distance on the set of data
D. To this end, following [1, Section 5], we introduce the relative energy,
E
(
̺,m
∣∣∣ ˜̺, m˜) ≡ 1
2
̺
∣∣∣∣m̺ − m˜˜̺
∣∣∣∣2 + (P (̺)− P ′(˜̺)(̺− ˜̺)− P (˜̺))
together with
E
(
̺,m
∣∣∣ ˜̺, m˜) ≡ ∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) dx.
Note that E
(
̺,m
∣∣∣ ˜̺, m˜) can be seen as Bregman divergence (distance) associated to the convex functional
E(̺,m) =

1
2
|m|2
̺ + P (̺) if ̺ > 0,
0 if m = 0, ̺ = 0,
∞ otherwise.
,
meaning
E
(
̺,m
∣∣∣ ˜̺, m˜) = E(̺,m) − 〈∂̺,mE(˜̺, m˜); [̺− ˜̺;m− m˜]〉 − E(˜̺, m˜),
see e.g. Sprung [37]. Motivated by Guo et al. [28], we introduce Bregman–Wasserstein distance for
measures on D:
WE(ν1, ν2) ≡ inf
µ∈Π(ν1;ν2)
∫
D×D
E
(
̺,m
∣∣∣ ˜̺, m˜) dµ([̺,m,dB ; ˜̺, m˜,dB ]), (7.1)
where
Π(ν1; ν2) ≡
{
µ ∈ P(D ×D)
∣∣∣ π1(µ) = ν1, π2(µ) = ν2} .
Although formally similar to the conventional Wasserstein distance, WE is obviously not symmetric.
Its specific form is, however, very convenient as the cost functional coincides with the relative energy
appearing in the relative energy inequality for the Navier–Stokes system, cf. [1, Section 6]. As we shall
see below, convergence in WE will imply convergence in a suitable Wasserstein distance.
We introduce the set of regular trajectories,
TL,T =
{
[̺,m,dB ]
∣∣∣ [̺,m] is a Lipschitz solution of the Navier–Stokes system in [0, T ]× Ω,
with the boundary data dB, inf
(0,T )×Ω
̺ ≥ L−1, ‖[̺,m]‖W 1,∞(0,T )×Ω;Rd+1) ≤ L
}
Correspondingly, we define the space of regular initial data
DL,T :=
{
[̺(0),m(0),dB ]
∣∣∣ [̺,m,dB ] ∈ TL,T} ⊂ DR ⊂ D.
The following result can be seen as a sort of continuity property of the statistical solutions with respect
to regular initial data. For the sake of simplicity, we consider fixed (deterministic) boundary data d˜B .
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Theorem 7.2 (Continuity at regular data). Let
d˜B = [̺B ,uB ,g] ∈ C(∂Ω)× C
1(Ω;Rd)× C(Ω;Rd), inf
∂Ω
̺B > 0
be given data. Let {νn}
∞
n=1, νn ∈ P(D), ν ∈ P(D), be a family of probability measures satisfying
supp[ν] ⊂ DL,T for some L, T > 0,
νn
{
dB = d˜B
}
= ν
{
dB = d˜B
}
= 1.
(7.2)
Let
WE
(
νn, ν
)
−→ 0 as n→∞ . (7.3)
Then
sup
t∈[0,T ]
WE
(
Mt(νn),Mt(ν)
)
−→ 0 as n→∞ . (7.4)
Proof. Let (̺,m) be a weak solution and (˜̺, m˜) a strong (Lipsichtz) solution of the problem (1.1)–(1.4)
in (0, T ) × Ω corresponding to the data [̺0,m0, d˜B ] and [˜̺0, m˜0, d˜B ], respectively. In addition, suppose
inf(0,T )×Ω ˜̺> 0. Accordingly, the velocity u˜ ≡
m˜
˜̺ is well defined.
Exactly as in [1, Section 6], we compute[∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) dx]t=τ
t=0
+
∫ τ
0
∫
Ω
(
S(Dxu)− S(Dxu˜)
)
:
(
Dxu− Dxu˜
)
dxdt (7.5)
+
∫ τ
0
∫
Γout
(
P (̺)− P ′(˜̺)(̺− ˜̺)− P (˜̺)
)
uB · n dSx dt
≤ −
∫ τ
0
∫
Ω
̺
(
m
̺
− u˜
)
·
(
m
̺
− u˜
)
· ∇xu˜ dxdt
−
∫ τ
0
∫
Ω
(
p(̺)− p′(˜̺)(̺− ˜̺)− p(˜̺)
)
divxu˜ dxdt
+
∫ τ
0
∫
Ω
(
̺
˜̺
− 1
) (
m
̺
− u˜
)
· divxS(Dxu˜) dxdt.
Next,∣∣∣∣∫ τ
0
∫
Ω
̺
(
m
̺
− u˜
)
·
(
m
̺
− u˜
)
· ∇xu˜ dxdt
∣∣∣∣ ≤ 12 ‖∇xu˜‖L∞((0,T )×Ω;Rd×d)
∫ τ
0
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) dxdt,
and, in view of hypothesis (2.1),∣∣∣∣∫ τ
0
∫
Ω
(
p(̺)− p′(˜̺)(̺− ˜̺)− p(˜̺)
)
divxu˜ dxdt
∣∣∣∣
≤ c(γ) ‖∇xu˜‖L∞((0,T )×Ω;Rd×d)
∫ τ
0
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) dxdt.
Finally, arguing as in [1], we obtain∣∣∣∣∫ τ
0
∫
Ω
(
̺
˜̺
− 1
) (
m
̺
− u˜
)
· divxS(Dxu˜) dxdt
∣∣∣∣
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≤ c(δ, γ) ‖divxS(Dxu˜)‖L∞((0,T )×Ω;Rd)
∫ τ
0
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) dxdt + δ ∫ τ
0
‖∇x(u− u˜)‖
2
L2 dt ,
for any δ > 0. Thus if δ is small enough, the last integral on the right–hand side may be absorbed by
the second term on the left–hand side of (7.5) via Korn’s inequality. We conclude applying Gro¨nwall’s
lemma: ∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dx+ ∫ τ
0
‖∇xu−∇xu˜‖
2
L2 dt ≤ G
∫
Ω
E
(
̺0,m0
∣∣∣ ˜̺0, m˜0) dx (7.6)
for any 0 ≤ τ ≤ T , where
G = G
(
T ; ‖∇xu˜‖L∞((0,T )×Ω;Rd×d); ‖divxS(Dxu˜)‖L∞((0,T )×Ω;Rd)
)
.
At this point, we identify
[̺(t, ·),m(t, ·)] ≈Mt[νn](δ[̺0,m0,d˜B]), [ ˜̺(t, ·), m˜(t, ·)] ≈Mt[ν](δ[ ˜̺0,m˜0,d˜B]), t ≥ 0.
As [˜̺0, m˜0, d˜B ] ∈ DL,T ν − a.s. we deduce from (7.6) that∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dx ≤ c(L, T )∫
Ω
E
(
̺0,m0
∣∣∣ ˜̺0, m˜0) dx (7.7)
for all 0 ≤ τ < T as soon as
[̺0,m0, d˜B ] ∈ supp[νn], [ ˜̺0, m˜0, d˜B ] ∈ supp[ν]. (7.8)
In view of (7.7), (7.8), and Disintegration Theorem, we may apply µ ∈ Π(νn; ν) to (7.7) obtaining∫
D×D
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dxdµ[̺0,m0, ˜̺0m˜0, d˜B ] (7.9)
≤ c(L, T )
∫
D×D
∫
Ω
E
(
̺0,m0
∣∣∣ ˜̺0, m˜0) dxdµ[̺0,m0, ˜̺0, m˜0, d˜B ];
whence
inf
µ∈Π(νn;ν)
∫
D×D
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dxdµ[̺0,m0, ˜̺0m˜0, d˜B ] (7.10)
≤ c(L, T ) inf
µ∈Π(νn;ν)
∫
D×D
∫
Ω
E
(
̺0,m0
∣∣∣ ˜̺0, m˜0) dxdµ[̺0,m0, ˜̺0m˜0, d˜B ];
In accordance with (7.3),
inf
µ∈Π(νn;ν)
∫
D×D
∫
Ω
E
(
̺0,m0
∣∣∣ ˜̺0, m˜0) dxdµ[̺0,m0, ˜̺0, m˜0, d˜B ]→ 0 as n→∞;
which implies
inf
µ∈Π(νn;ν)
∫
D×D
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dxdµ[̺0,m0, ˜̺0, m˜0, d˜B ] → 0 as n→∞ (7.11)
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uniformly for τ ∈ (0, T ).
Finally,
WE(Mt(νn),Mt(ν)) = inf
µ˜∈Π(Mt(νn);Mt(ν))
∫
D×D
E
(
̺,m
∣∣∣ ˜̺, m˜)dµ˜[̺,m, ˜̺, m˜, d˜B ]
≤ inf
µ∈Π(νn;ν)
∫
D×D
∫
Ω
E
(
̺,m
∣∣∣ ˜̺, m˜) (τ) dxdµ[̺0,m0, ˜̺0, m˜0, d˜B ],
which completes the proof.
Remark 7.3. Consider the space D˜ – the space of data D endowed with the topology of
X˜D = L
γ(Ω)× L
2γ
γ+1 (Ω;Rd)× C(∂Ω)× C1(Ω;Rd)× C(Ω;Rd).
As
[˜̺0, m˜0, d˜B ] ∈ DL,T ,
there is a (deterministic) constant r > 0 such that
0 < r−1 ≤ ˜̺(t, ·) ≤ r ν − a.s.
In particular,
E
(
̺,m
∣∣∣ ˜̺, m˜) ≥ c(r) (|̺− ˜̺|2 + |m− m˜|2) if 1
2
r−1 ≤ ̺ ≤ 2r
E
(
̺,m
∣∣∣ ˜̺, m˜) ≥ c(r)(1 + ̺γ + |m|2
̺
)
otherwise.
(7.12)
It is a routine matter to show that (7.4), together with (7.12), imply convergence in a conventional
Wasserstein norm,
sup
t∈[0,T ]
W D˜q
(
Mt(νn),Mt(ν)
)
−→ 0 as n→∞, 1 ≤ q <
2γ
γ + 1
.
7.3 Maximal solutions
The selection procedure hidden in the proof of Proposition 5.1 can be arranged in such a way that the
selected semiflow enjoys the property of maximal dissipation. Given two finite energy weak solutions
[̺1,m1], [̺2,m2] corresponding to the same data
[̺0,m0], E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx, with the boundary data dB ,
we introduce the relation ≺,
[̺1,m1] ≺ [̺2,m2] ⇔
∫
Ω
E
(
̺1,m1
∣∣∣uB) (t, ·) dx ≤ ∫
Ω
E
(
̺2,m2
∣∣∣uB) (t, ·) dx for a.a. t ∈ (0,∞).
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Definition 7.4 (Maximal solution). Let the data
[̺0,m0], E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx, with the boundary data dB ,
be given. We say that an associated finite energy weak solution [̺,m] is maximal is it is minimal with
respect to the relation ≺.
Maximal solutions comply with the physical principle of maximal energy dissipation. It turns out
that the semiflow selection obtained in Propositions 5.5, 5.6 can be constructed to consist of maximal
solutions. A short inspection of the proof in [7], [12] reveals that the semiflow is constructed as a limit of
successive minimization of functionals of the type
F ([̺,m, Ecg ]) =
∫ ∞
0
exp(−λt)β ([̺,m, Ecg](t)) dt, λ > 0,
where β ∈ BC(W−k,2(Ω)×W−k,2(Ω)×R). Consequently, minimizers of
F ([̺,m, Ecg ]) =
∫ ∞
0
exp(−λt)arctng (Ecg(t)) dt, λ > 0,
are definite maximal in accordance with Definition 7.4.
We conclude by stating a property of maximal solutions that is of interest if the total energy is a
Lyapunov function.
Theorem 7.5. Let the data
[̺0,m0], E0 =
∫
Ω
E
(
̺0,m0
∣∣∣uB) dx, with the boundary data dB,
be given. Suppose that the total energy Ecg associated to any finite energy weak solution is non–increasing,
in particular it admits a limit
Ecg(t)→ E∞ <∞ as t→∞.
Suppose that [̺,m] is maximal. Then∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx→ E∞ as t→∞.
Proof. In view of the inequality
Ecg(t) ≥
∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx for any t ≥ 0,
obviously
lim sup
t→∞
∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx ≤ E∞.
Consequently, it is enough to show
E∞ ≤
∫
Ω
E
(
̺,m
∣∣∣uB) (T, ·) dx for any T > 0.
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Assuming the contrary we find T > 0 such that∫
Ω
E
(
̺,m
∣∣∣uB) (T, ·) dx < E∞ ≤ Ecg(t) for all t ≥ 0. (7.13)
In accordance with Proposition 4.1, we may construct a solution [˜̺, m˜] such that
[˜̺, m˜](T, ·) = [̺,m](T, ·),
∫
Ω
E
(
˜̺, m˜
∣∣∣uB) (T, ·) dx = ∫
Ω
E
(
̺,m
∣∣∣uB) (T, ·) dx,
in particular, as the total energy is non–increasing,∫
Ω
E
(
˜̺, m˜
∣∣∣uB) (t, ·) dx ≤ ∫
Ω
E
(
̺,m
∣∣∣uB) (T, ·) dx < Ecg(t) for all t ≥ T.
Then, we may construct a new solution,
[̺̂, m̂](t, ·) = { [̺,m](t, ·) if t ∈ [0, T ],
[ ˜̺, m˜](t, ·) if t ∈ (T,∞),
with the property∫
Ω
E
(̺̂, m̂∣∣∣uB) (t, ·) dx = ∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx, t ∈ [0, T )∫
Ω
E
(̺̂, m̂∣∣∣uB) (t, ·) dx < ∫
Ω
E
(
̺,m
∣∣∣uB) (t, ·) dx for a.a. t ∈ (T,∞),
in contrast with maximality of [̺,m].
If g = ∇xG(x), uB = 0, it is possible to incorporate the term∫
Ω
̺u · g dx =
∫
Ω
̺u · ∇xF dx =
d
dt
∫
Ω
̺G dx
in the total energy, where the latter is indeed non–increasing in view of (2.7). More sophisticated examples
when the energy is a Lyapunov function can be constructed even for non–zero uB satisfying DxuB = 0.
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