This paper presents a simple artificial neural network which classifies proteins into two classes from their sequences alone: the alpha helix transmembrane protein class and the non-alpha helix transmembrane protein class. The network described here has a simple feed-forward topology and a limited number of neurons which makes it very fast.
I. INTRODUCTION
The artificial neural network which I present is not concerned with the psychological implication of the network, and I will at most occasionally refer to biological neural models. I consider neural networks as an alternative computational scheme rather than anything else. The artificial neural network was Then we give another input sequence for the prediction. The technique which is used in this paper is 1. Present a training sample to the neural network.
2. Compare the network's output to the desired output from that sample. Calculate the error in each output neuron.
For each neuron, calculate what the output should
have been, and a scaling factor, how much lower or higher the output must be adjusted to match the desired output. This is the local error.
4. Adjust the weights of each neuron to lower the local error.
5. Assign "blame" for the local error to neurons at the previous level, giving greater responsibility to neurons connected by stronger weights.
6. Repeat the steps above on the neurons at the previous level, using each one's "blame" as its error.
The actual Algorithm which is used is as follows: handle longer segments of amino acids and, perhaps, complete sequences. In this paper when I increase the number of neurons in the hidden layer ,the neural network increase the percent of prediction. In future by using the preprocessing and introducing the moment term we increase the rate of performance.
