Many high-energy turbine engine components are fracture critical.
INTRODUCTION
Many high-energy turbine engine components are fracture critical. However, both the geometries and stress fields associated with these components are often complex and fully three-dimensional, so accurate fracture analysis can be difficult.
Determining the stress intensity factor (SIF, commonly denoted as K) associated with a postulated crack in the 3D geometry is certainly possible with current technology. Several advanced numerical fracture tools-both finite element (FE) and boundary element (BE) codes are available commercially. These codes can perform a near-exact calculation for the given 3D cracked geometry. However, most of these codes require the user to generate a new geometric model or to substantially modify the existing model originally developed to perform stress analysis. Some codes provide adequate re-meshing to facilitate the crack size and shape changes associated with the modeling of subcritical fatigue crack growth (FCG), although these codes typically do not supply state-of-the-art models to calculate crack growth rates.
Furthermore, the resulting calculation of K is typically very numerically intensive and therefore requires substantial computational time.
Modeling fatigue crack growth substantially increases the computational requirements even further. The resulting computational burden is simply not practical for routine design calculations, when many different potential fracture critical locations must be analyzed. If probabilistic design is employed, further multiplying the computational demands, these numerical approaches become unmanageable.
The practical alternative is to employ simplified twodimensional (2D) fracture models. Accurate stress intensity factor solutions have been derived for cracks with idealized shapes in simple geometries such as rectangular plates, cylinders, and plates with round holes. The K solutions are either available in closed form or require only limited numerical integration, and so they are computationally very fast. These solutions are readily available in a number of commercial and public domain FCG analysis codes, and many gas turbine engine companies have even developed their own FCG codes. These codes often have sophisticated models to calculate FCG rates.
However, these simple 2D approaches have two very substantial limitations. First of all, the derived K solutions typically do not address a general nonlinear stress gradient in all directions on the crack growth plane. Only simplified stress fields, such as uniform tension or bend, or perhaps a nonlinear stress gradient along one dimension of the fracture plane, are admitted. Therefore, the complex 3D stress fields often encountered in real components cannot be modeled, and the resulting stress intensity factor solution suffers a significant loss of accuracy.
Second, even if the available stress intensity factor solution is adequate to model the actual stress distributions in the component, the user is typically left with the daunting challenge of extracting the necessary stress information from the original 3D finite element model and importing it to the simplified 2D fracture model. This challenge includes the identification of the initial crack location and the plane along which the crack will grow (a plane that is typically not coincident with the global coordinate system of the FE model), the calculation of the stresses on this plane (for multiple load cycles), and then the transfer of the extensive stress information into a completely different format and different computer program. This process is both time-consuming and error-prone. This paper describes a new computational approach to efficient fracture design for complex turbine engine components. The approach links a powerful 3D graphical user interface (GUI) for manipulation of geometry models and calculated component stresses with new weight function stress intensity factor solutions that address bivariant stress gradients.
CRACK GROWTH ANALYSIS BASED ON THREE-DIMENSIONAL FINITE ELEMENT MODELS
For many years, finite element analysis of stresses in rotating gas turbine engine components has been based on 2D axisymmetric models of the rotor geometry.
Threedimensional features such as bolt holes have been modeled with hybrid techniques such as superposition of approximate stress gradients due to the stress concentration onto the 2D stress field for the rotor without the hole. However, recent advances in computer technology have made fully 3D finite element analysis a practical alternative. Users can now routinely create and analyze models consisting of 100,000 or more elements using a desktop personal computer. These 3D models can provide substantially better accuracy than the old 2D and pseudo-3D models.
As noted earlier, the extraction of the 3D stress information needed to support a simplified fracture analysis is a daunting task. In response to this challenge, a new methodology has been developed to model 2D crack growth using results from 3D finite element analysis.
The first step is to locate the crack origin on the 3D model. Fatigue cracks can originate at many locations on a component, but often originate on the surface at locations of highest stress. Current finite element visualization technology easily permits the display of contours associated with calculated stresses for a given FE model. Also commonly available is the basic functionality to rotate and zoom a 3D model to view the regions of greatest interest. The computer mouse can then be used to select a point of interest on the surface of the model. The second step is to identify the plane on which the fatigue crack will grow. When fatigue cracks are very small, they may grow along planes that are influenced by the orientation of the local material microstructure and by the local stress multiaxiality. However, as fatigue cracks continue to grow in most common rotor materials, they usually grow along planes of maximum principal stress. Since the growth of the smallest cracks is not typically analyzed (these cracks are generally too small to be found via conventional inspection, and their analysis can be substantially complicated by microstructural considerations), the maximum principal stress plane approach is generally an acceptable simplification.
Calculation of this maximum principal stress plane is relatively straightforward, based on the six stress components (three normal and three shear) at the initial crack location. This plane is assumed to be invariant as the crack grows, which is a reasonable and customary assumption for most configurations. Once the orientation of the maximum principal stress plane is calculated, the plane is extended throughout the 3D model to "slice" the model. The creation of this "slice plane" is illustrated schematically in Figure 1 .
The third step is to construct a detailed two-dimensional model of the slice plane with its associated stresses. The points of intersection between the 2D slice plane and the 3D finite elements are identified, and the stresses are computed at the intersection points by interpolation from the 3D stress results. A new 2D finite element mesh of triangular elements is then constructed from the intersection points based on a Delauney triangularization algorithm [1] [2] [3] . This new 2D mesh is not used for any additional finite element stress computation, but instead is only used as a guide for the extraction of stress information from the original 3D model. The fourth step is to superimpose a simplified 2D fracture model on this 2D fracture plane. The 2D fracture model is commonly based on a rectangular geometry. The crack origin is on one boundary of the rectangle (for a surface crack). If the fracture model is based on a one-dimensional stress gradient, then the gradient line is located passing through the crack origin and aligned perpendicular to the feature surface. The stresses on the crack plane along this gradient line are then extracted from the original 3D finite element model. This methodology has recently been implemented in the DARWIN ® probabilistic fracture mechanics computer program. DARWIN has been developed in the Turbine Rotor Material Design (TRMD) research program with the sponsorship of the Federal Aviation Administration and the partnership of four major aircraft engine manufacturers. The initial focus of TRMD and the DARWIN software was the threat of hard alpha anomalies in titanium engine rotors [4] . More recently, TRMD and DARWIN have been addressing the threat of surface damage due to manufacturing or maintenance anomalies [5] . The DARWIN implementation provides a convenient means of illustrating the new methodology. See Figure 2 . In the upper left panel (a), the user imports and manipulates (zooms/pans/rotates) a 3D finite element model directly in the GUI. In the lower left panel (b), the user has selected a surface crack location with the mouse-note the small white sphere in the (red) high stress region. The software has computed the principal stress direction at this surface location and then constructed a plane perpendicular to this principal stress direction. A portion of this plane is represented in the GUI, but the actual plane extends all the way across the 2D model.
In the upper right panel (c), the software has sliced the 3D model to create a 2D model with a new triangular mesh and new stress contours based on the interpolation from the original 3D model. The lower right panel (d) zooms in on a portion of this 2D mesh. Here the user has employed the mouse to create the specific 2D fracture model. The crack location originally specified in panel (b) is indicated by the small white circle. A rectangular plate with a local coordinate system has been defined to coincide approximately with the physical boundaries of the 2D slice. In this particular example, a univariant weight function stress intensity factor solution [5] is being employed, and the appropriate stress gradient line through the crack origin is also shown in the GUI. The stresses needed as input to the K solution will be automatically extracted along this line. Figure 2 . Illustration of methodology for surface crack analysis using 3D finite element results: (a) import 3D finite element model and reorient to locate surface crack, (b) select surface crack with mouse (GUI automatically identifies principal stress plane), (c) slice model along principal stress plane to reveal 2D crack propagation plane, and (d) define fracture mechanics plate. Figure 3 illustrates the same methodology for a second rotor geometry with a more pronounced 3D character. In this case, the original 3D model is a unit segment of the solid of rotation and has a single bolt hole. The crack origin is located on the internal surface of the bolt hole. The fracture model employs a univariant stress intensity factor solution for an offset surface crack at an offset round hole in a rectangular plate. Additional GUI tools are provided to define the parameters associated with the hole and other geometric details.
One advantage to this 3D→2D approach is that many of the tools originally developed for 2D fracture mechanics assessment can be directly employed. For example, Figure 4 shows one of the existing DARWIN GUI tools used to visualize the size and shape of an advancing crack through animation. The propagating crack shown in Figure 4 was initially defined using the model shown in Figure 3 
DEVELOPMENT OF BIVARIANT WEIGHT FUNCTION STRESS INTENSITY FACTOR SOLUTIONS
Most available bivariant solutions for embedded cracks in infinite bodies can be analytically derived [6, 7] . However, the analytical procedure becomes much more complex when free surfaces are introduced, and few solutions are available. As a consequence, numerical solutions derived from finite element and boundary element methods are utilized.
The CC01 corner crack solution in NASGRO [8] , based on the Raju-Newman finite element solutions [9] through interpolation, is a commonly used bivariant solution. However, the application is limited by the assumed linear stress variation across the plate thickness and width.
The NASCRAC software [10] permits the calculation of K for general bivariant stress fields using an RMS-averaged effective stress intensity factor for the entire crack boundary along the direction associated with the corresponding degreeof-freedom.
However, this method does not provide information on the specific local variation in K, and it exhibits accuracy limitations, especially at deeper crack lengths [11] .
Zhao et al [12] has developed an approach based on the slice synthesis method (SSM) in which SIFs obtained from two perpendicular cross-sectional slices in a three-dimensional (3D) body that intersect at the crack front are "synthesized" to determine the SIF corresponding to that specific elliptical angle. However, accuracy is again an issue for this approximate method, and the computational speed of the algorithm can become impractical for some fatigue crack growth applications.
Highly accurate SIF solutions for cracked structural components with general stress distributions are possible with a point weight function (PWF) formulation. Several PWFs have been proposed that can be used as the integrand in the surface integral for SIFs. The PWF for a circular crack in an infinite body has long been available [7, 13] . Oore and Burns [14] and Orynyak [15, 16] 
The current version of NASGRO [8] includes a limited number of bivariant SIF solutions based on a hybrid approach developed by Fujimoto [17] , utilizing the PWF of Orynyak while extending the Petroski-Achenbach method [18] to threedimensional cracks. The hybrid method utilizes a weight function formulation capable of correctly spatially weighting loads applied at any point on the crack surface while permitting existing solutions for elliptical or part-elliptical flaws to be used as reference solutions. However, some inconsistencies have been discovered for deep cracks when using different sets of reference solutions.
Glinka [19] has further extended the work done by Oore and Burns, and his new formulation is, in principle, applicable to cracks of arbitrary shape. However, some accuracy issues remain unresolved, and the integration scheme employed introduces substantial computation speed issues.
Weight Function Formulation
A new bivariant weight function formulation is illustrated here for a corner crack in a rectangular plate of finite width and thickness ( Figure 5 ). The corner crack is assumed to have a quarter-elliptical shape that can be characterized by two degrees of freedom, the crack dimensions c and a in the width and thickness directions, respectively. Due to its simplicity and accuracy, the PWF proposed by Onynyak for an elliptical crack in an infinite body was used as the basic weight function. This form can be written as The equation represents the weighting effects on any point Q' along the crack front contributed by a point unit load applied at Q on the elliptical crack surface. Here, R is the distance between and Q , r the distance between Q and Q , and the distance between Q and . The definitions for Q, Q', , and are more concise using elliptical coordinate notation.
Respectively, they are given by
and Q where ξ and η are the parameters in the elliptical coordinate system to identify a point along the crack plane with its origin at the center of the crack. It can be seen that Q, , and Q are defined along the same
0 is the "elliptical radius" defining the elliptical crack front. This PWF equation is similar to the one for circular cracks derived by Sih [7] as well as Shah and Kobayashi [6] except for different definitions for the length parameters. The validity of this PWF is demonstrated by a comparison with Shah and Kobayashi's analytical derivation [6] for embedded cracks subjected to crack opening stresses applied on the crack plane ( Figure 6 ). Here 2φ/π is the normalized elliptical angular position around the perimeter of the embedded crack. . The SIF can therefore be evaluated by performing surface integration across the crack area. For a given stress distribution σ(x,y) applied on the crack plane obtained from an uncracked body subjected to remote loadings, the stress intensity factor is written as To account for the free boundary correction for a quarterelliptical corner crack in a quarter-infinite body, Eq. (1) was modified to include two additional length parameters. Now the basic point weight function applicable at Q for a point unit load applied at Q is given by The parameters 1 Π , 2 Π , and are calibrated by reference solutions at both a-and c-tips to characterize the finite boundary effects. Accordingly, in this approach, three reference stress solutions are required at each tip, and the stress intensity factor at a-and c-tips can be determined by Additional correction terms are required to account for finite width and thickness effects. Following several exploratory investigations, a formulation was identified with reasonable numerical accuracy and stable convergent approach. The point weight function at Q for a point unit load applied at Q for a quarter elliptical crack in a finite plate is thus provided by ′ where the superscripts a and c denote parameters associated with a-and c-tips, respectively. To facilitate the computation, Eq. (5) is preferably written in terms of elliptical coordinate parameters instead of Cartesian.
, the relationships between Cartesian and elliptical coordinates (ξ, η) are as follows:
For any point along the crack front, the "elliptical radius" in elliptical coordinate system is the same and is given by 
The coefficients for the polynomials p i , q i , and g i are determined by regressions to the actual stress variations in the component of interest.
( ) (13) and the infinitesimal area becomes
The weight function method requires an accurate set of reference solutions for a matrix of crack geometries. These reference solutions were numerically generated using the FADD3D fracture mechanics software, a general boundary element code for three-dimensional linear elastic fracture analysis [20] . Development of BE models is much less laborintensive than FE models, since only surfaces must be meshed. This was especially important for the large number of crack models required in the current effort. FADD3D has been shown to maintain exceptional accuracy even with relatively coarse meshes [21, 22] .
Furthermore, the integration limits are converted from . The integration sequence is now interchangeable. To accelerate the evaluation of surface integral described in Equation (5), DARWIN provides two separate modules for crack opening stresses that can be simplified by polynomials in addition to modules for general stressing. These modules contain pre-integrated terms derived based on prescribed polynomial forms in one-dimensional and two-dimensional variations. The applicable polynomial for stress variation in one dimension is ( ) ( ) For a/c and a/t less than 0.1 and approaching zero, reference stress solutions for edge cracks were generated and used [23] . For a/c larger than 1, the reference solutions were obtained from the corresponding c/a ratios by reversing the stress field and the associated geometry dimensions. As a result, the expanded reference solution matrix constitutes a discrete database covering a complete range of aspect ratio combinations; i.e., a/c from 0 to ∞, a/t from 0 to 0.9 and c/W from 0 to 0.9. For any arbitrary combination of aspect ratios, the reference solutions are determined from the matrix of specific solutions through Hermite interpolation. Three sets of reference solutions were determined for each crack geometry. These are denoted as solutions for unit tension, unit bending along the x-axis, and unit bending along the y-axis. The solutions were generated by applying the reference stresses on the crack plane in the corresponding uncracked body. The three reference stresses are given by Figure 7 depicts a sample boundary element mesh pattern used to simulate the crack surface for c/a=1, a/t=0.5, and c/W=0.5. To describe this crack surface, 64 9-node boundary surface elements were specified. Each element had four corner, one embedded, and four intermediate nodes, and four doubly curved sides.
for stress variations along the y-axis only, where t and W represent the plate thickness and width (ref. Figure 5 ). The polynomial for stress variation in two dimensions contains cross product terms and is given by Figure 8 shows selected reference solutions numerically determined by FADD3D for various a/t ratios at c/a=1 and c/W=0.5. The variations were plotted against the parametric elliptical angle φ measured along the crack front from the c-tip, the surface tip along the plate width direction. Here 2φ/π =0 corresponds to the c-tip, and 2φ/π=1 to the a-tip. F(φ) is the normalized stress intensity factor, given by K / Q a π , where Q is the shape factor associated with the a/c ratio. Q is defined by The FADD3D results, like many numerical solutions, often exhibit sharp changes at the intersection of the crack perimeter with a free surface (2φ/π = 0 and 1) because of the complex nature of the singularity at that point. In order to minimize the effect of this numerical artifact, the reference solution values for the a-tip and the c-tip are generally taken at the first node inside the free surface, between 2° and 3° from the free surface.
(a)
Validation
Independent numerical results using FADD3D have been used to validate the bivariant weight function solutions. Selected comparisons are presented here to demonstrate the numerical accuracy achieved by the formulation.
For validation, two types of stress variation-one univariant, one bivariant-were applied on the crack plane. The univariant stress distribution was specified as which varies from 1.0 at the plate surface to zero at the a-tip, the surface tip in the plate thickness direction. The bivariant stress distribution contains cross-product terms and is given by This stress distribution varies from 1.0 at the center of the crack and bivariantly approaches zero at both surface tips. The distribution functions contain a third order dependency to represent a steep stress gradient. These two stress fields are illustrated in Figure 9 . The specified stress functions can be transformed into expanded polynomials as described in Eqs. (16) and (17) .
Bivariant K solutions for other geometries, including embedded and surface cracks in plates, and surface and corner cracks at offset round holes in plates, are under development. Two aspect ratios were used for demonstration; a/c=0.4 and 1.0. The normalized SIF variations as a function of parametric elliptical angle along the crack front for two stress distributions are shown in Figures 10 and 11 for a/c=1.0 and  a/c=0.4 , respectively. The normalization factor is the same as previously defined, Q a π .
The predicted results at both a-and c-tips using the new bivariant K solutions for corner crack in plate were plotted against these two sets of numerical results obtained from FADD3D. The predicted results were taken at 3 degrees below free surface, while the computed results were based on the next available data points below the free surface. The comparison, depicted in Figure 12 , indicates very good agreement. 
Univariant Solutions vs. Bivariant Solutions
Are bivariant solutions really needed? Are conventional univariant solutions adequate? The answers to these questions certainly depend on the specific stress fields involved, but the errors introduced by using a univariant solution for a highly bivariant stress field can be substantial. This is illustrated by the selected results for univariant and bivariant stress distributions shown in Figure 9 . In this example, a univariant solution to the bivariant stress field would be identical to the solution for the univariant stress field, since the univariant stress field is identical to the bivariant stress field along one primary axis of the crack. However, the bivariant stress distribution decreases to zero at both surface tips, while the univariant stress distribution is uniform in the y-direction and applies a much larger resultant force on the crack plane than the bivariant stress field. The resulting univariant stress intensity factor solution dramatically overestimates the actual SIF by a factor of three at the a-tip (2φ/π =1) and nearly a factor of ten at the c-tip (2φ/π =0), as shown in Figure 10 . Copyright © 2004 by ASME
CLOSING REMARKS
The GUI-based analysis scheme described in the first half of this paper is invaluable to the practical application of the bivariant stress intensity factor solutions described in the second half of the paper. The bivariant SIF solutions require as input a complete description of the stresses on the crack plane. Extraction and manipulation of this large volume of information would be extremely cumbersome manually, but can be achieved easily with the new type of user interface.
