SUMMARY Localization of a vehicle is a key component for driving assistance or autonomous navigation. In this work, we propose a visual positioning system (VPS) for vehicle or mobile robot navigation. Different from general landmark-based or model-based approaches, which rely on some predefined known landmarks or a priori information about the environment, no assumptions on the prior knowledge of the scene are made. A stereo-based vision system is built for both extracting feature correspondences and recovering 3-D information of the scene from image sequences. Relative positions of the camera motion are then estimated by registering the 3-D feature points from two consecutive image frames. Localization of the mobile platform is finally given by the reference to its initial position.
Introduction
Localization and tracking of a vehicle are major components for providing positions, directions and travel information to the driver. They also serve as key technologies for building autonomous navigation systems of mobile platforms. Many approaches have been proposed for locating a mobile robot or a vehicle based on various techniques. Most commonly used methods include dead-reckoning techniques, navigation using active beacons, landmark-based navigation, map-based navigation, global positioning system (GPS), and vision-based positioning [1] .
Dead-reckoning is a procedure for determining the present location of a vehicle by advancing some previous position through known path and velocity information over a given period of time. Since an odometer and optical sensors for wheel direction detection are easily installed on a vehicle, dead-reckoning is usually a less expensive method for vehicle localization. However, the integration of incremental motion information over time will lead to accumulation of errors. In the case of long distance travel, accumulation of orientation error will make position errors diverge as the increase of driving time.
Active beacons such as laser, sonar or radio can be used as media for vehicle or mobile robot navigation. These approaches use triangulation to measure the distance between a number of beacons and the mobile platform and then determine the current location. The problems associated with this technique are the inaccuracy of the distance measurement caused by time-delay of the signals, and the installation and maintenance cost of a large number of beacons required for an area. Satellite based differential global positioning system (DGPS) is probably the most advanced and accurate method for identifying the position and orientation information of a moving object. However, DGPS does not work well if the satellite signals are blocked. This situation commonly happens in the indoor environments, or urban areas with tall buildings, etc. Most receivers also require several meters of location changes to update the signals.
In this work, we propose a visual positioning system (VPS) for vehicle or mobile robot navigation. The primary goal is to demonstrate the feasibility of a pure imagebased method for mobile robot localization, and investigate its extension to vehicle positioning. Different from general landmark-based or model-based approaches which rely on some predefined known landmarks or a priori information about the environment (e.g., 3-D models of buildings, objects, etc.), no assumptions on the prior knowledge of the scene are made. A stereo-based vision system is built for both extracting feature correspondences and recovering 3-D information of the scene from image sequences. A robust feature tracking method based on simultaneously considering the inter-frame images from the same camera and the stereo image pair from different cameras at a fixed time instant is developed. The relative position of the camera motion is then estimated by registering the 3-D feature points from two consecutive image frames.
The system flow chart of the proposed approach is show in Fig. 1 
Feature Point Extraction
Given a sequence of images captured by a video camera, the first step of 3-D scene analysis consists of selecting candidate features in one or more images for tracking or matching them across different views. Generally speaking, there are two important criteria for feature point selection. First, the features corresponding to the same scene points should be extracted consistently over time (i.e., the different views in the sequence of images). Second, there should be enough information in the neighborhood of the points so that the corresponding points can be automatically matched. In the past few decades, a great deal of work on feature extraction has been done, and several approaches have been reported in the literature [2] - [5] . In this research, Harris corner detector [4] is used to extract the feature points. The main idea is to threshold the value
where k is a (usually small) number used to control the gradient variation in different directions, and the matrix C is defined as
where I x and I y denote the x and y directional derivatives of the image I, respectively. The corners are then defined as local maxima of the response given by Eq. (1).
In the implementation, the image gradients I x , I y are given by horizontal and vertical Prewitt operators, respectively. The constant k is set as 0.04 to provide discrimination against high contrast pixel step edges [6] . To avoid the corners due to image noise, a 3 × 3 Gaussian filter is used to smooth the image derivatives (i.e., I x and I y ) before corner detection. In practice there are often too many corners extracted from Harris corner detector. To reduce the computation cost and make the result more robust for further correspondence matching, only 1/15 of the corners with higher values in Eq. (1) are selected from the image. 
Feature Correspondence Matching
Once the feature points are selected, the next step is to track or match them across different image frames. For stereo based visual tracking, this problem can be divided into two subproblems as illustrated in Fig. 2 . One is to track the feature points from image sequences captured by the same camera, i.e., to track the feature points over time. This type of tracking is usually considered as a small baseline case since it is reasonable to assume that the camera location does not change significantly for two consecutive image captures. The other subproblem is to find the feature correspondences from the stereo image pair taken by different cameras. In this case the baseline is fixed and usually longer than those of two consecutive image frames from the same camera.
Feature Tracking over Time
To track the feature points between different image frames, we first use a correlation based method to find some candidate feature correspondences. For a given feature point in the current image, we use an 15 × 15 correlation window centered at this point, and select a searching window size of 1/8 of the original image size at the same position in the next image. The commonly used correlation measure is the normalized cross-correlation (NCC) defined as
where σ(p i ) is the standard deviation of p i and cov(p 1 , p 2 ) is the covariance of the points p 1 and p 2 [7] . Different from the work in [8] , we do not consider the corners (from two different images) with the highest correlation value to be an identical feature. Instead, a threshold is used to select a set of candidate correspondences for each feature point. A relaxation technique is then used to disambiguate the obtained many-to-one matches [6] . The basic idea is to allow the candidate matches to reorganize themselves by propagating some constraints, such as continuity and uniqueness, through the neighborhood. Their original work focused on stereo matching of two images with moderate baseline. In the implementation, we have modified the parameters, in both the strength of match and the threshold for a winner corner, to make the algorithm suitable for our small baseline tracking case. Since the process of disambiguity can also remove some correct matches due to a large search area, a secondary matching scheme using the resulting correspondences as seed points is carried out. It is used to obtain smaller search regions to increase the correctness of the correspondence matching.
Feature Tracking with Depth Information
Feature tracking of an image sequence involves finding the feature correspondences over time. The correspondence searching criteria given in the previous section require a feature searching region to find the matching corners for two images. This region is commonly assumed small if the changes in two consecutive images are not severe, and typically a 80 × 60 searching window (i.e., 1/8 of the original image size) is used for most applications. However, in some situations such as the turning of the vehicle, there might be large scene changes in the image sequences. Thus, the searching window size should be increased for successful feature tracking.
Since large searching windows will also increase the possibility of mismatch, they should be carefully adopted. In this paper, we propose an adaptive searching window size based on the 3-D information of the feature points. It is well known that, when the camera is moving, the displacement of the feature points between the consecutive images depends on their locations in space, rather than a constant for all the features. Thus, different sizes of searching windows should be assigned for different image features.
In this work, a stereo vision system is developed for our application, the depth information can be obtained for the features in each image frame, as will be described in the following sections. For a fixed time instant, suppose an image point p = (x, y) T and the corresponding scene point
T of p in the next image frame is given by the basic equations of the motion field [9] :
where (T x , T y , T z ) and (ω x , ω y , ω z ) are the translational component and angular velocity of the relative motion of the scene point P in the camera coordinate system, respectively. From Eqs. (4) and (5), we have
and
That is, for a possible range of translation and rotation, the displacement (v x , v y ) T is bounded by Eqs. (6) and (7). During the vehicle motion, |T x |, |T y |, |ω x |, |ω z | are relatively small for two consecutive frames. Thus, the associated terms in the equations can both be replaced by a fixed constant to reduce the computation.
Correspondence Matching for Stereo Image Pair
In addition to feature tracking for the images from individual cameras, we also have to find the feature correspondences between two cameras for depth measurements. Similar to feature tracking over time, correspondence matching for stereo images generally involves a two-dimensional search. However, for a fully calibrated stereo rig, such as some commercially available vision systems [10] , the cameras are perfectly aligned and stereo matching between left and right images is reduced to a one-dimensional search. One major drawback of these systems is that the stereo baseline and other extrinsic camera parameters are fixed, thus it cannot be readily adjusted for different tracking environments.
The proposed stereo vision system consists of two sideby-side cameras with an adjustable baseline. Relative position and orientation between two cameras as well as the intrinsic parameters of individual cameras are given by a simple camera calibration scheme with planar checkerboard pattern [11] . For each pair of images with feature point extraction results, the correlation based method described in Sect. 3.1 is used to find the stereo correspondences. Different from feature tracking over time, the baseline for stereo image matching is usually much longer, and the searching window size has to be increased accordingly. Furthermore, since the relative position and orientation between the two cameras are fixed, the ordering constraint can be applied to improve the robustness of the stereo matching results.
To further reduce the correspondence searching range, the epipolar constraint is applied on the stereo image pair. For any point P in the 3-D space, an epipolar plane is determined by P and the centers of projection of the two cameras [12] . Thus, the projections of P on the image planes must lie on the lines determined by the image planes and the epipolar plane (called epipolar lines). This is the socalled epipolar constraint, which indicates that the corresponding points must lie on conjugated epipolar lines. The stereo searching range can therefore be reduced to onedimensional.
From the epipolar constraint, the relationship between two corresponding points p l and p r in the left and right images can be written as
where F is the fundamental matrix of the stereo rig. Equation (8) can be written as a linear and homogeneous equation in the 9 unknown coefficients of matrix F:
where
Thus, if eight correspondences are given, the fundamental matrix F can be solved up to a scale factor. If there are more than eight feature correspondences available (which commonly happens in the real scenes), an SVD (Singular Value Decomposition) related technique can be used to estimate the fundamental matrix [9] , [13] . It is clear that the fundamental matrix remains the same as long as the relative position and orientation between the two cameras do not change. Thus, the fundamental matrix can be estimated during the camera calibration stage, and the corresponding epipolar constraint will be applied on the stereo images during the motion. Since the estimation of the fundamental matrix does not require special calibration pattern, it can be recomputed when the mobile platform comes to a short stop. Updating the fundamental matrix whenever possible provides a way to handle the relative position and orientation change of the two cameras during the system motion.
Position Estimation
Position estimation is to calculate the position of the mobile platform with respect to an absolute reference frame. In this application, the origin of the reference coordinate system is defined as the starting position of the mobile robot or vehicle. The first step of localization of the mobile platform, i.e., estimating the position and orientation of the vision system during navigation, is to find the 3-D coordinates of the feature correspondences with respect to the camera (i.e., vehicle) coordinate system at any time instant. 3-D coordinates of the feature correspondences provided by tracking over time are then used to estimate the motion, i.e., to calculate the relative position and orientation between two camera coordinate systems at different time instants. Finally, the location and orientation of the mobile robot in the absolute reference frame can be obtained by combining all of the transformations.
3-D Measurement of the Feature Points
It is well known that if the intrinsic and extrinsic parameters of a stereo rig are available, 3-D coordinate of a feature point can be reconstructed from its projections on the stereo images (i.e., the feature correspondences) by triangulation. If we consider a simple stereo system where the left and right image planes are coplanar and the optical axes of the two cameras are parallel, then the depth z of a feature correspondence is given by
where f is the focal length of the cameras, b is the baseline of the stereo system, and d is the difference in retinal position between the corresponding points in the two images.
x and y coordinates of the 3-D points can be obtained by similar triangles
where (x,ŷ) is the corresponding image point. In the implementation, the cameras are carefully installed to meet the simple stereo system requirement described above, such that the 3-D coordinates of the object points can be obtained by Eqs. (10) and (11) . A calibration procedure is carried out to obtain both the intrinsic and extrinsic parameters of the cameras. It should be noted that the error of depth calculation caused by camera vibration during the robot navigation is assumed to be small. In the case that the rotation between the two cameras is very different from the identity matrix, more sophisticated algorithms involving image rectification can be used for 3-D reconstruction [14] .
Position and Orientation Estimation from Feature Points
Estimating the system motion between two image frames involves finding the rotation matrix and translation vector for the transformation between two different coordinate systems. Since the corresponding 3-D points from different time instants have been identified in the previous stage, they can be directly used to find the transformation using a least squares fitting technique [15] . More precisely, if we want to find the rotation matrix and translation vector for the data sets, {x 1 , x 2 , . . . , x n } and {y 1 , y 2 , . . . , y n }, where x i and y i are the corresponding 3-D points, for i = 1, . . . , n. Then the relationship between x i and y i can be written as
Let the correlation matrix for the two data sets be
w i x i y T i (13) To find the rotation matrix R, singular value decomposition technique is used to rewrite C as C = UDV T by Eq. (13). Since the rotation matrix must satisfy RR T = I, we have
by Eq. (13). Finally, the translation vector t can be calculated by t =ȳ − Rx (15) wherex andȳ are the centroids of the two data sets, respectively.
The rotation matrix and translational vector derived above provide the transformation between two image frames. Suppose a sequence of transformations, starting from the initial location to the current location of the vision system, is given by {(R 1 , t 1 ), (R 2 , t 2 ), · · · , (R n , t n )} for n stereo image pairs, then the translation between the current position and the initial position is given by the summation of t i 's.
Depth Weighting on Position Estimation
From Eq. (10), it can be seen that the accuracy of the depth z depends on the stereo disparity d. For a distant object, the disparity d is virtually zero and the depth cannot be calculated. Furthermore, if the disparity is small, then the accuracy of the depth highly depends on the CCD pixel size of the cameras. To avoid these problems, we set a disparity threshold (typically 20 pixels) when selecting the features for 3-D measurements and pose estimation. Since the relative error on the depth estimation is smaller for a short distance and larger for a longer distance, a weighting based on this fact is assigned with 3-D measurements for the pose estimation described in the previous section.
In the experimental setup for the indoor environment, 20 pixels of disparity corresponds to about 5 m from the cameras. Stereo searching range restricts the disparity to less than 100 pixels, which corresponds to about 1 m from the cameras. This working range for 3-D measurements and pose estimation can be changed and used for different environments by controlling the thresholds. The weighting factor w i in Eq. (13) is defined as the reciprocal of z i , the depth of the ith 3-D point, to make its contribution inverse proportional to the distance.
Robust Estimation Based on an RANSAC Framework
Ideally, only three points are required to identify the 3-D motion of the camera, and more than three points can be used to increase the accuracy of the estimation as described in Sect. 4.2. However, due to the possibilities of false correspondence matching and depth calculation error, there may exist some outliers among the identified 3-D points. To make the motion estimation more robust, an RANSAC based scheme is applied on the disparity space to reject the outliers. A nonlinear minimization algorithm for the inliers is then carried out to find the best motion estimate.
As shown in [16] , for a 3-D point undergoes a rigid motion with rotation R and translation t, the transformation of the image points and their corresponding disparities is given by
where ω = (x, y, d) represents the point at its previous location, with image coordinates (x, y) and disparity d. Likewise, ω = (x , y , d ) corresponds to the point at the current location (after the motion). Thus, a 3-D point undergoes an Euclidean transformation according to the homography H(R, t) in the disparity space. Similar to the method proposed in [17] , an RANSAC based scheme is used to remove the outliers and estimate the transformation. In this work, we have modified the threepoint selection algorithm, and the RANSAC based approach is carried out with the following steps:
• Twelve of the feature correspondences are randomly selected from all of the identified stereo correspondences, and used to compute the camera motion and disparity space homography.
• The disparity space homography is then applied to all the matches, and the number of inliers to this homography is given as its score for this set of twelve sample points.
• The above steps are repeated for a fixed number of samples, and the selection with the highest score is taken as an input to the Levenberg-Marquardt nonlinear optimization routine to minimizes 3-D point reprojection errors of the twelve matches [18] .
In the implementation, a random sample of 1000 is taken for the initial motion estimation. Nonlinear optimization process does not improve the estimates significantly for most cases, and is sometimes skipped to reduce the computation.
Experimental Results
To evaluate the performance of the proposed method, two sets of experiments were carried out in both an indoor environment and an outdoor scene. As shown in Fig. 3 , the stereo vision system was mounted on a mobile robot and a golf car for the indoor and outdoor experiments, respectively. Two stereo image sequences were recorded for processing time and accuracy analysis. Figures 4 and 5 show the corresponding tracking results over several key frames. Only the common feature points to all frames are shown in the images. The red colored points indicate the features in Fig. 3 The vision system is mounted on a mobile robot (left figure) and a golf car (right figure) for the experiments. the current image frame, and their corresponding points in the previous image frame are shown in yellow. However, all feature points in the individual frames are used to obtain the 3-D information.
In the indoor experiment, the mobile robot moved forward and made a left turn at a speed of about 300 mm/sec. In the outdoor experiment, the motion direction of the golf car was approximately a straight line and the moving speed was about 5 km/hr. The actual path was measured physically and compared to the path obtained from the visual positioning system. Figures 6 and 7 show the actual path (blue dashed lines) and the estimated path with different processing settings (green and red dashed lines) for the indoor and outdoor environments, respectively. "Estimate 1" is obtained using some parameter settings with relatively high computational cost, and "estimate 2" represents the result with less computation which could double the processing speed.
In the experiment, the weighting parameters used in Eq. (13) are constants for all image frames, but the searching window size for correspondence matching over time is not fixed. The window size for each image frame is determined by the relative position between the cameras and the feature points. Since the RANSAC based position estimation is done by random sample of feature points, the result is affected by noise and accuracy of the image features. This 6 Actual navigation path (blue dashed lines) and the estimates (green and red dashed lines) obtained from our system in the indoor environment. For "estimate 1", the error along the motion direction is smaller than that in the direction perpendicular to the motion. In this experiment, the error does not accumulate as can be seen at the final check point and Fig. 8 . can be improved by keeping the data points more consistently using the results obtained from sub-pixel image resolution. The detailed timing analysis per frame for different stages of processing is shown in Tables 1 and 2 for the high accuracy and low computation models, respectively. It can be seen that over 50% of computation is spent on the motion estimation step, which is the bottleneck of the current system. With the high computation settings, our system runs at about 3 Hz on a 2 GHz Intel Pentium 4 computer for both the outdoor and indoor image sequences. The proposed method is capable of handling moving speed of 0.9 m/sec for the indoor robot and 1 km/hr for the outdoor vehicle.
To analyze the accuracy of the system, we define the Table 2 Execution times of the experiments with low computation settings. The corner and correlation thresholds are changed to 20 and 0.9 for the indoor sequence, and 10 and 0.7 for the outdoor sequence, respectively. For both cases, the number of random sample is reduced from 1000 to 100.
Step relative error as the distance between the estimated position and actual position divided by the travelled distance. For the indoor environment, as shown in Fig. 8 , the relative error of "estimate 1" is less than 6% at every check point and the average error is about 3.3%. For the outdoor scene, the maximum error of "estimate 1" at the check points is 8.6% and the average error is less than 6%. In the experiments the relative error in a direction perpendicular to the camera motion is larger than the error along the motion direction, as can be seen in Figs. 6 and 7. This could be the instability of pose estimation caused by nearly planar 3-D feature points.
Conclusions
In this work, we presented a stereo vision system for ego-motion estimation of vehicles or mobile robots. The results were evaluated quantitatively by comparing with the actual navigation path, and the relative errors are less than 10% for both the indoor and outdoor experiments. Since the motion estimation is performed using an RANSAC based method, the errors could distribute uniformly in all directions. The average tends to reduce the accumulation error of the system navigation. Currently, the system with a 2 GHz computer works for the outdoor and indoor environments at the moving speed of about 1 km/hr and 3 km/hr, respectively. In the future work, higher resolution image sequences and SIMD (single instruction multiple data) instructions will be used to improve the system performance.
