Abstract-This paper considers large random wireless networks, where transmit-and-receive node pairs communicate within a certain range while sharing a common spectrum. By modeling the spatial locations of nodes as a Poisson point process, analytical expressions for the ergodic spectral efficiency of a typical node pair are derived as a function of the channel state information available at a receiver (CSIR) in terms of relevant system parameters: the density of communication links, the number of receive antennas, the path loss exponent, and the operating signal-to-noise ratio. One key finding is that when the receiver only exploits CSIR for the direct link, the sum spectral efficiency increases linearly with the density, provided the number of receive antennas increases as a certain superlinear function of the density. When each receiver exploits CSIR for a set of dominant interfering links in addition to that of the direct link, the sum spectral efficiency increases linearly with both the density and the path loss exponent if the number of antennas is a linear function of the density. This observation demonstrates that having CSIR for dominant interfering links provides an order gain in the scaling law. It is also shown that this linear scaling holds for direct CSIR when incorporating the effect of the receive antenna correlation, provided that the rank of the spatial correlation matrix scales superlinearly with the density. These scaling laws are derived from integral representations of the distribution of the signal to interference and noise ratio, which are of independent interest and which in turn derived from stochastic geometry and more precisely from the theory of shot noise fields. Simulation results back the scaling laws and the integral representations.
and mobile ad hoc networks [8] [9] [10] [11] , [13] , [14] , [16] , the communication links cannot be coordinated in a centralized way due to the amount of signaling overhead associated with coordination. This has raised the need for distributed interference management with low signaling overheads.
Two main distributed interference management schemes have been proposed in the context of such networks: 1) distributed power control techniques and 2) distributed link scheduling algorithms. For example, in [4] , simple yet heuristic power control methods were proposed to regulate transmit power to mitigate interference between links. Optimal distributed on-off power control strategies were proposed to maximize the transmission capacity [5] , coverage probability [6] , and spectral efficiency for D2D networks [7] . The main limitation in [4] [5] [6] [7] is that the power control methods are only effective when the number of links per unit area is small.
Distributed link scheduling has also recently received much attention. In the context of ad hoc and wireless local area networks, various distributed scheduling mechanisms for interference management have been proposed in the literature, such as ALOHA type medium access control (MAC) protocols (e.g., [8] [9] [10] ), random sequential adsorption MAC protocols [11] , and distributed scheduling by channel thresholding [12] . The main limitation of these approaches is the inefficient network spatial packing resulting from the underlying interference avoidance strategies. By leveraging interference cancellation techniques at the receiver, advanced distributed scheduling mechanisms have also been proposed to increase the spatial packing performance in [13] , [14] , and [16] .
Recently, more sophisticated distributed scheduling mechanisms were proposed in the context of D2D networks [21] , [22] , [24] . In [21] , a geometric scheduling method was proposed where the exclusion regions between different D2D links are created based on link geometries. A signal-to-interference ratio (SIR) based distributed scheduling method called FlashLinQ was proposed in [22] , where the exclusion regions are dynamically created based on link priorities and SIRs. This scheduling algorithm was shown to provide a better throughput than that of preexisting MAC protocols. Leveraging the optimality condition of treating interference as noise (TIN) in [23] , an information theoretic independent set scheduling algorithm was proposed called ITLinQ [24] , which achieves optimal sum rate performance for constant rate loss. More elaborate distributed scheduling mechanisms in [21] , [22] , and [24] may appear to yield much higher throughput, but the communication overheads induced 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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by handshaking processes need to be subtracted, and the net gain compared to a simple ALOHA scheduling method may not be large enough when the density of node pairs is sparse.
In this paper, we use multiple antennas to perform distributed interference management [25] [26] [27] [28] . Multi-antenna communication techniques provide an effective approach to mitigate interference because of their large gains in terms of channel capacity and reliability. In the context of ad hoc networks modeled by stochastic geometry, upper and lower bounds were obtained on the transmission capacity when multiple antennas are employed at transceivers in [25] [26] [27] [28] . In particular, interference cancellation techniques using multiple receive antennas were shown to substantially increase the transmission capacity of ad hoc networks [26] , [27] . For example, it was shown in [26] that the transmission capacity increases linearly with the node density when using multiple receive antennas by leveraging the idea of partial zero-forcing. Continuing in the same spirit yet with a different perspective, we analyze the benefits of using multiple antennas at receivers from a spectral efficiency point-of-view. Rather than the transmission capacity, which measures the spatial density of successful transmissions per unit area, subject to a given outage probability constraint, in this paper, we consider the ergodic spectral efficiency as a performance metric. The key limitation of transmission capacity is that some rate target is fixed, implying that rate adaptation techniques cannot be applied over different fading realizations. In contrast, the ergodic spectral efficiency measures the achievable Shannon transmission rates per unit area when adopting the rate to the different fading realizations. Arguably, this quantity is more appropriate than the transmission capacity in contemporary wireless systems where a coded packet is transmitted over multiple fading realizations [29] .
We consider a dense wireless network whose topology is modeled by means of a homogeneous Poisson point process (PPP) with density λ. This PPP model captures the irregular spatial structure of mobile node locations and helps to analytically quantify the interference. We summarize our main contributions as follows:
• As a starting point, we first consider the case where each receiver exploits CSIR for the direct link. For maximum ratio combining (MRC) [34] , we derive an exact analytical expression for the ergodic spectral efficiency in the network as a function of 1) the density of wireless links λ, 2) the number of receive antennas N r , 3) the path loss exponent α, and 4) the operating signal-to-noise ratio (SNR). By deriving a tight lower and upper bound on the sum spectral efficiency, we show that this ergodic spectral efficiency scales with respect to the density as
2 ) when N r = cλ β with some c > 0 and α > 2.
• Next, we consider the case where each receiver has perfect knowledge of the CSIR of the nearest interfering links in addition to the direct link; this will be referred to as local CSIR below. Under this assumption, we derive an exact analytical expression of the ergodic spectral Fig. 1 . Asymptotic scaling behavior of the sum spectral spectral efficiency for ZF-SIC and MRC. When β = 1 and β = α 2 , respectively, ZF-SIC and MRC achieve a linear growth of the sum spectral efficiency with respect to the density. If β is less (resp. more) than the point that provides the linear growth, then the sum spectral efficiency increases sub-linearly (resp. decreases super-linearly) with the density. efficiency attained by zero-forcing based successive interference cancellation (ZF-SIC) in terms of the relevant system parameters. By deriving a lower and an upper bound with closed forms, we also demonstrate that the ergodic spectral efficiency scales with both the density of the links and the path-loss exponent, as (λ log 2 1 + λ α 2 (β−1) ) when N r = cλ β with some c > 0 and α > 2.
• We also analyze the effects of receive antenna correlation and of a bounded path-loss function. A simple lower bound on the sum spectral efficiency is derived as a function of the eigenvalues of the spatial correlation matrix when direct CSIR is known. This lower bound reveals that a linear scaling is still achievable with direct CSIR, provided the rank of the spatial correlation matrix scales in an appropriate super-linear way with the density. Furthermore, we find a sufficient condition for the number of receive antennas required to attain the linear scaling law with the direct CSIR when a bounded-path loss function is used. The exact expressions and scaling laws for the ergodic spectral efficiency are new to the best of our knowledge. The capacity scaling result with the direct CSIR is partially aligned with the result on the transmission capacity in [25] [26] [27] , showing that the transmission capacity admits a linear scaling law under using MRC when the number of receive antennas scales in a certain super-linear way. Our analysis shows that this result also holds from a sum spectral efficiency pointof-view and generalizes to the case where the number of antenna scales with the density as a polynomial function with an arbitrary degree, i.e., N r = cλ β , as illustrated in Fig. 1 . When the bounded path loss function is applied, we show that a linear growth of the number of antennas is enough to provide a linear capacity scaling, which is a new observation. Furthermore, our scaling result with local CSIR somewhat differs from the prior work [26] , [27] , where it is shown that the transmission capacity only scales with the density when the receivers can cancel interference from a set of nearest interferers while maximizing the desired signal power. In contrast, our analysis reveals that, when using local CSIR, the linear scaling law of the sum spectral efficiency is further improved with a multiplicative gain induced by the path loss exponent, as depicted in Fig. 1 . Furthermore, it is shown that even though the antenna correlation degrades the sum spectral efficiency, a linear scaling is still attainable with direct CSIR if the rank of the correlation matrix increases super-linearly with the density.
The paper is organized as follows. Section II explains the network model and defines the performance metric. Section III is focused on the case when only CSIR for the direct link is known. The case with local CSIR is analyzed in Section IV. Section V contains the analysis of the effect of antenna correlation and the of the impact of a bounded path loss function. Finally Section VI provides some conclusions and a discussion of future work.
II. MODEL
In this section, we first describe the network and signal models. Then, we introduce the performance metrics.
A. Network Model
We consider a large random network where multiple transmit-and-receive pairs communicate using a common shared spectrum. We assume that the transmitter locations {d tx k , k ∈ N} are distributed in the two-dimensional plane according to a homogeneous PPP with density λ. The location at d rx k of the receiver associated with the transmitter d tx k is assumed to be uniformly distributed in an annulus (ring) centered at the transmitter's location with inner radius 1 and outer radius R d , where R d > 1. Here, R d determines the maximum communication range. Further, we assume that all transmissions are synchronous thanks to a common clock shared by the network. We assume all transmitters have a single antenna while each receiver is equipped with N r antennas. Our model differs from the ad hoc network models in [17] [18] [19] [20] where source and destination pairs can be arbitrarily chosen. It can be seen as an extension of the bi-polar models used in [6] , [9] , and [12] [13] [14] [15] with a random link distance of a certain range R d . Fig. 2 illustrates a snapshot of the network topology when λ = 0.00005.
B. Signal Model
In a particular realization of the PPP, transmitter ∈ N sends a message W to its associated receiver. Let s = f (W ) be the signal sent by transmitter , where f (·) represents an encoding function satisfying the power constraint E |s | 2 ≤ P. Let h k, ∈ C N r ×1 and d k, = d rx k −d tx 2 respectively represent the fading vector and the distance from the -th transmitter to the k-th receiver. Further let α ∈ R + , with α > 2, denote the pathloss exponent. Finally, let z k ∈ C N r ×1 denote the noise vector at the k-th receiver. Assuming a narrowband channel model, when all transmitters simultaneously send signals, the total received signal of the k-th receiver, y k ∈ C N r ×1 , is given by
We assume that all entries of h k, j are independent and identically distributed (IID) complex Gaussian random variables each with zero mean and unit variance, i.e., CN (0, 1). Furthermore, it is assumed that all entries of z k are IID.
where σ 2 denotes the noise variance.
C. Sum Area Spectral Efficiency
We define two achievable sum area spectral efficiencies, one for each CSIR assumption.
1) Direct CSIR:
We first define an instantaneous signalto-interference-plus-noise-ratio (SINR) when receiver k exploits h k,k . This assumption is practical because it only requires the receiver to learn the direct link's channel, which can be done using a control channel with a reasonable amount of pilot signal overhead. With this CSIR, under the premise of no interference covariance matrix estimation, the optimal receiving strategy is to maximize the desired signal power using MRC [34] . Applying the MRC vector
, where x * denotes the complex conjugate of the transpose of vector x, the instantaneous SINR of receiver k is given by
In this expression,
denotes the fading power of the direct link, distributed as a Chi-squared random variable with 2N r degrees of freedom. Further, SNR = P σ 2 and I k denotes the aggregated interference power at receiver k normalized by P:
where
represents the fading power of the link from the -th transmitter to the k-th receiver. Since the inner product of two IID random vectors (one with unit norm)
is distributed as a complex Gaussian, its power is an exponential random variable with mean one as shown in [26] and [32] .
Under the premise that each transmitter knows the effective SINR and uses adaptive modulation/coding to select the right rate, each link is able to achieve Shannon's bound for its instantaneous SINR, i.e., log 2 (1 + SINR mrc ). Therefore, the sum of the spectral efficiencies per unit area is given by
where first equation does not depend on the chosen Borel subset A of R 2 provided its Lebesgue measure |A| is positive. In the second equation, E o denotes the Palm probability of the PPP. Under the probability, there is a transmitter at the origin and SINR mrc 0 denotes the SINR of the receiver of the latter. The equalities follow from the definition of Palm probability [33] . The expectations are taken over multiple levels of randomness including link distances and fading. The analysis of this sum spectral efficiency will be presented in Section III.
2) Local CSIR: We now consider the case where each receiver knows the channel of some limited number of interfering links in addition to that of its own link. Without loss of generality, we can order the interferers in increasing distance from receiver k in such a way that
The inequalities are almost surely strict because, with probability 1, no two transmitters are at the same distance from the receiver. Assuming that receiver k knows CSIR for a certain set of nearest interfering links, we derive an instantaneous SINR expression when each receiver performs ZF-SIC [35] . The idea of ZF-SIC decoding is to successively cancel the effects of neighbor interference signals before decoding the desired signal; thereby it provides both an interference cancellation gain and a power gain in the SINR. Under the premise that receiver k measures the L nearest interferer channel vectors, i.e.,
Applying the QR decomposition [36] , the channel matrix H k is a product of a unitary matrix Q k ∈ C N r ×N r and an uppertriangular matrix R k ∈ C N r ×(1+L) , namely,
Applying Q * k to the received signal vector in (1), the resulting input-output relationship is
Since Q k is a unitary matrix and the channel is IID complex Gaussian, the distribution ofh k, j (resp.z k ) is the same as that of h k, j (resp. z k ).
Assuming that successive interference cancellation is used, under the premise that each receiver knows the modulation and coding methods of the nearest interfering transmitters, all data streams sent by the L nearest interferers are decoded and can thus be subtracted from the first element ofỹ k , i.e.,ỹ k (1) . After subtracting the nearby interferer contributions, we have the following equivalent input-output relationship for decoding the s k data stream: (1) , and z k =z k (1) . Consequently, the resulting instantaneous SINR of receiver k is given by
whereH k,k = |h k,k | 2 is distributed as a Chi-squared random variable with 2N r degrees of freedom [36] , SNR = P σ 2 , and I k denotes the aggregated interference power
whereH k, j = |h k, j | 2 is an exponential random variable with mean one as shown in [36] . Consequently, the sum of spectral efficiencies per unit area achieved by the ZF-SIC is given by
with the same conventions as above. The analysis for the sum spectral efficiency with this local CSIR is given in Section V.
It is worthwhile to mention that the sum spectral efficiencies in (5) and (11) are the result of averaging over 1) all fading distributions depending on the receiving strategies and 2) all realizations of the network topology under the Poisson assumption.
In this paper, we use the following asymptotic notation [30] .
as λ tends to infinity for some constants k 1 and
as λ tends to infinity for some constant k.
III. DIRECT CSIR
In this section, we analyze the ergodic spectral efficiency and the scaling behavior of the network described in Section II when the receiver only exploits CSIR for the direct link. We first provide an exact characterization of the sum spectral efficiency and then derive the scaling law.
A. Analytical Characterization
The analytical characterization relies on a lemma introduced in [37] . This Lemma provides in the integral expression of the ergodic spectral efficiency as a function of the Laplace transforms of both the desired signal power and the aggregated interference power. For the sake of completeness, we reproduce it below.
Lemma 1: Let X > 0 and Y > 0 be non-negative and independent random variables. Then, for any a > 0,
(12) Proof: See [37] . The sum spectral efficiency achieved with direct CSIR when |A| = π 500 2 (m 2 ), α = 4, R d = 50m, P = −20 (dBm), and
Using Lemma 1, we present our main result for the ergodic spectral efficiency in an integral form.
Theorem 1: The sum spectral efficiency with direct CSIR is in (13) , as shown at the bottom of this page.
Proof: See Appendix A. The sum spectral efficiency depends on the relevant system parameters, chiefly the density of links λ, the number of antennas at the receiver N r , the path-loss exponent α, the communication range R d , and the operating SNR. This formula generalizes the expression given in [25] in the sense that it incorporates both the randomness on the direct link's distance and noise effects, avoiding sophisticated differentiations of the Laplace transform of the interference power. To back Theorem 1, we compare (13) with simulation results in Fig. 3 , when α = 4, SNR = 84 (dB), and R d = 50 m. The agreement is excellent for the various values of N r considered and for the entire range of λ of interest. As N r increases, the sum spectral efficiency improves because the desired signal power is boosted by the array gain. In particular, the gain is significant in the regime of low λ and saturates as the density increases. This fact reveals that MRC is simple and yet effective to improve the sum spectral efficiency when the density of link is low. This is because, in the low density regime, boosting the signal power while treating interference as noise is asymptotically optimal [23] .
To provide a more transparent interpretation of the expression in Theorem 1, we consider the following examples.
Example 1:
The simplest scenario is that where N r = 1, α = 4, and d k,k = d. In this case, in the interference limited regime, i.e., σ = 0, Theorem 1 gives
t dt respectively represent the cosine and the sine integral function. This analytical expression is useful to understand the interplay between the link distance and the density in the capacity scaling law. For example, if we shrink the link distance
, the sum spectral efficiency boils down to
This example shows that it is possible to obtain a linear growth of the capacity with the density, i.e., (λ), provided the link distance scales down as d = 
This expression provides a better understanding of the sum spectral efficiency performance than the expression given in Theorem 1. For instance, it is possible to observe that the sum spectral efficiency per link increases with the number of receive antennas N r as the integral expression in (16) is a increasing function with respect to N r as shown in (70)-(b) in the appendix.
Example 3: For a given set of network parameters, the MRC technique, which treats all interference as noise could be an optimal receiving strategy for a certain fraction of all communication links. Since all communication links experience the same SNR and the same interference-to-noise ratio (INR) distributions, in order to compute this fraction, we calculate the Palm probability that a typical receiver satisfies
the condition for being scheduled by the ITLinQ scheduling algorithm in [24] . In particular, to make this computation simple yet capturing the interplay between the density and the number of receive antennas, we use channel hardening assumptions [31] , which essentially hold when a large number of receive antennas is used. Suppose that, when using MRC, the k-th link obtains a deterministic array gain N r , and that the fading power from the interferer is a constant equal to 1, for = k. Conditioned on d k,k = d, the probability that the typical receiver satisfies the ITLinQ (destination) condition in [24] is,
where = d tx k , k ∈ N and B(0, R) denote a homogeneous PPP describing the locations of transmitters and a ball centered at 0 with radius of R, respectively. Here (a) comes from the fact that the probability that the distance to the nearest interferer is greater than x > 0 is equal to the probability that there is no interferer in the ball of radius x.
This expression shows the benefits of MRC. For the given density, the probability that the optimality condition of treating interference noise is satisfied increases as the number of antennas increases. In an asymptotic sense, if we scale up the number of antennas with the density in such a way that lim λ→∞ λ N 1 α r = 0, then applying MRC while treating all interference signals as noise is the optimal strategy with high probability.
B. Scaling Law
Although general and exact, the expression given in Theorem 1 is rather complicated, which propels the interest in more compact characterizations. In this section, still in full generality, we provide a lower and an upper bound with a closed-form to the sum spectral efficiency, which allows one to prove the scaling law. The lower and upper bounds leverage Lemma 1 and the following lemma.
Lemma 2: Let X > 0 and Y > 0 be independent non-negative random variables such that
Proof: See Appendix B.
Theorem 2 (Scaling Law With Direct CSIR):
Assume that N r = cλ β for some c > 0 and β ≥ 0. Then, in the interference limited regime (σ 2 = 0), the ergodic spectral efficiency of a typical link scales with the density as
when λ → ∞. Proof: We begin with establishing a lower bound on C mrc to prove that
. From Lemma 2, in the interference limited regime, the sum spectral efficiency is lower bounded as follows:
Using the fact that H k,k is a Chi-squared random variable with 2N r degrees of freedom, we obtain
with γ = ∞ 0 ln(x)e −x dx = 0.57721566 the Euler-Mascheroni's constant.
Using the inequality e ln(2)+ψ(N r ) ≥ N r − 1 for all N r > 1, we obtain
We now use Lemma 1 to obtain a lower bound. With Lemma 1, the lower bound in (20) can be rewritten in an integral form as
where (a) follows from the expression for the Laplace functional of the PPP, (b) follows from Jensen's inequality,
2 , and (d) follows from the fact that e −u ≥ 2 α e −u α 2 for u ≥ 0 when α > 2. Using the assumption that N r = cλ β , as λ goes to infinity for the given R d , we obtain
with c > 0. Next, we derive an upper bound on C mrc to show
. From Lemma 2, in the interference limited regime, the sum spectral efficiency is upper bounded as follows:
where the last equality is due to the facts that
. To this end, we only need to compute a negative moment of the aggregated interference power. The negative moment is computed as follows:
where (a) follows from the relation E 1 X = E ∞ 0 e −s X ds for any positive random variable X. Invoking (27) into (26), we obtain
As a result, since N r = cλ β ,
with c > 0. This completes the proof.
This scaling result implies that there exists a critical scaling of the number of receiver antennas to obtain a linear growth of C mrc , namely, C mrc = (λ). To obtain a linear growth of C mrc as the node density λ increases, the number of receive antennas should scale super-linearly with the density like λ α 2 . This result backs the intuition that the receiver should boost the desired signal power more rapidly than the density to keep a constant SIR when MRC is applied. Meanwhile, for any β with β < α 2 , the sum spectral efficiency asymptotically tends to zero because the SIR keeps decreasing as the density increases. If we scale up the number of receive antennas like N r = λ β where β > α 2 , then the sum spectral efficiency increases super-linearly with the density, i.e., like (λ(β − α 2 ) log(λ)). One potential concern for this scaling result is that the farfield assumption on the path loss model eventually does not hold as the density goes to infinity. This concern can be resolved by equivalently interpreting our scaling result in terms of the average number of interferers in the communication area, i.e., λπ(R 2 d − 1). When the density is small enough to justify the farfield assumption with high probability (e.g., λ = 0.00005), it is possible to increase the communication range R d asymptotically, i.e., the average number of interferers goes to infinity. Then, to maintain the constant transmission rate as the average number of interferers increases, the number of receive antennas should scale superlinearly with the average number of interfering transmitters, λπ R 2 d in a particular way, i.e.,
Although this interpretation could be helpful to understand the merits of using multiple receive antennas in an engineering sense, we shall characterize the capacity scaling of the network in terms of the density for the mathematical convenience in the rest of this paper.
Example 4: When the number of receive antennas does not scale with the density, i.e., β = 0, the scaling law per link boils down to log 2 
This implies that the typical user's transmission rate goes down super-linearly with the density, and a smaller path-loss exponent causes a more severe transmission rate degradation. It is worthwhile to mention that this scaling result is more pessimistic than the well-known ad hoc capacity scaling law,
, in [17] . The discrepancy inherently follows from the different assumptions used in the two network models. In our model, the link association is fixed, and there is a nonzero probability that the nearest interferer's location can be arbitrary close to the typical link's receiver. Whereas, in the ad hoc network model [17] , the source and destination pairs are randomly determined, and the transmission rate per link does not depend on the density due to the interference guard region, when the nearest neighbor routing algorithm is applied. In the ad hoc model [17] , instead of the transmission rate per link, the capacity scaling is crucially determined by the number of hops in a typical communication pair that is of order
Whereas, in our model, the capacity scaling is decided by the transmission rate per link due to the single-hop communication constraint.
Example 5: When α = 4 and d k,k = d, in the interference limited regime, the proofs of Theorems 1 and 2 show that the sum spectral efficiency can be approximated as
As shown in Theorem 2, if we scale up the number of receive antennas with the density as N r = (λπd 2 ) 2 , the sum spectral efficiency is simply given by
Note that this is the same expression as in Example 1. Therefore, the role of MRC can be interpreted as virtually reducing the link distance by boosting the direct channel gain. Example 6: For a given set of system parameters, it would be interesting to determine the link density λ, which maximizes the sum spectral efficiency. For this, one can leverage the lower bound on the sum spectral efficiency in (24) to find the optimal density λ that maximizes this lower bound. This is obtained by solving the following optimization problem:
In the high SIR regime, i.e., log 2 (1+x) log 2 (x), the optimal link density is
This simple relationship confirms the intuition that, with MRC, the maximum link density (spatial packing performance) increases sub-linearly with respect to the number of receive antennas.
IV. SPECTRAL EFFICIENCY WITH LOCAL CSIR
In this section, we analyze the sum spectral efficiency of networks using a successive interference cancellation method with local CSIR.
A. Analytical Characterization
We first present an analytical expression of the sum spectral efficiency.
Theorem 3: The achievable sum spectral efficiency with local CSIR on the L dominant interferers is
where which reflects the effect of interference cancellation by ZF-SIC. To provide more intuition on the expression in Theorem 3, it is instructive to consider an example.
Example 7: When α = 4, we have a closed form expression for the Laplace transform ofĨ k in terms of a Bessel function. Conditioning on the fact that the L-th nearest interferer's distance is equal to r , d k,k L = r , this Laplace transform can be lower bounded as follows
where the inequality follows from Jensen's inequality and the last equality is due to Campbell's theorem. By unconditioning (36) with respect to r , we obtain
where B L (x) denotes the modified Bessel function of the first kind. By replacing (37) into (35), we have
Since this expression involves fewer integrals, it is easier to compute. Further, we observe that, given d k,k = x, the sum spectral efficiency improves as L increases since
B L 2λπ √ z is an increasing function with respect to L. This confirms the intuition that interference cancellation improves the sum spectral efficiency. Fig. 4 shows a comparison of the sum spectral efficiency achieved by ZF-SIC when α = 4 and R d = 50m. The match between the analytical and simulation obtained sum spectral efficiencies is excellent. Further, the simple lower bound expression given in (37) is tight as the number of antennas increases.
B. Scaling Law
By simplifying the exact expression in Theorem 3, we derive the scaling law of the network with local CSIR.
Theorem 4 (Scaling Law With Local CSIR):
Assume that N r = cλ β for some c > 0 and β ≥ 0. Then, in interference limited networks, the spectral efficiency of the typical link scales as
as λ → ∞.
Proof:
We begin with the proof of
by deriving a lower bound with a closed form. Applying Lemma 2, we obtain the following lower bound on the sum spectral efficiency achieved by ZF-SIC:
where we used the fact that
Next, we compute the expectation ofĨ k . Conditioned on d k,k L = r , the aggregated interference power from the disk with radius r is
Unconditioning with respect to the distribution of d k,k L given in [38] , we obtain the averaged interference power as
Plugging (41) and (43) into (40), we get the lower bound
Since e ln(2)+ψ(N r ) ≥ N r − 1, we can rewrite the lower bound as follows:
To reach the scaling law, we use the following inequality in [41] (L)
for L ≥ 1 and α ≥ 2. Since the receiver is able to cancel the L = N r − 1 nearest interferers, using the inequality, the lower bound is given by
where the last equality comes from the assumption that N r = cλ β . As the density goes to infinity,
Now, let us prove that
by deriving an upper bound with a closed form. Applying Lemma 2, in the interference limited regime, we obtain the following upper bound of the sum spectral efficiency
where we used the facts thatH
. Thus, we need to compute a negative moment ofĨ k . Using the fact that
(N r − 1) (50) where (a) follows from the probability generating functional of the PPP, (b) is due to the change of variable v = sr −α and 2 F 1 (·) denotes the Gauss hypergeometric function, (c) follows from the distance distribution of the (N r − 1)-th nearest interferer from the k-th receiver, given in [38] . Using the following inequalities:
for α > 2 and N r > 1, we get the following upper bound of the negative moment
Plugging (52) 
Assuming that N r = cλ β , as the density goes to infinity, we get
as λ → ∞. This completes the proof. This scaling law is remarkable in that the sum spectral efficiency improves linearly with the density, if the number of receive antennas scales up linearly with the density. This indicates that the linear capacity scaling law is achievable with less receive antennas than MRC. Furthermore, when the number of antenna increases like λ β for β > 1, the sum spectral efficiency increases super-linearly with the density with a multiplicative gain of α 2 (β −1), which is proportional to the path loss exponent α. This multiplicative gain comes from the performance improvements due to the cancellation of dominant interference. These observations advocate that, without transmit cooperation, near-capacity-achieving point-to-point coding has the potential to provide significant performance gain by an appropriate combination of strong interference cancellation and treating weak interference as noise. A similar observation was also made in single antenna ad hoc systems using simultaneous decoding of strong interfering signals at receivers [39] .
It is also worth to note that the scaling law attained by ZF-SIC can be obtained with a constant rate loss when partial zero-forcing (PZF) in [26] is applied. For example, when α = 4, we choose the number of interferers being cancelled to be N r 2 while boosting the desired signal power using the remaining antenna degrees of freedom In this section, we analyze the impact of receive antenna correlation and bounded path loss function on the sum spectral efficiency and its scaling behavior when the receiver is aware of direct CSIR.
A. Antenna Correlation Effect 1) Correlation Model:
To incorporate the effect of correlation, we model the channel vector h k, as
where C ∈ R N r ×N r denotes the receive antenna correlation matrix, which is assumed to have positive ordered eigenvalues {μ 1 , . . . , μ r }, μ n ≥ μ m for n < m i.e., rank(C) = r with r ≤ N r . Further, the entries ofh k, are assumed to be IID complex Gaussian random variables, each with zero mean and unit variance. The eigenvalues can be different depending on the antenna structure. For example, it has been shown experimentally that the spatial correlation matrix of a uniform linear array antenna is well represented by the exponential model introduced in [40] . For mathematical convenience, we assume that C is fixed and compute the ergodic rate with respect to the fading variable. This assumption is valid because the second-order statistics of C change slowly compared to the fading variables.
The following lemma quantifies how the antenna correlation changes the effective fading distributions in both the direct and the interfering links. 
Proof: See Appendix D 2) A Lower Bound: Leveraging Lemma 3, we now derive a lower bound on the sum spectral efficiency. The corresponding upper bound is obtained when the antennas are uncorrelated, which is the case discussed in Theorem 1.
Theorem 5: Assume that the correlation matrix C ∈ R N r ×N r has non-zero eigenvalues {μ 1 , . . . , μ rk(C) } where rk(C) ≤ N r . The sum spectral efficiency with direct CSIR is lower bounded by
dzdx.
(57) Proof: The proof is direct from the proof of Theorem 1 and 2, replacing the Laplace transforms of H k,k and H k, by taking into account the antenna correlation, which are obtained from Lemma 3. This shows that the eigenvalues of the antenna correlation matrix affect the ergodic spectral efficiency by changing both the desired signal power and the aggregated interference power. As a special case, by setting μ n = 1 for n ∈ {1, . . . , N r }, we then recover the exact expression of the sum spectral efficiency given in Theorem 1. For uncorrelated antennas, the spatial correlation matrix C becomes the identity matrix I with all eigenvalues equal to one. Therefore, the desired signal power H k,k is distributed as a Chi-squared, which is the case considered in Theorem 1.
It is interesting to observe that the performance degrades as the condition number of the correlation matrix, κ(C) = μ 1 μ r , becomes larger. In other words, the sum spectral efficiency decreases in highly correlated antenna structures. Fig. 5 illustrates this fact when N r = 4 for different antenna correlation parameters. Using the exponential antenna correlation model in [40] , we define the correlation matrix
where ρ denotes the correlation parameter between two adjacent receive antennas. As shown in Fig. 5 , the sum spectral efficiency decreases as the antenna correlation value increases.
It is notable that in the lower density regime, the sum spectral efficiency degradation due to antenna correlation is negligible.
3) Scaling Law:
We now derive a lower bound of scaling law when direct CSIR is known, considering the antenna correlation effects.
Corollary 1 (Scaling Law With Antenna Correlation): Assume that rk(C) = cλ β for some c > 0. The ergodic spectral efficiency of a typical link asymptotically scales as follows:
as λ → ∞. Proof: The proof uses arguments similar to those of the proof of Theorem 2. Since the interference power is changed by a constant factor μ 1 , it does not affect the scaling law. The difference is in the computation of E ln H k,k when taking the antenna correlation effect into account. Since H k,k is a weighted sum of exponential random variables, we can define
n=1 μ n X n where X n are the IID exponential random variables with mean one. With this, we compute a lower bound on E ln H k,k as follows:
where (a) follows from the arithmetic geometric mean inequality and (b) follows from the fact that X n is Chi-squared distributed with degrees of freedom two and from the definition of the Euler-Mascheroni's constant γ . With this, for the given I k , a lower bound on the sum spectral efficiency is given by
Using the same argument as in the proof of Theorem 2, it is possible to show that the lower bound in (61) scales as lim λ→∞
. Since the upper bound corresponds to the case of no antenna correlation stated in Theorem 2, this complete the proof of Corollary 1.
Corollary 1 demonstrates that antenna correlation does not affect the scaling law of the network if the correlation matrix has a full rank. Nevertheless, the antenna correlation decreases the SIR by the factor of e rk(C) n=1 ln(μn ) rk(C)
−γ compared to the uncorrelated case as observed in Fig. 5 .
B. Effect of the Path Loss Function
Up to this point, we have analyzed the sum area spectral efficiency and the associated scaling laws using the path loss function x −α . In this section, we analyze the impact on the scaling law by taking into account the bounded path loss function (min 1, x −α ). Unlike the path loss function used in the previous sections, this bounded path loss function ensures that the mean power of the aggregated interference is finite. When using this bounded path loss function, we provide the scaling law in networks with direct CSIR in the following corollary.
Corollary 2: In the interference limited regime, if N r = cλ β with c > 0, then
as λ → ∞. Proof: From Lemma 2, the sum spectral efficiency is upper bounded as follows:
Using the facts that H k,k is a Chi-squared random variable with 2N r degrees of freedom, that d k,k is uniformly distributed in a disk with radius R d , and that they are mutually independent, we obtain the following inequality:
. Next, we compute the mean of the interference power. Since we consider a non-singular path loss model, the expectation of the aggregated interference power is finite. Applying Campbell's theorem [33] , the mean of the aggregated interference power is given by
Invoking (64) and (65) into (63), we finally obtain the lower bound
where the last equality comes from the assumption of N r = cλ β . Consequently, as the density goes to infinity, we get
which completes the proof. This corollary contrasts with the capacity scaling result given in Theorem 2. In Theorem 2, we showed that the number of receive antennas should increase super-linearly with the density to maintain the linear scaling in the direct CSIR case. Corollary 2, however, shows that a linear scaling of the sum spectral efficiency is possible with knowledge of CSIR for the direct links, whenever the number of receive antennas scales linearly with the density of links. These results show that the network performance strongly depends on the chosen pathloss function. A similar observation was reported in recent work [42] where multi-slope path loss functions change the coverage probability as a function of the base station density in cellular downlink networks.
VI. CONCLUSION
We considered a network with multiple receive antennas and explored the benefits of exploiting multiple antennas in terms of the sum spectral efficiency. Under two different CSIR assumptions, we derived exact analytical expressions and scaling laws by deriving closed form upper and lower bounds on the sum spectral efficiency. A major implication from our results is that the sum spectral efficiency improves linearly with the density of links when the number of antennas scales with the density in a particular super-linear way. This super linear growth conclusion holds under the assumption of a power law attenuation. For the bounded attenuation case, the super linear growth can be replaced by a linear one. When local CSIR is exploited, the sum spectral efficiency improves linearly with the multiplicative factor given by the path loss when the number of receive antenna scales in a linear way with the density. Further, we verified that for correlated channels, a linear scaling is still achievable with direct CSIR as long as the rank of the spatial correlation matrix scales super-linearly with the density. These results show that using multiple antennas is useful in controlling interference in a distributed way; thereby providing significant gains in the network scaling.
An interesting direction for future study would be to explore the effects of having multiple antennas at transmitters. For example, the transmit array can be used for maximum ratio transmission or to apply nullify to nearby interferers [28] . Another possible research direction is to investigate the area spectral efficiency scaling laws of the SIMO channel with local CSIR when antennas are correlated or a different path-loss model is assumed. Furthermore, by combining interferenceaware scheduling algorithms, it would also be interesting to characterize the achievable rate when multiple antennas are used by transmitters and receivers. Another interesting direction is to extend the results to cellular networks by changing the direct link distance distribution and interference guard regions appropriately. It would also be interesting to consider millimeter wave operation where channel blockages are important and antenna arrays are used only for beamforming [43] .
APPENDIX A PROOF OF THEOREM 1
Conditioning by d k,k = d, leveraging Lemma 1, the sum spectral efficiency of the k-th link can be written in the following integral form:
where the expectations are taken over H k,k and I k . The Laplace transform of the aggregated interference power I k evaluated at d α z is computed as
where ( 
This completes the proof.
APPENDIX B PROOF OF LEMMA 2
Proof: The proof relies on Jensen's inequality. We first focus on the lower bound. Using the facts that X and Y are independent and log 2 1 + a Y for all a > 0 is a convex function with respect to Y , we obtain a lower bound as
Since log 2 1 + be X is a convex function with respect to X for b > 0, we apply Jensen's inequality again, which yields
This completes the proof of the lower bound. Next, we prove the upper bound. Since log 2 (1 + a X) is a concave function with respect to X > 0 for all a > 0, we obtain the upper bound
which completes the proof.
