Abstract. It is known that Clifford (geometric) algebra offers a geometric interpretation for square roots of −1 in the form of blades that square to minus 1. This extends to a geometric interpretation of quaternions as the side face bivectors of a unit cube. Research has been done [1] on the biquaternion roots of −1, abandoning the restriction to blades. Biquaternions are isomorphic to the Clifford (geometric) algebra C 3 of R 3 . All these roots of −1 find immediate applications in the construction of new types of geometric Clifford Fourier transformations.
Introduction
The British mathematician W.K. Clifford created his geometric algebras 1 in 1878 inspired by the works of Hamilton on quaternions and by Grassmann's exterior algebra. Grassmann invented the antisymmetric outer product of vectors, that regards the oriented parallelogram area spanned by two vectors as a new type of number, commonly called bivector. The bivector represents its own plane, because outer products with vectors in the plane vanish. In three dimensions the outer 1 In his original publication [2] Clifford first used the term geometric algebras. Subsequently in mathematics the new term Clifford algebras [20] has become the proper mathematical term. For emphasizing the geometric nature of the algebra, some researchers continue [3, 5, 16] to use the original term geometric algebra(s).
Clifford (geometric) algebras
The associative geometric product of two vectors a, b ∈ R p,q , p+q = n is defined as the sum of their symmetric inner product (scalar) and their antisymmetric outer product (bivector)
We define [20] a real Clifford algebra C p,q as the linear space of all elements generated by the associative (and distributive) bilinear geometric product of vectors of an inner product vector space R p,q , p + q = n over the field of reals R. A Clifford algebra includes the field of reals R and the vector space R p,q as grade zero and grade one elements, respectively.
Clifford algebras in one, two and three dimensions have the following basis blades of grade 0 (scalars), grade 1 (vectors), grade 2 (bivectors) and grade 3 (trivectors)
{1, e 1 , e 2 , e 3 , e 23 , e 31 , e 12 , e 123 },
where we use abbreviations e 12 = e 1 e 2 , e 23 = e 2 e 3 , e 31 = e 3 e 1 , e 123 = e 1 e 2 e 3 . Every multivector can be expanded in terms of these basis blades with real coefficients. We give examples for M ∈ C p,q , n = p + q = 1, 2, 3:
M = α + b 1 e 1 + b 2 e 2 + βe 12 ,
M = α + b 1 e 1 + b 2 e 2 + b 3 e 3 + c 1 e 23 + c 2 e 31 + c 3 e 12 + βe 123 .
The general notation for the quadratic form of basis vectors in R p,q is:
We therefore always have e 4 k = ε 2 k = 1, and we abbreviate C p = C p,0 . We follow the convention that inner and outer products have priority over the geometric product, which saves writing a number of brackets. Therefore, a · b c equals ( a · b ) c and not a · ( b c), etc.
We will frequently use the following basic formulas of Clifford algebra in the rest of this work. The symmetric part of the geometric product of any two vectors a, b is the inner product (contraction, scalar product)
Likewise the inner product (contraction, scalar product) of any two bivectors c, c is symmetric 1 2 (c c + c c) = c · c = c c 0 = c c .
The antisymmetric part of the geometric product of any two vectors a, b is the outer product (bivector)
The inner product (left contraction) of a vector a with a bivector c is antisymmetric
Let I n = Π n k=1 e k be the unit oriented pseudoscalar of C p,q , n = p+q. Let A r , B s ∈ C p,q be two blades of grade r and s, respectively. Then we have the following general rules [18] . The inner product (left contraction [19] ) is related to the outer product by
2 In order to avoid a discussion of deviating definitions of the inner product for r = 0 or s = 0, we exclude scalars in (12) , but depending on the definition of the inner product (or contraction), a single general formula for all grades exists. For example for the left contraction [19] A, B ∈ C p,q , A B = P r,s A r B s s−r we have the two formulas (A ∧ B)In = A (BIn) and (A B)In = A ∧ (BIn).
Two blades A r , B s ∈ C p,q are called orthogonal iff their inner product is zero
With (11) follows that for r ≤ s
where
n is the dual of B s , with I −1 n = ±I n . Likewise (12) shows that for r + s ≤ n, r, s > 0
Example 1. Let b, c ∈ C p,q , p + q = 3 be a vector b and a bivector c with vanishing outer product. Then by (15) the dual vector c = c is always perpendicular to b independent of the signature of the underlying vector space R p,q , p + q = 3,
3. Geometric multivector square roots of −1 Definition 3.1 (Geometric root of −1). A geometric multivector square root (geometric root) of −1 is a multivector A ∈ C p,q with
An immediate application of this definition is the generalization of the famous Euler formula to geometric roots A e ϕA = cos ϕ + A sin ϕ.
For example, Lounesto considers e.g. cos ϕ + e 12 sin ϕ in C 2 in [20] on page 29.
Theorem 3.2. Every multivector square root A of −1 is subject to n + 1 = p + q + 1 grade-wise constraints:
and
where AA k denotes the k-th vector part of AA, and AA = AA 0 .
We point out that AA is identical to the scalar product A * A of [3] . In the following we call the scalar equation (19) the root equation of C p,q and (20) the constraints. Depending on the value of k, each k-vector constraint represents n k scalar equations. We will sometimes conveniently split up a k-vector constraint equation and still call the resulting partial equations constraints.
Case n = 1
We have two algebras C 1 and C 0,1 . There is only one basis vector e 1 with square e 2 1 = ε 1 . The two Clifford algebras are two dimensional with general elements (multivectors) α + β e 1 , α, β ∈ R.
The square of such a multivector is
which has the scalar part (root equation)
and the vector part (constraint)
We see that the left hand side of (23) is always greater or equal to zero if ε 1 = +1. Therefore C 1 has no multivector square roots of −1. The vector part (24) is zero if and only if α = 0 or β = 0.
(25) If we try for C 0,1 and let α = 0, we get from (23) the root equation
If we try for C 0,1 and let β = 0, we get from (23)
which is impossible for α ∈ R. Therefore, when n = 1, the only geometric roots of
5. Case n = 2
We have three central algebras C 2 , C 1,1 and C 0,2 . There are two basis vectors e k , k ∈ {1, 2} with square e 2 k = ε k . The three Clifford algebras are four dimensional with general elements
=−ε1ε2
which has the scalar part (root equation),
two constraints for the vector part
and the bivector part 2αβe 12 = 0.
5.1. Case n = 2, α = 0
Equations (32) and (33) are now always fulfilled by any b and β. From (31) it follows that
Multiplying each side of (24) by ε 1 ε 2 gives the following root equation:
In C 2 this includes, for b 1 = b 2 = 0, the solution A = ±e 12 , which also appears in [20] on page 29. 
Inserting this in (31) gives
which has no solution. Therefore, the root equation (35) describes already all possible solutions.
Case n = 3
We have four algebras C 3 , C 2,1 , C 1,2 , and C 0,3 with a non-trivial center spanned by the identity element 1 and the unit pseudoscalar e 123 . There are three basis vectors e k , k ∈ {1, 2, 3}, with squares e 2 k = ε k . The four Clifford algebras are eight dimensional with general elements
Setting the square of such a multivector to −1 gives
=−ε1ε2ε3 +2α b + 2αc + 2αβe 123
Grade-wise this results in the following set of constraints: For the scalar part (root equation) 
6.1. Case n = 3, α = 0 For α = 0, the four equations (41) to (44) simplify to the root equation
and the three constraints
The expression b ∧ c = 0 means that b is in the plane defined by the bivector c, which can also be written as
(47) In three dimensions the bivector c can also be represented by its dual vector (perpendicular to the plane defined by c) c = ce
where we used ε k = ±1, k ∈ {1, 2, 3} and hence ε −1 k = ε k . Therefore, independent of the signature of the quadratic form, we have the following constraint
i.e., b ⊥ c, which should be compared with Example 1.
6.1.1. Case n = 3, α = 0, β = 0. The constraints are now given by α = 0, β = 0, and (47) or (49). For α = β = 0 the root equation (45) further simplifies to
and (49). We now explain the geometric interpretation of the root equations (50). 
while the root equation (45) gives
Because for real β ∈ R \ {0} the square β 2 > 0 is always positive, equation (52) includes two constraints β = ±1 and ε 1 ε 2 ε 3 = 1.
This is only possible in C 3 and C 1,2 , but not in C 2,1 and C 0,3 . So for C 3 and C 1,2 we get the geometric trivector roots of −1 as
6.2. Case n = 3, α = 0 We will see that no more geometric roots of −1 arise for the case α = 0. To prove this is not trivial as we will see in the following. For α = 0 we get from (42)
from (43)
and from (44)
By squaring both sides of equations (55) and (56) we obtain
Inserting (59) into (58) yields
If b 2 = 0, we get from (60) that
and, therefore, β = ±α.
6.2.1. Case n = 3, α = 0, β = 0. For α = 0 and β = 0 equations (55) and (56) further simplify to b = 0, c = 0.
(62) Equation (57) is then trivially fulfilled. The root equation (41) reduces to
which cannot be fulfilled for α ∈ R \ {0}. Therefore no geometric roots of −1 exist for α = 0 and β = 0.
6.2.2. Case n = 3, α = 0, β = 0. We now insert (56) into (57) to get 
and 4α 2 = −1 for C 2,1 and C 0,3 .
(67) For real α = 0 both (66) and (67) have no solution.
Therefore the only geometric roots of −1 for n = 3 are the ones found in section 6.1.1 for α = β = 0, and in section 6.1.2 for α = 0, β = 0. No geometric roots of −1 for n = 3 exist for α = 0.
The geometric roots of −1 of C p,q , n = p + q ≤ 3 are summarized in Table 1 on page 20. We point out, that the root equation for n = 2, α = 0 results from simply inserting the case condition α = 0 of column two into the general n = 2 root equation (31). Likewise, the root equation for n = 3, α = β = 0 results from simply inserting the case condition α = β = 0 of column two into the general n = 3 root equation (41).
Case n = 4
We
Setting the square of such a multivector to −1 gives: 
We therefore get 
This results grade-wise in the following set of equations. For the scalar part (root equation)
the vector part of the l.h.s. in (70)
the bivector part of the l.h.s. in (70)
and the trivector part of the l.h.s. in (70)
After multiplying both sides of equation (71) Grade-wise we get from (78) the scalar part
the vector part
the bivector part
and the trivector part
Apart from the actual root equation (73) we have therefore the following set of seven constraint equations
The outer products of (86) with b and b give the following useful identities
The inner products (left contractions) of (84) with b and of (85) with b lead to
We further contract each side of (87) from the left with c to obtain 
or, equivalently,
For α = 0, we similarly contract each side of (87) 
or equivalently (ε
The inner product of (84) with b leads to
where we inserted (86) and (88) for the second equality. Assuming α = 0, equation 
The inner product of (85) with b leads to
where we inserted (86) and (89) for the second equality. Assuming α = 0, equation (100) 
If in addition α = 0 then with (97) we get for the root equation
= 4α
Therefore, we have no solution for α = 0 and α = 0.
In this case constraints (83) - (89) become
We further have from (92), (94), (95), (98), (100) the derived constraints
We calculate from (108) that
(111), (113) 
Inserting (112) in (115) we get
If c 2 = 0 in (116) then
and the root equation (102) becomes with (112)
which has no solution for real α = 0. If c 2 = 0 the root equation (102) becomes with (112) instead
which has again no solution for c 2 = 0.
For c 2 = 0 and c 2 = 0 (86) yields
From (113) and (114) 
We now insert (111) and (121) in (120) to obtain
Inserting this result into the root equation (119) yields again
which as before has no solution for real α = 0. 
The constraint equations (83) -(89) which have to be satisfied become
Especially for α = 0 we obtain from (130) and (131) the constraints
It is obvious that with (132) equations (128) and (129) are then fulfilled, because
Due to (134) equation (125) is also fulfilled c · c
Using (133) we now check the remaining (126) and (127)
= −ε 4 βc e 123 ,
= −β c e 123 .
Therefore, if the two constraints (132) and (133) are satisfied, all other necessary equations are also satisfied and the root equation depends only on α , β, β , b, and b :
7.3. n = 4, α = α = 0 For α = α = 0 the root equation (73) simplifies to
The constraint equations (83) - (89) which have to be satisfied become 
The remaining constraint equations (140) -(146) which have to be satisfied become 
We can check that based on (156) the other two constraints of (155) are also satisfied
Inserting β = 0 and (156) into (147) yields the root equation 
The root equation (139) becomes then
Case: b = 0, β = 0 This reduces the constraint equations (140) - (146) to
Hence (166) is satisfied and we must only check (164) and (167). Inserting (165) into (164) gives
Inserting (165) into (167) gives
The root equation (139) becomes now with constraints (165) and (168) 1
Case: b = 0, β = 0 This reduces the constraints (140) - (146) to
The root equation (139) then becomes
Case: b = 0, β = 0 We obtain from (146) that
which automatically takes care of (145). We further calculate from (142) that
123 .
We now check the remaining four constraints (140), (141) 
Inserting (182) into (140) gives
Finally inserting (182) into (143) gives
Everything is therefore consistent and with the constraints (181) and (182) for b and c we get from (139) the root equation
This concludes the discussion of n = 4, α = α = 0. Table 2 on page 22 lists all geometric roots of −1 of C p,q , n = p + q = 4. We point out, that similar to Table 1, also in Table 2 all root equations of the third column result from the general n = 4 root equation (73), simply by inserting the case conditions and constraints of columns one and two. Table 1 lists all geometric roots of −1 for Clifford algebras C p,q , n = p + q ≤ 3, and Table 2 does the same for Clifford algebras C p,q , n = p + q = 4. The content of both tables has been checked with the MAPLE package CLIFFORD [22] . The solutions for C 3 included in Table 1 correspond to the biquaternion roots of −1 found in [1] .
Conclusions
Overall the calculations and the results demonstrate how in Clifford algebras extensive calculations can be done without referring to coordinates [3, 23] . In the case of C p,q , n = p + q = 4, we arbitrarily selected one non-isotropic vector e 4 for suitably splitting the algebra in order to use well developed techniques for algebras C p,q , n = p + q = 3. In the end it is always possible to express the results in coordinates as in Table 1 . However, this considerably blows up the expressions and blurs the mostly p, q-signature independent form of the root equations of the families of geometric roots of −1. In the case of C p,q , n = p + q = 4, in Table 2 , we have not expressed the results in coordinates, because then the table would extend over several pages.
Open questions are: Table 1 . Geometric roots of −1 for Clifford algebras C p,q , n = p + q ≤ 3. The multivectors are denoted for n = 1 by α + β e 1 , for n = 2 by α + b 1 e 1 + b 2 e 2 + βe 12 , and for n = 3 by α + b 1 e 1 + b 2 e 2 + b 3 e 3 + c 1 e 23 + c 2 e 31 + c 3 e 12 + βe 123 .
n Cases Solutions A and root equations 1 no solution for • The interesting relationship with families of idempotents of Clifford geometric algebras [21] . Table 2 . Geometric roots of −1 for Clifford algebras C p,q , n = p + q = 4. The multivectors are denoted by α + b + c + β e 123 + (α + b + c + β e 123 ) e 4 , for details see (68) in the text.
Case Subcase / Constraints Solutions and root equations periodicity of Clifford algebras and the isomorphisms with matrix rings. Central elements squaring to −1 would be of particular importance as then they can be used in place of the imaginary i.
• The further use of Clifford algebra computation software like CLIFFORD for MAPLE and other packages [22, 24, 25] . Of special interest in physics are the Clifford algebras of Minkowski spacetime, sometimes called [17] space-time algebras C 3,1 and C 1,3 . Table 2 contains the complete set of all geometric roots of −1 for these algebras, so in particular all possible geometric multivector elements that may take on the role of the imaginary unit i in quantum mechanics, which is e.g. fundamental for the description of spin and for wave propagation.
Finally, the door is now wide open to construct all possible new types of Clifford Fourier transformations (CFT) [26] for multivector fields with domains and image domains ranging over the full Clifford algebras involved or subalgebras and subspaces thereof. In particular all known Fourier transformations will find their place in this new general framework. The close relationship of wavelet transformations [27] and windowed transformations [28] to Fourier transformations shows that also in these fields new mathematics is to be expected.
Examples of CFTs working with non-central replacements of the imaginary unit i are the quaternion FT (QFT) [5, 13, 14, 29] , and the CFT [9, 12] where i is replaced by pseudoscalars in C n , n = 2 (mod 4). This shows that in principle every geometric root of −1, be it central or not, gives rise to its own geometric FT. Regarding the non-central geometric roots of −1, the example of the QFT shows that the non-commutativity may indeed be of advantage for obtaining more information about the symmetry and the physical nature of signals thus processed.
