: imperfect correspondence between multimodal images and their learned dictionaries.
Synthetic Experiment on Textures § We create multimodal textures by smoothing a given texture with a Gaussian kernel and inverting the intensity of the smoothed image;
Synthetic Experiment on Multimodal Microscopy Images §
We test the proposed method on correlative microscopy images. σ 1 σ 1
Multimodal Registration on Correlative
Microscopy § Given a TEM image, we use the multimodal dictionary to predict the corresponding confocal image; § Registration between predicted image and original confocal image using rigid transformation model. Fig. 5 : a) TEM b) Confocal § We proposed a robust multimodal dictionary learning method based on a probabilistic formulation; § Our method was validated using synthetic and real data demonstrating its robustness to noise. 
M-step
p(h = 1 x i ) ≥ p(h = 0 x i )?
Noise patches

Clean patches
Multimodal
Experimental Validation
Tab. 1: Prediction and registration results MD denotes our proposed method and ST denotes the standard method. We report the registration results of corresponding landmarks in micron (0.069 micron = 1 pixel). P-value is computed using a paired ttest. Support: NSF (EECS-1148870, EECS-0925875), NIH (5P41EB002025-28, 5R01GM097585-03, 2P41EB002025-26A1) Contact: tiancao@cs.unc.edu
Conclusion
