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Abstract. An analogue of D. Waterman’s result on the summability of the
Fourier series for functions of bounded Λ-variation by the Cesa´ro methods of
negative order is obtained in multidimensional case. It is proved that, unlike
one-dimensional case, the continuity of function in the corresponding variation
is essential for the convergence and even for the localization of the Cesa´ro
means for certain orders of these means.
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1. Introduction
In 1972, D. Waterman[9] introduced the ΛBV classes of functions of bounded Λ-
variation. One of these classes, the class of functions of bounded harmonic variation,
proved to be a perfectly suitable instrument for estimating the partial sums of trigono-
metric Fourier series. The ΛBV classes were generalized by A. A. Saakyan [7] for two-
dimensional case and by A. I. Sablin [8] for multidimensional case. Certain results on
convergence of trigonometric Fourier series for functions from the ΛBV classes were ob-
tained in these papers and in our papers [1, 2].
In 1976, Waterman[10] applied the concept of Λ-variation for studying the properties of
the Cesa´ro means of trigonometric Fourier series. In this work, CΛV classes of functions
continuous in Λ-variation were introduced. The classes C{nb}V were used to obtain the
convergence condition. Later on, Sablin proved that in one-dimensional case the classes
{nb}BV and C{nb}V coincide, therefore, the condition of continuity in Λ-variation turned
out to be unimportant for this problem.
The aim of our article is to expand the results on Cesa´ro summability for multidimen-
sional case. In sections 2 and 3 we prove a sufficient condition for convergence of the
Cesa´ro means in terms of the Waterman classes. This condition requires continuity of a
function in the corresponding variation, which was intoduced in multidimensional case
by the author[1] and Dragoshanskii[6].
However, the author and Dragoshanskii proved that the class C{nb}V can be a proper
subclass in {nb}BV both for isotropic and unisotropic cases. Thus the following question
arises again: is the continuity in variation an essential condition for the convergence of
the Cesa´ro means or not? In section 4 we answer this question. We prove that for certain
orders of the means, this condition cannot be omitted.
We are now turning to precise definitions and statements. First, let us introduce the
necessary notation.
By C we denote an absolute constant; by C(·) we denote a value that depends on the
parameters listed in brackets (they may be different in different cases). Let T = [−pi, pi].
For two sequences {an} and {bn} we write an ∼ bn if there exists a finite positive limit
of anbn as n→∞.
Let ∆ be an interval on R. By Ω(∆) we denote the set of all finite systems {In} of
pairwise disjoint intervals such that In ⊂ ∆. Let E be a subset of ∆. By Ω(∆\E) denote
the set of systems {(an, bn)} from Ω(∆) such that an /∈ E, bn /∈ E.
1
2We say that ∆ is an interval in Rm if ∆ = ∆1×· · ·×∆m where ∆j are intervals (open,
half-open or closed) in R; in other words, ∆ is a parallelepiped with the edges parallel to
the coordinate axes. We also denote such an interval by ∆ =
m⊗
k=1
∆k.
Let {ej}
n
j=1 be the standard basis of R
n. Consider a function f(x) = f(x1, . . . , xm)
of m variables. We define the operators ∆x,s,j(f) = f(x+ sej)− f(x). Let I
k = (ak, bk)
and a = (a1, . . . , am). We put
f(I) = f(I1 × · · · × Im) = ∆a,b1−a1,1 ◦ · · · ◦∆a,bm−am,m(f).
The value f(I) is called the symmetric difference of the function f on I.
Let the set {1, . . . ,m} be divided into two non-intersecting subsets γ and ξ containing
p and m− p elements respectively. We denote |γ| = p, |ξ| = m− p. If x = (x1, . . . , xm),
then by xγ we denote the element of Rp with coordinates xj , j ∈ γ. For an interval
I =
m⊗
j=1
Ij , by Iγ denote the interval
⊗
j∈γ
Ij . By xγ + Iγ (e.g. x + I) denote the shift of
the interval Iγ on the vector xγ .
By f(Iγ , xξ) we denote the symmetric difference of f as the function of variables xj ,
j ∈ γ on Iγ for the fixed values of xk, k ∈ ξ.
Definition 1.1. We say that a nondecreasing sequence of positive numbers Λ = {λn}
determines a class of functions of bounded Λ-variation (a Waterman class), if
∑∞
n=1
1
λn
=
∞. (In some works, the condition λn →∞ as n→∞ is added to the definition.) Further
on we consider only the sequences Λ of this kind. By L we denote the set of all such
sequences Λ. By Λ(N) denote the partial sums
∑N
k=1
1
λk
. The sequence {λk}
∞
k=n+1 is
denoted by Λn. We also write H = {n}
∞
n=1. It is clear that H ∈ L.
Definition 1.2. Consider Λ1, . . . ,Λm ∈ L and an interval ∆ = ∆1 × · · · × ∆m ⊂ Rm.
Then by (Λ1, . . . ,Λm)-variation of a function f(x1, . . . , xm) with respect to the variables
x1, . . . , xm over ∆ we mean
V x
1,...,xm
Λ1,...,Λm (f ; ∆) = V
x
Λ1,...,Λm(f ; ∆) = sup
{Ij
kj
}∈Ω(∆j)
∑
k1,...,km
|f(I1k1 × · · · × I
m
km
)|
λ1k1 . . . λ
m
km
.
Let a nonempty set γ ⊂ {1, . . . ,m} consist of the elements j1 < · · · < jp and ξ =
{1, . . . ,m} \ γ. By
V x
γ
Λγ (f ; (∆
γ , xξ)) = V x
γ
Λj1 ,...,Λjp
(f ; (∆γ , xξ))
we denote (Λj1 , . . . ,Λjp)-variation of f as the function of variables xj1 , . . . , xjp over the
p-dimensional parallelepiped ∆γ = ∆j1×· · ·×∆jp for fixed values xξ of other variables (if
ξ is nonempty). The parallelepipeds
p⊗
l=1
Ijlkjl
we denote by Iγkγ . The products λ
j1
kj1
. . . λ
jp
kjp
we denote by λγkγ .
Further, the value
V x
γ
Λγ (f ; ∆) = V
xγ
Λj1 ,...,Λjp
(f ; ∆) = sup
xξ∈∆ξ
V x
γ
Λj1 ,...,Λjp
(f ; (∆γ , xξ).
is called the (Λj1 , . . . ,Λjp)-variation of the function f(x) with respect to the variables xγ
over the interval ∆.
3Definition 1.3. Let ∆ = ∆1 × · · · ×∆m be an interval in Rm and f be a function on
∆. The (total) (Λ1, . . . ,Λm)-variation of the function f(x) over ∆ is defined as
VΛ1,...,Λm(f ; ∆) =
∑
γ⊂{1,...,m}, γ 6=∅
V x
γ
Λγ (f ; ∆).
The set of functions with finite total (Λ1, . . . ,Λm)-variation is called the class of functions
of bounded (Λ1, . . . ,Λm)-variation and is denoted by (Λ1, . . . ,Λm)BV (∆). If Λj = Λ for
all j then be write briefly V x
γ
Λ , VΛ, ΛBV (∆) and λkγ . The quantity VH is called the
harmonic variation.
Definition 1.4. A function f from the class (Λ1, . . . ,Λm)BV (∆) is said to be continuous
in (Λ1, . . . ,Λm)-variation on ∆, if
lim
n→∞
V x
γ
Λj1 ,...,Λjk−1 ,Λ
jk
n ,Λ
jk+1 ,...,Λjp
(f ; ∆) = 0
for any nonempty γ = {j1, . . . , jp} ⊂ {1, . . . ,m} and any jk ∈ γ. The set of functions
continuous in (Λ1, . . . ,Λm)-variation on ∆ is denoted by C(Λ1, . . . ,Λm)V (∆).
Definition 1.5. A point x0 is said to be a regular point of a function f(x), if there exist
2m finite limits
f(x10 ± 0, . . . , x
m
0 ± 0) = lim
t1,...,tm→+0
f(x10 ± t
1, . . . , xm0 ± t
m)
for all combinations of signs. For the regular point x0 we set
f∗(x0) =
1
2m
∑
f(x10 ± 0, . . . , x
m
0 ± 0).
In what follows, we consider functions functions defined on Tm to be measurable and
2pi-periodic with respect to every variable (maybe, after the suitable continuation). Now
we recall the definition of Cesa´ro means (see, e.g. [12, Vol.1, Chap.3, §1]). Let α > −1.
The values Aαn are defined by the formula
∞∑
n=0
Aαnx
n = (1 − x)−α−1.
Then the values
σαn =
n∑
k=0
Aαn−k
Aαn
uk.
are called the Cesa´ro means of order α, or (C,α)-means, of the series
∑∞
k=0 uk. It is well
known (see, e.g., [12, Vol.1, Chap.3, (1.17)]) that Aαn ∼ n
α.
For the trigonometric Fourier series of a function f integrable on T, its Cesa´ro means
at a point x are denoted by σαn(f, x). It is shown in [12, Vol.1, Chap.3, §5] that
σαn (f, x) =
1
pi
∫ pi
−pi
f(x+ t)Kαn (t) dt,
where the functions
Kαn (t) =
1
Aαn
n∑
k=1
Aα−1n−kDk(t), n ∈ N,
are called the Cesa´ro kernels. These functions are even, and
(1.1) Kαn (t) =
1
Aαn
sin
[(
n+ 12 +
α
2
)
t− piα2
]
(
2 sin t2
)α+1 + 2θα
n
(
2 sin t2
)2 = Kα,∗n (t) +Rαn(t).
4for t ∈ (0, pi], where θ = θ(t, α), |θ| < 1. For the Cesa´ro kernel, the following properties
hold:
(1.2) |Kαn (t)| ≤ n+ 1 ≤ 2n, |K
α
n (t)| ≤ B(α)n
−α|t|−(α+1)
and
(1.3)
1
pi
∫ pi
−pi
Kαn (t) dt = 1.
The Cesa´ro methods are defined in multidimensional case (see, e.g., [11, part 2, chapter
2]) in the following way. Let α = (α1, . . . , αm) be a vector with αj > −1, and let Sk(f,x)
be a rectangular partial sum of the trigonometric series of a function f . The value
σαn (f,x) =
( m∏
j=1
Aαjnj
)−1 n∑
k=0
( m∏
j=1
A
αj−1
nj−kj
)
Sk(f,x),
is called the Cesa´ro means of the order α of this series. The multiple Cesa´ro means can
be represented through the Cesa´ro kernels by the formula
σα
n
(f,x) =
1
pim
∫
Tm
f(x+ t)
m∏
j=1
Kαjnj (t
j) dt.
We consider the Pringsheim convergence of Cesa´ro means, i.e. their convergence as nj
tend to +∞ independently.
We have mentioned the following one-dimensional result.
Theorem A (D. Waterman [10]). Let α ∈ (−1, 0). The Fourier series, S[f ], of a function
f of class {nα+1}BV (T) is everywhere (C,α)-bounded and is uniformly (C,α)-bounded
on each closed interval of continuity. If f is continuous in {nα+1}-variation, then S[f ]
is everywhere (C,α)-summable to sum 12 (f(x+0)+f(x−0)) and summability is uniform
on each closed interval of continuity.
Waterman also proved that the class {nα+1}BV (T) cannot be replaced by a larger
ΛBV class. Later on, Sablin [8] proved that in one-dimensional case {nα+1}BV (T) =
C{nα+1}V (T) for any −1 < α < 0. Therefore, the condition f ∈ C{nα+1}V (T) of the
second part of Theorem A can be replaced by the condition f ∈ {nα+1}BV (T).
In section 3, we prove the following multidimensional analogue of Theorem A.
Theorem 1.6. Let αj ∈ (−1, 0) and βj = αj + 1, j = 1, . . . ,m. Consider a function f
from the class ({nβ1}, . . . , {nβm})BV (Tm). Then its Fourier series is uniformly (C,α)
bounded. If f is continuous in ({nβ1}, . . . , {nβm})-variation, then its Fourier series is
(C,α) summable to f∗(x0) at every regular point x0. If f is continuous in a neighborhood
of a compact set K, then summability is uniform on K.
For m = 2, Dragoshanskii [6, Theorem 1] proved that
({nβ1}, {nβ2})BV (T2) = C({nβ1}, {nβ2})V (T2)
when β1 = β2 >
1
2 . Therefore, the following property is true.
Corollary 1.7. Let m = 2, α = α1 = α2 ∈ (−
1
2 , 0) and β = α + 1. Then for any
function f from the class {nβ}BV (T2) its Fourier series is (C,α) summable to f∗(x0)
at every regular point x0. If f is continuous in a neighborhood of a compact set K, then
summability is uniform on K.
5In section 4, we prove that for m ≥ 3 and certain {αj} the continuity in variation is
essential for the summability and even for the localization of the Cesa´ro means (unlike
the results on convergence, see [2] for details). More precisely, the following result is
established.
Theorem 1.8. Let m ≥ 3, αj ∈ (−1, 0) and βj = αj +1, j = 1, . . . ,m. Suppose that the
condition
(1.4)
( m∑
j=1
βj
)
− βq > 1
holds for a certain q ∈ {1, . . . ,m}. Then there exists a continuous function f with the
following properties:
(1) f belongs to the class ({nβ1}, . . . , {nβm})BV (Tm);
(2) f ≡ 0 on [−1, 1]m;
(3) the cubic (C,α) means of its Fourier series do not converge to zero at x0 = 0.
Remark. The statement of Theorem 1.8 holds for all m ≥ 2 and αj ∈ (−1, 0), j =
1, . . . ,m that do not satisfy the conditions of Corollary 1.7. But the proof for other {αj}
is based on other methods. See [3, 4] for details.
2. Auxiliary estimates
First we recall some properties of the Λ-variation obtained in our previous papers.
Lemma 2.1. If f is a function of m variables, f ∈ (Λ1, . . . ,Λm)BV (∆), g is a function
of one variable, g ∈ ΛjBV (∆j), then F (x) = f(x)g(xj) ∈ (Λ1, . . . ,Λm)BV (∆) and the
following estimate holds:
VΛ1,...,Λm(F ; ∆) ≤ C(m)
(
VΛ1,...,Λm(f ; ∆)VΛj (g; ∆
j)+
+ VΛ1,...,Λm(f ; ∆) sup
∆j
|g|+ sup
∆
|f | · VΛj (g; ∆
j)
)
.
This lemma was proved by the author in [2, Lemma 2] for Λ1 = · · · = Λm; in general
case, the proof is almost the same. 
Lemma 2.2. Let a function f(x) belong to the class C(Λ1, . . . ,Λm)V (∆). Suppose there
exists the limit f(x0 + 0), where x0 is an internal point of the interval ∆. Then
lim
δ→+0
VΛ1,...,Λm
(
f ;
m⊗
j=1
(xj0, x
j
0 + δ)
)
= 0.
This lemma was proved by the author in [1, Theorem 2]. 
In one-dimensional case, we introduce an auxiliary concept.
Definition 2.3. Let ∆ ⊂ T be an interval. For a set E ⊂ ∆ put by definition
VΛ(f ; ∆ \ E) = sup
Ω(∆\E)
∑
k
|f(Ik)|
λk
.
Lemma 2.4. Let ∆ ⊂ T be an interval, E ⊂ ∆ be a set with dense complement. Consider
a function f on ∆ \ E such that VΛ(f ; ∆ \ E) < ∞. Then f can be extended on ∆ in
such a way that VΛ(f ; ∆) = VΛ(f ; ∆ \ E) and sup∆ |f | = sup∆\E |f |.
This lemma was proved by the author in [5, Lemma 1]. 
6Lemma 2.5. A function f(x) belongs to the class C(Λ1, . . . ,Λm)V (∆), if and only
if there exist sequences M j = {µjn} ∈ L such that
µjn
λjn
↓ 0 as n → ∞ and f ∈
(M1, . . . ,Mm)BV (∆).
This lemma was proved by the author in [1, Theorem 1]. 
We shall also use the following obvious properties of Λ-variation. For any functions f
and g on an interval ∆,
(2.1) VΛ1,...,Λm(f + g; ∆) ≤ VΛ1,...,Λm(f ; ∆) + VΛ1,...,Λm(g; ∆).
If ∆1 and ∆2 are two intervals, their union is an interval and they intersect by a common
face, then
(2.2) VΛ1,...,Λm(f ; ∆1 ∪∆2) ≤ VΛ1,...,Λm(f ; ∆1) + VΛ1,...,Λm(f ; ∆2).
It follows from (2.2) that if f is a 2pi-periodic function with respect to every variable and
f ∈ (Λ1, . . . ,Λm)BV (Tm), then for any x ∈ Rm the following inequality holds:
VΛ1,...,Λm(f ;x+ T
m) ≤ 2mVΛ1,...,Λm(f ;T
m).
Further on, we suppose that αj ∈ (−1, 0), and βj = αj + 1, j = 1, . . . ,m.
Lemma 2.6. Let m ≥ 2, {1, . . . ,m} = {p} ⊔ ξ for a certain p. Consider a function
f ∈ (Λ1, . . . ,Λm)BV (Tm), where λjn = n
βj for j ∈ ξ, and ∆p ⊂ T, ∆ξ ⊂ Tm−1 are
intervals. By definition, put
ϕn(t
p) =
∫
∆ξ
f(xp + tp, xξ + tξ)
∏
j∈ ξ
Kαjnj (t
j) dtξ.
Here the integral exists for a.e. tp, as f(xp + tp, xξ + ·) is bounded for all tp and is
measurable for a.e. tp by Fubini theorem. Let E = E(f, p,x) be the set of Lebesgue
measure zero where this integral does not exist. Then for any nj > 10 the estimate
VΛp(ϕn; ∆
p \ E) ≤ C(m,α)VΛ1,...,Λm(f ; (x
p +∆p)× (xξ +∆ξ))
holds.
Lemma 2.7. Let m ≥ 1, let ∆ =
m⊗
j=1
(aj , bj) be a subinterval in Tm. Then there exists a
value C(m,α) such that the estimate∣∣∣∣
∫
∆
g(t)
m∏
j=1
Kαjnj (t
j) dt
∣∣∣∣ ≤ C(m,α)(V{nβ1},...,{nβm}(g; ∆) + sup
∆
|g|
)
holds for any g ∈ ({nβ1}, . . . , {nβm})BV (∆) and any nj > 10.
Proof of lemmas 2.6 and 2.7. We prove these lemmas by induction on m. First, we prove
Lemma 2.7 for m = 1.
Let ∆ = (a, b). We shall write Vβ instead of V{nβ} for short. We write (t)
k for the
k-th power of t to avoid confusing it with the k-th coordinate of a vector t. Without loss
of generality we can assume that a, b ≥ 0. The case a, b ≤ 0 is similar; if a < 0 and b > 0,
we represent the integral as a sum of integrals over (a, 0) and (0, b) and estimate each of
them.
7Put ηn =
pi
n+
(
α+1
2
) for n > 10. Our aim is to prove that
(2.3) |An| =
∣∣∣∣
∫ b
a
g(t)Kn(t) dt
∣∣∣∣ ≤ C(α)( sup
(a, b)
|g|+ Vβ(g; (a, b))
for any a and b such that 0 ≤ a < b ≤ pi.
If b ≤ ηn, then using the first of the estimates (1.2), we obtain
(2.4) |An| ≤ 2n
pi
n
sup
(a,b)
|g| = 2pi sup
(a,b)
|g|.
Let b > ηn. If a < ηn, then we split the integral into two:
An =
(∫ ηn
a
+
∫ b
ηn
)
g(t)Kn(t) dt = An,1 +An,2.
The first term can be estimated similarly to (2.4). Thus, we should estimate the integral
over (an, b), where an = max{ηn, a}. In this integral, we decompose the Cesa´ro kernel
using (1.1). For the remainder term, we have:∣∣∣∣
∫ b
an
g(t)
2θα
n
(
2 sin t2
)2 dt
∣∣∣∣ ≤ C(α)n
∫ b
an
|g(t)|
(t)2
dt ≤
C(α)
nηn
sup
(an,b)
|g| ≤ C(α) sup
(an,b)
|g|.
For the main term, using the properties of sinus we obtain:
In =
∫ b
an
g(t)Kα,∗n (t) dt = −
1
Aαn
∫ b−ηn
an−ηn
g(t+ ηn)
sin
[(
n+ 12 +
α
2
)
t− piα2
]
(
2 sin t+ηn2
)α+1 dt.
Then
2In =
∫ b−ηn
an
(g(t)− g(t+ ηn))K
α,∗
n (t) dt+
+
1
Aαn
∫ b−ηn
an
g(t+ ηn) sin[. . . ]
(
1
(2 sin t2 )
α+1
−
1
(2 sin t+ηn2 )
α+1
)
dt+
+
∫ b
b−ηn
g(t)Kα,∗n (t) dt+
+
∫ an
an−ηn
g(t+ ηn)K
α,∗
n (t+ ηn) dt = In,1 + In,2 + In,3 + In,4.
We get using (1.2) that
|In,3| ≤ 2pi sup
(a,b)
|g|, |In,4| ≤ 2pi sup
(a,b)
|g|.
On the other hand, for any t ∈ (an, pi) by the mean value theorem we can find a point
τ ∈ (t, t+ ηn) such that∣∣∣∣ 1(2 sin t2 )α+1 −
1
(2 sin t+ηn2 )
α+1
∣∣∣∣ =
∣∣∣∣−ηn (α + 1) cos τ2(2 sin τ2 )α+2
∣∣∣∣ ≤ Cηn(t)α+2 .
As an ≥ ηn, the second term can be estimated in the following way:
|In,2| ≤
C
nα
ηn
∫ b−ηn
an
|g(t+ ηn)| dt
(t)α+2
≤
C
nα
ηn
(an)α+1
sup
(an,b)
|g| ≤ C sup
(an,b)
|g|.
8Finally, for the first term we have:
|In,1| ≤
C
Aαn
∫ b−ηn
an
|g(t)− g(t+ ηn)|
(t)α+1
dt = Jn.
Let k be the integral part of b−anηn − 1. Put κn = (b − ηn)− an − kηn. Then we have
Jn =
C
Aαn
( k∑
j=1
∫ an+jηn
an+(j−1)ηn
|g(t)− g(t+ ηn)|
(t)α+1
dt
+
∫ an+kηn+κn
an+kηn
|g(t)− g(t+ ηn)|
(t)α+1
dt
)
.
Taking into account that an + (j − 1)ηn ≥ jηn, we get
Jn ≤
C
nα
(∫
κn
0
(k+1∑
j=1
|g(an + (j − 1)ηn + t)− g(an + jηn + t)|
(jηn)α+1
)
dt
+
∫ ηn
κn
( k∑
j=1
|g(an + (j − 1)ηn + t)− g(an + jηn + t)|
(jηn)α+1
)
dt
)
.
For every t, both integrand expressions equal a variation sum multiplied by (ηn)
−(α+1).
Taking into account that ηn ∼
1
n , we get
Jn ≤
CηnVβ(g; (a, b))
nα(ηn)α+1
≤ CVβ(g; (a, b)).
Therefore, the estimate (2.3) holds, and Lemma 2.7 is proved for m = 1.
Now consider that lemma 2.7 is proved for (m − 1)-dimensional case, m ≥ 2. Let us
prove Lemma 2.6 for m-dimensional case. Without loss of generality we can assume that
p = 1. Let F (t) = f(x+ t). Consider a system of intervals {I1k1} ∈ Ω(∆
1 \ E). For any
z ∈ C, denote sgn z = |z|/z, z 6= 0, and sgn 0 = 0. Putting εk1 = sgn(ϕn(I
1
k1
)), we have
(2.5) Z =
∑
k1
|ϕn(I
1
k1
)|
λ1k1
=
∑
k1
εk1ϕn(I
1
k1
)
λ1k1
=
∫
∆ξ
ψ(tξ)
∏
j∈ξ
Kα
j
nj (t
j) dtξ,
where the function ψ is defined by the formula
ψ(tξ) =
∑
k1
εk1
λ1k1
F (I1k1 , t
ξ).
Using the definition of Λ-variation, we have
sup
∆ξ
|ψ| ≤ V x
1
Λ1 (F ; ∆) ≤ VΛ1,...,Λm(F ; ∆).
Our task is now to estimate the (Λ2, . . . ,Λm)-variation of the function ψ. Consider a
nonempty subset τ ⊂ ξ, and let κ = ξ \ τ . For any systems of intervals {Ijkj} ∈ Ω(∆
j),
j ∈ τ we have ∑
kτ
|ψ(Iτkτ )|
λτkτ
≤
∑
k1,kτ
|F (I1k1 × I
τ
kτ , x
κ)|
λ1k1λ
τ
kτ
≤ V x1,x
τ
Λ1,Λτ (F ; ∆).
Taking the supremum over Ω(∆j), j ∈ τ and xκ ∈ ∆κ , and then summing over τ , we
obtain
VΛξ(ψ; ∆
ξ) ≤ VΛ1,...,Λm(F ; ∆).
9Applying Lemma 2.7 to the function ψ (of (m − 1) variables) and taking into account
(2.5), we get
Z ≤ C(m− 1,α)(VΛξ (ψ; ∆
ξ) + sup
∆ξ
|ψ|).
Taking the supremum over Ω(∆1 \E), we obtain
VΛ1(ϕn; ∆
1 \ E) ≤ C(m,α)VΛ1,...,Λm(F ; ∆) = C(m,α)VΛ1,...,Λm(f ;x+∆).
Thus Lemma 2.6 is proved for m-dimensional case.
Now suppose that m ≥ 2, Lemma 2.6 is proved for m-dimensional case and Lemma
2.7 is proved for (m − 1)-dimensional case. Let us prove Lemma 2.7 for m-dimensional
case. Put t∗ = (t2, . . . , tm) and ∆∗ =
m⊗
j=2
(aj , bj). We have
Z1 =
∫
∆
g(t)
m∏
j=1
Kαjnj (t
j) dt =
∫ b1
a1
Kα1n1 (t
1)
(∫
∆∗
g(t1, t∗)
m∏
j=2
Kαjnj (t
j) dt∗
)
dt1.
Consider the function
G(t1) =
∫
∆∗
g(t1, t∗)
m∏
j=2
Kαjnj (t
j) dt∗.
Let Λj = {nβj} for j = 1, . . . ,m. By Lemma 2.6 we have G(t1) ∈ Λ1BV (∆1 \ E) and
VΛ1(G; ∆
1 \ E) ≤ C1(m,α)VΛ1,...,Λm(g; ∆), where a set E is of Lebesgue measure zero.
Hence ∆1 \ E is dense on ∆1. By the inductive hypothesis,
sup
∆1\E
|G| ≤ C(m− 1,α)
(
VΛ1,...,Λm(g; ∆) + sup
∆
|g|
)
.
By Lemma 2.4 the function G can be extended on ∆1 without increasing of its Λ1-
variation and supremum. Then, applying Lemma 2.7 for m = 1, we get
|Z1| ≤ C(1,α)
(
VΛ1(G; ∆
1) + sup
∆1
|G|
)
.
Combining these estimates, we obtain
|Z1| ≤ C(m,α)
(
VΛ1,...,Λm(g; ∆) + sup
∆
|g|
)
.
Lemmas 2.6 and 2.7 are proved. 
Lemma 2.8. Let ∆ = [a, b] ⊂ R and f ∈ ΛBV (∆). Let a function s(t) be continuous
and satisfy the conditions |s(t)| ≤ 1, s(t + pi) = −s(t). Then for κ = (b − a)/pi the
estimate ∣∣∣∣
∫
∆
f(t)s(At) dt
∣∣∣∣ ≤ C(∆)
(
VΛ(f ; ∆)
Λ(⌊κA⌋ − 1)
+
sup∆ |f |
A
)
.
holds for any A ≥ 2
κ
(hereafter by ⌊x⌋ we denote the integral part of x).
The lemma was proved in [2, Lemma 6] for s(t) = sin t. In the general case, the proof
is almost the same.
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3. Proof of the result on summability
Proof of Theorem 1.6. Let αj ∈ (−1, 0) and βj = αj + 1, j = 1, . . . ,m. Consider a
function f ∈ C({nβ1}, . . . , {nβm})V (Tm). Applying Lemma 2.6 for ∆ = Tm, we obtain
the first statement of the theorem (the boundedness of Cesa´ro means).
Now we shall prove the second statement. Consider the function
ϕx(t) =
1
2m
∑
f(xj ± tj)− f∗(x).
From (2.1) we get that this function belongs to any Waterman class that f does, and
(3.1) VΛ1,...,Λm(ϕx; [0, pi]
m) ≤ C(m)VΛ1,...,Λm(f ;T
m)
uniformly with respect to x. The Cesa´ro means of f have the form
σαn (x) − f
∗(x) =
2m
pim
∫
[0,pi]m
ϕx(t)
m∏
j=1
Kαjnj (t
j) dt.
Take an ε > 0. First, by Lemma 2.2 we can take a δ > 0 such that
V{nβ1},...,{nβm}(ϕx; (0, δ)
m) ≤
pimε
2C(m,α)
,
where C(m,α) is from Lemma 2.7. If the function f is continuous, δ does not depend
on a point x. For an arbitrary partition of the set {1, . . . ,m} into two non-intersecting
subsets γ and ξ we put
Pγ,ξ =
m⊗
j=1
Jjγ,ξ, where J
j
γ,ξ =
{
(0, δ), j ∈ γ,
[δ, pi), j ∈ ξ.
Then we get
(3.2)
σα
n
(ϕx,0)−f
∗(x)
2m =
∑
γ⊔ξ={1,...,m}
Sγ,ξn =
∑
γ⊔ξ={1,...,m}
1
pim
∫
Pγ,ξ
ϕx(t)
m∏
j=1
Kαjnj (t
j) dt.
If ξ = ∅, then using Lemma 2.7 we obtain the inequality |Sγ,∅n | < ε/2. We shall
show that all other terms in (3.2) tend to zero as n grows. Consider a nonempty ξ.
Without loss of generality, ξ = {p + 1, . . . ,m} for a certain p < m. Put Λj = {nβj},
j = 1, . . . ,m−1. Using Lemma 2.5, we find a sequence Λm such that
λmk
kβm
→ 0 as k →∞
and f ∈ (Λ1, . . . ,Λm)BV (Tm). Let
Fn(t
m) =
∫
[0,δ]p
∫
(δ,pi]m−p−1
ϕx(t)
m−1∏
j=1
Kαjnj (t
j) d(t1 . . . tm−1)
In view of (3.1) by Lemma 2.7 we have
|Fn(t
m)| ≤ C(m− 1,α)
(
VΛ1,...,Λm(f ;Pγ,ξ) + sup
Pγ,ξ
|f |
)
uniformly with respect to x and n. By Lemma 2.6, these functions belong to the class
ΛmBV ([δ, pi]), and using (3.1) we obtain
VΛm(Fn; [δ, pi]) ≤ C(m,α)VΛ1,...,Λm(f ;Pγ,ξ)
uniformly with respect to x and n. Consider the functions
Gn(t
m) = Fn(t
m) ·
χ[δ,pi](t
m)
(2 sin t
m
2 )
βm
.
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By Lemma 2.1 with regard to (3.1) these functions belong to the class ΛmBV (T), and
the estimates
sup
t∈T
|Gn(t)| < C(m,α, δ)
(
VΛ1,...,Λm(f ;T
m) + sup
Tm
|f |
)
,(3.3)
VΛm(Gn; [δ, pi]) ≤ C(m,α, δ)
(
VΛ1,...,Λm(f ;T
m) + sup
Tm
|f |
)
.(3.4)
hold uniformly with respect to n and x. Put νn = n+
αm+1
2 . Then
(3.5) pimSγ,ξ
n
=
∫ pi
δ
Fn(t
m)Kαmnm (t
m) dtm =
cos piαm2
Aαmnm
∫ pi
0
Gn(t
m) sin(νnm t
m) dtm−
−
sin piαm2
Aαmnm
∫ pi
0
Gn(t
m) cos(νnm t
m) dtm +
∫ pi
δ
Fn(t
m)Rαmnm (t
m) dtm.
Here the last term can be estimated as follows:∣∣∣∣
∫ pi
δ
Fn(t
m)Rαmnm (t
m) dtm
∣∣∣∣ ≤ sup
[δ,pi]
|Fn(t)| ·
2|αm|
nm
·
∫ pi
δ
dt
(2 sin t2 )
2
→ 0
as nm →∞, independently of other components of n.
Consider the first term (the second is estimated likewise). By Lemma 2.8,∣∣∣∣
∫ pi
0
Gn(t
m) sin(νnmt
m) dtm
∣∣∣∣ ≤ C
(
VΛm(Gn; [δ, pi])
Λm(⌊νnm⌋ − 1)
+
supt∈T |Gn(t)|
νnm
)
.
Recalling (3.3) and (3.4), we get
1
Aαmnm
∣∣∣∣
∫ pi
0
Gn(t
m) sin(νnm t
m) dtm
∣∣∣∣
≤ C(m, f,α, δ)
(
1
AαmnmΛ
m(nm − 1)
+
1
Aαmnmνnm
)
.
HereAαmnm ∼ (nm)
αm , νnm ∼ nm, henceA
αm
nmνnm ∼ (nm)
βm →∞ as nm →∞. Finally, we
have chosen Λm such that the condition
λmk
kβm
→ 0 as k →∞ holds, therefore, Λ
m(N)
∑
N
k=1
1
kβm
→
∞, where
∑N
k=1
1
kβm
∼ 1Nαm . Consequently, A
αm
nmΛ
m(nm − 1) → ∞ as nm → ∞. This
completes the proof of Theorem 1.6. 
4. Proof of the result on non-summability
We use the following construction introduced and studied in our paper [1]. Let m ≥ 3.
Consider a system {D1k}
∞
k=1 of intervals enclosed into T but not covering T. Consider
systems {Djk}
∞
k=1 of non-intersecting intervals, j = 2, . . . ,m, where D
j
k = (a
j
k, b
j
k) ⊂ T.
Let fk(x) be arbitrary functions on T such that fk(t) = 0 for t ≤ a
1
k and fk(t) = 0 for
t ≥ b1k. Let h
k
j (t) be arbitrary functions on T such that h
k
j (t) = 0 for t ≤ a
j
k and t ≥ b
j
k,
hjk((a
j
k + b
j
k)/2) = 1, h
j
k(t) do not decrease on [a
j
k; (a
j
k + b
j
k)/2] and they do not increase
on [(ajk + b
j
k)/2; b
j
k].
We say that f is a “diagonal” function on Tm if it is the sum of the series
(4.1) f(x) =
∞∑
k=1
(
fk(x
1)
m∏
j=2
hjk(x
j)
)
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where fk and h
j
k are described above. It is obvious that the support of such a function is
contained in the union of closures of the pairwise non-intersecting parallelepipeds D1k ×
· · · ×Dmk .
Lemma 4.1 ([1, Lemma 6]). Consider sequences Λ2, . . .Λm ∈ L such that
(4.2)
∞∑
k=1
1
λ2k . . . λ
m
k
<∞.
Then the following conditions are equivalent:
(a) the “diagonal” function f(x) defined by the formula (4.1) belongs to the class
(Λ1, . . . ,Λm)BV (Tm);
(b) fk ∈ Λ
1BV (T) for every k ∈ N, and supk VΛ1(fk;T) = C <∞.
Proof of Theorem 1.8. Suppose αj ∈ (−1, 0) and βj = αj + 1, j = 1, . . . ,m satisfy (1.4).
Without loss of generality we may assume that q = 1. By definition, put
ρ =
1
2pi · 4m
∫ 3
1
dt
tβ1
.
We shall define inductively an increasing sequence of positive integers {Nk} and 3(m−1)
sequences cjk, d
j
k, and δ
j
k (j = 2, . . . ,m). Let νj,k = Nk +
1+αj
2 . Let ak and bk be the
smallest and the largest zeros of the function sin(ν1,kt−
piα1
2 ) on the segment [1, 3]. Let
fk(t) = χ[ak,bk](t) · sin
(
ν1,kt−
piα1
2
)
· Aα1Nk
We take N1 = 10, c
j
1 = 1/4, d
j
1 = 1/2, δ
j
1 = 1/2. Define h
j
1(t) as follows: h
j
1 = 0 outside
(1/4, 1/2), hj1(3/8) = 1 and it is linear on the segments [1/4, 3/8] and [3/8, 1/2].
Suppose that Nk, c
j
k, d
j
k and δ
j
k are already defined for k < s. Let
ψk(x) = fk(x
1)
m∏
j=2
hjk(x
j), gs(x) =
s−1∑
k=1
ψk(x).
It can easily be checked that the function gs satisfies the conditions of Theorem 1.6 for
any functions hjk ∈ BV (T). Hence, σ
α
n
(gs,0) → 0 as n → ∞. Therefore, there exists
Ms,1 such that for any n > Ms,1 we have |σ
α
n (gs,0)| < ρ/4. Let
δjs = min
{1
2
δjs−1, c
j
s−1,
1
4Ns−1
}
.
Using the equality (1.3) and the second of the estimates (1.2) we find Ms,j , j = 2, . . . ,m
such that
1
pi
∫ δjs
0
Kαjn (t) dt >
5
12
for every j and for all n > Ms,j . Let us take Ns > maxj=1,...,mMs,j such that
(4.3) (Ns/Ns−1)
α1 < min
{ 1
8B(α1)
,
1
2
}
,
where B(α1) is the constant in the second of inequalities (1.2). Then using the properties
of Lebesgue integral, we can take points cjs and d
j
s (j = 2, . . . ,m) such that [c
j
s, d
j
s] ⊂
(0, δjs) and
1
pi
∫ djs
cjs
K
αj
Ns
(t) dt >
1
3
.
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After it, we take continuous functions hjs with support on [c
j
s, d
j
s] satisfying the conditions
of Lemma 4.1 (see the third paragraph of section 4) and, therefore, belonging to BV (T)
such that
(4.4) σ
αj
Nk
(hjk, 0) =
1
pi
∫ djs
cjs
hjs(t)K
αj
Ns
(t) dt >
1
4
.
It can be easily seen that
V{nβ1}(fk; [0, pi]) ≤ A
α1
Nk
⌊2Nk/pi⌋∑
l=1
1
lβ1
≤ C(α1).
Using the condition (1.4), we see that the class ({nβ1}, . . . , {nβm})BV (Tm) satisfies (4.2).
Therefore, the “diagonal” function f , defined by (4.1) satisfies the conditions of Lemma
4.1 and, consequently, belongs to the considered Waterman class. As each function ψk(x)
is continuous, their supports are pairwise non-intersecting and sup |ψk| → 0 as k → ∞,
the series (4.1) converges uniformly and thus f is continuous.
We now estimate the Cesa´ro means of its Fourier series. First, for any s we have:
σα1Ns(fs, 0) =
Aα1Ns
pi
∫ bs
as
sin
(
ν1,st−
piα1
2
)
Kα1Ns(t) dt =
1
pi
∫ bs
as
sin2
(
ν1,st−
piα1
2
)
(2 sin t/2)α+1
dt
+
Aα1Ns
pi
∫ bs
as
sin
(
ν1,st−
piα1
2
)
Rα1Ns(t) dt = J1 + J2.
The first term can be estimated in this way:
J1 >
1
pi
∫ bs
as
sin2
(
ν1,st−
piα1
2
)
tα+1
dt
=
1
2pi
∫ bs
as
dt
tα+1
−
1
2pi
∫ bs
as
cos
(
2ν1,st− piα1
)
tα+1
dt = J1,1 − J1,2.
Here J1,1 tends to 4
mρ as s tends to infinity, and J1,2 tends to zero as s tends to infinity
by the mean value theorem. On the other hand,
|J2| ≤
Aα1Ns
Nspi
∫ 3
1
dt
(2 sin t/2)2
→ 0
as s → ∞. Therefore, if s is sufficiently large then σα1Ns(fs, 0) > 4
mρ/2. Combining this
with (4.4), we obtain that
|σαNs(ψs,0)| >
4mρ
2 · 4m−1
> ρ
for sufficiently large s.
Secondly, consider that k > s. Then the second of the estimates (1.2) and the condition
(4.3) imply the inequality
|σα
1
Ns(fk, 0)| ≤ (Nk)
α1
∫ 3
1
B(α1)
(Ns)α
1tβ1
dt ≤
ρ
8
.
Moreover, for j = 2, . . . ,m, using the first of the estimates (1.2) we obtain
|σα
j
Ns(h
j
k, 0)| =
∣∣∣∣ 1pi
∫ dj
k
cj
k
Kα
j
Ns(t) dt
∣∣∣∣ ≤ 2Ns(djk − cjk) ≤ 2piNsδjk.
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Combining these estimates and taking into account the conditions posed on δjk, we come
for any k > s to the inequality
|σαNs(ψk,0)| ≤
ρ
8
m∏
j=2
(
Nsδ
j
s+1
δjk
δjs+1
)
≤
ρ
8
(
1
2
)(m−1)(k−s−1)
.
Finally, as the series
f(x) =
∞∑
k=1
ψk(x)
converges uniformly on Tm, we obtain that
|σαNs(f,0)| ≥ |σ
α
Ns(ψs,0)| − |σ
α
Ns(gs,0)| −
∞∑
k=s+1
|σαNs(ψk,0)| ≥
≥ ρ−
ρ
4
−
ρ
8
∞∑
k=s+1
(
1
2
)(m−1)(k−s−1)
≥
ρ
2
for sufficiently large s. This completes the proof of Theorem 1.8. 
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