Dipendenza reale analitica da perturbazioni del supporto e della densità dei potenziali elastici di semplice e doppio strato by Dalla Riva, Matteo
Tesi di Laurea A.A. 2003-2004
Dipendenza reale analitica da
perturbazioni del supporto e della densit a dei
potenziali elastici di semplice e doppio strato
Relatore: Ch.mo Prof. Massimo Lanza de Cristoforis
Controrelatore: Ch.mo Dott. Paolo Ciatti
Laureando: Matteo Dalla Riva
Universit a degli Studi di Padova
Facolt a di Scienze MM.FF.NN.
Dipartimento di Matematica Pura ed Applicata
Corso di Laurea in MatematicaTesi di Laurea A.A. 2003-2004
Dipendenza reale analitica da
perturbazioni del supporto e della
densit a dei potenziali elastici di
semplice e doppio strato
Relatore: Ch.mo Prof. Massimo Lanza de Cristoforis
Controrelatore: Ch.mo Dott. Paolo Ciatti
Laureando: Matteo Dalla Riva
Universit a degli Studi di Padova
Facolt a di Scienze MM.FF.NN.
Dipartimento di Matematica Pura ed Applicata
Corso di Laurea in Matematicaa Tita, Gigi, Giulio, AndreaIndice
Introduzione vii
Ringraziamenti ix
1 Preliminari tecnici e notazioni 1
2 Analiticit a reale dei potenziali elastici di strato 7
A Teoria del potenziale per le equazioni dell'elastostatica 25
B Il problema di Dirichlet 41
Bibliograa 51
vIntroduzione
Il proposito di questa Tesi  e di studiare la dipendenza dei potenziali elastici di
semplice e doppio strato dall'ipersuperce di integrazione, cio e dal supporto. As-
sumeremo che tale ipersupercie di integrazione sia di tipo sfera. Ovvero che,
posto che sia Bn 

x 2 Rn 
jxj < 1
	
la palla unitaria aperta in Rn, con n  2, la
nostra ipersupercie sia individuata da un dieomorsmo  di @Bn su (@Bn) 
Rn. In questo modo (@Bn) sar a una variet a (n   1)-dimensionale immersa in
Rn. Considereremo poi l'insieme A@Bn delle  ammissibili (vedi Lemma 1.5), e
lo spazio di Schauder Cm; (@Bn;Rn). L'insieme Cm; (@Bn;Rn) \ A@Bn  e aperto
in Cm; (@Bn;Rn) e possiamo pensare a  come ad un punto di questo insieme.
Sia f 2 Cm; (@Bn;Rn), allora la funzione f  ( 1)  e denita su (@Bn). Se
A(@x)u + g = 0  e l'equazione di equilibrio di un mezzo elastico omogeneo ed
isotropo (u = (u1;:::;un) si chiama vettore di spostamento e g = (g1;:::;gn)  e la
forza che agisce sui punti di 
, vedi Kupradze [KGBB, I, x12]) ha senso considerare
il potenziale di semplice e doppio strato
v[;f]() 
Z
(@Bn)
 (   )f  ( 1)()d 8 2 (@Bn);
w[;f]() 
Z
(@Bn)

f  ( 1)()

Td (j)(   )

[()]

j=1;:::;n
d
8 2 (@Bn) ;
dove  ()  e la soluzione fondamentale dell'operatore A(@x) in Rn, T e  (j) sono
deniti nel Capitolo 2 e   e la normale esterna dell'insieme I[] limitato da (@Bn)
(vedi Capitolo 1). Possiamo poi considerare le funzioni
V [;f](x)  v[;f]  (x) 8x 2 @Bn; (0.1)
W[;f](x)  w[;f]  (x) 8x 2 @Bn : (0.2)
V [;]  e allora un operatore di (Cm; (@Bn;Rn) \ A@Bn)  Cm 1;(@Bn;Rn) in
Cm; (@Bn;Rn) e manda (;f) nella funzione V [;f]; W[;]  e un operatore non
lineare di (Cm; (@Bn;Rn) \ A@Bn)  Cm; (@Bn;Rn) in Cm; (@Bn;Rn) e manda
(;f) nella funzione W[;f].
Il proposito di questa Tesi  e di mostrare che questi operatori (non lineari)
V [;] e W[;] sono reali analitici (vedi Teorema 2.11). Fatto questo calcoleremo
il dierenziale di ogni ordine di V e W (vedi Proposizione 2.13). Il problema qui
viiviii
trattato  e gi a stato risolto da Lanza e Rossi in [LR] per i potenziali di strato relativi
all'operatore Laplaciano e noi seguiremo la traccia del loro lavoro.
Per primo considereremo l'operatore V [;]. Infatti saremo in grado di esprimere
l'operatore W[;] tramite V [;] e gli operatori corrispondenti a V [;] e W[;]
costruiti usando la soluzione fondamentale dell'operatore Laplaciano, in modo tale
che l'analiticit a di W[;] potr a essere dedotta da quella di V [;], gi a provata, e
da quella dei corrispondenti operatori relativi all'operatore Laplaciano provata da
Lanza e Rossi in [LR].
Descriviamo brevemente la nostra strategia.
Data una coppia (0;f0) in (Cm; (@Bn;Rn) \ A@Bn)Cm 1; (@Bn;Rn) esiste un
0 <  < 1 ed un intorno aperto W0 di 0, tali che ogni  appartenente a W0 si
pu o estendere ad un dieomormismo E0[], della stessa regolarit a di , denito
dall'anello
A 

x 2 Rn
1    < jxj < 1 + 
	
su un intorno di (@Bn). Porremo
A+
 

x 2 Rn;

1    < jxj < 1
	
; A 
 

x 2 Rn 
1 < jxj < 1 + 
	
;
e mostreremo che v[;f]  e univocamente determinato da due funzioni v+ e v 
denite su E0[](A+
 ) e E0[](A 
 ) rispettivamente e tali che la coppia (v+;v )  e
l'unica soluzione di un problema accoppiato con dati al bordo (vedi Teorema 2.4).
Trasformeremo poi questo problema, che  e denito su un dominio che dipende da
E0[], in un problema accoppiato con dati al bordo denito su un dominio sso.
La soluzione di quest'ultimo sar a una coppia di funzioni (V +;V  ) che determina
univocamente V [;f] e tale che V + e V   sono denite su A+
 e A 
 rispettiva-
mente. Il passo successivo sar a di riformulare il problema con dato al bordo per
(V +;V  ) in un'equazione funzionale astratta in spazi di Banach e di analizzare
questa tramite il Teorema della Funzione Implicita (sar a fatto nella dimostrazione
della Proposizione 2.10). Potremo cos  dedurre la reale analiticit a di (V +;V  ) e
quindi di V [;].
La Tesi  e organizzata come segue. Il Capitolo 1  e un capitolo di preliminari e
notazioni il cui scopo  e di denire alcuni degli oggetti che verranno poi usati. Nes-
suna delle dimostrazioni  e qui svolta; essendo i risultati citati tutti gi a conosciuti
verranno solo dati dei riferimenti bibliograci per le dimostrazioni. Nel capito-
lo 2 per prima cosa elencheremo alcune propriet a dei potenziali elastici di strato
(Teorema 2.1), poi introdurremo i problemi con dato al bordo per (v+;v ) e per
(V +;V  ) e quindi dimostreremo il nostro principale Teorema 2.11. Inne nella
Proposizione 2.13, calcoleremo il dierenziale di ogni ordine di V e W. Nell'Ap-
pendice A dedurremo per comodit a del lettore i risultati elencati nel Teorema 2.1
tramite la Teoria del Potenziale classica. Nell'Appendice B ci occuperemo della
risolubilit a del problema di Dirichlet per l'operatore A(@x).Ringraziamenti
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ixCapitolo 1
Preliminari tecnici e notazioni
Denoteremo la norma dello spazio normato X con k  kX. Dati due spazi normati
X e Y forniremo lo spazio prodotto X  Y della norma denita da k(x;y)kXY 
kxkX+kykY per ogni (x;y) 2 XY, mentre in Rn useremo la norma euclidea. Per
le denizioni standard di calcolo negli spazi normati faremo riferimento a Prodi
e Ambrosetti [PA]. Il simbolo N indica l'insieme dei numeri naturali compreso lo
0. In tutta la Tesi n sar a un elemento di N n f0;1g. La funzione inversa di una
funzione invertibile f si denoter a con f( 1), mentre il reciproco di una funzione a
valori complessi g, o l'inversa di una matrice A, saranno denotate con g 1 e A 1,
rispettivamente. Un puntino \" denoter a il prodotto scalare in Rn. Se A  e una
matrice, indicheremo con At la matrice trasposta di A, con trA la traccia di A,
con detA il determinante di A e con Aij l'elemento di posto (i;j) di A. Se inoltre
A  e invertibile, porremo A t 
 
A 1t. L'insieme delle matrici r  s ad elementi
reali si indicher a con Mrs(R). Se x 2 Rn, xj sar a la j-esima coordinata di x, jxj la
norma euclidea di x, porremo poi (x0;xn)  x con x0  (x1;:::;xn 1). Se x 2 Rn e
A 2 Mnn (R) scriveremo xA intendendo xt A, notiamo che tale scrittura non crea
ambiguit a. Se D  Rn denoteremo con clD la chiusura di D, se poi x 2 Rn sar a
dist(x;D)  inf

jy   xj
 y 2 D
	
. Se B  Rn  e Lebesgue-misurabile indicheremo
con jBj la sua misura n-dimensionale di Lebesgue. Per ogni R > 0 e x 2 Rn,
Bn(x;R) sar a la palla fy 2 Rn jjy   xj < Rg. Per brevit a porremo Bn  Bn(0;1).
Sia 
 un sottoinsieme aperto di Rn. Lo spazio delle funzioni a valori reali m volte
dierenziabili con continut a si denoter a con Cm(
;R), o pi u semplicemente con
Cm(
), se g 2 Cm(
) si indicher a con rg il vettore gradiente di g e cio e il vet-
tore (
@g
@xi)i=1;:::;n. D(
) denoter a lo spazio delle funzioni di C1(
) con supporto
compatto. Il duale D0(
) denoter a lo spazio delle distribuzioni in 
, se g 2 D0(
)
e ' 2 D(
) indicheremo con hg;'i la valutazione di g su '; con 0 indicheremo
la distribuzione delta di Dirac, denita da hg;'i = '(0), per ogni ' 2 D(
). Sia
f 2 Cm(
;Rn) = (Cm(
))
n. La s-esima componente di f si indicher a con fs,
e Df denoter a la matrice gradiente

@fs
@xl

s;l=1;:::;n
. Sia   (1;:::;n) 2 Nn,
jj  1 +  + n. Allora Df sar a
@jjf
@x
1
1 :::@x
n
n . Si denoter a con Cm(cl
) il sot-
12 Preliminari tecnici
tospazio di Cm(
) delle funzioni f estendibili con continuit a a cl
 assieme alle
loro derivate Df di ordine jj  m. Il sottospazio di Cm(cl
) le cui funzioni han-
no derivate di ordine m H older continue con esponente  2]0;1], si denoter a con
Cm;(cl
), (vedi ad esempio Gilbarg e Trudinger [GT, x4.1]). Sia D  Rn. Allo-
ra Cm;(cl
;D) denoter a

f 2 (Cm;(cl
))
n   f(cl
)  D
	
. Cm;(cl
;Mrs(R))
denoter a lo spazio delle funzioni di cl
 in Mrs(R) le cui componenti sono di classe
Cm;. Sia 
 un sottoinsieme aperto e limitato di Rn. Allora Cm(cl
) con la norma
kfkm 
P
jjm supcl
 jDfj  e uno spazio di Banach. Se f 2 C0;(cl
), allora il
suo quoziente di H older jf : 
j  e sup
n
jf(x) f(y)j
jx yj
 x;y 2 cl
;x 6= y
o
. Lo spazio
Cm;(cl
) con la norma kfkm; = kfkm+
P
jj=m jDfj,  e uno spazio di Banach.
Diremo che un sottoinsieme aperto e limitato di Rn  e di classe Cm o di classe Cm;
se  e una variet a con bordo immersa in Rn di classe Cm o Cm;, rispettivamente
(vedi ad esempio Gilbarg e Trudinger [GT, x6.2]). Per rendere pi u compatte le
nostre notazioni porremo Cm;0  Cm .
Raccogliamo nella prossima proposizione alcune popriet a conosciute degli spazi
di Schauder di cui avremo bisogno nel seguito (vedi ad esempio Gilbarg e Trudinger
[GT, x4.2] e Lanza [L, x2, Lemmi 3.1, 4.26, Teorema 4.28]).
Lemma 1.1 Siano m, r 2 N, r > 0; ,  2]0;1]. Siano 
, 
1 aperti connessi e
limitati Rn di classe C1. Allora
(i) Il prodotto puntuale  e continuo in Cm;(cl
).
(ii) L'immersione di Cm+1(cl
) in Cm;1(cl
)  e continua.
(iii) Se  > , l'immersione di Cm;(cl
) in Cm;(cl
)  e compatta.
(iv) Se m > 0 e (; ) 2 Cm;(cl
1)Cm;(cl
;cl
1), allora   2 Cm;(cl
).
(v) Se m > 0,  2 Cm;(cl
;Rn),   e iniettiva e detD 6= 0 in cl
, allora la
funzione inversa ( 1) 2 Cm;(cl(
);Rn).
(vi) Il prodotto matriciale puntuale  e bilineare e continuo, e quindi reale analitico,
dallo spazio Cm;(cl
;Mrr(R))Cm;(cl
;Mrr(R)) nello spazio Cm;(cl
;
Mrr(R)).
(vii) La mappa F 7! F  1  e reale analitica dall'insieme

F 2 Cm;(cl
;Mrr(R))
 
detF 6= 0 su cl
g in se stesso, ed il suo dierenziale in F0  e dato dalla
mappa M 7!  F  1
0  M  F  1
0 .
Notiamo che nel seguito \analitico" signicher a sempre \reale analitico". Per
la denizione e le propriet a degli operatori analitici facciamo riferimento a Prodi
e Ambrosetti [PA, p. 89].
Come annunciato nell'Introduzione avremo a che fare con dieomorsmi fra
sottoinsiemi aperti di Rn. Ci servir a il seguente Lemma (vedi [L, Corollario 4.24,
Prop. 4.29]).3
Lemma 1.2 Sia 
 un sottoinsieme limitato e aperto di Rn di classe C1. Allora
l'insieme
Acl
 

 2 C1(cl
;Rn)
   e iniettiva; detD(x) 6= 0; 8x 2 cl

	
 e aperto in C1(cl
;Rn).
Sia ora m 2 N n f0g,  2 [0;1].  E ben noto che un sottoinsieme M di Rn
 e una variet a dierenziale di dimensione s e classe Cm; immersa in Rn se, per
ogni P 2 M, esistono un intorno W di P in Rn, ed una parametrizzazione   2
Cm; (clBs;Rn) tali che    e un omeomorsmo di Bs su W \ M,  (0) = P, e D 
ha rango s in tutti i punti di clBs. Se supponiamo inoltre che M sia compatta,
esisteranno P1,...,Pr 2 M, e f igi=1;:::;r, tali che, per ogni i = 1;:::;r,  i 2
Cm; (clBs;Rn) sia la parametrizzazione di un intorno Wi \ M di Pi in M e che
[r
i=1(Wi \ M) = M. Denoteremo con Cm; (M) lo spazio lineare delle funzioni f
di M in Rn tali che f   i 2 Cm; (clBs) per ogni i = 1;:::;r, e porremo
kfkCm;(M)  sup
i=1;:::;r
kf   ikCm;(clBs) 8f 2 Cm; (M):
 E ben noto che con diverse scelte della famiglia nita di parametrizzazioni locali
si ottengono norme equivalenti. Inoltre lo spazio
 
Cm; (M);k  kCm;(M)

 e com-
pleto. Abbiamo allora il seguente (vedi ad esempio Troianiello [T, Teorema 1.3,
Lemma 1.5])
Lemma 1.3 Siano m 2 N n f0g,  2 [0;1]. Sia 
 un aperto connesso e limitato
di Rn di classe Cm;. Allora
(i) @
  e una variet a di classe Cm; e codimensione 1 e la mappa di restrizione
 e lineare e continua da Ck; (cl
) in Ck;(@
) per ogni k = 0;:::;m.
(ii) Esiste un operatore di estensione F lineare e continuo denito da Cm; (@
)
in Cm; (cl
) tale che F[f]j@
 = f per ogni f 2 Cm; (@
).
(iii) Sia R > 0 tale che cl
  Bn(0;R). Allora esiste un operatore lineare e
continuo FR di Cm; (cl
) in Cm; (clBn(0;R)) tale che FR[f]jcl
 = f per
ogni f 2 Cm; (cl
).
Introduciamo ora la seguente variante di [L, Prop. 4.29] (la si pu o ottenere con
una leggera modica della dimostrazione della Proposizione 4.29 [L]).
Lemma 1.4 Sia K un sottoinsieme compatto di Rn. Sia C0;1(K;Rn) lo spazio
delle funzioni Lipschitziane di K in Rn e sia jf : Kj1 la costante di Lipschitz di
f 2 C0;1(K;Rn). Poniamo
lK[f]  inf

jf(x)   f(y)j
jx   yj

x;y 2 K; x 6= y

8f 2 C0;1(K;Rn):
Allora l[]  e una mappa continua denita da C0;1(K;Rn), dotato della seminorma
j : Kj1, in [0;+1[.4 Preliminari tecnici
Il seguente Lemma  e una variante di [L, Teorema 4.18, Prop. 4.29] dimostrata in
[LR, Lemma 2.5].
Lemma 1.5 Sia  2 C1 (@Bn;Rn). Allora l@Bn[] > 0 se e solo se   e iniettiva ed
il dierenziale d(p)  e iniettivo per ogni p 2 @Bn. La mappa l@Bn[] di C1 (@Bn;Rn)
in [0;+1[  e continua e l'insieme
A@Bn 

 2 C1 (@Bn;Rn)

l@Bn[] > 0
	
 e aperto in C1 (@Bn;Rn).
Notiamo che, se  2 A@Bn, allora, per il Teorema di separazione di Jordan-Leray
(vedi ad esempio Deimling [D, Teorema 5.2]), l'insieme Rnn(@Bn) ha esattamente
due componenti connesse. Denoteremo con I[] la componente limitata e con E[]
quella illimitata. Abbiamo allora il seguente (vedi [LR, Lemma 2.6])
Lemma 1.6 Siano m 2 Nnf0g e  2 [0;1]. Se  2 Cm; (@Bn;Rn)\A@Bn, allora
I[]  e un aperto limitato e connesso di Rn di classe Cm;, e @I[] = (@Bn) =
@E[].
Riportiamo qui di seguito le Proposizioni 2.7, 2.8 ed il Lemma 2.9 di [LR]. La
prima Proposizione mostra che ogni  ammissibile si pu o estendere ad un dieo-
morsmo denito su un intorno anulare di @Bn. La seconda mostra l'esitenza locale
di un operatore di estensione per dieomorsmi. Il Lemma introduce l'insieme di
dieomorsmi A0
clA che ci servir a in seguito.
Proposizione 1.7 Siano m 2 Nnf0g e  2 [0;1]. Se  2 Cm; (@Bn;Rn)\A@Bn,
allora esistono  2]0;1[ e  2 Cm; (clA;Rn) \ AclA tali che
(i) (x) = (x) per ogni x 2 @Bn.
(ii) 
 
A+


 e un aperto limitato e connesso di Rn di classe Cm; contenuto in
I[], e @
 
A+


= ((1   )@Bn) [ (@Bn).
(iii) 
 
A 


 e un aperto limitato e connesso di Rn di classe Cm; contenuto in
E[], e @
 
A 


= (@Bn) [ ((1 + )@Bn).
Proposizione 1.8 Siano m 2 Nnf0g e  2 [0;1]. Se  2 Cm; (@Bn;Rn)\A@Bn,
allora esistono  2]0;1[ e 0 2 Cm; (clA;Rn) \ AclA soddisfacenti (i), (ii), (iii)
della Proposizione 1.7, un intorno aperto W0 di 0 contenuto in Cm; (@Bn;Rn)\
A@Bn ed un operatore di estensione lineare e continuo F0 di Cm; (@Bn;Rn) in
Cm; (clA;Rn) tali che la mappa E0 di Cm; (@Bn;Rn) in Cm; (clA;Rn) denita
da
E0[]  0 + F0[   0] 8 2 Cm; (@Bn;Rn) (1.1)
mappa W0 in Cm; (clA;Rn) \ AclA, e soddisfa le seguenti condizioni.5
(i) E0[]j@Bn = , per ogni  2 W0.
(ii) E0[](x) = 0(x), per ogni x 2 (1   )@Bn [ (1 + )@Bn e per ogni  2 W0.
(iii) E0[]
 
A+


 e un aperto connesso e limitato di Rn di classe Cm; contenuto
in I[], e @
 
E0[]
 
A+


= 0 ((1   )@Bn) [ (@Bn), per ogni  2 W0.
(iv) E0[]
 
A 


 e un aperto connesso e limitato di Rn di classe Cm; contenuto
in E[], e @
 
E0[]
 
A 


= (@Bn) [ 0 ((1 + )@Bn), per ogni  2 W0.
Lemma 1.9 Siano m 2 N n f0g,  2 [0;1] e  2]0;1[. Allora
(i) Se  2 AclA si ha   j@Bn 2 A@Bn.
(ii) L'insieme A0
clA 

 2 AclA
 (A+
 )  I[j@Bn]
	
 e aperto in AclA e
(A 
 )  E[j@Bn] per ogni  2 A0
clA.
(iii) Se  2 Cm; (clA;Rn) \ A0
clA, allora sia (A+
 ) che (A 
 ) sono aperti di
classe Cm; e
@
 
A+


= ((1   )@Bn) [ (@Bn) ;
@
 
A 


= ((1 + )@Bn) [ (@Bn) :
Notiamo che, per come  e denito, l'operatore E0[] della Proposizione 1.8 ha
valori in Cm; (clA;Rn) \ A0
clA.Capitolo 2
Analiticit a reale dei potenziali
elastici di strato
Sia   la funzione di Rn n f0g in Mnn (R) denita da
 ij() 
3 + 
2(2 + )
ijSn()  
 + 
2(2 + )
1
n
ij
jjn 8 2 Rn n f0g ; (2.1)
dove Sn  e la soluzione fondamentale dell'operatore Laplaciano, n denota la misura
(n 1) dimensionale di @Bn,  e  sono le costanti reali di Lam e e devono soddisfare
le condizioni
 > 0 ; 2 + n > 0: (2.2)
Allora    e la soluzione fondamentale dell'operatore
A(@x)   + ( + )rdiv
(vedi Teorema A.1). Vedremo che le condizioni (2.2) sono necessarie e sucenti
perch e la forma bilineare B[;] canonicamente associata ad A(@x) (vedi (2.15) e
Teorema A.2) sia coerciva.
Sia T la mappa lineare di Mnn (R) in se stesso denita da
TA  (trA)1n + (A + At);
per ogni A 2 Mnn (R). Se f  e una funzione dierenziabile di Rn in Rn e
fdxjgj=1;:::;n  e la base canonica dello spazio delle 1-forme lineari su Rn porremo
Tdf(x) 
 X
j=1;:::;n
(TDf(x))ijdxj

i=1;:::;n
: (2.3)
Per ogni i = 1;:::;n e per ogni  2 Rn risulter a allora
(Tdf(x))[] = divf(x) + 
 
Df(x) + Df(x)t
 ; (2.4)
(vedi Kupradze [KGBB, I, x13]).
Raccogliamo nel seguente Teorema alcuni risultati dimostrati nell'Appendice
A (vedi Teoremi A.6, A.12, A.13 e A.11).
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Teorema 2.1 Siano m 2 N n f0g,  2]0;1[. Sia 
 un sottoinsieme aperto e
limitato di Rn di classe Cm;. Allora si vericano le seguenti proposizioni
(i) Se ' 2 Cm 1;(@
;Rn), allora la funzione v['] di Rn in Rn denita da
v[']() 
Z
@

 (   )'()d 8 2 Rn (2.5)
 e continua in Rn e vale A(@x)v[']  0 in Rn n @
. La funzione v+ 
v[']jcl
 appartiene a Cm;(cl
;Rn) e la funzione v   v[']jRnn
 appartiene
a Cm;(clBn(0;R)n
;Rn) per tutti gli R > 0 tali che cl
  Bn(0;R). Inoltre,
se 
(x)  e la normale esterna di @
 in x,
(Tdv+())[
()]   (Tdv ())[
()] =  '() 8 2 @
: (2.6)
(ii) Sia ' 2 Cm;(@
;Rn) e sia w[']  (wj['])j=1;:::;n la funzione di Rn n @
 in
Rn denita per ogni j = 1;:::;n da
wj[']() 
Z
@

'()(Td (j)(   ))[
()]d 8 2 Rn n @
 (2.7)
dove si  e posto  (j)  ( ji)i=1;:::;n. Allora: A(@x)w[']  0 in Rn n @
, la
restizione w[']j
 ha un'unica estensione w+ 2 Cm;(cl
;Rn), e la restrizione
w[']jRnncl
 ha un'unica estensione w  2 Cm;(Rn n 
;Rn), inoltre
w+()   w () = '() 8 2 @
: (2.8)
Se  2 @
, allora, per ogni j = 1;:::;n,
w
j () = 
1
2
'j() +
Z 
@

'()(Td (j)(   ))[
()]d; (2.9)
dove l'integrale si intende in senso singolare (vedi ad esempio Mikhlin [M,
x5]).
(iii) Se ' 2 C1;(@
;Rn), v['] e w['] sono come in (2.5), (2.7), ripettivamente,
e ~ v['] ,~ w['] sono denite, per ogni  2 Rn, da
~ v[']() 
Z
@

Sn(   )'()d ; (2.10)
~ w[']() 
Z
@

'()
@
@
()
Sn(   )d ; (2.11)
allora, se M(@;
())  e denito come in (A.13),
w[']() = ~ w[']()   ~ v[M(@;
())'()]() + 2 v[M(@;
())'()]() ;
(2.12)
per ogni  2 Rn.9
Sia 
 un aperto limitato di Rn e sia H1(
) lo spazio di Sobolev con norma
kukH1(
) =
Z


juj2 +
n X
i=1
j@iuj2 dx
 1
2
:
Diciamo che u 2 H1
0(
) se e solo se esiste una successione fujgj2N  D(
) tale che
uj ! u in H1
0(
).  E noto che, con il prodotto
(u;v) =
Z


u  v + tr(DuDvt)dx 8u;v 2 (H1
0(
))n ; (2.13)
(H1
0(
))n  e uno spazio di Hilbert (si veda, e.g, Brezis [B, IX.4]). Notiamo poi che,
con una semplice applicazione della Disugualianza di Poincar e (vedi ad esempio
[B, IX.19 Disugualianza di Poincar e]), possiamo vericare l'esistenza di c
 > 0
tale che Z


u  udx  c

Z


tr(DuDut)dx 8u 2 (H1
0(
))n :
La norma indotta da (2.13)  e perci o equivalente a quella indotta da
(u;v)0 =
Z


tr(DuDvt)dx 8u;v 2 (H1
0(
))n : (2.14)
Ora, se A(@x)u = 0 in [(H1
0(
))n]0 avremo
R

 uA(@x)v dx = 0 per ogni v 2 Dn(
)
e questo implica che, se E  e denito come nel Teorema A.2,
B[u;v] 
Z


E(v;u)dx (2.15)
=
Z


divu divv +

2
tr
 
(Du + Dut)(Dv + Dvt)

dx = 0 8v 2 (H1
0(
))n :
Usando la Disugualianza di Korn (vedi ad esempio Valent [V, III, x1])  e facile
mostrare che, poich e  e  soddisfano le condizioni 2.2, B  e una forma bilineare
continua e coerciva; ovvero che esiste una costante c > 0, tale che
B[v;v]  ckvk2
H1(
) 8v 2 (H1
0(
))n : (2.16)
Possiamo allora dedurre la validit a dei seguenti Lemmi, il primo dei quali  e di
immediata verica.
Lemma 2.2 Se 
  e un aperto limitato di Rn, l'unico elemento u 2 (H1
0(
))n tale
che A(@x)u = 0 in [(H1
0(
))n]0  e u = 0.
Lemma 2.3 Sia m 2 N n f0;1g,  2]0;1[ ed 
 un aperto limitato di Rn di classe
Cm;. Siano f 2 Cm 2; (cl
;Rn) e g 2 Cm; (@
;Rn). Allora esiste ed  e unica
u 2 Cm; (cl
;Rn) tale che

A(@x)u = f in 
;
u = g su @
:10 Analiticit a
Dimostrazione: Sia ~ g una funzione di Cm;(cl
;Rn) tale che ~ gj@
 = g (vedi
Lemma 1.3). Abbiamo osservato che, poich e le costanti di Lam e  e  soddisfano le
condizioni (2.2), vale la (2.16) e quindi siamo nelle ipotesi di Valent [V, III, Teorema
7.2], esister a allora una funzione u0 2 Cm;(cl
;Rn) tale che A(@x)u0 = f A(@x)~ g
in 
 ed u0j@
 = 0.  E immediato vericare che la funzione cercata  e u  u0 + ~ g.
L'unicit a viene dal Lemma 2.2, infatti, se fosse u0 un'altra soluzione, u0 u sarebbe
una soluzione del problema omogeneo associato, e quindi u0   u = 0. 2
Mostriamo ora che la coppia (v+;v ) (vedi Teorema 2.1 (i))  e l'unica soluzione
di un problema accoppiato con dati al bordo.
Teorema 2.4 Siano m 2 N n f0g,  2]0;1[,  2]0;1[. Siano  2 Cm; (clA;Rn)
\A0
clA,   j@Bn e sia  la normale esterna di I[].
Allora, se f 2 Cm 1;(@Bn ;Rn), il problema con dati al bordo
8
> > > > > > > <
> > > > > > > :
A(@)v+ = 0 in (Dn 

 
A+

0;
A(@)v  = 0 in (Dn 

 
A 

0;
v+   v  = 0 su (@Bn);
(Tdv+())[()]   (Tdv ())[()] =  f  ( 1)() 8 2 (@Bn);
v+() =
R
(@Bn)  (   )f  ( 1)()d 8 2 ((1   )@Bn);
v () =
R
(@Bn)  (   )f  ( 1)()d 8 2 ((1 + )@Bn);
(2.17)
ha un'unica soluzione (v+;v ) 2 Cm; 
cl
 
A+


;Rn
 Cm; 
cl
 
A 


;Rn
e
sar a
v+() =
R
(@Bn)  (   )f  ( 1)()d 8 2 
 
A+


; (2.18)
v () =
R
(@Bn)  (   )f  ( 1)()d 8 2 
 
A 


:
Dimostrazione: Per le propriet a dei potenziali di strato elencate nel Teorema
2.1 la coppia (v+;v ), con v+ e v  denite come in (2.18),  e una soluzione del
problema (2.17). Dobbiamo mostrare che tale soluzione  e unica.
Supponiamo che esistano due coppie di soluzioni di (2.17):
(v+
1 ;v 
1 );(v+
2 ;v 
2 ) 2 Cm; 
cl
 
A+


;Rn
 Cm; 
cl
 
A 


;Rn
:
Poniamo poi u+ = v+
1   v+
2 e u  = v 
1   v 
2 . Abbiamo allora u+ = u  su (@Bn),
u+  0 su ((1   )@Bn), u   0 su ((1 + )@Bn), (Tdu+)[] = (Tdu )[]
su (@Bn), A(@x)u+  0 in 
 
A+


e A(@x)u   0 in 
 
A 


. In particolare
u+ ed u  sono ciascuna soluzione di un problema di Drichlet interno, perci o,
per il Teorema B.14, sar a u+ 2 C1(cl
 
A+


;Rn) \ C1(
 
A+


;Rn) ed u  2
C1(cl
 
A 


;Rn) \ C1(
 
A 


;Rn).
Sia ora u la funzione denita su (A) che coincide con u+ su (A+
 ) e con u  su11
(A 
 ). Allora per il Teorema A.2 e per le propriet a di u+ e u  appena elencate
calcoliamo che, per ogni v 2 Dn((A)),
hA(@x)u; vi =
Z
(A)
uA(@)v d
=
Z
(A
+
 )
u+A(@)v d +
Z
(A
 
 )
u A(@)v d
=
Z
(A
+
 )
E(v;u+)d +
Z
(A
 
 )
E(v;u )d
=
Z
(A
+
 )
vA(@)u+ d +
Z
(A
 
 )
vA(@)u  d = 0;
Poich e D  e denso in H1
0, questo signica che A(@)u = 0 in [(H1
0((A))n]0. Per il
Lemma 2.2 deve allora essere u = 0. 2
Il problema (2.17)  e denito su un dominio che dipende da , a noi servir a
trasformarlo in un problema denito su un dominio sso: su A. Dobbiamo per
questo cambiare variabile in (2.17) tramite la funzione  ed abbiamo bisogno di
sapere come si trasformano la normale e l'area di ipersuperce: sar a il contenuto
del prossimo Lemma 2.5. C' e per o un problema. Infatti se m = 1 la mappa
  e dierenziabile con continuit a solo una volta, dobbiamo perci o spiegare come
intendiamo cambiare la variabile nell'operatore A(@) che compare in (2.17). Lo
faremo nel successivo Lemma 2.6. Entrambi i lemmi sono di facile verica.
Lemma 2.5 Sia 
 un sottoinsieme aperto e limitato di Rn di classe C1. Sia 

la normale esterna di @
. Sia  2 C1 (cl
;Rn)\A0
cl
 e sia  la normale esterna
di @(
). Allora:
(i) ((x)) =
(D(x)) t 
(x)
j(D(x)) t 
(x)j per ogni x 2 @
.
(ii) Se ! 2 L1 ((@
)), allora
Z
(@
)
!()d =
Z
@

!  (y)n[](y)dy;
dove n[] = jdetDjj(D)
 t 
j.
(iii) Se u 2 C1 (cl(
)), x 2 @
, allora
@u
@
((x)) = D(u  )(x) (D(x))
 1 (D(x))
 t 
 
(D(x))
 t 


;
per ogni x 2 @
.12 Analiticit a
Lemma 2.6 Siano m 2 N n f0g,  2]0;1[ , 
 un aperto connesso e limitato di
Rn. Sia
Ym 1; (
)


w = (wij) 2 Cm 1; (cl
;Mnn(R))

 

Z


tr(wD t)dx = 0 8  2 Dn (
)

;
allora Ym 1; (
)  e un sottospazio chiuso di Cm 1; (cl
;Mnn(R)). Sia 
 la
proiezione canonica di Cm 1; (cl
;Mnn(R)) sullo spazio (di Banach) quoziente
Zm 1; (
)  Cm 1; (cl
;Mnn(R))=Ym 1; (
):
Sia A[;] la mappa denita da (Cm; (cl
;Mnn(R)) \ Acl
)  Cm; (cl
;Rn) in
Cm 1; (cl
;Mnn(R)) che a (;v) associa
A[;v] 

Dv(D)
 1 (D)
 t + ( + )tr

Du(D)
 1

(D)
 t

jdetDj:
Sia (;v) appartenente a (Cm; (cl
;Mnn(R)) \ Acl
)Cm; (cl
;Rn) e f  (fij)
appartenente a Cm 1; (cl
;Mnn(R)). Allora avremo

A[;v] = 
[f] (2.19)
se e solo se, per ogni i = 1;:::;n ,

A(@x)

v  ( 1)

i
= div

f(i)  ( 1)

D(( 1))
t
jdetD(( 1))j

;
(2.20)
nel senso delle distribuzioni in (
), cio e in D0 ((
)) (f(i)  e la i-esima riga di
f, ovvero f(i)  (fij)j=1;:::;n).
Dimostrazione: Con un semplice argomento basato sulla convoluzione con una
famiglia di mollicatori si pu o mostrare che (2.19)  e equivalente all'equazione
Z


tr
 
A[;v] D('  )t
dx =
Z


tr
 
f D('  )t
dx 8' 2 Dn ((
)) :
(2.21)
Usando le regole del cambio di variabile per gli integrali troviamo che
Z


tr
 
A[;v] D('  )t
dx
=
Z
(
)
tr

D(v  ( 1)) D't

+ ( + )(trD')

trD(v  ( 1))

d ;
per ogni ' 2 Dn ((
)) e v 2 C1 (cl
), e che
Z


tr
 
f D('  )
t
dx
=
Z
(
)
tr

f  ( 1) Dt  ( 1)

D't

jdet D(( 1))jd ;13
per ogni ' 2 Dn ((
)). Possiamo allora dedurre che (2.21)  e equivalente a (2.20).
2
Dal Teorema 2.4 e dai Lemmi 2.5, 2.6, segue immediatamente la validit a del
prossimo
Teorema 2.7 Siano m 2 N n f0g,  2]0;1[,  2]0;1[, sia  2 Cm; (clA;Rn) \
A0
clA e sia f 2 Cm 1; (@Bn;Rn). Allora la coppia (v+;v ) di Cm;  
cl
 
A+


;Rn
Cm;  
cl
 
A 


;Rn
 e una soluzione di (2.17) se e solo se la coppia (V +;V  ) 
(v+;v ) appartenente a Cm;  
clA+
 ;Rn
Cm;  
clA 
 ;Rn
 e una soluzione
del seguente problema con dati al bordo
8
> > > > > > > > > <
> > > > > > > > > :
A
+
 [A[;V +]] = 0 in Zm 1;  
A+


;
A
 
 [A[;V  ]] = 0 in Zm 1;  
A 


;
V +   V   = 0 su @Bn;
B1 [V +;V  ;]
 T(D t dV +)[]   T(D t dV  )[] =  f su @Bn;
V +(x) =
R
@Bn ((x)   (y))f(y)n [](y)dy 8x 2 (1   )@Bn;
V  (x) =
R
@Bn ((x)   (y))f(y)n [](y)dy 8x 2 (1 + )@Bn;
(2.22)
dove n [], A[;], A
+
 , A
 
 sono gi a stati introdotti nei Lemmi 2.5, 2.6 mentre
  e denito da  
(D())
 t Bn
j(D())
 t Bnj :
Esattamente come volevamo il problema (2.22)  e ora denito su un dominio s-
so. Come annunciato nell'introduzione il prossimo passo sar a di riformulare (2.22)
in un'equazione astratta in qualche spazio di Banach e di analizzarla tramite il
Teorema della Funzione Implicita. Per fare questo abbiamo bisogno di vericare
che le ipotesi del Teorema della Funzione Implicita sono vericate. In particolare
vogliamo che i secondi membri delle ultime due equazioni di (2.22) dipendano ana-
liticamente da  e da f. Questo  e il contenuto del prossimo Lemma che enunciamo
senza dimostrare perch e lo si pu o ottenere ricalcando quanto gi a fatto da Lanza e
Rossi in [LR, Lemma 3.9] per il potenziale di semplice strato relativo all'operatore
Laplaciano.
Lemma 2.8 Siano m 2 N n f0g,  2]0;1[,  2]0;1[, r 2 [1   ;1 + ] n f1g e sia
 2 Cm; (clA;Rn) \ A0
clA. Allora la mappa Vr di

Cm; (clA;Rn) \ A0
clA


Cm 1; (@Bn;Rn) in Cm; (r@Bn;Rn) denita da
Vr[;f](x) 
Z
@Bn
 ((x)   (y))f(y)n [](y)dy 8x 2 r@Bn;
per ogni (;f) 2

Cm; (clA;Rn) \ A0
clA

 Cm 1; (@Bn;Rn)  e reale analitica.14 Analiticit a
Il prossimo Lemma 2.9 generalizza il Lemma 2.3 e ci sar a utile nella dimostra-
zione del risultato principale della tesi, assieme al Lemma 2.3 servir a a mostrare
l'esistenza e l'unicit a di una soluzione per il problema linearizzato associato a
(2.22). La prova si basa sull'esistenza di una soluzione regolare per il problema
di Dirichlet omogeneo, esistenza che dimostreremo nell'Appendice B grazie ad un
metodo di Mikhlin [M] ed al teorema di regolarit a per i potenziali di strato ottenuto
da Miranda (vedi [Mi, Teorema 2.I]).
Lemma 2.9 Sia  2]0;1[ ed 
 un aperto limitato di Rn di classe C1;. Siano f 2
C0; (cl
;Mnn (R)) e g 2 C1; (@
;Rn), sia div f 
 
div f(1);::: :::;div f(n)
,
con f(i)  (fij)j=1;:::;n. Allora esiste ed  e unica u 2 C1; (cl
;Rn) tale che

A(@x)u = div f in [Dn (
)]
0 ;
u = g su @
:
(2.23)
Dimostrazione: Sia ~ f 2 C0;(Rn;Rn) una funzione a supporto compatto tale
che ~ fjcl
 = f (vedi Troianiello [T, Teorema 1.3] ). Consideriamo la distribuzione
(   div ~ f), si verica facilmente che A(@x)(   div ~ f) = div ~ f e
   div ~ f = div(   ~ f):
Si avr a allora (   div ~ f) 2 C0;(Rn;Rn) (vedi ad esempio Miranda [Mi, Teorema
3.II]). Poniamo u0  ( div ~ f)jcl
, la soluzione di (2.23) cercata  e allora u  u0+w
con w soluzione del problema di Dirichlet omogeneo con dato al bordo g   u0j@
,
(vedi Teorema B.14). L'unicit a segue con un argomento standard dal Lemma 2.2
(vedi Lemma 2.3, Dimostrazione). 2
Introduciamo ora qualche notazione. Poniamo
v+[;f]() 
Z
(@Bn)
f  ( 1)() (   )d 8 2 I[];
v [;f]() 
Z
(@Bn)
f  ( 1)() (   )d 8 2 E[];
per ogni  2 Cm; (@Bn;Rn) \ A@Bn, ed f 2 Cm 1; (@Bn;Rn),
w+[;f]() 
Z
(@Bn)

f  ( 1)()(Td (j)(   ))[()]

j=1;:::;n
d 8 2 I[];
w [;f]() 
Z
(@Bn)

f  ( 1)()(Td (j)(   ))[()]

j=1;:::;n
d 8 2 E[];
per ogni  2 Cm; (@Bn;Rn) \ A@Bn, f 2 Cm; (@Bn;Rn) ( (j)  e denito come nel
Teorema 2.1 (ii)). Allora, per il Teorema 2.1, sappiamo che v+[;f], w+[;f], e
v [;f], w [;f] si possono estendere con continuit a a clI[] e a clE[], rispet-
tivamente. Denoteremo le estensioni corrispondenti con lo stesso simbolo delle15
funzioni da estendere.
La prossima Proposizione 2.10 implicher a immediatamente il risultato principale
della tesi (vedi Teorema 2.11).
Proposizione 2.10 Siano m 2 N n f0g,  2]0;1[,  2]0;1[. Allora valgono le
seguenti proposizioni
(i) Per ogni (;f) 2

Cm;(clA;Rn) \ A0
clA

Cm 1; (@Bn;Rn) siano V +[;f]
e V  [;f] le estensioni continue a clA+
 ed a clA 
 di v+[j@Bn;f]  jA
+
 e
di v [j@Bn;f]  jA 
 , rispettivamente. Allora le mappe
V + :
 
Cm; (clA;Rn) \ A0
clA

 Cm 1; (@Bn;Rn)  ! Cm;  
clA+
 ;Rn
;
V   :
 
Cm; (clA;Rn) \ A0
clA

 Cm 1; (@Bn;Rn)  ! Cm;  
clA 
 ;Rn
che mandano (;f) in V +[;f] ed in V  [;f], rispettivamente, sono reali
analitiche.
(ii) Per ogni (;f) 2

Cm; (clA;Rn) \ A0
clA

Cm;(@Bn;Rn) siano W +[;f]
e W [;f] le estensioni continue a clA+
 ed a clA 
 di w+[j@Bn;f]jA+
 e
di w [j@Bn;f]  jA
 
 , rispettivamente. Allora le mappe
W+ :
 
Cm; (clA;Rn) \ A0
clA

 Cm; (@Bn;Rn)  ! Cm;  
clA+
 ;Rn
;
W  :
 
Cm; (clA;Rn) \ A0
clA

 Cm; (@Bn;Rn)  ! Cm;  
clA 
 ;Rn
;
che mandano (;f) in W +[;f] ed in W  [;f], rispettivamente, sono reali
analitiche.
Dimostrazione: Dimostriamo prima la proposizione (i).
Siano X  Cm; (clA;Rn)  Cm 1; (@Bn;Rn) e Y  Cm;  
clA+
 ;Rn

Cm;  
clA 
 ;Rn
: Sia  l'operatore (non lineare) di U  (Cm;(clA;Rn)\A0
clA)
Cm 1; (@Bn;Rn)  Y nello spazio di Banach
Z  Zm 1;  
A+


 Zm 1;  
A 


 Cm; (@Bn;Rn)  Cm 1; (@Bn;Rn)
Cm; ((1   )@Bn;Rn)  Cm; ((1 + )@Bn;Rn) ;
denito da


;f;V +;V  


A
+


A

;V +
;A
 


A

;V  
;
V +   V  ;B1

V +;V  ;

+ f;
V +
j(1 )@Bn   V1 [;f];V  
j(1+)@Bn   V1+[;f]

;
per ogni (;f;V +;V  ) 2 U, dove B1 [V +;V  ;] e V1[;f] sono stati introdotti
in (2.22) e nel Lemma 2.8, rispettivamante. Per il Teorema 2.7, il graco dell'ope-
ratore (V +[;];V  [;]) di

Cm; (clA;Rn) \ A0
clA

Cm 1; (@Bn;Rn) in Y con-
cide con l'insieme su cui si annulla . Possiamo quindi dedurre l'analiticit a reale16 Analiticit a
dell'operatore (V +[;];V  [;]) mostrando che si pu o applicare il Teorema del-
la Funzione Implicita per gli operatori reali analitici (vedi ad esempio Prodi ed
Ambrosetti [PA, Teorema 11.6]) all'equazione [;f;V +;V  ] = 0 in un intorno
di (1;f1;V +[1;f1];V  [1;f1]), per ogni (1;f1) 2

Cm; (clA;Rn) \ A0
clA


Cm 1; (@Bn;Rn). Il dominio U di   e chiaramente aperto in XY. Per denizione,
A
+
 , A
 
 sono lineari e continue. Per il Lemma 1.1 e la Proposizione 1.8, A[;V ]
e B1[V +;V  ;] + f dipendono in modo reale analitico da (;f;V +;V  ). Inne
per il Lemma 2.8, e per la linearit a e continuit a della mappa di restrizione pos-
siamo concludere che   e reale analitico. Sar a quindi sucente mostrare che il
dierenziale d(V +;V  )[1;f1;V +[1;f1];V  [1;f1]]  e un omeomorsmo lineare.
Poich e poi d(V +;V  )[1;f1;V +[1;f1];V  [1;f1]]  e continuo, per il Teorema
della Mappa Aperta baster a mostrare che  e una biezione, ovvero che, per ogni
(F+;F ;g;g1;h+;h ) 2 Z esiste ed  e unico (X+;X ) 2 Y tale che
8
> > > > > > > <
> > > > > > > :
A
+
 [A[1;X+]] = F + in Zm 1;  
A+


;
A
 
 [A[1;X ]] = F   in Zm 1;  
A 


;
X+   X  = g su @Bn;
B1 [X+;X ;1] = g1 su @Bn;
X+ = h+ su (1   )@Bn;
X  = h  su (1 + )@Bn :
(2.24)
Poich e A
+
 e A
 
 sono suriettivi esisteranno f+ 2 Cm 1;  
clA+
 ;Mnn (R)

e
f  2 Cm 1;  
clA 
 ;Mnn (R)

tali che A
+
 [f+] = F+ e A
 
 [f ] = F . Poniamo
1  1j@Bn. Cambiando variabile tramite 1 (si vedano i Lemma 2.5 e 2.6),  e
facile mostrare che (2.24)  e equivalente al seguente sistema
8
> > > > > > > > > > > > <
> > > > > > > > > > > > :
A(@x)

X+  
( 1)
1

= div b+ in

Dn  
1
 
A+

0 ;
A(@x)

X   
( 1)
1

= div b  in

Dn  
1
 
A 

0 ;
X+  
( 1)
1   X   
( 1)
1 = g  
( 1)
1 su 1 (@Bn);
Td(X+  
( 1)
1 )[0]   Td(X   
( 1)
1 )[0]
= g1  
( 1)
1 su 1 (@Bn);
X+  
( 1)
1 = h+  
( 1)
1 su 1 ((1   )@Bn);
X   
( 1)
1 = h   
( 1)
1 su 1 ((1 + )@Bn) :
(2.25)
dove div b  (divb(1);:::;divb(n)) e, posto che sia f+(i)  (f+
ij)j=1;:::;n,
f (i)  (f 
ij)j=1;:::;n,
b(i) 

f(i)  
( 1)
1

D1(
( 1)
1 )
t  
det

D(
( 1)
1 )
 


:
Proviamo l'esistenza di una soluzione per (2.25), poi l'unicit a.
Sia (F +;F ;g;g1;h+;h ) 2 Z. Per il Lemma 1.1, si vede facilmente che allora17
b 2 Cm 1;  
cl1
 
A


;Mnn (R)

, g
( 1)
1 2 Cm; (1 (@Bn;Rn)), g1
( 1)
1 2
Cm 1; (1 (@Bn)), e h  
( 1)
1 2 Cm; (1 ((1  )@Bn);Rn). Per i Lemmi 2.3
e 2.9, esisteranno a  2 Cm;  
cl1
 
A 


;Rn
ed a+ 2 Cm;  
cl1
 
A+


;Rn
tali
che (
A(@x)a  = div b  in

Dn  
1
 
A 

0 ;
a  = h   
( 1)
1 su 1 ((1 + )@Bn);
e 8
> <
> :
A(@x)a+ = div b+ in

Dn  
1
 
A+

0 ;
a+ = a  + g  
( 1)
1 su 1 (@Bn) = 1 (@Bn);
a+ = h+  
( 1)
1 su 1 ((1   )@Bn);
Sia ' = g1 
( 1)
1  (Tda+)[1]+(Tda )[1], allora ' 2 Cm 1; (1 (@Bn);Rn),
e, per il Teorema 2.4, v [1;'  1] 2 Cm;  
cl1
 
A
 ;

;Rn
. Si verica allora
che il sistema (2.25) ha una soluzione (X+;X ) 2 Y se e solo se il sistema
8
> > > > > > > <
> > > > > > > :
A(@x) ~ X+ = 0 in

Dn  
1
 
A+

0 ;
A(@x) ~ X  = 0 in

Dn  
1
 
A 

0 ;
~ X+   ~ X  = 0 su 1 (@Bn);
(Td ~ X+)[1]   (Td ~ X )[1] = 0 su 1 (@Bn);
~ X+ = v+ [1;'  1] su 1 ((1   )@Bn);
~ X  = v  [1;'  1] su 1 ((1 + )@Bn):
(2.26)
ammette una soluzione ( ~ X+; ~ X ) 2 Cm;  
cl1
 
A+


;Rn
Cm;  
cl1
 
A 


;Rn
,
ed in tal caso vale
~ X+ = X+  
( 1)
1   a+ + v+ [1;'  1]
~ X  = X   
( 1)
1   a  + v  [1;'  1]
Inne il sistema (2.26) ha soluzione
( ~ X+; ~ X ) 2 Cm;  
cl1
 
A+


;Rn
 Cm;  
cl1
 
A 


;Rn
se e solo se esiste ~ X 2 Cm; (cl1 (A);Rn) tale che
8
<
:
A(@x) ~ X = 0 in [Dn (1 (A))]
0 ;
~ X = v+ [1;'  1] su 1 ((1   )@Bn);
~ X = v  [1;'  1] su 1 ((1 + )@Bn);
(2.27)
ed in tal caso vale ~ Xjcl1(A+
 ) = ~ X+, ~ Xjcl1(A 
 ) = ~ X .
Infatti, se ~ X  e una soluzione di (2.27) ( ~ Xjcl1(A
+
 ); ~ Xjcl1(A
 
 ))  e una soluzione
di (2.27). Viceversa, sia ( ~ X+; ~ X ) una soluzione regolare di (2.26) e sia ~ Y la
funzione denita su cl1(A) che coincidte con ~ X+ su cl1(A+
 ) e con ~ X  su
cl1(A 
 ), allora  e possile mostrare con un argomento che si basa sul Teorema A.2
(vedi Teorema 2.4, Dimostrazione), che ~ Y soddisfa le equazioni del sistema (2.27).18 Analiticit a
Per vericare che (2.26) e (2.27) sono equivalenti ci baster a allora mostrare che
~ Y 2 Cm; (cl1 (A);Rn). Sappiamo che, per il Teorema B.14, il problema (2.24)
ammette una soluzione ~ X 2 Cm; (cl1 (A);Rn) e che tale soluzione  e unica. ~ X
dovr a quindi coincidere quasi ovunque con ~ Y (vedi Lemma 2.2). Ma allora, poich e
per la terza equazione di (2.26), ~ Y  e continua, ~ X dovr a coincidere identicamente
con ~ Y e quindi ~ Y 2 Cm; (cl1 (A);Rn).
Con questo si  e dimostrata l'esistenza e l'unicit a di una soluzione per il problema
(2.24), infatti, se (2.24) avesse due soluzioni distinte cos  le avrebbe (2.25), (2.26),
e, per quanto appena osservato, (2.27); allo stesso modo, se (2.24) non avesse
soluzioni neppure le avrebbe (2.27). In entrambi i casi contradiremmo il Teorema
B.14 e perci o la soluzione di (2.24) esiste ed  e unica.
Ora dedurre la proposizione (ii)  e facile. Possiamo limitarci a considerare
W+[;], per W  [;] le cose sono del tutto analoghe. Per il Teorema 2.1 (iii) si ha
W+[;f] = ~ W+[;f]  ~ V +[;Mf]+2V +[;Mf] con ~ V + estensione a clA+
 di
~ v  jA
+
 e ~ W+ estensione a clA+
 di ~ w+  jA
+
 (vedi [LR, Prop. 3.11]).
Sia FR come nel Lemma 1.3 con R  1, allora, per come  e denito in (A.13),
Mf = M(FRf) e la mappa di Cm;(@Bn;Rn) in Cm 1;(@Bn;Rn) che manda f
in M(FRf)  e lineare e continua, quindi reale analitica.
Lanza e Rossi in [LR, Prop. 3.11] dimostrano la dipendenza reale analitica di
~ V +[;f1] e ~ W+[;f2] da (;f1) 2
 
Cm; (clA;Rn) \ A0
@Bn

 Cm; (@Bn;Rn) e
da (;f2) 2
 
Cm; (clA;Rn) \ A0
@Bn

Cm 1;(@Bn;Rn), rispettivamente, allora,
per il punto (i) appena dimostrato, la mappa che manda
(;f1;f2) 2
 
Cm; (clA;Rn) \ A@B0
n

 Cm; (@Bn;Rn)  Cm 1; (@Bn;Rn)]
in ~ W+[;f1]   ~ V +[;f2] + 2V +[;f2] 2 Cm; (@Bn;Rn);  e reale analitica. Non
resta che concludere ricordando che la composizione di mappe reali analitiche  e
reale analitica (vedi Prodi e Ambrosetti [PA, Teorema 11.1]). 2
Siamo ora pronti a provare il nostro risultato principale.
Teorema 2.11 Siano m 2 N n f0g,  2]0;1[. Allora sono vere le seguenti propo-
sizioni.
(i) La mappa V [;] di (Cm; (@Bn;Rn) \ A@Bn)Cm 1; (@Bn;Rn) nello spazio
Cm; (@Bn;Rn) denita da (0.1)  e reale analitica.
(ii) La mappa W[;] di (Cm; (@Bn;Rn) \ A@Bn)  Cm; (@Bn;Rn) nello spazio
Cm; (@Bn;Rn) denita da (0.2)  e reale analitica.
Dimostrazione: Proviamo prima la proposizione (i). Chiaramente  e sucente
mostrare che se (0;f0) 2 (Cm; (@Bn;Rn) \ A@Bn)  Cm 1; (@Bn;Rn), allora
V [;]  e reale analitica in un intorno di (0;f0). Ora, siano W0, , E0 come nella19
Proposizione 1.8. Per il Teorema 2.1 e la (2.24) abbiamo che V [;f] = v+[;f] =
V +[E0[];f] su @Bn per ogni (;f) 2 W0 Cm 1; (@Bn;Rn).  E quindi sucente
mostrare che la coppia (v+[;f];v [;f]) dipende in modo reale analitico da
(;f) vicino a (0;f0), e questo  e immediata conseguenza delle Proposizioni 1.8,
2.10. La proposizione (ii) si prova ora facilmente, basta osservare che W[;f] =
~ W[;f]  ~ V [;Mf]+2V [;Mf] (Teorema 2.1 (iii)) e concludere la dipendenza
reale analitica di W[;f] da (;f) 2 (Cm; (@Bn;Rn) \ A@Bn)  Cm; (@Bn;Rn)
grazie al punto (i) appena mostrato e a [LR, Teorema 3.12] (vedi Proposizione 2.10
(ii), Dimostrazione). 2
Passiamo ora a calcolare i dierenziali di V e W. Useremo un'idea di Lanza e
Preciso [LP, x4]. Per chiarezza i calcoli sono stati qui riportati anche se i risultati
sono stati ottenuti seguendo passo a passo quanto fatto da Lanza e Rossi in [LR,
Prop. 3.14].
Introduciamo prima qualche notazione.
Siano m 2 N n f0g,  2]0;1],  2 Cm; (@Bn;Rn) \ A@Bn, allora combinando la
Proposizione 1.7 ed il Lemma 2.5, si pu o vedere che esiste una funzione positiva
~ n[] 2 Cm 1; (@Bn;Rn) tale che
Z
(@Bn)
!()d =
Z
@Bn
!  (y)~ n[](y)dy 8! 2 L1 ((@Bn)) :
Poniamo
~ n[]  (  ) ~ n[];
dove  indica la normale esterna di I[]. Ovviamente,
~ n[] = j~ n[]j:
Per la Proposizione 1.8 ed il Lemma 2.5, possiamo aermare la seguente propo-
sizione.
Proposizione 2.12 Siano m 2 Nnf0g e  2]0;1], allora le mappe ~ n[] e ~ n[] di
Cm; (@Bn;Rn) \ A@Bn in Cm 1; (@Bn;Rn), ed in Cm 1; (@Bn), che mandano 
in ~ n[] ed in ~ n[], rispettivamente, sono reali analitiche.
Nella prossima Proposizione calcoliamo i dierenziali di V e W. Poich e V e W
sono lineari nella seconda variabile,  e sucente considerare il dierenziale rispetto
alla prima variabile .
Proposizione 2.13 Siano m;k 2 Nnf0g,  2]0;1[. Indichiamo con Gk il gruppo
delle permutazioni di f1;:::;kg. Sia dk ()[] il dierenziale k-esimo di   in
 2 Rn n f0g. Allora:20 Analiticit a
(i) Se (0;f0) 2 (Cm; (@Bn;Rn) \ A@Bn)  Cm 1; (@Bn;Rn), il k-esimo dif-
ferenziale di V [;] in (0;f0) rispetto alla variabile   e dato dalla formula
@k
V [0;f0][h1;:::;hk](x) (2.28)
=
Z
@Bn
k X
j=0
1
j!(k   j)!
X

2Gk
dj (0(x)   0(y))[h
(1)(x)   h
(1)(y);
:::;h
(j)(x)   h
(j)(y)]dk j~ n[0][h
(j+1);:::;h
(k)]f0(y)dy ;
per ogni x 2 @Bn, e per ogni (h1;:::;hk) 2 (Cm; (@Bn;Rn))
k.
(ii) Se (0;f0) 2 (Cm; (@Bn;Rn) \ A@Bn)  Cm; (@Bn;Rn), allora il k-esimo
dierenziale di W[;] in (0;f0) rispetto alla variablile   e dato, per ogni
x 2 @Bn, e per ogni (h1;:::;hk) 2 (Cm; (@Bn;Rn))
k, dalla formula
@k
W[0;f0][h1;:::;hk](x) =
Z
@Bn
k X
j=0
X

2Gk
(f0(y)   f0(x))
j!(k   j)!
(2.29)


Td
 
dj (i) (0(x)   0(y))[h
(1)(y)   h
(1)(x);
:::;h
(j)(y)   h
(j)(x)]

dk j~ n[0][h
(j+1);:::;h
(k)]

dy ;
dove si  e posto  (i)  ( ij)j=1;:::;n.
Dimostrazione: Proviamo per prima la proposizione (i). Poich e le funzioni k-
lineari simmetriche sono determinate dai loro valori sulla diagonale, iniziamo col
calcolare @k
V [0;f0][h;:::;h] per h 2 Cm; (@Bn;Rn). Per abbreviare le nostre
notazioni scriveremo hk invece di
k termini z }| {
h;:::;h. Per la denizione di ~ n e per il calcolo
standard in spazi di Banach, si ha
@k
V [0;f0][hk](x) (2.30)
=
dk
d"k j"=0
Z
@Bn
 ((0(x)   0(y)) + "(h(x)   h(y)))
 ~ n[0 + "h](y)f0(y)dy

8x 2 @Bn ;
e vorremmo poter portare la derivata sotto il segno di integrale. Per giusticare
questo passo si possono sfruttare le parametrizzazioni locali di @Bn oppure si pos-
sono estendere le funzioni che compaiono nell'integrando in un intorno di @Bn.
Scegliamo quest'ultimo metodo. Siano W0, , F0, E0 come nella Proposizione
1.8, ed R l'operatore di restrizione deniti da Cm;  
clA+


in Cm; (@Bn). Per i
Teoremi 2.1 e 2.4, si ha
V [;f] = v+[;f]   = R
h
v+[;f]  E0[]jclA
+

i21
per ogni (;f) 2 W0  Cm 1; (@Bn;Rn). Per le regole note di calcolo negli spazi
di Banach e per il Lemma 2.5, si ottiene
@k
j=0

v+[;f0]  E0[]jclA
+


[hk](x) (2.31)
=
dk
d"k j"=0
Z
@Bn
 (E0[0 + "h](x)   E0[0 + "h](y))
n[E0[0 + "h]](y)F0[f0](y)dy

8x 2 clA+
 :
Chiaramente la parte a destra dell'uguale in (2.30) non  e altro che la restrizione
a @Bn della parte a destra dell'uguale di (2.31). Osserviamo ora che, per x 2 A+
 ,
l'integrando che compare in (2.31) non  e singolare. Allora, per un risultato ben
noto sulla dierenziazione degli integrali dipendenti da parametri, abbiamo che
@k
j=0

v+[;f0]  E0[]jclA
+


[hk](x) (2.32)
=
Z
@Bn
k X
j=0

k
j

dj (E0[0](x)   E0[0](y))

(F0[h](x)   F0[h](y))j	

dk j
d"k j j"=0
fn[E0[0] + "F0[h]](y)gF0[f0](y)dy 8x 2 A+
 :
Per la Proposizione 1.8, e per il Lemma 2.5, la mappa n[E0[]]  e reale analitica
da W0 in Cm 1;(clA), e perci o la funzione dk j
d"k j j"=0 fn[E0[0] + "F0[h]](y)g  e
continua in y 2 @Bn. Si pu o mostrare che, per j  1, t 2 R, y 2 Rn n f0g e
v1;:::;vj 2 Rn
dj (ty)[v1;:::;vj] = t2 n jdj (y)[v1;:::;vj]
e quindi esiste c > 0 tale che, per ogni y 2 Rn n f0g, v1;:::;vj 2 Rn,
jdj (y)[v1;:::;vj]j
 jyj2 n j sup
y2Rnnf0g
 
 dj (
y
jyj
)[v1;:::;vj]
 
   cjyj2 n jjv1j:::jvjj :
Per il Lemma 1.1 (ii), F0[h]  e Lipschitziana su clA+
 , e per la Proposizione 1.8,
lclA
+
 [E0[0]] > 0. Allora, per il Teorema di Vitali-Lebesgue, si pu o facilmente
far vedere che il secondo membro di (2.32) dipende con continuit a da x 2 clA+
 .
Poich e il primo membro di (2.32)  e continuo per x 2 clA+
 , possiamo aermare che
@k
j=0V [0;f0][hk](x) (2.33)
=
Z
@Bn
k X
j=0

k
j


dj (0(x)   0(y))

(h(x)   h(y))j	

dk j
d"k j j"=0
f~ n[0 + "h](y)gf0(y)dy 8x 2 @Bn :22 Analiticit a
Per la (2.33), per la Lipschitzianit a di h1,..., hn e per la disugualianza
l@Bn[0] > 0, possiamo aermare che il secondo membro di (2.28), che denoteremo
con H[h1;:::;hn](x), denisce una forma k-lineare simmetrica su (Cm; (@Bn;Rn))
k
per ogni x 2 @Bn. Ovviamente, @k
j=0V [0;f0][hk] = H[hk] per ogni
h 2 Cm; (@Bn;Rn). Poich e le forme k-lineari simmetriche sono univocamente
determinate dai loro valori sulla diagonale, possiamo concludere la validit a della
proposizione (i).
Proviamo ora la proposizione (ii).  E immediato osservare che, per la propo-
sizione (iii) del Teorema 2.1 si ha,
@k
W[0;f0][h1;:::;hk](x) = @k
 ~ W[0;f0][h1;:::;hk](x)
 @k
 ~ V [0;Mf0][h1;:::;hk](x) + 2@k
V [0;Mf0][h1;:::;hk](x)
per ogni x 2 @Bn e per ogni (h1;:::;hk) 2 (Cm;(@Bn;Rn))
k. Il dierenziale di V
 e gi a stato calcolato nella proposizione (i), quelli di ~ V e ~ W sono stati calcolati da
Lanza e Rossi in [LR, Prop. 3.14]. Avremmo cos  ottenuto una formula esplicita per
il dierenziale di W ma per averla nella forma (2.29)  e conveniente seguire un'altra
strada. Come per la proposizione (i), calcoliamo prima @k
W[0;f0][hk](x) per h 2
Cm; (@Bn;Rn), e ci mettiamo nella situazione di dierenziare un integrale simile
a quello di (2.30). Per arontare questo problema notiamo che, per il Teorema 2.1
(ii) e (2.24), abbiamo
W[;f] = w+[;f]    
1
2
f = R
h
w+[;f]  E0[]jclA
+
   F0[f]jclA
+

i
+
1
2
f
= R
h
w+[;f]  E0[]jclA
+
  

w+[;1n]  E0[]jclA
+


F0[f]jclA
+

i
+
1
2
f
per ogni (;f) 2 W0  Cm;(@Bn;Rn). Per brevit a poniamo
n[]  jdet(D(E0[]))j
 
(D(E0[]))
 t Bn

8 2 A@Bn :
Ora possiamo provare, con lo stesso argomento usato nella dimostrazione della
proposizione (i), la validit a, per ogni i = 1;:::;n della seguente
@k
j=0

w+
i [;f]  E0[]jclA
+
  

w+[;1n]  E0[]jclA
+
 F0[f]jclA
+


i

[hk](x)
=  
Z
@Bn
k X
j=0

k
j

(F0[f0](y)   F0[f0](x))


Td

dj (i) (E0[0](y)   E0[0](x))
h
(F0[h](x)   F0[h](y))
j
i

dk j
d"k j j"=0
n(0 + "h)(y)

dy (2.34)
per ogni x 2 A+
 . Poich e la mappa di W0 in Cm 1;(@Bn;Rn) che manda  in n[]
 e reale analitica la funzione dk j
d"k j j"=0 (n[0 + "h])  e continua su @Bn. Per il Lem-
ma 1.1 (ii), (iii), F0[h]  e Lipschitz continua su clA+
 , e F0[f0]  e H older continua con23
esponente  su clA+
 , per il Lemma 1.8 si ha lclA
+
 [E0[0]] > 0; (D(E0[0]))
 t Bn  e
continua e limitata. Ricordando la denizione (2.4) di T e facile mostrare che l'inte-
grando di (2.34)  e maggiorato da cjy   xjjy   xj2 n j 1jy   xjj = cjy   xj+1 n,
per qualche c > 0. Allora, per il Teorema di Vitali-Lebesgue, si pu o facilmente
mostrare che la parte a destra dell'uguale in (2.34) dipende con continuit a da
x 2 clA+
 . Poich e la parte a sinistra in (2.34)  e continua per x 2 clA+
 , possiamo
dedurre che (2.34) vale anche per x 2 @Bn. Lo stesso argomento implica che la
parte a destra dell'uguale in (2.29) denisce una forma k-lineare simmetrica su
(Cm; (@Bn;Rn))
k per ogni x 2 @Bn. Non resta che concludere come gi a fatto
nella proposizione (i). 2
Nella Proposizione 2.13 si vede che, per calcolare i dierenziali di V , W  e neces-
sario conoscere i dierenziali delle funzioni ~ n[], ~ n[]. A tal proposito riportiamo
qui sotto il Lemma 2.14 ed la Proposizione 2.15 (vedi Lanza e Rossi [LR, Lemma
3.15, Prop. 3.16] per le dimostrazioni). Denoteremo con ^ il prodotto vettoriale
standard di n   1 vettori in Rn (vedi ad esempio Schwartz [Sch, 22, p. 250]). Se
 2 A@Bn considereremo (@Bn) orientata dalla normale esterna , e @Bn orien-
tatata da @Bn. Allora diremo che  ha indice 1 se  preserva l'orientazione, e che
 ha indice  1 se  cambia l'orientazione. Il prossimo Lemma formalizza le note
propriet a di questo indice.
Lemma 2.14 Sia fe1;:::;eng la base canonica di Rn. Sia v1(y),..., vn 1(y) una
base ortonormale dello spazio Ty@Bn tangente a @Bn in y e tale che
B2(y) = (v1(y)  e2)e1   (v1(y)  e1)e2 ; (2.35)
Bn(y) = v1(y) ^  ^ vn 1(y) se n > 2;
per ogni y 2 @Bn. Se  2 A@Bn, allora esistono ind[] 2 f 1;1g tali che
ind[] = sgnf((y))  ((d(y)[v1(y)]  e2)e1   (d(y)[v1(y)]  e1)e2)g
se n = 2;
ind[] = sgnf((y))  (d(y)[v1(y)] ^  ^ d(y)[vn 1(y)])g
se n > 2; (2.36)
per ogni y 2 @Bn, dove si  e posto sgn(t) = 1 per t > 0, sgn(t) =  1 per t < 0.
Inoltre, la funzione ind[] di A@Bn in f 1;1g che manda  in ind[]  e continua.
Proposizione 2.15 Siano e1;:::;en, e v1(y),..., vn 1(y) per ogni y 2 @Bn come
nel Lemma 2.14. Allora si avr a
~ 2[](y) = ind[]f(d(y)[v1(y)]  e2)e1   (d(y)[v1(y)]  e1)e2g
e ~ n[](y) = ind[]fd(y)[v1(y)] ^  ^ d(y)[vn 1(y)]g se n > 2;
(2.37)
per ogni y 2 @Bn, e per ogni  2 A@Bn.24 Analiticit a
Notiamo che i dierenziali di ~ n di ordine k  n sono tutti nulli, e che, per
ottenere dierenziali di ordine minore di k si pu o usare la regola di Leibniz. In
particolare, per k = 1, si ottiene
d~ 2[][h](y) = ind[]f(dh(y)[v1(y)]  e2)e1   (dh(y)[v1(y)]  e1)e2g
d~ n[][h](y) = ind[]fdh(y)[v1(y)] ^ d(y)[v2(y)] ^  ^ d(y)[vn 1(y)] + :::
 + d(y)[v1(y)] ^  ^ d(y)[vn 2(y)] ^ dh(y)[vn 1(y)]g se n > 2;
per ogni h 2 Cm; (@Bn;Rn). Inne, notiamo che
d~ n[][h] = (  )  d~ n[][h]
per ogni h 2 Cm; (@Bn;Rn).Appendice A
Teoria del potenziale per le
equazioni dell'elastostatica
In questa appendice introdurremo i potenziali elastici di semplice e doppio strato
tramite una formula di rappresentazione per ogni u 2 C2(cl
;Rn). Dimostrere-
mo poi le propriet a di regolarit a H olderiana del potenziale di strato semplice e
quindi, grazie ad una importante formula che lega il potenziale di strato doppio al
potenziale di strato semplice e ai potenziali relativi all'operatore di Laplace (ve-
di Teorema A.11), mostreremo la regolarit a interna ed esterna del potenziale di
doppio strato e ne calcoleremo la discontinuit a al bordo. Ricaveremo poi la for-
mula (A.28) che servir a ad impostare in modo corretto il problema accoppiato con
dati al bordo utilizzato nella parte principale della Tesi (vedi Teorema 2.4). Molta
importanza avr a anche il Teorema A.2, una specie di Formula di Green-Stokes per
l'operatore dell'elastostatica.
Teorema A.1 Siano, per ogni x 2 Rn n f0g, i;j = 1;:::;n e per ogni scelta
possibile di costanti di Lam e  e  (vedi Teorema A.2),
 ij() 
3 + 
2(2 + )
ijSn()  
 + 
2(2 + )
1
n
ij
jjn 8 2 Rn n f0g (A.1)
allora A(@x)  = 01n in (Dn(Rn))0, dove 0  e la distribuzione delta di Dirac.
Dimostrazione: Siano, per ogni j = 1;:::;n,  (j) = 1
 (0;:::;0;Sn;0;:::;0) =
1
(ijSn)i=1;:::;n e  (j)   (j)  
+
2(2+)r(x   (j)), con un facile calcolo si verica
che A(@x) (j) = (ij0)i=1;:::;n (vedi Villaggio [Vi, x1, 3.4, p. 53]). Poniamo, per
ogni i;j = 1;:::;n,  ij   
(j)
i ,    e allora la funzione cercata. 2
La dimostrazione per n = 3 del seguente Teorema la si pu o trovare in [KGBB,
III, Teorema 1.1, p. 110],  e immediato trasformarla in una dimostrazione che
funziona per n qualsiasi.
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Teorema A.2 Siano 
 un aperto limitato di Rn di classe C1, u 2 C1(cl
) \
C2(
), A(@x)u 2 L1(
;Rn) e v 2 C1(cl
). Allora
Z


vA(@x)u + E(v;u) dx =
Z
@

v(Tdu)[(y)] dy; (A.2)
dove E : C1(cl
;Rn)  C1(cl
;Rn) ! C0(cl
;Rn) denito da
E(v;u) 
2 + n
n
divv divu +

2
X
i6=j

@vi
@xj
+
@vj
@xi

@ui
@xj
+
@uj
@xi

(A.3)
+

n
X
i;j

@vi
@xi
 
@vj
@xj

@ui
@xi
 
@uj
@xj

;
per ogni (v;u) 2 C1(cl
;Rn)  C1(cl
;Rn),  e continuo, lineare, simmetrico e,
poich e  e  soddisfano le condizioni (2.2) ( > 0 e 2+n > 0) positivo, ovvero
E(u;u)(x)  0 per ogni x 2 cl
 e per ogni u 2 C1(cl
) 1.
Dimostrazione:(Traccia) Basta osservare che, nelle ipotesi del Teorema,
vA(@x)u + E(v;u) = div
 
vT (u)

;
con T (u)  (divu)1n + (Du + Dut) e quindi div(vT (u)) 2 L1(
;Rn). Con
un argomento basato sulla convoluzione con una famiglia di mollicatori e sul
Teorema della Divergenza, possiamo allora concludere la dimostrazione. 2
Dal Teorema A.2 seguono immediatamente i seguenti Corollari A.3 e A.4.il
Corollario A.3 Sia x 2 Rn ed 
 un intorno di x in Rn, sia v 2 C1(
;Rn) e
E(v;v)(x) = 0. Allora, per ogni u 2 C1(
;Rn), E(v;u)(x) = 0.
Corollario A.4 Siano 
 un aperto limitato di Rn di classe C1, u 2 C1(Rn n
)\
C2(Rn n cl
), A(@x)u 2 L1(Rn n 
;Rn), v 2 C1(Rn n 
) e, per ogni j = 1;:::;n,


 v(x)
@
@xj
u(x)


  2 o(
1
jxjn 1);
per jxj in un intorno di 1. Allora
Z
Rnn

vA(@x)u + E(v;u) dx =  
Z
@

v(Tdu)[(y)] dy;
Dimostrazione: La dimostrazione del primo Corollario si ottiene facilmente dalla
denizione (A.3), per il secondo notiamo che, se R > 0 e cl
  Bn(0;R), allora
Z
Bn(0;R)n

vA(@x)u + E(v;u) dx
=
Z
@Bn(0;R)
v(Tdu)[Bn(0;R)(y)] dy  
Z
@

v (Tdu)[
(y)] dy;
1Vedi ad esempio Villaggio [Vi, 1, x2], Kupradze [KGBB, I, x6] per il signicato sico.27
ed il modulo del primo integrale a secondo membro tende a 0 per R tendente a
innito. 2
Come annunciato proveremo ora una formula di rappresentazione per ogni
funzione u sucentemente regolare su cl
, in essa compaiono entrambi i potenziali
elastici di semplice e doppio strato ed  e evidente l'analogia con la formula di
rappresentazione di Green per l'operatore Laplaciano (vedi ad esempio Gilbarg e
Trudinger [GT, x2.4]). Qui e nel seguito dell'Appendice indicheremo con  (i) la
i-esima riga di  , ovvero,  (i)  ( ij)j=1;:::;n .
Proposizione A.5 Siano 
 un aperto limitato di Rn di classe C1 e u 2 C1(cl
)\
C2(
), A(@x)u 2 L1(
;Rn). Allora, per ogni x 2 
,
u(x) =
Z


 (y   x) A(@y)u(y) dy (A.4)
+
Z
@

u(y) (Td (i)(y   x))[(y)] dy

i=1;:::;n
 
Z
@

 (y   x) (Tdu(y))[(y)] dy :
Dimostrazione: Con una semplice applicazione del Teorema A.2 si vede che, per
ogni x 2 
, per ogni i = 1;:::;n e per 0 < " < dist(x;Rn n 
),
Z

nBn(x;")
u(y) A(@y) (i)(y   x)    (i)(y   x) A(@y)u(y)dy
=
Z
@

u(y) (Td (i)(y   x))[
(y)]    (i)(y   x) (Tdu(y))[
(y)]dy
 
Z
@Bn(x;")
u(y) (Td (i)(y   x))[Bn(y)]    (i)(y   x) (Tdu(y))[Bn(y)]dy ;
dove 
 e Bn sono la normale esterna di 
 e di Bn(x;"), rispettivamente.
Si verica facilmente che
lim
"!0
Z
@Bn(x;")
 (i)(y   x) (Tdu(y))[Bn(y)]dy = 0
e quindi, passando al limite per " ! 0, si ottiene
Z


 (i)(y   x) A(@y)u(y)dy (A.5)
= lim
"!0
Z
@Bn(x;")
u(y) (Td (i)(y   x))[Bn(y)]dy
 
Z
@

u(y) (Td (i)(y   x))[
(y)]    (i)(y   x) (Tdu(y))[
(y)]dy ;28 Teoria del potenziale
Per avere la (A.4) baster a allora vericare che, per ogni x 2 
, i = 1;:::;n,
lim
"!0
Z
@Bn(x;")
u(y) (Td (i)(y   x))[Bn(y)] dy = ui(x):
Notiamo che, per ogni vettore  2 Rn e per ogni x;y 2 Rn, x 6= y, e per ogni
i;k = 1;:::;n,
(2 + )

Td (i)(y   x)[]

k
(A.6)
=
1
n

i(y   x)k   k(y   x)i
jy   xjn +

n( + )
(y   x)i(y   x)k
jy   xj2 + ik

@
@
Sn;
ed il termine a destra dell'uguale per  = Bn(y) =
y x
jy xj diventa
n
n
( + )
(y   x)i(y   x)k
jy   xjn 1 + ik
@
@
Sn:
Occupiamoci del primo addendo: per la continuit a di u e poich e, per ogni y 2
Bn(x;"), 
 

(y   x)i(y   x)k
jy   xjn+1

 
  "n 1 ;
possiamo mostrare che
lim
"!0
Z
@Bn(x;")
uk(y)
(y   x)i(y   x)k
jy   xjn+1 dy = lim
"!0
uk(x)
Z
@Bn(x;")
(y   x)i(y   x)k
jy   xjn+1 dy
Per alcune facili considerazioni che si possono fare sulla simmetria dell'integrado,
mostrare poi che
n X
k=1
1
n
uk(x)
Z
@Bn(x;")
(y   x)i(y   x)k
jy   xjn+1 dy
=
n X
k=1
uk(x)
1
j@Bn(x;")j
Z
@Bn(x;")
(Bn)i(y) (Bn)k(y) dy
= ui(x)
1
j@Bn(x;")j
Z
@Bn(x;")
j(Bn)i(y)j2 dy =
1
n
ui(x):
Sar a perci o, per ogni i = 1;:::;n,
lim
"!0
n
n
( + )
n X
k=1
Z
@Bn(x;")
uk(y)
(y   x)i(y   x)k
jy   xjn+1 dy = ( + ) ui(x)
e, poich e sappiamo che
lim
"!0

Z
@Bn(x;")
ui(y)
@
@
Sn dy =  ui(x)29
(vedi ad esempio Gilbarg e Trudinger [GT, x2.4]) non resta che concludere inseren-
do nella (A.5) i risultati ottenuti. 2
Sia 
 un aperto C1 di Rn, diremo potenziale elastico di semplice strato di
densit a ' e supporto @
 la mappa denita per ogni x 2 Rn da
v['](x) 
Z
@

'(y) (y   x) dy (A.7)
e diremo potenziale elastico di doppio strato di densit a ' e supporto @
 la mappa
di Rn in Rn denita per ogni x 2 Rn (vedi Teorema A.7) e per ogni i = 1;:::;n
da
wi['](x) 
Z
@

'(y) (Td (i)(y   x))[
(y)] dy: (A.8)
Teorema A.6 Siano m 2 N n f0g,  2]0;1[, 
 un aperto di classe Cm; di Rn
e ' 2 Cm 1;(@
;Rn). Allora, se v[']  e denita come in (A.7), v[']  e continua
su tutto Rn, A(@x)v[']  0 in Rn n @
, la funzione v+  v[']jcl
 appartiene a
Cm;(cl
;Rn) e la funzione v   v[']jRnn
 appartiene a Cm;(clBn(0;R) n
;Rn)
per tutti gli R > 0 tali che cl
  Bn(0;R).
Dimostrazione: La dimostrazione della continuit a di v[']  e del tutto simile a quel-
la della continuit a del potenziale di semplice strato relativo all'operatore Lapla-
ciano (vedi Cialdea [C, Teorema 14]).
Si tratta essenzialmente di osservare che, scelto un opportuno intorno U di x in Rn,
la famiglia di funzioni f@
 \ U 3 y 7! '(y) (y   x0) 2 Rngx02U  e uniformamente
integrabile e quindi applicare il Teorema di Vitali-Lebesgue.
Osserviamo poi che, per ogni x 2 Rn n f0g, i = 1;:::;n e per ogni t reale,
@
@xi
 (tx) =
1
tn 1
@
@xi
 (x)
e che, per ogni iperpiano  passante per l'origine,
Z
\@Bn
@
@xi
 (x) dn 1(x) = 0:
Grazie ad un teorema ottenuto da Miranda (vedi [Mi, Teorema 2.I]), possiamo allo-
ra aermare che ( @
@xiv['])j
 si estende ad una funzione ( @
@xiv['])+ 2 Cm 1;(cl
;Rn)
e ( @
@xiv['])jRnncl
 si estende a ( @
@xiv['])+ 2 Cm 1;(Rnn
;Rn). Con questo  e facile
concludere la dimostrazione. 2
Introduciamo ora alune notazioni che ci saranno molto utili nel seguito. Siano
m 2 N n f0g e  2]0;1], sia 
  e un aperto di classe Cm; di Rn e x 2 @

Diremo che C(x;R;r;)  e un cilindro coordinato attorno ad x e che 
  e la fun-
zione ad esso associata se R 2 Mnn (R)  e una matrice ortogonale (cio e una30 Teoria del potenziale
rotazione), r e  sono reali positivi, C(x;R;r;)  x + Rt (Bn 1(0;r)]   ;[),

 2 Cm;(Bn 1(0;r);]   ;[) e valgono le seguenti
C(x;R;r;) \ 
 = x + Rt
(;y) 2 Bn 1(0;r)]   ;[ j y > 
()
	
;
C(x;R;r;) \ @
 = x + Rt
(;y) 2 Bn 1(0;r)]   ;[ j y = 
()
	
;

(0) = 0;
@

@i
(0) = 0 8i = 1;:::;n :
 E facile vericare per ogni x 2 @
 esiste un cilindro coordinato e che, se C(x;R;r;)
 e un cilindro coordinato attorno ad x e 
  e la funzione ad esso associata, la fun-
zione   che manda  2 Bn 1(0;r) in x + Rt(;
())  e una parametrizzazione di
@
 in un intorno di x e che 1 p
1+jr
()j2 Rt(r
(); 1)  e la normale esterna ad 

in  ().
Teorema A.7 Siano  2]0;1], 
 un aperto C1; di Rn e ' 2 C0;(@
;Rn).
Allora, per ogni x 2 @
, i = 1;:::;n esiste l'integrale singolare
Z 
@

'(y)

Td (i)(y   x)

[(y)] dy : (A.9)
Dimostrazione: Chiameremo, per ogni x;y 2 @
, x 6= y, e per ogni i;k = 1;:::;n,
 a
ik(x;y) =
i(y)(y   x)k
jy   xjn ;
 b
ik(x;y) =
k(y)(y   x)i
jy   xjn ;
 c
ik = ik
@
@(y)
Sn(y   x);
 d
ik(x;y) =
(y   x)i(y   x)k
jy   xj2
@
@(y)
Sn(y   x);
allora, ricordando la (A.6), si avr a
(2 + )

(Td (i)(y   x))[(y)]

k
=

n
h
 a
ik(x;y)    b
ik(x;y)
i
+  c
ik(x;y) + n( + ) d
ik(x;y) :
Per prima cosa mostriamo che, per ogni i;k = 1;:::;n esiste l'integrale singolare R 
@
 'k(y) a
ik(x;y) dy. A tal scopo osserviamo che, se C(x;R;r;)  e un cilindro
coordinato attorno ad x e 
  e la funzione ad esso associata,
Z
C(x;R;r;)\@

(y   x)i
jy   xjn dy
=
Z
Bn 1(0;r)
 
Rt(;
())

i
j(;
())j
n
p
1 + jr
()j2 d
=
Z
Bn 1(0;r)
R1i 1 +  + R(n 1)i n 1 + Rni 
()
j(;
())j
n
p
1 + jr
()j2 d :31
 E immediato vericare che esiste c > 0 tale che
j
()jj(;
())j
 n p
1 + jr
()j2  cjj+1 n ;
e quindi
lim
"!0
Z
Bn 1(0;")
Rni 
()
j(;
())j
n
p
1 + jr
()j2 d = 0 :
Invece, per vedere che
lim
"!0
Z
Bn 1(0;")
Rji j
j(;
())j
n
p
1 + jr
()j2 d = 0 ;
si deve usare la quasi disparit a dell'integrando e scrivere,
Z
Bn 1(0;")
j
j(;
())j
n
p
1 + jr
()j2 d
=
Z
Bn 1(0;")
j0
j
 p
1 + jr
()j2
j(;
())j
n  
p
1 + jr
(0)j2
j(0;
(0))j
n
!
d ;
dove 0 = (1;:::;j 1; j;j+1;:::;n 1); l'ultimo integrando  e maggiorato da
un multiplo di jj+1 n e perci o l'integrale va a 0 per " piccolo. Per conclu-
dere questo primo punto non resta che ricordare che  2 C0;(@
;Rn) e quindi
'kk 2 C0;(@
), ma allora, per Cialdea [C, Teorema 24], l'esistenza dell'integrale
singolare
R 
@
 'k(y) a
ik(x;y) dy  e provata.
L'estenza di
R 
@
 'k(y) b
ik(x;y) dy si mostra in modo del tutto analogo. Per  c e  d
dobbiamo invece osservare che, per [C, Teorema 7], 'k(y) @
@(y)Sn(y x) 2 L1(@
) e,
poich e poi
(y x)i(y x)k
jy xj2 2 L1(@
), si avr a anche
(y x)i(y x)k
jy xj2 'k(y) @
@(y)Sn(y x) 2
L1(@
). 2
Introduciamo ora due operatori tangenziali che sarano utili nel seguito: Dj e
Mij. Si potr a pensare al primo come ad una derivata parziale tangente, mentre il
secondo sar a facilmente associato ad una forma esatta. Sia dunque 
 un aperto
C1 di Rn,  la normale esterna di 
 e   una mappa C1 denita in un intorno di
@
, allora, per ogni y 2 @
 e per ogni i;j = 1;:::;n, saranno
Dj(@y;(y)) (y) =
@
@yj
 (y)   j(y)
@
@(y)
 (y) ; (A.10)
Mij(@y;(y)) (y) = j(y)
@
@yi
 (y)   i(y)
@
@yj
 (y) : (A.11)
Se poi ' 2 C1(@
;Rn) e   2 C1(Rn;Rn)  e un'estensione di ' (che esiste per il
Lemma 1.3) si deniscono, per ogni y 2 @
 e per ogni i;j = 1;:::;n,
Dj(@y;(y))(y) = Dj(@y;(y)) (y) ; (A.12)
Mij(@y;(y))(y) = Mij(@y;(y)) (y): (A.13)32 Teoria del potenziale
Notiamo che Dj(@y;(y))(y) risulta indipendente dall'estensione   scelta per ',
infatti: se feigi=1;:::;n  e la base canonica di Rn e vj(y)  ej j(y)(y), allora vj(y)
 e tangente a @
 in y e Dj(@y;(y)) (y) = @
@vj(y) (y), usando un opportuno sistema
di coordinate locali per @
 in un intorno di y  e facile mostrare che quest'ultima
derivata dipende solo da '.
Ora, Dj e Mij sono legati fra loro da queste relazioni
Mij(@y;(y)) = j(v)Di(@y;(y))   i(y)Dj(@y;(y)) ;
Dj(@y;(y)) =
n X
i=1
i(y)Mji(@y;(y)) ;
e quindi anche la denizione di Mij non dipende dall'estensione scelta per '.
Lemma A.8 Se 
  e un aperto C1 di Rn e ' 2 C1(@
) allora, per ogni i;j = 1;:::
:::;n, Z
@

Mij(@y;(y))'(y) dy = 0 :
Dimostrazione: Basta osservare che Mij(@y;(y))'(y) dy  e il dierenziale es-
terno della (n 2)-forma ( 1)i+j'(y)dx1 ^^c dxi^^c dxj ^^dxn e quindi,
poich e @
 non ha bordo, concludere con il Teorema di Stokes. 2
Teorema A.9 Sia  2]0;1], 
 un aperto C1; di Rn, ' 2 C1(@
), allora, per
ogni i;k = 1;:::;n e per ogni x 2 Rn,
Z 
@

Mik(@y;(y))(Sn(y   x)'(y)) dy = 0; (A.14)
Z 
@

n X
j=1
Mij(@y;(y))( jk(y   x)'(y)) dy = 0 : (A.15)
Dimostrazione: Per x 2 Rnn@
 l'enunciato  e immediata conseguenza del Lemma
A.8. Sia dunque x 2 @
 e siano i;k = 1;:::;n ed r > 0. Allora, poich e l'enunciato
del Lemma A.8 rimane vero se 
  e un aperto con frontiera di classe C1 a pezzi
(vedi De Marco [DM, VII, x12]), per r sucentemente piccolo si avr a,
Z
@(
[Bn(x;r))
Mik(@y;(y))(K(y   x)'(y)) dy = 0 ;
(dove K st a per Sn o  jk) e perci o, se proveremo che
lim
r!0
Z
@Bn(x;r)n

Mik(@y;(y))(Sn(y   x)'(y)) dy = 0 (A.16)33
e
lim
r!0
Z
@Bn(x;r)n

n X
j=1
Mij(@y;(y))( jk(y   x)'(y)) dy = 0 ; (A.17)
potremo concludere che anche
lim
r!0
Z
@
nBn(x;r)
Mik(@y;(y))(Sn(y   x)'(y)) dy = 0
e
lim
r!0
Z
@
nBn(x;r)
n X
j=1
Mij(@y;(y))( jk(y   x)'(y)) dy = 0 ;
e con questo completare la dimostrazione del teorema.
Proviamo allora (A.16) e (A.17), per brevit a nel seguito scriveremo Mij invece di
Mij(@y;(y)). Per prima cosa osserviamo che
Mik (K(y   x)'(y)) = Mik(K(y   x)) '(y) + K(y   x) Mik'(y)
e
lim
r!0
Z
@Bn(x;r)n

K(y   x)Mik'(y) dy = 0
perch e, se r  e sucentemente piccolo esister a c > 0 tale che
jK(y   x)j  cjy   xjn 2 se n  3;
jK(y   x)j  cjlogjy   xjj se n = 2;
per ogni y 2 @Bn(x;r) e quindi esister a c0 > 0 tale che
Z
@Bn(x;r)n

jK(y   x)Mik'(y)j dy  c0r se n  3;
Z
@Bn(x;r)n

jK(y   x)Mik'(y)j dy  c0rlog(r) se n = 2:
Sar a cos  sucente mostrare che
lim
r!0
Z
@Bn(x;r)n

Mik (Sn(y   x)) '(y) dy = 0 (A.18)
e
lim
r!0
Z
@Bn(x;r)n

n X
j=1
Mij ( jk(y   x)) '(y) dy = 0 ; (A.19)
ma la (A.18)  e immediata perch e, per y 2 @Bn(x;r), Mik(@y;(y))Sn(y   x) =
Mik(@y;
y x
jy xj)Sn(y   x) si annulla identicamente. Sia
@B+
n(x;r) =

y 2 @Bn(x;r)
  
(x)  (y   x) > 0
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la semisfera rivolta verso l'esterno di 
. Il prossimo passo sar a mostrare che (A.19)
equivale a
lim
r!0
Z
@B
+
n(x;r)
n X
j=1
Mij ( jk(y   x)) '(y) dy = 0 : (A.20)
Per farlo osserviamo che, essendo ' continua e jMij ( jk(y   x))j 2 O(jy xj1 n),
per jy   xj tendente a 0, si avr a
lim
r!0
Z
@Bn(x;r)n

Mij ( jk(y   x)) '(y) dy
= lim
r!0
'(x)
Z
@Bn(x;r)n

Mij ( jk(y   x)) dy ;
e quest'ultimo limite, per r piccolo, coincide con il corrispondente limite dell'inte-
grale sulla semisfera @B+
n(x;r). Infatti, se 4  e la dierenza simmetrica di insiemi,
esiste sicuramente c > 0 tale che
Z
@B
+
n(x;r)4(@Bn(x;r)n
)
jMij ( jk(y   x))j dy (A.21)

c
rn 1

@B+
n(x;r) 4 (@Bn(x;r) n 
)

 :
Per la regolarit a C1; di @
 si calcola j@B+
n(x;r) 4 (@Bn(x;r) n 
)j  c0rn 1+,
con c0 reale positivo, e quindi il termine a destra dell'uguale in (A.21)  e minore od
uguale a c00r, per qualche c00 > 0.
Non resta che vericare (A.20): notiamo che per la (A.1) possiamo concentrarci
su
lim
r!0
Z
@B
+
n(x;r)
n X
j=1
Mij

(y   x)j(y   x)k
jy   xjn

dy ;
ovvero su
lim
r!0
Z
@B
+
n(x;r)
ik
jy   xjn 1   n
(y   x)i(y   x)k
jy   xjn+1 dy (A.22)
=
n
2
ik   n lim
r!0
Z
@B
+
n(x;r)
(y   x)i(y   x)k
jy   xjn+1 dy :
Sia C(x;R;r0;) un cilindro coordinato attorno ad x con r0 > r, allora @B+
n(x;r) =
x + Rt f(;n) 2 @Bn(0;r) j n > 0g (qui   (1;:::;n 1)), e quindi
Z
@B
+
n(x;r)
(y   x)i(y   x)k
jy   xjn+1 dy (A.23)
=
Z
Bn 1(0;r)

Rt

;
p
r2   jj2

i

Rt

;
p
r2   jj2

k
rn+1
r
p
r2   jj2 d
=
n 1 X
l=1
RliRlk
rn
Z
Bn 1(0;r)
2
l p
r2   jj2 d +
RniRnk
rn
Z
Bn 1(0;r)
p
r2   jj2 d ;35
(per ottenere quest'ultima ugualianza basta osservare che tutti i termini dispari si
annullano per simmetria). Per calcolare gli ultimi due integrali che compaiono in
(A.23) ci servir a aver osservarato che:
n
2
=
Z
Bn 1(0;1)
1
p
1   jj2 d = n 1
Z 1
0
tn 2
p
1   t2 dt = n 1
Z =2
0
sinn 2 # d# :
Si trova cos 
Z
Bn 1(0;r)
2
l p
r2   jj2 d =
1
n   1
Z
Bn 1(0;r)
jj2
p
r2   jj2 d =
=
rn
n   1
n 1
Z 1
0
tn
p
1   t2 dt =
rn
n   1
n 1
Z =2
o
sinn # d# =
rn
n
n
2
;
ed analogamente
Z
Bn 1(0;r)
p
r2   jj2 d = rnn 1
Z 1
0
tn 2p
1   t2 dt =
rn
n
n
2
:
Sostituendo questi risultati in (A.23) e ricordando che RtR = 1n si ottiene
Z
@B
+
n(x;r)
(y   x)i(y   x)k
jy   xjn+1 dy =
n
2n
 
n X
l=1
RliRlk
!
=
n
2n
ik ;
e cos , per la (A.22), si conclude che
lim
r!0
Z
@B
+
n(x;r)
n X
j=1
Mij

(y   x)j(y   x)k
jy   xjn

dy = 0 :
2
Corollario A.10 Se  2]0;1], 
  e un aperto C1; di Rn e ' 2 C1(@
;Rn), allora,
Z 
@

'(y)M(@y;(y))(1nSn(y   x)) dy (A.24)
=
Z 
@

Sn(y   x)M(@y;(y))'(y) dy ;
Z 
@

'(y)M(@y;(y)) (y   x) dy (A.25)
=
Z 
@

 (y   x)M(@y;(y))'(y) dy ;
per ogni x 2 Rn.36 Teoria del potenziale
Dimostrazione: Sia K = 1nSn oppure K =  , allora, per ogni k = 1;:::;n e
x;y 2 Rn, x 6= y,
'(y)M(@y;(y))K(y   x)   K(y   x)M(@y;(y))'(y)
=
n X
i;j=1
'i(y)Mij(@y;(y))Kjk(y   x)   Kkj(y   x)Mji(@y;(y))'i(y)
=
n X
i;j=1
'i(y)Mij(@y;(y))Kjk(y   x) + Kjk(y   x)Mij(@y;(y))'i(y)
=
n X
i;j=1
Mij(@y;(y))(Kjk(y   x)'i(y)) ;
ed immediatamente si conclude per il Teorema A.9. 2
Teorema A.11 Sia  2]0;1], 
 un aperto C1; di Rn e ' 2 C1(@
;Rn). Siano
poi, per ogni i = 1;:::;n ed x 2 Rn,
~ vi['](x) 
Z
@

Sn(y   x)'i(y) dy ;
~ wi['](x) 
Z
@

@
@
(y)
[Sn(y   x)]'i(y) dy :
Allora, se v['] e w['] sono denite come in (A.7) e (A.8), sar a, per ogni x 2 Rn,
w['](x) = ~ w['](x)   ~ v[M(@y;(y))'](x) + 2v [M(@y;(y))'](x) : (A.26)
Dimostrazione: Basta osservare che, per ogni i;k = 1;:::;n e x;y 2 Rn, x 6= y,
 
(Td (k)(y   x))[(y)]

i
= ik
@
@(y)Sn(y   x) +
Pn
j=1 Mij
h

2+jkSn(y   x)  
+
2+
1
n
(y x)j(y x)k
jy xjn
i
= ik
@
@(y)Sn(y   x)   [M (1nSn(y   x))]ik + 2 [M (y   x)]ik ;
dove si  e scritto Mij e M per Mij(@y;(y)) e M(@y;(y)), rispettivamente. Per
concludere  e quindi suciente ricordare la denizione di w['] ed usare il Corollario
A.10. 2
Siamo ora pronti ad enuciare per il potenziale elastico di doppio strato w[']
l'analogo del Teorema A.6 che descriveva alcune propriet a del potenziale di strato
semplice v['].37
Teorema A.12 Siano m 2 N n f0g,  2]0;1[, 
 un aperto Cm; di Rn, ' 2
Cm;(@
;Rn) e w['] il potenziale elastico di doppio strato denito in (A.8). Allora:
A(@x)w[']  0 in Rn n @
, w[']j
 si estende in modo unico ad una funzione
w+['] 2 Cm;(cl
;Rn) e w[']jRnncl
 si estende in modo unico ad una funzione
w ['] 2 Cm;(Rn n 
;Rn). Inoltre, per ogni x 2 @
, i = 1;:::;n,
w
i ['](x) = 
1
2
'i(x) +
Z 
@

'(y) (Td (i)(y   x))[(y)] dy : (A.27)
Dimostrazione: Ovviamente si ha M(@y;(y))' 2 Cm 1;(@
;Rn) e quindi, per
il Teorema A.6 e per le note propriet a di regolarit a dei potenziali relativi all'oper-
atore Laplaciano (vedi ad esempio Lanza e Rossi [LR, Teorema 3.1]), esisteranno
estensioni a cl
 ed a Bn(0;R) n 
 uniche e regolari per ogni termine a secondo
membro dell'equazione (A.26), di conseguenza anche per w[']j
 e w[']jBn(0;R)ncl
.
La (A.27) viene da (A.26) osservando che v[M'], ~ v[M'] sono denite e continue
su tutto Rn e ricordando che
lim
x!xo
x2(x0)
~ w['](x) = 
1
2
'(x0) +
Z
@

'(y)
@
@(x0)
Sn(y   x0) dy ;
per ogni x0 2 @
 (vedi Teorema A.6 e, ad esempio, [C, Teoremi 8 e 12]). 2
Il risultato del prossimo Teorema A.13 sar a necessario per impostare in modo
corretto il problema accopiato con dati al bordo (2.17). Nel seguito indicheremo
con +(x0) e  (x0) gli insiemi deniti per ogni x0 2 @
 da
+(x0)  fx0   d(x0) j d > 0 e x0   t(x0) 2 
 per ogni 0 < t  dg;
 (x0)  fx0 + d(x0) j d > 0 e x0 + t(x0) 2 Rn n cl
 per ogni 0 < t  dg;
dove (x0)  e la normale esterna di 
 in x0.
Teorema A.13 Siano  2]0;1], 
 un aperto C1; di Rn, ' 2 C1;(@
;Rn) ed
x0 2 @
, allora
lim
x!x0
x2(x0)
(Tdv['](x))[(x0)] (A.28)
= 
1
2
'(x0) +
Z 
@

n X
j=1
'j(y)(Td (j)(x0   y))[(x0)] dy :
Dimostrazione:(Traccia) Si ha, per ogni x 2 (x0),
(Tdv['])[(x0)] =
Z
@

n X
j=1
'j(y)(Td (j)(x   y))[(x0)] dy ;38 Teoria del potenziale
e, per ogni i;j = 1;:::;n e x;y 2 Rn, x 6= y,
(2 + )

(Td (j)(x   y))[(x0)])

i
(A.29)
=

n( + )
(x   y)i(x   y)j
jy   xj2 + ij

@
@(x0)
Sn(x   y)
+

n

j(x0)
(x   y)i
jx   yjn   i(x0)
(x   y)j
jx   yjn

:
Sia ora C(x0;R;r;) un cilindro coordinato attorno ad x0 e 
 la funzione ad esso
associata, chiaramente si ha
lim
x!x0
x2(x0)
Z
@
nC(x0;R;r;)
n X
j=1
'j(y)(Td (j)(x   y))[(x0)] dy
=
Z
@
nC(x0;R;r;)
n X
j=1
'j(y)(Td (j)(x0   y))[(x0)] dy ;
e possiamo limitarci a studiare l'integrale su @
 \ C(x0;R;r;). Si trova cos 
lim
x!x0
x2(x0)
Z
@
\C(x0;R;r;)
j(x0)
(x   y)i
jx   yjn dy
= lim
d!0  j(x0)
Z
Bn 1(0;r)
 
Rt(;
() + d)

i
j(;
() + d)j
n
p
1 + jr
()j2 d :
Grazie alla regolarit a C1; di 
 si riesce a mostrare che quest'ultimo limite  e uguale
a
lim
d!0 j(x0)i(x0)
Z
Bn 1(0;r)
jdjj(;d)j
 n d + O(r) ;
con un opportuno cambio di variabili si calcola limd!0
R
Bn 1(0;r) jdjj(;d)j
 n = n
2 ,
e quindi
lim
x!x0
x2(x0)
Z
@

j(x0)
(x   y)i
jx   yjn dy
= 
n
2
j(x0)i(x0) +
Z 
@

j(x0)
(x0   y)i
jx0   yjn dy :
Allora banalmente si ha
lim
x!x0
x2(x0)
Z
@

'j(x0)j(x0)
(x   y)i
jx   yjn dy
= 
n
2
'j(x0)j(x0)i(x0) +
Z 
@

'j(x0)j(x0)
(x0   y)i
jx0   yjn dy ;39
ma ' 2 C1;(@
;Rn) e quindi l'integrale di ('j(y)   'j(x0))j(x0)
(y x0)i
jy x0jn su un
opportuno intorno di x0 pu o essere reso arbitrariamente piccolo, uniformemente
per x.  E facile allora dedurre che
lim
x!x0
x2(x0)
Z
@

'j(y)j(x0)
(x   y)i
jx   yjn dy
= 
n
2
'j(x0)j(x0)i(x0) +
Z 
@

'j(y)j(x0)
(x0   y)i
jx0   yjn dy :
Con la stessa argomentazione si trova poi che
lim
x!x0
x2(x0)
Z
@

'j(y)i(x0)
(x   y)j
jx   yjn dy
= 
n
2
'j(x0)j(x0)i(x0) +
Z 
@

'j(y)i(x0)
(x0   y)j
jx0   yjn dy ;
e quindi la mappa che manda x 2 Rn in
Z
@

'j(y)

j(x0)
(x   y)i
jx   yjn   i(x0)
(x   y)j
jx   yjn

dy
 e continua (l'integrale per x 2 @
 si intende in senso singolare).
Occupiamoci ora del primo addendo del secondo membro di (A.29). Si trova
lim
x!x0
x2(x0)
n
Z
@
\C(x0;R;r;)
(x   y)i(x   y)j
jx   yj2
@
@(x0)
Sn(x   y) dy
= lim
d!0  
Z
Bn 1(0;r)
 
Rt(;
() + d)

i
 
Rt(;
() + d)

j (
() + d)
j(;
() + d)j
n+2
p
1 + jr
()j2 d
= lim
d!0 
Z
Bn 1(0;r)
 
Rt(;d)

i
 
Rt(;d)

j jdj
j(;d)j
n+2 d + O(r) = 
n
2n
ij + O(r) ;
e quindi
lim
x!x0
x2(x0)
n
Z
@

n X
j=1
'j(y)
(x   y)i(x   y)j
jx   yj2
@
@(x0)
Sn(x   y) dy =

n
2n
'i(x0) +
Z 
@

n X
j=1
'j(y)
(x0   y)i(x0   y)j
jx0   yj2
@
@(x0)
Sn(x0   y) dy :
Che sia
lim
x!x0
x2(x0)
Z
@

'i(y)
@
@(x0)
Sn(x   y) dy =

1
2
'i(x0) +
Z
@

'i(y)
@
@(x0)
Sn(x0   y) dy ;
 e un risultato noto (vedi Cialdea [C, Teorema 13]) e quindi, grazie a (A.29) e ai
limiti n qui calcolati possiamo concludere l'enunciato del teorema. 2Appendice B
Il problema di Dirichlet
Vogliamo mostrare che il problema di Dirichlet omogeneo denito su un aperto 
 di
Rn di classe Cm; con dato al bordo g 2 Cm;(@
;Rn) ammette un' unica soluzione
' 2 Cm;(@
;Rn). Ovvero che esiste ed  e unica una soluzione u 2 Cm;(@
;Rn)
per il sistema

A(@x)u = 0 in 
;
u = g su @
:
(B.1)
Abbiamo gi a visto che questo  e vero se m 2 N n f0;1g (vedi Lemma 2.3), ora ci
interessa provarlo anche per m = 1.
Il Teorema A.12 ci permette di ridurre il problema (B.1) alla soluzione di
un'equazione integrale singolare, infatti se riuscissimo a mostrare che esiste ' 2
Cm;(@
;Rn) tale che
K['](x) 

'i(x) + 2
Z 
@

'(y)(Td (i)(y   x))[(y)] dy

i=1;:::;n
= 2g(x);
(B.2)
per ogni x 2 @
, il potenziale elastico di doppio strato w['] sarebbe allora una
soluzione di (B.1) (vedremo che (B.1) pu o per o essere risolubile anche anche se
(B.2) non lo  e). Per (A.6) si riconosce facilmente che, per ogni x 2 @
,
K['](x) = '(x) +
1
n
2
2 + 
Z 
@

k(x;y   x)'(y) dy + B['](x); (B.3)
dove B  e un operatore integrale debolmente singolare, e quindi completamente
continuo di Lp(@
;Rn) (p > 1) in se stesso (vedi ad esempio [C, Teorema 3]) e,
per ogni x 2 @
,  2 Rn n f0g, i;j = 1;:::;n,
kij(x;) =
i(x)j   j(x)i
jjn
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dove (x)  e la normale esterna di 
 nel punto x 1. Si verica immediatamente
che k  e un nucleo singolare di classe Z(n   1;m;) (una denizione di Z(r;s;)
si trova ad esempio in Kupradze [KGBB, IV, Denizione 1.10]). K  e un operatore
limitato di Lp(@
;Rn) (1 < p < 1) in se stesso (vedi ad esempio Mikhlin [M,
Teorema 2.1]) e si calcola grazie ad (A.29) che l'operatore K, aggiunto di K,  e
della forma
K['](x) = '(x) + 2
Z 
@

n X
j=1
'j(y)(Td (j)(x   y))[(x)] dy
= '(x)  
1
n
2
2 + 
Z 
@

k(x;y   x)'(y) dy + B['](x);
con k denito come sopra e B debolmente singolare.
Inoltre, se ' 2 Cm 1;(@
;Rn) risolve l'equazione
K['] = 2f ;
con f 2 Cm;(@
;Rn) (e
R
@
 f dy = 0, se n = 2), allora la funzione che estende
il potenziale di semplice strato v[']jRnncl
 a Rn n 
 (vedi Teorema A.6 e Lemma
B.4)  e una soluzione in Cm;(cl
;Rn) del problema di Neumann esterno

A(@x)v = 0 in Rn n 
;
(Tdv)[
] = f su @
;
con jvj(x) 2 O(jxj2 n) e jDvj(x) 2 o(jxj2 n) in un intorno di 1.
Il nostro obbiettivo  e dimostrare che l'esistenza e l'unicit a di una soluzione
' 2 Lp(@
;Rn) di (B.2) pu o essere provata tramite il Teorema dell'Alternativa di
Fredholm e quindi di vericare l'esistenza e la regolarit a di questa soluzione. Per
farlo vogliamo mostrare che K si pu o regolarizzare, ovvero che esiste un operatore
K0 di Lp(@
;Rn) (1 < p < 1) in se stesso, tale che
K0['](x) = a0(x)'(x) +
Z 
@

k0(x;y   x)'(y) dy + B0['](x);
con a0 2 Cm;(@
;Mnn (R)), k0 nucleo singolare di classe Z(n   1;m;) e B0
operatore integrale debolmente singolare, e tale che
K0K['] = ' + C['] 8' 2 Lp(@
;Rn);
dove C  e un operatore integrale debolmente singolare con nucleo di classe
Z(n 1 ;m;). Questo problema  e di immediata soluzione se 
  e un aperto del
piano R2 (vedi Kupradze [KGBB, IV, x5]) ed  e gi a stato risolto da Mikhlin in [M,
x45] se 
  e un aperto di R3. Il metodo usato da Mikhlin pu o per o essere facilmente
1Per vericare che K['] si pu o scrivere nella forma (B.3)  e utile notare che il ter-
mine
i(y)(y x)j j(y)(y x)i
jy xjn che compare nello sviluppo di (Td 
(i)(y   x))[(y)]j dierisce da
i(x)(y x)j j(x)(y x)i
jy xjn per un O(jy   xj
n 1 ).43
generalizzato ad Rn, con n  3. Dobbiamo, seguendo Mikhlin, calcolare il simbolo
matriciale  di K e vericare che
inf
x2@

2Bn 1
jdet(x;)j > 0; (B.4)
(vedi [M, x13, x40] per le denizioni di simbolo e simbolo matriciale). Per farlo
scegliamo un  x 2 @
 ed operiamo un cambio di variabile nel nostro problema
tramite una rototraslazione in modo che, nel nuovo sistema,  x  0, i vettori
(1;:::;n 1;0) risultino tutti tangenti ad 
 in  x e (0;:::;0; 1) sia la normale
uscente di 
 in  x. Mikhlin in [M, x21] mostra che, come conseguenza del cambio di
variabile, ogni elemento del simbolo matriciale subisce una trasformazione lineare
del secondo termine del suo argomento e quindi la stessa trasformazione subir a il
secondo termine dell'argometo del determinante del simbolo matriciale. Nel caso
di una rototraslazione la trasformazione lineare  e data dalla rotazione. Ma allora
l'insieme dei valori assunti dal determinante del simbolo matriciale  e invariante
per questo cambio di variabile e possiamo dedurre la validit a di (B.4) calcolando
il simbolo ( x;) nel nuovo sistema (1;:::;n). In queste coordinate l'equazione
(B.2) diventa, per x =  x,
'1( x) +
1
n
2
2 + 
Z 
@

1
jjn'n(y) dy + b B1[']( x) = 2g1( x);
. . .
'n 1( x) +
1
n
2
2 + 
Z 
@

n 1
jjn 'n(y) dy + b Bn 1[']( x) = 2gn 1( x);
'n( x)  
1
n
2
2 + 
Z 
@

1
jjn(0;0)  '(y) dy + b Bn[']( x) = 2gn( x);
dove 0 sta per (1;:::;n 1), ('i)i=1;:::;n, (gi)i=1;:::;n sono le componenti di ' e g
nel nuovo sistema, b B  e un operatore debolmente singolare.
Possiamo porre, per ogni i = 1;:::;n   1,
i
jj = Yi(#), dove # 2 @Bn 1 e Yi  e la
i-esima armonica sferica (n 1)-dimensionale di grado 1 (vedi ad esempio Folland
[F, p. 126] o Stein e Weiss [SW, IV, x2]). Denotiamo per brevit a con Y (#) il
vettore (Y1(#);:::;Yn 1(#)) e con h il valore

2+, risulter a allora
b ( x;#) =

1n 1 ihY (#)
 ihY t(#) 1

;
(vedi [M, x13, x40]) e quindi jdetb ( x;#)j =
(3+)(+)
(2+)2 che  e sicuramente diverso
da 0 per i valori di  e  consentiti (deve essere  > 0 e 2 + n > 0, vedi (2.2)).
Ora, la matrice inversa di b ( x;#) si pu o scrivere nella forma
b ( x;#) 1 = 1n +
h2
1   h2

0n 1 0
0t 1

+h

0n 1  iY (#)
iY t(#) 0

+ h2

Y (#) 
 Y (#) 0
0t 0

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dove 0n 1  e l'elemento nullo di Mn 1n 1(R), 0  e il vettore nullo n 1-dimensionale
e 
 indica il prodotto tensore di vettori. Quindi, poich e alla somma di operatori
singolari corrisponde la somma dei loro simboli e alla composizione di operatori
singolari il prodotto dei simboli (vedi [M, x13]), b ( x;#) 1  e il simbolo dell'operatore
K0 denito da
K0['](x)  '(x) +
h2
1   h2((x)  '(x))(x)
+
2
n
h
Z 
@

k(x;y   x)'(y)dy +
4
2
n
h2
n X
j=1
Z 
@

(z   x)i
jz   xjn
Z 
@

(y   z)j
jy   zjn 'j(y)dy dz ;
per ogni ' 2 Lp(@
;Rn) e per ogni x 2 @
 (  e la normale uscente di 
).
K0 cos  denito  e l'operatore che regolarizza K (vedi anche Maz'ya [MN, II, Capi-
tolo 2, Teorema 3]). Osserviamo che, grazie al teorema di Miranda [Mi, Teorema
2.I], si avr a K0[f] 2 Cm;(@
;Rn) se 
  e un aperto di classe Cm+1; di Rn ed
f 2 Cm;(@
;Rn). Allora, se K['] = f con ' 2 Lp(@
;Rn) (1 < p < 1), si avr a
anche
K0K['] = ' + C['] = K0[f] (B.5)
con K0[f] 2 Cm;(@
;Rn). Possiamo ora enunciare il seguente
Lemma B.1 Siano m 2 N,  2]0;1[ ed 
 un aperto di classe Cm+1; di Rn,
sia f 2 Cm;(@
;Rn). Allora ogni soluzione ' 2 Lp(@
;Rn) (1 < p < 1)
dell'equazione K['] = f appartiene a Cm;(@
;Rn).
Dimostrazione: Grazie al teorema [Mi, Teorema 2.I], K0[f] 2 Cm;(@
;Rn).
Notato questo, per m = 1 il Lemma si dimostra esattamente come [KGBB, IV,
Teorema 6.12]. Per m > 1 osservarviamo che, dalla (B.5), possiamo dedurre che,
per ogni j 2 N n f0g,
' + ( 1)jCj['] = K0[f]   CK0[f] +  + ( 1)j 1Cj 1K0[f]; (B.6)
dove, per ogni i 2 N, abbiamo indicato con Ci la composizione dell'operatore C con
se stesso i volte. Osserviamo ora che Cj  e un operatore debolmente singolare con
nucleo di classe Z(n 1 j;m;) (vedi [C, Teorema 4, Dimostrazione]) e quindi,
se j > m 1, Cj['] 2 Cm;(@
;Rn) (vedi ad esempio [C, Teorema 22] o [KGBB,
IV, Teorema 2.7]). Occupiamoci ora del secondo membro di (B.6). Possiamo
mostrare che ogni termine della somma deve appartenere a Cm;(@
;Rn). Infatti,
per ogni i 2 N, abbiamo
CiK0[f] + CCiK0[f] = K0KCiK0[f];
e quindi, se CiK0[f] 2 Cm;(@
;Rn) per [Mi, Teorema 2.I] anche il secondo
membro di quest'ultima equazione deve appartenere a Cm;(@
;Rn), ma allora
Ci+1K0[f] 2 Cm;(@
;Rn). Poich e abbiamo gi a osservato che K0[f] 2 Cm;(@
;Rn)
si conclude per induzione che CiK0[f] 2 Cm;(@
;Rn) per ogni i 2 N.45
Ora dedurre che ' 2 Cm;(@
;Rn)  e immediato. 2
Un risultato analogo a questo si pu o dimostrare anche per K, infatti il simbolo di
K  e il coniugato del simbolo di K (vedi [M, x34]). Inoltre il simbolo di K  e her-
mitiano e quindi, per [M, Teorema 4.40] l'indice di K  e nullo, ovvero le dimensioni
degli spazi nulli di K e di K sono identiche.  E facile allora vericare il seguente
Lemma B.2 Siano m 2 N,  2]0;1[, 
 un aperto di classe Cm+1; di Rn e
f 2 Cm;(@
;Rn), allora per le equazioni K['] = f e K['] = f vale il Teorema
di Fredholm in Cm;(@
;Rn) .
(vedi Kupradze [KGBB, VI, Denizione 3.5]) e possiamo risolvere il problema (B.1)
con lo stesso tipo di analisi con cui si risolvono questi problemi nella teoria classica
del potenziale. Si pu o trovare questo lavoro svolto per n = 3 in Kupradze [KGBB,
VI, x5] e vedremo qui sotto come ottenere gli stessi risultati per n  2 qualsiasi.
Avremo bisogno di poter usare il Teorema A.2 anche su insiemi non limitati (vedi
Teorema B.5) e per poterlo fare in dimensione n = 2 dobbiamo prima dimostrare
i due seguenti Lemmi tecnici.
Lemma B.3 Se ' 2 Lp(@
;Rn) (1 < p < 1) e K['] = 2f allora
R
@
 '(y)dy = R
@
 f(y)dy.
Lemma B.4 Sia n = 2, sia ' 2 Lp(@
;Rn) (1 < p < 1) e sia K['] = 2f.
Allora il potenziale elastico di semplice strato v['] si annulla all'innito se e solo
se
R
@
 f(y)dy = 0.
Dimostrazione: (Traccia) Il primo Lemma si dimostra direttamente grazie al-
la denizione di K ed al Teorema A.13. Per il secondo, dopo aver scritto per
esteso l'espressione di v['] usando la (A.1), osserviamo che basta dimostrare che R
@
 log(y   x)'(y)dy  e innitesimo per jxj ! 1 se e solo se
R
@
 f(y)dy = 0.
Questo non  e altro che Folland [F, 3.35]. 2
Possiamo cos  dedurre dal Corollario A.4 il seguente Teorema.
Teorema B.5 Sia ' 2 C0(@
;Rn), K['] = 2f. Allora, se n  3 oppure n = 2
e
R
@
 f(y)dy = 0, si ha
Z


E(v['];v['])dx =  
Z
@

v['](Tdv['])[
]dy;
E con questo siamo pronti a mostrare che
Lemma B.6 Siano m 2 N e  2]0;1[, sia 
 un aperto limitato di Rn di classe
Cm+1; e sia Rn n 
 costituito da un'unica componente connessa. Allora se ' 2
Lp(@
;Rn) (1 < p < 1) e K['] = 0, '  0.46 Il problema di Dirichlet
Dimostrazione: Per i Teoremi A.13 e B.5 si ha
R
Rnn
 E(v['];v['])dx = 0, e quindi
E(v['];v['])  0 in Rnn
. Ma allora, per ogni x 2 Rnn
, vi['](x) =
P
j aijxj+bi,
con aij, bi reali, costanti e aij =  aji, per ogni i;j = 1;:::;n (vedi Kupradze
[KGBB, III, x1, 2]). Poich e sappiamo che v['](x) ! 0 per jxj ! 1 deve essere
aij = 0 e bi = 0, per ogni i;j = 1;:::;n. Quindi v[']jRnn
  0 identicamente su
Rn n 
. Allora, per il Lemma 2.2, anche v[']j
  0 (infatti v[']  e continua, nulla
su @
 e vale A(@x)v[']  0 in 
). Ora
lim
x!x0
x2+

 (x0)
(Tdv[](x))[
(x0)]   lim
x!x0
x2 

 (x0)
(Tdv[](x))[
(x0)] =  '(x0)
per ogni x0 2 @
, e sar a perci o '  0. 2
Abbiamo cos  mostrato che lo spazio nullo di K  e banale e quindi, per il Lemma
B.2 e per il Teorema di Fredholm possiamo aermare che
Teorema B.7 Se 
  e un aperto limitato di Rn di classe Cm+1;, Rnn
  e connesso
ed f 2 Cm;(@
;Rn), allora esiste ed  e unica ' 2 Cm;(@
;Rn) tale che K['] = f.
Abbiamo gi a visto che lo spazio nullo di K ha la stessa dimensione di quello di
K,  e quindi chiaro che dovr a anche essere
Teorema B.8 Se 
  e un aperto limitato di Rn di classe Cm+1;, Rn n 
  e con-
nesso ed f 2 Cm;(@
;Rn), allora esiste ed  e unica ' 2 Cm;(@
;Rn) tale che
K['] = f.
Siano ora H e H gli operatori deniti, per ogni ' 2 Cm;(@
;Rn), da
H['](x)  '(x)   2
Z 
@

n X
j=1
'j(y)(Td (j)(x   y))[(x)] dy ;
H['](x) 

'i(x)   2
Z 
@

'(y)(Td (i)(y   x))[(y)] dy

i=1;:::;n
:
Allora, con le stesse argomentazioni usate dimostrare il Lemma B.2 possiamo
provare il seguente.
Lemma B.9 Sia 
 un aperto di classe Cm+1; di Rn e f 2 Cm;(@
;Rn), al-
lora per le equazioni H['] = f e H['] = f vale il Teorema di Fredholm in
Cm;(@
;Rn) .
Inoltre notiamo che, se ' 2 Cm 1;(@
;Rn) risolve l'equazione H['] =  2f, con
f 2 Cm;(@
;Rn), allora la funzione che si ottiene estendendo il potenziale di
semplice strato v[']j
 a cl
 (vedi Teorema A.6)  e una soluzione in Cm;(cl
;Rn)
del problema di Neumann interno

A(@x)v = 0 in cl
;
(Tdv)[
] = f su @
:47
Nel seguito ci sar a utile considerare K, K, H, H come operatori deniti da
L2(@
;Rn) in se stesso (vedi Mikhlin [M, Teorema 2.1]). Se M  e un operatore di
L2(@
;Rn) in se stesso chiameremo N(M) lo spazio nullo di M e R(M) la sua
immagine. Inoltre se A e B sono sottospazi di L2(@
;Rn) indicheremo con con A?
il sottospazio di L2(@
;Rn) ortogonale ad A e con AB  e il sottospazio generato
da A [ B. Si avr a allora
Lemma B.10 La mappa che a ' 2 L2(@
;Rn) associa il potenziale elastico di
strato semplice v['] e un isomorsmo tra N(K) e N(K).
Dimostrazione: Per prima cosa proviamo che, se ' 2 N(K), allora v['] 2 N(K).
Infatti, per il Lemma B.3 ed il Teorema B.5, si avr a
Z
Rnn

E(v['];v['])dx =  
Z
@

v['](Tdv['])[
]dy = 0:
e quindi, poich e E(v['];v['])  e positivo, E(v['];v['])  0 in Rnn
. Per il Corollario
A.3 dovr a allora essere E(v['];u)  0 in Rn n 
, per ogni u 2 C1(Rn n 
;Rn). Ma
allora per ogni x 2 
 e per ogni j = 1;:::;n,
 
Z
@

v['](y)(Td (j)(y   x))[
(y)]dy =
Z
Rnn

E(v['](y); (j)(y   x))dy = 0;
(vedi Corollario A.4) e quindi
K[v[']](x0) = lim
x!x0
x2+

 (x)
2
Z
@


v['](y)(Td (j)(y   x))[
(y)]

j=1;:::;n
dy = 0;
per ogni x0 2 @
. Questo equivale a v['] 2 N(K).
Ora, abbiamo gi a osservato che N(K) e N(K) hanno la stessa dimensione. Per
concludere la dimostrazione del Lemma sar a perci o sucente osservare che, per il
Teorema A.13,
lim
x!x0
x2+

 (x0)
(Tdv[](x))[
(x0)]   lim
x!x0
x2 

 (x0)
(Tdv[](x))[
(x0)] =  '(x0)
per ogni x0 2 @
, e questo implica che se v[']  e nulla, cos  deve essere '. La
mappa ' 7! v[']  e perci o iniettiva, quindi un isomorsmo. 2
Analogamente si prova che
Lemma B.11 La mappa che a ' 2 L2(@
;Rn) associa il potenziale elastico di
strato semplice v['] e un isomorsmo tra N(H) e N(H).
Seguendo quanto fatto da Kupradze in [KGBB, VI, x5, Teorema 5.9], siamo ora in
grado di provare la seguente48 Il problema di Dirichlet
Proposizione B.12 Siano m 2 N n f0g ed  2]0;1[, sia 
 un aperto limitato di
Rn di classe Cm;, sia Rn n 
 connesso e sia g 2 Cm;(@
;Rn). Allora esiste ed
 e unica u 2 Cm;(cl
;Rn) \ C1(
;Rn) tale che

A(@x)u = 0 in 
;
u = g su @
:
Dimostrazione: La soluzione u non  e altro che il potenziale di strato doppio w[']
con densit a ' soluzione di (B.2), dobbiamo vericarne la regolarit a.
Consideriamo il potenziale w[g]. Per Kupradze [KGBB, V, x8] si avr a, per ogni
x0 2 @
,
lim
x!x0
x2+

 (x0)
(Tdw[g](x))[
(x0)]   lim
x!x0
x2 

 (x0)
(Tdw[g](x))[
(x0)] = 0:
Inoltre la funzione (Tdw[g])[
] appartiene a Cm 1;(@
;Rn) ed  e sicuramente
ortogonale a N(K) (che  e banale). Proviamo che  e ortogonale anche allo spazio
nullo di H. Sia f 2 N(H), allora per il Lemma B.11 esiste   2 N(H) tale che
v[ ] = f, ma allora, per il Teorema A.2,
Z
@

f  (Tdw[g])[
]dy =
Z


E(v[ ];w[g])dx
e, poich e  e facile vericare che E(v[ ];v[ ])  0 in 
, per il Corollario A.3, l'ultimo
integrale scritto  e nullo.
Per i Lemmi B.2 e B.9 esisteranno allora due funzioni g1, g2 2 Cm 1;(@
;Rn) tali
che i potenziali di semplice strato v[g1] e v[g2] siano rispettivamente la soluzione
del problema di Neumann interno ed esterno con dato al bordo (Tdw[g])[
].
In particolare avremo allora w[g]j
   v[g1]j
 2 N(H) e w[g]jRnncl
   v[g2]jRnncl
 2
N(K). Esisteranno quindi (aij)ij=1;:::;n, (bi)i=1;:::;n, (cij)ij=1;:::;n e (di)i=1;:::;n reali,
costanti e tali che
w[g](x) = v[g1](x) + (
X
j
aijxj + bi)i=1;:::;n 8 x 2 cl
;
w[g](x) = v[g2](x) + (
X
j
cijxj + di)i=1;:::;n 8 x 2 Rn n 
;
(vedi Kupradze [KGBB, III, x1, 2]).
Poniamo v1(x)  v[g1](x) + (
P
j aijxj + bi)i=1;:::;n (x 2 cl
) e v2  v[g1]Rnn
 (no-
tiamo che cij, di devono essere nulli per ogni i;j = 1;:::;n, infatti w[g]jRnncl
  
v[g2]jRnncl
  e innitesimo per jxj ! 1). Sia poi v  v1   v2. Allora v 2
Cm;(@
;Rn) e risolve il problema di Dirichlet interno con dato al bordo g. Per
vericarlo basta osservare che, per Teorema A.12, sar a, per ogni x 2 @
,
v(x) = v1(x)   v2(x) = w+[g](x)   w [g](x) = g(x):
Per il Lemma 2.2, v deve quindi coincidere con w[']. Questo prova il nostro asserto.
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La Proposizione B.12 non  e ancora il risultato che cercavamo, vorremo infatti poter
indebolire le ipotesi su 
 e dimostrare l'esistenza e l'unicit a di una soluzione in
Cm;(@
;Rn) anche nel caso in cui 
  e un aperto limitato di classe Cm; e Rnn
  e
costituito da pi u componenti connesse, una delle quali necessariamente illimitata.
Lo faremo seguendo Folland [F, 3, xE]. Ci servir a a tale scopo il prossimo Lemma
B.13, la cui dimostrazione si pu o facilmente ottenere adattando al nostro caso
quella di [F, Proposizione 3.39, Corollario 3.40].
Lemma B.13 L2(@
;Rn) = (N(K))?  N(K) = R(K)  N(K).
Siamo ora pronti per dedurre nel prossimo Teorema il risultato principale di questa
Appendice.
Teorema B.14 Siano m 2 Nnf0g ed  2]0;1[, sia 
 un aperto limitato di Rn di
classe Cm; e sia g 2 Cm;(@
;Rn). Allora esiste ed  e unica u 2 Cm;(cl
;Rn) \
C1(
;Rn) tale che 
A(@x)u = 0 in 
;
u = g su @
:
Dimostrazione: Basta infatti osservare che deve essere g = g1+g2 con g1 2 R(K)
e g2 2 N(K). La soluzione  e allora u  w['1]+v['2] con K['1] = g1 e v['2] = g2,
'2 2 N(K) (vedi Lemma B.10) e non rimane che vericarne la regolarit a.
Poich e '2 2 N(K) si avr a, per il Lemma B.1, '2 2 Cm 1;(@
;Rn) e quindi
per le propriet a del potenziale di semplice strato dimostrate nel Teorema A.6,
v['2] 2 Cm;(cl
;Rn). In particolare sar a allora g2 2 Cm;(@
;Rn) e perci o
g1 2 Cm;(@
;Rn). Sia ora Rn n 
 = 
0 [ 
1 [  [ 
r la scomposizione di
Rnn
 in componenti aperte e connesse e sia 
0 la componente illimitata (notiamo
che per la regolarit a e limitatezza di 
 la scomposizione  e sicuramente nita e la
componente illimitata  e unica). Sia poi, per ogni i = 1;:::;r, ui 2 Cm;(cl
i;Rn)
l'unica soluzione del problema

A(@x)ui = 0 in 
i ;
ui = g1j@
i su @
i ;
che esiste per la Proposizione B.12. Sia quindi ~ w la funzione denita su Rn n 
0
che coincide con w['1] su cl
 e con ui su cl
i (i = 1;:::;r). Allora ~ w  e continua
e si verica con un argomento basato sul Teorema A.2 che risolve il problema

A(@x)u = 0 in [Dn(Rn n 
0)]0 ;
u = g1j@
0 su @
0 :
(B.7)
Dovr a quindi coincidere con l'unica soluzione u0 2 Cm;(Rn n 
0;Rn) di (B.7),
altrimenti ~ w u0 sarebbe una soluzione non nulla del problema omogeneo associato,
e questo non pu o essere per il Lemma 2.2. Si conclude allora che anche w['1] 2
Cm;(cl
;Rn) e perci o u  w['1] + v['2] 2 Cm;(cl
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