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ABSTRACT 
A Cramer rule for finding the unique solution r E R(Ak) of singular equations 
Ax=b [Ind(A)=k, PER] 
is given, and reduces to the common Cramer rule if A is a nonsingular. 
1. INTRODUCTION 
We denote 
C” = the n-dimensional complex space, 
c mxn = the space of m X n complex matrices, 
C,?“*= {XECmx”,rankX=r}. 
For any A E C” x n, r E C”, j f { 1,2,. . . , n }, let A( j + x) denote the matrix 
obtained by replacing jth column of A with X. 
Consider the following nonsingular linear equations: 
Ax--y (1.1) 
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Recall the Cramer rule for solving (1.1): 
detA(j+y) 
xj = 
det ,4 
(j=1,2 )...) n). (1.2) 
In [l], Robinson gave a elegant proof of the Cramer rule. In [2], 
Ben-Israel gave a Cramer rule for the least-norm solution of consistent linear 
equations. In [3], Verghese showed that the Cramer rule of [2] actually gives 
the minimum-norm least-squares solution of inconsistent linear equations. 
Let M and N be positive definite matrices of order nz and n respec- 
tively. In [4], Wang gave a Cramer rule for minimum-norm (h-l) least-squares 
(N) solution of inconsistent linear equations 
Ax=y [AEC:“~“, yER(A)]. (1.3) 
This result is a generalization of the results in [2] and [3], and reduces to the 
common Cramer rule if A is nonsingular. 
Let A E Cnx”. The smallest nonnegative integer k such that 
rank Ak = rank Ak + i (1.4) 
is called the index of A, and is denoted by Ind( A). 
DEFINITION 1.1 (Algebraic definition). Let A E CnXn with Ind(A) = k, 
and X E Cnx” be such that 
Ak+‘X=Ak XAX = X, AX=XA. (1.5) 
Then X is called the Drazin inverse of A, and is denoted by X = A,,. In 
particular, when Ind( A) = 1, the matrix X satisfying (1.5) is called the group 
inverse of A, and is denoted by X = A*. 
DEFINITION 1.2 (Functional definition). Let A be a linear transformation 
on C” such that Ind(A) = k. Let x EC”, and write x = xi + x2, where 
xi E R(Ak) and x2 E N(Ak). Let A, = AIAcAkj. The linear transformation de- 
fined by A,(x = A;%, is called the Drazin inverse of A. For A E Cnxn, let A 
be the linear transformation induced on C” by A. The Drazin inverse A, of 
A is defined as the matrix representation of A,, with respect to the standard 
basis. 
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The equivalence between the functional definition and algebraic defini- 
tion of A Cl is proved in [S]. 
In this paper, we consider the following problem: for a given b E R( Ak) 
find a vector x E B(Ak) such that 
Ax = b [Ind(A) =k]. (1.6) 
By examining Definition 1.2, we see that the above problem has a unique 
solution, and is given by 
x = A,,b. (I.71 
In this paper, a Cramer rule for finding the unique solution of (1.6) is given, 
and reduces to the common Cramer rule if A is nonsingular. 
2. PRELIMINARIES 
In this section we will give four lemmas. 
LEMMA 2.1. lf A and X are { 1,2}-inverses of each other, then 
are the projectors on R(A) along N(X) and on R(X) along N(A) respec- 
tively. 
Proof. See [6, p. 521. W 
LEMMA 2.2. Let L and M be complementay subspaces of C”. Then the 
projectors PL,M and P,,,,L satisfy 
I- P,..M = P,V,,, 
where I is the identity matrix of order n. 
Proof. See [6, p. 551. n 
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LEMMA 2.3. Let A E Cnx” with Ind(A) = k, 1> k. Then 
(1) WA,) = WA’), WA,) = WA’); 
(2) WA,)@N(A,) = C”; 
(3) 44 = AAd = PR(A,,),N(A,,) = P R(A'),A'(A'$ 
(4) A, = Al(A2’+1)(1)Ar, (As’+‘)“’ E A2’+‘{I}. 
Proof. See [6, p. 1731. n 
LEMMA 2.4. Let U E Cpnxp, V* E Cpnxp, and R(U)@N(V)= C”. Then 
VU is non.Gngular. 
Proof. To show that VU has linearly independent columns, let 
U=(u,,u,,..4,) ui E R(U). 
Then VU = (Vu,, Vu,,. . . , Vup). 
Suppose on the contrary that there exist scalars 01i, 02,. . . , up, not all zero, 
such that 
(Yl( VUJ + a2( vu2) + . . . + a,( vu,) = 0. 
Since u1,u2,..., up are linearly independent, 
0 z a1u1+ (Y2u2 + . . . + apup E R(U), 
and from Z?(U)@N(V) = C”, we obtain 
q(vu,) + 4 Vu2) + . . . + a,( vu,) = v( a1u1+ a2242 + . . . + apup) # 0, 
a contradiction. n 
3. RESULTS 
In this section we give a Cramer rule for finding the unique solution of 
(1.6). 
First, we construct a nonsingular matrix by adjoining appropriate matri- 
ces to the original matrix. 
CRAMER RULE FOR SINGULAR EQUATIONS 31 
THEOREM 3.1. Let A E C”‘” with Ind( A) = k, rank Ak = r < n, and let 
u, v* E c;y-‘) be matrices whose columns form bases for N( Ak) and 
N( Ak*) respectively. Then 
is nonsingular, and 
u(w) -l 
-(VU) -‘VAU(VU) -’ ’ 
(3.1) 
Proof. By hypothesis we have R(U) = N( Ak), N(V) = R( Ak). From 
Lemma 2.3, R(U) @N(V) = C”. Using Lemma 2.4, VU is nonsingular; thus 
its inverse (VU) - ’ exists. Set 
x= Ad 
U(VU) -l 
(VU) -‘v - (VU) +AU(VU) -r 
thus 
Dx= AA,+U(VU)-‘V 
i 
(Z-U(VU)-‘V)AU(VU)P’ 
VA,, i VU(VU)_’ . 
It is obvious that 
VU(VU) -I= I”_,. (3.2) 
Set G=(VU)-‘V; then UGU=U, GEU{~}, and 
G*=V*[(VU)-‘I*, R(G*) = R(V*) = N(Ak*), N(G) = R( Ak). 
From Lemmas 2.1-2.3, we obtain 
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and 
Ah+ U(VU) -‘v= &(*‘I),I\;(*“) + P,“+,,.(,k, = I,. (3.3) 
Since N(V) = R( Ak), we have VAk = 0; from Lemma 2.3 it follows that 
VA,, = VAk( A2k+ ‘)(‘)Ak = 0. (3.4) 
FinaIly,set F=U(VU)-‘;sinceR(F)=R(U)=N(Ak),wehaveAkF=O. 
From Lemma 2.3 and (3.3) it follows that 
(I-U(VU)-‘V)AU(VU)-‘=AA,)AF=o. (3.5) 
From (3.2)-(3.5), we have 
1, 0 
Dx= 0 I,_, ’ i i 
which is the required result. n 
COROLLARY 3.1. Let A E Cnx” with Ind(A) = 1, rank A = r < n, and 
let U V* E Cnx(“-r’ be matrices whose columns form bases for N(A) and > n-r 
N(A*) respectively. Then is nonsingular, and 
(3.6) 
Proof. By hypothesis, Ind( A) = 1 and N(V) = R(A). We have A,, = A*, 
VA = 0, and (3.6) follows from Theorem 3.1. H 
COROLLARY 3.2. Let A E CnXn, rank A, = r < n, and let S,T* E 
C”Xr(n-r’ be matrices whose columns form bases for N(A,,) and N(A*,) n 
respectively. Then is nonsingular, and 
(3.7) 
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Proof. Since Ind( Ad) = 1, (3.7) follows from Collar-y 3.1. n 
COROLLARY 3.3. Let A E CnX”, Ind(A) = 1, rank A*= r < n, and let 
S, T* E C,““r’“-” be matrices whose columns f&n bases for N(AT and 
N(A#*) respectively. Then is nonsingular, and 
(3.8) 
Proof. Since Ind(A) = 1, we have A, = A# and (AT*= A. Using Corol- 
lary 3.2, we obtain (3.8) immediately. n 
THEOrxEM3.2. LetAECnX” with Ind(A)=k,rankAk=r<n, andlet 
v, v* E c;x;“-‘) be matrices whose columns form bases for N(Ak) and 
N(Ak*) respectively. Let b E R( Ak). Then the unique solution x = 
(X,>X2,...’ x,)* of (1.6) satisfies 
xi= det $~~~~~ :],/det[$ f), j=1,2 ,..., n. (3.9) 
Proof. From (1.7) x = A,,b E R(Ak), and by the hypothesis N(V) = 
R(Ak), we have 
. 
vx=o. (3.10) 
(3.11) 
W 
It follows from (1.6) and (3.10) that the solution x of (1.6) satisfies 
(“v OUM =( 3
From Theorem 3.1, the matrix 
is nonsingular, and (3.9) follows from the common Cramer rule (1.2). 
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NOTE. If A is nonsingular, then U and V do not appear in D. So (3.9) 
reduces to the common Cramer rule. 
The author wishes to thank the refmeee for his valuable suggestions. 
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