ABSTRACT
Introduction
In recent years, Internet-based services have proliferated with the increase in network speed and the number of Internet users. We now have various network services based on peer-to-peer (P2P) networks [1] , contents delivery networks (CDN) [2] , grid networks [3] , and IP-VPN [4] . These network services build original logical networks, called overlay network on top of the Internet Protocol (IP) network. In order to enhance the service qualities in an overlay network, it is essential to understand the resource status of the IP network and to utilize the network effectively. Network bandwidth is the most essential resource status parameter. When multiple peers hold the same resource in a P2P network, we can use network bandwidth information to choose a peer to retrieve the resource from. In a CDN, we can transfer data at low priority on the basis of bandwidth information so as not to affect high priority data transfer [5] . Network bandwidth information can also be used for the determination of the failure point in a network.
Moreover, the video streaming services such as YouTube [6] , Dailymotion [7] , and Veoh [8] have become more and more popular. Much research has been conducted on new transport layer protocols for video streaming [9, 10, 11, 12, 13, 14, 15, 16, 17] . For instance, in [17] , a new transportlayer protocol, called TCP Stream, for video streaming have been proposed. As the results of our simulations, it have been shown that when a network is in a congestion state, TCP stream transmits data packets at an adjusted rate required for the video sequence, unlike TCP NewReno, and does not steal bandwidth from other network traffic. The network bandwidth is very importance for video streaming service.
Much research has already conducted on network bandwidth measurement, and indices of network bandwidth such as physical bandwidth, available bandwidth, and bulk transfer capacity (BTC) have been defined [18, 19] . Physical bandwidth refers to the bandwidth of the bottleneck link when no other traffic is competing on the network path between sender and receiver. An available bandwidth refers to the bandwidth that competing traffic does not use. BTC is the data transfer throughput after a sufficiently long time following the initiation of data transfer. Many methods to measure these indices have been developed [20, 21, 22] . However, since above-mentioned methods are time-consuming, it is difficult to use them for realtime measurement. In addition, since they require the transmission of many packets over a network, bandwidth measurement can severely affect the network. For instance, PathLoad [18] transmits many packets in a short period over a network to measure available bandwidth, causing congestion. There are also some methods of measuring available bandwidth that require cooperation between the routers and end-hosts in a network [23, 24] . These methods can measure the available bandwidth of the network using only a small number of packets, but they need to modification of all the routers in the network.
Inline measurement TCP (ImTCP) is a recently developed method for measuring available bandwidth [25] . ImTCP utilizes only TCP data packets and the corresponding acknowledgement (ACK) packets to measure the available bandwidth between the sender and receiver. Since ImTCP needs to modify sender-side TCP, it needs to modify the operating system kernel at the sender host. Therefore, ImTCP cannot be installed on operating systems whose kernel cannot be modified by a user such as MS Windows. Moreover, when a receiving host's delayed ACK option is in effect, ImTCP cannot obtain exact bandwidth measurements.
In this paper, we propose a new method to measure available bandwidth. Based on the ImTCP algorithm, the proposed method measures available bandwidth using ICMP ECHO packets and ICMP ECHO REPLY packets and does not require modification to a receiver. Further, the proposed method does not need modifications to the operating system kernel at the sender host and can thus be installed on MS windows. When a receiver host receives an ICMP ECHO packet, an ICMP ECHO REPLY packet is sent immediately. Therefore, the proposed method works even when the delayed ACK option is in effect at the receiver host. In this paper, we describe the implementation of our method, and evaluate its performance on an experimental network. Note that this paper is an extended version of work published in [22] . We extend our previous work by the method design and the performance evaluation.
The rest of this paper is organized as follows. In Section 2, we explain the ImTCP algorithm. In Section 3, we explain the design of our method, and describe its implementation. In Section 4, we show the effectiveness of the proposed method by conducting a performance evaluation on an experimental network. Finally, in Section 5, we state our conclusions and discuss future work.
INLINE MEASUREMENT TCP
In this section, we describe the ImTCP measurement algorithm and its limitations.
ImTCP Measurement algorithm
ImTCP measures the available bandwidth between a sender and receiver hosts. Figure 1 shows an outline of ImTCP bandwidth measurement. In TCP data transfer, a sender transmits data packets to a receiver host, and the receiver host transmits ACK packets to the sender if these data packets have been appropriately received. ImTCP utilizes this TCP mechanism, adjusting transmission intervals at the sender host and observing the changes in the arrival intervals of the ACK packets. The available bandwidth is calculated on the basis of this information.
PathLoad, a tool for available bandwidth measurement, requires a sender to transmit multiple measurement packets to a receiver host at a constant interval. A receiver host measures available bandwidth by observing the change in the arrival interval of the received packets. If the transmission and arrival intervals are equal, it is assumed that the transmission rate of the packets for measurement is lower than the available bandwidth, and PathLoad increases the transmission rate. If the arrival interval is greater than the transmission interval, it is assumed that the transmission rate is higher than the available bandwidth, and PathLoad reduces the transmission rate. A bisection search gives the available bandwidth. Many packets are required to be sent for measurement by PathLoad. 1.
Perform the first measurement based on the Cprobe algorithm [20] .
2.
Determine an initial search range based on the measurement result.
3.
Divide the search range into sub-ranges.
4.
Transmit packets for measurement of each sub-range.
5.
Observe the arrival intervals of ACK packets for each sub-range.
On the basis of the arrival intervals, choose a sub-range that contains the available bandwidth.
6.
Calculate the available bandwidth from the chosen sub-range.
Derive a confidence interval from past measurement results, and set this intervals as the next search range.
7.
Return to (3).
Please refer to [13] for a detailed description of ImTCP.
ImTCP limitations
As described, ImTCP utilizes the TCP acknowledgment mechanism. If delayed ACK is in effect, when a data packet arrives at a receiver host, the receiver host does not transmit an ACK response immediately but delays it until one of the following conditions is satisfied.
1. A data packet is transmitted from receiver to sender.
2. Another data packet is received from the sender.
200 [ms]
have passed since the arrival of the previous packet.
Thus, if the TCP delayed ACK option is in effect at a receiver host, ImTCP cannot measure the available bandwidth accurately. We note that the TCP delayed ACK is enabled by default in Windows 7, Mac OS X Snow Leopard, and Linux kernel version 2.6.
Moreover, in a sender host, ImTCP buffers the data packets in order to adjust the transmission interval. Therefore, in order to install ImTCP, it is necessary to modify the operating system kernel at the sender host. ImTCP cannot be installed on an operating system whose kernel cannot be modified by the user.
BANDWIDTH MEASUREMENT METHOD USING ICMP
In this section, we illustrate the design of the ICMP-based available bandwidth measurement method and explain its implementation.
Design
In the proposed method, we measure available bandwidth by using ICMP ECHO packets and ICMP ECHO REPLY packets to overcome ImTCP's delayed-ACK limitation. A receiver host returns an ICMP ECHO REPLY packet immediately upon receiving an ICMP ECHO packet. Therefore, a sender host can always observe the arrival interval of ICMP ECHO REPLY packets. Moreover, we can transmit ICMP ECHO packets from an application at arbitrary times. Therefore, we can adjust the transmission interval without modifying the operating system kernel at the sender host. Therefore, the proposed method can be utilized in an operating system whose kernel is not user-modifiable.
The measurement algorithm of ImTCP searches for available bandwidth in a restricted search range. Therefore, the number of packets required for measurement of the proposed method is smaller than that for existing measurement methods. Based on the measurement algorithm of ImTCP, the proposed method also requires fewer packets for measurement than the existing measurement methods.
The proposed method terminates measurement when the search range, which contains the required value of available bandwidth, becomes sufficiently small. Let upper denote the upper limit of a search range, lower denote the lower limit, and abw denote the last measurement result. When the following inequality is satisfied, the proposed method terminates measurement and shows the current value of abw as the available bandwidth.
ICMP is abused in many cases as means of attacking server, as in the ping flood attack [27] where an aggressor brings a server down by transmitting ICMP ECHO packets in large quantities to the server. When a lot of ICMP ECHO packets are received in a short time, many servers are configured to filter out these packets. Therefore, when measuring available bandwidth using ICMP, we must limit the number of ICMP ECHO packets transmitted. In the proposed method, we set an idle period (during which measurement is not conducted) after each measurement that is equal to two round-trip durations. This prevents the transmission of a lot of ICMP ECHO packets in a short time. Moreover, setting the idle period eliminates the effect of the packets transmitted for the last measurement on the network. 
Implementation
The proposed method transmits ICMP ECHO packets with timings based on the ImTCP. We implement packet sending through a select() system call. The granularity of a select() system call depends on the time granularity of the kernel. Therefore, we cannot configure the transmitting interval of ICMP ECHO packets to a smaller interval than the time granularity of the kernel.
The time granularity of a kernel is determined by the kernel constant HZ in Linux. Table 1 shows HZ values with corresponding time granularities and the measurable bandwidth when a packet interval is adjusted based on the time granularity and the packet size is 1000 [byte]. In the Linux kernel, current default HZ is 250, corresponding to a time granularity of 4000 [µs] from Table 1 . Thus, the maximum bandwidth that we can measure is 2 [Mbit/s]. In order to measure the available bandwidth in a high-speed network, it is necessary to increase the value of HZ.
However, if the value of HZ is increased, task switching may occur frequently and the associated overheads may affect the execution speed of the kernel [28] . After careful consideration, we set HZ to 50000 in our experiment.
PERFORMANCE EVALUATION
In this section, we evaluate the proposed method in an experimental network and show its effectiveness. Figure 2 shows the experimental network, which is constructed from a PC router running DummyNet, a traffic generator, a sender, and a receiver. Table 2 shows the specifications of computers used in the experimental network. ImTCP estimates the tendency of the receiving interval of measurement packets using two thresholds, PCT and PDT. In this paper, PCT is configured to 40 and PDT is configured to 30. Further, we set the number of subdivisions of a search range K to four, the number of packets for measuring the sub-range n to 10, and the parameter for end of measurement α to 0.05. The parameters used are summarized in Table 3 . 
Experimental Network

The amount of data and time required for measurement
The measurement methods transmit packets over a network for measurement. In other words, they give load to a network. The amount of data used for measurement is an essential index of the measurement methods. In addition, compared with the physical bandwidth, the time granularity of the available bandwidth variation is very small. Therefore, the time for measurement is important. We first evaluate the amount of data and time required for measurement. In this evaluation, the bandwidth between the PC router and the receiver is varied from 1 [Mbit/s] to 5 [Mbit/s] using DummyNet. We took 10 readings at each setting. We also took readings using PathLoad for comparison. Figure 3 shows the distribution of the relative error between measured available bandwidth and actual available bandwidth and the total amount of data for measurement sent to the receiver. From Figure 3 , it is observed that the measurement error of the proposed method is 0. The change in the actual available bandwidth and the measurement results are shown in Figure 5 and 6. Figure 5 shows that the proposed method follows the change of the available bandwidth after a 20 [s] delay. This is because the proposed method searches within the search range so as to avoid transmitting many packets in a short period. The proposed method obtains the next search range using past measurement results. If the measurement result is stable, the proposed method narrows the next search range. Since the available bandwidth changes after the search range becomes small, the tracking is delayed. Figure 6 also shows the result following the change of available bandwidth after a 20 [s] delay. The reason for the delay is the same as that for the narrow-band network.
From the evaluation results, we observe that the proposed method can measure the available bandwidth using less data than PathLoad, which is the conventional available bandwidth measurement method. In addition, it is shown that proposed method can measure the available bandwidth faster than PathLoad. Further, we show that the proposed method experiences a delay in tracking the available bandwidth when the available bandwidth changes.
CONCLUSION AND FUTURE WORK
In this paper, we proposed a new available bandwidth measurement method based on the measurement algorithm of ImTCP, an inline network measurement method. The proposed method solves the limitations inherent to ImTCP. We evaluated the proposed method in an experimental network, and showed that the proposed method requires smaller amounts of data and less measurement time compared to PathLoad. Further, although the proposed method suffers from tracking delays when there is a change in available bandwidth, it does successfully measure the available bandwidth even under such circumstances.
As future work, we intend to conduct an investigation into the parameter configuration of the proposed method compared to that of ImTCP. This may provide further insight into the tracking delay.
