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ABSTRACT 
The ARPA/AFML Interdisciplinary Program for Quantitative Flaw Definition has demonstrated a number 
of new techniques for quantitatively sizing flaws, as are reported elsewhere in these proceedings. This 
paper describes the progress that has been made during the past year on a test bed program to assemble 
and demonstrate these techniques in a single integrated measurement system that will extend them from 
the idealized geometries that have been considered thus far to geometries that are a better 
approximation to those that are found in real parts. The basic system consists of a Data General 
Eclipse S/200 Minicomputer, a multiaxis microprocessor controller, a Biomation A/D converter, an 
immersion tank, and a contour following system with six degrees of freedom. The operation of the 
mechanical system with regard to its accuracy and repeatability will be described. In addition, a review 
of the conceptual design of the test bed system and experimental results for a number of different flaw 
geometries will be included. 
The Test Bed includes a piezoelectric array transducer and associated electronics. The array system 
will be used both for the imaging of flaws and the gathering of scattering data to use in other flaw 
characterization algorithms. The success of this portion of the program depends to a large extent on 
the availability of a suitable array transducer. Some difficulty has been met in obtaining such a 
transducer and the system design has been slightly modified as a result. The modified system will be 
described along with a review of the electronic system and an update on its current status. 
The extended data gathering capability of the system has been demonstrated with several diffusion 
bonded samples containing spherical and spheroidal voids. The noise associated with these signals is 
chiefly due. to the grain scattering and varies in amplitude over a wide range. The effects of this 
noise on the accuracy of the Inverse Born Approximation has been analyzed and the results will be 
summarized. 
Conceptual Design 
The ultrasonic test bed program has been ini-
tiated to complement the ARPA/AFML Interdiscipli-
nary Program for Quantitative Flaw Definition. 
Specifically, we are implementing the variety of 
new techniques that have arisen for obtaining 
quantitative data about flaws such as the size, 
shape, orientation and stress intensity factor. 
These wi 11 be adapted into procedures for i dent i-
fying flaws in parts of complex geometry such as 
turbine disks. The results will serve a twofold 
purpose. First, a new inspection capability will 
be demonstrated. Second, in cases where the prac-
tical constraints of the part geometry degrade the 
quality of some of the measured flaw parameters, 
this information can be fed back into the research 
program to guide that effort. 
The Test Bed program is the first step in 
moving the new NDE techniques from the research 
1 aboratory to the production area. It is serving 
as an effective vehicle for integrating the 
variety of quantitative techniques into a single 
coherent system. As the capabilities of the dif-
ferent techniques are explored, it is possible to 
identify ways of using partial results from each 
of them that can be combined in a synergistic way 
to obtain complete information about a flaw. 
The protocol that we had originally suggested 
is shown in Fig. 1 by the solid 1 ines. This con-
cept entails first searching the part and storing 
the locations of all regions that possibly contain 
flaws in the test bed memory. Each of these loca-
tions is then inspected in detail to determine the 
quantitative parameters of the flaw. First an 
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Fig. 1 Ultrasonic test bed system protocol. 
image of the flaw is made, and, if it is resolved, 
the accept/reject criteria is used to decide if 
the part is acceptable. If it is unresolved, a 
map can.be made to determine if there are multiple 
flaws within a small area. Next, appropriate 
scattering data are obtained so that a model based 
reconstruction technique can be used to form an 
image of the flaw. If the flaw is still 
unresolved, we will examine the spectral content 
of the defect signal and determine the approximate 
ka value of the flaw. For cases where 0.5 < ka < 
3 we will use adaptive learning techniques to ex-
tract the flaw parameters. If ka < 0.5, we will 
use long wavelength techniques and determine the 
stress intensity factor of the flaw. 
In addition we have found that in many cases a 
detailed inspection technique by itself does not 
give full information about a flaw but provides 
information that can be used in the interpretation 
of one of the other techniques. Those situations 
where additional information can be provided are 
shown by the dotted lines and the specifics will 
be given in the sections describing work with 
those techniques. · 
System Description 
The Test Bed comprises a system that has been 
assembled through the interconnection of several 
major subsystems as is shown schematically in 
Fig. 2. The heart of the system is a minicomputer 
that is used in a multitasking mode. This unit is 
used as the central processing unit (CPU) for the 
system and controls the microprocessor based mani-
pulator control subsystem, the high speed A/D 
converter used for digitizing r.f. waveforms, and 
the color graphics display system. In addition 
there are user terminals which allow the operator 
to send commands to the CPU and there is a stan-
dard disk storage system. The CPU controls the 
microprocessor by sending it a series of ASCII 
characters called a data block that specifies how 
far and how fast the transducer is to be scanned 
along each axis. The microprocesor then inter-
prets this data block and calculates the distance 
to be moved along each axis, converts this into 
stepping motor pulses for the axes involved and 
sends out the pulses to each axis, appropriately 
interleaved to provide maximum accuracy in follow-
ing the contour of the move. The microprocessor 
also can send response characters to the CPU re-
garding its position, status, etc. 
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Fig. 2 A computer's eye view of the testbed 
hardware. 
The CPU also controls the display processor 
using commands that have been created by that 
unit's manufacturer. The unit basically accepts 
command and data strings and translates these into 
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arrangements of colored pixels within the 512 x 
512 format of the RGB video monitor. The unit can 
change the corespondence beween the amplitude of 
the signal and the color of the pixel, can display 
alphanumerical characters, can display vectors 
between two points, plus other functions that are 
useful in displaying graphic data.l 
To operate these subsystems a body of software 
has been written that includes four different 
categories of programs, all of which operate 
interactively with the user. These categories are 
listed below: 
1) Programs for generating disk files of 
data blocks which may be interpreted by 
the microprocessor; 
2) Multitasking control programs for manag-
ing the manipulator, data acquisition, 
and storage on disk; 
3) 
4) 
Programs for displaying the data in color 
or black and white via the display 
processor, and 
ISP, a signal processing and display 
program of enormous flexibility. 
In category 1) there are two kinds of programs 
for generating disk files of data blocks. One 
kind generates a file corresponding to a raster 
pattern in X & Y which is useful for scanning the 
transducer over flat parts. The second generates 
a file of data blocks corresponding to a profile 
of a complex part shape with rotational symmetry 
which is useful for scanning over turbine disks. 
In category 2) there is the multitasking program 
which manages the manipulator, data acquisition, 
and storage on disk. It maintains four tasks: 
Task 1 communicates with the operator via the 
user terminal. 
Task 2 arms the A/D converter, waits for a 
trigger, collects the digitized waveform and 
processes it in the designated manner. 
Task 3 reads and interprets response charac-
ters from the microprocessor. 
Task 4 stores pertinent data from Task 2 on 
disk for later access by display programs. 
A more detailed description of these tasks has 
been given in Reference 2. In category 3) there 
are programs to exercise the display processor. 
These permit the display of both B-scan and C-scan 
data using either a black and white, gray scale or 
one of several types of false color schemes to 
code the data. Finally, in category 4) there is 
ISP which is used for implementing the various 
lrrnlersion algorithms. ISP is a large multitasking 
program which runs on the minicomputer under the 
control of an external terminal. It has been de-
veloped at the Science Center by Richard Elsley 
and permits a number of signal processing proce-
dures including 
1) Waveform acquisition 
2) Waveform transformation including: 
addition, subtraction, Fourier 
transforming, timeshifting, etc. 
3) Feature extraction 
4) Display of data. 
Because of the flexibility of ISP these operations 
can be applied in any order necessary for data 
analysis. 
Ultrasonic Array 
One of the objectives of the Test Bed program 
is to utilize an ultrasonic array for imaging and 
scattering measurements. The electronics for 
driving this array will have a somewhat different 
objective than some of the array based systems 
that are currently available. Our chief purpose 
will be to obtain a waveform that has as little 
distortion as possible, whereas for many systems 
the objective is to obtain an image in as little 
time as possible. In systems of the latter type 
one depends on the image enhancement ability of 
the eye/brain system to filter out the effects of 
the distortion that results. In the system that 
is being designed and built for the Test Bed, we 
would like to be able to display a single frame of 
an image and be able to recognize the important 
details of the object under study. In addition 
the system will be required to collect scattering 
data that can be used with the various inversion 
techniques. 
The original system was based on a single 240 
element array but problems were encountered in ob-
taining an array containing this many elements and 
possessing the requisite performance character-
istics with regard to both uniformity of response 
from element to element and bandwidth. In lieu of 
a single array, the feasibility of the concept 
will be demonstrated using two 32 element arrays 
with a variable spacing between them. The system 
will still operate in both an imaging mode and a 
scattering mode. The desired specifications of 
the array have been previously described2•3 in 
some detail. The electronics driving the array 
will be capable of selecting sixteen transmitting 
and receiving elements independently. The diagram 
in Fig. 3 shows how the system will work in the 
reflection mode when it is used for imaging. The 
beam emanating from the array is scanned and 
steered so that it will follow a profile. With 
only a 32 element array this capability will be 
quite limited, although sector scans, correction 
for wavefront distortion at curved water/metal 
interfaces, compound scanning and imaging using 
the pitch-catch mode will be possible. The second 
mode, used for obtaining scattering data, is il-
lustrated in Fig. 4. In this case, the separation 
of the two arrays can be varied by mechanical 
means from a minimum separation where the outer 
cases of the two arrays are in contact to a maxi-
mum separation where the outermost elements of the 
two arrays are six inches apart. 
The block diagram of the array electronics 
with the major subsystems labeled is shown in 
Fig. 5. The basic system operation has been pre-
viously described.3 Recent activity has been 
directed towards the detailed design of the sub-
systems between the array and the interface with 
the exception of the A/0 converter and the fast 
buffer memory which have been completed and were 
described in Ref. 3. The first item of concern is 
the hybrid pulser/receiver. The need to apply 
high voltages to the array elements when transmit 
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ing in the imaging mode. 
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Fig. 4 Two linear arrays used in a pitch-catch 
mode for obtaining scattering data. 
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Fig. 5 Ultrasonic array signal processing system. 
ting and the need for the low noise amplification 
prior to sending the received signals into the 
multiplexer dictate that the pulser/receiver be 
between the array and the multiplexer. This 
requirement obliges us to package the pulser/ 
receiver in as compact a form as possible to mini-
mize the length of connecting cables. 
The pulser circuit is shown in Fig. 6a. The 
switching element is a SCR which provides repeat-
able results and operates reliably over a wide 
range of applied DC voltages providing a mechanism 
for varying the output amplitude of the transmit 
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Fig. 6 Hybrid pulser/receiver circuitry. 
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Fig. 7 Comparison of transducer response to ex-
citation by hybrid pulser/receiver and 
commercial pulser/receiver. 
ted pulse by 30 dB. The unit operates at DC volt-
ages of lOV to 300V with a repetition rate of 
1 kHz. The pulser has been used to excite a 
2.25 MHz commercial transducer and the echo re-
turned from a block of aluminum has been compared 
with that obtained from a commercial pulser using 
the same transducer. The results are shown in 
Fig. 7 where it is readily seen that the transient 
response of the transducer is essentially the same 
in both cases. 
The receiver circuit shown in Fig. 6b is a two 
transistor amplifier with a gain of 20, a 3 dB 
bandpass from 0.7 MHz to 30 MHz and a total power 
dissipation of only 70 milliwatts. Transistor Q4 is used to switch the receiver on when it is one 
of the 16 addressed receivers. It is expected 
that this will help to reduce the crosstalk from 
receivers that are not addressed. 
We have concluded that the optimum way to 
minimize the size of the hybrid package is to put 
two pulser/receiver units in a single package 
having dimensions of 20 mm x 35 mm x 6 mrn. Some 
engineering evaluation units will be available 
during the third quarter of this year. 
The multiplexer design which was described 
previously2•3 consists of three 240:16 multi-
plexers, two of Which are digital units and one 
which is an analog unit. The entire multiplexer 
unit has been essentially completed although it 
has not been tested as a functioning module. The 
sub units of the multiplexer have been tested for 
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cross talk and have performed satisfactorily. The 
module will be tested after the hybrids are 
available. 
The purpose of the signal conditioning 
circuitry is to prepare the signals for the A/D 
converter. The circuitry is composed of the main 
amplifier with a gain of 20, a digitally con-
trolled attenuator with a range of 45 dB in 3 dB 
steps, a clipping circuit to prevent overdriving 
the A/0, a filter to control the noise bandwidth 
and suppress feedthrough from the clocking 
circuits, a de level shifter and a low impedance 
buffer amplifier to drive the A/D. All sixteen 
circuits required for the receiving channels have 
been fabricated and tested. 
Data Acquisition Techniques and Problems 
The basic goal of the ultrasonic Test Bed pro-
gram, as stated previously, is to implement the 
variety of inversion techniques that have been 
developed in the Interdisciplinary Program for 
Quantitative Flaw Definition. To achieve this 
goal and produce meaningful results, the suscept-
ability of each of the techniques to errors that 
are likely to be encountered in practical appli-
cations must be fully explored. Errors in the. 
calculation of the size, shape, or orientation of 
a flaw can arise from a variety of different 
sources. The major sources of error that are 
known are listed below: 
1} Model errors or inherent errors associ-
ated with the inversion technique; 
2} Contamination of the signal with stochas-
tic noise, either thermally generated or 
arising from grain scattering; 
3} Contamination of the signal with coherent 
noise such as the low amplitude vestiges 
of an echo from a strong reflector (i.e., 
the front surfce of a part} or overlap-
ping of the low amplitude tail of a flaw 
signal and a strong echo from a reflector 
beyond the flaw (i.e., the back surface 
of a part}; 
4} Band limiting of the flaw signal caused 
by practical restrictions on the band-
width of real ultrasonic transducers; 
5) Distortion or deviation of the ultrasonic 
wavefront incident on the flaw from the 
plane wavefront assumed in the inversion 
technique; 
6) Distortion or deviation of the ultrasonic 
wavefront producing the echo used in com-
puting the deconvolved signal from the 
ultrasonic wavefront actually incident on 
the flaw; and 
7) Inadequate spatial window for obtaining 
data from a flaw leading to errors in the 
shape or orientation. 
The model errors are determined by using theoreti-
cal scattering data calculated for a particular 
flaw as input for the particular inversion tech-
nique being investigated. The mode 1 se 1 ected 
should not be equivalent to the one from which the 
(often approximate) inversion technique has been 
derived. Instead, it should represent a more 
accurate solution, such as is obtainable for 
simple flaw shapes. The resulting estimate of the 
flaw radius will provide a measure of the accuracy 
of the mode 1. The investigators who have 
developed each of the flaw techniques have also 
considered the validity of the technique using 
this sort of procedure. It has been repeated in 
this program to confirm that the technique has 
been programmed correctly. The next source of 
error to be considered is that associated with the 
contamination of the signal with stochastic noise. 
Since the data taken with the Test Bed system is 
all digitized and many signals can be averaged 
together, the thermally generated noise can be 
reduced to a negligible level and is of no con-
cern. The dominant source of stochastic noise is 
due to grain scattering. The errors caused by 
this noise source have been investigated for the 
Born Inversion technique. The procedure used to 
calculate these error bars is fully described in 
the paper entitled "Dependence of the Accuracy of 
the Born Inversion Upon Noise and Bandwidth" by 
Elsley and Addison. 4 The paper contains a quanti-
tative treatment of the decrease in accuracy of 
the Born Inversion technique as the signal to 
noise ratio decreases. The noise is assumed to 
arise from grain scattering with an amplitude that 
increases as the square of the frequency. The es-
sential finding of the paper was that the Born In-
version technique was very robust as far as errors 
from noise were concerned. Figure 8 shows the 
variation of the accuracy with S/N ratio for a 400 
pm diameter spherical void. The S/N ratio is the 
ratio of the total power in the signal plus noise 
to the total power in the noise in a bandwidth 
from 0 to 10 MHz. Since the noise is non-white it 
is possible to consider signals in the time domain 
that have an S/N of less than 0 dB. The error 
bars denote the 95% confidence limits. 
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Fig. 8 Born inversion accuracy vs S/N ratio, 
400 pm diameter spherical void. 
The errors resulting from the contamination of 
signals with coherent noise are more difficult to 
analyze in a quantitative manner since the effect 
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of the noise signals vary significantly as the 
degree of overlap with the desired signal and the 
amplitude and the phase relationship of the two 
signals change. A technique for minimizing the 
effects of these noise signals when they arise 
from planar interfaces is to acquire two signals, 
one containing the desired signal plus the con-
taminating signal and the other containing only 
the contaminating signal; these two signals are 
properly aligned temporally and then subtracted. 5 
In many practical situations where the degree of 
overlap of the signals is not too great, this 
technique produces excellent results. 
The bandlimiting of the flaw signal by the 
ultrasonic transducer can produce significant 
variations in the estimated radius of the flaw. 
To understand how the center frequency and band-
pass affect the analysis it is essential to under-
stand the characteristics of the magnitude spec-
trum produced when an elastic wave scatters from 
an ellipsoidal flaw. Although the details of the 
spectrum will change as the material properties of 
the host material and the flaw are varied, certain 
major features will remain essentially unchanged. 
As an example, the magnitude spectrum for a spher-
ical void is shown in Fig. 9, There are three 
features of this curve that will remain the same 
for all ellipsoidal scatterers. In the low ka 
region the amplitude of the scattering always 
increases in proportion to the square of the 
frequency; the first peak in the curve always 
occurs at approximately ka 1; and finally this 
peak is always followed by many other peaks that 
are not in general equally spaced nor do their 
amplitudes have any particular relationship. 
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Fig. 9 Magnitude of theoretical scattering spec-
trum for a spherical void. 
The inversion techniques employed for sizing 
flaws use selected portions of the complex 
scattering spectrum. The long wavelength tech-
nique utilizes the portion of the spectrum where 
the magnitude is increasing parabolically, while 
the Inverse Born technique is sensitive to the lo-
cation of the first peak of the spectrum. The 
adaptive learning networks use a number of fea-
tures of the scattered waveforms, but for the siz-
ing of flaws, seem to depend on the output of the 
Inverse Born technique. When these inversion 
techniques are used, the bandwidth of the trans-
ducer must encompass the portion of the scattering 
spectrum that is essential to its implementation. 
Therefore, the bandwidth of the transducer for a 
long wavelength measurement should extend to a low 
frequency corresponding to ka = 0.5 for the 
specific flaw and in the case of the Inverse Born 
technique the transducer bandwidth should encom-
pass the ka range that includes the first peak of 
the scattering spectrum. In the case of a 
spherical flaw whose size is known a priori, this 
requirement imposes a modest burden on the 
transducer. When the size of the flaw is not 
approximately known or the flaw has an ellipsoidal 
shape with a factor of two or more difference in 
the sizes of the major and minor axes, the 
bandwidth requirements on the transducer are very 
severe. 
The effects of bandwidth on the accuracy of 
the Inverse Born Technique have been analyzed in 
Ref. 4. The findings indicate that if the band-
pass of the transducer is below the first peak of 
the spectrum, there will be an overestimate of the 
flaw size. If the bandpass of the transducer is 
above the first peak, the analysis will treat the 
second peak (or whichever peak is within the band-
pass) as if it were the first peak and will esti-
mate the radius accordingly resulting in a serious 
underestimate of the flaw size. The first type of 
error involving insufficient high frequency data 
can be detected by knowing the center frequency of 
the transducer and the predicted flaw size. The 
second type of error can be detected by resolving 
a large flaw using an imaging technique or through 
an analysis of the scattering spectrum using mul-
tiple transducers having different bandpasses to 
determine the location of the first spectral peak. 
There has also been an effort to increase the 
bandwidth by splicing together the deconvolved re-
sponses obtained with two different transducers. 
The results of this are described in Ref. 4. 
When the bandpass of the transducer does en-
compass the first spectral peak, errors can still 
occur due to insufficient bandwidth. The nature 
of these errors can be seen in Fig. 10 where the 
estimated radius of a flaw is plotted vs the true 
radius for transducers having different band-
widths. The range of validity extends from 1 on 
the abscissa to the peak of the curve of interest. 
Note that the resulting error is an underestimate 
but can be corrected by using the curves for cali-
bration of the measu~ement technique. 
There are two ways in which distortions of the 
wavefronts emanating from the transducer can lead 
to errors in the estimated flaw size. First, the 
inversion technique assumes that a plane wavefront 
is incident on the flaw, however, under the best 
of circumstances this is only an approximation. 
If the wave has passed through a curved metal/ 
water interface, the wavefront is likely to be 
spherical or cylindrical. The second source of 
error arises through the deconvolution process. 
Recall that prior to using the inversion technique 
the raw data obtained from the flaw is deconvolved 
to remove the effects of the transducer. The 
deconvolution requires a reference signal that is 
characteristic of the transducer and in principal 
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Fig. 10 Estimated flaw size vs true flaw size for 
several transducer bandwidths. 
wi 11 only work if the waveform of the reference 
signal is identical to the waveform incident on 
the flaw. In practice this is difficult to 
achieve because the plane reflector used to obtain 
the reference waveform is generally at a different 
distance from the front surface of the part than 
the flaw and hence has experienced different 
amounts of diffraction, scattering losses and ab-
sorbtion. If the metal/water interface is curved, 
there is also additional focusing of the beam. 
The errors caused by these wavefront distor-
tions can be calculated for a specific case but 
for our current purposes this type of calculation 
did not seem essential to the primary goal of 
determining how the inversion techniques work in 
practical situations. In lieu of a theoretical 
calculation, an empirical approach has been used 
to evaluate errors that are encountered with some 
common geometries. The reference waveform is 
typically the signal obtained from the normal 
incidence and reflection of a wave off of a plane 
water/metal interface. This interface is usually 
the back face of the specimen being examined and 
in the cases that have been tried is about 10 to 
20 wavelengths further along the path of propaga-
tion than the flaw. In a few cases a backface 
echo from a separate specimen made of the same 
material has been used as a reference. The signal 
waveform from the flaw has been obtained both from 
waves that are incident normally on the front 
surface of the specimen and from waves that are 
incident at various angles with the maximum angle 
corresponding to an internal refraction angle of 
60Q. In all cases the deconvolution has been com-
puted using the backface echo obtained from the 
normally incident wave. When flaws having known 
sizes are examined and the data is analysed using 
the Inverse Born technique, there is no evidence 
that there are any errors being generated via the 
deconvolution that could be attributed to wave-
front distortion. 
The errors that result from an inadequate spa-
tial window can be considered from two points of 
view. Some inversion techniques such as the ALN,6 
and POFFIS/ require data to be taken via an array 
of transducers and then combined using a suitable 
algorithm to produce estimates of the flaw size, 
shape, and orientation. When the number of ele-
ments in this array is reduced or the spacing is 
allowed to become irregular, the accuracy of the 
estimates is decreased. These effects are prob-
ably significant although a careful analysis has 
not yet been made of results obtained with either 
of these algorithms. The second point of view 
relates to the Inverse Born technique which re-
quires no fixed array of transducers. For each 
measurement direction, an independent measurement 
of the diameter of the flaw along that direction 
is obtained. If there are only a few directions 
available, it is only possible to acquire a few 
measures of the flaw diameter but each of these 
measures will have the same accuracy. This situ-
ation where a better estimate of the flaw size, 
shape, and orientation is obtained with each addi-
tional measurement seems to be preferable to the 
situation where a minimum of a half dozen or more 
measurements must be made to obtain any estimate 
at all and even then the accuracy is degraded. 
Analysis of a Flaw 
Although the entire array of quantitative 
inversion techniques are not operational on our 
system at this time, a sufficient number of them 
are available to provide an accurate demonstration 
of how the system will operate. The sample or 
part is first scanned in a search or mapping mode 
which provides the locations of tentative flaw 
sites. The results of such a scan are shown in 
Fig. 11. Now each of the flaw indications is 
analyzed in detail to determine its size, shape 
and orientation. The first step is to provide a 
high resolution image of the region surrounding 
the flaw such as that shown in Fig. 12. In this 
particular case the flaw is too small to be 
resolved although the image has eliminated the 
possibility that there are multiple flaws or 
porosity present. This allows the analysis to 
continue using a model based reconstruction tech-
nique, the Inverse Born technique. Using this 
technique data is obtained from several different 
angles. Each angle provides an estimate of the 
radius of the flaw in that direction. In this 
case the flaw was below a flat surface and it was 
possible to interrogate it from 19 different 
angles. The resulting radius estimates are 
plotted in Fig. 13 and compared to the known size 
of the flaw which was a 1200 urn diameter spherical 
void. Note that all but one of the data points 
fall very close to a radius of 600 urn and it is 
clear that the object being examined has a spheri-
cal shape. The flaw has now been thoroughly 
analyzed and it is not necessary to make any long 
wavelength measurements although this could also 
be done. 
Another flaw type of interest is a surface 
breaking fatigue crack. It is of interest to be 
able to measure the depth of such a crack in a 
quantitative non destructive fashion. Current 
methods of sizing such cracks in the field only 
measure the length of the crack at the surface. 
The depth is inferred by assuming that the crack 
has a length to depth ratio of 0.5; an assumption 
that is not strictly valid except for particular 
loading conditions. The aspect ratio can· also be 
strongly affected by the location of the initia-
tion site in the stress field as well as the ma-
terial type. An experiment was performed in which 
a fatigue crack was cyclically stressed until 
failure of the part occurred. At regular inter-
vals during the fatigue life, the depth of the 
crack was measured using an ultrasonic technique. 
This information along with the material param 
582 
Fig. 11 Focused C-scan of titanium specimen. 
eters of the sample were used to predict the 
number of cycles remaining after each inspection 
before the crack reached the critical depth lead-
; ng to fa i 1 ure. 
The sample was prepared from 2024 alum.inum 
plate which was fabricated as a "dogbone" sample 
suitable for cyclic fatigue testing. Initially an 
EDM starter notch was placed in the sample, which 
was then fatigued until a fatigue crack had been 
initiated. The EDM notch was then machined away 
leaving only the fatigue crack with a length of 
0.160" and an estimated depth of 0.045". The 
thickness of the sample was approximately 1/2" 
after removal of the EDM notch. The crack was 
sized using an ultrasonic technique known as the 
satellite pulse technique.s This technique is 
illustrated in Fig. 14. The ultrasonic beam prop-
agates through the water, refracts at the surface 
of the aluminum plate and is incident on the crack 
tip. There is a strong corner reflection from the 
base of the crack preceeded by a signal that is 
diffracted from the top of the crack. The depth 
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of the crack can be determined from the time 
difference between these two signals. 
The sample was subjected to cyclic fatigue 
stress by mounting it in an MTS machine and sinu-
soidally varying the stress from 2000 psi to 
27,500 psi. During this process the length of the 
crack was monitored optically and each time that 
the length of the crack had increased by about 
.050" the sample was removed from the MTS machine 
and an ultrasonic measurement of the depth of the 
crack was made. After each measurement, the crack 
depth and the material parameters of the sample 
were used to predict the number of fatigue cycles 
remaining before the crack would reach its criti-
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cal depth. After the sample had been stressed to 
failure, these predictions were compared to the 
actual number of fatigue cycles that were neces-
sary to fail the sample. The fractional differ-
ence in the two values is plotted vs the number of 
remaining fatigue cycles in Fig. 15. The plotted 
point used the measured da/dN value for this sam-
ple for calculating the number of remaining fa-
tigue samples. The error bars were calculated 
from the spread that is to be expected in the 
da/dN vs ~K data for this material. With the ex-
ception of the first observation, all of the error 
bars span the zero error point. The first obser-
vation does not span this point because the mea-
sured da/dN value does not lie within the envelope 
that is assumed to contain the spread in the da/dN 
values. This is attributed to a lack of measure-
ments on the particular melt of aluminum used for 
fabricating the test samples. These results are 
considered to be satisfactory and within the ex-
pected bounds of uncertainty. They demonstrate 
that the number of cycles to failure can be pre-
dicted with sufficient accuracy using quantitative 
ultrasonic techniques for sizing the flaw. 
Conclusions 
The Test Bed is proving to be a useful system 
for testing the various inversion techniques that 
are available. Because a variety of techniques 
are readily accessible it has proven possible to 
use pieces of information obtained from several 
techniques to obtain a more accurate estimate of 
the size, shape and orientation of a flaw. The 
system is also serving as an effective means for 
uncovering aspects of the inversion techniques 
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Fig. 15 Fractional error in calculated number of 
remaining fatigue cycles vs observed num-
ber of remaining fatigue cycles. 
that need further work or that are impractical. 
The work on the array system represents a new 
development in that the received data from each 
array element can be processed in a very flexible 
way using the array processor. This sytem prom-
ises to provide a unique capability for investi-
gating the utility of electronically scanned ar-
rays for contour following applications as well as 
for applications requiring the processing of 
scattering data. 
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