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"Les systèmes d'exploitation sont constitués autour d'un ensemble complexe 
de programmes destinés à optimiser la gestion des ressources de l'ordinateur 
et à faciliter la tâche du programmeur." ( [BCM], p. 2) 
Ces deux objectifs ne sont cependant pas t oujours compatibles. Un exemple 
de ce fait est l'éditeur de liens LINK. Il facilite la tâche du programmeur 
moyennant la consommation de ressources coûteu ses telles que temps CPU, place 
mémoire, etc Il est l'un des cinq programmes les plus utilisés du 
DECsystern-20 et l'un des plus coûteux en res s ources consommées. Il constitue 
une charge relativement importante pour le système et toute amélioration peut 
être avantageuse, 
Ce mémoire à pou r but de proposer l'une ou l'autre possibilité d'améliorer 
les performances du LINK. 
Pour ce faire, nous allons procéder à une étude de ses performances. 
Précisons que nous avons choisi d'étudier l a consommation en temps CPU du 
LINK. Ceci se justifie par le fait que le département Software Engineering de 
la firme Digital Equipment Corporation a déjà entrepris d'apporter di verses 
améliorations au LINK (entre autres, du poin t de vue de son comportement en 
mémoire virtuelle). nès lors, il nous a semhlé inté ressant de nous diriger 
vers d'autres possibilités qui, a notre connaissance, n'ont pas encore été 
prises en considération. 
La première partie de ce mémoire est consacré e à une description des 
techniques d'édition de liens en général et du LINK en particulier. Nous ne 
manquerons pas de faire référence aux concepts décrits dans cette partie. 
Dans une seconde partie, nous développerons les méthodes et les outils 
nécessaires à la réalisation des mesures de pe r f ormances. Il est très 
important de procéder méthodiquement et de justifier les mesure s proposées 
étant doné que celles-ci sont généralement coGteuses en temp s et en moyens. 
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Les résultats de ces mesures nous permettront, dans la troisième partie, de 
déterminer dans quels sous-ensembles du LINK une amélioration est souhaitable. 
Nous y discuterons certaines propositions du point de vue de leur efficacité 
ainsi que de leur possihilité de réalisation. 
PREMIERE PARTIE. 
PRESENTATION DE L'OBJET DE L'ETUDE: 
L'EDITEUR DE LIENS LINK. 
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1. GENERALITES. 
Avant de commencer l'étude de performances proprement di te, nous devons 
évidemment introduire l'ohjet de ces mesures. Cependant, nous resterons à un 
niveau assez global. Dans la suite, chaque fois que cela s'avère nécessaire, 
nous fournirons des descriptions plus détaillées. 
D'une manière assez générale, quelle est la raison d'exister d'un éditeur 
de liens ? 
1.1. Le problème de l'édition de liens. 
L'éditeur de liens s'insère dans une chaîne de programmes utilitaires 
destinés à faciliter le travail du programmeur (cf. figure 1-1). En effet, 
celui-ci peut écrire son programme en un langage dit "évolué" ( ou 
"symbolique") parfois plus proche d'un langage naturel et que la machine n e 
peut pas exécuter immédiatement. 
Le problème consiste donc à fournir un programme "exAcutable" en partant 
d'un programme "source", 
Dans une première phase , le programme source doit être traduit en langage-
machine . On dit qu'il doit être "compilé". Le cocie-source d oit être traduit en 
code-machine et les symboles doivent être résolus (traduits) en adresses. 
A ce stade, le programme n'est pourtant pas encore exécu table. Il n'est pas 
encore complet ! En effet, le travail du programmeur est encore facilité par 
le fait au'il peut faire appel à toute une série de "fonctions standards" pré-
programmées. 
Parmi les fonctions pré-programmées, on peut trouver, notamment, des 
fonctions mathématiques (telles que SINUS, COSI NUS, RACI NE CARREE , etc ... ) ou 
d'entrée/ sortie . Ces fonctions se trouvent rassemhlées dans des "librairies" 
de programmes accessibles pa r l'en.semble des utilisateurs . Dans son programme, 
le programmeur pourra faire référence à ces fonctions à l'aide du nom 
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(symbole) sous lequel chacune est définie dans la lihrairie. 
Il est, bien entendu, loisible à l'utilisateur de se constituer sa propre 
librairie de sous-programmes dont il se sert souvent. 
D'autre part, par un soucis de modularisation, on peut vouloir compiler 
séparément diverses parties d ' un programme (programme principal et sous-
programmes, par exemple). On parle alors de "modules compilés séparément". 
Dès lors, on appellera symbole global (ou externe) un symbole défini dans 
un module mais utilisable dans d'autres. Par contre, un symbole sera dit local 
s'il ne peut être utilisé que dans le module où il est défini. Seules les 
références à des symboles locaux peuvent être résolues à la compilation. 
C'est à l'éditeur de liens, dans une phase ultérieure, de résoudre ces 
références à des symboles externes. Ceci se fera grâce aux renseignements que 
lui fournira l'utilisateur (renseignements tels aue noms des fichiers 
contenant les pr ogrammes compilés, ~oms de librairies , etc ... ). 
Finalement, il restera ' a cha rger le tout physiquement en mémoire afin 









Figure 1-1: Chaîne de tra itement d'un progr amme. 
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1.2. Quelques solutions, 
Après avoir brièvement si tué la question de l'édition de liens, voyons 
maintenant quelques manières de la résoudre (cf. [DB], [PW], rJD]). 
1.2.1. La technique du "COMPILE-AND-GO". 
Cette technique consiste dans le fait que le compilateur génère directement 
du code exécutable et le place lui-même en mémoire. 
Elle présente comme principal avantage la facilité d'implémentation. En 
effet, à la fin de la compilation, une simple instruction de branchement vers 
l'adresse de début du programme permet d'en faire déma rrer l'exécution. 
Elle présente cependant aussi certains désavantages 
une partie de l'espace mémoire est inutilisable puisqu'occupée par 
le compilateur, 
- la traduction du programme source doit être répétée à chaque 
exécution, 
- cette technique ne facilite pas la modularisation (Il est plus 
compliqué de traiter ainsi des programmes décomposés en différents 
modules). 
On se rend compte qu'un compilateur "COMPILE-AND-GO" n'est réellement 
avantageux que pour des programmes relativement petits. Lorsqu 'un programme 
atteint une certaine taille, il faut faire appel à une autre méthode. 
1,2.2, L'utilisation de fichiers intermédiaires. 
On peut éviter certains désavantages de la technique "COMPILF-AND-GO" en 
p laçant le résultat de la compilation dans un fichier intermédiaire . ·ce type 
<le fichier est appelé "fichier oè,jet". 
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Pour p_lacer le code généré en mémoire, il faut ensui te faire appel à un 
"chargeur" ("LOADER"). 
Ainsi, la compilation ne devra plus être effectuée à chaque exécution. 
Cette technique admet aussi que des parties de programme soient compilées 
séparément. 
De plus, si tous les compilateurs et assembleurs produisent des fichiers 
objets répondant à certaines c onventions, il est possible d'écrire des sous-
programmes dans des langages différents. 
Voyons successivement quelques types de chargeurs. 
1.2.3. Le chargeur "absolu", 
Dans le code généré par les compilateurs, toutes les références sont sous 
forme d'adresses absolues. 
Un tel chargeur est relativement petit et on perd donc moins de place en 
mémoire. 
Un d.ésavantage 





technique réside dans le fait que les 
se font grâce à des adresses absolues 
L'utilisateur devra donc connaitre l'adresse à partir de laquelle sera 
chargée, par exemple, une sous-routine. Lorsqu'il fera r é f~rence à cette sous-
routine, il utilisera cette adresse. 
Par conséquent, une modification, même mineure, dans un module risque 
d'avoir des répercussions sur les autres modules. 
1.2.4. Le chargeur "relogeur". 
Il s'agit d.' améliorer la technique précédente. Pour ce faire, le 
compilateur doit inclure, dans le module objet, des informations au sujet des 
sous-programmes externes référencés. 
Ceci peut être réalisé en utilisant un "vecteur ·de transfert". Le principe 
est le suivant : 
Chaque fois qu'un programme fait référence à un sous-programme externe, le 
comp i lateur génère une instruction de branch ement vers un é lément du vecteur 
de transfert. Ensui te, le chargeur remplacera, dans ce vecteur, le nom du 
sous-programme par une instruction de branchement vers l'adresse où le code 
correspondant sera placé. 
D'autre part, le compilateur fournira des "informations de rel ogement". 
En effet, le code généré est dit "reloge a b l e" i.e. t outes les adresses sont 
relatives à l'adresse O ( qu'il s'agisse d'adr e s s es de données ou de 
branch ement). Ces adresses dépendent de la zone mémoire où l e programme sera 
chargé. 
L'ajustement de ces adresses s'appelle le "relogement " . Il consiste à 
ajouter la constante de chargement (i.e. l'adresse à partir de laquelle le 
programme est chargé) aux adresses des instructions qui le nécessitent (une 
valeur immédiate ne nécessitant pas de relogement). 
Les "informations de relogement" indiquen t si oui ou non il y a lieu 
d'ajuster une adresse. 
Un avantag e évident de cette techniq ue est que le programmeur peut écri r e 
ses ( sous-) programmes sans se soucier de l' endroit 011 ils s e ront chargés en 
mémoire. 
De plus, une modification dans un module ne né cessite pas d e remaniement 
des autres. 
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Par contre, si l'emploi d'un vecteur de transfert permet les branchements 
vers des sous-programmes externes, il reste la question de l'accès à <les 
données externes. En effet, cette technique ne permet pas l'accès à des 
segments de données partagés entre différents modules. 
1.2.5. Le relieur. 
Dans ce cas, un compilateur fournit, avec le module objet, des informations 
de relogement et des renseignements relatifs aux symboles qu'il a rencontrés 
mais dont il n'a pas pu trouver la définition. Pour chacun de ces symboles, il 
donne la liste des instructions qui y font référence. Il fournit également la 
liste des symholes définis dans le module mais accessibles par d'autres. 
C'est le rôle d'un relieur (ou éditeur de liens) de résoudre les références 
aux s ymboles indéfinis et d'assurer l'ajustement des adresses. Il fournit un 
programme "chargeable" placé dans un f ichier i ntermÉ>diaire. 
Ensuite, un simple chargeur absolu suffit pour charger le tout en mé moire 
centrale. 
Il arrive que relieur et chargeur soient rassemblés en un seul ut i litaire. 
On est alors en présence d'un relieur-chargeur ("LINK I NG-LOADER"). 
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2. PRESENTATION DU PROGRAMME LINK. 
Nous avons présenté la question et décrit brièvement quelques solutions (Il 
en existe d'autres). Poursuivons maintenant en précisant comment elle a été 
résolue dans le cadre du DECsystem-20. 
Le LINK est du type relieur-chargeur. Sa fonction est de rassemhler des 
modules compilés séparément pour en faire un programme exécutable. Pour ce 
/ 




memo1.re nécessaire au code et aux données 
- Résoudre les références symboliques entre modules objets (Edition de 
liens), 
- Assurer l'ajustement 
(Relogement), 
des parties adresse des instructions 
Placer physiquement le code et les données en mémoire (Chargement). 
Nous décrirons successivement ce que l'utilisateur fournit au LINK 
(l'"INPUT"), ce que le LINK produit (l'"OUTPUT") pour en arriver, finalement, 
à la structure globale du programme. 
2.1. Les données d'entrée du LINK. 
En entrée, le LINK accepte (cf. [LRM], [PL]): 
- les modules objets produits par les compilateurs, 
- les librairies de modules pré-compilés, 
- les commandes de l'utilisateur. 
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2.1.1. Le module objet. 
Les compilateurs du DECsystem-20 produisent des modules objets qui sont 
tous formatés selon le même principe. 
Ces modules objets contiennent, principalement 
- Le code généré par le compilateur ou l'assembleur, 
Des informations nécessaires au placement de ce code en mémoire, 
La liste des symboles globaux et des instructions qui y font 
références. 
La structure des modules objets est la suivante 
Ils sont formatés en un certain nombre de blocs appelés "REL BLOCKS". 
Ceux-ci sont eux-mêmes formés d'un certain nombre de mots de 36 bits. 
Il existe des REL RLOCKS de types différents, selon leur contenu, mais leur 
structure fondamentale est toujours la même (cf. figure 2-1). 
Le premier mot de chaque bloc est appelé "HEADER lvORD". Il contient le 
numéro du type du bloc dans sa moitié gauche, et la longueur du bloc (en 
nombre de mots) dans sa moitié droite. 
Le second mot est un "RELOCATION WORD". Ce mot contient les informations de 
relogement relatives aux 18 mots suivants. 
Tout mot qui n'est ni HEADER WORD ni RELOCATION WORD, est appelé "DATA 
WORD". 
Les deux premiers bits d'un RELOCATION WORD indiquent la "relogeabili té" 
des deux moitiés du premier DATA WORD . Les troisième et quatrième bits 
indiquent la "relogeabilité" du deuxième DATA WORD , et ainsi de suite. 1 
1
un bit à 1 signale que la moitié correspondante du DATA WORD doit être 
ajustée lors du chargeMent. Un bit à O signale qu'il n'y a pas lieu d'ajuster 
la moitié correspondante. 
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Si un REL BLOCK contient plus de 18 DATA WORDS, il y aura un RELOCATION 




TYPE !NB DF. MOTS 
Figure 2-1: Schéma général d'un REL BLOCK. 
La nature du contenu d'un REL BLOCK est parfaitement déterminée par le type 
du bloc. Le tableau de la figure 2-2 donne quelques exemples de types de REL 
BLOCKS. 
Type de bloc contenu 
1 code et données 
2 symboles 
4 points d'entrée 
5 fin 
6 nom du programme 
7 adresse de départ 
. . . . ....... 
Figure 2-2: Exemples de types de REL BLOCKS. 
Il serait vain de vouloir décrire ici chaque type de bloc en détail. 
(quelques exemples peuvent être trouvés dans l'annexe 1. Pour plus de détails, 
nous renvoyons le lecteur au LINK Reference Hanual, (LRM], ou à l'étude de Ph. 
Lemaire, (PL].) 
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2.1.2. Les librairies. 
Une librairie est un fichier contenant un ou plusieurs modules objets avec 
leurs points d'entrée (cf. [LRM]). 
Précisons que l'on peut différencier entre les librairies-systèmes, d'une 
part, et les librairies propres à un utilisateur, d'autre part. 
A chaque compilateur est associé une librairie-système. Un compilateur 
génère des appels à certaines routines (d'Entrée/Sortie p.ex.) contenues dans 
la librairie correspondante. 
L'éditeur de liens se charge de rassembler le tout en un programme 
exécutable, en mémoire . Pour ce faire, le LINK parcourt séquentiellement la 
(les) librairie(s) correspondante(s) au(x) langage(s) rencontr~(s) et ne 
charge un module que si cela lui permet de résoudre une référence globale. 
Les librairies-systèmes sont "consultées" automatiquement à la fin du 
chargement (à condition, bien sûr, qu'il reste au moins une référence non 
résolue). 
Dans le cas des librairies d'utilisateurs, il y a lieu de spécifier 
explicitement le moment de la "consultation", 
Dans le cas le plus simple, une librairie n'est rien d'autre qu'une série 
de modules relogeables mis bout à bout. Dans cette éventualité, le LINK doit 
la parcourir toute entière. 
Il y a cependant moyen d'accélérer la recherche dans une librairie en lui 
adjoignant un ou plusieurs blocs d'index (REL BLOCK de type 14). On parlera 
donc de librairies indexées ou non indexées2 . 
De toute façon, une librairie est parcourue sans retour en arrière. 
? 
-Nous reviendrons sur ce mécanisme dans la Troisième Partie. 
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2.1.3. Les commandes. 
L'utilisateur contrôle l'édition de liens-chargement par des commandes (cf. 
[LRM]). 
Une ligne de commandes est constituée de spécifications de fichiers et/ou 
d'options ("SWITCHES"). 
Les "SWITCHES" permettent : 
- soit de préciser ce qu'il y a lieu de faire avec les fichiers ci.tés, 
- soit d'obtenir des informations sur le déroulement des op@rations. 
Lorsque le LINK lit la fin d'une ligne de commandes ( touche "carriage 
return"), il traite complètement cette ligne avant d'en accepter une nouve l le. 
Il s'établit donc une sorte de dialogue entre l'utilisateur et le LINK. Ce 
dialogue se poursuit jusqu'à ce que l'utilisateur introduit le "SWITCH" "/GO " , 
Dans ce cas, le LINK réalise la recherche dans la(les) librairies(s)-






!l'utilisateur demande au LINK de 
!traiter le fichier objet PROGRAM.REL 
!l'utilisateur demande le char-
!gement du fichier SUBROUT.REL 
!la librairie de l'utilisateur 
!doit être parcourue 
!l'utilisateur demande que lui soit 
!fournie la liste des symboles non 
!encore définis 
[LNKUGS 9 undefined glohal 
STOP. 
symbols !le LINK répond qu'il 
!y a 9 symboles indé-








*/ERRORLEVEL:0 !l'utilisateur demande l'affichage de 






















EXIT segment l 
!attend une nouvelle ligne 
!de commandes 
!l'utilisateur est satisfait et 
! donne l'ordre de terminer 
FORINI] 
FORPSEl 
DSORT . ] 
ADJl.] 
CFRXIT] 
!le LINK indique le dérou-
!lement des opérations en 
!fournissant la liste des 
!modules recherchés 
!en librairie-sytème 
Sorting symbol table) 
Symbol table completed] 
LINK finished) 
! le LIJ\TK entre dans son 
!segment LNKXIT 
!le programme exécutable se 
!trouve en mémoire, prêt 
!pour l'exécution 
Figure 2-3: Exemple de dialogue entre le LINK et l'utilisateur. 
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2.2. Les résultats du LINK, 
2.2.1. Le résultat primaire. 
Principalement, le LINK fournit le programme exécutable encore appelé "COPE 
IMAGE". Dans le programme exécutable, toutes les références symboliques ont 
été résolues en des adresses absolues en mémoire. 
A la fin de l'édition de liens-chargement, le programme exécutable se 
trouve dans l'espace d'adressage de l'utilisateur (en lieu et place du LI~). 
Il peut être exécuté et/ou sauvé sur fichier en vue d'exécutions futures. 
Cette dernière possibilité permet d'aller plus vite car on épargne l'édition 
de liens. Le désavantage de ce gain de temps est que l'on consomme plus de 
place sur mémoire secondaire. En effet, les fichiers exécutables prennent 
généralement beaucoup de place. 
2.2.2. Les résultats secondaires. 
Lors de l'édition de liens-chargement, l'utilisateur peut demander la 
création de divers fichiers. 
Il en est ainsi du fichier "P...AP". Il s'agit d'une "carte" indiquant 
l'emplacement et la taille des différents modules en mémoire. A titre 
facultatif, on peut également y trouver la liste, triée par ordre 
alphabétique, des s ymboles définis dans chacun des module_s, ainsi que leurs 
valeurs. 
Finalement, il existe encore la possibilité d'obtenir un fichier "LOG" 













Figure 2-4: Input et Ou tput du LINK . 
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2.3. La structure générale du LINK, 
2,3.1 , Découpe en modules f onct i onnels , 
Le LINK est un programme composé d'environ 45.000 instructions assembleur, 
Il est décomposé en 20 modules . Chaque module correspond plus ou moins à une 
fonction à remplir par le LINK. 
Décrivons brièvement les modules les plus importants (cf. f PL] pour des 







Ce module réalise 
(initialisations des 
etc ... ) . 
toutes les initialisations nécessaires 
zones de travail, des tables de symholes, 
Ce module est un interface entre le I.INK proprement- dit et le 
module .S CAN, . SCAN est un ensemble de routines assurant la 
lecture des commandes introduites au terminal . (La plupart des 
compilateurs ainsi aue divers autres utilitaires des 
DECsystem- 10 et 20 utilisent . SCAN pour la lecture <les 
commandes) L J'KSCN transforme une ligne de commande en une 
chaîne de blocs descripteurs de fichie rs et de "SWITCHF.S" . 
Réalise le chargement des fichiers s pé cifiés en appellant les 
modules de traitement nécessaires. 
traite les "SWITCHES". 
assure le traitement des "REL BL0CKS" selon leur type . 
assure la terminaison du chargement i.e. écrit un fichier 
exécutable s'il y a lieu de le faire et, éventuellement , lance 
l'exécution du programme. De toute façon, il réalise le 
"suicide" du LU.,TK c'est-à-dire la remise à zéro de l'espace 
préalablement occupé par le LINK. 
Il existe d'autres modules, d ' importance moindre, qui ne sont pas décrit 
ici. 
3Tous les noms de modules sont préfixés par "LNK" et suffixés par une 
abréviation générique en 3 lettres et/ou chiffres. 
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2.3.2. L'enchainement des modules. 
Cet enchainement peut être décrit sous la forme d'un "pseudo-algorithme" 
ainsi que sous la forme d'un organigramme (cf. figures 2-5 et 2-6). 
INITIALISATION; 
LIRE UNE LIGNE DE COMMANDES; 
TANT OUE "/GO" N'A PAS ETE RENCO NTRE 
TRAITER SWITCHES 
CHARGER FICHIERS 
LIRE UNE LIGNE DE COMMANDES; 
RECHERCHER SYMBOLES NON DEFINIS EN LIBRAIRIES-SYSTEME ; 
FINALISATION; 







Figure 2-6: Organigramme gé néral du LINK. 
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2.4. L'origine du LINK. 
Il importe de remarquer ici que le LINK a été écrit, à l'origine, pour le 
DECsystem-1O. Cet ordinateur fonctionne sous le système d'exploitation TOPS-
1O. 
Notre analyse du LINK a été réalisée sur le DECsystem-2O du Centre de 
Calcul des Facultés de Namur. 
d'exploitation TOPS-2O. 
Celui-ci fonctionne sous le système 
La firme Digital Equipment Corporation désire garder, dans la mesure du 
possible, les mêmes utilitaires sur les deux systèmes, DECsystem-1O et 
DECsystem-2O. Or, les appels-systèmes TOPS-1O ("UUO" ou "UNIMPLEME NTED USER 
OPERATION") diffèrent fortement des appels-systèmes TOPS-2O ( "JSYS" ou "JUMP-
TO-SYSTEM"). 
Le problème a été résolu par l'utilisation d'un interface: PA1O5O encore 
appelé "COMPATIBILITY PACKAGE". 
Imaginons un programme s' executant sous TOPS-2O. Lors <le la première 
tentative d'exécution d'un appel-système TOPS-1O, le système d'exploitation 
TOPS-2O charge, dans l'espace d'adressage du programme, l'interprèteur PA1O5O. 
Celui-ci interprète les appels-systèmes TOPS-1O en appels-systèmes TOPS-2O. 
Dans la suite, toute nouvelle tentative d'exécution d'un "UUO" résulte en un 
déroutement direct vers PA1O5O. 
PA1O5O est toujours placé dans les pages 7OOb4 à 73Ob de l'espace 
d'adressage. Par conséquent, un programme faisant appel à PA1O5O ne peut pas 
utiliser ces pages. 
4A partir d'ici, un "b" suivant un nombre signale au'il s'agit d'un nombre 
octal. 
DEUXIEME PARTIE, 
LES MESURES DE PERFORMANCES. 
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3. MESURES DE PERFORMANCES - GENERALITES. 
3.1. Les buts. 
Les mesures de performances se font en fonction d'un but hien déterminé. Le 
nôtre est de trouver des possibilités d'améliorer les performances d'un 
logiciel en diminuant sa consommation en temps CPU. 
Le choix des mesures ' a effectuer peut être très vaste. Il s'agit donc 
d'être prudent car les mesures sont généralement coûteuses et longues. Bien 
que la question du financement ne se pose pas de manière cruciale dans le 
cadre de ce mémoire, le facteur temps, lui, intervient de façon sensible. Des 
mesures "non réfléchies" peuvent introduire une perte de temps considérahle. 
L'important est donc de bien fixer les buts initiaux. Ensuite, il faudra en 
déduire un plan des mesures à effectuer. 
3.2. Le plan de mesures. 
Le plan de mesures doit préciser quelles sont les variables à mesurer et 
pourquoi. Il s'agit de justifier, à l'avance, les mesures en précisant ce que 
l'on pourra faire avec les résultats. 
Pourtant, et l'expérience le montre, certains résultats seront totalement 
imprévisihles. Par conséquent, l'explication a posteriori s'avèrera souvent 
inévitable (cf. [ DF]). 
Ceci va introduire une certaine récurrence dans les mesures, en ce sens que 
les résultats d -'une phase de mesures nécessiteront une nouvelle phase pour 
pouvoir être convenablement expliaués. 
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3.3. La démarche de la mesure. 
Conceptuellement, le procédé peut être décrit comme suit (cf. [PHD]). 
Imaginons un "système" acceptant, en entrée, ce que nous appellerons une 
"charge", sans préciser plus. Ce système fournit, en sortie, une certaine 
"résultante", moyennant la consommation de certaines ressources. 
En toute généralité, supposons que l'on veuille mesurer ce système dans le 
but d'en connaitre ses performances. 
Dès le départ, le mesureur a une certaine perception du fonctionnement du 
système. Il modélise ce système en ce sens qu'il abstrait du réel ce aui lui 
semble intéressant. Volontairement, le mesureur simplifie le syst~me réel 
afin de pouvoir mieux l'appréhender. 
La modélisation est une étape intellectuelle qui se traduit, pratiauement, 
par le choix des variables à mesurer (variables <l'entrée et variat-les de 
sortie). 
En principe, le modèle doit fournir des valeurs de vari a bles de sortie en 
fonction des valeurs des variables d'entrée. 
Les mesures vont pouvoir valider ou invalider le modèle utilisé. C'est ici 
que se situe l'origine de la récurrence dont il a été question plus haut. En 
effet, c'est la confrontation des valeurs des variables de sortie mesurées 
avec celles fournies par le modèle qui est à la base du "feed back". 
Grâce à cela, on peut finalement arriver à un modèle acceptable <le la 















Figure 3-1: La démarche conceptuelle de la mesure. 
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Il faut cependant insister sur le fait que notre but n'est pas de constuire 
un tel modèle du LINK ! C'est la démarche de la mesure qui nous intéresse. Dès 
lors, un modèle peut être assez vague, du moment qu'il permet de déduire les 
variables à mesurer. Si, dans la suite, les résultats ne correspondent pas à 
l'idée que l'on avait au départ, il y a lieu de la modifier pour pouvoir 
expliquer les anomalies. 
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4. ETABLISSEMENT D'UN PLAN DE MESURES. 
4 . 1. Que mesurer - Pourquoi, 
La démarche décrite ci-dessus nous permettra de prévoir des modification 
éventuelles au plan <le mesures que nous développerons dans ce chapitre. 
Il s'agit de dégager les grandeurs intéressantes à mesurer. Les méthodes et 
outils nécessaires feront l'objet des chapitres suivants. 
Le but que nous nous sommes fixés est de rechercher des possibilités 
d'améliorer le LINK au point de vue de sa consommation en temps CPU. 
1 
Pour ce faire, il est utile de connaître, d'ahord, les pe rformances 
actuelles du LINK. Il s ' agit donc de mesurer une variable résultante le 
temps CPU consommé pour l'édition de liens et le chargement des programmes 
ohjets. Ce sont ces programmes qui const.jtuent la charge du LI JK. 
Dans une première étape, nous allons nous intéresser au LI~TJ< vu comme une 
"boîte noire" c'est-à-dire décrire son corTJp ortement par rapport à la charge 
sans tenir compte de la structure interne du programme. 
Dans une second e étape, nous analyserons ce comportement plus en 
profondeur, en tenant compte de cette structure. Par opposition à la première 
étape, nous dirons que le LI!'TTZ est vu comme une "hoîte blanche". 
4.2. Le LINK vu comme une "boite noire". 
Le LINK est ici considéré comme une "boîte noire" à laquelle un utilisateur 
fournit des programmes compilés en entrée et qui en construit un programme 
exécutahle moyennant la consommation de certaines ressources (dont la 
ressource temps CPU). 
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L'idée initiale (ou le modèle initial) est que certains paramètres de la 
charge (ou variables d'entrée) influencent de manière significative la 
consommation en temps CPU lors de l'édition de liens-chargement. 
Dès lors, il semble intéressant de caractériser la charge du LINI<" à l'aide 
de ces paramètres. 
A priori, la taille et le nombre de symboles globaux des programmes sont 
susceptibles d'influencer la consommation en temps CPH. 
En effet, les fonctions du LINK sont 
- de résoudre les références externes (édition de liens), 





adresses des instructions 
et les données en mémoire 
et de placer, 
(relogement et 
Il nous paraît donc que ces paramètres peuvent constituer une mesure du 
travail à effectuer par le LI~TI(. 
Dans une première étape, la mesure de ces paramètres nous permettra de 
caractériser (décrire) la charge de travail du LI}TT{ , Ceci nous sera utile afin 
de composer un échantillon <le charge pour la réalisation de mesures plus 
approfondies. 
Dans une seconde étape, une description des performances actuelles du LTNK 
permettra de vérifier si une modification éventuelle est réellement 
avantageuse. 
Le terme "taille d'un programme 
précisions, 
nécessite cependant encore auelques 
Le nombre de mot s dans les REL BLOCKS de type 1 (code et données) des 
modules objets peut, éventuellement, servir de taille. Il faudr ait connaître 
ce nombre pour tous les modules objets, y compris ceux des librairies. 
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Une seconde possibilité consiste à mesurer la taille du programme 
exécutable ( "CORF. IMAGE SIZE"), et ce malgré que l'on puisse la classer du 
côté des variables résultantes plutôt que du côté des variables d'entrée. 
Le résultat devant être sensiblement le même pour ces deux méthodes, c'est, 
finalement, la facilité d'implémentation qui permettra de trancher. 
CHARGE SYSTEME REEL RESULTANTE 
LINK 
mesures modélisation mesures 
MODELE 
Confrontation! 
Figure 4-1: L'application de la démarche au cas du LINK. 
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4 .3. Le LU!l{ comme "botte blanche". 
L'idée sous-jacente à cette phase est que, dans la plupart des programmes, 
plus de 50% du temps CPU sont imputables à moins de 4% du code (cf. (DK]). 
Dès lors, c'est dans ces "endroits coûteux" au'une amélioration éventuelle 
s'avèrerait la plus avantageuse, 
Nous savons déjà combien de temps CPU le LINK consomme pour une charge 
donnée. Il s'agit, maintenant, de mesurer comment ce temps est distribué sur 
les différentes parties du LINK. 
Le terme "partie " ne pourra être précisP. que lorsque nous décrirons la 
méthode utilisée. 
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5. MESURES SUR LE LINK VU COMME UNE "BOITE NOIRE". 
5. 1. La méthode. 
A ce stade,_ nous savons quelles sont les variables À mesurer et pourquoi. 
Nous devons, naintenant, développer une méthode et un outil pour réaliser 
ces mesures. 
Bien que le LINK soit considéré, conceptuellement, comme une "boîte noire", 
nous sommes obligés de chercher les valeurs désirées ( taille et nomhre de 
symboles globaux des programmes et temps CP U consommé) là où elles sont 
disponibles c'est-à-dire dans le LINK même. 
Lors de l'exécution du LINK., une ou plusieurs routines (sondes) devront 
collecter les informations et les placer dans un "endroit sûr" en vue d'un 
traitement ultérieur, 
La méthode est donc très classique et correspond au schéma de la figure 5-1 







DEPOUILLEMENT..,__ ___ _ FAP-P()RT 
Figure 5-1: Sch~ma de principe de la m&thode. 
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5 • 2 • L ' out il . 
La mise au point de l'outil doit répondre à deux questions majeures 
- Comment accéder aux informations? 
- Comment sauver les informations? 
5.2.1. Comment accéder aux informations. 
Il apparaît qu'un des modules formant le LINT< contient · uniquement des 
données. Il s'agit du module LNKLOW ("LOW SFGMENT DATA EASE"). C'est dans ce 
module que sont définies toutes les variables utilisées . 
Ainsi, on peut y trouver la variable GSYM qui est définie comme contenant, 
à tout moment, le nombre de symholes globaux rencontrés. Il suffit donc 
d'échantillonner la valeur de cette variable à la fin de l'édition de liens-
chargernent. 
Par contre, il n'existe pas de variahle contenant la taille nu programme 
lié et chargé, et ce quelle que soit la définition de "taille de programme". 
La première solution qui consiste à utiliser le nombre de REL BLOCKS de 
type 1 (code et données) nécessite l' in.troduc tion d'un compteur et 
d'instructions pour incrémenter ce compteur au "bon moment". 
D'autre part, la taille du programme exécutable est calculahle à partir de 
certaines variables disponibles dans LNKLOW. Dés lors, c'est cette dernière 
que nous allons utiliser . 
Enf i n, le temps CPU peut être , mesurP. par un emploi judicieux de l'appel-
système P.UNTM (cf, [MC20], p. 3-199). 
Les routines insérées dans le LINK , le calcul de la taille d'un programme 
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ainsi que les moments des appels aux différentes routines sont décrits dans 
l'annexe 2. 
5.2.2. Comment sauver les informations. 
Les routines en question construisent un enregistrement contenant les 
informations désirées. 
Chaque fois que le LINK est utilisé, un tel enregistrement est ajouté à un 
fichier. Pour la sécurité des informations, il importe d'éviter les conflits 
d'accès simultanés à ce fichier (voir annex e 2 . 2.3. pour une description 
détaillée de cet enregistrement) . 
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5.3. Les résultats. 
5.3.1. Présentation des résultats. 
Plusieurs périodes de mesures se sont étalées entre dé cemhre 1980 et avril 
1981. Nous sommes ainsi en possession de plus de 20.000 observat ions 
d'exécutions du LINK. 
D'une part, des histogrammes (et les dis tributions cumulées 
correspondantes) permettent de décrire la composition de la charge de travail 
du LINK . 
D'au tre part , certains graphiaues mettent en relation les va r iables 
observées. 
Tous les histogrammes et graphiaues se trouvent rassemblés dans l'annexe 3. 
5.3.2. Un problème d'interprétation. 
Les graphiques tailles / temps d'une part, et nombres de symboles 
globaux/temps d'autre part , pr ésentent tous deux un aspect curieux ! En effet, 
on peut y observer plusieurs "branches". 
Ces "branches" indiquent qu'il y a de très fortes variations de 
consommation en temps CP U pour l'édition de liens-chargemen t de progr ammes de 
tailles semblables. Un phénomène analogue se remarque sur le graphique nombres 
de symboles globaux/temps. 
Avant de pouvoir aller plus loin, nous devons expliquer ce phénomène . Notre 
idée initiale s ' en trouvera légèrement modifiée: La taille et J.e nombre de 
symboles glohaux des proerammes ne sont pas seuls à influencer la consommation 
en temps CPU du LINK. Nous allons poser et discuter deux hypo thèses assez 
plausibles: 
- Ou bien il s'agit des mêmes programmes dans les <lifférentes 
"branches" des graphiqes. Dans ce cas, un facteur externe, tel que 
la charge du système, influence la consommation en temps CPU lors de 
l'édition de liens. 
- Ou bien il s'agit 
facteurs internes à 
nombre de symboles 
CPU. 
de programmes différents. Dans ce cas, des 
ces programmes ( en plus de la taille et rlu 
globaux) influencent la consommation en temps 
5.3.3. L'influence de la charge du système. 
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Une augmentation de la charge du système va de pair avec une augmentation 
du nombre de défauts de page . Or, le temps passé dans le gestionnaire <les 
défauts de page est compté dans le temps CPU consommé par le processus qui a 
causé ces défauts de page. 
Par conséquent, il est pratiquement indiscutable que la charge du système 
peut introduire une certaine variation tians la consommation en temns CPTJ. 
Pourtant, cette variation est-elle assez importante pou r être à l'origine de 
ce phénomène "de fou rche" dans les graphiques? 
Le tableau de la figure 5-2 donne les temps CPU consommés pour les éditions 
de liens-chargements de <li vers programmes sous des cl->arges systèmes 
différentes. 1 Ce tableau montre que la charge du système n'est pas responsable 
de la présence des différentes "branches". Tout au plus, elle est la cause 
d'un certain "élargissement" de chaque branche. 
Il faut donc trouver une autre explication. 
1La charge-système est mesurée ici, grâce au "ON?. !HTUTE LOAD AVERAGE ". Cet 
indice de charge est défini comme étant le nombre moyen de processus prêts par 
minute. Un e charge faihle corres pond , ici, à un indice de 2 à 5 et une charge 
forte correspond à un indice de 8 à 11. 
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PROGRAMME TAILLE NB DE SYMBOLES TEMPS CPU CONSOMME S SOUS 
NUMERO (en pages) GLOBAUX faible charge forte charge 
1 6 79 585 ms 679 ms 
2 3 7 L~ 469 529 
3 B2 66 313 431 
4 81 62 310 356 
5 4 300 1331 2145 
6 20 431 862 1003 
Figure 5-2: Temps CPU consommés sous différentes charges système. 
5,3,4, L'existence de plusieurs "classes" de programmes. 
D'autres paramètres de la charge doivent influencer la consommation en 
temps CPU du LINK ! Par exemple: 
- le nomhre de modules objets, 
- le nombre de modules à rech ercher en lit-rairie, 
- l'existence de grandes s tructures de données (grandes matrices) , 
- le nombre et la complexité des expre s sions à évaluer2 , 
- etc .•. 
L'association de tels paramètres dé termine plusieurs "classes" de 
programmes da ns la C['arge de travail du LI NK. 
Il n'est pas possible de collecter toutes ces informations avec l'outil 
utilisé jusqu'à présent. Cela est dû à la complexité et au grand nombre des 
informations nécessaires. 
Nous avons cependant modifi~ l 'ou t il utilis~ pour qu'il échantil lonne 
également la. valeur de la variable CTVPE . Cette variable désigne le langage 
sou rce du programme pri n cipal qui vient d'être traité par le LINK ( "HAI N 
2En effet, des expressions faisant intervenir des symboles globaux ne 
peuvent pas être evaluées lors de la compilation . Le LINK est capable de les 
évaluer. 
36 
COMPILER TYPE"). En effet, certains éléments peuvent var;i.er d'un langage à 
l'autre: 




de l'utiliser (du point de vue de 
externes, de grandes matrices, 
des symboles globaux, etc ... ), 
l'utilisation de sous-
d'expressions faisant 
- certaines particularités dans l'implémantation du langage (Pour 
certains langages, le LINK doit effectuer des traitements 
particuliers tels que les "GOMMONS" pour le FORTRAN, les "ALGOL OWN 
BLOCKS" pou l'ALGOL, les "COBOL SYMBOLS", etc ••• ). 
e te ••. 
Le tableau de la figure 5-3. donne la composition de la charge du LINK en 
fonction du langage source du programl'!le principal. Durant la période 
considérée, les programmes FORTRAN et COBOL-74 interviennent, respectivement, 
41% 42% d h 3 pour • et _ ans cette c arge 
De plus, un tri des observations par langage a permis de réaliser les 
graphiques décrits en 5.3.1., pou r les langages les plus abondamment utilisés 
(cf. annexe 3.3.). 
On remarque ainsi que le COBOL-74 a un comportement assez stable. Par 
contre, les graphiques des observations de programmes FORTRAN présentent 
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toujours le phénomène "de fourche" dont il a été question. 
Une analyse approfondie des programmes FORTRAN peut, sans doute, apporter 
des résultats intéressants. Par manque de temps, une telle analyse n'a pas été 
entreprise. 
3D' importantes va ria tians peuvent être observées d'une périorte à 1' autre. 
Ceci est, principalement, dû au fait que la charge rlu LJNK est composée en 
grande partie de travaux pratiques d'étudiants. Ces travaux pratiques ne sont 
pas répartis de manière régulière tout au long de l'année aca<lémique. 
LANGAGE NOMBRE TEMPS CPU TOTAL 
D'OCCURRENCES (en secondes) 
COBOL-68 80 108 
ALGOL 391 412 
FORTRAN 4209 6238 
MACRO 60 20 
SIMULA 71 274 
COBOL-74 4034 3187 
TOTAUX 8845 10239 
Figure 5-3: Composition de la charge du LINK en 
fonction du langage du programme principal. 
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6 . MESURES SUR LE LINI< VU COMME UNE "BOITE BLANCHE" . 
6 . 1 . La méthode. 
Ces mesures ont pour but de déterminer où clans son exécution le LI TK 
consomme du temps CPU . Le principe de hase est que c'est dans les "parties 
coûteuses" qu'une amélioration éventuelle s'avèrerait la plus avantageuse. 
Le mot "partie" nécessite cependant quelques précisions. 
Ces parties ne peuvent pas être les différents modules fonctionnels <lu LITT< 
car cette découpe est trop grossière (cf. Première Partie, 2 .3.1.). 
Utiliser, comme parties, les diverses sous-routines du LINK est dé jà plus 
intéressant. Ma lheureusement, vu le nombre important et la diversité des 
points de sortie de ces sous-routines, cette possibilité est difficilement 
réalisable . 
Une méthode classique consiste à observer le compteur ordinal (ou "PROGR.AM-
COUNT" ou "P-COUNT") du programme durant son exécution, afin rle construire un 
histogramme de ses valeurs (cf . r1c], [ VF ), [JH)). 
Une "pointe" sur un tel histogramme indique une zone d'activité intense 
dans le programme analysé. Ces zones sont les parties coûteuses cui nous 
intéressent. 
Il faudra encore identifier ces zones . Ceci peut se faire grice à 
l'utilisation de la "carte" d'implantation du LINK en mémoire (cf. "Première 
Partie, 2. 2. 2.) • 
Enfin, une analyse critique du code de ces zones coûteuses permettra, 
éventuellement, de proposer une amélioration. 
Un avantage évident de cette méthode est que l'on peut se permettre de 
n'étudier du programme, que ce qui est vraiment important. 
On se rend compte, d'autre part, que de telles mesures ne peuvent être 
réalisées qu'en utilisant un échantillon de la charge réelle du LINY.. 
6.2. Le choix d'un échantillon de charge. 
Les résultats de la première phase des mesures nous fournissent une 
caractérisation de la charge de travail du LI!JK. Précisons que cette 
caractérisation n'est valable que pour l'environnement universitaire dans 
lequel les mesures ont été réalisées (et pour une période donnée). 
Pour pouvoir réaliser des mesures plus détaillées sur la consommation en 
temps CPU rlu LINK , nous avons hesoin d'une série de programmes issus de cette 
cliarge. 
Il a déjà été question de l'existence de différentes "classes" de 
programmes. Théoriquement, il suffirait de choisir, dans chaque classe, un 
certain nombre de programmes ( proportionnellement à la taille de la classe) 
pour obtenir un échantillon représentatif de la charge réelle. 
Pour déterminer ces classes, on peut faire appel à des techniques dites de 
"clustering" (cf. [DF]). Les observations étant représentées par des points 
dans l'espace des paramètres, un nuage de points ("CLUSTER") correspon<l à une 
classe. 
Pourtant, d'après les remarques faites précédemment, nous savons que 
l'appartenance d'un programme à l'une ou l'autre classe ne peut pas se décider 
sur base des seuls paramètres connus (taille, nombre de symholes, langage et 
temps CPU). 
Nous avons préfé ré rechercher quelques programmes en tenant compte des 
faits suivants 
- 41% de la cparge sont constitués par des programmes FORTRAN et 48% 
sont constitués de programmes COBOL-74. 
- 75% des programmes FORTRAN ont une taille inférieure à 100 pages. La 
quasi totalité des programmes C0BOL-74 a une taille inférieure à 100 
pages. 
90% des programmes FORTRAN ont moins de 200 symboles glo~aux. Plus 
de 30% des programmes COBOL-74 ont exactement 324 symboles globaux 
(le reste a entre 324 et 524 symboles globaux). 
- Les programmes FORTRAN pour lesquels une amélioration du LINT< est la 
plus avantageuse, sont ceux de la branche supérieure du graphiaue 
tailles/temps. En effet, malgré leurs tailles parfois assez réduites 
(+ou- 30 pages), ils nécessitent beaucoup de temps CPU pour être 
reliés et chargés. 
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C'est sur la base de ces remarques que nous avons récolté quelques 
programmes FORTRAN et COBOL- 744 • L'échantillon ainsi constitué n'est pas 
absolument représentatif de la charge réelle . 
Le tableau de la figure 6-1 donne la composition ne notre échantillon de 
charge. 
LANGAGE UMERO TAILLE NB DE SYMBOLES TE!-fPS CPTJ 
(en pages) GLOBAl'X NECESSITES (en ms.) 
FORTRAN 1 33 70 698 
2 35 98 1196 
3 9 122 2115 
4 3 74 640 
5 22 184 2501 
6 33 214 3863 
7 62 204 4246 
8 6 79 713 
COBOL-74 9 87 340 3967 
10 62 411 2307 
11 15 324 8~9 
12 28 333 1610 
13 6 324 633 
14 40 516 1837 
15 65 466 2580 
Figure 6-1: Composition de l'échantillon de charge . 
4 Pour ce faire, nous nous sommes adressés aux personnes les plus 
susceptibles de nous fournir les programmes a<léquats 
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6.3. L'outil disponible LOOK, 
6.3.1. Description de LOOK. 
LOOK est un programme fourni (mais non supporté) par la firme Digital 
Equipment Corporation. Il permet d'"observer" n'importe quel autre programme. 
Cette observation (ou "MONITORING") consiste en un échantillonnage des valeurs 
du compteur ordinal du programme analysé. 
Pour ce faire, LOOK considère l'espace d'adressage du programme comme 
divisé en un certain n ombre de zones de 8 mo ts. Il ma intient une tahle de 
compteurs . Chaque fois que le compt eur ordinal est échantillonné , la valeur 
obtenue permet de déterminer le compteur à incrémenter. 
A la fin de l'observation, LOO"K construit un histogramme à partir de la 
ta~le de compteurs . 
Le f onctionneme nt de LOOK peut être r ésumé c omme suit 
1. LOOK s'exécute évidemment 
l'utilisateur, LOOK crée un 
programme à observer. 
dans un proces sus . A la demande de 
processus- fils dans lequel il place le 
2 . Il initialise la table de s compteurs. 
3. Il lance l'exécution du programme. 
4. Il se met en attente pour un temps par amétrable ( il s'agit d 'un 
intervalle de temps-ré el ou temps-écoulé). 
S. Lorsque le temps désiré. s 'est écoulé, LOOK est "réveillé " par le 
gé rant des processus. A ce moment, LOOK d emande , à ce géran t des 
processus , le mot d ' état du processus- f ils. Ce mot d ' é t at fou rn i 
l'état du processus et la valeur du compteur ordinal . 
6 . Si l' état du processus-file 
compteur correspondant à la 
valeur du compteur ordinal. 
est "EN EXECUTION", LOOK incrémente le 
zone de 8 mot s calculée à partir de la 
Ensuite , LOOK recommence en 4 . 
7. Lorsque l 'exécution du programme est terminée, l'observation est 
interrompue. L'utilisateur peut alors demander que l ' histogramme 
résultant lui soit fournit soit au terminal, soit sur un fichier . 
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6.3.2. Premières mesures et critiques de l'outil. 
Les premières mesures effectuées avec LOOK font apparaître divers 
problèmes. 
6,3,2.1. Le nombre d'échantillonnages du compteur ordinal. 
Le nombre d 'éch antillonages du compteur ordinal est très réduit. Ceci 
provient du fait que , d'une pa rt, les programmes qui constituent la charge du 
LINK lors de ces me sures ne sont pas très grands (Le temps de réponse du LI JK 
est de queloues secondes) et d'autr e part , l'intervalle d'échantillonnage par 
défaut est de 100 millisecondes. 
Dans le but d'augmenter le nornhre d ' observations, on peut vouloir diminuer 
la longueur de l 'intervalle d ' échantillonnage. On se heurte a lors aux 
limitations du système d ' exploitation TOPS - 20 . En effet , le cycle du gé r ant 
des processus ("S CHEDULER") est de 20 millisecondes ou, autrement dit, 
l'intervalle minimal entre deux interventions du "SCHEDULER" es t de 20 
millisecondes. De pl us , le proces s us dans lequel LOOK s'exécute devra encore 
attendre dans la file d'attente des processus prêts . Par conséquent, · 
l'intervalle d'échantillonnage n'est pas une constante mais obéit plutôt à une 
loi de probabilité. 
Pratiquement, ceci se traduit par de for tes variations rlans la foTT.le des 
histogrammes provenan t d ' expériences successives . 
6.3.2.2. Le cumul des résultats. 
Il n'est pas possible de cumuler les résultats de plusieurs mesures 
successive s (avec toujours le même programme en entrée au LINK), dans l'espoir 
d'arriver à des résulta ts plus stables. Ceci s'expliclue par le fait que le 
LINK se dé truit lui- même en construisant le programme exécutable. En effet, 
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lorsque l'on veut recommencer l'expérience, il faut recharger la version 
exécutable du LINT< dans l'espace d'adressage du processus-fils. Ceci se fait 
grâce à la commande "GET". L'utilisation de celle-ci remet à zéro la table des 
compteurs. 
6.3.2.3. PA1050. 
Une proportion importante des observations se situent dans l'espace occupé 
par PAlOSO (cf. Première Partie, 2 .4.). Pour certains programmes de 
l'échantillon, cette proportion peut aller jusqu'à 80% des observations ! Les 
résultats de LOOK ne fournissent donc pas beaucoup de renseignements sur 
l'exécution du LINK. 
6.4. Mise au point d'un outil propre. 
Les remaroues précéden tes ont guidé la mise au point d 'un outil propre 
(MYLOOK). Celui-ci, bien que basé sur le même principe que LOOI<', permet la 
répétition automatioue des expériences avec cumul des résultats. A la fin de 
la dernière expérience, l'outil fournit l'histogramme désiré. 
Le nombre de répétitions et l'intervalle d'échantillonnage sont 
paramétrables. 
De plus , toute observation faite dans l'espace occupé par PA1050 (pages 
700b à 730b de l'espace d'adressage) peut être imputée à la zone où se trouve 
l'appel-système qui a causé le déroutement. 
Cependant, le fait de pouvoir répéter l'expérience un certain nombre de 
fois, introduit une ouestion importante : combien de fois ? 
Actuellement, nous ne pouvons pas répondre à cette auestion avec 
exactitude. Il faut essayer avec 50, 100 ou 200 répétitions et choisir le 
résultat le plus satisfaisant (du point de vue du nombre d'ohservations et de 
la stabilité). D'autant plus que les résultats dépendent fortement des 
programmes introduits en i n put au LI~l< . De plus, il faut également tâtonner 
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pour déterminer l'intervalle d'échantillonnage à utiliser. 
Cependant, notre but n'est pas de construire un outil parfait. L'outil nous 
fournit ce dont nous avons besoin : des indications quant aux endroits où une 
investigation plus poussée peut s'avérer utile (Il s'agit, avant tout, d'une 
question de besoins). 
6.5. Les résultats. 
Après quelques essais, les résultats obtenus sont assez satisfaisants. Ils 
ont été réalisés en répétant 40 fois l'exécution du LINK avec le même 
programme en entrée. L'intervalle d'échantillonnage était de 40 millisecondes. 
Le rapport fournit 
- le nombre de répétitions, 
- le temps CPU moyen consommé pour une édition de liens-chargement, 
- le nombre de fois que le compteur ordinal a été échantillonné, 
- le détail des observations par état ("RUN", "I/0-WAIT", ..• ), 
- L'histogramme des valeurs du compteur ordinal. 
(Voir annexe 4. pour le programme et les résultats.) 
TROISIEME PARTIE. 
EXPLOITATION DES RESULTATS 
DES MESURES DE PERFORMANCES. 
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7. INTRODUCTION. 
Nous allons traiter un seul exemple entièrement pour mettre en évidence ce 
qui peut être fait une fois que les mesures ont été achevées. Dans la suite, 
nous citerons d'autres exemples sans les traiter de manière aussi détaillée. 
La démarche est la suivante 
localisation d'une zone coûteuse dans le programme LINK, 
identification de la zone, 
- description du code dans cette zone, 
- explication du fait que ce code est coûteux en temps CPU, 
- propositions d'améliorations du code (amélioration "interne") ou de 
son utilisation (amélioration "ext erne"), 
- implémentation de ces propositions, 
- nouvelles mesures. 
46 
8 • UN EXEMPLE. 
8.1. Localisation d'une zone coûteuse dans le LINK. 
Les histogrammes fourn i s par MYLOOK constituent des "profils" d'exécution 
du LINK pour chacun des programmes formant la charge-test. 
Ces profils d'exécution ne donnent pas avec une exactitude absolue les 
proportions du temps CPU passé dans les différentes parties du LINK (ceci est 
dû à la méthode utilisée). Cependant, ils donnent des estimations de ces 
proportions ( un certain nombre d' ohserva tiens du compteur ordinal du LU.TI< 
durant son exécution, se situent dans une zone donnée de 8 mots de 1' espace 
d'adressage). 
Ces histogrammes révèlent une pointe très importante dans la zone 564610h 
de l'espace d'adressage (adresses 564610~ à 564617b). La proportion des 
observations faites dans cette zone varie beaucoup avec le type de programme 
en entrée au LINK (cf. annexe 4.2). Pour des petits programmes FORTRAN, cette 
proportion représente jusqu'à 25% du total des observations du compteur 
ordinal. Pour les programmes COBOL-74, elle est moins importante(+ ou - 10%). 
Par conséquent, une analyse approfondie du code dans cette zone peut être 
utile. 
8.2. Identification de la zone. 
A l'aide de la "carte" d'implantation du LINK en mémoire (cf. Première 
Partie, 2.2.2.), nous pouvons voir que : 
- la zone en question se trouve dans le modul e LNKOLD, 
- le symbole NXTELK correspond à l'adresse 564610b, c'est-à-dire 
l'adresse d'un mot dans la zone en question. 
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Ces indications permettent de trouver le code correspondant dans le 
programme-source du LINK. Il s'agit, plus précisément, de la procédure T,14 
qui assure le traitement des REL BLOCKS de type 14 c'est-à-dire des blocs 
d'index de librairies. 
8.3. Description des mécanismes en cause. 
8.3.1. Description des blocs d'index. 
Les hlocs d'index sont u tilisés pour accélP.rer la recherche en librairie. 
Un bloc d'index est constitué de 128 mots. Il comporte un certain nombre de 
sous-hlocs (cf. figures 8-1 et 8-2). Pour chacun des modules relogeables oui 
suivent, il y a un sous-hloc. Ce dernier contient la liste des points 
d'entrées ( "ENTRY POINTS" ) du module correspondant ainsi qu'un pointeur vers 
celui-ci. 
Si un bloc d'index ne suffit pas, on peu t chaîner un nombre quelconque 
d'entre eux. Le dernier mot d'un bloc <l'index contient soit un pointeur vers 








SUIVANT OU -1 
Figure 8-1: Structure d'un REL BLOCK de type 14. 
NB DE SYMBOLFS 
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POINTEUR VERS LE 
MODULE CORRESPON-
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Figure 8-2: Structure d'un sous-bloc. 
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Figure 8-3: Structure d'une li~rairie inôexé e . 
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8.3.2. Description de la procédure T.14. 
D'une manière générale, la lecture d'un "HEADER WORD" (cf. Première Partie, 
2.1.1.) permet de savoir de quel type de hloc il s'agit. D'après le type de 
bloc, le LINK détermine le traitement (la procédure) à appliauer au reste du 
bloc. 
Ayant ainsi dét~rminé qu'un bloc est de type 14, le LINK poursuit son 
exécution en T.14. Cette procédure parcourt séquentiellement le bloc d'index 
et le traitement peut être résumé comme suit 
1. S 1 il s'agit du premier bloc d'index rencontré, le LINK demande un 
bloc de travail de 128 mots dans la zone d'allocation ôynamique de 
mémoire. 
2. Le bloc d'index est recopié dans le bloc de travail. , 
3. Le LINK lit un symbole (point d'entrée) dans le bloc de travail. 
(chaque point d'entrée est codé en code RADIX-50. Il doit, d'ahord, 
être traduit en code SIXBIT). Le symbole est alors recherché dans 
la table des symboles globaux. 
4. Si le symbole ne se trouve pas dans la table ou s'il s 1 ·y trouve 
mais qu'il est déjà défini, alors on poursuit en 3. 
Sinon (c'est-à-dire si le symbole se trouve dans la table sans 
avoir été défini jusqu'ici) il constitue une requête g lobale non 
encore résolue. Dans ce cas, le module correspondant doit être 
chargé. Pour ce faire, on se positionne dans le fichier en 
utilisant le pointeur fourni dans le sous-bloc courant. Ensuite, le 
chargement se fait comme pour tout autre module. 
5. Lorsque le module est chargé et s'il reste des symboles globaux non 
définis, on continue en 6. Sinon, la recherche en librairie est 
terminée. 
6. Eventuellement, il reste 
courant. Il sont ignorés 





symboles dans le sous-bloc 
module correspondant vient 
S'il reste encore des sous-blocs à considé rer dans le bloc d'index 
courant, on retourne en 3. 
Sinon, deux cas peuvent se présenter 





vient d'être lu est le 
cas, l a recherche en 
dernier de la 
librairie est 
- le bloc d'index qui vient d'être lu n'est pas le dernier. Il y 
a lieu d'utiliser le pointeur fou rni en fin de bloc pour se 
positionner · dans le fichier et lire le bloc d'index suivant. 
Lorsque ceci est fait, on retourne en 2. 
Le détail du code de la procédure T.14 est fournit en annexe 5.1. 
A.3.3. Description succincte de la lecture d'un fichier sous TOPS-10. 
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La zone qui nous intéresse correspond aux instructions qui réalisent la 
lecture du fichier-librairie sur disque, Dès lors, il est intéressant de 
décrire le déroulement de cette lecture. Ensuite, nous pourrons expliquer 
pourquoi ce code coûte cher en temps CPU. 
Le LINK utilise évidemment la technique propre à TOPS-10 pour lire un 
fichier (cf. Première-Partie, 2.3.3.). Ceci est vrai aussi bien pour les 
fichiers ohjets des utilisateur s que pour l es li b rairies. 
Essentielleme nt , les opérat ions à exé cuter par un progr amme désirant lire 
un fichier sur disque sont les suivantes (cf. [MClO], p . 1 2-1 ) 
- Initialiser un canal d 'entrée/sortie (le rendre disponihle nour l e 
programme), 
- Initialiser un anneau de tampons ("BUFFER RING") , 
- Sélectionner un f ichier, 
- Faire remplir les tampons pa r le système d'exploitation et t raiter 
les données ainsi lues, 
- Fermer le fichier, 
- Libérer le canal . 
Le fait de travailler avec un anneau de tampons doit pe roettre la 
simultanéi té entr e traitement des données par le programme et le transfert 
physique des données, Pendant que le programme li t ou é crit dans un tampon, le 
transfert physique se fait de ou vers le ou l es autre(s) tampon(s), 
La taille de chaque tampon e st de 128 mot s i.e. 1a t a il le d'un bloc de 
données sur disque ("DISK-BLOCK"). 
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La figure 8-4. montre la structure d'un anneau de 3 tampons. 
Dans le "BUFFER CONTROL BLOCK" se trouvent, principalement, un pointeur 
vers le tampon courant, un pointeur vers le dernier hyte lu et le nombre de 
bytes restant à lire dans ce tampon. 
Les "BUFFER HEADER BLOCKS" contiennent, entre autres, un pointeur vers le 
tampon suivant dans l'anneau. 
Ces informations de service sont tenues à jour soit par le programme, soit 
par le système d'exploitation. 
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BUFFER CONTROL BLOCK 
BUFFER 
POINTER TO CURRENT HEADER 
BUFFER -----7 BLOCK 
1-----~ 1 B BYTE POINTER 1 
1 
BYTE COUNTER 1 
1 
1 
1 . . 


















L~ 1 C L----3Jo- 1 A 
BUFFER B BUFFER C 
Figure 8-4: Structure d'un anneau de 3 tampons. 
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8.4. Pourquoi ce code est-il coûteux? 
La pointe localisée dans les profils d'exécution du LH,TK, correspond à 
l'appel-système qui demande le passage au tampon suivant dans l'anneau et donc 
la lecture d'un "DISK BLOCK" (IN UUO) . Le tampon qui vient d'être lu peut être 
rempli à nouveau par le système d'exploitation. Dans ce cas particulier, on 
s'est préalablement positionné dans le fichier-librairie de manière à ce que 
le bloc lu soit le prochain bloc d'index. 
Comme nous l'avons déjà fait remarquer, le LINK utilise les appels- systèmes 
propres au système d'exploitati on TOPS-10 . Dès lors, son exécution sous le 
système d'exploitation TOPS- 20 nécessite l'interprétation des appels-sy stèmes 
par l'interface PA1050 (cf . Première- Partie, 2.3.3.). 
PA1050 utilise la technique propre à TOPS-20 pour la lecture d'un fichier. 
Il possède ses propres tampons. L'interprétation de l'appel-sy stème IN 
consiste en un recopiage du contenu <les tampons cle PA1050 dans les tampons du 
LI~TI<. De plus, PA1050 doit assurer la mise à jour des informations de service 
contenues dans le "BUFFER CONTROL BLOCK" et dans les "BUFFF:R HEADER BLOGKS". 
Il n'y a plus de simultanéité entre remplissage des tampons et traitement des 
données par le prog ramme ! 
Cette recopie des donnAes d'un tampon dans l'autre est coûteuse en temps 
CPU. La preuve en est que les histogrammes construits par LOOK ou MYLOOK et 
qui tiennent compte de PA1050 (cf. annexe 4 .2.1.) prAsentent tous une pointe 
extrêmement importante à l'endroit de l'instruction BLT ( "BLOCK TRANSFERT") 
qui assure ce recopiage (zone 704350b de l'espace d'adressage). 
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B. 5. Amélioration "interne". 
8.5.1. Amélioration par adaptation. 
Une première possibilité d'améliorer les performances du LINK consiste à 
adapter celui-ci au système d'exploitation TOPS-20. La lecture c1e tous les 
fichiers (pas uniquement les fichiers-librairies) pourrait être accélérée si 
le LINK utilisait directement les appels-systèmes propres à TOPS-20, sans 
passer par PA1050. 
8.5.2. Description succincte de la lecture d'un fichier sous TOPS-20. 
La technique utilisée par PA1050 est appelée "PAGE MAPPING" (cf. [MC20], 
[MO]). Elle consiste à rendre équivalentes une ou plusieurs pages de l'espace 
d 1 adressage du processus (le tampon) et autan t de pages du fichier que l'on 
veut lire. 
Cette équivalence ne cause aucun transfert physique de données et consiste, 
en fait, en une modification de la table des pages du processus. Cette table 
indique où se trouvent les pages existantes du processus : en mémoire centrale 
ou en mémoire auxiliaire. Ce n'est que lorsque le programme fait référence à 
ces pages (pour lire le contenu du fichier) et au'elles ne se trouvent pas en 
mémoire centrale, qu'il y a un défaut de page qui entraîne le transfert 
physique, 
Ces pages constituent une "fenêtre" à travers laquelle le programme lit le 
fichier. On peut déplacer cette fenêtre progressivement, de manière à lire 























Il s'agit d'une modification d'une importance telle qu'une impl~mentation 
est irréalisable dans le cadre de ce mémoire. 
A défaut de pouvoir réaliser cette adaptation ~u LINK, nous avons cependant 
essayé de montrer qu'il s'agit effectivement d'une amélioration. Pour ce 
faire, nous avons écrit deux programmes. 
BFRDIO 
PMAPIO 
qui réalise la lecture d'un fichier en utilisant les appels-
systèmes TOPS-10 ( et nécessite, par conséquent, PA1050 pour 
l'interpré t ation de ces appels). 
qui réalise la lecture d'un fichier en utilisant les appels-
systèmes TOPS-20 (et donc la technioue du "PAGE MAPPING"). 
Nous avons, ensuite, mesuré le temps CPU consommé par ces deux programmes 
pour lire les mêmes fichiers. Les résultats sont probants : PMAPIO consomme 
jusqu'à 45% de moins que BFRDIO 
résultats, voir annexe 5.2.). 
( pour le détail des programmes et èes 
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8.6. Amélioration "externe". 
8.6.1. Le principe. 
La première possibilité consistait ' a modifier le LINK lui-même 
(amélioration "interne"). Une seconde possibilité peut être de <liminuer le 
nombre de lectures sur fichiers que le LINK doit exécuter. 
Il n'est évidemment pas possible de diminuer le nombre de lectures 
nécessaires pour les fichiers objets de l'ut i lisateur. Ces fichiers doivent 
être parcourus entièrement. Cependant, l'endroit coûteux que nous avons 
identifié concerne le traitement des librairies. Or une r~organisation 
judicieuse de ces librairies peut, dans certains cas, apporter une diminution 
notable des lectures sur disque et du temps CPU consommé (cf. (BCM]). Par 
opposition ' a la première possibilité, on peut parler d'une amélioration 
"externe". 
8.6.2. L'implémentation. 
Une analyse plus poussée serait nécessaire pour pouvoir mettre en évidence, 
pour chacune des librairies-systèmes, un "noyau" de modules qui sont souvent 
(si pas toujours) référencés. L'outil utilisé pour les mesures sur le LINK vu 
comme une boî te noire (cf. Deuxième Partie 6.2.) pourrait être adapté de 
manière à collecter les noms des modules recherchés dans ces librairies. 
Ensuite, il faut encore tenir compte des dépendances éventuelles entre 
certains modules d'une librairie donnée. L'ordre des mo<lules peut avoir de 
l'importance. En effet, une lihrairie est parcourue sans retour en arrière. 
Dès lors, si un module fait référence à un autre module de la même librairie, 
ce dernier doit nécessairement venir après le premier. 
Finalement, le noyau ainsi déterminé peut être placé au début de la 
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librairie (les modules étant, dans la mesure du possible, classés par ordre de 
fréquences d'utilisations décroissantes). De cette façon, la recherche en 
librairie peut être accélérée. 
Une première implémentation est représentée à la fi gure 8-6. Les modules du 
noyau y sont accessibles via le premier ou le deuxième bloc d'index. Cette 
solution est réalisable grâce à MAKLIB, Cet utilitaire permet diverses 
manipulations sur une librairie ajouter, enlever ou déplacer un module, 
créer un index, etc •.. (cf. [MUG]). 
Une seconde implémentation consiste à placer les queloues modules qui sont 
toujours référencés, en tête de la librairie, avant le premier bloc d'index 
(cf. figure 8-7). Ceci permettrait d'aller encore plus vite. Ma lheureusement, 
MAKLIB ne permet pas ce genre de mod ifi ca tions (Dans une librairie indexée, le 
premier REL BLOCK est nécessai rement un bloc d'index. Il s'agit d'une 
limitation de MAKLIR) , 
. . . 
/ 
/ 
• . . 
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Figure 8-6: Première possibilité de réorganisation 
d'une librairie indexée. 
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Figure 8-7: Deuxième possibilité de réorganisation 
d'une librairie indexée. 
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8.6.3. Les nouvelles mesures. 
Par manque de temps, les mesures préconisées ci-dessus n'ont pas été 
réalisées. Nous avons cependant analysé l e s programmes FORTRAN <le notre 
échantillon. On peut ainsi remarquer que 3 mo dules de la librairie FORLIB sont 
toujours chargés. Il s'agit des modules FORINI, FORPSE et CFRXIT. 
Les modules FORINI et FORPSE sont accessibles grâce au premier bloc 
d'index. Ils sont donc trouvés assez rapidement. Par contre, le module CFRXIT 
se situe à la fin de la librairie. Par conséquent, le LINK doit parcourir les 
8 blocs d'index de la li~rairie FORLIB avant de trouver ce dernier module. 
Avec l'aide de MA..1<LIB, nous avons modifié la li hrairie FORLIB en plaçant 
les 3 modules FORINI, FORPSE et CFRXIT au début (voir annexe 5.3. pour le 
détail des manipulations). Ensuite, les programmes FORTRAN de l'échantillon 
ont été reliés et chargés en utilisant cette nouvelle versi o n de FORLIB. 
Les résultats montrent qu'il est possible de gagn er jusq u' à 1Q % du temps 
CPU consommé pour l'édition de liens-chargement de petits pro grammes. Pour ces 
derniers, les résultats de nouvelles mesures avec MYLOOK ne présentent plus 
aucune trace de la pointe en 564610b (cf. annexe 5.4.). 
Lorsque d'autres modules doivent être recherchés dans FORLIB, les gains 
sont moins importants (voir tableau de la figure 8 - 8 ). Bien entendu, ces 
résultats ne sont valables que pour l'échantillon utilisé. 
Les temps CPU indiqués dans ce tableau sont des moyennes. Il a fallu tenir 
compte des variations dues à la charge du système (cf. Deuxième Partie 
5.3.3.). 
PROGRAMME NB DE MODULES TEMPS CPU CONSOMMES (en ms.) 
NUMERO RECHERCHES AVANT APRES GAIN (en 7o ) 
1 1 695 695 0 
2 9 1160 1010 13 
3 5 2115 2115 0 
4 4 640 520 19 
5 9 2470 2470 0 
6 17 3800 3800 0 
7 15 4270 4270 0 
8 5 713 608 15 
Figure 8-8: Résultats des mesures avant et après 
la réorganisation de la librairie FORLIB. 
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9. D'AUTRES EXEMPLES. 
Nous donnons ici d'autres exemples d'amél i orations possibles mais parfois 
moins importantes que celles présentées dans le chapitre précédent. Ces 
remarques proviennent soit des mesures réalisées, soit d 'une analyse de 
certaines parties du code du LINK, soit e n core de l'analyse de quelques 
fichiers objets. 
9.1. La lecture des fichiers. 
Une seconde pointe dans les profils d'exécution du LINK attire notre 
attention. Elle se situe en 557540b et correspond aussi à la lecture des 
fichiers objets (du moins en ce qui concerne les REL BLOCKS autres que les 
blocs d'index). 
De plus, une troisième pointe correspond à l'appel-système LOOKUP (en 
553120b) . Celui-ci sert à sélectionner un fichier pour la lecture (cf. [MClO], 
p. 27-171). L'interprétation de cet appel est très coûteux en temps CPU car 
il n'existe rien d'analogue parmi les appels-systèmes TOPS-20. 
L'amélioration du LINK par adaptation est donc d'autant plus souhaitable . 
9.2, L'initialisation. 
Dans le module LNKINI sont réalisées différentes initialisations oui, pour 
des petits programmes, nécessite jusqu'à 10% du temps CPU total. 
Parmi ces initialisations figure une mise à zéro de l'espace occupé par la 
"base de donnée" du LINK. Or, cet espace est dejà à zéro (Le mé c anisme de 
mémoire virtuelle du DECsystem-20 se charge de ' mettre a zéro toute page 
nouvellement créée.) 
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D'autre part, le LINK y effectue une série d'appels-systèmes dont l'utilité 
est discutable. Par e xemple : 
- demander le numéro du "JOB". Le LINK ne s'en sert que pour donner un 
nom à un éventuel fichier .LOG ou .MAP dans le cas où l'utilisateur 
n'en a pas spécifié, 
demander l'allocation de place mémoire pour les zones de travail. 
Or, sous TOPS-20, le mécanisme de mémoire virtuelle ne nécessite pas 
ce genre de demande, 
- demander l'heure. 
Certains de ces appels-systèmes sont inutiles sous TOPS-20. D'autres 
pourraient, tout simplement, être exécutés au momen t où ils sont nécessaires. 
9.3. La lecture des lignes de commandes. 
Actuellement, le LINK utilise une série de routines regroupées dans le 
module .SCAN , pour effectuer la lecture d'une ligne de commandes au terminal. 
Ce module est d'utilisation généralisée (cf. Premiere Partie 2.3.1.) et est 
orienté TOPS-10. 
Sous TOPS-20, on peut utiliser l es facilités offertes par le système (COMND 
JSYS, cf. [MC20], p. 3-22). 
9.4. Les messages d'erreurs du LINK, 
Le LINK utilise une manière assez particul i ère pour signaler des év~nements 
(tel que l'entrée dans un module) ou des erreurs. Selon ce que l'utilisateur 
demande, des messages sont affichés à l'écran et/ou écrits dans un fichier 
.LOG (cf. Première Partie 2.2.2.). 
Notons encore que l'utilisateur peut auss i spécifier quels sont les types 
de messages qu 'il veut voir affichés. En effet, les différents messages sont 
caractérisés par un niveau et l'utilisateur peut choisir à partir èe quel 
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niveau les messsages doivent être affichés à l'écran. Par défaut, seuls les 
messages d'erreurs suffisamment graves le sont (cf. [LRM], p. D-12). 
Pour générer un message, le LINK exécute une instruction définie lors de 
l'assemhlage du module LNKPAR (l'instruction ERRUUO). Cette instruction 
possède le code opératoire 001. Celui-ci n'est normalement pas assigné et son 
exécution résulte en un déroutement vers le système d'exploitation TOPS-20. 
L'effet de celui-ci est de placer l'instruction ayant causé le déroutement en 
.JBUUO, et l'adresse de cette instruction +l en UUOTRAP. Ce déroutement cause 
enfin l'exécution de l'instruction située en .JB41. En .JB41, le LUIK aura mis 
une instruction de branchement vers une routine qui vérifie s'il s'agit bien 
d'un code opératoire 001 qui a causé le déroutement. Si ce n'est pas le cas, 
l'exécution du LINK est interrompue. Pa r contre, si le test e st pos itif, il y 
a branchement vers %%UUO . Là, se décide si oui ou non il y a lieu d'afficher 
le message au terminal et/ou de l'écrire dans le fichier .LOG. Ceci se décide 
grâce aux informations situées dans le mot suivant l'instruction ERRUUO. 
A la fin du trai tement , l'exécution du LINK reprend à l'adresse de cette 
instruction+ 2 ! (sauf s'il s'agit d'une erreur grave, auquel cas l'exécution 
du LINK est interrompue.) 
On voit donc qu'il s 'agit d'un mécanisme inutilement complexe. Il peut être 
remplacé, avantageusement, p·ar un mécanisme plus simple du type suivant : 
Si NIVEAU-MESSAGE) ou = NIVEAU-DEMANDE 
ALORS AFFICHER/ECRIRE MESSAGE 
SINON CONTINUER EN SEQUENCE 
9.5. Les recherches en librairies. 
Il apparaît que, pour certains langages, la librairie-système 
correspondante est parcourue deux fois ! Il en est ainsi du COBOL-68 et , dans 
certains cas, du PASCAL. 
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Dans le cas du SIMULA, le LLNK · effectue une recherche complexe dans 3 à 4 
librairies ! 
Vu le coût de la recherche en librairie , il y a intérêt à étudier, de 
manière critique, les raisons de ces recherches. 
Dans le cas du COBOL-68, par exemple, le compila t eur inclu, dans le fichier 
objet qu'il produit, un "ASCII TEXT BLOCK". Celui-ci constitue une ligne de 
commandes pour le LINK. Elle force le LINK à charger le module CON012 de la 
librairie SYS:LIBOL.REL. Celle-ci est, de toute façon, consultée à la fin du 
chargement. Il serait intéressant d'étudier une autre possibilité de charger 
ce module. Eventuellement, l'existence d'un symbole global représentant un 
' point d'entrée dans le module CON012 et non défini lors de la recherche finale 
en librairie, résulterait dans le chargement de ce module (selon le mécanisme 




Dans le hut rle pouvoir proposer (les améliorations .~ l'éditeur de liens 
LINK, nous avons pro c 0.clé à une étucle cri t ique des performances rle cet 
utilitaire. Nous nous sommes cependant limitPs aux performances du point de 
vue cie la consol".lmation en temps CPU. Une autre possihilité pourrait être, par 
exemple, l' analyse <le la consommation en place mémoire du LI.~. 
Une part importante de cette étude a ét~ consacrée à la mise au point de 
deux outils de mesure. Le premier nous a permis de car.::1t0,riser la char8e <le 
travail du LH1Y. selon certains critères ( la taille, le nomhre de symholes 
g lohaux, le langage des programmes ainsi aue le t emps C?U consol'1.rn•~ 1 ors de 
l'é<lition de liens-chargement de ceux-ci). 
Grâce cela, nous avons pu clé terminer l'Pchanti.llon de prog rammes 
nécessaire lors <les nesures plus précises effectuées avec le seconrl outil. Ces 
derni2res nous ont permis de localiser quel(jues narties coûteuses dans le 
LT NK . 
Une connaissance approfonnie du fonctionnement rlu LViK nous a roté 
indispensahle pour me ner à hien ce travail. 
Les mesures réalisées démontrent cu'une proportion non nég ligeahle d,1 temps 
CPU consommé par le LI NK est li. imputer à la lecture des fichiers ci' entrée 
(fichiers ohjets <les utilisateurs et fichiers-librairies). 
F.lles <lémontrent aussi (lue ce n 'est pa s le LPTT<" en lni même ciui est 
coOteux! C'est plut8t le fait que celui- ci n'es t pas a<lapt~ au syst~me 
rl 'exp loitati.on -rnps-2O. r;:n effet, le L1\IT( utilise les appels-systèmes 'T'0PS-10. 
t 'interpr~tation ne ceux-ci, pa r l'interface î'Al /"1'1 0, nécessite la Majeure 
partie <lu temps CPU consomm~ du rant l'~dition <le liens d 'un pr ogramme. 
Cette ada ptation est une entreprise trop i ~ po rt ante pour ê tre rPalisée <lans 
le cadre d 'un m~moire. ~~a nmo ins, par comparaison des deux m~ t h odes (TnPs-1n 
et TOPS-20) no11s avons ru <lPter.miner rrn'il s'agit effectivement rl'une 
a M~l i.oration. 
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ne plus, nous avons montré qu'une meilleure orga nisation cles lihrairies-
syst~mes peut, rlans certains cas, apporter un gain appréciahle en temps CPU et 
en lectures sur rlisriue. Les mesures nécessaires pour pouvoir r/:•ali.ser cette 
r é organisation (cléterrnination de "noyaux" rle modules tians les lihrairies-




une analyse plus approfonrlie ne certains 
d'en identifier les particularités faisant 
temps GPU pour être reliés et chargés. Ceci 
proposer d'autres améliorations au LT NK. 
programmes F'OR'T'"RAM 
au'ils n~cessitent 
pourrait amener A 
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1, EXEMPLES DE R"F:L BLOCKS, ~- 1 
Fous pr é sentons ici quelriues e"Ker,ples cles TTL nL0cvs les 
Pour ce fai re, nous avons utilis~ un peti t prog ramme FnRTRAN. 
plus courants, 
Ou tre le fait que le pror ramme princi pal (S Y~TYf ) appelle ~iverses routine s 
de l a lihrairie F'()P.TR:\P (Fnr..LIB ), il fait r-!ga l ement appe J ~ la rout i ne STTn nrn 
ne la lihrairie utilis<1t eu r LrnR AP.. . RF. L. 
Le code s ource es t s uivit du r ésultat de l,1 cof'lpilation tel au 'i1 peut être 
trouvf dans un fich ier ,LST produit par le c omp i la teur FORTPAP . 
Ensui te, un 
DL0Cl{S gé nf r é s. 
e s t formé 0e 1.3 
"NTTTP" du fichier . ~EL donne le dé t ails des <liffé rent s REL 
De cett e mani~re, on peu t r e~a rauer nue le fichie r SYMTHP. REL 
hlocs ~es t ype s 4,~,1,1,2,ln,7 et S. 
( Rer;,a r auons encore ciu 'un e valeur r eJoeeahle est signaJ~e ra r in "'",) ' 
SO!JRCF. CODE 
/"J()no 1 nrri r. r.Arf svr:""m: 
nno02 H JTEGH T 
r\(l()QJ T=0 
00W) 4 r,!P.1T':'.'. ( 5 , 1()(:1)) 
0nnns 1"00 fC)P,tf ,j,T (l :V , · ~·' AP 1 T:F:GI'1 ' ) 
nnnnr, 
· 1=1+l 
ornn7 C:;\l, t s1nnn1cn 
()()0()8 T=I+ l 
()0()() '1 C:\L 1. Sf'nnn1(T) 
()()()10 I=T+l 
0 00 11 CALT. surno1 CI) 
nn012 1-;r> I p · ( 5 , l O O 1 ) 
000 1 3 1no 1 r,or:-1t,T(l V, ' lt\î:'l :::nf' ') 
00014 nm 
OBJECT CODE 
Ln1i=: LOC LJ\R.:: T. r:P.lf.RA T f.l) CODE 
n J FCL n r-
. ' 
1 J~r lr, , Rf. SF. 1' . 
2 n 0 
' 3 3 <;T'.T7. p, 2 ,T 
4 1.,. ~ '.0 17 17 I ln , ?.) 1 
5 PF<:1-U l 7 ,(' UT . 
r-, î>{J:,!)J 17, rrr . 
,; 7 :,n~ 2 , 1 
7 10 ~rcwr 1 l f- , 1?' 
11 î'T1S l-U 17 ,: lTOOl 
g 1 2 ,1\0C: ?. , T 
q n :•(WPJ l r-, , 4t-: 
1 4 PllSl;J 11,s11~nn1 
1n 15 ,\ (: s 2 ,T 
l 1 1 ,; "'.fnvr. J ] Fi ' s ;i 
17 pp<;µJ 17 , sr1r. nn1 
12 2n : 10vi:- I l AJ, r' 
7) rfTS J!J l 7 , Oll'T' . 
'22 Df1S J1.J 17, fI~T . 
14 23 
24 
ARGl fc-1fTT BLOCKS : 
25 
2 r, l r : 
27 
30 5:1,, • 
. ' . 
31 
32 li. t,i ; 
33 













FOPtf.l\T ST i\ T1::r':fl-'T S (IN 









() ' ' (' 
o, ,o 
lA , H i 
17 , F:XI':' . 
77 7777 ,, 0 
100 ,, I 
77 7777 , , o 
100 ,, T 
777777 , , o 
10n , , I 
7777 73 ,, n 
n, , s 
o, ,o 
0 , , 0 
3/-.0 , , 1 000P 
') ' ' 4 
777773 , , o 
n ,, 5 
() ' ,o 
0 , ' (\ 
341"1 , , 10()1;,' 
0 ,, 3 
T.f'! J S~C:fT' NT) : 




(1 y: ' 1 
~'.} I \T 
t' 1-'T' 1 ) 
Dump of file DSK : SYNTHE . REL[4 , 457] 
Record 1. Type 4 ( 'F ntry) 
Reco rd 2 . Type 6 ( ,'ame) 
Progr ar.i nëJ l"'le : SY:-TT t.lF, 
Processor : 2 ( ~'Iln) 
'.·
1or rl count 1 
\.Jorn count 2 
Translator: 1n ( Fn~-r~A~) 
COPi'-·i0 l'T len g th : nnnooo 
T:eco r cl J . Type 3 ( T i Se~) 
1H:?;h segr.ient ori;?in : 
Hi~~ se~~ent ~r ea~ : 
Low segmen t origin : 
Law se~rne nt h rcak : 
~ecord 4 . Typ~ ( Cocle) 
ooonn-z r / 2lilii13 
nnnnn3 ' / 4r)C./'\Jl 
nnnoo4 ' / !il ?1 , n 
4 nnnno' 
/, () /'\()()() 
nonnno 
(Vl0n 1 l 
n2,;11r, 
1471nn 
7 l~!d, 14 
l!orr] co11nt ? 
\-!on1 co11nt 1n 
" ( l '< , '" 
11 7\.\ 1 ' T .. 
.. .,, 
r.I'-' " '1 
!,, - ? 
00000 5 ' / 
0001)/)f;' / 
000007 ' / 
0000 10' / 
235220 01)0000 
241433 0261Fi 
Mlfi031 1471 00 
4215350 4235V 
.. 1 ) 
" ( 1 X,'" 
"P t\HT " 
"Enn') " 
P. ecor cl S . Type 1 (Code) Hor rl c ount 22 
400000 ' / 
400001 ' / 
L,0000 2' / 
L10/)003 1 / 





l.00(H l ' / 
400012 ' / 
40 0 0 13' / 
40()014' / 
l• 00C15' / 
4001JlF, ' / 
1,nnn17 ' / 
4nnn2 0 ' / 
2550 00 oonnoo 
265 700 00000 () 
onoooo roonon 
4031 00 ()000()1' 
201 700 nonnon 
260 74 0 onon00 
260740 ononoo 
350100 nooon1 1 
201700 onoooo 
26074n nnnono 
35010n noonn 11 
2n1700 nnooo0 
2r,071\n nn,r.ooo 
3501 00 nor;0n1 1 
2017 0 0 n00non 
2r,n74n nnn0nn 
20 170 () () () ()(\()() 
J f CL 
JS P 
SFTZTI 













2 , 1 
ir-, , () 
17 , 0 
17 , 0 
2 , l 
) (-, ' 0 
l7 ,n 
7. ' 1 
ir,,n 
17 , n 
~.1 
li; 'Î 
' ' 17 ,n 
1,; , n 
necor rl r, , îy re l ( C'o (!e) \--lord c ou nt 22 
400021' / 
40002 2 ' / 
400023 1 / 
4()00 24 1 / 
40002 5' / 
4()002fi 1 / 
4 ono2 7 ' / 
4()() () ]0 1 / 
400031' / 
400032' / 
4n0n33 ' / 
4 no,,::it, ' / 
400 035 ' / 
4000% ' / 
400()37' / 
4onnt,r ' / 
L1 000/41 1 / 
2f- 0740 1)()0.()()n T'C::: l-:J 
260 740 00rono PCSHJ 
20 17 00 00CH)O O ymrr,1 
26n74n ornnno nr1 ~qJ 
000 01:0 0nr:,0 0,n 
OO IJ OO r: onrnn 
777777 ornnnn 
nno1 ')0 00000 1 ' 
777777 r n00nn 
no n rn 0 0nr001 1 
777777 ()() ()()()(\ 
no 01 on onnno11 
777773 noonnn 
00000n r.n nnn c; 
nnnnco oornno 
noonnn no r nn0 
nnnJL1n 100 00 2 1 
17 , 0 
17, 0 
1 f, n 
. ' 17,n 
Recorcl 7 . Type 1 ( r. ode) Hor. ri r.ouPt 10 
4 ()()()L, 2 1 / 
40001• 3 1 / 
L,() f'i ()/, 1, ' / 
400045 1 / 
4000/1() 1 / 
400()4 7 1 / 
400()5 0' / 
Of\ OOno 000()01-f 
777773 (' () (\ () ()() 
nonnoo nnr.00 5 
0onnnn 01;0000 
ooonno nnnnnn 
QOO J!tn OOGOnfJ ' 
000nnn n, oonni 
~e c or rl 8 . Ty pe 0 ( Sy~ ~ol s ) ','or. d cou n t 2 2 
Pf.SF T. 
() UT . 
FIN. 
ST_T P. 0.() 1 
S l'E00 1 
SPB/"1() 1 
4n0nn1 1 Gl oral r eques t: 
'1(10()05 ' ~lohal r eq ue s t: 
40000 6 ' ~ l oha l r. eouest : 
60 0011' Glohal r eoues t : 
400014' Gl oba l r. eoues t : 
~00017' Gloral reoue st: 
~µ ch a inP ri r elocatlon 
r: 11 c ha ineri r e l ocation 
~P c hainerl r e loca tl on 
;.1 ~1 c J,aL, er! r el oca ti on 
~' ! chaine rl r. e 1 o cr1 t i on 
~H c r aine~ r. e l ocation 
/',- 3 
OFT . li.0002 1' Glohal r e(l11est: i,.H chaine rl r e l oc;:ition 
FT N. M)nn22' Glo1-,a l r er.iues t : ~H cl-,ained re J oc11tion 
î'.YIT . /,0,0024 ' Global reques t: T' ll c :1 ained re l ocation 
Re cord C) • Type 2 ( Syr:irols) t:or (l count ?.?. 
I 0()()001' Local symhoJ. 
• vc:r-1n 000002 ' Local symr ol 
6~1 40004/1 ' Local symt--ol 
SM 400030 ' Local symbol 
4~-! 400032 ' to cal sym~1ol 
3t! 400034 ' Local symbol 
2~ 40003()' Local s ymt--o l 
l!J 40002fi ' Local symho l 
1001P 000006 ' Local syr.iho l 
Recorè 1n . Type 2 ( Syrihols) Po r r1 count 4 
1r.n0p 00000? ' Lo cal syr.hoJ. 
: 1A 1: '.'1 . 40()()() /"\' Gl ohal •~ef in ition 
~ecor,.l 11 . Type 10 (Tnt e rnal '"'equest) 1Jo r rJ count I'; 
1,nnn23 ' li./"\0()21) ' 
!10001,S ' 40()030 ' 
!100013 ' 40003 2' 
l+ûfll)J f"\ ' 4i"10()J4 ' 
400C04 ' 40001f. ' 
400020 ' Li()('('Ld, ' 
Re cor.-1 l. 2 . r.1o r d co11rit l 
St art adriress : 400,r.00 1 









OEJ EC'T' CODE 
LUT: T ,nr, 
() 
-ry r, e 
seqIT'ent 
segment 
5 ("'.'. ncl ) 
hr e8k : 
½r e2k : 
,rn0os 1' 
(_)()()I"'\ 1 1 ' 
SL'B~0.PTH'f ~[TJ1()0.1 ( l:'TI'EX) 
1) JHTF. ( 5 , 1 nnn) , HTnFV: 
\.Jorf cou n t 2 
FO!U !AT(lX , ' SUERnTT,P,"". ~,ff,•fJ~V.'-' 00 1/p~nr.y TS ', TJ()) 
BETPT;>P 
~P'.JOO l: 
1 () 'lO\T l ' 11) , • l\()nJ r., 
1 v0vr (' ,~0 (l !) ) 
2 :!Ol.7f~f n, T "l1r.:Y 
2 3 l'·' . ' .. 
;-:cwr. T lf, litI 






















1(, , , 1'0016 
17,0 
777773,,() 





ll00,, P ~Df.Y 
4000, ,n 
FORt-fAT STATf~-ffNTS ( H LOV SFGt'.F;-Tî ): 
3 2 10nor : (l X, ' 
3 SUE?O 
4 nrrrf 
5 ll'lJ>·! I', 
r-i r,,r.. 00 
7 l I T 
10 " ~f': 
ll IS ' , 
l:?. :r1.n) 
Dump of file DSK :LIBRA~ . REL[4 , 457] 
~e cor c1 1 . Type 14 (1nrlex) l-Jorcl cm.1r, t 1 77 
Re cor rl 
R.e cor cl 
P.e cor ~1 
~~odule cont:iining 1 . entry po int 
hegins a t hlock nun~w r ~ wo r d nur,,her 0 
St'D001 
:roèule c ontaining 1 . e ntry point 
beflins at hlock numher 2 wor~ nun ~er 130 
St':'002 
Mo clu}e containing 1 . en t ry poin t 
hegins at hlocJ, num~er J word nur~er ~n 
:i t'P 0 (', 3 
tf o<lule containing 1 . entry r1oint 
hegins a t hlock nur1h er /1 worr! nur.he r lf1 
SF3"04 
~~ ext index bloc\ nunrer 777777 
7- • Tyre 4 ( fn t ry) \-.'orrl count 
SPP00l 
3 . Type 6 CTame) '·'or rl count 
:'rogral'l nar:ie: -::r:" 001 
Processor: ?. ( VllO) 
îr:JJ7sla.tor : ln ( FO!: "' f:.!\.~l ) 
C n,-'110 ~: 1 enP.t '-, : :)() r. ()f'\() 





00001!, 1 / ()0000(' 000005 
Re cor d 5 . Type 3 ( rl i Se e) T-Iord c ount 2 
High segment or igin : 400()nO' 
Hi eh segment hreak : l1()()()()(\ 
Lnw segmen t ori gin : noonnn 
Low segmen t break : ()()()() 15 
Record 6 . Type 1 (Co de) ~,Joni count 12 
000002 ' / 2L.1433 02f1.lt:. Il ( l X'' " 
00non3 ' / 51"15'.11) 251216 " stmrn " 
()()0004' / 5?. fi'1l l 147217 " !.:TINT:; " 
()(\()() ()5 ' / 2n23 5" st,66n4 " ' ·'TTi 1D" 
onoonri' / 4 :.t:.,1+114 0Wl40 " -r.p (}/i " 
on00 01 ' / 30 5nns nn2n "l / T" 
nn001 n 1 / 4721 10 5."ifill"\ /i "t-rnvx " 
00001 l ' / 4tir~t,n4 nzJ51n "L~ 1 .. , 
000012 ' / L.4 56 2(:, /i2l_4/il"\ "TFl ) .. 
P.ec orr~ 7 . 'T'y pe l (Corle) 1.'o r rl. cnunt 2'2 
4onno0 • / t;J6"i42 2n?n21 ' srn~ no1 ' 
4()0() () 1 ' / 2 () 27 0() ()()(;i)lJ ' ~-:nvr. r 1r-, , n 
4n0on2 ' / ?.n00lf1 Of\n(H) /"\ t,'()'\' f ,an(l ~) 
l.J)('l(\O 3 ' / 20::,nnn 1")00')01 ' ~ '()i1[~:! l 
L, ()OOQL: ' / '2 C1l 700 0r0nnn '. 'C' 'i 'f" T l ,; , f"I 
400005 ' / 2 6n 7 4 ,, 0nr0nn f'I TJC:1~J l 7 ,C' 
4n0onr, • / 201700 000onn ~ rr, -: rr. T 1 Fi / ' 
t,()00!)7' / ? r-,n 7 tin nr; 00nn P'IS FJ 17 , n 
L.nnn1n • / 200 7(' 0 rnnn11 1 ~:'('\ \.i r. 1F. , l3 
MF)Oll ' / 2637 t,o nnr.00n POT>J l 7: : , 
~00012' / 7 77 77 ?, 0 00 (Y)() 
Ld)001 '3 ' / nnnorr. 0nonn5 
40001.Li 1 / ('()0()00 ()()(')()('() 
400015 ' / nnn0nn G/"\Onrn 
40001Fi ' / 0on3t,0 n0nnn2 ' 
4()()()17 ' / nnnoon 00001 1 
4nnn2n • / nn0non nnn0nn 
necor rl 8 . Type 1 ( Code) Por d co11nt 1 
40002.l' / on 110n nono01 1 
400022 ' / 0040nn 0nnno0 
"ecorr:l 0 . Type::> ( Sy1"1--ols ) T.'ocd COlln t " ? 
s r_rrr. n 1 40.000 1 ' Glo r al def inition 
nT_îT . · L.nnnos ' Cloha l r e'luest : ~l! c l~a i nerl r elocati.on 
IOLST . M)0007' Glnhal renue st : ~P cha ine ~ r el ocnt i on 
r )TT")t;"x ()()()00 1 ' T oc :i l sym hol 
or'\00 16 00()0 1 3 ' Local S),"~ ~o l 
. V!':!:D 0nnno2 ' T,ocal sr1½ol 
"i ~! 4000 21' l ocal sy~hol 
4! ' 400013 ' Loc nl sy,~hol 
1:-: M)nno4 ' Lo cal symhol 
Re c or cl 1. 0 . 'T'ype 2 ( Sy:"hols ) f'or :1 coun t r:, 
Î.t-1 !,roo1n • Local syr:iro l 
H' n0nnn1 1 ~ocal syQhol 
1no0-p onnn02 1 Local syrnhoJ 
f; ecor <l 11. Type 1n (Tnternal Deq ue s t) Porcl count 2 
4000()4 ' 400013' 
4 Q()()()f, 1 !1 ()1)021' 
Re cor r.:1 11 . Type .5 ( End) 
Ei gh sc~ment h renk : 
Law segme nt h r eaki 
40()023 ' 
OOCOlS ' 
T.Jorrl c0unt '2 
2. LA COLLECTE PES ItîFORMi\TIONS , 
A-P 
2. 1. Préliminaires. 
Les routines de collecte rle rlonn6es ont 6 t ~ introrlui te s rlans Je progrnfTl~e 
exécutahle LHTK à l ' ni rle r.e nn;' ()'outil rl 'ai.rle ?t la fTlise au pnint rle 
programrres). 8e t uti]itaire pel:ilet rle suivre l ' exC-cnt.ion ,l' un rro~ra{Tlrie , rlc 
l ' int e rror.ip r e ;'; certnines arlresses (" n:!r.: . r: Pnpr-rc;"), ,:'le v~rifier le contenu 
<les accur,ulateurs et <les v a riahles et, su rt ou t , rle r.iorli fier rlyn a!"lli<1ueîile. nt 1e 
code 011 les rlonn,~es ( cf. pn,]) . 
C'es t cette dernière rossiri.lit& que nous avons utilisi='> . En effet , tout 
programme exécutahle contient une zone de 1on1, mots anpeJf.,e "PATCH ,1P.1"A" 
(adresses PAT •• jusaue PAT .,+77) . Celle- ci peu t recevoir des ajoutes au code. 
Certaines instructions rlu LI~-7:-~ se ront r1onc reTTJp:.ac:.es par ries arrels aux 
routines r1 ' acquisition placfes r:1a ns la " Pi\TCP ARr.A". T,orsque la c ol lecte rîes 
données est termirn~e , l ' ex2cution du l.PT r epr end sont cou rs nornal .', 
l'end roit o~ elle a ~ t ~ inter r ompue . 
Les avan tages <1e c et te ma ni Are 
facilité rle la mise au poin t. Du 
e xé c u ta 111 e , i 1 n ' y a p a s 1~ es o in d e 
du l.P:1< ! 
2 . 2 . Les routines d ' acquisition . 
de rroc -~der sont le coût r ~r1tii t et la 
fait 1Jue l'on tr av::ii l 1.e sur 1-1n p ro P. r aTTJ~e 
conpiler et r el i er l~s r.iff~ren ts ~adules 
Nous avons ti ti1is/,; trojs rcutines rl ' aco11isition ,.ie ,1onn/-es . 
La p remi:: re pr encl le t emps CP! a11 0f.h11t r1e ) 'e Y:r' cution rl11 tT'"' . 
L ' utilisation rle l ' anpel- syst;,f."E: T'm: ':'-f fourni t le ter,,rs rvrJ consommf pr1r le 
processus entre le 1110T11ent r: e s2 crAa ti on et 1.e 1:101nent <le l ' arpel. ' :tanr:ioins , 
il faut tenir compte rlu fait ']lie c ' est le r:1êr;ie rrocess11s CTLlÎ peu t servir A la 
c omp ilation , il l'érlitj_on tle liens- clwr r,er.ient et, finalement, ,:; 1'e.x/2cuti on clu 
proe ramme de l'utili.sateur! drs lors , mesur er le temps .1 la çi,., du 1.r-1:r ne 
d onnera p;i.s toujours .le r f'!su l tat voulu . Tl fa 11t n0cess;:iireir,ent mesurer le 
t enps CP!1 consommé au r.P.hut et ;1 la fin èu T.î'JV et, ensui te, fair e },q 
cliff{-.rence rî es rîeux valeurs ohtenues . 
La seconr1e c alcule la taille du prograll'rne ex6cut<1hle con stn1i t rc1.r le T T \ T 
( "CORE p rf\Gf. ") et la rlace da ns un riot 1,Jen rtteroin ,~ r1e la " '.J_,,_rc:i:.r P 1r ,\". 
La troisi èrn.e ras ser:ihle t outes les inforl"',ations et cd•e un cnrep:ist r ernent 
<nii est, e nsuit e , copi ,!. ènns 1e ficl 0 i2r n~: 2 rff . : •- ,,_T) ,\1TS 3 T}TT·' T>T'f<' , l_)'T' A_ , La 
p rotection cle ce fichier e st t e lle 
riu ' un set1l uti. isateur ,\ Ja f'ois pe11t y accPcler , 
ne cette faço r., nous avrms ru hviter les conf1jts ,l'accè s sirnultanf•s et 
assure r la sÂcurit•~ rles rlo nn ,_;es rîAj:~ acc,uises . 
2 . 2.1 . Le cal cul de la t aille <l ' un programme . 
t'espace m0rioire (virtuel) cl ' 11n p r ocess us e st c.onsir.~r2 cor1nie r:tant forné, 
de ileux segmen ts: 
- le has segment ( "T ,ClF 
l ' espace <'l 'ad r essage , 
SFG!'F.}! 'T'") oc.cup ;:rn t les pél~~s ()h ' ,., 177h rle 
le haut segment ( " FTGP SF(;t-fF\\1:") occur,-=int 1 es ra?es !d:0h _;-, 777h 
(Cette ilivision doit rermet t re l a g~nératJon .1isée rie progrAmmes 
rfentrants . Le c ode peut a t re plac~ da n s le haut segme n t et Jes rlonr,fes rlans 
le has seeement . Cependan t , Jes compilat eurs r,e tiennent pas toujours coinpte 
ile cette possihilite ! ) 
Pour calculer la t a ill e r:l 'nn progr arnme e x2 cuta1-,1e i l Faut r1nn c F;lire J a 
sorme des zones occu pées rlo.ns les rleux se:,:nents . C'est ce nue r/,ali.se la 
routine GF'T'STZ si tuPe en n ;\'T' , .+sr-, _jusn,11e "!") :\'T' •• +74 . r1.1e 11t ili se les ;irlresses 
rle rlehut e t re fin des zones occur,;es rlr.ins 1 es reux segr;,ents ( ces arlresse s 
sont dispo ni hl es rla ns le ;r,orl ule T.,n.~1 ,1:1.7 <l11 LPTT() . A pa rt i r ,111 nor>!--,re se mots , 
r;v.T~TZ calcnle ne nol'lhre ,:le pa~e s rle 51 2 rots occ1!pées par l e r1roP.r 21'l"'e· 
(C ' est cette r.,/i thode aue le L T'W utilise pour c a lcHler la t,-;dJ.le rl u nro,.,r an"le 
lorsque l ' u tili sateu r a ,~emanrlt un fichier . :' t,,n,) 
Cette routine est appelrc!e au noment ou se ,• ,;cirle si ou i ou nori il f,qut 
cr é>e r un fic l,ier , ' -'.A "P (i.e . en JJ 'f"IYJ'T'+lS) . (e cL es t r, ,'>ces sair e nour a ssurer la 
c or é r en ce av e c 1 e s i n f o r m a t ion s four n i es ri an s l e E i ch j e r. • ~ •i )~" • F n e ff e t , i l 
peut arriver 0ue les vG ri. a rles util i s 6 es so ie nt ro (4i fi!-.es r:rn s 1a stdte <lu 
pror r r.1111r1e . 
?rfcisons , 2-e plus , qne le ca~_cu1 r!e 1a tAille èu "r:om:_: H ' A~f.' " rlevi.ent 
reaucour pJus comp1-exe da n s le cas o,'i intervi erment ?.es "" " P.P.TJ 1YS" . nans ce 
cas, la ro11ti ne ~r- -r~Jl ne fournir;i pas un r !., sult;:i t correct. r e tt e techni,rne 
é trJ.nt trè s rar eme nt utilisr>e (2 ou '3 personnes snr l ' enset:i'>le rles 
utilisateurs), on peu t se pe r mettre rle ne ras en tenir comnte. 
2 . 2 . 2 . La routine pr incipale . 
T,a routine princirDle (cr1T,r:-r.T, Adresses "P f, 'T' • • + 5 ,; "P/,'T' •• +'il+) rassern1,1e les 
clonn~es mannuantes (lP- nor:1 11 r e de sy-ml,oles r,l obaux et le lanr.::17.e source) et 
calcule le temps CPP conson111~ (1epu i s J e rlé~J,ut ,1 e l 'ext•cutjon du T.T'"I' , 
ne plus , elle construit un enreg istrement contenant c es i"!lformations et le 
copie rlans le Fichier . 
Cette routin e es t a;1pel.;e au nonent o,-, se r1~ ci •~e si oui n11 non i 1 y .q lieu 
<:le croer 11n f icJ,ier .rYF, . T,e ter:irs crn mesur :) est rlonc 11n ter.,ps par è,~f aut. 
Ceci est n,; cessai.re rlu fait que Je LVIY se dr truit lui - P1êr1e .1. la fin rle son 
ey/4cu ti o n . T. es info r rn;i tions pourraient être r,erdues si l'on ne prenait pas 
c et te p r 6 cR1.1tion. 
2.2.3. L'enregistrement. 
A-1() 
L'enregistrement prend rleux mo ts de 1~ hits . Son fo r mat est le suivant : 
0 1 17 18 35 
PTTE~1IKR MOT : 0 TAILLF. rn:~s CPU 
SECOND HOT: 1 TJANGAGE # SYMBOLES 
Le premier hit de chaoue mot pe r~et ne rliff~ren c ier les deux mots rle 
l ' enregistrement, Ceci est 11tile da ns le cas ~ •un~ perte ~ven tuelle cl'un rles 
<leux !'lots (il n'y a pas de <langer d'al t .!.rer les infonoations 1=tant clonn,; que 
la taille n ' exÀoe pa s 512 pages ( 9 hits) et nue l e langa~e source ou pro?,ramme 
principal est cor.~ sous la forme r. 'un iriclex dans la tarle des langares connus 
du LT'!K (valeurs rie() à 20) ). 
2 .2. 4. Le c ode. 
1. Appel ,3 la routine 
link+4 I move 
devient : 
linJr.+4 I jrst 




3. Appel . la routine ?. 
savtst I skipe 
devient: 
savtst I jrst 
; R0Tl'T'Hff. GE'Tnt[ 
pat .. / 
pat •. +l / 
pat •• +2 / 
pat •• +3 / 
pat . . +4 / 
; 1;0vrr~r-: cnu:r.T 
pat •• +5 / 









wc , () 
pat •• 
GETSIZ : 
l , mapsw 
pat .. +5(1 
COLECT: 
io. ptr+l 0 
pat • • +s 
1,t,0nnnn ; . f1islf in nc 1 
15 ; ~PNTM jsys 
l , ~at .. ;save it fo r la ter 
wc , n 
; go hack 
1 , 400000 ; . fhslf ln ac] 
15 ; Rl1NT.-r jsys 
pat •• +7 / suh 
pat •• +ln/ hr r m 
pat •• +11/ hl rz 
pat. .+12/ J,rlzm 
pat •• +13/ move 
pa t • • +lLt/ hr rm 
pat •• +15/ hrlzi 
pat. .+Hi/ rrroi 
pa t •• +17 / jsys 
pa t •. +20/ erjmp 
pat •• +21/ movem 
pat •• +2 2/ movei 
pat •• +7.3/ jsys 
pat •• +2 4 / erjmp 
pat •• +25/ move 
pat •• +26/ t lz 
pat •• +27/ jsys 
pat • • +JO/ erjl!!p 
pat •• +31/ l!lOVe 
pat .• +32/ tlo 
pat •• +33/ jsys 
pa t •• +34/ jfcl 
pa t •• +35/ move 
pat •• +36/ jsys 
pat .. +37/ jfcl 
pat •• +4 0 / jrs t 
pat • • +1• 1 / move 
pat . ,+1+2 / jsys 
pat •. +43/ jfcl 
pat . ,+L•4 / s 1,.i pe 
pat •• +45/ j rst 
pat .. +46/ jrst 
pat •• +4 7 / ps : ( l 
pat •• +50/ nf.m-
pat •• +51/ arlans 
pat • • +S'J./ ) lnkp 
pat •. +53/ rf. ot 
pat •. +54/ a 
pat , .+55/ () 
; RnUTI'IE CF:TSIZ 
pat •• +56/ setz 
pat •• +57 / move 
pa t •• +60 / add. 
pat •• +61/ anclcm . 
pat •• +62 / lsr 
pat •• +6J/ addm 
pat •• +63/ s kipn 
pat. .+64/ skipn 
pat •• +65/ skipa 
pat . ,+(j6/ aoja 
pat •• +ti7/ move 
pat •• +7 0 hrl zrn 
pat .. +71/ rnove 
pat •• +7?./ came 
pat .. +73/ jrst 
pat • • +71, / 
_irs t 
l , pat .. ;suhstract previous 
1, ~at •• +1 ;s ave runtime 
l, mntype ;get l!!ain cowpiler t ype 
l,pat • • +2 ;save it 
1,gsym ; get nuM~er of g loha)s 
1,~at •• +2 ; save it 
1, 1nno01 ; f gj~'old+gj;,sJ,t] 
2 , pat •• +47 ;~et file specs 
2n ; GT Jfî jsys 
pat •• +4 4 ; in case of error 
l,pat •. +3 ;save jfn 
Î. , 2<1100 ; f of'.Zapp+of?rt,-Jl 
21 ; OPENF jsys 
pat •• +41 ;in case of error 
2,oat • • +1 ; write first wor rl 
2,4nnnoo ; of rec ord 
51 ; BOPT jsys 
pat .• +4 1 ;in case of error 
? , pa t •. +2 ;write second wor~ 
2 ,4OOonr ; of r eco r d 
51 ; rnuT jsys 
l, pa t •. +3 ; get jfn hack 
22 ; CLOS , jsys 
; in case of e rrer 
pa t •• +44 ; ok, go back 
l,pat •• +3 ; get jfn hacK 
23 ;~lJF~ jsys 




rl, ; for inr1ex 
l,J,l.sl(rl) ; get hl . sl 
l ,. pgsiz ;rounf up to a pngc 
l,.pgsiz 
1,-11 
l , pat. .+55 
rl 
hl. s 2 
rl, pat •• +57 
l, pa t •• +55 
l , pat. .+l 
l , mapsH 




;nu~~er of pa~e s 
; .:i<1 d to counter 
; 1ligh segr:ien t done? 
;no, hut is t he re any? 
; go doi t 
; st0re total size 
; in fi r s t ~,or :1 




3. LES RESULTATS. A-1 2 
3.1. Les histogrammes. 
Les histogrammes qui suivent clécrivent les ois tri hutions des terips CPT! 
consommés lors des édi tions de liens-crar3er:ients ries programmes, rle la tailles 
des programmes exé cutahles produit et des nomhres de s ymholes g lobaux ile ces 
programmes. 
Pour le premier his togr amme (temps cru consoMmés ) nous avons choisi un 
intervalle de 100 rnillisecon<les. 
l'ourle second histoPramr.ie (taille rles programmes) nous avons util:is f 
l'unité c'est-2-rlire la pa p, e de 512 mots. 
Finalement, le troisième histogr amme (nomhre iles sym1101 e s P, lohaux ) est 
constru it sur ~ase rl'un intervaJ.le de 5 symholes. 
Dans chaque cas, une ~toile repr ~sente <lix orservations . 






























16 171 ***************** 
17 137 ************* 
18! 166 **************** 
19! 171 ***************** 





25 ! 69 ! *****~' 
26! 51!***** 
27! 55!***** 
28 ! 52 ! ***** 
29 ! 62 ! ****** 
30 ! 48 ! **** 
31 ! 48 ! **** 
32! 51!***** 
33 ! 40 ! **** 
34 ! 29 ! ** 
35! 19!* 




























































distribution cumulée correspondant à l'histogramme précédent 
values!occ's ! 20% 40% 60h 80% 100% 
------!------!---------!---------!---------!---------!---------! 
1 ! 103 ! ! 
2! 227!* 
3! 431! * 
4 ! 1365 ! * 
5! 2746! ! * ! 
6! 3811! *! 
7 ! 4582 ! ! * 
8! 5349! * 
9 ! 5875 ! * ! 
' 10! 6363! ! * 
11! 6775! * 
12! 7193! * 
13! 7529! * 
14! 7789! *! 
15! 7993! * 
16! 8164! !* 
17! 8301! !* 
18! 8467! * 
19! 8638! ! * 
20! 8754! * 
21! 8830! * 
22 ! 8881! * 
23! 8956! * 
24 ! 9032 ! * 



















































































































































50 ! 28 ! ** 
51! 9! 
52 ! 3 ! 











DEUXIEME HISTOGRAMME: CORE IMAGE SIZES. 
(9919 observations ) 
distribution cumulée pour l ' histogramme précédent 
----------------------------------------------------------------
values!occ's ! 20% 40% 60% 80% 100% 
------!-----!---------! --- - --- - - !---------!---------!---------! 
1 ! 514 ! * 
2 ! 1017 ! * 
3 ! 1324! * 
4! 1652! * ! 
5 ! 1837! *! 
6 ! 2342! !* 
7 ! 3022! * 
8! 3615! * ! 
9! 4021! * 10! 4200! !* 
11! 4540! * 
12! 4654! * 
13! 4860! * 
14! 5025! * 
15! 5478! * ! 
16! 5766! *! 
17! 5931! *! 
18! 5981! * 
19! 6035! * 
20! 6111 ! * 
21! 6211 ! !* 
22! 6299! !* 
23! 6378! ! * 24! 6435! * 
25! 6561! * 
26! 6700! * 
27! 6796! * 
28! 6956! * 
29! 7022! * 
30! 7216! * 
31! 7469! * 
32! 7569! * 33! 7665! * 
34! 7717 ! * 
35! 7793 ! * 
36! 7848! * 
37! 7884! *! 
38! 7932! *! 
39! 7953! * 
40! 8001! * 
41! 8049! * 
42°! 8078! * 
43! 8099! * 
44! 8110! * 
45! 8122! * 
461 8129! * 
47! 8131! * 
48! 8137! !* 
49! 8141! !* 
50! 8169! !* 
51 ! 8178! !* 
52! 8181! !* 
53! 8190! !* 
54! 8197! !* 
55! 8200! !* 
56! 8211 ! !* 
57! 8224! !* 
58! 8240! !* 
59! 8245! !* 
60! 8282! !* 
61 ! 8325! !* 
62! 8348! 1 * 
_t,, -17 
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distribution cumulée pour l'histogramme précédent 
values!occ's ! 20% 40% 60% · 80% 100% 
------!------!------ ---!---------!---------!---------!---------! 
35 ! 229 ! * ! 
40! 272!* 
45 ! 394 ! * 
50! 417! * 
55! 497! * 
60! 5621 * 
65! 1064! * ! 
70! 18961 *! 
75! 2571! 1 * 
80! 3011! 1 * 
85! 32161 * 
90! 3424! * 95! 3483! * 
100! 3588! * 
105! 3632! * 
110! 3794! *! 
115! 3831! *! 
120! 3961 ! *! 
125! 4044! * 
130! 4087! * 
135! 4171 ! !* 
140! 4219! !* 
145! 4292! !* 
150! 4320! !* 
155! 4336! !* 
160! 4352! !* 
165! 4393! ! * 
170! 4431! ! * 
175! 4460! ! * 
180! 4523! ! * 
185! 4551! ! * 190! 4621! ! * 
195! 4740! ! * 
200! 4742! ! * 
205! 4763! ! * 
210! 4770! * 
215! 4800! * 
220! 4895! 
* 225! 5159! 
* 
230! 5173! * 
2351 5222! * ·! 
240! 5450! * ! 
245! 5486! 
* 250! 5522! * 
255! 5541! * ! 
260! 5543! 
* ' 265! 5559! * 
270! 5584! * 
275! 5620! * 
2801 5648! * 285! 5692 ! * 
290! 5693! * 
300! 5694! * 310! 5696! 
* 
A- 20 
315! 5697! "! * ! 
320 ! 7195 ! * ! 
325! 7525! * ! 
330! 7568! * ! 
335 ! 7595 ! * ! 
340! 7695! * ! 
345 ! 7722 ! * ! 
350! 7742! *! 
355 ! 7743 ! *! 
370! 8184! !* 
375! 8285! !* 
385! 8289! !* 
390! 8340! ! * 
395! 8368! ! * 
405! 9134! * 
410! 9226! * 
415 ! 9231 ! * 
420 ! 9256 ! * 
425 ! 9267 ! * 
430! 9285! * 
435 ! 9290 ! * 
440! 9291! * 
460 ! 9335 ! * 
465! 9337! * 
480! 9344! * 
485! 9345! * ! 
490! 9347! * ! 
500 ! 9659 ! * ! 
505 ! 9772 ! *! 
510! 9773! *! 
515! 9775! *! 
520 ! 9827 ! *! 
550! 9829! *! 
585 ! 9831 ! *! 
590! 9833! *! 
605! 9835! *! 
625! 9840! *! 
630! 9843 ! *! 
635! 9846! *! 
640! 9852! *! 
6451 9868! *! 
710! 9883! *! 
715! 9884! *! 
720 ! 9885 ! *! 
725! 9890! *! 
730! 9895! *! 
740! 9896! *! 
755! 9900! *! 
760! 9902! *! 
765! 9908! *! 
800! 9912! *! 
815 ! 9913 ! *! 
965 ! 9914 ! *! 
1130 ! 9918 ! *! 
36 70 ! 9919 ! ! * 
- -----!------! - --------!------- --!------- - - !-------- -!---------! 
3.2. Les graphiques glohaux. 
Les signes utilisés pour les gr a phi<1 ues sont les sni van t: 
Un poin t si~nale l'occurrence ~'une faition <le lien-chargff• ent ~ 'un 
programme rlf crit par les coor <l onn6es correspondantes, 
Un "o" signale un nomhre c! 'occurrences sup-~ ri eu r à 1 mais inférieur 
à 10, 
Une ~toile signale plus de 1() occurrences . 
A- 21 
Les unités utilisées et les facteurs d ' éche lle so nt r.lonnés po t1r cr1aaue 
gr aphique s é parément, 
;) 1 7- 3 1 5 6 7 8 9 10 
: _________ i--------- '-~-------1---------1---------'---------'---------'---------'---------'----------' 
') rd 150 
.;, ? ! • 149 
1
~ 1 • • • 148 
~ 7 ! • • • • 147w 
·+6 1 o o •• 46;.., 
~5 1 o • o o. 45 • 
q 1 • • o o.o • 44 ~ 
13 1 • • • • • • 43 
42 1 O<J() • • o.. • 42 ;i;3 
4 11 o ••• • •• • • 411-'• 
,i '.) 1 t • + • • + • • + + + • 4 0 ~ 
.39! •• o • o o 39 ro 
38 1 o o • • • • • o •• o 38 ~ 
37!. • o.• 37ro 
-=!' I 36 =1 
_t) • • • • •• 0 "O 
3 5 1 0 o • 0 • • • • • •00 • e 35 Ul 
34 1 • 0 • ••• • •• • • • oo.o O 34 0 
J 3 1 • • • • O • • o O • 0 O • • • 000 • 0 3 3 ~ 
3 21 • •• 00 0 • ..o O • 00 • • 32 
31 1 • .o .o o .o .ooo • 31 
3 0 1 + • + • .o + .o + o + .o + + .o +.o o.o 30 ?? ! . • •• ..o .o o O 00 o •• o. 29 
/ ,l I • O O O O O O • • 0 0 • • 12 8 
?. 7! •• • 0 0 •• oo •• 0 • • • 0. 27 
7 6 : • • 0 0000. 00 0 126 25 1 . 00 0000. • o • 125 
24 1 •• 000.0 o. o • o 124 
2 3 1 • • • o o o •• 123 
22 1 • • • •• 0 0 0 0 • 00 • 0 • • o. 122 
2 1 1 • • • .o .o t .o ••• o. a. o • * 21 
2 l11 • + • +. o oo oo '!= ••• oo + • n •• o + + + 120 
1 ) 1 • • • o •• o . o ootto. o .o o ooo o. 119 
1 9 1 o . o • oo ·* .. oo o. • • o.o 118 
171 . « •• o .o. 0 0 0 00000.0000*.. • .o. 0 • 0 117 
15 1 . o o:i o....: o oo o o .. o o.o 0000*00.ooo o o •• o • 16 
1':i l . -')~oot-0~ 0. to .t o ••• 0000* *? o+=o *o o oo oo • • o 15 
l 1! . 0*0• 0 0• . o . *· ... . a oo **** * o*oo*ooooooo. .oo o • • oo •• o 14 
L3! oo ***o oo 0 0 *0 0 * . o * ,,o *** *o *ooo.o •*· . oo * o o o 13 
12 1. -'.'l . *oo •• l<0 0'">0**00 * 0 * :+-o« •ld:.q:* to o. o.oo * o 12 
1. li 000 . oo •• 0 OO 0**t~**** • **t. o f*** fOOOO •• oo O O *· 0 0. • 11 
10 1.o aoo • • o oo**** * f* *~ o*t o t 000* .* * . ..o + + o + * + •• o oo o 10 
9 1. tf • o• • oo•~•••• • ••o . *oo. o oo . o •• * • o oo o 9 
Blo•~•o****'~**'** ooo • .o • • o • •• • .o * • • o • o 8 
7 1o•**t;****~*•*o** •• • o o • • oo. o o o o * •* • o o o 7 
0 l* ****** * * t ** . o* o o. .oo o • o. o . • .o . • •• 6 
51+. +.;q,,+:-,:t*'f :)0 o 00 o. • • 0 • 0 5 
4 1-+-*+:00.t O • • 4 
3 1.+:o * • 3 
21 • . += 2 
1 1 1 l---------l---------1---------1~--------1------~--l-••-----~1------~--1------•-•l••--•••••I••·••••••• 0 1 2 3 4 5 6 7 8 9 10 
minimu r,1 x val11e : 
minimur.1 y value : 




scale factor for x ax i s : 
sca l e factor for y axi s : 100 






o 1 2 J 4 5 a ; T - li 
---------'---------1---------1---------'---------'---------1---------1--------- ---------'----------1 50 • • 0 • • ' 1 50 
49 • o , • 149 
48 , , o • • o I 48 
47 •• o • • • • 147 
46 o o. o • o 146 :-' 
45 0 00 • • 0 0 f 45 N 
44 0 00 • o o 144 ~ 
43 0 00 0 • • ••• 143 • 
42 0 oo. • 0 142 ...,. 
41 • o o • • • 41 Ô 
40 + + t , 00 , + • + • + t 140 5-
39 o 00 • o • • • 139 'i 
38 • •• 0 000 o. o o 138 ro 
3 7 • , 00, • o 1 3 7 a. 
36 • • 00 o. ••• • 136 Cl) 
3 5 O O • 00 0 , • • O • • 1 3 5 '< 
34 00 • ,oo • 0 •• oo 134 s 
33 • 00 O O 00.00 • o. 0 .oo. 133 -::r 
32 000 O ••• o 00, • 0 oo. 132 g. 
31 0 o. 00 • .oo. 0 • • 000 131 Cl) 
30 + + .o.oo •* • o ooo+ o o+ 0000 + + + + l '30 rn 
29 •• o O ·* 000 o oo. 129 oo 
28 • ,*oo.oo o o o.o 128 6 
27 o o*oo.oo. .o • • o. • l?.7 -::r 
26 000**0000. • .o • •. . O 126 ê 
25 •• ooo*oo,* •• o • .o 125 :>< 
24 O • 0*0*00000 , •• •• oo O • 124 ~ 
2 3 o • • * o o o , O , • 0 O o O I 2.3 ~ 
22 *·· ·* .oo .o .o • ·* .o . . 0 122 ~ 
:?. l. • *. 0 00. 0 0 0 * 0 • * 0. • 1 21 Cil 
20 + *oo + oo o o. oo o + o o*+ o + +. • + • + o 120 n 
19 *oo ••• oo oo. o •• o * o • * 119 ~ 
18 *~O 00 0 • ,0,0 •• oo ,'f o. • • • • *• 118 •~ 
17 •**oo ••••• o ,0000 o o.*. o. • oo o o * o 117 
15 o 0**00000 oo.o. o*ooo ••• o*o .o. *o • o *o 116 
15 • * ***0*00000000*. o*o •• o ·*o o .o. o • o o 115 
11 *•***o•oo** o *• 0000 •* • * o o•oo o o o 114 
13 o,* *****ooo*oo oo .o o •• o o * o*.*•o o. *o 113 
12 o o*ooo**o*o o.o. • .o o o* o *o **• o 112 
1.1 • o o***o**oo oo *• • ,oo **• oo *• *oo o • • 111 
10 + •• oo****oo ooo + o + *o* + + ** *+ oo *+ *oo o + 110 
9 ooo. o*****o o. • * * **o * ** o * o 19 
8 0000******0• o • •* o **o * ** * o IR 
71 oo,******ooo • * •oo • *o o • 17 
61 o.*o*o****• o * * 16 
51 *o*ooo***o o o * o 15 
41 *•o.o:+:*o * 14 
3 l ***oo*o l '3 
21 *,o • 12 
11 11 1---------1---------1-~-------1---------,--------•l--------•1---------1--------~1~----M--~1---·~---•~1 0 1 2 3 4 5 6 7 8 9 10 
minimum x value: n, scale factor for x axj s: 5 
minimur~ y value: 0, scale factor for. y axis: 100 
numher of h1ts: 9203, fru s trations: 716 
9 _________ 1 _________ î _________ f _________ 1 _________ r _________ y _________ 7 _________ 7 _________ y _________ : 0· 
51 1 50 
19 ! • 49 
4 ,:; j • • 48 w 
4 71 / • • 47 ~ 
·1 0 1 GRAPHIOUE TAILLE TEMPS CPU • • 46 . 
451 o. 45 ~ 
44 1 o.o • 44 ro d~ 1, DES OBSERVATIONS DE PROGRAMMES FORTRAN . • • • 44 23 ; 
• 4, --------------------- 0. • • 
4 11 •• • • 41 ;;:! 
,; û I t + + + + • · + + + + • 4 0 -o 
31 1 • o 39 ~ 
331 o • • o.. o 38 ~ 
3 11 o •• 37 ro 
.361 • • •• 0 36 00 
351 • • • • .oo • • 35 tl 
341 • • • • oo.o o 34. ~ 
3 3 l • o • o o • • • ooo • o 3 3 
3 2 l o • • • o o • oo • • 3 2 t;;' 
1 t l O O • 0 • 000 • 31 ::, 
31 1 + t + • + .o + o + .o + + .o +.o o.o 130 ~ 2 9 1 • • .o o o 00 o •• o. 129/)Q 
231 o.. o. o o •• 128~ 
?.71 • • .oo •• 0 • 0. 127. 
2 6 1 • • 000'). 00 1,6 
2 51 oc 000::>. • • 1 25 
211 • 000.0 • 124 
231 • • o 123 
?.2! •• 0 0 0 0 122 
211 • .o • o. • 21 
2 0 t + • +. 000 • t •• + + + + + + 1 20 
191. o •• o. o •• o 119 
1 8 , • oo o 11 s 
1 71 •• 0 0 .o •• oo • 0 17 
16 1 • o o • o. • • 0 000. • o O • • 0 • 16 
15! o ":l. *· * o o • i.o. oo oo • • o 15 
l 'i-I • o .o. * • *• o*ooo .oo .oo o • • oo •• o 11 
t.3! o.o o oo*o.* *• .o o • oo * o o o 13 
12! •• o •• • r, •• o*o .o •• oo o oo * o 12 
11l J •• oo ••• oo •oo* .o •. oo •• oo o o *• o o. • 11 
1~1.o nofoo oo~fooo o+oo o o.**. .o + + o + * + •• o +o o 10 
91 OO * O V:OOO OO.t.. • fOO O 00 • 0 •• * • 0 00 0 9 
8 10• 0•0•**00« * of oo * o • • o • •• .o * • • o • o P 
71ot~~*totf to o.t:tt ••• o o • • oo. o o ·o, .* . o o o 7 
6!4:tt:*1-4too ~.o*o o. .oo o • o. o. • .o. • •• 6 
51 *~**oo* oo o o oo • • • o o 5 
41 H,<.-; . O 4 
,If 3 
21 2 
1 1 1 A---------1---------1---~--~--1---------!---------~---------!---------~---------~---------4--------io 
minimun x value: 
minimur.1 y value: 
nuMher of liits : 
n, scale facto r for x axis : 
0, scalc f actor for y axis: 100 












GRAPHIOUE NOMBRE DE SYMBOLES GLOBAlTX/TF.MPS CPU 
Df.S OBSERVATIONS DE PROGRAMr-ŒS FORTRAN. 
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00 
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• • 0 • • 000 • 
00 • 
*O • 
*o • • 
+ *o o • + 
*o. o •• 
*OO .o 00 
• .oo 00 .o .o • 






*· 0 o.o O •• o * • 0 o ••• o 
oo *• ooo o ooo* o o .o. · o o 
• 0000 • •• • ' 000 • ** 0 0 
••*00000 o o.o*o.o • ** o •• o 
•• o .*ooo** ooo,**oo .oo o.o. , 
• 000.0*0000*0*00•0* * * 0 • 
oo*o*o* oo*o*o*oooo*o * .o •• 
*************•o*o •••• o o •• 
******ooo***o * • 






















































• o. 00 
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0 








0 • • • 
• • 
• • 0 
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1 1 i---------1---------~---------1-----~---1---------A---~-----i---------~---------,---------~--------i~ 
minimum x value: 
mi nimum y value: 
nn111her of 1-ii ts: 
sn, sca l e factor for x axis: l 
n, sca l e factor for y axis: 100 





























ô 1 ~ ~ · ~ . 
'---------1---------'----~----1---------1---------l•--------'---------'-------~-·-~-----~~•----------so 1 150 
4 9 1 149 
1H 1 148 
471 147 
4 6 i GRAPHIOUE TAILLE / TEMPS CPU t 4 6 
4 5 1 145 
44 1 144 
43 143 
4 2 DF.S OBSERVATIONS DE PROGRAMMES COBOL-7 4 . 142 
4 1 141 
40 t t t + + + + + + 140 
39 • 139 
3 8 13A 
3 7 137 
3 f> 136 
15 • 135 
3 ,1 34 , 
33 33 
32 32 
31 1 31 
301 + t + + + + + + + 30 
2 9 1 29 
2 8 1 28 
2 7 1 27 
26 1 26 
25 1 25 
24 1 • o 24 
231 •• 23 
221 • • n. 22 
211 • o. o • * 21 
20 1 + + + • o + • o •• o + + + 20 
1 9 1 • o • O 000 o. 19 
1 8 1 •• o o. • • o.o 18 
171 0 0 • 0. 00 • • • • • 0 • 0 • 1 7 
161 • o.o 00000.0 o. O 16 
lSI •••• ooo* 0000.00. 15 
1 4 1 • ..o.oo*** *o*o • 0000 • 14 
131 •• o *oo.***o *ooo .o. 13 
121 .00000* 0**00*** ** *0 o. o. 12 
1 11 • o oo ** ******o *o*** ** o. .o 11 
101 • .ooo**** **oo ** * 0000 .+ + + + + + 10 
9 1 ooo* *** ****o.ooo. • 9 
8 1 oo**** ** *** *o • 8 
71 *o *~****** .o 7 
61 **** **** 6 si *****oo s 
1 .o• 4 
3 I 3 
2 1 2 
11 1 1---------1---------1---------1---------1---------1---------1--------~1---------1---------1-------·--o 1 '.? 3 4 5 6 7 8 9 10 
mi n imum x value : 
mj n imum y value : 
number of h it s : 
n, sca le f a ctor fo r x ax i s : 1 
0 , sc a le f actor for y axis : 100 





0 1 2 3 -. . . . . 1--~-~----1-----~---1-~--~-~--1---~---~-'---------1---~-----'---------'--------~l~~----~--'~-~~-----~ 50 1 
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481 
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minirnuM x value: 320, sc Ale Factor for x aYis : 2 
minimun y valu e : 0, scAle factor For y axis: 1nn 

























































4.1. Le programme. 
title mylook 
search iomac,monsyrn 












tahlen=1 nrk ;Jength of tahles 
cr=l 5 ;carriage re turn 











1 7, 1 
move 
setz 
17,(iowd Ad2O ,st a ck] 
count, 
; Tell th e world wha t we a r e doing 
outstr (< 
(MYLOOK Monitor ing LI'Tf{ ])) 
' ; ge t t he command string 
in r el : outstr (< 
conman~ string : ••• }) 
instr (Ad8O ,cr,cm<llin) 
setz 1, 
irlph 1,2 
j r et urn frOfT\ D/\ l()5Q 
;î'- Count 
; get num1'er of t imes \1s e r w1 nts to repeat t he ohserva tion 
inobs : outst r (( 
how many ohservations: • •. )) 
inl() 
erj mp f call wa r n 
jrs t inohs] 
rnovem 2 , 0 f' S 
movern 2 , mobs 
; ge t t he int e rva l he twe en looks 
A-31 
' inint : outstr (< 
interval hetween look s (in ms) : ••. )) 
inl0 
erjmp [ca ll wa rn 
jrst inint] 
movem 2 ,i. ntrvl 
;create inferior fork 
crtfrk: move 
cEork 
1 , rl bl] 
erjmp fatal 
movem 1, frk f rk 
;if user wants , rnap PA1050 pane into our self 
ifn ftpal050,( 






1 , 733 
2,(xwd . fhslf , 500] 
3, r pmi,rd) 
erjmp fataî 
); end ifn ftpal OSO 
; get jfn 
take : move 
hrroi 
g tj fn 
l ,f g j ~old+g j o/ sht] 
2 ,[asciz/sys : l in~ . exe/ 
erj r.i.p fatal 
movem l, pr jfn 
; 






; get prograr.i 




s ti. l l to 
(< #>) 
2 , ohs 
(< 
it 
1, fr],: f rl, 




;initi.alize usr system 






1 ,. f slf 
2 , flevtah , ,chntah] 
2 ,l bl'J ; fork terminatior, 
;st ick col'1mancl st rin e into inp11t huf fe r 
rnovei 
move 
l, . priou 
3 , [point 7 , cmcl lin ] 
A- 32 
stilp: ilèb 2 ,3 
jumpe 2 , .+3 
sti 
jrst stilp 
;start inferior fork 






; get runtime 
g trunt: move l,frkfrk 
run trn 
movem 1, t ime 
; 
;do the loo1< 
l kloop: move l,intrvl 
l'i isms 
mo ve 1, fr kfrk 
r fs t s 
h lrz 1 ,1 
an<li 1,7 
jumpn l,notrun 
h rrz 2 ,2 
ifn f t pa1050 ,( 
caile 2,7 0{)0!)0 
move 2 , mo nu pc 











cou n t , 1 k 1 o op 
; ge t PC 
;he~e on infer ior fork t e r mina tion 
frktrm : rn ove l, frk frk 
runtm 
sub l,time 
andm l , mean 
;clear PST 
cis 
; kill the fork 
move l, frkfrk 
kfo r k 
er jmp fatal 
s oj ~ ohs ,crtfrk 
; 
; it' s cl one , nm·, make 
outstr c< 
( P.ESL'L TS ])) 
a 
outstr (< 
mean runtime in ns .:)) 
move 7. , mean 








count,t ah l e 
outstr (< 
--------------------------------------------------------------)) 







s k ipn 4 
aoja 7, s tsheg 
move l,ststah(7) 
psout 
move 2 ,4 
outlO 
aoja 7,stsbeg 
stsend: outstr (< 
--------------------------------------------------------------->) 
setz 
histhd : cail 
f,, 
fi ,tablen 
jrst hist fg 
move 4 ,frktah(6) 
s k i pe L1 
call line 
aoja ~ , h isthd 
histfg : outstr (< 
---------------------------------------------------------------)) 
outst r (< 




line: outstr (2 
3 ) 
move 2 , 11 
lsh 2 ,3 
out8 
outstr ( ! ) 
move 2, 4 
outl() 
outst r ( ! ) 
move 2,4 
irli vi '2 ,Ad l () 
skipn 2 
return 
c aig 2 ,Ad l ()O 
jrst usel() 
idivi 2, AdlO 
move 4 , 2 
outstr (( 
s1':ipa 
uselO : rnove /.f , 2 
stars : 
rnovei l , "*" 
phout 

































































7 ,fasciz /TOîAL : /1 
7, [asci z / ~UN: / ] 
7, [asciz/ioh'A IT :/] 
7,fasciz/'.-<ALT: /1 
7 , fas ciz /:- PRr.~ : /l 
7, fasciz/',J,\ TT: /1 
7, ( asciz/'."."T,F:F'1? : /] 
7 ,f asciz/ ~r.ë~C~ : /] 
7,fasciz/FRRr.r : /1 
loc 50()000 
ifn ftpa105 O,( 
papar,e : h lock 1onn> 
frk ta h : hlock tahl en 
reloc 
end sta rt 
A- 35 
4 . 2 . Le s ré s ultats. 
A-3fi 
4.2.1. Avec PA1050. 
Les profils 
entrée. Plus 
é chantillon . La 
6-1, p.40. 
d' exÉ-cutions du LPW. sont oonn0.s pour divers prograiTtmes en 
précisfment, il s ' agit de quelques pro?rammes rle notre 
numérotation est celJe 11tilisé e ~an s le tahleau de la fi~ure 
Programme numero 2 ( FORTRAN) 
[MYLOOK Monitoring LINK.) 
comman<l string : •• • ptfixe , ptfsou/ go 
how many observations: • .. sn 
interval hetween looks: . .• 40 
[ FŒSULTS] 
mean runtime in ~s .: llq6 
TOTAL : 2?. 5P 
RFN : 2138 
ioHA IT: !r 
SUTP: 116 
O! 2R!** 
20 ! 7.2!** 
46 72F-O ! .17. ! * 
540000! 6 ! 
540010! P.7 ! ******-!'* 
540030! 4 ! 
540130! 2 ! 
540260 ! l! 
5!.1~20! 2! 
542(:,fi() ! 6 ! 
546330! 42 !**** 
547'.Jl () ! 2 ! 
547100! ri! 
550130! Li! 
553760 ! 2 ! 
554040! ] ! 
5541S40! 35!*** 
555460 ! 4! 
55f>l30! Li! 
557470! 10 !* 
560310! l ! 
560550 ! 3! 
560720 ! 1 ! 
561300 ! 2 ! 
561'.\ 2() ! 1 ! 
5fil520! 10 !* 
562430 ! 4! 
563100! 4 ! 
51)3130! 3 ! 
563 540 ! 1 ! 
56!•530 ! 5! 
56474 0 ! 4! 
565510! 1 ! 
5Ei55fi n! 1 ! 
505 570 ! 1 ! 
%5 61)0 ! 2 ! 
O! 11!* A-3~ 
20! 10 !* 
46 7260 ! 6! 
540000 ! 1 ! 
54001()! R3 ! :b'<*****•'< 
5Lf00 3() ! 4! 
5tf 1 s 2n ! 3 ! 
5426 60 ! 3! 
546330! 51!:H*** 
547010 ! r, ! 
547100! 7! 
550130 ! 10 !* 
5537 60 ! f, ' 
554040! 6 ! 
554640 ! 54!***** 
554700 ! 2 ! 
5552 60 ! 1 ! 
555L160 ! 6 ! 
555470 ! 1 ! 
556030 ! 2 ! 
556040 ! 1 ! 
55 6050 ! 1 ! 
556130 ! 4 ! 
557470 ! 1 r, ! * 
560300! 1 ! 
560320 ! 2 ! 
560550! 4 ! 
.560~10! 1 ! 
560650! 1 ! 
560660! l! 
56072()! 2 ! 
561210! l ! 
5(,1300! 5! 
56131 0 ! 1 ! 
561330 ! 2 ! 
561340 ! 2 ! 
561~1 0 ! l! 
562430! 7! 
56 2550 ! 2 ! 
563100! 8 ! 
563120! 1 ! 
563330 ! l ! 
564740! 9 ! 
565020 ! 1 ! 
565 51 0 ! 11 !* 
565520! 1 ! 
56 5530 ! 1 ! 
565540 ! 1 ! 
565550 ! 1 ! 
565560! 9 ! 
565 600 ! 4! 
Sf.5610 ! 2 ! 
5f"i6660! 5! 
567350! 1 ! 
%747 () ! 1 ! 
%7570! l f) ! * 
5702 ?.fl ! 40 !**** 
5 722 20 ! 2 ! 
fil2470! 3 ! 
62 17 50 ! 7 4 ! ***i'** ·k 
622111)! 16 ! **''< 
62:lJl O! 70 !******* 




































62577 0 ! 
634450! 










7020 10 ! 
702200 ! 
70271 0 ! 
7n3 02n ! 




70 5L, ?n ! 
70fi ll0t 
70 7110 ! 
71 0430 ! 
13!* 
R~5!**************************************************************** 
71 0500 ! 
711240! 
71 22 70 ! 




71 6700 ! 
7173 40! 
717350! 
7177 00 ! 
721170 ! 



















13 ! :'< 
Programme numero 5 (FORTRAN ) 
[ iWLO()K :fonit o rin~ LJ'TT(l 
comma nd st rin g : ... ~<l~ : gauR O, cn ~/ g o 
how ma ny o hs e rva t ion s : ... 40 
interva l •e t ween loo~ s (in ns ): ... 40 
(PF: SULTS ) 
me a n runtime in ms .: 250 1 
TOTAL : 4 3o 7 
, T, : 40 17 
ST,FE.P : 350 
625640! 
625770 ! 


























71 () 430 ! 
7112 40 ! 
711 2 50 ! 
71 2&7 0 ! 
71333 0 ! 
713340 ! 
71421 1) ! 
715060 ! 












































Programme numero 13 (COBOL-74) 
[ M"L 00:( }!onitoring LPTt.'] 
cornmanci s trin ~ : ••• modirp/ 80 
h ow man y o~s erva t ions: .•• 50 
interva l hetween looks (in ms): •.. 40 
f .,,_J:'S ULTS l 
mean runt ime i n r.s.: ~3J 
TO'T' AT.: 7°3 
PU ,T: 756 
StEE P: 37 
20 ! 7! 
540()()0 ! 1 ! 
5400 1n! 20 !'"* 
54003 0 ! 3 ! 
541620 ! 1 ! 
542 660! ')' . ) . 
54fi 330 ! IS ! 
547010! 3! 
A-3'1 
51+ 7100 ! 
553760! 
554()40! 










564 430 ! 
564760 ! 



















F, 4441 0 ! 
7011 00 ! 
7015 20 ! 




71 0510 ! 
711 250 ! 
712 230! 
71 6700 ! 
7173 50! 






































R6 ! *** ,~**** 











Programme numero 9 (COBOL-74) 
[~LOOK llonitoring LH'X l 
command strine : ••• ~paie.50 .cmcl/ ~o 
how rnany o½servations : •• • 40 
interval hetween looks (in rns) : .•• 40 
fP.FS ULTS) 






















.5 54fi4n ! 
55473/"1! 

















5fi072 0 ! 
56104n ! 
56121()! 
5 /'.i l3()() ! 
56131 0 ! 




56151 (; ! 
56 201()! 






















































56252 0 ! 
562620! 
563100 ! 














56 7320 ! 
567/i()I)! 
567 430 ! 
%7440 ! 
5674 6() ! 
567 500 ! 
5r,7700 ! 
56771 0 ! 
570 22() ! 


























































76 ! ** '\: ***'' 
2 ! 
7 ! 









41\ ! ***'' 





















702 200 ! 2 ! 
7()2620! 1! 
702 660 ! 3! 























71 2160 ! 
712230! 
7P240 ! 









7lh71 0 ! 
717700 ! 
72 0040 ! 
72141 0 ! 
------







































45 ! *1'** 
A-43 
4.2 . 2 . Sans PA1050 . 
Pr ogr amme numero 2 ( FORTPAN) 
[ MYL0OK } onitor i ng L HW. l 
co• mancl str.ing : ••• ptfixe,ptfsou/p,o 
how many observations : . •• 40 
interval ~etween looks (in ms) : .• • 40 
[RF.SULTS] 








































56243 () ! 
56310() ! 
5 fi 1130 ! 
564570 ! 
564 (, l()! 
56474()! 













































16 ! ,~ 









572220! 11 !* 
612470! 17!* 
6217'i0! 185!****************** 
622110 ! 43 !**** 
6233 10 ! ()() !*****>'< 
623 700! 47!**** 
625640! 41 !**** 
625700! 12!* 
62577 0 ! 117 ! *1-< *1'****-:,;,* 
634450 ! 5! 
634560 ! lL1 ! * 
63 55 20 ! 10 !* 
636330! 14!* 
63752 0 ! 5! 
640310! 8 ! 
n41330! 6 ! 
643240 ! 7! 
6441110! 9 ! 
Programme nume ro 7 (FORTRAN) 
[ MYL00K ~!onitorinc Ln~ 1 
comman~ strin~ : ... Gdd : 1105 . cmd / go 
how Many observations: . . . 40 
inte rval between looks (in ms) : . . . 40 
[Rf.SPLTS] 
Mean runtime in os.: 4458 
TOTAL : 1'1291 
RU : '1777 
ioWAIT : 5 




























5 5L1641) ! 
35 !*** 
17 !* 
















64 ! *1'**** 
1.1 ! >'< 
37!*** 
1510! 
11 ! :'< 
l ! 
1 ! 
11 ! :'c 
6 ! 
xll)O !*************** 






























































5 6 7 L! 2n ! 
5i;743n, 
5n74 L10 ! 
lLi !* 
85 ! *****''*1' 
30!*** 




































15 ! ~, 





l '1 ! ,~ 






































































Programme numero 13 (COBOL- 74 ) 
[~!YLOnK :' foni toring T.J TY ] 
co~manrl st ring : .•. ~orlirp/go 
how r:iany observations : .•. 50 
interval hetween loo~s (in rns) : •. • 4n 
[ RESULTS] 
rnean runtime in ~s .: 640 
TOTAL : A5P. 
RUN : A04 
SLf.EP : 54 
20 ! 2 ! 
40! ll !* 
140 ! 16 !* 
467260! 2 ! 
541)000 ! 1 ! 
54nrnn ! 15 ! * 
5400~() ! 3 ! 
541.f,20 ! 3! 
542660! 2 ! 
546330! 11 .., . 
54 7010! 2 ! 
547100! 2 ! 
552770! 46 ! *'"'"* 
55 3pn ! 81 ! ****'~*** 
5537fi0 ! 3 ! 
55404()! 1. ! 
5547 40 ! 1 ! 
A- 47 
555460! 2 ! 
556130! 3 ! 
556530! 4l1 ! ***1< 
557470! 3! 
557540 ! 79 !******* 
560550 ! 3! 
561300 ! 2 ! 
562430 ! 2 ! 
563 100 ! l ! 
563130! 2 ! 
564430! 1 ! 
564570! 1 ! 
564611')! 175!***************** 
564760! l ! 
565510! 1 ! 
56757 0 ! 2! 
57022() ! 12!* 
572220! 4 ! 
F,12!170 ! 3 ! 
621750! Q! 
622110 ! fi ! 
6233ln ! 13!* 
62371)1)! 4 ! 
625(.40! R! 
625770! 9 ! 
Fi27210 ! 3 ! 
634450 ! 2 ! 
6J45f.O ! l! 
635520 ! 3! 
636330 ! 4 ! 
640 31 0 ! J ! 
641330 ! 1 ! 
643240! 1 ! 
P rogramme numero 9 (COBOL-74) 
r fYl.00 .' ~,onitoring LH'K J 
commanrl st ring: . . . ~paieSO . cm<l / go 
how ~any ohservations : . .. 4n 
interval hetween looks ( in rs): . .. ~n 
f"RF.SULTS] 
mean runtime in ms .: JP.02 
'!.'0TAt : 
RF 1: 


















'2 7 P. 
4P,!**** 
45!**** 
P4 ! ****''<ic** 



































































56 l 3!1 0 ! 
562000 ! 





















































72 ! :'<****'H 





76 ! :'<*****''< 
3 ! 
2 ! 
q o ! :Jc*-f'****** 





62.3240! 1 ! A-50 
623700 ! 45 ! **-Id: 
lJ2564() ! 54!***** 
625700! r-,5 ! ****-Id 
625 77 0 ! 136!************* 
627210 ! (ifi!****** 
634L150! 1 ! 




6403 10! 3! 
641330 ! 2 ! 
641430! 28!** 
641440! 51!***** 




5, AMELIORATIO~ S . 
5.1. La rou tine T.14 . 
T . 14: setz rn <lcruf+2 ; r.ead nex t hi ffer on ne .·t i l,1h 
T.l 4e r: sb pn xruf ; Tf we have .nn index bu f1:er 
jrs t loa<l ; no , not t lie firs t time 
pushj p , zxhuf ; Ret rid of it 
F.S$LII : . T::!\,L li hrary index inconsj s tent , continuing 
jrst load ;and continue 
î . l4I: pus~j r , rl .inl ;read first word 
hlrz t 1 , 1.,1 1 ; b l0d< ty pe only 
caie t 1 , l L1 ; is it a n jnr.ex 
jrst t. lf,e r ; no , er. ror 
jrst t . 14 j ; don ' t set flaR Rf';él i '1 
;enter bere if in l ihra r y search rno rle 




h rrz r' 










se tz fTl 






T . 1L1' : sojg 
pop 
ilr1h 
j r s t 







fl , r.i.nc 
t. 11, 
t '.: , rly . ge t 
tl , xhtf 
tl , x1'11 f 
t 1 , 1., !, Cf': 
t l , xh1f+l 
tl , dchuf+l 
t':'. , À,1 1?.7 ( t l , 
tl ,(t ~) 
~, 3 , Y h u f+ l 
P:> , t ,1 4,-l 
.., .., 
î,J _, ' {, / . 
p ,hg . sch 
~g . sch 
; g ive e rr or i f alrear1y ~een here 
; inc lude heing processe~ 
; rrocess as if no i nfex 
; get srace in dy area 
;s i3nal space a cn ui r er1 
; aux hu ffer 
; ëia' e by te poin ter 
; anr: save i t 
; input 'riuff:cr 
; enrl 0f ~ loc1, 
;stor e !--locl, 
; e n~ of ~loc~ is negative 
; wor,1 cnunt o n] y 
; re11er.iher curren t status 
; f on ' t sea rc~ universals 
wl , pt, s~n! pt.s y~; val i ~ sym ol ~it s 
r., -:, , xr,uf+l ; ,'!e t next sy111 hol 
r ,r sn t ~ ; s5x~i.t izr it 
p , t r ysym 
p , t-g . sch 
uJ , '<huf+l 
t.l L,l, 
tl/'1(pl) 
tl , rs , uclf 
t 1 , ris . r en 
w :l , t . l /, l-
wJ , '<huf+l 
;no in ta~ e , ~eep try ing 
; reriuest T".a tch es 
;not r ecrnireo , 1.·ee p t r _vinr 
;r esto r c nl~ sta t us 
; ~e t pointe r wor d 
; .~ et ne x t pr og 
; un ,lefined , h1t è. o ~-e want it? 
; nnt if alrear-ly pa rt ial ~efs 
;ce rta i nly not if no r enues t 
;was =: ':'. f!Ht, r-lon 't want él a;-'.ajn 
; r e stor e ol~ s t a t us 
iJ r!.h tl, xrn f+l 
½rrz w3 , ls t h]k 
CRÎn w3 , ( t l) 
j r s t t ), s J, 11, 
~J/T i'1nx: sv-i pge otaflg 
j r s t nxt~ t a 
eain \v3 , - 1 ( t 1) 
j r st nxtl:-11,. 
î . ll+f : use t i rle , (tl ) 
wait <le 
movsi w?. , (1 hO ) 
h rrz w3 , r1 chuf 
i orm w?. , dchuf 
s'<ipl ( \-13) 
j r ts nxthl~ 
anriearri w2 , ( \•!3) 
hrrz w3 , ( w_ ) 
r st .-!J. 
,(":{'r !)'T' _t,., : ,..,ait ile , 
hrrz t,1] , rie hu f 
caie \,; 3 , ( tl) 
jrst t . lLiz 
m:r m.'. 1N DC , 
jrst th s rl'{ 
jrst . e rr 
î . l 4r· : 1~rre tl , w1 
jur,1 p l t 1- , eof## 
rnovc t 1 , t-•J 
rrrz wJ , lstr-11< 
jrts nxtnrlx 
; ~e t last rlnc~ nu~her 
; i n this hloc"? 
; yes 
; çifferent test for ~ts 
; ehecl~ if next h1ffe r in eore 
; ncxt hloel: ? 
; yes , just do inrut 
; se t on r]ock 
;let I / 0 finish 
;e lear dng use hit if on 
; set unuseri r in~ hi t 
; ( help out nonito r ) 
; a 11 done nou 
; clear use hit 
; get next huf f er 
; loop 
; 1et T/0. nin te CO[!lr] e tion 
; ~et r ointer to current huffer 
; is it ~Jock we uart 
; no 
; it is now 
;eoz or e rrer 
; ~et hl oc~ f of in? ex 
; fini s1--e rl if - 1 
;-1 ,, hloc1r # int0 tl for thshl', 
; ~et lRst 1 l0ck 
; check if e x t 1-,1.1ffer in core 
5. 2 . Les exeQples. ,h - 51 
5.2.1. BF'l.<DIO. 
Ce prograrrne pro,rie11t , en partie, r-111 manuel ,-le s appels - sys t ?,!"'es Trws-1 n 
(fl·:C l'1)) . 
title hf r ~io *** huffererl in unrle r Tf'PS-1 0 *** 
searcr rnonsyrr ,i orac 
s;i.Jl 
;rlefine ' 1;11() 1 s 
oprlef reset [47nnnnonnnnJ 
o pcief or en rsooononoonnJ 
opc:lef loo1: up f 7r-, onoonnrv)n] 
opdef exi t [4700nnn00 12J 
op<le f rel eas f71 000000000l 
o pcief in [5h000Q00000] 
o p~ef getstsr~2nn0onnnoo 1 
; a c's 
tl=l 
c=ln 
j =l S 
icrn=l 
; r,,a cro 
define e rro r 
jrst 
( f:'s~) ( 
r outstr ( ( 
j rst nonrtl 
> 
; par am 
io . eof =2nn00 
; here on ent r y - ~us t init i alize pr og r am 
bft"'lio : jfcl 
r eset 




open ichn , i rlev ; associ ate rlev ice ui t h c, a rre l l 
erro r (<Can ' t ()D,- : rlevice> ) 
1 0 O 1< u p i C h n , in f i 1 ; f in 1  i n r \1 t f i 1 e t o r e é1 rl 
e rr o r ((Ca n' t T.or :rnr input fil e ) ) 
; ,\t t his roint :-'e c ri u]rl optionnlly pcrforl"I PTPF fTlo n:ï_to r c ;'l l. l 
; to set np the ~uffe r ri!1 p; , hut lnstearl ,.;,}ll let t're f'1onitor 
; cl o it fo r us on the f i r s t P' ronitor c::il.1 
; he re f or the ~a i n pr o~ r am T/n loop to r ea~ t~e file 





;end n[ file r ea che<l on input 
; he r e whe n input enrl - of- f ile reache d 
eof : releas ichn ; let go of inp11t fi 1 e érncl rlevi ce 
; rer.e to return to r.ionitor mode 
monrt : movei l , 4nr,O0O 
runtm 
suh l , runtim 
move 2 , l 
outl() 
exit 1 , 
jrst hfrrJio 
; Masic lov- level 1--uf .ferer I /n ro1!t ines 
GfT[~T is self- initializing e . 0 • vhen fi rst calleri , the 
;irput ~yte count is 0 (set hy the monitor on t~e 0 ur~) 
; l';e t'.'yt •.d ll fal1 into tJ-,e 1 : .. cP.11 to se t tre cle F;rnlt n11r.~er n f 
; input 1-uffe rs anrl start the clevice :illinr tl1ern (control wi ll 
;r e turn after f irt r u f fer is filler) . 
; r.T-'TE Y'T' - rnutine to read J n- hit inp11t rlHta 
gethyt : 
ge t1'u f : 
so s ~e 













ichn , tl 
tl,in . eo f 
; ;:iny "'yt e s in input ru ffer? 
; no - f.1 \!St fi rs t r. enrl next 
; y~ s - r eturn l'O r •·1 in ac C 
; s uccessfu . r e t 1i rn is 51.•ip 
; arlva nc e to next h1f fe r 
; and continue un ahove 
;oops - f "t an er r o r 
; ,,1 as i t e o F? 




(< input T-0 
; ves - t hen not re;3 J l ; 1 error 
c rror>) 
; al] rlata rlocks are defined here 
; fi rst: i np ut open rloc'., 
in1ev: exn 1~ ; ~o<le=i ~ar.e rinary 
sixhit/sys / ;in put rl evice name 
n, ,inJ-,rîr ; O, , aclrlress of i11put h1F f er 
; control rl oc1: 
; t he l,t:(V' I: >' hJ ocl.: 




;input : i le nAl'le 
;input e~t e nsinn 
;nrot , ~orle , c r. cation 
;input f ile ppn 
; the 1/ri r- u ffe r control "1oc1• (the r.uffers t1-- f:>msP. 1ve s 
; ~d ll i,e huil t r- y tl1e 1-on.itor 2 t nin ti!'le on eYe cution 
; of the firs t p r fl lTn ) 
inhdr : hlocl< l ; i npu t hu f fe r control. 1, 1 ocl, 
in ptr: hlnc1: ;input h 1f~er rin ? 1-, , te rointer 
i ncnt: hloc1< 1 ; input 1-,uffe r r i nf hyte count 
runti m: h loc1· l 
e nd J..,fr~.io 
A- 54 
5 • 2 . 2. PMAP TO. 
titl e p• apio *** huffereri io under tnps- ?r *** 
sea~ch ioma c, mo nsym 
sa)l 
extern fatal ,warn 







p• apio : r ese t 
rnove 
; 8et file OéUte 
instr (Ad20 ,l 4 , filsrc) 
; first se t t~e tlme 
movei l ,. fl-islf 
r un trn 
r1ove m l ,run ti f!l 
; get jfn of input FiJ.e 
rnove 
h. rroi 
g tj f n 
erjr.i p 
r:iovern 
hrl u , 
; open tre file 
; ge t 




tl ,e f ilé-s 
move 










1 , fro1:1 
2 , ~A ~Jl) hc;+onr<l] 
fa t al 
le n~t'-i 
l ,in jfn 
far.al 
2 , hyt cnt 
.1 , -ricscnt 
into ou r h11 f f'e r 
l , fro!'l 
,., , r • f h s 1 f , , h f F rr 1 
1 , r pr:io/. cnr-..J... rrn°1 r i1+rr.~~r,J ,1 .... rares l 
er_jr.;p fau1 l 
A- Sf, 
; rearl loo p 
setz 









1, huffer( hfr cn t) 
hfrcnt , mnloop 
; her e on End nf File 
eof : seto 1 , 
move ?. , r. Fhsl f ,, r,ffr>8 1 
move 1 , [ r111 ~,1cnt+pa ges) 
pmap 
erc;:il T,Ja rn 
move l,injfn 
c1osf 
erca l wélrn 
; get ruP ti• e 
rnovei l , • f rs lf 
runt m 
suh l, runtim 
move 2 ,l 
outl. 0 
; 
; ok , :ione 
ha l t f 
, 
; her e u~ en hu f~e r e nrl re a che ri , noa p s ome ~ore pa~ e s . 
eoh : 
, 







(inj f n , l) 
(runtim, l) 
( f ils pc , 'i) 
(st ,q ck , - r1 2n) 
1 oc l nn" 
ale ( t uff e r , hf rl e n ) 
h ffpp,=hiffer--11 
r e1oc 
en d pma pio 
A- 57 
5. 2 . 3 . Les résultats . 
T,ULT ,r~ n r,: s TF1 P~ CPl.' Cf't'TC()~ jt. P7S f'AP 
r-ICPI"' ~~ ( en pages) r:r-rnTn P ( 1,\PJf"l 
1n 00 17'S (-, (\ ms 
1sn f.l. L, t, 491 
2 f"1(\ 1:550 C'.llO 
RlS 467() 2 56 0 
5.3. Ma nipul at i ons de FORLin avec Mi\KLIR . 
§P1aldi h 
*forini . rel=s ys : fo r lih . rel / extrac t : (forini , forpsc , cfrxit) 
*forli h . rel=sys : for1ih . rel/delete : (forini , forpse,cfrxit) 
~:•YLNin rl1TPP'T' file DSR : f 0 ff!' .T!< . P.[T, wi ll not l-e n'.T'l"'~erl 
*-z 
~appenr! (source file) I,''1TilH , PfT,.2 ( t o) :-n . J:~n: . r""T . 
FOP,L 11: • . f' L 2 f .')•~] 
~makUr-
*ff)r> J ,1 1 • P._r.'T,=f()~T T P . • !'ffL / i nr1 ex 
r:,u ~,c; 





5.4. Les nouvelles mesure s . A- 5° 
! ous <ionnons , 1 ci , les pr ofj 1s d ' ex-~cu tlon èu r,r1' pour 1 e rnême pros ramrne 
en entr.ée oais avec deux versions diff~rentes d e fn!' TT 1~ . Le prel'l ier a •~t:, 
r éalisé ave c la version courante de FO J,TR et le seconrl avec ~a v e rsion 
morlifi~e ~f crite da ns la Tro is i ~me Pa rti e , R. ~. 1 . 
5.4.1. Exé cution du LINK avec l'ancienne version de FORLIB. 
Programme numero 4 (FORTRAN) 
[ ~1YLO()K ,. 1o nitoring LHJt~] 
c ornman<l string : •.. narlnpi/ e o 
how many oLscrvations : .•. 100 
interval he ti·Jeen lool( s: .•• 40 
[ 1.;.EST. LTS] 
mean run tii71e in n s . : 640 
':!: () .<\l : l 3°2 
IUT? : lJf,F, 









54 6 330! 
54711"! 
55n130 ! 
55277 () ! 
55312° ! 
5537f.O! 







56151 0 ! 






s 7?. nn ! 
51 2470 ! 
A217 0 ! 
r,2211 n! 
621'31() ! 
A? 17n(l ! 
(, '.'. .5{iM1 ! 
62577n ! 
61'14'.'0 ! 





































634560 ! 1 ! 
63.552() ! 2 ! 
6 36330 ! 1 ! 
Fi37520! 1 ! 
fi40}10 ! 1 ! 
641330 ! l! 
643240! 1 ! 
6lf/+560 ! l! 
fDONE l 
5.4. 2 . Exé cution du LI NK avec la nouvelle vers ion de FORLIB . 
Programe numero 4 (fortran) 
[ i: !YL!:OK :onitoring LP:r 1 
c ommand strinr :, •• na~nni/go 
how ma ny ol--se r va t ions : •. . 1n0 
int e r val ~etween looks : .. , ân 
[ RF~l'T,TS l 
me;;in r untime in ms .: 520 
TnT,\1-: '52c, 
RlFl : 51_0 
r,r,r.:u : 7 
2'1! 2 ! 
1 .!cQ ! 3 ! 
540010 ! 3 ! 
54/"\QJO! 1 ! 
540130 ! 1 ! 
54ln20 ! l ! 
5421'.inn! 2 ! 
54f-31 0 ! 2 ! 
547110! 3 ! 
5501. 10 ! 1 ! 
552770 ! 115 ! *•n'<******** 
55 3120 ! 113 !*********** 
553760 ! 1 ! 
5546110 ! 1 ! 
5554f>0 ! 1 ! 
55r.nn, 1 ! 
55 6530 ! 13P !************* 
55747()! 1 ! 
557540 ! 10fi ! ****-f<* *-Jc'c -!, 
5r,n55n ! 1 ! 
561 3()f1 ! l! 
563130 ! 1 ! 
561,51n ! 1 ! 
565 510 ! l ! 
Sf.7'350 ! l! 
570220 ! l ! 
5 7'22?.() ! l! 
Fi l 2t.?n ! l! 
621750 ! 2 ! 
622 110 ! l! 
~23310 ! l! 
.S 25f)Lf0 ! l ! 
611+450 ! 1 ! 
Fi3."i2 110 ! 1 ! 
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