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Abstract 
Vortex dynamics within arrays of square ferromagnetic nano-elements have been 
studied by time-resolved scanning Kerr microscopy (TRSKM), while x-ray 
photoemission electron microscopy has been used to investigate their equilibrium 
state.  An alternating field demagnetization process was found to initialize a 
distribution of equilibrium states within the individual elements of the array, including 
quasi-uniform states and vortex states of different chirality and core polarization. 
Repeated initialization revealed some evidence of stochastic behaviour during the 
formation of the equilibrium state. TRSKM with a spatial resolution of ~300 nm was 
used to detect vortex gyration within arrays of square nano-elements of 250 nm 
lateral size.  Two arrays were studied consisting of a 9×9 and 5×5 arrangement of 
nano-elements with 50 nm and 500 nm element edge-to-edge separation to 
encourage strong and negligible dipolar interactions respectively.  In the 5×5 element 
array, TRSKM images, acquired at a fixed phase of the driving microwave magnetic 
field, revealed differences in the gyrotropic phase within individual elements. While 
some phase variation is attributed to the dispersion in the size and shape of 
elements, the vortex chirality and core polarization are also shown to influence the 
phase.  In the 9×9 array, strong magneto-optical response due to vortex gyration 
was observed across regions with length equal to either one or two elements.  
Micromagnetic simulations performed for 2×2 arrays of elements suggest that 
particular combinations of vortex chirality and polarization in neighbouring elements 
are required to generate the observed magneto-optical contrast. 
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I. INTRODUCTION 
The gyrotropic mode1,2,3,4,5 of a magnetic vortex6 is currently the subject of 
intense research because microwave emission from a spin torque vortex oscillator 
(STVO) has a tuneable frequency7,8,9 and narrow linewidth10 that is attractive for 
microwave signal processing applications.  While the emitted power from a single 
STVO is too small to be of widespread technological use, it may be enhanced by 
careful consideration of the device materials,11 or by mutual synchronization of 
multiple STVOs so that the power level can be increased.12,13,14 Phase locking has 
only been demonstrated for a small number of STVOs that share a common 
magnetic layer12,14 or that are injection locked to the same microwave current 
source.13 For multiple isolated STVOs the dynamic dipolar interaction between the 
gyrotropic modes of the individual devices15 also has the potential to phase lock and 
synchronise their dynamic response without the need for common layers or 
additional interconnects.  However to understand the formation of collective 
gyrotropic modes within large arrays, it is first necessary to image the dynamics of 
individual elements, pairs, and smaller arrays so that the character of the collective 
modes may be determined.  
Recently, investigations of dynamically coupled magnetic vortices have been 
reported in pairs,16,17,18,19,20,21,22  trios,23 chains,22,24 and arrays25,26,27,22,28 of 
microscale ferromagnetic disks and squares. In large arrays of ~300 microscale 
discs, ferromagnetic resonance experiments revealed broadening of the vortex 
gyrotropic mode as the separation between the elements was decreased,25 
suggesting increased splitting of a large number (~300) of unresolved collective 
modes.  At the same time, time-resolved magneto-optical Kerr effect measurements 
were used to detect the splitting of collective gyrotropic modes within arrays of 250 
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microscale discs, which was shown, with the aid of micromagnetic simulation, to be 
due to inter-element magnetostatic coupling mediated by uncompensated magnetic 
charge near to the edges of the elements.26  Most of these studies investigate 
coupled vortex dynamics in microscale magnetic elements, while in STVOs 
nanoscale magnetic elements are necessary in order to achieve suitable current 
density to excite the gyrotropic mode using spin transfer torque.  To that end it is a 
necessary prerequisite to investigate the dynamic response of magnetic vortices in 
arrays of nanoscale elements. 
In this work we used time-resolved scanning Kerr microscopy (TRSKM) to 
detect the vortex gyrotropic mode of individual nanomagnets within arrays, and x-ray 
photoemission electron microscopy (XPEEM) to determine their equilibrium state.  
The arrays were initialized by applying a slowly alternating in-plane magnetic field of 
decreasing amplitude.  By imaging the polar Kerr signal at a fixed point in the 
microwave cycle, the phase of vortex gyration within the elements of the array can 
be detected.  Two arrays consisting of 250 nm square elements in a 5×5 and 9×9 
configuration with respective edge-to-edge separations of 500 nm and 50 nm were 
considered. Time-resolved (TR) Kerr images acquired from the 9×9 array show that 
the magneto-optical contrast can extend across small regions of the array 
corresponding to a pair of elements.  Micromagnetic simulations of 2×2 arrays reveal 
that the observed magneto-optical contrast can be described by a specific 
equilibrium configuration of the vortex chirality and core polarization, which have 
previously been shown to lead to different eigenmodes of interacting microscale 
discs.23  
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II. EXPERIMENT AND SAMPLE DETAILS 
A multilayer stack of composition Ta(5)/Cu(25)/[Ta(3)/Cu(25)]3/Ta(10)/Ru(5)/ 
Ni81Fe19(40)/Al(1.5) (thicknesses in nm), was sputtered onto an insulating sapphire 
wafer of 500 μm thickness.  The NiFe layer was protected from oxidation by a self-
passivating Al capping layer that was allowed to oxidise naturally in air.  Four repeats 
of Cu laminated with Ta provided a thick (~100 nm) metallic underlayer that was 
used to fabricate an integrated coplanar waveguide.  At the same time the lamination 
helps to maintain a flat surface for the deposition of NiFe that can be difficult to 
achieve with Cu alone.  Arrays of permalloy squares were formed on the Cu 
underlayer by a combination of electron beam lithography and ion beam milling.  The 
remaining Cu/Ta underlayers were patterned by photolithography and ion beam 
milling to form a coplanar waveguide (CPW) such that the arrays of nano-elements 
were located on top of a narrow section of the central conductor with length 2.29 mm 
and width 6 µm.  The width of the central conductor and its separation from the 
surrounding ground planes were designed to achieve a characteristic impedance of 
50 Ω on the sapphire substrate.  A schematic of the coplanar waveguide structure is 
shown in Figure 1(a).  Magnetization dynamics were excited using the in-plane 
magnetic field associated with pulsed or microwave (RF) current waveforms passing 
through the narrow section of the CPW.  A NiCr thin film resistor with DC resistance 
of ~ 50 Ω was deposited at one end of the CPW to attenuate the time-varying current 
and prevent multiple reflections. 
TRSKM was used to study the coupled vortex dynamics of square 
250×250 nm2 nanomagnets within two arrays with edge-to-edge separations of 
500 nm and 50 nm.  The vortex equilibrium state was generated in the nano-
elements by applying a slowly (<1 Hz) alternating in-plane magnetic field with 
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continuously decreasing amplitude.  A Ti:sapphire oscillator was used to generate 
optical pulses of ~100 fs duration, 800 nm wavelength and 80 MHz repetition rate. 
Second harmonic generation was then used to generate a 400 nm (blue) optical 
probe that was expanded (×5) to reduce beam divergence, before being linearly 
polarized, and then focused to a diffraction limited spot diameter of ~ 300 nm using a 
high numerical aperture (0.85, ×60) microscope objective lens.29  TR measurements 
were made by using a 4 ns optical delay line to change the relative phase of the 
optical pulses and the pulsed or RF field excitation generated by the CPW at the 
sample position.  The amplitude of the excitation was modulated at a frequency of 
~3 kHz.  The Kerr rotation was measured using a balanced photodiode polarizing 
bridge detector, with a lock-in amplifier to recover the modulated signal component.  
TR Kerr images were acquired at a fixed phase of RF field excitation by scanning the 
sample beneath the focussed spot using a piezoelectric scanning stage.  The 
microscope had sufficient spatial resolution and long term mechanical stability to 
detect magnetization dynamics within the individual nanomagnets of the arrays.  
TRSKM is a stroboscopic technique that reveals only changes in the magnetic 
state. Therefore additional information about the equilibrium magnetic state is 
required to correctly interpret the TRSKM data.  XPEEM was used to image the 
equilibrium vortex states in nominally identical arrays to those used in the TRSKM 
measurements.  The XPEEM images were acquired at the I06 Nanoscience 
beamline at the Diamond Light Source, UK.  X-rays with an energy corresponding to 
the L3 absorption edge of Fe were used to acquire images of the in-plane 
magnetization, using x-ray magnetic circular dichroism (XMCD) as the contrast 
mechanism.30  The spatial resolution of the XPEEM used for this study was ~50 nm, 
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in a geometry that allowed the projection of the in-plane component of the 
magnetization onto the x-ray wavevector to be imaged. 
 
III. RESULTS AND DISCUSSION 
A. Static and dynamic measurements of single microscale elements 
Since the elements within the arrays have a length that is smaller than the 
focused spot size in the TRSKM, it is necessary to first confirm that the magnetic 
field initialization generates a vortex equilibrium state within square elements.  In 
Figure 1(b) an XPEEM image of a 10 µm square demonstrates sensitivity to the 
Landau flux closure domains that are associated with a vortex core at the centre of 
the element.  The formation of the vortex in larger elements with very small aspect 
ratio (thickness/lateral size) d/L of ~0.004 suggests that the field initialization is 
suitable for vortex nucleation in the smaller elements, with larger d/L of ~0.16, within 
the arrays.31  The black and white contrast in the XPEEM image corresponds to the 
in-plane component of the equilibrium magnetization that lies parallel or anti-parallel 
to the x-ray wavevector respectively. In Figure 1(b) the grey regions have 
magnetizations that lie perpendicular to the x-ray wavevector, so that the 
magnetization rotates in the plane of the square forming a vortex core at the center.  
In elements with length greater than the focused spot size, TRSKM can be used to 
observe the vortex state by detecting higher frequency magnetization precession 
within the surrounding flux closure domains. In Figure 1(c) a TR Kerr image of the 
vortex state in a 1 µm square is shown. The white and black contrast respectively to 
the left and to the right of the center of the square results from the out-of-plane 
torque of opposite sign acting on the two closure domains with magnetization 
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perpendicular to the pulsed magnetic field h(t). In Figure 1(d) TR signals acquired 
from these two domains are almost identical, but for their opposite sign. Therefore, in 
smaller squares, for which the optical spot size is similar to, or larger than the 
structure, the net polar Kerr signal due to precession within the domains may be 
negligible. In fact, in an ideal symmetric element the polar Kerr signal due to vortex 
gyration is also expected to be negligible since there is no net change in the out-of-
plane component of the dynamic magnetization that can be detected by TRSKM as 
the vortex gyrates within the region of the optical probe.   
 
 
Figure 1.  (color online) (a) Schematic of the CPW structure with the location of the magnetic 
elements and arrays indicated in the narrow section. (b) An XPEEM image of a Landau flux closure 
state in a 10 µm square. Arrows within the figure denote the in-plane magnetization direction. (c) TR 
Kerr image of a 1 µm square. (d) TR Kerr signals acquired at positions A and B in (c).  The TR image 
in (c) was acquired at the first antinode of precession. 
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However, detection of the vortex gyration using TR polar Kerr microscopy is possible, 
and has previously been reported in sub-micron sized disks probed by a 500 nm 
diameter spot.2,3,5 In the following we review how the vortex gyration is observed 
using this technique. 
In Figure 2(a) the measured (black trace) and simulated32 (blue trace) out-of-
plane component of the dynamic magnetization of a 500 nm square is shown in 
response to an in-plane pulsed field.  The experimental TR Kerr signal shows the low 
frequency vortex gyration superimposed upon the higher frequency precessional 
modes of the closure domains.2,3  The experimental data was acquired with a 
300 nm diameter focused spot that yields the average out-of-plane component of the 
dynamic magnetization within the probed area.  In micromagnetic simulations, when 
the components of the dynamic magnetization are averaged across the entire area 
of the square, only higher frequency modes that possess a spatially symmetric 
component are observed in the out-of-plane magnetization, while the low frequency 
gyration of the vortex core is only observed in the in-plane magnetization 
components. However, if the dynamic magnetization is averaged over a 
250×250 nm2 region, of roughly similar area to that of the optical probe in the 
experiment, that is slightly displaced from the center of the square (inset graphic 
Figure 2(a)), the vortex gyration can be observed in the out-of-plane component as 
in the experiment.  This result implies that detection of vortex gyration using the polar 
Kerr effect in a TRSKM measurement requires a small displacement of the optical 
probe with respect to the centre of the square.  Since the beam intensity has a 
Gaussian profile, a net polar Kerr signal due to the vortex gyration is observed even 
when the element is smaller than the spot size, as long as the center of the beam is 
displaced relative the center of the element.  
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 In Figure 2(a) the higher frequency oscillations of the simulated TR trace have 
smaller amplitude relative to the smoothed (red) trace than observed in the 
experiment. The relative amplitude is likely to be affected by the position, area, 
shape, and profile of the region of interest in the simulation, in addition to the pulsed 
field amplitude. Fast Fourier transform (FFT) spectra in Figure 2(b) show that the 
overall dynamic response is well reproduced by the simulation.  Spatial maps of the 
FFT power spectra calculated from the micromagnetic simulation33 confirm that the 
lowest frequency mode (~500 MHz) is the vortex gyrotropic mode (V), while the 
higher frequency modes (1 to 4) are found to be associated with oscillations of the 
domain walls separating the Landau closure domains (5 GHz),2 and higher 
frequency azimuthal modes with at least one nodal plane in each closure domain 
(6.7 GHz, 8.2 GHz, and 10 GHz). 
 
Figure 2.  (Color online) (a) Measured and simulated TR traces of the out-of-plane component of the 
dynamic magnetization acquired from a single 500 nm square in the vortex state in response to a 
pulsed magnetic field.  The simulated trace is extracted from the 250 nm square region shown in the 
inset.  (b) FFT power spectra corresponding to the TR traces in (a).  The inset images (V, 1 to 4) show 
the spatial distribution of the FFT power spectra calculated from the simulations. 
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B. Dynamic measurements of arrays  
To study the dynamic interaction of vortices within the arrays, TRSKM with 
sub-GHz RF field excitation was used to excite only the gyrotropic mode.  The higher 
frequency spin waves of the confined in-plane magnetization, as observed in 
Figure 2 in response to a broadband pulsed field excitation, are not excited by the 
sub-GHz RF field excitation.  The array with largest edge-to-edge separation 
(500 nm) was studied first so that the response of individual isolated 250×250 nm2 
nanomagnets could be detected.  The output power of the RF synthesiser was 
maintained at 25 dBm for all measurements.  In Figure 3(a) typical TR polar Kerr 
signals acquired from a single square within the array, highlighted by the black circle 
in the scanning electron microscope (SEM) image inset in Figure 3(b), are shown 
 
Figure 3.  (Color online) (a) The measured TR Kerr signals are shown with different RF frequency for 
the square element indicated by the black circle within the SEM image in panel (b). The line and 
symbol curves in panel (b) show the frequency dependence of the Kerr amplitude for the elements 
highlighted by the same symbol within the SEM image. 
 
for three different values of the RF frequency.  The largest amplitude response, 
corresponding to the resonance frequency of the vortex gyrotropic mode, was found 
to be at 880 MHz.  The aspect ratio d/L of the square nano-elements studied in this 
work was ~0.16.  The corresponding resonance frequency of the vortex gyrotropic 
mode expected from the empirical formula given in Reference 34 is 867 MHz.  In 
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Figure 3(b) the Kerr amplitude for three different elements within the array is shown 
as a function of the RF frequency and found to vary from element-to-element.  A 
resonance frequency of ~880 MHz was observed in two (black circle and red triangle) 
of the three elements shown, with the linewidth and amplitude somewhat different in 
all three elements.  While these differences might result from the weak interactions 
of an element with its nearest neighbours, the gyration frequency also depends 
strongly on the aspect ratio of the element.  As such these differences are more 
likely due to variations in the size and shape of individual elements.  For example, 
the element (blue square) with a resonance frequency of 960 MHz in Figure 3(b) 
corresponds to an element size of 276 nm according to Reference 34.  Note that the 
observed frequencies in Figure 3(b) are slightly larger than those predicted by 
Reference 34 suggesting that the elements are slightly larger than the nominal size 
of 250 nm.  The linewidth of the vortex gyrotropic mode is expected to be smaller 
than the frequency resolution of the TRSKM, which is limited by the 80 MHz laser 
repetition rate.  Therefore, the variation in resonance frequency between 880 MHz 
and 960 MHz, the linewidth, and lineshape, is consistent with a small variation of the 
lateral size of the magnetic element between 250 nm and 276 nm. 
In Figure 4(a) two TR Kerr images of the array containing 250 nm squares 
with 500 nm edge-to-edge separation are shown for two points in the RF cycle 
separated by 𝜋 radians (labelled + and – ).  The frequency of the RF excitation was 
960 MHz.  It is clear that some elements are missing from the TR images, but where 
elements are visible, variations in the amplitude and orientation of the black and 
white contrast of the Kerr signal can be seen.  The black and white contrast results 
from the amplitude modulation of the excitation, as illustrated in Figure 4(e).  At a 
particular point in the cycle of the RF excitation, the vortex core will be at a 
13 
 
corresponding point on its trajectory away from the center of the element.  The effect 
of amplitude modulation is then detected in TRSKM measurements as a change of 
the out-of-plane component of the magnetization (∆Mz) as the vortex core ‘jumps’  
 
Figure 4.  TRSKM images, XPEEM images and SEM images of arrays of 250 nm squares with 
separation of 500 nm in (a) and (b), and 50 nm in (c).  After acquisition of the TRSKM images in (a), 
the equilibrium state was re-initialized before acquiring the TRSKM images in (b).  In all TRSKM 
images the horizontal white bar has length of 1 µm.  In (c) the white arrows in the TRSKM images 
denote regions of contrast with size comparable to, or larger than that of a single element, while the 
dashed white rectangle in the XPEEM image highlights a cluster of elements with vortex equilibrium 
states.  (d) enlarged view of (c), in which the black grid position is a guide to the eye to show where 
the individual elements lie, and the white boxes highlight regions of contrast that are either 1×1 or 2×1 
elements in size.  In (a), (b) and (d) the rows and columns of numbers form a coordinate system by 
which the squares are referred to in the main text.  All TRSKM images are shown at antinodes of 
opposite polarity (labelled + and – ) in the TR signal acquired from the square in the top-right corner of 
each array.  (e) Schematic illustration of how the magneto-optical contrast arises.  The solid curves 
represent the polar magnetization component of the vortex core, while the grey shading represents 
the Gaussian intensity profile of the focused optical probe.  
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from the center of the element (equilibrium state, RF excitation off) to the particular 
point on the trajectory (gyrotropic state, RF excitation on).  When the core jumps 
from the center to the edge of the element in this way, a corresponding decrease 
(increase) of the polar Kerr signal can be observed when the optical probe is near to 
the center (edge) of the element.  As the phase of the excitation changes, the 
regions of black and white contrast rotate about the centre of the element, as 
confirmed by TR images acquired at antinodes of opposite polarity. In that way the 
orientation of the observed polar Kerr contrast for each element is related to the 
gyrotropic phase of the vortex core.  
In the following discussion, different squares within the array will be referred 
to by their (column, row) coordinates.  In Figure 4(a) column 1 lay outside the 
scanning range.  The TR images were acquired at time delays corresponding to 
antinodes of opposite polarity in the polar Kerr signal acquired from square (5, 1).  It 
is clear that the black and white contrast corresponding to vortex gyration is not 
observed in all elements within the array.  For example squares (2, 5), (3, 5), (4, 3), 
and (5, 4) appear to be missing.  These ‘missing’ squares have a quasi-uniform 
single domain ground state that supports confined spin wave modes with frequency 
typically greater than 2 GHz at remanence33,35 and so no response is observed at 
960 MHz.  Comparison of Figure 4(a) and Figure 4(b) reveal that the formation of the 
vortex state was not reproducible in all squares.  When the ground state of the array 
was reset, the majority of squares remained in the vortex state, but square (3, 5) 
adopted the vortex state generating a detectable signal, while squares (4, 2), (4, 4), 
and (2, 4) adopted the single domain state yielding no signal at 960 MHz.  Element 
(3, 4) in Figure 4(a) and elements (3, 4) and (3, 5) in Figure 4(b) also appear with 
stronger contrast than other elements.  This suggests slight differences in the radius 
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of the vortex core gyration due the variation of resonance frequencies in accordance 
with element size (aspect ratio). 
In the lower panel of Figure 4(b) a normalized XMCD image of a nominally 
identical 5×5 array is shown.  The dark and light contrast in the XMCD image 
corresponds to the in-plane equilibrium magnetization that lies parallel and anti-
parallel to the x-ray wavevector in the –x direction.  The XMCD image reveals that 
element (3, 2) and (4, 5) have a single domain state, which supports the 
interpretation of the missing elements in Figure 4(a) and Figure 4(b).  In the 
remaining elements, approximately one half of each element is dark, while the other 
half is light, which reveals that the majority of elements adopt the vortex state. 
After the initialization process used to prepare the equilibrium state of the 
array shown in Figure 4(a) was repeated, many of the elements that retained the 
vortex state appeared to have similar contrast and therefore phase of gyration, 
Figure 4(b).  For a small number of elements, differences in the contrast were 
observed following re-initialization.  In Figure 4(a), elements (4, 5) and (5, 5) have 
similar phase of gyration, while element (3, 5) is missing.  In Figure 4(b) element 
(3, 5) now occupies a vortex state while the orientation of the contrast of (4, 5) has 
changed by  radians.  The vortex state has four different configurations 
corresponding to the possible permutations of the chirality36 of the in-plane 
magnetization and the vortex core polarization.  For the same excitation conditions, 
the sense of gyration, i.e. clockwise or counter-clockwise, is determined by the core 
polarization only.37  Alternatively vortex states with the same core polarization, but 
opposite chirality exhibit a constant gyrotropic phase difference of  𝜋 radians during 
the cycle.  Therefore, the phase difference in the orientation of the polar Kerr 
contrast of a pair of elements can vary between 0 and  radians when the elements 
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have the same chirality, but opposite core polarization (sense of gyration), and a 
constant phase difference of  radians when the core polarization of each element is 
the same, but their chirality is opposite.  Initialization of the equilibrium state by 
sweeping an in-plane magnetic field with decreasing amplitude does not allow the 
chirality or core polarization of the vortex state to be selected.  However the  phase 
shift in (4, 5) suggests that the core polarization, the chirality, or both characteristics 
switched during the re-initialization of the equilibrium state, in agreement with 
micromagnetic simulations.  To determine which characteristics of the vortex state 
switched during re-initialization, TR Kerr images with phase resolution better than 
/2-radians would be required.  In Figure 4(b) the XPEEM image of the 5×5 array 
reveals that the vortex chirality is not strongly correlated from element-to-element.  
While it is not possible to extract the core polarization from the XPEEM images, the 
image clearly shows that nearest neighbours may adopt vortex states with the same 
or opposite chirality.  This supports the interpretation that the different orientation of 
the contrast observed from element-to-element in the TR Kerr images of Figure 4(a) 
and 4(b) are associated with the presence of vortices of different chirality and 
polarization. 
In elements (3, 4) and (4, 5) the orientation of the contrast is different by about  
/2 radians for both field histories and may alternatively be the result of a difference 
in size or shape between these two elements since the resonance frequency 
depends upon the aspect ratio.34  In a real array, the aspect ratio is expected to vary 
from element-to-element.  Micromagnetic simulations of a 250×250 nm2, 40 nm thick, 
square element show that resonant excitation of the gyrotropic mode, by an in-plane 
RF field of frequency 990 MHz, can yield an off-resonance response in a second 
element with a size that differs from that of the first element by as little as 10 nm.  
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The off-resonance response is known to have a different trajectory and exhibit a 
phase difference of up to /2 radians with respect to the on-resonance response38 
leading to the smaller phase differences in the contrast of individual elements in 
Figure 4(a) and Figure 4(b).   
In the 5×5 array, the dipolar interaction is not expected to have a significant 
influence on the vortex state configuration due to the with large edge-to-edge 
separation (twice the element length).  The change in the equilibrium states of a 
small number of elements for a repeated field history (described earlier) does not 
appear to be controlled by the initialization process, or correlated with nearest 
neighbour elements.  This suggests that thermal effects, edge defects, and surface 
roughness may influence the nucleation process in the 5×5 array, or perhaps a 
recently reported asymmetry in the formation process that may arise from an intrinsic 
Dzyaloshinskii–Moriya interaction.39   
In Figure 4(c), similar TR Kerr images were acquired from a 9×9 array of 
250 nm squares with 50 nm edge-to-edge separation for which the static and 
dynamic dipolar interactions between elements are expected to be enhanced.  While 
the spatial resolution of the TRSKM is insufficient to observe the individual elements 
within the array, remarkably, regions of alternating TR Kerr signal (indicated by the 
white arrows) are observed that appear to extend over length scales that are equal 
to or larger than the individual element size.  Figure 4(d) shows an enlarged view of 
Figure 4(c) in which black grids have been positioned to guide the eye to the 
physical boundaries of the elements, while the white boxes highlight regions of 
contrast that are either 1×1 or 2×1 elements in size.  For example, a region of 
contrast extending over 2×1 elements overlaps elements (7, 4), (7, 5), (8, 4) and 
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(8, 5), while a 1×1 region of contrast is observed between elements (9, 3) and (9, 4).  
As observed for the 5×5 array with larger separation, the 9×9 array exhibits regions 
with no obvious Kerr signal at a RF frequency of 960 MHz, for example in the lower-
left quadrant of the array.  This is consistent with the XPEEM image in the bottom 
panel of Figure 4(c) of a nominally identical 9×9 array, which shows that many of the 
elements occupy a quasi-uniform single domain state.  In measurements of the 
vortex nucleation and annihilation magnetic fields in chains of closely spaced sub-
micron square elements, the vortex state was found to be destabilized as the inter-
element separation was reduced.40  This is reflected in the comparison of the 
XPEEM images of the 5×5 and 9×9 arrays for which the proportion of vortex states is 
reduced in the latter array with smaller separation.  While the 50 nm spacing 
between individual elements was not fully resolved, the vortex states of individual 
elements are still clearly seen within the XPEEM image.  Elements with uniform 
contrast over a length scale of a single element in the y-direction occupy single 
domain states, while elements with contrast variation (dark and light) over the same 
length scale in the y-direction occupy a vortex state.  The XPEEM image in 
Figure 4(c) shows a large cluster of vortex states located at the middle of the right-
hand edge of the array (indicated by the dashed white rectangle).  The two right-
most columns of elements within the dashed white rectangle reveal vortex states of 
opposite circulation, which is seen as a half-element-length spatial shift in the y-
direction of the dark and light contrast in the two coliumns.  While an exact 
correspondence with the equilibrium states observed by TRSKM is not expected, the 
appearance of clusters of elements in the vortex state is qualitatively similar. 
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C. Micromagnetic simulations  
Micromagnetic simulations32 were performed to interpret the TR Kerr images 
by considering five different combinations of vortex equilibrium configurations within 
a 2×2 array of square elements.  The nominal dimensions for the film thickness (40 
nm), element size (250 nm), and edge-to-edge separation (50 and 500 nm) were 
used.  A cell size of 5×5×40 nm3 and an exchange parameter of 13×10-7 erg/cm 
were used.  The saturation magnetization and g-factor were assumed to have values 
of 800 emu/cm3 and 2.1 respectively.  While a Gilbert damping parameter  of about 
0.01 is typically observed for permalloy, a value of 0.001 was assumed so as to yield 
smaller linewidths allowing mode splitting to be more easily identified.  The vortex 
state of each element was prepared by defining four closure domains with uniform 
in-plane magnetization and a circular core with uniform out-of-plane magnetization. 
The five regions were exchange coupled and allowed to relax in zero external 
magnetic field.  Initially the value of was set to 0.5 to allow the magnetization to 
relax more efficiently.  Pulsed magnetic field simulations were then performed with a 
pulse defined as the product of the functions 𝑓(𝑡) = 1 − exp⁡(−
𝑡
𝜏1
)  and 𝑔(𝑡) =
−exp⁡(−
𝑡−𝑡0
𝜏2
), where t0 = 70 ps, 𝜏1 = 50 ps, and 𝜏2 = 40 ps, so as to yield a full width 
half maximum (FWHM) pulse width of 70 ps and a full rise time (0-100%) of 30 ps. 
The pulse shape is shown in the inset of Figure 5(b) and is similar to that used to 
excite the vortex gyrotropic mode in the experiment presented in Figure 2(a).  Vector 
maps of the magnetization were recorded over a period of 100 ns at 0.05 ns intervals. 
The out-of-plane component of the magnetization for each element was averaged 
over its lower half only, so as to yield a non-vanishing time-dependent signal from 
the gyrotropic mode.  
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Figure 5(a) shows simulated TR signals corresponding to the out-of-plane 
component of the dynamic magnetization Mz for each element of a simulated 2×2 
array of 250 nm squares with 50 nm spacing.  Each column represents a different 
equilibrium configuration of the vortex states within the array, as shown in the 
schematics at the top of each column that are labelled 1 to 5.  In each column, four 
TR signals are shown corresponding to the average response of Mz in the lower half 
of the highlighted squares (white) in the schematic of the 2×2 array to the right of the 
TR signals. 
  
 
Figure 5 (colour online) (a) out-of-plane magnetization (Mz) sampled from the bottom half of each 
element within a 2×2 array of 250 nm squares with 50 nm spacing.  White squares on the right side of 
the plot denote the element positions within the array.  The red arcs denote the chirality of the vortex 
state, while the black dots and crosses denote the vortex polarization. (b) Normalized FFT power 
spectra for the upper left element in configuration 5, with the upper and lower panel showing the FFT 
power spectra from the arrays with 50 and 500 nm separation respectively. The inset figure in the 
lower panel denotes the pulse shape used in the simulation. 
 
The evolution of the TR signals is markedly different for the five equilibrium 
configurations.  TR signals from all four elements in configuration 5 exhibit beating 
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(Figure 5(a), column 5) with frequency of ~ 70 MHz.  Since TRSKM with RF 
excitation has a frequency resolution of 80 MHz, it is not expected that the modes 
giving rise to the beating can be resolved experimentally.  In configurations 2 and 4, 
the amplitude of the TR signals from the upper-right and lower-left elements of the 
arrays decays much faster than those from the upper-left and lower-right elements.  
While the chirality of the in-plane magnetization in these two elements is of opposite 
sign, the sign of vortex core polarization is the same.  Since the sense of the 
gyrotropic motion is governed by the polarization only, we look in more detail at 
equilibrium configuration 4 only, since that of configuration 2 is found to yield a very 
similar dynamic response, as shown by the TR signals in Figure 5(a).   
In configurations 1 and 3, the TR signals from all elements exhibit a 
qualitatively similar non-exponential relaxation, but without any clear beating.  In fact 
closer inspection reveals that there are similarities in the TR traces, albeit with minor 
differences in their amplitude.  In the two configurations (1) and (3) the response of 
the upper(1) and lower(3) left elements are similar with opposite chirality; the 
response of the upper(1) and lower(3) right elements are similar with the same 
chirality; the response of the lower(1) and upper(3) left elements are similar with the 
same chirality; and finally the response of the lower(1) and upper(3) right elements 
are similar with opposite chirality.  While the chirality does not change the sense of 
gyration, it does lead to a  radian phase difference in the core position on the 
trajectory and may therefore lead to the formation of collective modes of the 2×2 
array due to the magnetostatic dipolar coupling described previously.  However, the 
coupling is weaker than for equilibrium configurations 2 and 4, and significantly 
weaker than configuration 5.  Therefore, splitting of the gyrotropic mode in 
configurations 1 to 4 was not observed in the fast Fourier transform spectra of the 
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TR traces presented in Figure 5(a).  Indeed the splitting in configuration 5 was 
shown to be as little as 70 MHz, Figure 5(b).   
These features all point to the influence of magnetostatic dipolar interactions 
between the elements.  Interestingly, the largest effects, beating in configuration 5 
and variations in relaxation in configurations 2 and 4, occur when the array contains 
elements with different core polarization, suggesting that the core polarization drives 
the inter-element interactions.  Therefore, we concentrate on the more interesting 
configurations 4 and 5.  These observations are in agreement with theoretical 
studies20,22,28 that point out that the vortex eigen-frequencies of interacting disks do 
not depend on the direction of the in-plane chirality of the vortex magnetization, but 
strongly depend on the out-of-plane vortex core polarizations.  Since the core 
polarization governs the sense of gyration, a corresponding change in the inter-
element magnetostatic coupling mediated by uncompensated magnetic charge takes 
place.26 
In Figure 5(b), FFT spectra are shown for the top-left element in configuration 
5 for edge-to-edge separations of 50 nm (upper panel) and 500 nm (lower panel), as 
used in the experiment.  For a separation of 500 nm the spectrum shows a single 
peak with frequency of 0.99 GHz, at which the elements within the two columns 
gyrate with opposite sense.  For the smaller separation of 50 nm two modes with 
frequencies of 1.03 GHz and 1.10 GHz are observed, for which the 70 MHz splitting 
corresponds to the beat frequency observed in the time domain.  Further simulations 
of arrays with element separations of 100 and 200 nm showed that the splitting of 
these modes decreased until they could not be resolved for a separation of 500 nm. 
For the dominant lower frequency mode, elements within the two columns again 
gyrate with opposite sense.  The character of the other possible collective modes will 
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not be considered any further here, since the aim of the present study is only to 
explain the results of the TRSKM study. 
In the experiments, amplitude modulation was applied to the RF waveform 
used to excite the sample.  Therefore TRSKM was used to probe the change in the 
out-of-plane component of the dynamic magnetization with respect to the equilibrium 
state, as shown schematically in Figure 4(e).  To understand how the equilibrium 
state configuration of the densely packed arrays can lead to the magneto-optical 
contrast observed experimentally in Figure 4(c), images of the difference between 
the dynamic and equilibrium magnetization maps were calculated.   
 
  
 
 
 
Figure 6 (colour online) (a) Spatial variation of the change of the out-of-plane magnetization (DMz) 
induced by the RF excitation, for an array with 50 nm separation in configuration 4 of Figure 5. (b) 
Convolution of the ∆𝑀𝑍 image with a two dimensional Gaussian function with FWHM of 300 nm. 
 
  
24 
 
Figure 6(a) shows a magnetization difference image for the vortex gyrotropic 
mode for an array with 50 nm edge-to-edge separation with equilibrium configuration 
4 as shown in Figure 5(a).  The in-plane RF driving field had frequency of 960 MHz 
and amplitude of 5 Oe, while the value of the Gilbert damping parameter was set 
to be 0.01.  The pair of elements in the column on the left-hand side of the array 
shows red contrast towards the center of the pair, while the pair in the right-hand 
column shows blue contrast towards their center.  The red and blue contrast 
corresponds to a positive and negative change in the out-of-plane component of the 
dynamic magnetization respectively.  To understand the signal obtained by scanning 
a 300 nm diameter laser spot across the centre of the array, and to afford direct 
comparison with the experimental results, the calculated DMz image was convolved 
with a 2-D Gaussian function with FWHM of 300 nm.  In the convolved image of 
Figure 6(b), regions of black and white contrast with similar size to that of an 
individual element are observed at the centre of the array.  Therefore in Figure 4(c), 
the origin of regions of contrast that extend over the area of about one element size 
can be understood from changes in Mz of the same sign that occur towards the near-
side edges of adjacent elements.  However, the TRSKM images in Figure 4(c) reveal 
that in at least one region, black, or alternatively white, contrast can extend over a 
length equivalent to 2×1 elements.  Figure 7 again shows difference images for a 
2×2 element array with 50 nm edge-to-edge separation, but now for equilibrium 
configuration 5 (Figure 5(a)) subject to an in-plane RF-field excitation at 1.03 GHz 
with amplitude of 5 Oe.  Images are shown for four different points in the RF cycle, 
with the sense of gyration in each element being indicated by the arrows.  At a time 
delay of 1.6 ns (2.1 ns) all four of the blue (red) regions lie closer to the vertical 
centreline of the array.  Repeating the convolution procedure used in Figure 6(b), it is 
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seen that black, or alternatively white, contrast now extends across a length of two 
elements in the vertical direction and one element in the horizontal direction at 
certain points in the RF cycle (1.6 and 2.1 ns).  This explains the appearance of 
regions of similar contrast of 2×1 size in Figure 4(c) and (d).  
 
 
Figure 7 (colour online) Upper panels show the spatial distribution of the change of the out-of-
plane magnetization DMz induced by RF excitation at a frequency of 1.03 GHz . The elements in the 
2×2 array have 50 nm separation and equilibrium state corresponding to configuration 5 in Figure 5. 
Black arcs denote the sense of gyration of the vortex. The lower panels show the expected form of 
the magneto-optical signal calculated in a similar manner as in Figure 6 as described within the main 
text.  
In Figure 4(d), three regions of contrast with size equal to 2×1 elements may 
be seen, of which one is somewhat stronger than the others.  The observed beating 
in the TR traces of configuration 5 corresponds to a 70 MHz variation in the radius of 
the core trajectory.  For the particular region that exhibits the strongest contrast the 
elements are likely to be precisely on resonance and exhibit the largest displacement 
of the vortex core as the amplitude of the RF field is modulated.  Consequently, it 
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should be expected that small variations in the element shape, size, or magnetic 
parameters will lead to variations of the collective resonances throughout the array.  
This will be of significant importance for magnonic devices, that may well rely upon a 
more uniform dynamic response.  
 
IV. SUMMARY 
TRSKM has been used to detect vortex gyration in individual square 
nanomagnets with lateral size smaller than the focused spot diameter.  TR Kerr 
images revealed differences in the phase of vortex gyration within individual 
elements of a 5×5 array with 500 nm edge-to-edge separation for which inter-
element dipolar interactions are expected to be weak.  The observed orientation of 
the polar Kerr contrast in neighbouring elements can differ by up to  radians as a 
result of opposite vortex chirality and/or core polarizations.  At the same time smaller 
variations of up to  radians are also present that suggest small variations of 
element aspect ratio, which has a strong influence on the gyrotropic eigen-frequency.  
The distribution of equilibrium states within the elements may be influenced by 
nanoscale structural imperfections, but thermal effects were also shown to play a 
role since different equilibrium states were obtained when the same field initialization 
process was repeated.  Control of the equilibrium states requires a more elaborate 
initialization process, preferably at the level of an individual element, in which an out-
of-plane field is used to control the core polarization41 and a spatially 
inhomogeneous in-plane field, perhaps due to exchange bias, controls the chirality. 
TR Kerr images of a 9×9 array with 50 nm edge-to-edge separation revealed regions 
of uniform contrast extending over lengths comparable to that of either one or two by 
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one elements.  Simulations of 2×2 arrays showed that the spatial extent of regions of 
uniform contrast depends strongly on the equilibrium configuration of vortex chirality 
and core polarization within individual elements. For certain equilibrium 
configurations, the simulations also revealed noticeable frequency splitting of the 
gyrotropic mode.  The present work therefore demonstrates the rich magnetization 
dynamics that may be achieved by controlling the chirality and polarization of 
vortices within an array of nanomagnets.  More extensive micromagnetic simulations, 
that explore the large number of possible equilibrium states, are now required both to 
understand the character of the collective gyrotropic modes that may occur, and to 
fully reproduce the character of TR images observed experimentally. 
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