












approaches, however, has  not  been  empirically determined. This  article  employs  a 









favoriser,  au  sein  de  l’école,  des  changements  qui  améliorent  l’apprentissage  et  le 
succès des élèves. L’influence de  la variation dans  ces approches n’a pas  été déter‐
minée de manière empirique.   Dans  cet article,  les auteures présentent un nouveau 
cadre conceptuel pour décrire les modèles de RBP et les comparent dans divers con‐
textes.   Leur analyse comparative leur a permis de découvrir l’existence de trois types 












The  educational  reforms of  the past  thirty years have  employed  large‐
scale student testing as a mechanism for educational accountability (Po‐
pham, 1999). When student performance on such tests acts as an indica‐
tor of  school  effectiveness  and  is used  to hold  schools  accountable  for 
results, the mechanism is specified to be performance‐based accountabil‐
ity  (Firestone,  Mayrowetz,  &  Fairman,  1998;  Fitz‐Gibbon  &  Kochan, 
2000). The intention of performance‐based accountability (PBA) is to fos‐
ter school change to enhance student learning and success. But, the rela‐
tionship between  the PBA  approaches of  central  authority  and  school‐
level, accountability practices remains unclear (Linn, 2003). Understand‐
ing how educators respond to different PBA systems promises insight to 
reduce  the  gap  between  PBA  policy  intentions  and  school  practices 
(Goertz & Duffy, 2001, 2003; Smith, 2003). Characterizing the policy dif‐
ferences  is only one  step  towards  this  insight,  and  the purpose of  this 
article. 
The  conceptual  framework  employed  in  this  article  highlights  the 
multidimensionality of PBA policies. We used the five‐dimensions from 
the  framework  to explore  the policy differences  in Canadian provincial 
jurisdictions  and  found  differences  emerged  across  the  jurisdictional 
PBA  models.  Canadian  PBA  models  do  not  include  the  overt  conse‐
quences  that are found  in the USA and  the UK, and  the differences are 
small and subtle. The current literature does not foreground these small‐
er differences and,  in so doing,  implies  they are  too subtle  for a salient 
impact on practice. We question  that assumption and are engaged  in a 
program of  research  to  investigate  its  impact. This article describes  the 
first step in that program of research – a comparative policy analysis of 
PBA for secondary schools in all Canadian provinces and territories. 
This  article  is divided  into  several  sections.  In  the  first  section, we 
define  PBA  systems  and  introduce  the  literature  used  to  develop  the 
conceptual framework. In the body of the paper, we detail the method of 
the study and present the findings in two parts, dimensional and holistic. 




COMPARING PERFORMANCE‐BASED ACCOUNTABILITY MODELS  699     
 
PERFORMANCE‐BASED ACCOUNTABILITY SYSTEMS 
The standards movement has altered  the purpose and  the use of  large‐
scale student testing.1 Goertz and Duffy (2003) outline this change: “Poli‐
cy makers are turning to data from large‐scale assessments to make certi‐
fication  decisions  about  individual  students,  and  to  hold  schools  and 
school  districts  accountable  for  the  performance  and  progress  of  their 
students”  (p. 4). The performance  for which  schools are being held ac‐
countable  is measured by standard student  testing, and  the mechanism 





2002; Rapp, 2001),  it  is a global  trend  (Carnoy & Loeb, 2002; Earl, 1995; 
Earl,  Jantzi, Levin, & Torrance, 2000; Goertz & Duffy, 2001; Gregory & 
Clarke, 2003; Hodgkinson, 1995; McDonald, 2002; McEwen, 1995). 
Elmore and Fuhrman  (2001) suggest  that expecting PBA systems  to 
improve  education  is  based  on  a misconceived  assumption  that  these 
systems will promote  compliance. They  argue  that PBA  is  intended  to 
draw  attention  to  academic  performance  so  educators  will  improve 
teaching  and  learning,  and  school  authorities  will  attend  to  capacity 




and  their  relationships  because  how  educators  use  large‐scale  assess‐
ment results in their work is subject to how PBA is constructed and  de‐
lineated by central authority. 
Researchers have begun  to examine  the perspectives of  teachers re‐
garding  the  impact of  state‐testing programs, given different accounta‐
bility models (Abrams, Pedulla, & Madaus, 2003). Although there is ac‐
knowledgement  that different models cause variation  in  local practices, 
scholars have not conducted a systematic examination of the characteris‐
tics of  these models  to better detail  the effect of  their characteristic  fea‐
tures. This study moves the field forward by investigating the features of 
PBA  systems  at  the  provincial  level  and  differentiating  between  how 
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The  multi‐dimensional  framework  developed  for  this  study  reflects  a 
more comprehensive characterization of PBA than currently found in the 
literature.  Two  recent  national American  studies  (Abrams  et  al.,  2002; 
Carnoy & Loeb,  2002)  codified  state PBA  systems  based  on  the  stakes 
attached  to  the  test  results. These classification schemes, which use  the 
severity of consequences attached to the results, reflect a prevalent assoc‐
iation between  consequences and accountability  in  current  thinking on 
educational accountability  (Pearson, Calfee, Walker Webb, & Fleischer, 
2002; Stecher, 2002). Although  the consequences attached  to  the  results 
are commonly equated with the degree of answerability from stakehold‐





beliefs  that, when  turned  into  theory  of  action  and  then  design  prin‐
ciples, will help achieve their purposes (p. 2). The conceptual framework 
that we used  for our study defines  the design principles of  five dimen‐
sions  that Armstrong  references  to distinguish PBA models:  (a)  testing 
structure,  (b) standard setting,  (c) consequential use of data,  (d) report‐
ing, and (e) professional involvement. Although we present each dimen‐
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dards  in  the  curriculum  are measurement‐worthy  (Darling‐Hammond, 




Standard  setting. Standard setting  (D2) considers  the purpose of  the 
testing strategy as defined by accountability goals. The purpose of a test‐
ing program  is  first understood  through understanding why standards 
are necessary  for  content  and performance  (Cizek,  1996). The wave  of 
reforms have  called  for  criterion‐referenced  tests based on  content and 
performance  standards  (Fast & ASR  SCASS,  2002; U.S. Department  of 








ation)”  (Ryan,  2002,  p.  456).  Educators’  use  of  results  depends  on  the 
standards because  the alignment between  the  tests and norm or criter‐
ion‐referenced  standards  will  frame  their  interpretations  (Hamilton  & 
Koretz,  2002).  For  example, norm‐referenced  tests  call  for  ranking  stu‐
dents, schools, or districts in relation to peers or corresponding organiza‐
tions, whereas criterion‐referenced  testing calls  for  judgments based on 
previously detailed expectations of acceptability. 
Consequential Use  of Data. Consequential use of data  (D3)  considers 
the performance judgment related to the standards described in Dimen‐
sion 2. Student performance  is measured by  statewide/provincial  tests, 
and value  judgments are used  to  translate  those results  into something 
meaningful,  for  example,  achievement  levels  in  standards‐based  sys‐
tems, or ranking of students in a normative system. The use of data col‐
lected  from  the  testing has been highlighted as  the noteworthy dimen‐





Overt consequences have been attached  to  test  results  for students and 
schools (e.g., school reconstitution, awards, sanctions, grade promotion). 
There  are other means  in which  results  are  linked  to  consequences  in‐




formance standards  in conjunction with  the  testing structure. The deci‐
sions  made  prior  to  the  implementation  of  the  tests  set  parameters 
around the reporting of student achievement. The aforementioned dim‐
ensions mold the skeleton of the report. But there is possibility for varia‐





performance  levels of given groups. Finally,  the  intended audience  for 
the report is an important feature of this dimension. 
Professional  Involvement. Professional  involvement  (D5)  reflects edu‐
cator  involvement, which  is  essential  for  school‐level  change  (see Har‐
greaves,  Earl,  Moore,  &  Manning,  2001;  Nye,  Konstantopoulos,  & 
Hedges,  2004;  Wenglinski,  2002).  The  involvement  of  professionals  is 
distinguished in all models of PBA, although the degree and type of in‐
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text articulating  the  intentions of  the  central authority  to guide  the ac‐
tions of participants  in  the educational  system  (Bascia, Cumming, Dat‐
now,  Leithwood,  &  Livingstone,  2005;  Pal,  1997).  We  purposefully 
sought  out  from  ministries  of  Education  and  other  official  provincial 
sources texts meeting this description, addressing provincial assessment 
programs and activities  related  to  the  results of  those assessments. We 
identified  online  and  print documents  such  as  guidelines,  regulations, 
rules,  policies,  or  procedures  and  collected  them  into  a  single N6  file 
(QSR International Pty Ltd, 2003) for 10 of the 13 Canadian jurisdictions. 





The data were  coded  in N6 using descriptors  that were developed 






ganized  them  into separate  files  for each dimension, subcategorized by 
jurisdiction.  When  the  protocol  for  one  jurisdiction  was  completed, 
another  jurisdiction was  started. This process was  completed  over  the 
course of seven months (February 2004 to August 2004). 
We then used the dimensional files to complete the comparative pol‐
icy analysis  in  two stages. First, we used  the descriptors  to construct a 
comparative scaffold  for each dimension. The data  for each  jurisdiction 
were  examined  using  the  dimension‐specific  comparative  structure  to 
facilitate a  reliable comparison of  relevant elements  in each dimension. 
These  data  summaries  reorganized  the  information  and  served  as  a    
mechanism  to  compare  jurisdictions  within  individual  dimensions. 
Second, we conducted a holistic comparison considering the  interaction 
and overlap of the dimensions. This secondary comparative policy anal‐










In each dimension, we  identified key elements as  indicators of  import‐




the  criteria  considered  for each dimension and  the data  summaries  for 
each jurisdiction to those policies relevant to secondary schools. 
Dimension 1: Testing Structure. We established  testing structure (D1) 







































































































































The  testing structures were similar  in all  jurisdictions because most 







tests,  the  turnaround  time was short because  the  results were  reported 




tests.  It also  released  the  results months after  the administration of  the 
tests.  
Dimension 2: Standard Setting. Standards setting (D2) was established 
by  four elements:  (a)  the stated primary purpose of  the  testing system, 
(b) form of performance, (c) acceptable performance, and (d) the source 
of  curriculum  alignment.  We  derived  the  first  element  from  explicit 
statements  about  the  purpose  of  the  tests. We  associated  form  of  per‐
formance with the purpose and type of tests in the system, providing the 
frame of  reference  for  interpreting performance. For example,  the  form 
could be absolute or relative, norm‐referenced, criterion‐referenced, stan‐






















































































































































In all  jurisdictions,  the purposes of  testing  for  the earlier secondary 
grades  differed  from  terminal  tests. At  non‐terminal  grade  levels,  the 
main  stated  reasons  for  testing were  school  improvement,  curriculum 







































































Dimension  3:  Consequential Use  of Data.  We  constructed  the  conse‐
quential  use  of  data  as  a  numerical  representation,  summarizing  the   
qualitative data that combined the degree and the locus of responsibility. 




gree occurred when  there was  an  expectation of using  the data  in  the 
intended  policy,  but  no  follow‐through  to  ensure  that  the  actions  oc‐
curred  (e.g.,  school plans). A high degree occurred when direct  conse‐
quences were enforced using  the results of  the  tests  (e.g.,  including  the 




degree  per  locus.  A  low  degree  was  1  point;  moderate  degree  was  2 
points; and high degree was 3 points. This combination yielded a maxi‐








tions when we  considered  system use of  the  results. New Brunswick’s 
Francophone sector did not claim any use of  the data, and Nova Scotia 
minimally required system‐level use of the results. Most of the  jurisdic‐



















Alberta  3  8  11 
Ontario  3  6  9 
Yukon  3  6  9 




Quebec  3  4  7 























dis/aggregation of  results,  (c)  the  comparisons highlighted, and  (d)  the 
indicators included in the reports. There are a number of parts of the sys‐
tem  interested  in  the  results:  the  student,  the  school,  the  family  of 
schools, the district, or the provincial level. The number of reports gener‐








































































































































































































levels. Only Manitoba  reported  to  the schools only. The  reports mostly 
contained  the  data  aggregated  for  the  districts,  schools,  and  province, 
and  then disaggregated  for gender, and other  indicators. Although  the 








volvement  (D5) using  a numerical  summarizing  system  that  combined 
the degree of  involvement and the phases of testing. The degrees of  in‐
volvement were  low, moderate, and high, with a parallel analytical ap‐
proach  as  employed  in D3. A  low degree  occurred when  a  select  few 
educators  were  involved,  a  moderate  degree  occurred  when  a  larger 





gorized  the  first  three processes as  the pre‐testing phase, and  the  latter 
three  as  the  testing/post‐testing  phase. We  examined  each  data  file  in 
each  jurisdiction for each phase of testing for any indication of a degree 







Table  5  illustrates  that  the  degree  of  professional  involvement 
throughout  the  testing  process  differed  minimally  across  the  jurisdic‐
tions. Even when we  examined  the difference  between  the  pre‐testing 
and the testing/post‐testing phases, the variation remained small. A pat‐
tern occurred between the two phase groupings: the pre‐administration 
activities  consistently  engaged  a  lower degree  of  professional  involve‐
ment  from  educators  than  the  administration  and  post‐administration 
activities. This trend likely reflects the centralized nature of the PBA sys‐
tems, where the standard setting and test construction engaged the least 























Alberta  5  7  12 
Ontario  5  7  12 
Yukon  3  7  10 




Quebec  5  7  12 


















etically  and  empirically,  these  two  dimensions  have  demonstrated  a 
substantive influence. Earlier models of educational accountability have 
pivoted on these two constructs (Abrams et al., 2002; Carnoy, Elmore, & 
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Siskin, 2003; Dorn, 1998; Linn, Baker, & Betebenner, 2002; Petrie, 1987). 






sional  involvement was a key consideration  in  the  identification of dis‐




higher  than  the degree of consequential use of data  in all PBA models. 




the  comparison.  The  system  level  consequential  use  of  data was  used 
with  the  phase‐grouped  (pre‐  and  post‐administration  phases)  profes‐
sional  involvement  scores.  The  three  numerical  representations  were 
graphed to facilitate the comparison. We examined this data representa‐
tion  for  patterns  between  the  PBA models. We  compared  the  system‐
level consequential use of data with the degree of professional  involve‐
ment in each of the phase groupings. The relative positions of these three 
constructs  to  one  another  exposed  the  emphases  in  each  PBA  model. 




than  either  phases  of  professional  involvement.  Alberta  was  the  only 
jurisdiction whose PBA model was in this category. The second combin‐
ation occurred when both phases of professional involvement were em‐
phasized more  than  the system consequential use of data. The  jurisdic‐
tions  whose  PBA  models  were  described  by  this  second  combination 
were Quebec, Saskatchewan, Nova Scotia, and New Brunswick. Finally, 




test  phase  of  the  process,  but  emphasized  more  than  professional  in‐
volvement in the pre‐testing phase of the process. This third combination 
described  the  PBA  models  in  Ontario,  Manitoba,  Newfoundland  and 
Labrador, and Yukon. The only province left in question given this cate‐
gorization  was  British  Columbia  where  the  consequential  use  of  data 




respondence  with  these  three  groupings.  No  informative  patterns  oc‐
curred  in  either  of  these  isolated dimensions  (D1 & D2)  because  their 
structures were predominantly parallel across the  jurisdictions. Patterns 
emerged  only  after  we  established  the  initial  categories  based  on  the 
D3/D5 relationship. The jurisdictions whose PBA models minimized the 
emphasis of the system consequential use of data relative to professional 
involvement were also  those  that  tested students more  frequently, with 
the  exception  of  Saskatchewan.  This  PBA  model  in  four  jurisdictions 
(Quebec, Saskatchewan, New Brunswick, and Nova Scotia) promotes the 
use of test results to inform professional practice, suggesting that the fre‐
quent monitoring  relative  to  the  rest of  the  jurisdictions  is  intended  to 
direct  improvement efforts  relative  to professional  involvement  to sup‐
port student achievement. Saskatchewan was an exception in this group‐
ing  because  its  PBA model  de‐emphasized  the  system’s  consequential 
use of data  relative  to professional  involvement, but students were not 
tested in this category as frequently as their counterparts. Saskatchewan 
tested  students only  in  their  terminal year. However, grade  11  and  12 
students whose teachers were not accredited were the only ones tested. 








COMPARING PERFORMANCE‐BASED ACCOUNTABILITY MODELS  717     
 
fits with  that of Ontario, Manitoba, Newfoundland  and Labrador,  and 
Yukon. In this grouping, these provinces emphasize consequential use of 




is  Yukon’s  PBA  model,  where  this  province  adopted  the  curriculum 
standards  from British Columbia and  the  tests and performance stand‐
ards from Alberta. 
Finally, Alberta’s model  is unique  although  it  shares  some dimen‐
sional elements with the models of the other jurisdictions. In addition to 
emphasizing  the  consequential  use  of  data more  than  professional  in‐
volvement, Alberta  sets  its  own  system  performance  standards. Apart 
from the Yukon, which adopted Alberta’s standards, it is the only  juris‐
diction  that  set  acceptable  performance  standards  for  both  the  system 
and  individual  students.  In  Alberta,  85  per  cent  of  students  were  ex‐

























We did not  incorporate reporting  (D4)  in  the results  for  the holistic 
comparison. The absence of a pattern  in the comparative analysis of re‐
porting  as  an  individual  dimension  restricts  its  contribution  for  PBA 
model  categorization.  There  are  three  possible  reasons  for  this  issue. 
First,  reporting practices may not be  relevant because  they  could have 
been subsumed by the consequential use of data dimension. More specif‐
ically,  they may not be  important except  for  their relation  to  the conse‐
quential use of data. The requirement for an improvement plan using the 
results  from  the  reports generated by  central authority was a  common 
item  in  the  jurisdictions. This practice  suggests  that  the  type of  report 
structure may not be as important as the presence or absence of a report. 
Second,  the  construction  of  the  reports may  be  inconsequential  in  the 
PBA models of Canadian  jurisdictions because no  severe consequences 
were  attached  to  the  results.  Because  all  the  models  had  mild  conse‐
quences for the system, it may not be as important to pay attention to the 
structure of the reports as when a central authority imposes high stakes 
(e.g.,  sanctions or  school  reconstitution). Although  the  relationship be‐
tween consequential use of data and reporting remains theoretically sub‐
stantial, reporting may still be a separate dimension. This example leads 
to  the  third possibility,  that  the  construct was  inadequately developed 
for a comparative analysis. If the analytical construct for reporting were 
underdeveloped  in  the  framework,  it  would  follow  that  the  findings 
would be inconsequential in the comparative analysis. These possibilities 
suggest  greater  attention  be  given  to  the  development  of  reporting  to 
ascertain its value in PBA model characterization. 
DISCUSSION 
With  this article, we present  the  first application of  a  five‐dimensional 
framework  as  an  operational  tool  for  comparative  analysis  of  PBA      
policies. Canada, a group of independent jurisdictions without a federal 
mandate, proved an interesting case. The provinces and territories form‐
ally  share  ideas  and  practices  through  voluntary  membership  in  the 
Council  of  Ministers  of  Education  and  define  their  success  partly 
through comparing achievement to their national counterparts. Ben Jaa‐
far and Anderson  (2007)  identified  trends  in educational accountability 
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sequential  use  of  data  (D3)  to  the  degree  of  professional  involvement 
(D5). Earlier studies valued both these constructs, but our analysis con‐
siders  the  relational  component  enhancing  the  characterization of PBA 
models. Even with this relational component, testing structure (D1) and 
standard setting  (D2) were necessary  for sufficient detail  to distinguish 
models. Collectively,  these  four dimensions  adequately described PBA 
models  for  comparison  and  categorization.  The  findings  support  the 



























Science  Study  [TIMSS],  Programme  for  International  Student  Assess‐
ment  [PISA],  and  School  Achievement  Indicators  Program  [SAIP],  re‐






ferences coordinating  large‐scale provincial student  testing and  the use 
of results. We contend that educators and policy makers should consider 
these  differences  when  they  investigate  results  and  deliberate  on  em‐
ploying large‐scale provincial testing. Although the theoretical contribu‐
tion of a comprehensive, conceptual, policy‐level model  is  important  to 
the  scholarship  on  educational  accountability,  the  significant  practical 










effects  of  state‐mandated  testing  programs  on  teaching  and  learning. 
Paper  presented  at  the Annual Meeting  of  the American Educational 
Research Association, New Orleans, LA. 
Abrams, L. M., Pedulla, J. J., & Madaus, G. F. (2003). Views from the classroom: 
Teachersʹ  opinions  of  statewide  testing programs. Theory  into Practice, 
42(1), 18‐29. 
American  Educational  Research  Association.  (2000).  Position  statement  of  the 
American  Educational  Research  Association  concerning  high‐stakes 
testing  in  Pre‐K‐12  education.  Educational  Researcher,  29(8),  24‐25.  Re‐
COMPARING PERFORMANCE‐BASED ACCOUNTABILITY MODELS  721     
 










Carnoy, M., Elmore, R. F., &  Siskin, L.  S.  (Eds.).  (2003). The new  accountability: 
High schools and high stakes testing. New York: RoutledgeFalmer. 
Carnoy, M., & Loeb, S.  (2002). Does  external  accountability  affect  student out‐
comes? A cross‐state analysis. Educational Evaluation and Policy Analysis. 
24(4), 305‐331. 
Cizek, G.  J.  (1996).  Standard‐setting  guidelines. Educational Measurement:  Issues 
and Practice, 15(1), 13‐21. 
Cooley, W. W.  (1991).  State‐wide  student  assessment. Educational Measurement: 
Issues and Practice, 10(4), 3‐6. 
Creemers,  B.  (2005,  January  2‐5).  The  contribution  of  international  studies  on 
education.  Paper  presented  at  the  International  Congress  for  School    
Effectiveness and Improvement, Barcelona, Spain. 
Darling‐Hammond, L. (1997). Creating standards without standardization. In The 
right  to  learn: A blueprint  for creating schools  that work  (pp. 210‐260). San 
Francisco, CA: Jossey‐Bass Publishers.  
Dorn, S.  (1998). The political  legacy of  school accountability  systems. Education 
Policy  Analysis  Archives,  6(1).  Retrieved  May  18,  2008,  from  http:// 
epaa.asu.edu/epaa/v6n1.html 
Earl, L. (1995). Assessment and accountability in education in Ontario. Canadian 
Journal  of  Education,  20(1),  45‐55.  Retrieved  May  18,  2008,  from  the      













Fast, E. F., & ASR SCASS.  (2002). A guide  to effective accountability  reporting. 
Unpublished manuscript, Washington, DC. 
Feldman, S. (2000, July). Uproar over testing. Washington, DC: American Federa‐
tion  of Teachers  (AFT). Retrieved May  18,  2008,  from http://www.aft. 
org/presscenter/speeches‐columns/wws/2000/0700.htm  








In C. Teddie & D. Reynolds  (Eds.), The  international  handbook  of  school    
effectiveness research (pp. 257‐282). London, UK: Falmer Press. 
Goertz, M. E., & Duffy, M. C.  (2001). Assessment  and  accountability  across  the 50 
States. CPRE Policy Briefs. Philadelphia, PA: Consortium  for Policy Re‐






Gregory,  K.,  &  Clarke,  M.  (2003).  High‐stakes  assessment  in  England  and       
Singapore. Theory into Practice, 42(1), 66‐74. 
Hamilton, L. S., & Koretz, D. M. (2002). Tests and their use in test‐based accoun‐
tability  systems.  In L. S. Hamilton, B. M. Stecher, & S. P. Klein  (Eds.), 
COMPARING PERFORMANCE‐BASED ACCOUNTABILITY MODELS  723     
 
Making  sense  of  test‐based  accountability  in  education  (pp.  13‐49).  Santa 
Monica, CA: RAND Education. 
Hargreaves,  A.,  Earl,  L.,  Moore,  S.,  &  Manning,  S.  (2001).  Learning  to  change: 
Teaching beyond  subjects  and  standards  (1st ed.). San Francisco, CA:  Jos‐
sey‐Bass. 
Hess, F. M.  (2002). Reform,  resistance,    .  .  .  retreat? The predictable politics of 
accountability in Virginia. In D. Ravitch (Ed.), Brookings papers on educa‐
tion policy (pp. 69‐104). Washington, DC: Brookings Institution Press. 
Hodgkinson, D.  (1995). Accountability  in  education  in British Columbia. Cana‐
dian Journal of Education, 20(1), 18‐26. Retrieved May 18, 2008, from the 
Canadian  Society  for  the  Study  of Education  (CSSE) Web  site:  http:// 
www.csse.ca/CJE/Articles/FullText/CJE20‐1/CJE20‐1‐03Hodgkinson.pdf 
Kohn, A. (2001, June 30). More testing is no answer. USA Today. A14 







cational  Researcher,  31(6),  3‐16.  Retrieved  May  18,  2008,  from 
http://www.aera.net/uploadedFiles/Journals_and_Publications/Journals
/Educational_Researcher/3106/3106_Linn.pdf 
McDonald, M.  (2002). The perceived  role  of diploma  examinations  in Alberta, 
Canada. The Journal of Educational Research, 96(1), 21. 
McEwen, N.  (1995). Accountability  in education  in Canada. Canadian  Journal  of 
Education, 20(1), 17. Retrieved May 18, 2008, from the Canadian Society 
for  the  Study  of  Education  (CSSE)  Web  site:  http://www.csse.ca/ 
CJE/Articles/FullText/CJE20‐1/CJE20‐1‐02McEwen1.pdf 
Nye, B., Konstantopoulos, S., & Hedges, L. V.  (2004). How  large are  teacher ef‐
fects? Educational Evaluation and Policy Analysis, 26(3), 237‐257. Retrieved 
May  21,  2008,  from  http://www.sesp.northwestern.edu/docs/             
publications/169468047044fcbd1360b55.pdf 





performance‐based  assessments  in  large‐scale  accountability  systems: Lessons 
learned  from  the  inside. Washington, DC: Council of Chief State  School 









Ranson,  S.  (2003).  Public  accountability  in  the  age  of  neo‐liberal  governance. 
Journal of Education Policy, 18(5), 459‐480. 
Rapp, D.  (2001). Ohio  teachers give  tests an  ʹFʹ. Rethinking Schools Online, 15(4). 





mas. Paper presented  at  the Annual Meeting  of  the American Educa‐
tional Research Association, Chicago, IL. 















Archives,  10(12).  Retrieved  May  21,  2008,  from  http://epaa.asu.edu 
/epaa/v10n12/ 
 
Sonia Ben  Jaafar  is  a  recently  graduated doctoral  student  from  the Theory  and 
Policy  Studies Department  at OISE/UT.  She  specializes  in  the how  assessment 
and accountability can be used to improve educational systems. She is currently 
involved  in  supporting  the major  education  reform  in Qatar.  In  addition,  as  a 




53(4);  Volante,  L.  &  Ben  Jaafar,  S.  (2008).  Educational  assessment  in  Canada.   
Assessment  in Education; Ben  Jaafar, S.  (2007). Secondary school  leaders respond 
to performance‐based accountability in Canada, Principal Matters; Ross, J. & Ben 
Jaafar,  S.  (2006).  Participatory  needs  assessment.  Canadian  Journal  of  Program 
Evaluation, 21(1), 131‐154. 
 
Lorna Earl  is Director, Aporia Consulting Ltd.  and  a  recently  retired Associate 
Professor in the Theory and Policy Studies Department and Head of the Interna‐
tional Centre  for Educational Change  at OISE/UT. Throughout her  career,  she 
has been involved in writing, research, consultation evaluation, and staff devel‐
opment with teachersʹ organizations, ministries of education, school boards, and 




Curriculum  Partnership  (WNCP);  Earl,  L.  (2003)  Assessment  as  learning: Using 
classroom assessment to maximize student learning, Thousand Oaks: Corwin Press. 
