We consider an efficient estimation of an unknown parameter appearing in both the drift and the diffusion coefficient for a d-dimensional dynamical system with small noise. Asymptotic properties of an M -estimator obtained from an approximate quadratic martingale estimating function are stated. The sample path is observed at equidistant times k/n, k = 0, 1, . . . , n. The type of asymptotics considered is when a small dispersion parameter ε goes to 0 and n goes to ∞ simultaneously.
Introduction
Parametric inference for diffusion processes from discrete observations (X k∆n ) 0≤k≤n is recently regarded as important from a practical point of view. For sampling schemes, the following three situations are important:
(i) Decreasing step size on a fixed interval: ∆ n → 0 as n → ∞ and n∆ n is fixed. (ii) Constant step size on an increasing interval: ∆ n = ∆ is fixed and n∆ n → ∞ as n → ∞. (iii) Decreasing step size on an increasing interval: ∆ n → 0 and n∆ n → ∞ as n → ∞. In the setting (i), Genon-Catalot and Jacod (1993) obtained a consistent, asymptotically mixed normal and asymptotically efficient estimator of the diffusion coefficient parameter. Bibby and Sørensen (1995) considered consistent and asymptotically normal estimators of unknown parameters appearing in both the drift and the diffusion coefficient in the setting (ii), see also Bibby et al. (2002) . Kessler (1997) proved that estimators of both the drift parameter and the diffusion coefficient parameter are consistent, asymptotically normal and asymptotically efficient in the setting (iii). He also stated that the rate of convergence of the estimator for the drift parameter is different from that for the diffusion coefficient parameter in his setting, see also Yoshida (1992) .
From the point of view of an application of a diffusion process to mathematical finance, we are interested in an efficient estimation of both the drift parameter and the diffusion coefficient parameter based on discrete observations over a fixed interval, i.e., in the above setting (i). As Genon-Catalot and Jacod (1993) pointed out, however, their estimator of the diffusion coefficient parameter is not asymptotically normal and there is no information on the estimation for the drift parameter in the setting (i).
In this paper, we consider a family of R R R d -valued diffusion models defined by the stochastic differential equations
and w is an r-dimensional standard Wiener process. We assume that the drift b and the diffusion coefficient σ are known apart from the parameter θ. Diffusion processes defined by (1.1) are called dynamical systems with small noise or diffusion processes with small dispersion parameter (see Kutoyants (1984 Kutoyants ( ,1994 ). The data is observed at times t k = k/n, k = 0, 1, . . . , n, on the fixed interval [0, 1] , that is, (X t k ) 0≤k≤n . The asymptotics is when ε goes to 0 and n goes to ∞ simultaneously. Genon-Catalot (1990) and Laredo (1990) investigated efficient estimators of the drift parameter for the model (1.1) when the diffusion coefficient parameter is known, that is, σ(x, θ) = σ(x). Sørensen (2000) obtained a martingale estimating function for the model (1.1). He also showed that under the asymptotics when ε → 0 and n is fixed, an estimator of an unknown parameter θ is consistent and asymptotically normal. Recently, Sørensen and Uchida (2002) studied efficient estimators of both the drift parameter α and the diffusion coefficient parameter β when the parameter space Θ of the model (1.1) is decomposable, that is,Θ =Θ α × Θ β , b(x, θ) = b(x, α) and σ(x, θ) = σ(x, β). Taking the above papers (GenonCatalot (1990) , Laredo (1990) , Sørensen (2000) , Sørensen and Uchida (2002) ) into account, in this paper, we discuss an efficient estimation of an unknown parameter θ appearing in both the drift b and the diffusion coefficient σ for the model (1.1).
The most effective method of deriving efficient estimators of both the drift parameter and the diffusion coefficient parameter is to consider a quadratic martingale estimating function. For details of quadratic martingale estimating functions, see Bibby and Sørensen (1996) , Sørensen (1997) and Bibby et al. (2002) . Unfortunately, the quadratic martingale estimating function does not generally have an explicit form. However, it is possible to obtain an explicit estimating function based on an approximation to the quadratic martingale estimating function. We call it an approximate quadratic martingale estimating function. Our goal is to construct an approximate quadratic martingale estimating function, and to prove that an M -estimator obtained from this estimating function is consistent, asymptotically normal and asymptotically efficient. This paper is organized as follows: Section 2 presents asymptotic properties of an M -estimator obtained from an approximate quadratic martingale estimating function. In Section 3, we prove the results stated in Section 2.
2. An approximate quadratic martingale estimating function and asymptotic properties of the M -estimator
be the space of all functions f satisfying the following two conditions: (i) f (x, θ) is an R R R m -valued function on R R R d × Θ that is infinitely differentiable with respect to x and continuously differentiable with respect to θ up to order 3, (ii) for |n| ≥ 0 and 0 ≤ |ν| ≤ 3, there exists
For a matrix A, |A| 2 = tr(AA * ), where A * denotes the transpose of the matrix A.
The following assumption is supposed throughout this paper.
Moreover, we consider three kinds of asymptotics for ε and n.
In order to construct an explicit estimating function, we consider a quadratic martingale estimating function. For details of quadratic martingale estimating functions, see Bibby and Sørensen (1996) 
n , where (F t ) 0≤t≤1 is the filtration generated by w:
. We shall call ϕ ε,n (θ) a quadratic martingale estimating function. In some models, the conditional expectations F and φ can be obtained explicitly. For several examples, see Sørensen (1995, 1996) , Sørensen (1997 Sørensen ( , 2000 , Kessler and Sørensen (1999) and Bibby et al. (2002) . In many cases, however, F and φ can not be determined explicitly. In order to overcome the difficulty, we consider an explicit estimating function based on an approximation to the quadratic martingale estimating function. Applying Lemma 1 in Florens-Zmirou (1989) to the quadratic martingale estimating function ϕ ε,n (θ), we can obtain the following explicit estimating function.
where
In this paper this estimating function G ε,n (θ) is called an approximate quadratic martingale estimating function.
Letψ 
Proposition 2. Suppose that Assumption 1 holds true. Then,
Our main result is the following theorem.
Theorem 1. Let γ ∈ (0, 1/2) and r ε,n = ε/ √ n. 
Remark 1. Let F n be the σ-field generated by observations X t 0 , X t 1 , . . . , X tn . We denote by P θ n the restriction of P θ to F n . Let Z ε,n (θ, θ 0 ) be the log-likelihood ratio of P θ n with respect to P θ 0 n . By using the transformation of the log-likelihood ratio in Gobet (2001 Gobet ( , 2002 , which is based on an integration by parts formula with Malliavin calculus, under [B1] and appropriate assumptions, the following Local Asymptotic Normality holds true for the likelihoods. For every u ∈ R R R p ,
as ε → 0 and n → ∞, where N is a centered R R R p -valued Gaussian variable with covariance matrix I(θ 0 ). For details, see Uchida (2002) . Moreover, if I(θ 0 ) is invertible, minimax theorems imply that I(θ 0 ) −1 is the lower bound for the asymptotic variance of regular estimators. It then follows that the estimator in Theorem 1 is asymptotically efficient in the sense of Fisher, see Ibragimov and Has'minskii (1981) .
In the same way as the proof of Theorem 1, it is possible to show the following two corollaries. By analogy with Remark 1, the estimators in Corollaries 1 and 2 are also asymptotically efficient in Fisher's sense. 
Proofs
In order to show Propositions 1 and 2, we use the following three lemmas. In the same way as in Sørensen and Uchida (2002) , it is easy to show Lemmas 1, 2 and 3. Lemma 1. Suppose that (i)-(iii) in Assumption 1 hold true. Then,
Proof of Proposition 1. (i) By an elementary computation, we obtain δψ
By Lemma 2, we have
as ε → 0 and n → ∞ uniformly in θ ∈Θ, which completes the proof of (i).
In the same way as the proof of (i), it is possible to show (ii) and (iii). This completes the proof.
Proof of Proposition 2. (i) LetM ε,n (θ) = εM ε,n (θ). The predictable quadratic covariation of the martingaleM ε,n (θ) is
, it follows from Lemmas 1 and 2 that
as ε → 0 and n → ∞. By the central limit theorem for martingales,
as ε → 0 and n → ∞. It is easy to show that
which completes the proof of (i).
(ii) and (iii) can be proved by using the same method as the proof of (i). This completes the proof.
Proof of Theorem 1. For the proof of the existence and the consistency ofθ ε,n , we follow the proof of Theorem 6.1 in Sakamoto and Yoshida (1999) .
Since δψ 1 (θ) is invertible for all θ ∈Θ, there exists a positive constant C such that inf θ∈Θ,|x|=1 | − δψ 1 (θ)x| > 2C. Therefore, one has
From Proposition 1, we obtain, as ε → 0 and n → ∞,
and for any ε ∈ (0, N 0 ) and n > N 1 , on X ε,n,0 , letÎ(u) be a functionÎ : {u :
Thus,Î(u) is non-singular on X ε,n,0 . We denote byǏ(u) =Î −1 (u). Let H(u) be a function on {u : |u| ≤ 1} defined by H(u) = r = r γ ε,nÎ (û)(H(û) −û) = 0. Note that δψ ε,n (θ) is non-degenerate on X ε,n,0 for ε ∈ (0, N 0 ) and n > N 1 . Therefore, we see that for ε ∈ (0, N 0 ) and n > N 1 , on X ε,n,0 , there exists a uniquê θ ε,n ∈Θ such thatψ ε,n (θ ε,n ) = 0 and suchθ ε,n lies in the r For the proof of the asymptotic normality ofθ ε,n , it follows from Taylor's formula that ifθ ε,n ∈Θ, one has 1 0 δψ ε,n θ 0 + u θ ε,n − θ 0 duε −1 θ ε,n − θ 0 = ε −1 ψ ε,n θ ε,n −ψ ε,n (θ 0 ) .
By (3.2) and (3.3), ε −1ψ ε,n (θ ε,n ) p −→ 0 as ε → 0 and n → ∞. Now that we have already shown Propositions 1 and 2, there is no difficulty in proving the asymptotic normality ofθ ε,n . It can be shown in the same way as the proof of the asymptotic normality of Theorem 1 in Sørensen and Uchida (2002) . This completes the proof.
