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Abstract
We study the behaviour of the steady-state voltage potential in a material composed of a two-dimensional object surrounded
by a very rough thin layer and embedded in an ambient medium. The roughness of the layer is described by a quasi ε-periodic
function, ε being a small parameter, while the mean thickness of the layer is of magnitude εβ , where β ∈ (0,1). Using the two-scale
analysis, we replace the very rough thin layer by appropriate transmission conditions on the boundary of the object, which lead to an
explicit characterization of the polarization tensor as defined in Vogelius and Capdeboscq [Y. Capdeboscq, M.S. Vogelius, A general
representation formula for boundary voltage perturbations caused by internal conductivity inhomogeneities of low volume fraction,
M2AN Math. Model. Numer. Anal. 37 (2003) 159–173]. The main result of this paper is quite unexpected, and the approximate
transmission conditions are not intuitive since they mix in a complex way both conductivities of the exterior medium and of
the membrane. This paper extends the previous works of Poignard [C. Poignard, Approximate transmission conditions through
a weakly oscillating thin layer, Math. Meth. Appl. Sci. 32 (2009) 435–453] and of Ciuperca et al. [I. Ciuperca, M. Jai, C. Poignard,
Approximate transmission conditions through a rough thin layer. The case of periodic roughness, Euro. J. Appl. Math. 21 (2010)
51–75], in which β  1.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article, on étudie le potentiel électrostatique dans un matériau bidimensionnel composé d’un objet entouré d’une fine
membrane rugueuse. La rugosité de cette couche mince est décrite par une fonction quasi-périodique, de périodicité ε, qui est un
petit paramètre tendant vers 0. L’épaisseur de la membrane est d’amplitude εβ , avec β ∈ (0,1). A l’aide d’une analyse double
échelle, on remplace la couche fine rugueuse par des conditions de transmission équivalentes et on donne une caractérisation
explicite du tenseur de polarisation défini par Vogelius et Capdeboscq [Y. Capdeboscq, M.S. Vogelius, A general representation
formula for boundary voltage perturbations caused by internal conductivity inhomogeneities of low volume fraction, M2AN Math.
Model. Numer. Anal. 37 (2003) 159–173]. Le résultat principal de cet article est assez inattendu, et les conditons de transmission
obtenues sont peu intuitives car elles mélangent de façon complexe les conductivités interne et externe à la membrane. Cet article
* Corresponding author.
E-mail addresses: ciuperca@math.univ-lyon1.fr (I.S. Ciuperca), ronan.perrussel@ec-lyon.fr (R. Perrussel), clair.poignard@inria.fr
(C. Poignard).0021-7824/$ – see front matter © 2010 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.matpur.2010.12.001
278 I.S. Ciuperca et al. / J. Math. Pures Appl. 95 (2011) 277–295étend les résultats précédents de Poignard [C. Poignard, Approximate transmission conditions through a weakly oscillating thin
layer, Math. Meth. Appl. Sci. 32 (2009) 435–453] et de Ciuperca et al. [I. Ciuperca, M. Jai, C. Poignard, Approximate transmission
conditions through a rough thin layer. The case of periodic roughness, Euro. J. Appl. Math. 21 (2010) 51–75], dans lesquels β était
supérieur à 1.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Consider a material composed of a two-dimensional object surrounded by a very rough thin layer. We study the
asymptotic behaviour of the steady-state voltage potential when the thickness of the layer tends to zero. We present
approximate transmission conditions to take into account the effects due to the layer without fully modeling it.
This paper ends a series of 3 papers dealing with the steady-state voltage potential in domains with thin layer with
a nonconstant thickness. Unlike [1–3] in which the layer is weakly oscillating, and unlike [4], which deals with the
periodic roughness case, we consider here the case of a very rough thin layer. This means that the period of the
oscillations is much smaller than the mean thickness of the layer. More precisely, we consider a period equal to ε,
while the mean thickness of the layer is of magnitude εβ , where β is a positive constant strictly smaller than 1.
Under this hypothesis, the formal derivation of the asymptotic expansion is very difficult, since the limit geometry
of the problem is singular. As far as we know, this problem as not been tackled yet, and the goal of this paper is to
provide a way in order to obtain the full asymptotic development. Actually, using a two-scale analysis technique, we
identify the transmission conditions, which approximate the influence of the membrane at the first order on the electric
potential. These approximate transmissions are quite surprising, since unlike [4] they do not involve the tangential
derivatives of the potential. Moreover they involve the functions r1 and r2 defined by equalities (8), which mix the
membrane and the exterior conductivity in a complex way. Hence, unlike the case of the weakly oscillating thin
membrane (see [1,3]), since the quasi ε-period of the oscillations of the rough layer is fast compared to its thickness,
then the layer influence on the steady-state potential cannot be approximated by only considering the mean effect of
the rough layer.
As for [4], the motivation comes from a collaborative research with Schlumberger on the modeling of soils. In the
simplest models, silty soils are composed of water, clay and quartz. The clay leaves are organized on the surface of
the quartz grains. Because of their electrical properties, the presence or the lack of clay leaves changes considerably
the effective properties of soils. Actually, since they are electrically charged, the clay leaves have the water molecules
stuck around them. This changes the electric properties of the so-called bound water or hygroscopic water [5,6]. This
phenomenon occurs on few layers of water molecules, therefore the hygroscopic water is modelled by a rough thin
layer. However we are confident that our result is useful for more different applications, particularly in the electro-
magnetic research area.
1.1. Description of the geometry
For sake of simplicity, we deal with the two-dimensional case, however the three-dimensional case can be studied
in the same way up to few appropriate modifications.
Let Ω be a bounded smooth domain of R2 with connected boundary ∂Ω . For ε > 0, we split Ω into three
subdomains: Ω1, Ωmε and Ω0ε . Ω1 is a smooth domain strictly embedded in Ω . We denote by Γ its connected
boundary. The domain Ωmε is the thin oscillating layer surrounding Ω1 (see Fig. 1). We denote by Γε the oscillating
boundary of Ωmε :
Γε = ∂Ωmε \ Γ.
The domain Ω0ε is defined by:
Ω0ε = Ω \
(
Ω1 ∪Ωmε
)
.
We also write,
Ω0 = Ω \Ω1.
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We suppose that the curve Γ is a smooth closed curve of R2 of length 1, which is parametrized by its curvilinear
coordinate:
Γ = {γ (t), t ∈ T},
where T is the torus R/Z. Denote by ν the normal to Γ outwardly directed to Ω1. The rough boundary Γε is
defined by:
Γε =
{
γε(t), t ∈ T
}
,
where
γε(t) = γ (t)+ εβf
(
t,
t
ε
)
ν(t),
where 0 < β < 1 and f is a smooth, (1,1)-periodic and positive function such that 12  f 
3
2 . Observe that the
membrane has a fast oscillation compared with the size εβ of the perturbation. Note that regularity assumptions can
be considerably weaken, but for the sake of simplicity we present the results in this framework.
1.2. Statement of the problem
Define the piecewise regular function σε by:
∀x ∈ Ω, σε(x) =
⎧⎨
⎩
σ1, if x ∈ Ω1,
σm, if x ∈ Ωmε ,
σ0, if x ∈ Ω0ε ,
where σ1, σm and σ0 are given positive1 constants and let σ : Ω → R be defined by2:
σ(x) =
{
σ1, if x ∈ Ω1,
σ0, if x ∈ Ω0.
Let g belong to Hs(Ω), for s  1. We consider the unique solution uε to
∇.(σε∇uε) = 0, in Ω, (1a)
uε|∂Ω = g|∂Ω. (1b)
1 The same following results are obtained if σ1, σm and σ0 are given complex and regular functions with imaginary parts (and respectively real
parts) with the same sign.
2 σ represents the piecewise-constant conductivity of the whole domain Ω .
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∇.(σ∇u)= 0, in Ω, (2a)
u|∂Ω = g|∂Ω. (2b)
Since the domains Ω , Ω1 and Ω0 are smooth, the above function u belongs to Hs(Ω1) and Hs(Ω0). In the following
we suppose that s > 3 hence by Sobolev embeddings there exists s0 > 0 such that u ∈ C1,s0(Ω1) and u ∈ C1,s0(Ω0).
We aim to give the first two terms of the asymptotic expansion of uε for ε tending to zero.
Several papers are devoted to the modeling of thin layers: see for instance [7,8,1] for smooth thin layers and
[9–12,4] for rough layers. However, as far as we know, the case of very rough thin layer has not been treated yet.
In [13] Vogelius and Capdeboscq derive a general representation formula of the steady-state potential in the very
general framework of inhomogeneities of low volume fraction, including the case of very rough thin layers. However
their result involves the polarization tensor, which is not in general given by explicit formulas. Our purpose focuses
on the very oscillating case for general shapes of oscillations. The period of the oscillations is smaller than the layer
thickness, and straightforwardly linked to it. We aim at providing an explicit characterization of the polarization tensor
for very rough thin layers.
Our main result (see Theorem 2.3) is weaker than the results of [1,4], since we do not prove error estimates.
Actually, using variational techniques we prove that the sequence (uε − u)/εβ weakly converges in Lp(Ω), for all
p ∈ (1,2) to a function z. This function z is uniquely determined by the elliptic problem (10), and the convergence
does hold in Ls , for s  1 far from the layer (see Theorem 2.7).
In the present paper it seems difficult to obtain the H 1 strong convergence in Ω as in [4]. The main reason comes
from the fact that according to Bonder et al., the best Sobolev trace constant blows up for ε tending to zero in the case
of a very rough layer. Therefore, the analysis performed previously cannot be applied. To obtain our present result,
we use a variational technique based on the two-scale analysis. We emphasize that this technique can be applied to
obtain the limit problems presented in [1,4], even if the error estimates are more complex to be achieved in such
a way. We conclude by observing that the two-scale convergence enables us to draw the target to be reached: another
asymptotic analysis as to be performed to obtain error estimates, however the result is sketched.
The outline of the paper is the following. In the next section we present precisely our main results using a varia-
tional formulation. Section 3 is devoted to preliminary results. In particular, we show the first two limits easy to be
reached. In Section 4, we end the proof of the main theorems by computing the limit of E′′ε defined by (18). We then
conclude the paper with numerical simulations, which illustrate the theoretical results, and we characterise explicitly
the polarization tensor. We shall first present our main results.
2. Main results
2.1. Variational formulations
Denote by zε the element of H 10 (Ω) defined by:
zε = uε − u
εβ
.
We shall obtain the limit of zε with the help of variational techniques. Since g belongs to Hs(Ω), for s > 3, we define
by g +H 10 (Ω) the affine space,
g +H 10 (Ω) =
{
v ∈ H 1(Ω): v|∂Ω = g|∂Ω
}
.
The variational formulation of problem (1) is:
Find uε ∈ g +H 10 (Ω) such that:
∫
Ω
σε∇uε · ∇ϕ = 0, ∀ϕ ∈ H 10 (Ω),
and respectively for problem (2),
Find u ∈ g +H 10 (Ω) such that:
∫
σ∇u · ∇ϕ = 0, ∀ϕ ∈ H 10 (Ω).
Ω
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Ω
σε∇zε · ∇ϕ = − 1
εβ
∫
Ω
(σε − σ)∇u · ∇ϕ, ∀ϕ ∈ H 10 (Ω), (3)
or equivalently ∫
Ω
σ∇zε · ∇ϕ = −
∫
Ω
(σε − σ)∇zε · ∇ϕ − 1
εβ
∫
Ω
(σε − σ)∇u · ∇ϕ, ∀ϕ ∈ H 10 (Ω). (4)
Notation 2.1 (Normal and tangential derivatives). Denote by θ(t) the tangent vector to Γ in any point γ (t):
∀t ∈ T, θ(t)= (γ ′1(t), γ ′2(t))T .
The normal vector ν outwardly directed to Ω1 is then given by:
∀t ∈ T, ν(t) = (ν1(t), ν2(t))T = (γ ′2(t),−γ ′1(t))T .
In the following, for any x ∈ Γ and for any function ϕ smooth enough, we denote the normal and tangential derivatives
of ϕ respectively by:
∂ϕ+
∂ν
(x) = lim
y→x,y∈Ω0
∇ϕ(y) · ν, ∂ϕ
−
∂ν
(x) = lim
y→x,y∈Ω1
∇ϕ(y) · ν,
∂ϕ
∂θ
(x) = ∇ϕ(x) · θ.
We also write
ϕ+(x) = lim
y→x,y∈Ω0
ϕ(y), ϕ−(x) = lim
y→x,y∈Ω1
ϕ(y).
Notation 2.2 (Green operator). We introduce the Green operator G : H−1(Ω) → H 10 (Ω) given by G(ψ) = ϕ iff ϕ is
the unique solution of the problem
−∇.(σ∇ϕ)= ψ in Ω, (5a)
ϕ|∂Ω = 0. (5b)
It is well known that if ψ ∈ Lp′(Ω) with p′ > 2 then ϕ ∈ W 2,p′(Ωk), k = 0,1, then by Sobolev embeddings there
exists s0 > 0 such that ϕ ∈ C1,s0(Ω1) and ϕ ∈ C1,s0(Ω0).
2.2. Approximate transmission conditions
Let fmin and fmax be
fmin = min
t,τ∈Tf (t, τ ) and fmax = maxt,τ∈Tf (t, τ ).
For sake of simplicity, we suppose that
1
2
 fmin  fmax 
3
2
.
For any fixed t ∈ T and s ∈ R we denote by Q(s, t) the one-dimensional set
∀(s, t) ∈ R×T, Q(s, t) = {τ ∈ T, s  f (t, τ )},
and let q(s, t) be the Lebesgue-measure of Q(s, t):
∀(s, t) ∈ R×T, q(s, t) =
∫
χQ(s,t)(τ )dτ, (6)
T
282 I.S. Ciuperca et al. / J. Math. Pures Appl. 95 (2011) 277–295where χA is the characteristic function of the set A. Observe that q satisfies 0 q(s, t) 1, q(s, t) = 1 for s < fmin,
and q(s, t) = 0 for s > fmax. Moreover since q is a measurable function it belongs to L∞. We also write
f˜ (t)=
1∫
0
f (t, τ )dτ. (7)
Our approximate transmission conditions need the two following functions:
∀t ∈ T, r1(t) =
fmax∫
0
q2(s, t)
σm(γ (t))q(s, t)+ σ0(γ (t))[1 − q(s, t)] ds, (8a)
∀t ∈ T, r2(t) =
fmax∫
fmin
q(s, t)[1 − q(s, t)]
σ0(γ (t))q(s, t)+ σm(γ (t))[1 − q(s, t)] ds. (8b)
To simplify notations, we still denote by rk the function of Γ equal to rk ◦ γ−1, for k = 1,2. The aim of the paper is
to prove the following theorem.
Theorem 2.3 (Main result). There exists z ∈ ⋂1<p<2 Lp(Ω) such that zε weakly converges to z in Lp(Ω) for all
p ∈ (1,2). The limit z is the unique solution to
∀ψ ∈
⋃
p′>2
Lp
′
(Ω),
∫
Ω
zψ dx =
∫
Γ
[
(σ0 − σm)
(
f˜ + (σ0 − σm)r1
)∂u+
∂ν
∂ϕ+
∂ν
]
dΓ
+
∫
Γ
[
(σ0 − σm)
(
f˜ + (σ0 − σm)r2
)∂u
∂θ
∂ϕ
∂θ
]
dΓ, (9)
where ϕ = G(ψ).
Remark 2.4. The existence and the uniqueness of z ∈ ⋂1<p<2 Lp(Ω) solution of (9) comes from the fact that for
any p′ > 2 the dual of Lp′(Ω) is Lp(Ω) with 1/p + 1/p′ = 1 and that the expression of the right-hand side of (9) is
a continuous linear application from Lp′(Ω) to R with argument ψ .
Remark 2.5. From the uniqueness of z we deduce that the whole sequence zε converges to z.
Remark 2.6 (Strong formulation). We can write a strong formulation of (9). Supposing that z is regular enough on Ω0
and on Ω1, and taking in (9) appropriate test functions, we infer that z satisfies the following problem:
∇.(σk∇z) = 0 in Ωk, k = 0,1, (10a)
z+ − z− =
(
1 − σm
σ0
)[
f˜ + (σ0 − σm)r1
]∂u+
∂ν
on Γ, (10b)
σ0
∂z+
∂ν
− σ1 ∂z
−
∂ν
= ∂
∂θ
[
(σ0 − σm)
(
f˜ + (σ0 − σm)r2
)∂u
∂θ
]
on Γ, (10c)
z|∂Ω = 0. (10d)
Moreover, using the regularity of u in Hs(Ω0), with s > 3, we infer easily the existence and the uniqueness of z in
Hs−1(Ω0) and Hs−1(Ω1).
Theorem 2.7 (Strong convergence far from the layer). Let D be an open set such that Γ ⊂ D and D ⊂ Ω . Then the
sequence zε converges strongly to z in Lp(Ω \D), for all p  1.
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we have f˜ = f (t), and
q(s, t) =
{
1 for s  f (t),
0 for s  f (t), (11)
and
r1(t) = f (t)
σm(γ (t))
and r2(t) = 0.
Then (10) becomes,
∇.(σk∇z) = 0 in Ωk, k = 0,1, (12a)
z+ − z− =
(
σ0
σm
− 1
)
f
∂u+
∂ν
on Γ, (12b)
σ0
∂z+
∂ν
− σ1 ∂z
−
∂ν
= ∂
∂θ
(
f (σ0 − σm)∂u
∂θ
)
on Γ, (12c)
z|∂Ω = 0. (12d)
which is the result obtained in [1,2].
3. Some preliminary results
3.1. Preliminary estimates
Lemma 3.1. The following estimates hold.
(i) There exists C > 0 such that
‖zε‖H 1(Ω)  Cε−β/2.
(ii) For any p ∈ ]1,2[ there exists Cp > 0 such that
‖zε‖Lp(Ω)  Cp.
Proof. (i) Take ϕ = zε in (3) and use the regularity of u.
(ii) For any p ∈ ]1,2[ we introduce the function zεp defined on Ω by zεp(x) = zε(x)|zε(x)|p−2χ{zε(x)=0}. We have
zεpzε = |zε|p .
Then we take ϕ = G(zεp) as a test function in (4); in the left-hand side we obtain ‖zε‖pLp(Ω). Let p1 = pp−1 > 2,
then
‖∇ϕ‖L∞(Ω)  Cp‖zεp‖Lp1 (Ω) = ‖zε‖p−1Lp(Ω),
and using (i) we easily see that the right-hand side of (4) can be bounded by a term like C‖zε‖p−1Lp(Ω). This gives the
result. 
3.2. Change of variables
We shall use the change of variables:
x = αε(s, t), (13)
where αε : R×T → R2 is an application given by
αε(s, t) = γ (t)+ εβsν(t).
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Cε =
{
(s, t), t ∈ T, 0 s  f (t, t/ε)}.
Let d0 be such that
0 < d0 <
1
‖κ‖∞ . (14)
For all ε ∈ (0, d1/β0 ), αε is a diffeomorphism between the rough cylinder Cε and Ωmε . The Jacobian matrix Aε of αε
equals:
∀(s, t) ∈ (−1,1)×T, Aε(s, t) = J0(t)
(
εβ 0
0 1 + εβsκ(t)
)
,
where
∀t ∈ T, J0(t)=
(
ν1(t) −ν2(t)
ν2(t) ν1(t)
)
.
According to (14), Aε is invertible. Denote by Bε its inverse matrix:
∀(s, t) ∈ (−1,1)×T, Bε(s, t) =
(
ε−β 0
0 1/(1 + εβsκ(t))
)
J T0 (t).
For any functions v and w belonging to H 1(R2), define the functions v and w by:
∀(s, t) ∈ (−1,1)×T, v(s, t) = v ◦ αε(s, t), w(s, t) = w ◦ αε(s, t).
Let ∇s,t be the gradient operator (∂s, ∂t )T . Using the change of variables, and since J T0 = J−10 we obviously have on
(0,2)×T,
(∇xv · ∇xw) ◦ αε = (∇s,tv)T Bε(Bε)T ∇s,tw,
= 1
ε−2β
∂sv∂sw + 1
(1 + εβsκ)2 ∂tv∂tw. (15)
Hence ∇xv ◦ αε · ∇xw ◦ αε is “close” to ∂v∂t ∂w∂t + ε−2β ∂v∂s ∂w∂s on (0,2)×T.
3.3. First convergence results
For any fixed ψ ∈⋃p′>2 Lp′(Ω) we take ϕ = G(ψ) as a test function in (4). We obtain:∫
Ω
zεψ dx = (σ0 − σm)
(
E′ε +E′′ε
)
, (16)
where
E′ε =
1
εβ
∫
Ωmε
∇u · ∇ϕ dx, (17)
E′′ε =
∫
Ωmε
∇zε · ∇ϕ. (18)
3 κ is the function defined by
∀t ∈ T, ν′(t) = κ(t)γ ′(t).
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lim
ε→0
∫
Ω
zεψ dx =
∫
Ω
zψ dx. (19)
The aim of the paper is to obtain the limits of E′ε and E′′ε .
It is easy to compute the limit of E′ε . Actually, using the change of variables (s, t) in the expression of E′ε we infer,
for  small enough,4
E′ε =
∫
T
f (t,t/ε)∫
0
(
1 + εβsκ(t))∇u ◦ αε(s, t) · ∇ϕ ◦ αε(s, t)ds dt. (20)
The regularity of u and ϕ implies that
sup
s∈(0,fmax)
∥∥∥∥∇u ◦ αε(s, .) · ∇ϕ ◦ αε(s, .)−
(
∂u
∂ν
∂ϕ
∂ν
∣∣∣∣
γ+
+ ∂u
∂θ
∂ϕ
∂θ
∣∣∣∣
γ+
)∥∥∥∥
L2(T)
= O(εβ).
We then deduce from the weak convergence of f (t, t
ε
) to f˜ the limit of E′ε:
lim
ε→0E
′
ε =
∫
Γ
(
∂u+
∂ν
∂ϕ+
∂ν
+ ∂u
∂θ
∂ϕ
∂θ
)
f˜ dσΓ . (21)
Therefore we have proved that up to a subsequence
(σ0 − σm) lim
ε→0E
′′
ε =
∫
Ω
zψ − (σ0 − σm)
∫
Γ
(
∂u+
∂ν
∂ϕ+
∂ν
+ ∂u
∂θ
∂ϕ
∂θ
)
f˜ dσΓ . (22)
To end the proof of Theorem 2.3, it remains to determine the limit of E′′ε .
4. Computation of the limit of E′′ε
The limit of E′′ε is more complex to be achieved. Now for simplicity we still denote by zε the composition zε ◦ αε .
Using the change of variables (s, t) we infer:
E′′ε = εβ
∫
T
f (t,t/ε)∫
0
(
1 + εβsκ)( 1
ε2β
∂szε∂sϕ + 1
(1 + εβsκ)2 ∂t zε∂tϕ
)
ds dt.
Unlike for E′ε , the derivatives of zε inside the brackets do not converge strongly. In the following, we show that for all
M > fmax these derivatives two-scale converge in the cylinder PM = (−M,M) × T, for ε tending to zero such that
εβ  d0/M .
Denote by ΩεM the tubular neighbourhood of Γ composed by the points at the distance smaller than εβM of Γ . By
definition, αε is a diffeomorphism from PM onto ΩεM and αε(PM) contains Ωmε .
According to Lemma 4.1, in order to obtain the limit of E′′ε we just have to prove the two-scale convergence of the
derivatives of zε in PM . Actually we have the following general result on the two-scale convergence.
Lemma 4.1. Let M > fmax. Let vε be a bounded sequence in L2(PM) and let v ∈ L2(PM × T2) be a two-scale limit
of vε for ε tending to zero such that εβ < d0/M . Let also φ be a regular enough function, defined on PM × T. Then
we have:
lim
ε→0
∫
T
f (t,t/ε)∫
0
vεφ
(
s, t,
t
ε
)
ds dt =
∫
T
f (t,τ )∫
0
∫
T2
vφ(s, t, τ )dτ dy ds dt.
4 I.e. such that β < (d0/fmax).
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The difficulty comes from the fact that the function b is not regular in τ , so we cannot take it directly as a test
function in the two-scale convergence. Using the change of variables s = rf (t, t
ε
) with r ∈ [0,1], we infer:
∫
T
f (t,t/ε)∫
0
∣∣∣∣φ
(
s, t,
t
ε
)∣∣∣∣
2
ds dt =
∫
T
1∫
0
∣∣∣∣φ
(
rf
(
t,
t
ε
)
, t,
t
ε
)∣∣∣∣
2
f
(
t,
t
ε
)
dr dt.
By regularity, this last integral converges, when ε tends to 0 to
∫
T
1∫
0
∫
T
∣∣φ(rf (t, τ ), t, τ)∣∣2[f (t, τ )]dτ dr dt = ∫
T
f (t,τ )∫
0
∫
T
∣∣φ(s, t, τ )∣∣2 dτ ds dt.
We thus proved the following result:∫
PM
∣∣∣∣b
(
s, t,
t
ε
)∣∣∣∣
2
dt ds →
∫
PM
∫
T
∣∣b(s, t, τ )∣∣2 dτ ds dt for ε → 0. (23)
We similarly prove that for any φ1 belonging to L2(PM,C(T)) we have5:∫
PM
b
(
s, t,
t
ε
)
φ1
(
s, t,
t
ε
)
dt ds →
∫
PM×T
b(s, t, τ )φ1(s, t, τ )dτ ds dt for ε → 0. (24)
By simply adapting the proof of Theorem 11 of Lukkassen et al. [14] (see also Allaire [15], Theorem 1.8) we prove
that the convergences (23) and (24) imply:
lim
ε→0
∫
PM
vεb
(
s, t,
t
ε
)
ds dt =
∫
PM
∫
T2
vb(s, t, τ )dτ dy ds dt,
which is the desired result. 
4.1. Two-scale convergence of ε−β∂szε and ∂t zε
Prove now the two-scale convergence of the derivatives of zε .
Lemma 4.2. Let p ∈ (1,2). There exist two constants C and Cp such that for any M > 2, for any 0 < εβ < d0/M , we
have:
(i)
∥∥∥∥∂zε∂t
∥∥∥∥
L2(PM)
+
∥∥∥∥ε−β ∂zε∂s
∥∥∥∥
L2(PM)
 Cε−β.
(ii) ‖zε‖Lp(PM)  Cpε−β/p.
Proof. According to Lemma 3.1 and with the help of the change of variables (13) we straightforwardly obtain (ii).
For (i) we use the formula (15) with v = w = zε . 
By two-scale convergence there exist a subsequence of ε still denoted by ε and ξMk (s, t, τ, y) ∈ L2(PM × ]0,1[2),
k = 1,2, such that
∂zε
∂s
→→ ξM1 in PM,
5 We can interpret (24) as a result of “partial” two-scale convergence of b(s, t, tε ) to b(s, t, τ ). Moreover (23) says that this two-scale convergence
is “strong”.
I.S. Ciuperca et al. / J. Math. Pures Appl. 95 (2011) 277–295 287and
εβ
∂zε
∂t
→→ ξM2 in PM,
where →→ denotes the two-scale convergence.
For k = 1,2 let ξˆMk (s, t, τ ) =
∫ 1
0 ξ
M
k (s, t, τ, y)dy, which are functions defined on the domain PM × T.
The following estimate is obvious:
∃C > 0, ∀M > 2, ∥∥ξˆMk ∥∥L2(PM×]0,1[)  C, k = 1,2. (25)
Moreover if M1 <M2 then the restriction of ξˆM2k to the set {|s|M1} is exactly ξˆM1k for k = 1,2.
Lemma 4.3. For any M > fmax the following results hold:
(i) ξˆM1 is independent on τ .
(ii) ∫ 10 ξˆM2 dτ = 0 a.e. (s, t).
Proof. (i) Consider θ1(s, t, τ ) and θ2(s, t, τ ) in D(PM ×T) arbitrary, such that
∂θ1
∂s
+ ∂θ2
∂τ
= 0. (26)
Using the two-scale convergence and also the fact that β < 1, we infer
∫
PM
[
∂zε
∂s
θ1
(
s, t,
t
ε
)
+ ε ∂zε
∂t
θ2
(
s, t,
t
ε
)]
→
∫
PM
1∫
0
ξˆM1 θ1, for ε → 0.
On the other hand, by Green formula and according to (26) and to Lemma 4.2(ii):∫
PM
[
∂zε
∂s
θ1
(
s, t,
t
ε
)
+ ε ∂zε
∂t
θ2
(
s, t,
t
ε
)]
= −ε
∫
PM
zε
∂θ2
∂t
(
s, t,
t
ε
)
→ 0, for ε → 0.
We then infer: ∫
PM
∫
T
ξˆM1 θ1 = 0, for any (θ1, θ2) satisfying (26).
Using now the De Rham theorem, we deduce that the vector (ξˆM1 ,0) is a gradient in the variables (s, τ ). Hence there
exists a function H such that
∂H
∂s
= ξˆM1 and
∂H
∂τ
= 0,
which proves (i).
(ii) From Lemma 4.2(ii), for any p ∈ ]1,2[ and M > 0 fixed we have
εβzε → 0 in Lp(PM)-strongly for ε → 0, (27)
which implies,
εβ
∂zε
∂t
→ 0 in D′(PM).
On the other hand, from Lemma 4.2(i) there exists ξ˜ ∈ L2(PM) such that, up to a subsequence of ε, we have:
εβ
∂zε
∂t
⇀ ξ˜ in D′(PM).
By identification we obtain
ξ˜ = 0.
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ξ˜ =
1∫
0
1∫
0
ξM2 dτ dy,
we infer the result. 
Define now the space H 1per,0(PM) by
H 1per,0(PM) =
{
ϕ ∈ H 1(PM), ϕ||s|=M = 0
}
,
and let
D0 = [0,2] ×T×T and D =
{
(s, t, τ ) ∈ D0, 0 s  f (t, τ )
}
.
The next lemma shows that ξˆM1 is independent on M , for 0 s  2.
Lemma 4.4. For any M > fmax,
ξˆM1 =
(σ0 − σm)q
σmq + σ0(1 − q)
∂u+
∂ν
, for 0 s  2,
where σ0, σm and ∂u
+
∂ν
are evaluated in x = γ (t) and q is defined by (6).
Proof. We take as test function in (3) an element ϕ ∈ H 10 (Ω) with support in αε(PM). Using the local coordinates
(s, t) and (15) we infer
εβ
1∫
0
M∫
−M
(
1 + εβsκ)σε(αε)
(
1
ε2β
∂szε∂sϕ + 1
(1 + εβsκ)2 ∂t zε∂tϕ
)
ds dt
= (σ0 − σm)
1∫
0
f (t,t/ε)∫
0
(
1 + εβsκ)(∇s,tϕ)T Bε∇xu(αε)ds dt. (28)
Take in the above equality a test function ϕ(s, t) which is an element of H 1per,0(PM) and multiply by ε
β
. Observe that
J T0 ∇xu(γ )= ( ∂u∂ν (γ ), ∂u∂θ (γ ))T , hence
lim
ε→0
[ 1∫
0
0∫
−M
σ1
∂zε
∂s
∂ϕ
∂s
+
1∫
0
f (t,t/ε)∫
0
σm
∂zε
∂s
∂ϕ
∂s
+
1∫
0
M∫
f (t,t/ε)
σ0
∂zε
∂s
∂ϕ
∂s
]
= (σ0 − σm) lim
ε→0
1∫
0
f (t,t/ε)∫
0
∂ϕ
∂s
∂u+
∂ν
∣∣∣∣
γ (t)+
.
According to Lemma 4.1 with vε = ∂zε
∂s
and Φ in appropriate manner (for example for the second integral we take
Φ(s, t, τ ) = σm ∂ϕ∂s (s, t)), we infer:
1∫
0
1∫
0
0∫
−M
σ1ξˆ
M
1
∂ϕ
∂s
+
∫
D
σmξˆ
M
1
∂ϕ
∂s
+
1∫
0
1∫
0
M∫
f (t,τ )
σ0ξˆ
M
1
∂ϕ
∂s
= (σ0 − σm)
∫
∂ϕ
∂s
∂u+
∂ν
. (29)D
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hand, according to (25), the L2-norm of ξˆM1 is uniformly bounded in M , hence
ξˆM1 = 0, for s  fmax. (30)
Now choose ϕ ∈ H 1per,0(PM) arbitrary such that ϕ = 0 for s  0 or s  2. Integrating (29) first in τ and using the
independence of ξˆM1 on τ , we obtain
∫
T
2∫
0
[
σmq + σ0(1 − q)
]
ξˆM1
∂ϕ
∂s
ds dt =
∫
T
2∫
0
(σ0 − σm)∂u
+
∂ν
q
∂ϕ
∂s
ds dt,
which gives
∂
∂s
[(
σmq + σ0(1 − q)
)
ξˆM1
]= ∂
∂s
[
(σ0 − σm)∂u
+
∂ν
q
]
, for 0 s  2.
Taking into account (30) we obtain the result. 
The next lemma gives a useful information about ξˆM2 .
Lemma 4.5. For any M > fmax and any function d ∈ C(T) we have:
∫
T
∫
T
f (t,τ )∫
0
d(t)ξˆM2 ds dτ dt = (σ0 − σm)
∫
T
∂u
∂θ
d(t)r2(t)dt,
where r2 is defined by (8b).
Proof. In (28) we take a test function ϕ in the form ϕ(s, t) = Φ(s, t, t
ε
) where Φ is an enough regular function defined
on ]−M,M[ ×T2. Multiplying (28) by ε we obtain:
lim
ε→0
[ 1∫
0
0∫
−M
σ1ε
β ∂zε
∂t
∂Φ
∂τ
(
s, t,
t
ε
)
+
1∫
0
f (t,t/ε)∫
0
σmε
β ∂zε
∂t
∂Φ
∂τ
(
s, t,
t
ε
)
+
1∫
0
M∫
f (t,t/ε)
σ0ε
β ∂zε
∂t
∂Φ
∂τ
(
s, t,
t
ε
)]
= (σ0 − σm) lim
ε→0
1∫
0
f (t,t/ε)∫
0
∂u
∂θ
(γ )
∂Φ
∂τ
(
s, t,
t
ε
)
.
Passing to the limit and using again Lemma 4.1 we obtain
1∫
0
1∫
0
0∫
−M
σ1ξˆ
M
2
∂Φ
∂τ
+
∫
D
σmξˆ
M
2
∂Φ
∂τ
+
1∫
0
1∫
0
M∫
f (t,τ )
σ0ξˆ
M
2
∂Φ
∂τ
=
∫
D
(σ0 − σm)∂u
∂θ
∂Φ
∂τ
. (31)
By density argument, this equation is also valid for Φ not regular in (s, t) but with the H 1-regularity in τ .
Taking first Φ arbitrary such that Φ = 0 for s  0, we deduce that ξˆM2 is independent on τ . With the help of
Lemma 4.3(ii) we obtain
ξˆM2 = 0, for s  0. (32)
We similarly obtain
ξˆM2 = 0, for s  fmax. (33)
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σm
∂Φ
∂τ
= d(t)+ c(s, t) on D,
σ0
∂Φ
∂τ
= c(s, t) on D0 \D,
where c(s, t) must be chosen such that
∫ 1
0
∂Φ
∂τ
dτ = 0 in order to have the periodicity in τ . Obviously, the function Φ
given on D0 by Φ(s, t, τ ) =
∫ τ
0 ϕ1(s, t, τ
′)dτ ′, where
ϕ1 =
{
d(t)
σm
+ c(s,t)
σm
on D,
c(s,t)
σ0
on D0 \D,
with
c(s, t) = − dσ0q
σ0q + σm(1 − q) , (34)
satisfies the required conditions. We then extend Φ on s < 0 or s > 2 such that Φ = 0 on s = ±M .
Taking this Φ as a test function in (31) and according to (32)–(33) we infer:∫
D
d(t)ξˆM2 +
∫
D0
c(s, t)ξˆM2 =
∫
D
(σ0 − σm)∂u
∂θ
d + c
σm
. (35)
From Lemma 4.3(ii) the second integral of this equality is equal to 0, which gives the result, according to (34). 
4.2. Proofs of Theorem 2.3 and Theorem 2.7
We now end the proof of our main results.
4.2.1. Proof of Theorem 2.3
To prove Theorem 2.3 it remains to compute the limit of E′′ε . Using local coordinates (s, t), E′′ε equals:
E′′ε =
∫
T
f (t,t/ε)∫
0
(∇xϕ)T (αε)(Bε)T ∇s,t zε det(Aε)ds dt.
Using the regularity of σ0, σm and ϕ we infer:
lim
ε→0E
′′
ε = lim
ε→0
∫
T
f (t,t/ε)∫
0
(∇xϕ+)T (γ )J0
( ∂zε
∂s
εβ ∂zε
∂t
)
ds dt.
Using now Lemma 4.1 we obtain:
lim
ε→0E
′′
ε =
∫
D
∂ϕ
∂θ
(γ )ξˆM2 +
∫
D
∂ϕ+
∂ν
(γ )ξˆM1 .
From Lemma 4.5 with d(t)= ∂ϕ
∂θ
(γ (t)), we deduce:∫
D
∂ϕ
∂θ
(γ )ξˆM2 = (σ0 − σm)
∫
T
∂u
∂θ
(γ )
∂ϕ
∂θ
(γ )r2(t)dt.
The expression of ξˆM1 of Lemma 4.4 leads to∫
∂ϕ+
∂ν
(γ )ξˆM1 = (σ0 − σm)
∫
∂u+
∂ν
(γ )
∂ϕ+
∂ν
(γ )r1(t)dtD T
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lim
ε→0E
′′
ε = (σ0 − σm)
∫
Γ
(
∂u+
∂ν
∂ϕ+
∂ν
r1(t)+ ∂u
∂θ
∂ϕ
∂θ
r2(t)
)
dΓ. (36)
Inserting (36) into (22) leads to equality (9) of Theorem 2.3.
4.2.2. Proof of Theorem 2.7
Let us show that far away from the thin layer, the sequence zε is bounded in H 1. Then using a compacity argument
we infer that z is the strong limit of zε in Ls , for all s  1, which is exactly Theorem 2.7.
Lemma 4.6. Let D be an open set such that Γ ⊂ D and D ⊂ Ω . Then there exist two positive constants ε0 and c
depending on D such that, for any ε ∈ ]0, ε0[, we have:
‖zε‖H1(Ω\D)  c.
Proof. We proceed as in [16]. We introduce the linear operator:
R : H 1(Ω \D) → H 1(D) given by R(ψ) = ϕ iff ϕ is the unique solution of the problem{−∇ · (σ∇ϕ)= 0 in D,
ϕ = ψ on ∂D. (37)
It is clear, by interior regularity, that for any open set D1 with D1 ⊂ D there exists a positive constant c1 depending
on D1 such that ∥∥R(ψ)∥∥
W 1,∞(D1)  c1‖ψ‖H 1(Ω\D), ∀ψ ∈ H 1(Ω \D). (38)
We now introduce the function ϕε defined in Ω by
ϕε =
{
zε in Ω \D,
R(zε) in D. (39)
It is clear that ϕε ∈ H 10 (Ω) so we can take it as a test function in the variational formulation (4). We obtain:∫
Ω
σ∇zε · ∇ϕε = −
∫
Ωmε
(
σε − σ )∇zε · ∇R(zε)− 1
εβ
∫
Ωmε
(
σε − σ )∇u · ∇R(zε). (40)
On the other hand, taking R(zε)− zε ∈ H 10 (D) as a test function in (37) with ψ = zε , we obtain∫
D
σ
∣∣∇R(zε)∣∣2 dx =
∫
D
σ∇zε · ∇R(zε)
so, the left-hand side of (40) becomes ∫
Ω−D
σ |∇zε|2 dx +
∫
D
σ
∣∣∇R(zε)∣∣2 dx.
Now using (i) of Lemma 3.1 and the inequality (38) we easily control the terms of the right of (40) and with the help
of the Poincaré inequality on Ω \D we obtain the desired result. 
5. Conclusion
In this paper, we have derived appropriate transmission conditions to tackle the numerical difficulties inherent in
the geometry of a very rough thin layer. These transmission conditions lead to an explicit characterization of the
polarization tensor defined by Vogelius and Capdeboscq [13]. More precisely, suppose that σ0 = σ1 and denote by
G(x,y) the Dirichlet solution for the Laplace operator defined in [17], [18], p. 33 by:{∇x(σ0(x)∇xG(x, y))= −δy, in Ω,G(x,y) = 0, ∀x ∈ ∂Ω.
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(uε − u)(y) = εβ
∫
Ω
xG(x, y)z(x)dx + o
(
εβ
)
, y ∈ ∂Ω.
According to (10), simple calculations lead for almost every y ∈ ∂Ω to
(uε − u)(y) = εβ
∫
Γ
(σm − σ0)M(s)
(
∂nu
∇Γ u
)
·
(
∂nG
∇Γ G
)
(s, y)dΓ (s)+ o
(
εβ
)
,
where M is the polarization tensor defined by:
∀s ∈ Γ, M(s) =
(
f˜ + (σ0 − σm)r1 0
0 f˜ + (σ0 − σm)r2
)
. (41)
Observe that if f is constant, then M(s) = ( σ0/σm 00 1 ), which is the polarization tensor given by Beretta et al. [19,8].
Observe that unlike the case of the weakly oscillating thin membrane (see [1,3]), if the quasi ε-period of the
oscillations of the rough layer is fast compared to its thickness, then the layer influence on the steady-state potential
may not be approximated by only considering the mean effect of the rough layer.
Actually, if we were to consider the mean effect of the roughness, the approximate transmission conditions would
be these presented in (12), by replacing f by its average f˜ defined in (7). Observe that our transmission conditions (10)
are different since they involve parameters r1 and r2 quantifying the roughness of Ωmε . More precisely, denote by z˜
the correction, which only takes into account the mean effect of the layer. Then according to (12), z˜ will satisfy
(for simplicity, we consider the ε-periodic case):
∇.(σk∇ z˜) = 0 in Ωk, k = 0,1,
z+ − z− =
(
σ0
σm
− 1
)
f˜
∂u+
∂ν
on Γ,
σ0
∂z+
∂ν
− σ1 ∂z
−
∂ν
=
(
f˜ (σ0 − σm)∂
2u
∂θ2
)
on Γ,
z|∂Ω = 0,
and the corresponding polarization tensor will be given by the matrix,(
f˜ σ0/σm 0
0 f˜
)
.
5.1. The case of rectangle inhomogeneity
In Proposition 3 of [3], Capdeboscq and Vogelius study the case of thin parallel rectangle inhomogeneities for two
different cases: the case of very oscillating inhomogeneities and the case of slowly oscillating domains. Since their
geometries involve two small scales named  and δ, it is difficult to link straightforwardly their result to our case.
However, we consider here two configurations that model similar problems.
Define fα on T for a given parameter α ∈ (0,1) as follows:
∀τ ∈ T, fα(τ ) =
{
1, if 0 τ √α/(1 + √α ),
0, elsewhere.
Observe that fα is not smooth, however as mentioned in the introduction, our result holds in this case after appropriate
modifications. According to (41), the above matrix M is given by:
M =
√
α
1 + √α
(
Mαν 0
0 Mαθ
)
, (42)
where
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consider the error inside the rough layer because a proper reconstruction of the solution in it is not currently implemented.
Mαν =
(
1 + (σ0 − σm)
√
α√
ασm + σ0
)
, (43)
Mαθ =
(
1 + (σ0 − σm) 1√
ασ0 + σm
)
, (44)
and since the volume of the inhomogeneity is then equal to β
√
α
1 + √α , the polarization tensor as defined in [13] is,
Mα =
(
Mαν 0
0 Mαθ
)
.
Passing to the limit for α tending to zero, we deduce the formula,
lim
α→0M
α =
(
1 0
0 σ0/σm
)
,
while for α tending to infinity the polarization tensor is given by:
lim
α→+∞M
α =
(
σ0/σm 0
0 1
)
.
Observe that these formulas are similar to the result of Capdeboscq and Vogelius [3] in Proposition 3, since in their
paper, x1 is the tangential coordinate and x2 is the normal coordinate, while here the first component refers to the
normal coordinate and the second component to the tangential coordinate.
5.2. Numerical simulations
To illustrate this assertion, we conclude the paper by numerical simulations obtained using the mesh generator
Gmsh [20] and the finite element library Getfem++ [21].
The computational domain Ω is delimited by the circles of radius 2 and of radius 0.2 centered in 0, while Ω1 is the
intersection of Ω with the concentric disk of radius 1. The rough layer is then described by f (y) = 1+ 12 sin(y) and we
choose β = 1/2. One period of the domain is shown Fig. 2(a). The Dirichlet boundary data is identically 1 on the outer
circle and 0 on the inner circle. The conductivities σ0, σ1 and σm are respectively equal to 1, 1 and 0.1. The computed
coefficients for quantifying the roughness are r1 = 5.87 and r2 = 0.413 (three significant digits are kept).
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Fig. 4. L2-error in the cytoplasm vs ε for four approximate solutions.
The numerical convergence rates for both the H 1- and the L2-norms in Ω1 of the three following errors uε − u,
uε − u− εβz and uε − u− εβ z˜ as ε goes to zero are given Fig. 3 for6 β = 1/2. The numerical convergence rates with
6 The same numerical simulations have been performed for several values of β < 1. All the results are very similar, hence we just show here the
case β = 1/2.
I.S. Ciuperca et al. / J. Math. Pures Appl. 95 (2011) 277–295 295the thickness of the layer are comparable between the H 1- and the L2-norms. Observe that they are also similar to
the rates shown in [2,1] and in [4], respectively for the case of constant thickness and for the periodic roughness case.
More precisely they are close to 1 for uε − u and for uε − (u + εβ z˜), whereas the convergence rate is close to 2 for
uε − (u+ εβz). Therefore according to these numerical simulations, the convergence of zε to z seems to hold strongly
in H 1 far from the layer, even if our method does not lead to such result: another analysis should be performed.
To conclude, Fig. 4 demonstrates that the convergence rate decreases dramatically for β = 1. This is in accordance
with the theory, since the approximate transmission conditions for β = 1 given in [4,22] are very different from the
conditions proved in the present paper.
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