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I N T R O D U C T I O N 
a. GENERALITES 
L'étude qui s era faite à l 'occasion de ce mémo i re, portera sur la ma-
nipulation dynamique de val eurs en ALGOL68. 
Chaque progrannne ALGOL68 est un texte qui définit une séquence d'ac-
tions (fonctions primitives), dont la sémantique défini½ la signification 
du programme, e t qui sont exécutabl es par un ordinateur. Les actions sont 
accompl i es sur des objets internes . Chaque obje t interne possède princi -
palement trois qualificatifs : 
1. Il est d'un certain mode 
2. Il est une occurence particulière d 'une valeur de ce mo de 
3. Cette valeur a un emplacement. 
Le mode spécifie de que l matériel de base 1 'objet est constitué 
(bits, entiers, reel s, etc ... ). Certains modes définissent peu de va-
leurs (ex : le mode boo l en admet deux: true ou fa l se), d'autres en ad-
mettent une infinité (ex: le mode int admet tous les nombres ent iers). 
i1 existe des modes de base (int, real, proc, r e f, etc ... ) . A par-
tir de ces modes on peuten définir d'autres qui, à leur tour peuvent 
servir de base pour de nouveaux modes. On peut facilement s'imagin_r que 
potentiell ement un mode peut deveni r d'une complexité infinie. Les va-
leurs qui sont l es occurences de ces modes ont le même degré de complexi-
té. Pendant que l' ordinateur exécute un pro gramme, des valeurs sont phy-
siquement présentes en mémoire centrale. Parfoi s, il es t nécessaire de les 
manipuler pendant l' exécution. Une de ces manipul at ions est l'obtention 
d'une copie d'une valeur de mode connu, se trouvant à un emplacement don-
né, vers un autre emplacemen t. 
L'étude d'algorithmes, qui permettent de faire cette cop ie, sera le 
but principal de ce mémo ire. 
b. DESCRIPTION GLOBALE . ' UN COMPILATEUR 
Un compila teur es t un programme qui traduit un programme écrit dans 
2. --
un langage source, en un programme écrit dans un langage objet, en r espec-
tant intégra l ement l a sémantique . Le langage sourc e est généralement de 
haut niveau (ex : ALGOL68) et l e langage objet est généralement du code 
machine. Habituell ement, la traduction se fait en de ux é tapes l'analyse 
syntaxique et la t raduct ion proprement dite . 
L ' analyse syntaxique est une transformation du programme sour ·e, qu1 
met en évidence les fonctions primitives et leurs lois de compos itions. 
Un anal yseur syntaxique reçoit donc un tex t e sourc e en entrée et produit 
une séquence de fonctions primitives qui respectent la sémantique en sor-
tie. 
La traduction proprement dite est l'action de produire des instruc-
tions dans un code machine à partir des f onctions pr imitives. Cette tra-
duction peut se fa ire en plusieurs étapes. Chaqu étape aura en sortie 
une s équence d ' ins truct i on ou de f onctions dans un langage intermédiaire. 
En agi s s ant a i nsi on peut espérer rest er aussi l ong temps que possible in-
dépendan t de la machine. 
Une des fonctions résultant de l'analyse syntaxique est cell e d'une 
copie de valeur pendant l'exécution . 
La syntaxe de cette fonc tion (procédure) en PL/1 à la forme suivante 




adresse ~e la valeur à cop ier (val eu r source ) 
adre s se de la valeur copiée (val eur objet) 
mode de la valeur à copiet. 
L'introduction de la procédure copy dans le t raducteur (~e qui n'est 
qu'un appel de procédure) aura comme r ésultat final, une séquence d'ins-
tructions en assembleur IBM 360 symbol ique. L'exéc ution de ces instruc-
tions est l'action de cop ier une val eur. 
L'utilisation du PL/1 a deux but s : 
1) donner l'algorithme de la copie dans un l angage de haut niveau, in-
dépendant de la machine. 
2) montrer l'aptitude ëventuell e du PL/1 à s erv i r de langage d'écritu-
re de compilateur ou au moins de documenta tion d'un comp ilateur . 
Le mémoir e débouche pr a tiquement sur une rou t ine de copie écrit e en 
PL/1 qui produit du code symbol ique ass embleur pou r un ordinateur IBM 360. 
3.-
Pour en arriver à c e s t ade on a choisi d es ob j cti f s i ntecï11édiaires 
qui peuvent être classés dans l'or dre suivant : 
1) Approche théorique du probl ème e t mise a u point d'un a lgorithme 
global de génération de code . 
2) Adaptation de cet al gor i t hme à une onfiguratio n c ho i sie de l a 
gestion de la mémoi re, pendant l e déroul ement d'un pr ogramme 
ALGOL68. 
3) Description de l' a l&orithme en l anga ge PL/ 
REMARQUE 
1) Dans ce qui sui t, on t rouve des programmes n PL / I e t en ALGOL68. 
Le choix d' un des l angages n'est pas aléa oire. Les programmes 
PL / I sont ceux qui décrivent l'algorithme de générat i on de code 
pour l a copie , Les programmes ALGOL6 8 sont placés da ns le text e 
comme exemples desc r iptifs du langage ALG 168 lui-même. 
2) Les progrannnes PL/1 se trouvan t da ns l e tex.e sont s implifiés en 
ce qui concerne la synt axe . On y a enl evé l es déc l arations qui 
alourdissent inutillement l a de crip tion de 1 ' a l gorithme. On rem-
placera dans cer t a i ns cas une s équence d'in s t r u t i ans par un texte 
fr ançais qui en décrit la sémantiq ue. 
Les programmes PL/1 compl ets se trouvent en annex. 
3) L'implémentation choi s i e, ain s i que l es tab l es u ti lisée s pour tes-
ter l'algorithme ne son t pa s purement sorti s de l ' imagination. Ils 
serviront d' é l ément s de base pour une impl émentat i on f uture d'un 
compilat eur ALGOL68 au centre informat ique d l' ERM. 
Le travail fait pour ce mémoire sera uti l i sé lors de cette impl é-
mentation. 
+ + + 
+++ +++ ++ + 
++o ++++ o++++o ++ 
+++ +++ +++ 
+ + + 
4.-
CHAPITRE I : APPROCHE THEORIQUE DU PROBLEME 
OOOOCO<X>OOOOOOOOOOOOCXXX>OOOOOOOOOOOOOOOOOOOOOOCOOOOOOOCOOOOOCX>OOOOOOCXXXX:XX::OCXXX>COOOOO 
a. INTRODUCTION 
Comme le problème soulevé correspond à une manipulation de valeurs 
de différents modes ALGOL68, on commencera par la représentation mémoire 
de ces valeurs. Une fois les représentations décrites, il est nécessaire 
de penser à une implémentation physique. C'est dans cette implémentation 
qu'on va décrire les détails de l'algorithme de copie. 
Le problème de la copie d'une valeur mène à des procédés récursifs. Nous 
avons l'habitude de décrire des algorithmes sous forme d'ordinogramme. 
Un ordinogramme dans lequel on injecte des appels récursifs devi ent peu 
lisible. Pour cette raison, nous avons cru bon d'employer un moyen de des-
cription peu traditionnel, mais plus efficace. L'algorithme de génération 
de code pour copier une valeur est décrit par une grammaire de génération. 
b. REPRESENTATION DES VALEURS ALGOL68 
En ALGOL68 chaque valeur existante est d'un certain mode. On peut dis-
tinguer deux types de modes : les modes de base et les combinaisons obte-
nues à partir des modes de base. 











valeur booléene ou binaire 
caractère 
cha1ne de valeurs binaires 
On représente la valeur d'une mode de base par une case rectangulai-
re dans laquelle la valeur est inscrite. 
5.-
Combina i so n de s modes de base 
Il existe différents moyens de constituer de nouveaux modes à partir 
des modes de base. 
ref amode 
[.J amode 
la valeur de ce mode est une référence (un nom) à une val eur 
de mode arnode. ref a mode 
On représente un nom par une case comme suit:-<.:.:.f._;~>---1-'.i~ 
La flèche représente le pointeur L] 
a mode 
Valeur multiple. La valeur se compose d'un nombre fini d'é-
l éments de mode amode et d'un descripteur par lequel on ac-
cède à c es éléments. 
Représentation: 
~ 1 . 
-
) valeurs 
struct (amode, . .. , zmode) : Ens emble de valeurs qui sont respectivement 







Uin.on (amode, ... , zmode) : Valeur dont l e mo de peu t se modif ier !)en<lant 
la durée de la vie. La valeur peut prendre les modes amode, 
zmode . 
La valeur est constituée par un en-tite et la valeur mime. 
l' en-tête décrit la mode actue l de l a val eur. 
a mode En~éête 
} valeur 
6.-
La valeur de ce mode est une routine , c'est-à-dire un ensem-
bl e d'instructions ALGOL68 exécutables . 
ç. DEFIN IT IONS SUPPLEMENTAIRES 
---------------------------
(1) Portée 
~ ........ -----, 
texte de 
routine 
La portée d'une valeur ALGOL68 , est a morceau de progrannne dans 
lequel, pendant l' exécution, la valeur existe. Chaque valeur a une 
portée. Les valeurs simpl es (celles qui sont de mode int, ~• bool, 
char , bits et byt es ) ont comme portée tout le programme. D'autres va-
leurs qui sont, par leur mode, une référence à un autre mode, ont com-
me portée, le b loc dans lequel i ls ont été déclarées. Ces valeurs son t 
celles de mode réf amode et t outes les valeurs dans l esquell es on 
peut retrouver une sous-valeur de mode ref amode . 
Pendant l'exécution d'un programme, il est nécessaire que chaque 
valeur qui est de mode ref ~od~, ou qui en es t composé, pointe vers 
une valeur qui a une portée égale ou plus large que sa propre port ée . 
Ill us t rons cela part un exempl e. 
(a) (I) begin i nt i ; 




(b) T begin r ef int x ::< 
int y; 
r,; · 
-1 begi n int x 
x:=.i.; 
xx :=x ; 
end 
end 
Dans le programme (a) il n' y a aucun problème , car l a portée de 
la valeur que possède i, qui est de mode ref int est l e bloc (_I' 
la portée de la valeur que possède j est tout le programme (mode i n t ). 
Après l' a ssignation i:=j ; la valeur qu e possède i pointe vers une 
valeur qui vi t plus longtemps qu'elle-même . 
Dans le progr amme (b) cependant, l es valeurs ont l es portées 
suivantes xx : bloc CD ; x = bloc (V . Après 1 ' as signa tion xx : 
7.-
la valeur de xx pointe vers le nom pos~êdé par 
plus petite que xx. En so rtant du bl oc (~ la valeur de x cesse d'e-
xist er, mais la valeur xx existe touj ours e t poin t e vers une valeur 
non existante . Ceci n'est pas permis et doit ~cre co n trolé (ou en 
r e parl e plus loin). 
(2) Partie dynamique d 'une vaZeur 
Il exis te des valeurs ALGOL68 qui se composent d'une part ie sta-
tique et d'une partie dynamique. On appel :è pa -r t i e statique, ia par.-
tie de la valeur dont la taille ne se mod if ie jamai s. Donc une fo is 
qu'on décide la création d'une valeur de ce mode on connaît l'encom-
brement de la partie statique (cet encombrement est fonction de l'im-
plémentation). La partie dynamique est cet.te partie d'une val eur, qui 
peut avoir une taille variable d'une occurence ~ l' autre. 
L'exemp l e typique d'une valeur qu1. admet une partie dynamique est 
la valeur de mode (l amode . 
Exemple: (1 : 2] in t = ( 1 , 2) 
Note 
Partie statique Par t ie synamique 
3; .. ,_ A i 2fj. tint 
* 
Desc ripteur 










= tai l le du descripteur, n'est que f onction de la dimen-
sion de la valeur multiple 
t. = tai l le d'une valeur de mode int 1.nt 
Il n'y a que trois modes qu1. peuvent avoir des valeurs poss édant 
8.-
une partie dynami que ce sont :() amode; 
struct (amode a, .... , zmode z) 
union (amode, .. ... , zmode) 
Toutes les valeurs d'autres modes n'ont qu' une partie s ta tique. 
REMARQUE Une valeur de mode struc t ou union qui n'a pas d<( compo-
santes de mode[] amode n'aura qu'une partie stat ique . 
d. DESCRIPTION GtN ERALE DE L'ALGORITHME DE COPIE DE VA LEU RS 
Le problème est de copier une valeur ALGOL68 d'un endroit connu de 
la mémoire, vers un autre endroit connu. Une copie de valeur est par exem-
ple nécessaire dans les cas suivants ; assignations, passage de paramè·· 
tres lors d'appels de procédure, passage des r ésultats à la sortie d'un 
bloc ou d'une routine, construction de "display" pour des valeurs multi-
ples et pour de s structures. 
Le principe de base de la copie est fort simple : on cop ie l a partie 
statique de l a valeur en utilisant les adresses source et objet, a près 
quoi, on copie la partie dynamique de la valeur . 
La difficulté principale rencontrée en copi an t , es t le fait qu'une 
partie de la valeur objet peut surimprimer partie llement la valeur sour-
ce. En implémentant les valeurs, selon des r ègles b i en définies (1) on 
minimisera ces difficultés. L'implémenta t ion sera étudiée en (2c (4) p 36) 
Il y a des cas, où la surimpression ne peu t être évitée parc e que 
l'adresse source et l'adresse objet sont voisines . En tout cas, une par -
tie statique objet ne peut jamais surimprimer une partie dynamique source . 
On décrit maintenant une stratégie qui résout ce prob]ème de surimpression. 
Procédé de la copie 
On copie d'abord la partie statique de la valeur source, créant ainsi 
la partie statique de la valeur objet avec les ancien s po i nteurs. Si la 
valeur a une partie dynamique, on applique réc ursivement l e procédé s ui -
vant dans la partie statique objet on va r echercher tous les champs qui 
sont de mode U amode. Pour chaque champ , on copie s uccessivement l es pdr-
tie s statiques des éléments de l a vale1.ir mul tip l e .:! t on met à j our le \h:>J Lr 
(1) Ce s règles sont étudiées en 2c (4 ) p 36, 
9.-
teur dans le descripteur correspont. (partie statique de l a partie dyna-
mique) 
Le f ait de copier la partie dynamique d'une valeur à par tir de s a 
partie statique objet, nous permet de surimprimer sans dange r la valeur 
source correspondante. 
Il f aut toute fois faire attention de ne pas entamer la copi e des 
parties s tatiques des éléments d'une valeur mult iple avan t qu' on soit 
certain qu 'il y ait assez de place en mémoire pour le fai r e. De cette 
façon s'il manque de la place, les valeurs sources ne seront pas encore 
surimprimées au moment ou on se rend compte de ce manque de place et 
qu'on appele le "garbage collector". Quand on modifie le pointeur du 
descript eur de la valeur on sait qu'il pointera vers des valeurs existan-
tes 
Avant d'entamer la description f ormell e de l'algorithme de copie 
il f aut encore décrire les actions faites en c as d' occurence de valeurs 
de mo de s ref amode. Dans la descrip t i on c i-des su s on l'a vol ontairement 
omis pour ne pa s compliquer l' algorithme. On dira qu'une val eur a une 
port ée s i elle est de mode ref amod e ou s i elle est de mode proc. Pour 
les valeurs d' autres modes ce ne sont pas les val eurs elle- mêmes qui on t 
une portée mais ce sont éventuellement leurs sous-valeurs qui en ont une. 
On justifiera 1 'iœe de portée en décrivant 1 'impl émentation de s variables . 
Pendant la copie d'une val eur, et aprè s la copie de la partie sta-
tique on vérifie si la valeur à une portée . Si ou i un tes t de portée s'ef-
fectue. I l faut que la portée de la val eur source soit, au moment de la 
copie, plus large ou égal à la portée de la valeur objet. Si ce n'est pas 
le cas, on arrête l'exécution du programme. 
On peut décrire maintenant l'algorithme de la copie comme une séquen-




Copier la partie statique de la valeur source à l'adress e objet 
connue. 
Si la valeur a une portée, effectuer le test de portée et ne 
plus faire d'actions pour cette valeur pendant l'exécution. 
Si la valeur a une partie dynamique, ou qu'elle est de mode 





Sinon ne pas effectuer d'actions pendant l'éxécution. 
Si 1a val eur est une structure, passer réèursivement à l'ac-
tion 2 pour chàcun de ses champs. 
Si la val eur est une valeur multiple, passêr à l'action 4 
4à ~ Réser ver de la place pour faire la copie de la partie sta-
tique des différents éléments de la valeur. 
4b - S'il y a de la place, copier les parties statiques à la 
premi ère àdtesse ob jet l i bre (la notion de première a-
dresse libre era expliquée lors de l'implémentation). 
S'il n'y a pas de place, appeler le "garbage collector" si 
on peut récupérer assez de place passer en 4b. Sinon, ar-
rêter la copie et lancer un message d'erreur. 
Note Si les éléments d'une valeur multiple ne sont pas 
consécutifs en mémoire, ils sont èonipactés lors de 
la copie. Cela a deux avantages. 
a) gain de place en mémoire 
b) rendre les copies ultérieures plus efficaces 
4c - Mettre à jour le pointeur du descripteur de la partie sta-
tique .de la valeur traitée pendant l'action 2 la plus ré-
cente .. : 
4d - Pa~s er récursiv,ement à 1 ·' action 2 pour chaque partie sta-
tique d'un élément de la va,leur. 
Pour rendre la compréhension de l'algorithme plus aisée, on donne 
quelques exemples. Pour chaque exemple, on donne l'état au départ et on 
donne la séquence de toutes les act i ons de l'algorithme par lequel on 
passe. Chaque fois qu e . quelque chose se modifie à l'exécution de la copie, 
on donne le nouvel état de la valeur copiée. 
Comme convention d 1 adressages ou prendra : 
adresse source 
adress.e objet 







Mode de valeur int 



































test de portée 
réserver de la pla-
ce en addl 
copie des parties 
statiques des élé-
ments à la 1 ° adres-
se libre à partir 
de l'adresse addx. 
4c 
12.-
mise a Jour du pointeur 
du descripteur 
Pour chaque élément de la valeur on fait action 2 qui ne donne pas d'ac-
tions. 
e. ALGORITHME GLOBAL DE GENERATION DE CODE 
---------------------------------------· 
Jusqu'ici, on a é t udié un algorithme qui permet de faire une copie 
d'une valeur pendant l ' exécution du programme. Nous recherchons un al-
gorithme qui, à partir d'une valeur nous génère un code symbolique dont 
l'exécution correspond parfaitement au déroulement de l'algorithme étu-
dié ci-dessus. 
Nous décrivons ce t algorithme d'une façon originale. Habituellement, 
on décrit un procédé de travail à l'aide d' un organigramme, C'est un moyen 
valable pour autant qu ' on ne veuille pas décrire un procédé récursif. A 
ce moment, un organigramme devient pratiquement illisible. Nous avons à 
traiter ici un procédé qui e st complètement recurs-if. Pour en faire une 
description satisfaisante, nous avons cherché un autre moyen. Nous fai-
sons la description de 1' algorithme à 1 ' .aide d'une grammaire générative. 
On n'a pas l'habitude d 'employer Une g·r ·amroaire pour décrire un procédé 
qui débouche sur un ensemble d' ac·tions. Nous avons tenté notre chance, et 
nous sommes parvenu à décrire l'algorithme d'une façon claire e t concise. 
Nous sommes même passé au-delà de notre but initial de décrire l'algo-
rithme de la copie pendant l'exécution. Nous retrouvons en même temps les 
actions prises par le compilateur pour générer le code qui exécutera la 
copie. 
En gros, cette grammaire se compose de terminaux et de non-terminaux. 
La chaîne t erminale de sortie de la grammaire est l'image des actions 
prises pendant l'exécution. Les non-terminaux, par contre, correspondent 
à des actions prises par le compilateur pour pouvoir produire ces termi-
naux. A chaque terminal correspond un code généré bien défini. 
On voit donc la puissance de ce moyen d'expression. On retrouve à 
13 . ~ 
travers l'arbre grammatical l e s actions pr i se s à deux n iveaux di ffé r ents 
la comp i lation et l'exécution. 
La gramma i re que nous avons é t udi ée n ' e s t pas ambi güe, il en r ésulte 
que la chaîne terminale peut être reconnue par la grarrnnaire . On peut même, 
à parti r de cette chaîne terminale r econs tituer l e mode de la valeur 
qu' on es t en t r a i n de copier. 
Une r estr i ction est à faire on ne fait aucune distinction dans la 
chaîne t ermina le entre les valeurs qui n'ont pa s de part ie dynamique . 
Pratiquement c ela veut dire qu'il n'y a pas de di f f é rence entre l e code 
généré pour faire la copie d'une valeur de mod e i nt, real, bool, char, bits, 
bytes, struct ( real, int, ... int), uni on (real , i nt). 
No t e La grammaire a ét é t e s tée au CTI /ERM pa r un g én ér a t eur d' automaces 
(ref(22 ) de la bib liographie) 
f. ·oESCRI PTI ON DE L I ALGORITHME SOUS FORME DI UNE GRAMMA IRE GENERATI VE 
---------------------------------------------------------------- -
La grarrnna i r e s e compos e d' un ens emble me t asymbo l es, de t erminaux e t 
de non-t ermi naux qui sont décrits ci-dessous. 
(1) Metas y_mboles 
Il Il 
. 
Il J 11 
Il+ Il 
11.11 
Il , Il 
' 
"[ Il e t Il] Il 
Il ( Il e t Il) Il 
''<" e t ">" 
" •• - tt 
.. -
symbole de concat éna tion de deux éléments 
séparateur de deux a lte r na t ives 
suivi d'un t erminal (T) ou d' un non-t e rmi nal (NT) 
veut d i r e : au moins une occur enc e 
suivi d'un Tou NT veut d ire : zéro ou plusieur s oc-
curences 
fin de produ c t i on 
entourant un NT veut dir e zéro ou une occ urence 
entourant des T et de s NT chargent l e s r è gl e s de pr i -
orité 
entourent un symbole et l e déf inissent comme NT 
symbole de product ion, veut dire qu'on peut remplacer 
les NT du membre de gauche par une des alter na t ives 
du membre de droit e . 
(2) Non- terrrrinaux (NT) 
Les non-terminaux constituent des noeud s d e l'arbr e grarrrrna tica l 
14.-
engendré par la grannnaire. Un NT es t le somme t de l 'arbre ou d'un 
sous-arbre , qui coiffe toujours une chaîne de sortie correspondant 
au code généré pour effectuer la copie d'une va l eur d' un mode dét er-
miné. 
Le tableau ci-dessous décrit, pour chaque NT, la valeur qui se-
ra copiée par la chaîne de sortie coiffée par c e NT. 
1 
NT 1 VALEUR 
< gi;:ammar > arbre grannnatical 
< copy > valeur source de tout mode 
< dyn > valeur ayant,- une partie dyna-
mique 
~ - une partie ayant ou bien 
une portée 
- une portée 
< union> valeur de mode union ( ... ' ... ) 
< struct > valeur de mode struct ( ... ) 
< rowof > valeur de mode [ ] amode 
(3) Terminaux (T) 
Chaque terminal de la grammaire est souligné . Un terminal repr é-
sente un ensemble d'instructions en code symbolique , qui fait une par-
tie de la copie. Certains terminaux ne représentent que des commentai -
res dans la chaîne de sortie; ces commentaires sont très utiles pour 
faire la mise au point des routines qui génèrent le code. 







connnentaire : fin de la copie de la valeur 
code qui permet de copier la partie stati-
que de la valeur de adds vers addo. 
code qui permet de faire le test de portée 









< grannnar > 
< copy > 
< dyn > 
< union > 
< struct > 
< rowof > 
REMARQUE 







une valeur de mode nion 
b) Table de branchemen t vers le code de va-








fin du co de de copie de val eur 
de mode uni on 
début du code qui copie une 
valeur de mode struct 
fin du co de qui copie une va-
leur de mo de struct 
la partie statique de la va-
leur a été copiée et il n'y a 
plus d'actions à faire pour 
cette valeur. 
début du code qui cop ~.e 11ne vt,-
1 eur de mode[] amode 
fin du code qu i copie ut,e v,.-
leur de mode [l amode 
'. code qui copie la partie statique de . élé-
ments d'une valeur multiple 
code qui perme t le parcours des parti e s sta-
tique s des é léments d' une va l eur mult i ple 
(pour all er chercher chaque fois sa parti e 
dynamique). 
< copy >. endfile 
stat. [ < dyn >] ; 
scope 1 < union > 1 < s truc t > I < r owof > ; 
unbeg. ( + nil .< dyn > 1 < dyn > . 
_n il 1 < dyn > 
< dyn >). ~ ( ni 1 1 < d yn >) . 
unend ; 
strbeg. * nil. < dyn > . ~ ( ni 1 1 < d yn > ) . strend 
rowbeg. statrow. [ loop. < dyn >J. rowend ; 
Comme nous avons décrit en haut de la Pl3, on ne de sc end 
dans la production< uni on > que si au moins une de s al-
terna t ives de la valeur de mode union correspondante pos-
sède une partie dynamique. Une val eur de mode union doit 
avoir au moins deux alt ernatives. Une valeur de c e mode , 
qui nous fait passer par la production < union >i a au 
rsJ Exerrples 
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moins une des alternatives qui a une partie dynamique 
(pour au moins une des alternatives, on peut passer à la 
production < dyn >). On exprime cette idée en disant 
qu'une va l eur de ce genre commence par 
ou bien: + nil . < dyn > un certain nombre de nil (pas de 
partie dynamique) (au moins un) suivi d'un< dyn >. 
ou bien < dyn >. nil un <dyn > suivi d'un nil. 
ou bien < dyn >. (dyn) deux <dyn> qui se suivent. 
les autres alternatives peuvent être n'importe quoi 
*(nill < dyn >) un certain nombre de fois nil ou< dyn >. 
Pour la production< struct > il y a le même raisonnement, 
mais là, il ne faut qu'un champ. 
Pour chaque exemple on donne l'arbre grannnatical avec la chaîne 
de sortie. Pour chaque valeur à copier on donne le mode correspondant 
d'une façon simplif i ée. 
(a) struct (int, real) < grammar> 
/ \ 
< Cop~ > endfile 
1 
Stat 
(b) union (int, ref real) < gramrn.ar > 
/ \ 
< copy > endtile 
/ \ 
stat <dyn > 
1 
scope 
(c) [ ] real < grammar> 
I \ 
< copy > endfi/e 
/ \ 




rowbeg sfatrow rowend 




// -------/ <dyn> 
// 1 
/ f<rowof > 
/ --;1 1 " / // / '--
// .,,,.,..,/ 1 <dyn'> '---
, ,,,, / I ,, 








' ' ' 
// ,......,,.,.-, // Il / 1 ~ 
stat rowbeg stafrow /oop row/Jeg séal:row rowend rowend endf,le 
+ + + 
+++ +++ +++ 
++o++++o++++o++ 
+++ +++ +++ 
+ + + 
.. •' 
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CHAPITRE 2: APPROCHE PRATIQUE DU PROBLEME 
Jusqu'ici on a vu d'une façon fondamentale comment générer le code op-
timal qui copie une valeur ALGOL68 pendant l'exécution du programme. Les no-
tions que nous avons vues sont complètement indépendantes de la machine sur 
laquelle le module de génération devra fonctionner. On n'a pas encore tenu 
compte de l'organisation physique de la mémoire pendant le déroulement d'un 
programme ALGOL68. 
Il ne nous est pas possible de faire une implémentation complète de 
tous les accessoires "software" qu'on aurait besoin pour le bon fonctionne-
ment du module et ensuite de l'exécution du code généré. Cependant, il nous 
est possible de décrire une organisation réa lisable de la mémoire. Cette or-
ganisation pour l'instant reste fictive. Une fois cette description fait e il 
nous est facile de simuler certaines parties nécessaire au fonctionnement du 
module (en même temps on en testera le bon déroulement). 
Dans ce qui suit on décrit successivement . l'organisation globale de 
la mémoire pendant l'exécution d'un progrannne, la représentation détaill ée 
des valeurs et l'organisation détaillée de la mémoire avec l'implémentation 
des valeurs. 
a. ORGANISATION DE LA MEMOIRE PENDANT L'EXECUTION D'UN PROGRAMME ALGOL68 
ALGOL68 est un langage qui a une structure de bloc. Cette structure 
de bloc est telle que certaines valeurs ne vivent que la durée d'un bl oc. 
Il serait interessant de pouvoir éliminer les valeurs de la mémoire ap-
partenant à des blocs qui ne sont pas en vie. On ne créerait la valeur 
que physiquement lorsque pendant le déroulement du progrannne on entre 
dans un bloc. Illustrons cette notion de bloc par l'exemple suivant: 
progl : (D begin inti 
@ begin int 
end 






la valeur i reste en mémoire pen-
dant la vie du bloc (D 
En sortant du bloc @on récupè-
re la place que prennent les va-
leurs déclarées dans ce bloc (com-
me j). En entrant dans G)on peut 
mettre la valeur k à l'emplacement 
où se trouvaient les valeurs du 
bloc @. 
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Afin de garder le princ i pe du bloc d'une f a çon efficace, il serait 
facile d'organiser la mémoire de telle sorte qu'on puisse y ajouter des 
valeurs et en retirer sans grande difficulté. Un pile répond complète-
ment à ce principe. Une pile est une zone de mémoire qui s'accroît d'un 
côté, (disons le sommet). On ne peut ajouter une partie de mémoire à 
cette pile que par le sommet et on peut en enlever qu e par la même voi e . 
Si on reprend l'exemple ci-dessus, on peut, en entrant dans le bloc (D 
placer la valeur dei au sommet de la pile puis en entrant en deux, on 
place la valeur de j au nouveau sonnnet ; en sortant de @ on libère la 
place prise par j qu'est rendue disponible à la valeur de k dont on au-
ra besoin en entrant en Q) . 
(1) Notion de procédure vue sous l'angle du bloc 
Un des modes en ALGOL68 est le mode proc. Une procédure est un 
morceau de programme qui peut être appelé pendant l'exécution à un 
autre endroit du pr ogrannne que celui ou i l est décrit. 
Une procédur e peut avo i r plusieurs blocs int érieurs. Pendant 
son exécution, une procédure équivaut à un bloc, où l'on entre par 
le début. 
L'exemple suivant nous montre le bloc qui est exécuté à l'ap-
pel d'une procédure. 
prog2 : begin int j : = 10 ; 
a (j) 
end 
proc a= (inti) void 
begin real x 
end• __ , 
A l'appel a (j) l a procédure est remplacée par le bloc suivant 
begin inti= j ; 




( 2) Or>ÇJanisat-i on globale de la mémoire pendant l ' exécut ion 
Il ex i ste deux stratégies pour la ge st i on de la mémoire u t ilisée 
comme pile. On peut allouer une zone de données (au somme t de la pile) 
à chaque entrée de bloc, en la désallouant à chaque sor tie . On peut 
n'allouer une zone qu'à chaque appel de procédur e . Chaque méthode a 
s es avanta ges. La première nous évite toute perte de pl ace , car on 
ne garde aucune valeur d'un bloc qui n'est pas en vie. Mais el]e de-
mande beaucoup d'actions de création et d e suppression de zones de 
données. La deuxième méthode nous fait perdre un peu de place. En en-
trant dans la procédure, ou crée une zone de données qui peut tenir 
toutes les valeurs pouvant être en vie en même temps. La plupart du 
temps, toutes ces valeurs ne sont pas en vie, en même t emps, d'où 
perte de place. On évite la surabondanc e de création e t de sup pression 
de zones de données. 
Penda nt le déroulement d'un programme, il n'y a pas seul eme nt une 
zon e de données qui se trouve en mémoire , il y a encor e au tre -:ho se. 
Ess entiellement la mémoire est partagée en trois parties. 
(a) Zone programme (ZP) 
Cette zone contient tous l es éléments qui ont une adre sse fixe 
pendant le déroulement du programme. On y trouve le code généré, 
une t able des modes etc .... 
(b) Zone des do nnées qui suivent le mécanisme de ]a pil e (RANST) 
On y trouve toutes l es valeurs qui ,sont déclarées d ans des 
blocs e t qui ont comme durée de vie , cell e du bloc . 
(c) Zone des données ne suivant pas le mécanisme de la pile (HEAP) 
On y trouv e toutes les valeurs qui ne peuvent être gardées 
dans J a zone RANST 
(d) Remarque 
La taill e de ZP est fixe, une fois que l e programme se dé-
roule. La taille de RANST et de HEAP sont variables. Chacune de 
ce s deux zones de donnée s suiven t le mécanisme de la pile. 
Le début de (ZP) est la plus petite adresse disponible pour l e 
programme. Cette zone est suivie immédiatement par la pi le RANST 
qui CLOÎt selon l e s valeurs ascendantes des adr e ss es. La pile 
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PEAP c•1rmnence à l a pl us grande ad r esse a louée à notre pr.:,,~ram-
me e t crciît se l on le s valeurs déc r o is san tes des a dres ses. 
On di t qne l a mémoire es t pleine q1and il y a c. o l li.cion Pn. tr e 
l a pi l e RANST e t l a pil e REAP 






b. REPRESEfHAïï ON DETAIL LEE DES VALEU RS ALGOL 68 
----- ------- ------------------------------ --
La représ enta tion d'une val eur peut comporter di fférents emplacement s 
él émentai re s d-! la mémo ire qui ne sont pa s nécessai r ement cons écu t if s . On 
décr i t ic i l e ?rincipe du s t ockage de s val eurs . Cec i nous aidera à l e s 
impl émenter pl11s tar d . La de scription des va l eurs est basée sur l a dé f i -
ni t io n récur s i ve de par t ie statique et de part ie dy namique d'une val eur . 
Pour chaque valeur, la partie statique et l a pa r tie dynamique so nt te ll es 
que la f a çon de stocker la première peut ê tre déduite du mode de l a va-
leur ce n ' e s t pas l e ca s pour l a der ni ~r e le s tockage de c e l l e- ci dé-
pend du deroulement du programme. 
Comme exempl e : l a tail le du descript eur d' une valeur mul tip l e et 
le découpage de c e de scrip t eur ne dép endent que rlu mo de de la val eur 
(nombr e de dimensi~ ns) . Ce mode e st spécifié par l a déclar a t i on" f 1 1: u 1, 
, , • 
1 
1 : u 1 amode", On dit que le de scrip t eur est l a partie s tatique 
n n 
de l a val eur. Par cont r e , l e nombre d ' é lémen t s qui co ns tituen t l a parti e 
dynamique dépend de l ' é l abo r ation des bernes 1 1, 
le programme. 
ul ' ... . ' u · dans 1; 
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Dans ce texte, les termes statique e t dynamiq ue , ut i l i s é s pour 
n'impor te quelle propriété sont équi valents à, respectivement, déduc-
tible du mode e t dépendant de l' é labo r ation . 
(1) Remarque sur l'accès à une valeur 
Il faut pouvoir accéder, à tout instant, à chaque valeur en 
vie pendant le déroulement du programme. Cet accès a une valeur doit 
être efficace. On dit que l'accès est une propriété statique d'une 
valeur. On connait statiquement l e bl oc dans lequel une va l eur a ét é 
déclarée, il s'en suit que la valeur est en vie, si la procédure 
dans laquelle le bloc existe, est activée. Au sein de cette procédure 
chaque bloc normal a une position relative qui est inchangeable. Au 
sein de chaque bloc simple, une valeur a aussi une position fixe. La 
profondeur d'une procédure est aussi connue statiquement. Il s'en 
suit, qu'on peut définir l'accès à une valeur par le couple (n,p) 
ou n = profondeur de la procédure 
p = position relative de la valeur dans cette procédure. 
Exemple 
prog3: begin int il ; 
real xl ; 
proc procl = 
void 
end 
begin int i 2 ; 
real x2 ; 
end 
Le programme principal a une profondeur o et la procédure pro cl 
a une profondeur 1. Les valeurs correspondant aux variab les de l'ex-
emple peuvent être définies comme suit : 
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---~ 
VaZ.eur coupZ.e (n~p) 
--
il 0, 1 
xi 0,2 
proc 1 - 0 , 3 
i2 1 , 1 
x2 1 , 2 
On verra p l us tard, qu'à partir de ces coup l es, et à partir du 
mode donnant la taille de la parti e statique, on peut retrouver phy-
siquement chaque valeur dans la mémoire . 
(2) Représentation mémoire des vaZ.eur s 
On donne c i ~dessous la représentation mémo ire des valeurs des 
modes qu 'on a décrit en 1. b (p 4 ) . Cormne uni t é de longueur , on a 
pris le caractèr e. La taille de la partie s tatique de chaque valeur 
s era un certain nombre de caractères . 
(a ) Val eurs de modes de base 
Ces val eurs n'ont qu'une partie statique. Leur taille dans 
notre implémentation est donnée par le tableau suivant . 
·-











Le s val eurs des modes int, r eal, bi ts et bytes peuvent être 
de modes long. Pour la valeur de mode long .... long amode (n 
fois long) l a taille ser a den fois la taille d'une va l eur de 
base de ce mode. 
(b) 
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Exemple = real x = 3. 14 1 3. 14 l taill e ::: 4 
long real xx = 3. 14 3. 14 taille = 8 
Valeur de type ref amode 
Ces valeurs n'ont qu'une partie statique . Connne ces valeurs 
ont une portée, il faudra garder la représentation de cette por-
tée dans la pç1rtie statique (définition de portée lC p 6 ) . On a 
vu qu'on peut dire que la portée est un bloc. Une valeur est re-
présentée statiquement par un couple (n,p). Ce couple suffit 
pour retrouver la valeur pendant l'exécution. Mais ce couple ne 
suffit pas pour savoir dans quel bloc se trouve la val eur (on ne 
connait que la procédure (n)). La portée correspond à un bloc 
bien déterminé: dans la procédure , ce bloc peut être caractérisé 
par son numéro de profondeur dans cette procédure. Le couple 
(np, nb) (numéro procédure et numéro bloc dans la procédure) lo-
calisant parfaitement un bloc, peut servir de couple qui carac-
térise la portée d'une valeur. 
Une valeur de mode ref amode est représentée comme suit 











pointeur vers la valeur qui en est la 
référence. 





proc a= (inti) void 
begin 
begin real z; 
end 
end 
pro cédures [ i] 





Les numéros de bloc semblent commencer par 1, ceci est dû 
au fait que le niveau zéro est réservé au bloc extérieur qui 
est crée au moment de l'appel. On y retrouve les paramètres de 
la procédure. 




y: 11--~-_i-.-;---1 ~:11-_1.:::-.:::.:::::::!--1 
(c) Valeurs de mode proc 
Une valeur de mode proc est en fait une routine qui a connne 
portée le plus petit des portées des valeurs employées dans la 
procédure, les variables locales exceptées. Il va de soi qu'on 
ne mettra pas le texte de la routine dans la zone des données. 
On pourrait donc représenter la valeur connne le couple (portée, 
pointeur) le pointeur pointe vers de la routine). Pour des rai-
sons de facilité de gestion de la mémoire qui ne seront pas ap-
profondies ici!_ on a ajouté deux champs à la valeur. Un pre-
mier champ est nparam et le deuxième est appelé portée statique. 
nparam:représente le déplacement par rapport au début de la zone 
des donné~s, le début de la zone qui contient les paramè-
tres de la procédure. On a vu que cette zone correspond au 
bloc de niveau zéro de cette procédure. 
On garde nparam dans la valeur pour des raisons d'impl é-
mentation à l'ERM. Il est facile de connaître à l'appel 
de procédure le début de la zone des paramètres. 
portée statique: chaque procédure a une portée statique, c'est 
le couple (np,nb) (numéro procédure, numéro bloc) dans 
lequel la procédure a été déclarée. Dans le champ portée 
statique on garde un pointeur vers le début de la zone 
des données de la procédure qui contient le bloc qui est 
la portée statique de cette procédure. Ceci est instauré 
pour des raisons d'implémentation à l'ERM. 
A chaque appel de procédure il faut pouvoir accéder à tou-
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tes les variables de la procédure de portée statique, en 
gardant le couple (np,nb) dans la valeur on peut à l'ap-
pel de procédure calculer l'adresse machine correspondante 
au début de la zone de données correspondante. Dans not re 
implémentation le régistre général n° 10 contient t ou jours 
cet te adresse. Il sera garni facilement grâce à la portée 
statique. 
Uné va leur de mode proc se représente alors comme suit 
np nb taille np et nb : chacun 2 
• • les autres champs 4 
n param taille totale 16 
portée statique 
,f 
Exemple dans cet exemple on prend les mêmes conventions 
que dans celui des valeurs de ref amode 
prog5 begin real x; 
proc a= void 
begin real y; 






proc c = void 
begin 
x:=2; 
Représenta tion des valeur s de a, b, c, 
If Il 
a:---~----
1 0 1 
• 
.,. 
,, b'~ "C ''. 



















(d) Valeurs de mode [ , , .... ,] amode 
Une valeur de mode [ , , ... ,] amode comporte une partie sta-
tique le desc r ipteur (~), et une patie dynamique ' (les éléments 
de la valeur multiple). Le descripteur contient l'information né-
, 
cessaire au calcul de l'adresse d'un élément quelconque de la 
valeur. Cette information est dynamique. Dans notre implémenta-
tion le descripteur comprend : 
pointeur 
flag 
adr esse du premier élément de la valeur 
élément qui donne une information sur la consécutivi-
té des éléments de la partie dynamique. 
d 
0 
flag = 1 : éléments de la partie dynamique sont con-
sécutifs en mémoire. 
flag = 2 
J..__ 
éléments de la partie dynamique ne sont pas 
consécutifs en mémoire. 
taille total de la partie statique des éléments 
Par dimension de la valeur multiple on trouve les trois 
champs suivant s : 
1 . 
l. borne inf érieure correspondant à la dimension i 
u · l. borne supérieure correspondant à la dimension l. 
d· l. taille totale d'un élémem.t de la dimension l. • Expliquons la 
signification de "di" par un exemple. Soit la valeur multi-
plex à n dimensions, déclarée [1 1 : u 1, •... ln: un] amodex 
La taille d'un élément correspondant à la dimension i est la 
taille d'une sous-valeur qui est définie comme suit : 
x [k 1 ...... , ki-l' ki' li+!: ui+l , .... , ln un] ou les kj sont 
des valeurs entièr.es avec lj~kü:uj. j E [ 1, i ] 
Toutes les sous-valeurs correspondantes à la dimension 1. sont 
x [ k1,••••, ki-1' li, li+!: ui+l'""">lri _: 
x[k1,·••·, ki-1' 1 i+l' 1 i+l:ui+1' 000 ' 1n 
Il y en a t. = u. - 1. + 1 









Les cas limites de la valeur d. sont d qui est décrite plus 
l. 0 
haut, et dn qui correspond à une sous-valeur x [k 1, ... ,krJ qui 
est un élément de base de la valeur multiple. La taille de cet é-
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lément e st connu statiquement, le mode des é léments d ' une va-
l eur multiple étant connu par la déclaration. 
On peut exprimer la fonction qui calcule d. pour chaque 
1. 
dimension, la taille d'un élément d'une dimension est la som-
me des tailles de tous les éléments de la dimension supérieure. 
Ce qui s'exprime sous forme analytique 
(a) Les éléments sont consécutifs en mémoi re 
d = taille d'un élément 
n 
pour i € [ n- 1 , 0 l 
(b) Les éléments ne sont pas consécutifs en mémoire 









taille d'un élément+ h 
n 
.pour i €. [ n-1, 1 ] 

































7 ' j 
on donne une valeur multipl e à deux dimensions, 
[ 1 : 2, - 1 : 1 ] r ea 1 x = ( ....... . ) ; 
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1 1 24 (1,-1) 
1 2 12 ( 1, 0) 
-1 1 4 [ 1 1 1) 
~ (Z, -1) 
1 
d 1 -::: 12 (Z , o J 
" 
( Z. 1) d2 =4 -~ 
1, 




1 2 32 
- 1 1 c9 
Partie dynamique (les zones 
hachurées sont les trous) 
hz l+--+~-"--f--~+---Jl--
h 1 
(e) Valeurs de mode struct (modea a, .... , mod ez z) 
Une valeur de ce mode se compose d'une partie statique, qu1 
est l'ensemble des parties statique s de tous ses champs, et d'une 
partie dynamique qui est l'ensemble des parti e s dynamiques de 
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tous les champs. Pour que l' adressage de chaque cha~p de la 
valeur puisse se faire d'une façon efficace il est nécessaire 
que cela puisse être fait statiquement. Pour ce faire on met 
la partie statique de tous les champs consécutivement en m~-
moire. 
Une valeur de mode struct (modea a, ... , modez z) se re-
présente donc comme suit : les flèches pointillées n'existent 
que si le champ à une partie dynamique. 





















taille= Ltailles stat~ques des différents champs 
Exemple 
struct (real x, [ 1:3 ]real y) z = (3.14, (1.2, 1.5, 1.8)) 




1 1 12 1.s 
1 1 1 .3 4 1 . .!3 
(f) Valeurs qui sont de mode union (modea, ... , modez) 
Une valeur de ce mode se compose d'un en-tête, dans lequel 
on place dynamiquement une information du mode en cours et d'une 
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place mémoire qui est d'une taille telle qu'elle peut contenir 
la partie sta tique la plus grande de toutes les parties stati-
ques qécrites dans l'union. 
Représentation d'une valeur de mode union (modea, .... , modez) 
Partie statique Partie dynamique 
mode i é.n--tête 
-----------1'----_-_-----_ 
taille en-tête~2 
reste: taille statique maximale de modei, iE [a, ... , z] 
Exemple : valeur de mode union (real, [ 1: 5 ] int) x 
Si le mode actuel est real on a: 
En- tête (reaL) j , taille= z 
voleur rea/ 
taille == 14 
' 
Si le mode actuel est [ 1: 5 ] int ou a 
En-tête ( inl:) 
1 10 
1 5 2 
(g) Accès définit i f à la valeur 
On a vu plus haut que l'accès à une valeur peut être repré-
senté par un couple (n,p). Nous ne modifi erons pas ce que nous 
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avons dit en ce qui concerne "n", (n reste le numéro de procédu-
re). Maintenant qu'on a décrit l'image de s valeurs en mémoire et 
l eur taille statique on p~ut décrire définitivement p, "p" est 
l e déplacement de la valeur par rapport au début de la zone des 
données de la procédure ou cette valeur a été déclarée. C'est 
une valeur statique, car la position relative d'une valeur e st 
connue dans la zone des données et on connait aussi la taille de 
l a partie statique de toutes les valeurs qui pr écèdent notre va-
l eur en mémoire. D'ou l'on peut Lacilement calculer ce déplacement. 
c. ORGANISATION DETAILLEE DE LA MEMOIRE ET IMPLEMENTATION DES VALEURS 
not e 
On a é tudié la configuration .globale de la mémoire (en 2a), une é-
tude plus approfondie sera faite de la pa rtie de la mémoire RANST pen-
dant le dé roulement d'un progrannne. L'organisation des parties ZP et 
HEAP n'apportent rien à la compréhention du travail fait à l'occasion de 
ce mémo ini. 
(1) Organisation conceptuelle de RANST 
La mémoire RANST est exp l oitée connue une pile. Cela veut di re 
qu'à chaque entrée de procédure on crée une zone de données pour 
cette procédure. Cette zone de donné~s se trouve toujours au somme t 
de la pile. En sortant de la procédure en enlève la zone de données 
du sonnne t de la pile. Cette place libér ée est rendue disponibl e dè s 
ce moment. A chaque instant du déroulement du prograrmne, un r egi str e 
pointe vers le sommet de cette pile. Nonnnons ce rég i stre "rnstpm". 
A chaque instant on trouve aussi un pointeur qui pointe v ers l e 
débu t de la "DA" qui se trouve au sommet. C'est la "DA" de la pr oc é-
dure en cours d'exécution. Au moment ou on enlève une ''oÂ' de la pil e 
il est indispensable de remettre ce pointeur à jour (on le norro:ne 
"topda"). On doit aussi remettre "rns t pm" à jour à c e moment l à . Pour 
ce fa ire on a instauré un chaînage entre les différentes "DA". Pour 
des r ai sons de conventions IBM dont nous devons teni r compte, le chaî-
nage es t f ait dans les deux sens, de haut en bas e t de bas en haut. 
En plus du chaînage décrit ci-dessu~, on en trouve encore un au-
tre. Une pr océdure peut être appelée à n'importe que l instant dans le 
l a notati on "DA" provient de -"data a r ea ", 




programme. Comme il est nécessaire que l'on puisse accéder à par-
tir de la "DA" de cette procédure, à la "DA" de la procédure dans 
laquelle la première a été déclarée, on fera aussi ce chaînage. 
On appelle c~ dernier chaînage le chaînage statique et le pre-
mier est appelé chaînage dynamique. 
En employant le progrannne ci-dessous, on peut montrer la confi-
guration conceptuelle de la pile RANST à l'appel de la procédure p . 
prog6 begin proc pl= void 
proc p2 = void 
proc p3 = void 
pl; 
end 




























base de la 
"'J.; pile 
DA du programme 
principal 
DA de Pt 
DA de P2 
VA de p3 
.....,,___ sommet 
de la pile 
Rem chaîne statique 
chaîne dynamique 
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(2) Etude d 'une zone de données (DA) d'une procédu:re 
Une zone de données est subdivisée en trois parties. On y re-
trouve d'abord un en-tête, dans laquelle on trouve toutes les infor-
mations d'allure générale. Ensuite une zone où seront mises toutes 
les parties statiques des valeurs appartenant à la procédure, et, en 
dernier lieu, on a la zone ou on retrouve toutes les parties dynami-
ques des valeurs de la procédure. Cette zone dynamique est subdivisée 
en autant de parties qu'il y a de blocs dans la procédure plus la zo-
ne dynamique des paramètres . 
On peut se demander pourquoi, quand on crée une "DA" par procé-
dure et que l'accès aux valeurs est connu par rapport au début de la 
procédure, on va subdiviser les part i es dynamiques par blocs. Ceci 
est fait pour récupérer le maximum de place. On a dit précédermnent 
qu'on gardait sur la pile dans la "DA" de la procédure toutes les 
valeurs de cette procédure, cela est partiell ement f aux. On ne gar-
de dans cette · "DA" que la partie statique de ces val eurs et s'il exis-
te plusieurs blocs dans une procédure qui ont u n même numéro de pro-
fondeur, cette partie statique de valeurs se trouve à la même place. 
Il n'y a qu'un bloc d'une certaine profondeur en vi e à la fois. La 
partie dynamique des valeurs appartenant à un bloc qui n'est plus en 
vie est enlevé du sommet de la pile . Cormne en général c'est la partie 
dynamique d'une valeur qui prend le plus de place , on peut dire que 
la perte de place due aux parties statiques et minime. (ou étudi era 
ce problème plus loin). 
Configurat i on de la "DA" correspondant au pr ogr annne suivant 
prog7 : begin real x, y, z ; (1) 
begin · int j , k, 1 (2) 
real a, b ; 
t. .. t "H '' En- e e 
end; 11 5 TATST '' 












(3) Etude de la partie STATST et DYNST d'une zone de données 
L'emplacement de chaque valeur dans la partie STATST est statique. 
Au fond, on ne retrouve dans cette partie que la partie statique de s 
valeurs des blocs encore en vie. Les autres valeurs pouvant être sur-
impr imées. La taille de la partie STATST sera la taille maximale qui 
sera requise durant la vie de la procédure. Cett e taille peut être 
calculée statiquement. 
L'entrée et la sortie d'un bloc au sein d'une procédure sont 
connues statiquement dans le progrannne. Il nous ?era dès lors possi-
ble de prévoir la création et la suppression d'une zone de DYNST à 
chaque entrée et sortie de bloc (ces mécanismes ne seront p~s décrits 
dans ce mémoire) pendant le déroulement du progrannne. Illustrons ces 
principes en util isant l'exe~ple prog7. On verra STATSî et DYNST à 
trois moments de l'~xécution. A l'entrée du premier bloc, puis à 
l'entrée du deuxième blpc et enfin à l'entrée du troi&ième bloc, 
chaque fois après l'élaboration des déclarations. 
( 1) (2) (3) 
X ~ 1 :r X 
1d 12 y lj 
X ~ z 
-
28 i,j,k,L 











4 0 Eléments 
de rz 
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( 4) Implémentation des valeurs dans la "DA" 
On a vu en (1 d p8) qu'il est nécessaire l 'implémenter les va-
leurs d'une certaine façon pour diminuer les problèmes de surimpres-
sion. Il faudra respecter certaines règles. 





Toute la partie dynamique sera placée dans DYNST ou bien 
sur HEAP. 
La partie statique d'une valeur sera toujours placée en ca-
ses consécutives de la mémoire. 
Tous les pointeurs internes d'une valeur sur RANST doivent 
avoir la même direction (vers le somme~ de RANST), 
(a) Description conceptuelle de l'implémentation d'une valeur sur 
; 
RANST 
On place d'abord la partie statique de la valeur à un em-
placement déterminé statiquement (n,p) de STATST. Ensuite la 
partie dynamique de la valeur, si elle existe, est placée au 
sommet de DYNST. 
Cette partie dynamique se place séquentiellement et récus-
sivement à ce sommet. On place d'abord en bloc toutes les parti es 
statiques suivi es ensuite des par t i es dynamiques corre spondantes 
de la par tie dynamique. 
(b) Description formelle ~e l'implémentation d'une valeur sur RANST 
La description de l'algorithme est fa i t e sous forme de gram-
maire générative. La chaîne de sortie de cette grammaire décrit 
la séquence des éléments retrouvés sur RANST. 
(i) Héta symboles : ce sont les même s que ceux utilisées en lf(l) 
pl3, 
(ii) Non-terminaux: Les NT (union) , (,Struct> et <.rowof > ont l a 
même s~gnification qu'en lf(2) pl4, On déc r i t 
seulement<,val> et (dyn) 
~val> sommet de l'arbre gr ammat ical 
(dyn > no eud de 1 'arbre corre spon-
dant a une valeur ayant une 
partie dynamique. 



















partie statique de la valeur (placée sur ,1s 
STATST) 








début de val eur de mode u-
nion 
fin de valeur de mode union 
début de valeur de mode 
struct 
fin de valeur de modé struct 
début de valeur multiple 
fin de valeur multiple 
quand on trouve loopi dans la chaîne de 
sortie, on sait qu'on est passé par la 
produc tion 5. On place donc les é léments 
d'une val eur multiple sur DYNST. 
Ces éléments sont encadrés par rb et re. Le 
commentaire loopi v eut dire quetout ce 
qu'on trouve dans la chaîne de sorti e entre 
loopi et le re correspondant sera placé au-
tant de foissur DYNST qu'il y a d'éléments 
dans la valeur multiple. t ,is-
commentaire : rien n'est placé sur DYNST 
---- - ---------- ----
stats . [ <dyn>] 
<union>l < s t r ue t>l < rowo 5 > ; 
(3) < union> : : = ub. (nil 1 <dyn> ).+ (ni l I <dyn>). ue 
(4) < struct> :: = sb. + (ni 1 1 < d yn > ) . s e ; 
-
(5 ) <rowof> : : = rb. s tatd . [ loopi.< dyn > ) re 
(v) Exemples : 
Pour chaque exemple on donne l'arbre grammat ic al e t l a 
conr igura t i on de RANST pour la va ~eur trait é e . 
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Struct (inti, real x) s = (1,3.14) 
5TATST 
< va{> 
l 1--------1 s ta ts L 1 } 
Stats X 3.14 






< rowo > 
/ ' I 
rh stafd re 
























s b nil nit <dyn> se 
- - . - 1 -
rowof 
/1\ 









k [ 1] 

















( 5) Etude de l'en-tête de la "DA 11 
L'en-tête de la "DA" d'une procédure sera essentiellement parta-
gé en quatre parties. Unezone de sauvetage e t trois zones de poin-
teurs. 
(a) Zone de sauvet~ge: ("SAVEAREA") 
Cette zone est la seul~ dans l'étude de la "DA" qui nous 
con cerne immédiatement à la machine IBH. Sur ces machines, il 
existe des conventions en ce qui concerne les "DA" des procédures. 
La zone "SAVEAREA" est conforme aux conventions IBM. La zone a 
une longueur de 18 mots mémoire ou chaque mot a sa signification. 
On y retrouve les pointeurs de chaînage qu'on à évoqué en 2 C (1) 
p. 32. 0 y t rouve aussi l'emplacement de sauvegarde des régistres, 








6 - 15 
16 
17 - 18 
Reinarque: 
DESCRIPTION 
pointeur vers le sommet de STATST de la "DA" 
pointeur vers le début de la "DA" de la procédure 
appelante, c'est la chaîne dynamique de retour dé-
crite en 2c (1) p 32. 
pointeur vers la "DA" de la procédure appelée, 
c 'est une chaîne dynamique aller. 
adresse de retour dans le code de la procédure ap-
pelante. C'est l'adresse de l'instruction à exécu-
ter dès qu'on sort de la procédure en cours. C'est 
toujours le régistre 14 en IBM. 
adresse du début du code de la procédure en cours. 
C'est toujours le registre 15 en IBM. 
èontenu des registres O à 9 
pointeur de chaînage statique décrit en 2c (1) p32 
c'est toujours le conten4 du registre 10. 
contenu des registres 11 - 12. 
Le regi stre n ° 13 pointe toujours v ers le début de la zone 
de donnGes qui se trouve au sommet de la pile. 
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Exemple 
On représente ci-dessous l ::i configuration de RANST et les 
dif férents champs de "SAVEAREA" pour le progranune. 
pr.og8 : pegin proc a = vo id 





''DA'' de prog-8 
oc! 
.!:_~ .fJI. · · , , b , . • . . end 
~J,in . ..• .... end 
t. 










-- •- ----1 _l_ 


















1 STA TSf 
. 1 DYNST 
L____ _ _J 
(b) Première zone de po inteurs : "DISPLAY" 





Cèlte zone 11 DISPLAY11 , est un eni,emble de po inteurs. Chaq11e 
élément du "DISPLAY" pointe ver s le débu t d'une 11DA11 qui se 




dans lesquelles sont déclarées des variables utilisées dans notre 
procédure. C'est normal qu'on puisse retrouver la valeur des va-
riab les qu'on emploie dans une procédure 1 La profondeur de la 
procédure dans laquelle est déclarée une variable est connue · 
statiquement, connaissant cela on peut statiquement savoir ou 
se trouve le pointeµr d'une valeur à accès (n.p) (n sera la case 
n° x du "DISPLAY"; x étant connu statiquement), La taille de 
"DISPLAY" est connue sta~iquement et est égale à quatr e fois le 
nombre de pointeµrij q~i s 1y trouvent. 
Exemple: 
Dans prog9 on a la procédure p2 qui emploie des variables 
qui sont déclarées en pro~9 et en pl. Le "DISP~Y" compte deux 
élémen~s qui pointent vers les "DA" respectives. On le représen-
te quand la "DA" de p2 est au SOtml\gt de RAN::ïT 
RANST 
begin real y; r-=1 
proc p l = void 
begin real X = o; 
--








DA cle prog9 









(c) Deuxième zone de pointeurs "DISDY~" 
On a vu que les parties dynamiques des valeurs sont placées 
par bloc au sonunet de DYNST. Le but de cette conception est de 
pouvoir récupérer aisément la place occupée par la partie dyna-
mi1ue des valeurs en sortant du bloc. La profondeur du bloc au 
s e in de la procédure est une information statique, en sortant 
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d'un blo c on sait donc quel es t l a position r e l a t ive de la zo-
ne de s es parties dynamiques sur DYNST. Il suf f it de connaî tre 
l'adresse de début de chaque zone pour pouv0ir. r éutiliser l eur 
place en c·as de suppression. 
A cet effet oq a introµ~i.t "D1$DYN", c 'e s t l ' ensemb l e des 
pointeurs vers les sommets de la zone dynami que de chaque bloc . 
Le premier pointteur contient le début de la part i e dynamique de 
bloc 1, le début de ce bloc étant le sommet de l a parti e dynami -
que des paramètres de la procédure (b l qc zéro). 
Les pointeurs de "DISDYN" doivent être mis à j our dynamique-
ment, leur valeur n'est connu,iqu'au moment où on connaît l ' adre-
se du début de zon~. "DISDYN" contient autant de pointe1.,1rs qu'il 
y a de blocs qui peuvent être en vie en même temps dans une pro-
cédure, soit ce nombre n, sa taille est alors de 4 ~ n. 
Exemple 
On donne la conf i guration de la mémoir e a4 moment ou on ent re 
dans l e bl oc 2 de la proca 
dans ce cas ci. 
de prog!O. "DISDYN" 
RANS T 
r--------=J 
DA prog 10 





}niSDYH [1: 2 ] i ntJ 
proc a = ( [] in t i) void : 
b~gin [ 1: 3 ] real x, z ; 














élémef'?tS de i 
éléments de x 
.__ -
élément~ de X 










(d) Troisième zone de pointeur : 11GC" 
Dans cette zone on trouve toutes les i nformations dont on a 
besoin pour retrouver dynamiquement une vari able qui est sur l e 
"HEAP" au molUent de l'appel du "garbage coll ector". Qn ne décri.-
ra pa s cette zone, il suffit de savoir que sa t ai lle est un~ in-
formation statique. 
d. CONCLUS IONS 
On peut conclure ce chapitre en di~ant que l'implémentation est o-
rientée procédure . Les conventions de sauvetage d'inform&tion est faite 
conformément aux conventions IBM360 ce qui nous perme~ d'implémenter 
nos valeurs dans un envi r onnement 0/S de cette machine. En introduisant 
certaines inforTitations supplémentaires dans l'en-tête (DISDYN) il nous 
est facile de gérer la récupération des parties dynamiques de valeurs 
en sortant d'un bloc. 
+ + + 
+++ +++ +++ 
++o++++o++++o++ 
+++ +++ +++ 
+ + + 
43.-
CHAPITRE 3 : ETUDE APPROFONDIE DE L 'ALG')RITHME DE COPIE 
a. ETUDE DES RESSOURCES 
La description globale d'un compilateur a été faite dans l'intro-
duction du mémoire. Nous savons que le compilateur traduit un program-
me écrit dans un langage source en un programme écrit en un langage op-
jet qui est exécutable sur la machine considérée. La partie du compila-
teur qui nous intéresse dans ce mémoire, est la partie qui produit un 
programme objet qui peut copier une valeur d'un endroit de la mémoire 
vers un autre endroit pendant l'exécution du programme. Nous ne partons 
pas d'une instruction source pour faire la traduction, mais d'une ins-
truction dans un langage intermédiaire. Dans notre cas cette instruction 
n'est autre qu'un appel de procédure du compilateur. Cette procédure est 
écrite en PL/I et a la syntaxe d'appel suivante : CALL C~PY (ADDRS, ADDR0 
M0DE). Le compilateur complet est supposé ê tr e écr i t en PL/I. PL/I ne 
dispose pa s de zones 11 C0MM0N 11 , no us l e s simulons en employant des varia-
bles externes qui existent pour la durée du "JOB". PL/I n0 us permet aus-
si de travailler avec des variables loca l es . Ce s era trè s . utile l ors 
d'appels récursifs de procédure. 
Le compilateur complet n'existant pa$ encore, il nous faudra simul er 
certaines de ses parties pour pouvoir t ester la génération de code symbo-
lique. 
La justesse du code même est test ée à l a main sur des exemples con-
crets. Les variables PL/I à simuler dans le programme de t~st sont : la 
table des modes, les variables global es de compilat eur et les routines 
de travail. 
(l) Table de s modes 
A chaque instant du déroulement du programme qui génère le code 
pour la copie d'une valeur, il nous faut pouvoir connaître le mode. 
A cet effet on garde, pendant la compilation, une table des modes qui 
avait été crée bien avant que la procfdur e COPY en ait besoin. Nous 
simulons cette table par deux tableaux. Le prc;>mier tableau contient 
l'informati on statique de la val eu r e t l C! s c,·n nd déc rit l e mode . 
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(2) Description des tableaux (1) 
1 
Premier tableau: M0DTAB 
A chaque entrée du tableau correspondent six champs. Nous en, 
décrivons le premier et le dernier qui nous intéressent dans notre 
problème. Ils sont respeçtivement un pointeur vers la table des 
descripteurs et la taille de la partie statique d'une val eur du po-
de décrit . Jl y a autant d'entrémqu'il y a de valeurs de mo de dif-




Valeur d' entrée dans le tableau DESTAB (voir ci-dessous ) 
Si la valeur e~t de mod e pe base il n'y a pas de pointeur. 
Taille de l a partie statique de la valeur . 
Deuxième tableau: DESTAB 
A chaque entrée du tab leau on peut avoir six descripteurs de mo-
de différent s. La forme du descript eur dépend du mode de la valeur 
décrite. La taille de chaque desc ripteur sera un nombre d'uni tés, cha-
que unité vaut une longueur du descripteur, 
t ous les champs sont supposés avoir la même taill e. Les mo-
des qui adme ttent des descripteurs sont ref amode, [] amode, proc, 
struct, uni on et format (Ce dernier n' es t pas déc r it). 
Le premier champ d'un descripteur est ~oujours, un code indiquant 
l e mode de La valeur. Les codes utilisé s dans ce tra~ail sont : 
(1) La descri pti on de l a tab l e des mode s corres po nd ê c elle utilis ée pour l a 
f utu r e i mpl émentat ion d 'ALGDL68 ê l'ERM (Ref de bi bliographi e 21 ) 
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•-.s .. - -
MODE CODE 
ref -1 





Les champs dans les quels on trouve qmode sont des pointeurs vers 
la table M0DTAB. 
Description des descripteurs 
MODE 
r ef amode 
[J-· à.mode 
DESCRIPTEUR 
- 1 amod,, 1 
l - 6 1 ND l a mode · 1 
NB nombre de dimensions de la valeur 




proc(bmode, ... zmode) 
amode 
-2 1 amode NP j b mode 1 ... .. ! 'Z mode ! t 
1 
NP nombre de paramè tres de la procédure NP+3 
( ~ o) 
uni on (amode, ••• zmode) 
-s NA amode rmode 
NA nombre d'alternatives possibl es de la NP+2 
valeur unitée ( ~ 2) 
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struct (amode a, ..• zmode z) 
-4 NF I amode a 1 ~ mode I z 2xNF+I 
Ni; nombre À~ ehamps de la structure _J 
' --....-----L....,. __ .,.a_,_z __ p_o_i_n_t_e_u_r_v_e_r_s _la--ta_b_l_e __ d_e_s_ym_b_o_l_e_s_,li. _ (non décrLte dans notre t ~xte ) 
(b) Exemple: 
Ayapt un grogr~e qui cQnt ient 4es valeurs de mode int, 
real, struc:t (int; i,Clregl x), union (real, i nt) on décrira la 
table M0DTAB et DESTAB correspondante. 








4 f'1- - - -------7". 1 . 
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._ .... 16 r--+---4' 1 : 
1 1 j ___ 1 1 ~ 6 1 . . 
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' 
1 
. 1 t 1~ -_,, 2 . , b ! ,_: 
: ! 
-5 2 " 
Nous gardons en PL/I nos tables sous forme de ma t r i c es . 
M0DTAB 
PESTAB 
une entrée par mode 









-ô 1 z 
-4 2 1 L 3 X 
-5 2 2 1 
Remarque i et " ont un e 
val.eu . nu ér i que 
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(2) Variables globales du compilateur 
génération d'étiquett e$ LAB 
DPR~C 
NBL~C 
profon<leur 1 statique de la procédure ou se trouve l'a-
dr esse .objrt qe la _val eur à copier. 
profondeur , du , bl ~G dans c e tte procédure où se trouve 
cette adresse. 
(3) Routines auxil i aires 
Un comp ilateur 1 est composé de plusieurs routines. Certaines 
nous inté~essent po~~ notre . travail. On en décrit systématiquement 
l'qction, les paramè,tres et .les particularité s d'emploi. Le texte 
. . '· ~ . 
PL/I {(:les ro~tine~ ~e trouve en apnexe (la). 
(a) Routine c;le générat;.i,o.n de , ç:ode : GEN 
Aéd9n: 
La •ro tine ~génère du 1code ,sumbo.lique assembleur IBM36O à 
' . 
pa.rtir d'une mat;ric '7 (d ~~ .. chaînes de caractères) qu'on passe 
connue paramè tre. 
Paramètres : 
GENER: matrice ayant autant d'entré63qu'il y a d'instructions 
à génér~r 
NUMB nombre d'instruction s à générer, le nombr e s'écrit tou-
jours en deux chiffres. 
Particularités d' emploi 
( i) Chaque chaîne de caractères conti ent trois champs (éti-
quette, ,coç.e et opérandes). Les champs sont séparés 
l'un de l' autre par au moins un blanc, l'étiquette si 
e ll e exi stecommence au premier caractère, sinon elle 
doit êtr~ remplacée par au moins un blanc. 
(ii) Quand on veut simuler une gêné-ration de code, on trou-
ve syst ématiquement da~s l'algorithme une pseudo-ins-
tr4ct ion PL/1. On dpnne en exemple ci-après le text e 
PL/1 qu i ,11doit r emplacer une pseudo-instruct~on corr es-
pondante . <:;eci .a été fait pour augmenter la •l 1isibilité 





GEN_ 1 ____ t_c_x_t_e_e_n __ __, \ pseudo-as sembleur 
une instruction en pseudo a ssembl eur 
diffère d'une instruction rée l e par la 
po ss ibilité d 'appar ition de variables 
~u compilateur dans la partie ?tiquette 
ou opérande . Une variable comp i la eur y 
commencera toujours par le symbole"$". 
don~ LA f,~N(2), ~u $N = 2 
donpe col}lU1e code généré -LA ?,2(2) 
On d&crit successivement la pseudo-instuuction PL/1, 
le text~ PL/I qui remplace la pseudo-instruction et le 
coqe génér~. 
pse~do instruc t i on 
Texte PL/1 : 
GT'.N -LtLAB- 11VC O ($LEN111)-:0éJ)-; 
LA 11 , 5;LEN ( 11) 
AH 3, 12 (2) 
BCT 8,L~LAB 
.__ __ ·--- ·-----···-- ---- -·- -
Les variables compilateur $LAB et 
$LEN ont des valeurs resp ectives 
de 12 et de 8. 
DCL TEXTE (4) CHAR(40) ; 
DCL (LAB,LEN) PIG'9999'; 
LAB = 12, LEN= 8 . 
' 
TEXTE ( 1) = 'L'I I LAn 11' 
T~XTE (2) = 
TEXTE ( 3) = 
TEXTE (4) = 






0 ( 'I I LE"NI I ' , 1 1 ) , 0 ( 3) ' ; 
1 1 1 1 LEN 1 1 ' ( 1 1 ) ' ; 
3,12(2)'; 
8', I ILAB; 




Code génére 10012 MVC 0 ( 0008, I 1 ) , 0 (3) 
LA 1 1 , 0008 ( 1 1) 
AH 3,12(2) 
BCT 8 ,10012 
Routine RELVNT 
(i) Appel CALL RELVN'J;' (M0DEA, DYNREL, DYNSC0PE ) ; 
(ii) Action: la routine va chercher dans la ~table des 
(iii) 
modes, pour un mode "M0DE1\" bi en défini, si une 
valeur de ce mod~ possède une partie dynamique, ou 
~ne portée qui nécessite une action de test ~e por-




~ode, il est représenté ici par son en-
trée correspondante dans la tabl e M0DTAB 
val eur binaire = 'I 'B s'il y a une partie 
dynamique 
= '0'Bs ' il n'y a pas de par-
tie dynamique 
DYNSC0PE val eur binaire = 'l'B s'i] y a un test de 
portée dynamique 
.lote 
= 'O' B s'il n' y n pas de 
test de pc,rtfe dy·-
namique . 
ce de r nier nom est choisi ainsi pa1ce que 
l e test de portée qui e s t génére ( s i DYNSC0PE 
= 'l'R) es t un test dynamique. 
(c) Routines de recherche .dans la table des modes 
Toutes les rout ines décrit es ci-dessous, fon t des re-
cherches dans la table des modes (M0DTAB et DESTAB). Cha-
que routine re!;oit en en trée le paramètre M0DE. Ce mo de 
correspond au mode de l a valeur sur laquelle on veut con-
naît re des informations de s t ables. En PL/1 l e pa r amètr e 
M0DE a une val eur qu i correspo nd à l' entrée correspondante 
dans la table M©DTAB . 
Les routine s son t décr i u, s Labul a i r ement. Pour cbaquc• 
50. -
'l'.'outine on trouve qua tre explicat i ons : (1) l e nom; (2) 
les paramètres dans l'ordre obligatoire, (3) l e code 
d'entrée ou de sorti e (E ou S) , (4 ) la signif i ca tion dn 
paramètre. L'action faite pa r la ro utine n' ~s t pas décri-
te, celle-ci découlant immédia t ement de la signi f icati on 
des paramètres. 

















---- -· -- ··--···-·. . --
Taille de la partie statique de la 
valeur considérée 
S Code correspondant à un des modes 





union, [] amode 
E Numéro de séquenc e d'un champs d ' une 





















Mode du champ co ns idéré 
Numéro cor re sponda nt à une a lt ernati-
ve de s va l eurs possibl e s d'une valeur 
de mod e un1.on 
Mode de l'alternative consid ér ée 
Mode d' un él ément d'une val eur multi-
ple 
Nomb. n ' de champ s d'une val eu r st r uct u ·-
r ée en: nombr e d'alternatives pos s i bl e s 
d 'u~e valeur de mode union. 
(i) : Appel : CALL ADRIE11 (REG , ADD) 
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(ii) Jusqu'ici on n'a pas encore utilisé l'ad ress e ma-
chine. La routine ADRIBM génère du code tel que l'a~ 
dresse représentée dans notre progrannne par le cou-
ple "n,p" soit traduit pendant l'exécution de la co·-
pie en adresse machine. Cette adresse machi ne s er a 
placée dans le registre générale REG. 
(iii) Paramètres : 
ADD adresse dans le compilateur , étant l e coupl e 
n,p. Décla~ation PL/Ide ADD : DCL 01 ADD, 0 2 
(N,P) BIN FIXED ; 
REG numéro du registre général (0 ,REG ~ 15) 
(e) Routine C0PYST 
(i) Appel : CALL C0PYST (RS, R0, SIZE) ; 
(ii) la routine génère du code pour copier un nombre (SIZE) 
de caractères qui sont consécutifs en mémoire. L'a-
dresse source et . objet de cette copie se trouvent res-




0$RS~ 15 1t_ 
0~R0~ 15 J RS 'f R0 
SIZE : Nombre de caractères à copier. 1 ~ size ~ 327 6 7 
(iv) Particularités : 
Le code généré par ce tt e ro utine doi t ~tr e t rès 
efficient. Pour ce tt e raison, les instruc tions as sem-
bleur générées dépcn<lent de la valeur de "SIZE" au 
-moment de l'appel de C0PYST. $i SIZE f 25 6, ou génère 
une instruction ass embl eur symbolique : 
" MVC 0( 0, SIZE),O(RS)". 
Cette instruct ion a comme action de copier un 
nombre de size caract è re s consécutifs en mémo ire d'une 
adresse source ver s une adres se obj e t. Ces adr e sses 
se trouvent re s pec tivement dans les régistre s géné r aux 
RS et RÇ/). 
Si SIZE > 256 , en gén~re une boucle~ i copie l e 
bloc de caractères pA r 25 6. 
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b. ETUDE DE LA GENERATION DE CODE CORRESPONDANT A UN TERMINAL DE LA GRAMM AIRE 
GENERATIVE (1.f.(3 ) pl4. 
( 1) I ntroduction 
Avant de décrire la génération de code propr ement dit e , on s 'ar-
r ête à la notion de récursivit é . La not ion mod e est récur s ive . L' a l -
gori t hme de copie que nous avons décrit l'est au s si . Ce t te récursi-
vit é .ne donne pas de probl~mes dans 1 ' a l gori t hme de génér at i on, car 
le langage PL/I admet la récursivit é . Le code généré par con t r e, 
assembleur symbolique, n'admet pas la récursivi t é. Les act i ons qui s e 
font pendant la copie d'une valeur sont exécutée s dans le même ordre 
qu'apparait le code correspondant à la chaîne terminale de sortie. 
Si on regarde l'arbr~ grrullil1atical correspondant à une valeur à 
copier, on voit immédiatement qu'il est parfois nécessaire de repas-
ser par un noeud qui se trouve plus près du sommet pour pouvoir at-
te i ndre un autre terminal. En général on ne peut pas remarquer ce va 
e t vient dans l'ar bre grammatical au niveau de l'exécution de la co~ 
p i e . Cependant, au moment ou on copie une valeur qui a une par tie dy-
namique on s e me t dans une cond ition fixe ; on réserve deux registres 
généraux qu i pointent respectivement vers la partie s ta ti.qu~ et vers 
la part i e dynamique. Au momen t ou l'on commenc e l a copie de la par-
t i e dynami que des é léments de ia va leur on doit se r emettre dans l es 
mêmes cond i tio ns (qu 'avant) cela veut di re que pendan t cette copie les 
mêmes régistres pointent vers la parti e statique et dynamique de l'é-
léme nt , 
Pour fa ire tous ces sauvetage s on a c rée une pile VALSTACK pen-
dant l' exécution , on y place au sonnnet l es val eurs qui sont a sauver 
pend ant qu 'on descend dans l ' arbre et on l e s reprend du sorrnnet quand 
on r mont e l'arbre . 
VALSTACK 
sommet _... _ _____ ~ 
------'\ 
..-1 v-L-5t_p_m....,j 
- Chaque élément est de taill e 4 
- le somme t est point é par vlstpm 
- la tail le maximale de VALSTACK 
peut être calcu l ée pendant l a 

















/ 1 "" stat rowbeg sfatrow rowbeg stafrow rowend rowend end frte 
0 ® 
Les deux instants qui nous interessent pendant la copie pour expli-
quer notre sauvetage de régistres sont ceux ou on copie la partie dyna-
mique des éléments d'une valeur multiple. Cela se retrouve toujours dans 
la chaîne de sortie par le terminal statrow. Il y a deux terminaux statrow, 
puisqu'il y a deux profondeurs de valeur multiple. La figure ci-dessous 
montre la configuration des pointeurs au moment I et 2. 


























~ c::==l,__j V lstp.m 1 
(2) Routines de sauvetage 
SAVREG (N, REG) 




génère du code pour sauver le contenu du régistre 
général REG au sommet de VALSTACK. 
~-~nère du code pour restituer le contenu du regis-
tre général REG à partir du sommet de VALSTACK 
nombre en:tï-er dont la valeur détermine la génération 
du code au non. Dans certains cas (ou la verra plus 
bas) on ne doit pas sauver de régistres. 
nombre entier : 0 t REG 4 15 
(3) Etude du ~T;ermina l, stat 
tion 
L' ~ppari tion du terminal ~- dans ta c' ' Î ne terminal e de produc-
correspond à la génération de cone qu : effectue la copie de la 
partie statique de la valeur. La t ai l l e de cette partie statique est 
connue statiquemen~. On peut donc générer un code optimal pour effec-
tuer cette copie. 
On peut remplacer ~par troi s appel s de routines 
CALL ADRIBM (RS, ADDS) 
CALL ADRIBM (R~, ADD~) 
CALL C~PYST (RS, R~, SIZE) 
(4) Etude du terminai scope 
Nous avons fait une étude de portée en (1 C (1) p 6) et nous en 
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avons décrit l'implémentation en (2 B (2) p24). 
Rappelons que la portée est gardée ep mémoire sous forme d'un 
couple (np, nb). Au moment où nous décidons d'effectuer une copie 
de valeur, nous connaissons l'emplacement précis de cette copie. Nou s 
en connaissons donc le (n'p, n'b). 
n'p profondeur de la procédure ou se trouve l'adresse objet 
n'b pro fond eur du bloc dans la procédure ou se trouve cette adres-
se. 
On peut remplacer scope par des ins tructions qui comparent le 
couple (np,nb) avec (n'p, n'b), il faut toujours (np, nb) soit plus 
grand ou égal à (n ' p, n'b) (on con.,are la conca ténation du couple 
(np, nb ) avec celle du couple (n'p, n'b)), si ce n'est pas l e cas une 
routine d'erreur est appelée. On peut simuler c e tte génération de co-
de par la pseudo-instruction PL/1 suivant : 
GEN 
1 
IF (NP N'P) 1 ( (NP=N'P) & (NB<N.'B)) 
TREN CALL Routine d'erreur 
---~ 
( .5 ) Etude du terminal statro1JJ 
Le terminal statrow correspond toujours à la génération de code 
qui copie l a partie statique des éléments d 'une valeur multiple. Ces 
éléments peuvent être consécutifs en mémoire ou non. Le procédé de 
copie est simple quand les éléments sont consécutifs, il l'est moins 
dans le cas contraire. Malheureusement on ne peut décider de la con-
sécutivité ou non pendant la compilation . On ne peut le savoir que 
pendant l'exécution (sauf optimisation dans des cas simples). 
Pour chaque copie d'une valeur mul tiple, on génère du code pour 
l es deux cas. Le code pour copier des éléments non consécutifs suf-
firont, mais pour des r a isons d'optimisat ion pendant l'exécution on 
y a j oute le code pour copier les é lém,=nt ~ consécutifs. Le cod e qui 
est exécu té est choisi en foncti on de l a valeur flag dans le descrip-
t e.ur ( 2b (1) (d) p27) 
(a) Les élément s sont co ns écutifs en mémoire 
On ne peut pas générer le cod e de cop ie de façon déf initive, 
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car on ne sait pas combien d'élément possède la valeur multiple. 
Ce nombre d'éléments est connu pendant l 'exécution. Dans c e cas 
nous n'avons besoin de connaître pendant l'exécution que l e nom-
bre total de caractères à déplacer (encombrement des parti es sta-
tiques de la partie dynamique). On trouve cet encombrement dans 
l e descripteur, c'est le champ "d ". La s tratégie de copie est la 
0 
suivante: on copie par blocs de 256 caractères jusqu'au moment 
ou on a copié tout. Le dernier bl oc copié peut être moins long. 
Desc ripteur de l'algorithme de copie (desc ription faite en pseudo 
PL/I). 
ADDS adresse source 
ADD0 adresse objet 
L : IF TAILLE= 256 
TH.EN Copier "taill e" caract ères de ADDS vers ADD0 









GOTQl L , 
'-----=E=ND=-___________________ l,, __ 
IJ 
Nous avons crée une routine de travail qui génère le code cor-
respondant à l'algorithme décrit c i-dessus. C'est la routine COPYD2. 




rt\gi tr de b 
r . istr d b 
d ns l qu l on trouve 11 dr ourc machin 
d ns 1 qu l on trouv l' dr se obj t m chin 
t êrnarqu : 
lill'5Œi11 '.i? V I M 
La r.outine gën~re âYSsi 1~ GOd pour pr ndre la taille à co· 
p:lêr 11d
0
", dans lê ùes~ripteur, 
(b) ,Lf~§ ijjmen,ts na g.Qn~'"')aâS crnJl_~tH s e _Jfl~moh.-e 
Qul:l.ntl les ê1enients d'une vâlèut' mul dplê f\ê §Of\t pas eousétm ... 
tifs en m~moire (la valeur est urte sôus·valeur multiple), 
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I l nous est impo ssible de le s copier tous à l a fois. On doit 
copier élément par élément. Il nous faut donc pouvoir parcourir 
tous c es éléments. La stratégie de parcours choisie doit ê tre ef-
ficace, car cette stratégie résulte en code qui est exécuté pen-
dant l a copie de la valeur. Nous étudions successivement trois 
straté.gies qu'on compare entre-elles pour choisir la stratégie 
définitive. 
Chaque stratégie se compose de d eux parties. Une initialisa-
tion et une continuation. La partie initialisation posi tionne un 
pointeur sur le premier élément à copier, et initialise certaines 
constantes de travail indispensabl es au parcours. La partie conti-
nuation f;:d.t la recherche de l ' élfo.1.ent suivant à copier, et déci-
de de la f1 n de parcours. L' exécution to t a le d'une stratégie est 
toujou ;: s la même : 
1° Str at.égie 
1. initialisa ti on 
2. co pier un é.l fment 
3. continuati::in 
{
S~ dernier é lément - continuer 
Sinon aller en 2 
Configuration mémoire des éléments 
On représente l es éléme11 ':s d'une valeur de mod e f 1:2, 
1: 2 ] amode. 
Chaque élément de taille "STATSIZE" est représentée par une 
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1 1 L _______ ..J__ 
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di taille totale d'un élément de dimension i ( 2b (2) (d) p28) 
hi taille d'un trou laissé entre deux éléments de dimension 1. 
d
0 
encombrement total des parties statiques des éléments. 
On crée un compteur courant dans chaque dimension: x .. 1. 
Ce compteur est init ialisé à la borne inférieur e de cha-
que dimension. 
A chaque ins tant l es x. ont comme valeur les indices de 
1. 
l' é lément qu'on va copier. Si on copie l'él ément a [ 1 , 1 ] a-
1. 
1 1 pour l' élément a [ 2' 1 1 xi = 2 et x2 = lors xi = et x2 = 
. 
' 
En général pour copier l'élément a [ i,j, ••. ,1) ; x 1 = i, 
x 2 = j et xn = 1. 
x. : •> 1. ,x.~u. ; iE,[ 1,n] 
1. 1.-..: 1. 1. 
Algorithme 
Dans la partie initinli sation toutes l es valeurs x. eth . 1. 1. 
sont calculées à partir des valeurs 1., u. et d. du descrip-
1. 1. 1. 
teur de la valeur multiple. On calcule l'adresse du premier é-
lément (add). 
Dans la par ti e continuation ou incrément e l e comp teur x. 1. 
de la dernière dimension , si celui ci est égal à u. on incré-
1. 
mente le x. de la dimension précédente et on remet le dernier 
1. 
à 1 .• Si tous les x. sont égaux aux u. on copie la dernière 
1. 1. 1. 
val eur e t on ne fait ri en. On r emet aus si à jour le pointeur 
vers l' élément suivant. 
Initialisation 
X(N) L (N); 
H(N) = D(N) - STATSIZE 
x(I ) 
L(l) 
D0 I = N-1 T0 BY - 1 U(I) 

























D0 I = N T0 BY - l; 
IF X (I) = U(l); 
TREN X(I) = L(I); 
ELSE D0; X(I) = X(I) + l; 
INTER= STATSIZE; 
D0 J = I T0 N; 
INTER = INTER+ H(J ); 
END; 
ADD ~ ADD + INTER; 
G0 T0 L; 
END 
END; 
Calcul du nombre d'opérations effectuées 
soit : d · = u. - 1 · + l l l 
n = nombr e de di mensions de la valeur 
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On donne pour chaque partie l e nombre d'affection(=), 
de sonnnes (+,-) et de produits (fl'd et (test) •. 




n-, i n n-r { k+r k 1 
z'{;/J;,d;)+ 4~/j-+- 2k~O(n-/<.) ):1 dj -1:1 dj -2 
n n-1 { l t n k+f k rn- 6 ~ (Tt dj) + 2(rc dJ - 1}+2l. (n-k) Jtdj -Ttdj 





L ( TC dj) 
l: 1 J=1 








Si on compare la figure à celle de la 
1° stratégie on n'y voit qu'une dif-






h. corr espond à la valeur INTER (conti-
nGation dans la 1° stratégie). Cette 
valeur est précalculée à présent. 
1 1 
L---- __ _ ..J 
- Algorithme 
Voir celui de la première stratégie, sauf qu'on précal-
cule en plus les valeurs h' . . 
1. 
Initialisation 
X(N) = L(N) 
HP(N)= D(N) 
D0 I = N- 1 T0 1 BY - 1 ; 
X(I) = L(l); 
HP(I) h'i 
HP(I) = HP(I+ l) + D(I) - (U (I+l) - L(I+I) * D(I+I ) ; 
END; 
ADD = P0INTEUR; 
L: copie de l'élément 
Continuation 
D(/J I = N T0 BY - 1 
IF X(I) = U(I) 
END; 
THEN X(I) = L(I) 
ELSE D(/J; X(I) = X(l) + 1 ; 









n- ;, t rz (~) 3n 2L {TI dj) + 3 n; di - 1 
i:1 j=-1 i= 1 
Tl. L n 
(-1-,-) g(n-1) L (TI dj ) -t 2 ( !f. di. - 1) 






ic 1 J:::.1 
---- --
Cette stratégie n'utilise pas la taille des trous pour met-
tre à jour le pointeur courrant après une copie. On utilise un 
pointeur courant par dimension pour simuler ce mécanisme. La 
distance entre le début de deux sous-valeurs de dimension i 
est "di" (la taille de cette sous-valeur). On ne fait que 
garder chaque pointeur au début de la sous-valeur dans laquell e 
on copie un élément. Chaque fois qu'on a copié tous les éléments 
d'une sous-valeur de dimension i, il f aut remettre à jour le 
pointeur correspondant, il pointera vers la sous-valeur suivan-
te. Les pointeurs des sous-valeurs intérieures à la sous-valeur 
en question seront égalisées au pointeur de la dimension i. 
Dans la- figure suivante on montre la valeur des pointeur s 
pour la copie de chacun des él ément s. 
Configuration mémoire des é l éments 









1-- - - - - --1 
1 1 
I 1 L ______ .J 
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Dans la partie initialisation , on initialise les val i uti ~~t--
x. (voir 1 ° stratégie) et les pointeurs a. 
1 1 
·J 
Dans la partie continuation on incrémente ces pointe1:1rs, . 
J "li l. 
si tous les éléments sont copiés on termine, sinon on cop ie e t 
on reconnnence la continuation. 
Initialisation 
D© I = T~ N-1 
A(I) = P©INTEUR; 
X(I) = L(I) ; 
END; 
ADD = P0INTEUR; 
X N) = L(N); 












IF X (N) -,= U (N) 
TREN D0; ADD = ADD + D(N); 
X(N)=X(N) + l; 
G0T0 L; 
END; 
D0 I = N-1 T© 1 BY - l; 
IF X(I) = U(I) 
TREN X(I) = L(I) ; 
ELSE D0; X(I) = X(I) + l; 
A(I) = A(I) + D(I); 
END ; 
END; 
D0 J = N-1 T0 I+l BY - 1; 
A (J) = A(I); 
END; 
ADD = A( I); 
X(N) = L(N); 
G0T0 L; 
Calcul du nombre d'opérat ion (d. = u. - 1. + 1) 
l. l. l. 
!ni tia-
/Jsa tion Continuation 
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3n-1 2n+2(TC di -Tt di)+rt (~ dj-1}+2i2 [z *fe _{dj-1)] 
L:1 L=1 ,:1 J:1 ,::1 r=-n-l 




I n I? 
-
2 ( TC dJ ) + TI d, 
}=1 i=1 
- ----* --- -
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Comparaison des stratégies 
Pour comparer les deux stratégies, on ne compare pas les 
initialisations (nombre rest r eint d'opération et non repris 
dans une boucle). On compare donc les parties continuation. 
Nous ne comparons pas la 1° s tratégie avec la 2° straté-
gie; car la deuxième étant une simplification de la prerniere 
donne toujours moins d'opérations. On fait donc la comparai-
son entre la 2° et la 3° stratégie pour les opérations (=); 
(+,-), (Le nombre de (M) sont les mêmes pour les deux stra-
tégies, et le nombre de (test) est . plus grand pour la troi-
sième). Pour avoir une idée de l'évalution du nombre d'opé-
rations à exécuter pendant la copie, on compare les deux 
stratégies pour des valeurs den (nombre de dimensions) n = 
1,2 et pour des valeurs d 1, d2, de pouvant être 2 ou S. 
Exemple : n= 2; d = 5 ; d = 5 1 2 =)[ 4: 8, 13 : 17 ] real x; 
Tableau de comparaison 
dl d2 
20 stratégie 3° stratégie n 
(=) (+., -) (=} (+.,-) 
1 2 - 5 4 13 9 
5 - 14 13 40 27 
2 2 2 15 12 40 22 
2 5 35 30 90 58 
5 2 39 33 105 64 
5 5 84 78 240 154 
1 
i 
On voit immédiatement que la 3° stratégie a tendance a 
demander plus d'opérations. Pour cette raison nous avons choi-
sis la 2° stratégie pour parcourir une valeur multiple. Le co-
de qui est généré pour l'initialisation et la continuation, 
l'est fait par l'intermédiaire de deux routines PL/I qui sont 
respectivement : INITAL et CONTIN. Ces deux routines n'ont 
qu'un paramètre: la dimension de la valeur multiple. 
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(5) Et ude du termonaZ. foop 
Le terminal loop correspond à la génération de code qui copie la 
partie dynamique des éléments d'une val eur multiple. Il faut que pour 
chaque élément on puisse se mettre dans les conditions de départ, c 'est 
à dire qu'un régistre pointe vers la partie statique de l'élément et qu' 
un autre pointe vers la partie dynamique. On fera donc un sauve tage des 
régistres pour chaque copie. Pour pouvoir copier les parties dynami ques, 
il faut générer une boucle. 
On génère ce qui suit : 
L: Sauver les registre Ra et Rb 
Mettre à jour Ra et Rb pour la 
copie de l'élement sviv.an½ -
[copier la partie dynamique 
Restituer les registre 
Tester si toutes les parties 
dynamiques ont ét é copiées 
si non => L 
si oui =>fini 
1 




B se traduit par l'appel d'une routine CPDNPT qu'on explique plus 
tard. 
c. ETUDE DE L'ALGORITHME PL/IDE GENERATION DE CODE 
L'étude de l'algorithme de génération de code, correspond essent iel-
lement à l'étude des non-terminaux de la grammaire générative. Si la chaî-
ne terminale de cette grammaire correspond aux actions qui sont à prendre 
pendant la copie d'une valeur, l'arbre syntaxique nous montre ce que f ai t 
le compilateur pour pouvoir générer ce code. 
Nous ne décrirons pas le non-terminal < grammar >. Il est introduit 
dans la grammaire pour pouvoir le tester. 
Les autres non-terminaux seront décrits successivement. A chaque non-
terminal correspond une procédure PL/I. Les paramètres des procédures sont 
une ou deux adresse (n,p) et un mode (entrée dans la table M0DTAB). 
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(1) <~> 
Ce non-terminal a l'appel C0PY (ADDS, ADD0, M0DE); 
La procédure C0PY génère le code pour la copie de la partie 
statique de la valeur (terminal stat) et appelle ensuite une autre 
procédure qui traite la partie dynamique de la valeur. 
TEXTE PL/I 
C0PY: PR0C (ADl, AD2, M0DE); 
CALL STATSIZE (M0DE, STATSIZE) 
CALL ADRIBM (R2 , AD I); 
CALL ADRIBM (R3,AD2); 
CALL COPYST (R2, R3,STATSIZE) 
IF STATSIZE ( = 4 TREN RETURN; 
CALL RELVNT (M0DE, DYNREL, 
DYNSCOPE); 
/* recherche de la taille statique 
de la valeur */ 
/~ on génére le code qui place ADl ~/ 
/~ et AD2 dans R2 et R3 */ 
/* générer le code pour la copie ~/ 
/trr de la partie statique H/ 
/* si la taille statique~ 4 on ne */ 
/* peu t pas avoir une partie dy- H/ 
/* nami que, c'es t fini. yr,,/ 
/* y-a-t~il une partie dynamique */ 
/~ ou une portée. «/ 
IF DYNREL = 'O'B&DYNSCOPE = 1 0 1 B /tt s' i l n'y a ni partie dynamique */ 
TREN RETURN; /H ni portée , c'est fini */ 
/~ Instructions qui calculent la profondeur de la'*/ 
/ff procédure et du bloc au sommet de la pile H/ 
CALL CPDNPT (AD2,M0DE) ; /* il y a une partie dynamique ou ,+11,/ 
/* une portée,on appelle une autre H/ 
/* procédure. ~/ 
END COPY 
(2) <Dyn > 
Comme on a pu voir dans la grammaire, la procédure CPDNPT (ADD, 
M0DE) qui correspond à ce terminal, ne sert qu'à faire, un choix d'une 
procédure qu'on va appeler,ou bien,de générer du code pour faire un 
test de portée. 
Texte PL/I 
CPDNPT : PR0C (ADD, M0DE); 
CALL M0DTYP (M0DE,M0DEX); fit, M0DEX est un code correspondant 
/,t à un mode 
/:;r. ref 






/'ff forma t 3 
/H struct 4 
/H union 5 
/ ii> [ ] amode 6 
IF MQlDEX )= 1 i MQlDEX < = 3 
TREN DQl; GEN 
RETURN; 
END; 
CALL SAVREG (N,R2); 
code pour effectuer l e test dynamique de 
portée 
/~ generer le code pour sauver le * / 
("' régistre R2 */ +! 
CALL ADRIBM (R2,ADD); /H générer le code pour la mise à .JC-1 
/v,. jour de R2 
~-1 
IF MQlDEX = 4 TREN CALL STRUCT (ADD,MQlDE); 
IF MQlDEX = 5 TREN CALL UNIQlN (ADD , MQlDE); ¼' / 
IF MQlDEX = 6 TREN CALL RQlWQlF (ADD ,MQlDE) ; 
CALL RESREG (N,R2) ; ( i+: generer le code pour restituer*/ 
/ iiô R2 -r./ 
END CPDNPT; 
(3) <Struct > 
Ce non-terminal correspond à la procédure STRUCT (ADD,MQlDE ) qui 
est appelé par CPDNPTsi la valeur à copier est de mode struct et a 
une partie dynamique ou une portée . 
' .-y./ 
TEXTE PL/I 
STRUCT: PRQlC (ADD,MQlDE); 
CALL MODNMB (MQlDE, NUMFIELDS) 
/-H ADD 1 = ADD -H/ 
DQl I = 1 TQl NUMFIELDS; 
¾' / 
/* recherche du nombre de champs de~; 
/* la structure fi/ 
CALL MQlDNXT (I. MQlDE, MQlDEF);/M Quel est le mode du champ n° I */ 
CALL RELVNT (MQlDE, DYNREL, /~ Ce champ a-t-il une partie dy- */ 
DYNSCOPE); /* namique ou une portée */ 
CALL STSIZE (MQlDEF, STATSIZE Y~ taille de la partie statique du ~/ 
/* champ. ..-/j 
IF DYNREL = 'l 'B \ DYNSCOPE = '1 'B 
TREN CALL CPDNPT (ADDl, MQlDEF) 





Ce non-terminal correspond à la procédure UNI0N (ADD,M0DD}'/, qui 
est appelée par CPDNPT si la valeur à copier est de mode unioœ5kt a 
une partie dynamique ou une portée. ~1 
Le ·eode à exécuter n'est connu qu'au moment de l'exécution. Il 
dépend du mode à l'exécution. Dans l'en-tête de la valeur, on trouve 
' 
un code correspondant à ce mode. Pendant la génération de code, nous 
devons prévoir du code pour la copie de toutes les alternatives ùe 
la valeur (si une alternative n'a ni partie dynamique, ni portée, on 
• ~ • 1 1 ,! H-/ 
ne génère rien), et c'est à l'execution qu'on branchera vers l!; bon 
code. Pour pouvoir effectuer ce branchement, on tient une ta~l J de 
branchements. Il y a autant d'entrées que d ' alternatives, et a~éhaque 
entrée dans la table on trouve une instruction de branchement vers le 
code correspondant. Au début de la copie on doit se brancher, en fonc-
tion de la valeur qui se trouve dans l'en-tete, vers la bonne entrée 
dans la table. .,,/ 
-,./ 
Si à l'exécution de la copie l'alternative i correspond au mode 
actuel on fait un saut vers l'entrée ide la table. A partir de cette 
entrée on saute vers le code de copie correspondant. 
Exemple: JE) qui 
Soit à générer du code pour copier une valeur de mode union 
(int,[]real, struct ([]int, real), real,[] char); 
La valeur a 5 alternatives. Soit l 'alternative icelle en cours 
au moment de la copie. 
(. goto table (i) 
table 

















Peut l~s alternatives 1 ec 4 il 
rt 1 y a pas de code à èx~cutef, 
L2 
code pour copier 
une valeur de 
mode 
[ ] real 
goto Lo 
L3 
code pour copier 
une valeur de 
mode 




code pour copier 





UNI0N : PR0C (ADD, M0DE) ; 
CALL M0DNMB (M0DE, NUMM0DE); 
GEN 
Branchement vers l'entrée 
ide la table de branche-
ment si i est le mode ac-
tuel 
D0 I = 1 T0 NUMM0DE; 
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/* recherche du nombre <l'alterna-*/ 
/~ tives de la valeur */ 
CALL MDUNXT (I, M0DE, M0DEU) ; /~ mode de l'alternative I •/ 
CALL RELVNT (M0DEU, DYNREL, DYNSC0PE); 
IF DYNREL = 'l'B I DYNSC0PE = 'l'B 
TREN GEN I G0T0 LI 1; 
ELSE GEN j G0T0 LO ! ; 
END 
END UNI0NJ 
( 5) <riowof > 
D0 I = 1 T0 NUMM0DE; 
CALL MDUNXT (I,M0DE,M0DEU); 
CALL RELVNT (M0DEU, DYNREL, DYNSC0PE); 









GEN I G0T0 LO 
/~ une adres- •/ 
/M se du début•/ 
/M de la va- w/ 
/M leur 1 'en- ~/ 
/• tête a/ 
Ce non-terminal correspond à la pnocédure R0WOF(ADD,M0DE); qui 
est appelée par CPDNPT si la valeur à copier est une valeur multiple. 
A part le module C0PY, R0WOF est le seul module à générer du code de 
- Copie. On y retrouve la génération de code q~i copie les parties sta-
tiques des éléments. Le code est généré pour le cas ou les éléments 
sont consécutifs en mémoire ou non . Ensuite on y retrouve le code 
pour faire la copie successive de la partie dynamique de chaque élé-
ment. 
Avant ~e générer du code pour la copie des parties statiques des 
éléments. Il faut en générer pour calculer la place requise sur la 
pile. S'il ne reste plus aqsez de place on appelle le GARBAGE-C0LLEC-
T0R. Si les éléments ne sont pas consécutifs, il faut calculer une 
nouvelle valeur d. Les éléments sont compactés durant la copie. Après 
0 
la copie il faut mettre à jour le descripteur si les éléments ont été 
compactés. 
Nous allons d'abord donner schématiquement toutes les étapes 
d'une copie d'une valeur de mode [ 1: 2] [ 1: 3] amode. Le VALSTACK y 
sera représenté avec son pointeur du sonnne t vlstpm. Le pointeur de 
Rz 
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sonnnet de la pile est rnstpm. Le r égi str e de base R2 pointe t ouj ours 
vers la partie statique traitée et le régistre de base R3 po i nte 
toujours vers la partie dynamique traitée. 
(j) Valeur avant la copie 
-
-
R3/ -- s 






D Descripteur 1source 
s 
s Elémént· source 














o Elément objet 
tpm 
VALSTAC.-:-wtpm 
VA LS TACK owpm 
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G) Valeur après la copie envisagée en © 
. 
, 












© Valeur après la préparation de la copie de l a par t ie dynamique 














(2) Valeur après la copie envi sàgée en @ 













R0W0F : PR0C (ADD, M0DE); 
CALL M0DERW (M0DE, M0DER) 
CALL STSIZE (M0DER, STATSIZE) 








/~ moder est 1l e mode d'un*/ 
/wI. élément */ 
CALL MODNMB (M0DE, NDIM) ; /* nombre de dimensions de l a valeur 4'J'I!/ 
/i4 = NDIM tlil/ 
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GEN 
Calcul de place disponible 
IF FLAG = ln test de la con inuité des él éments 
TREN G0T0 L 1 ; 
ELSE D0; Calcul de c 
ü 
D(N) = STATSIZE 
D0 I = N- l T0 0 BY-1 
D(I) = (U(I+l)-L(I+l)+l)*D(I+I); 
END; 




L 1: IF (heappm - rnstpm) < d 
0 
THEN CALL GARBAGE-C0LLECTQ}R 
.. , ________ __ 
IF FLAG = 1 
THEN G0l'0 LCONS 
GALL INITAL (NDIM) ; 
CALL COPYST (R3, R11,StATSIZt); 
GEN 
rnstpm ~ rnstpffl 4 STATS!ZE 
GALL C0NTIN (NDIM) 
GEN 
Mise à jour du descripteur objêt a 
l'aide des élé~ents retirés de 
VALSTACK 
G0T0 LD; 
GEN IL C~~i.:] 
CALL C0PYD2 (R3,Rll) 
/M génération de code If+/ 
/~ pour lês éléments */ 
/H cons~cutifs K/ 
/H copiê dês élêmants ~/ 
/~ s'il nê sont pas ~/ 
/H consëGutifs, <if/ 
/w mis e à jour du ôff'F~/ 
/* met dê lâ pile H/ 
/M copi dès élémênts ~/ 
/* s'il sont consécu- */ 








- RNSTPM + d : mise à jour du sonnnet de la pi l e 
0 
ADDl est une adresse relative, elle représent e 
le déplacement de l'élément traité par rapport 
au premier élément de la valeur. 
IF DYNREL = 'l'B IDYNSC0PE = 1 l'B 
TREN D0 ; GEN 
MAX = RNSTPM la valeur max est la va l eur 
de comparaison pour vo i r si 
on a copié t ous l es élément s . 
LDYN: Sauver R2,R3 , Max sur VALSTACK 
Mise à j our de vl s tpm 
M [RE] = M [ R3] (1) passer à travers des 
descripteurs 
CALL CPDNT (ADD1,M0DER) , 




----------------------. Restituer R2, R3 e t MAX à partir de VALSTACK 
mise à jour de vlstpn 
M[ R3] = M[ R] + STATSIZE.Mise à jour de R3 
IF M [ R3 ] < MAX 
THE N G0T0 LDYN 
+ + + 
+++ +++ +++ 
++o++++o++++o++ 
+++ +++ +++ 
+ + + 
( 1) M [R3] signifie le contenu du régi s t re R3 
76. -
CHAPITRE 4: CONCLUSI ONS 
ooc:oooc:oooooc:ooooococ:ocooooooooooooooooooooooooo 
On peut dire, qu'à l'occasion de ce mémoire on a largement atteint le 
but fixé. 
Le but principal était de décrire un algorithm~ de génération de code 
qui correspond à la copie d'une valeur pendant l'exécution du programme. 
Nous ne l'avons pas simplement décrit, mais nous l'avons expliqué au moyen 
d'une grammaire générative. Cette grannnaire nous permet en ayant un arbre 
grammatical devant soi de voir ce qui se passe pendant la compilation (l ' .ar-
bre l~i-même) et ensuite de voir ce qui se passe à l' exécution (chaîne ter-
minale de sortie) . La description par la voie d'une grammaire nous permet 
de voir ce qui se passe tout en restant clair et précis, mais n'entrant tout 
de même pas dans des détails techniques liés à la machine. 
Le but suivant était de décrire l'algorithme en PL/1 et de générer du 
code assembleur IBM36O. Nous l'avons fait, et nous avons même crée un envi-
ronnement qui servira de base à une implémentation future d'un compi lateur 
ALGOL68 au CTI/ERM. Nous avqns vu que le PL/1 admet une génération de code 
aisée et que ce langage pour~ait se montrer apte à l'écriture ou du moins à 
la documentation d'un compilateur. En écrivant cet algorithme dans c e langa-
ge de haut niveau, on sait qu'il reste pratiquement indépendant de la machine. 
Sa liaison se fait par c~rtains appe ls de routine comme ADRIBM, C~PYST, 
C~PYD2, SAVREG, RESREG. 
En plus que la description d'un algorithme de copie, on a utilisé 
différentes techniques de compilation conune la génération de code, le 
parcours de valeurs multiples et la génération de tables de branchements 
(qui peuvent servir à la génération ultérieure des tables au cas d'instruc-
tions if then else fi) en dernier lieu on a fait un générateur d'étiquettes. 
----....--
Le mémoire n'a pas été alourdi inutilement par la description en détail 
des procédures PL/1. On les retrouve en annexe . 
+ + + 
+++ +++ +++ f+o++++o++++o++ 
. +++ +++ +++ 
+ + + 
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A N N E X E S 
a. Algorithme complet. 
Nous trouvons ci-des~ous le texte compl ~• des routines décrites dans 
ce mémoire tel qu'elies sont implémentées à l'ERM. Dans ces routines 
on tient compte de l'alignement, c'est une contrainte IBM360. Nous 
n'en avons pas parlé, car cela aurait alourdi inut ilement l e probl ème . 
Les routines se trouvent dans le même ordre qu' e lles ont été décrit es 
dans le mémoire. Le texte PL/Ise trouve en page 2 et les suivantes . 
b. Remarques. 
On peut fair e des optimisations à notre génération de code. 






Ces instructions doivent être éliminée s . 
(2) Nous générons du code pour chaque valeur qui apparaît dans le pro-
grannne. Cela n'est pas efficace. Il vaut mieux de ne générer qu'un 
code de copie par mode apparant et de brancher vers ce code à chaque 
occurence d'une copie de ce mode. Cette optimisation a été mise au 
point à l'ERM. L'information nécessaire pour savoir si une routine 
a déjà été générée ou non se trouve dans l a table des modes . Les 
instructions n~cessaires à cette optimi s a t ion ne se trouvent pas 
dans le texte. 
(3) Au lieu de garder des tables partielles de co~e dans les routines 
PL/Ion aurait pu concevoir une table qui contient tout le code. 
A l'appel GEN on aurait pris une partie de la table qui correspond 
au code voulu. 
CEN:PKO: (GHE R,NUMB); 
CCL GE~l ER(261 CHAR{4C ); 
üCL IN CHAR(4 j ); 
DCL OUT CHAR(80 ); 
DC L RO,HN(4 .. ) CHAR( ll DEF IN; 
DC L RO~ OUT( 80 ) CHAk(l) DEF OU T; 
D:L J,L BIN FlXED; 
üC L NU~B DEC FIXEU( 2, ~); 
TK.NF~ T: PRO:; /* TRANSF ERT DE CAR ACT ::RES *I 
DJ WHILE (ROWIN(J) -,: ' '); 
ROWOUT(L)=ROWIN(J ); 
J=J+;. ; 
L=L+ l ; 
E'1D; 
END TR NFRT; 
Si<. PBLK: PtO:; /* S~UTER LES BLANCS *I 
D ~_; WH I LE { R Ow I N ( J ) = ' ' 1 i 
J =J+ -.. ; 
C: ù ; 
!;NO SKPt:-LK; 
I• PROCEOU~E CEN P~ ~E *I 
ü O I = 1 T O NJ M B; 
OLT= ' '; 
I N=G•: ~ER( I 1; 
J =l ; 
IF RUWIN(: 1 ,= ' ' 
TH : 'l DO;L=l; 
CALL TR ~JFRT; 
ENü i 
L= L ; 
J=J+ : ; 
C:) ll SKPBLK; 




::: ALL TR NFR T; 
PU T SKIP LIST (OUT); 
ENü; 
PLT ~KI P UST('*--------------- ... --• ); 
EN0 GF.N ; 
~~LVNT: PRGCCMOCE,OYNREL,CYNSCOPE); 
D: L I\ODE 3 1 N FI XED, 
[, Yf-.i REL BIT( l), 
[J Y ·'lS CJ P E B lT ( l ) i 
CC L SOR T BIN FIXE •, 
ST AP ) EC FIXED(l), 
MüCTA tH3-2' ) CHAR(24) EXT, 
DESTA S (ll2 ) BIN FIXEC EXT, 
BUF C~AR(24) DEF BLFR, 
l [1U F Z , 2 AOD.~ B 1 N FI XE D, 
2 NIL CHAR(2 :'.I ); 
bUF=MJ UTA 3 (MODE); 
UY i~SC ] Pi:= 1 0 1 8; ù YNREL=' Ç 'B; 
I F tiCD~=O T HEN RETURN; 
S~ ~T =JES TAB(AG DR); 
1~ SOKl =-4 TH EN OO;CALL UNISTR(2); 
R ETURN; 
E ~~ C; 
I F SORT=-5 TH E N OO;CALL UNI STR(l ); 
RETURN; 
END ·; 
1r- sr::--~ï =- 6 TH i:.N OO;DYNREL='l'B; 
RE T LR N; 
E\J O; 
U ,-.; l ':, T R : P ·: 0 C ( ST A P 1 ; 
DC L (Fl ·, ST,LAST) BIN FIX ED, 
S T ·'\P GEC FIXE: D( ll; 
FI RJ T =A :i OR+2; 
LAST=AD J R+D ESTAB(ADDR+l>•STAP; 
IF S TAP ~ l TH l N LAST=LAST+l; 
CC I=FI HST BY STAP TO LAS T; 
:.::. U F -= M CD T 1\ B (DES TA 8 ( I ) ) ; 
SU RT=üESTAB(ADDR); 
If ;,0 RT= -6 THEN OYN R.EL='i' B ; 
IF ~.O RT< : & SLJRT>-4 TH EtJ CYNSCOPE='l'B; 
i< ë TU ., ; ; 
ê: î~u lJ ..J l S T,q 
i) Yr~S:: uPc. =' l 'R; 
'4û r-.. L V~ r; 
Ann. :!.-
·------------ -~ ------ -------- - -
STSIZ ~: P~OC (MODE,STATSIZE); 
DCL MO DT AB(3~ ) CHAR(24) EXT, 
lJ EST Ci. B(ll ) 61N FIXED EXT, 
B UF : H AR ( 2 4) DE F {3 U FR , 
i ALLIN, 2 ML)L T, 
2 NREST, 
i BUFR, 2 ADDR BI~ Fl)(EO, 
2 ALLl BI N FJXED, 
2 ALL2 BI N FIXED, 
2 LABI Blt\ FIXED, 
2 NIL CHAR(4), 
2 STAT BIN fJXED; 
DC L ( MCDE,STATSIZE,MOCETYPE,MDDEF,MOOEU,MOOER,NUMB,1) BI N FIXEO; 
D: L ( M 00 UL , M 00 1 F ) B 1 N F 1 X t: D; 
BJF=MQ DTA ô (MDDE); 
ST ATSl ZE=ST AT; 
K. 2.: ruR :,: ; 
~J OTYP: CNT~Y(MO DE ,MOD ETY PE); 
BJ F=Mü ûî A8 (MO DE ) i 
MODET YFE=-OESTAB(ACCR); 
R:: TUR,J; 
î l O D NX T : E NT R Y ( I , MD O E, MD DE F ) ; 
BUF=M OGTA~ {MODE ); 
MOD ~F=OESTAB ( AUDR+Z*l)i 
RE TUR ~ ; 
: , a UN X T : :: :· T R Y ( I , MD D E , MODE U ) ; 
BUF=Mùü TA B(MOD[ ); 
MOOEU= GEST AB(A DO R+I+ll; 
RETURN; 
~J OER W: Ef TRY(MOD E,MOCERl; 
BUF=MOOTA 3 (MOD~ ); 
MODER= UEST AB( AD OR+Z); 
RE n.m " i 
' J DNMB : i::: HRY ( MO DE , NU tJBl; 
BUF=MO J TA ~(MO DE); 
'UMB=DEST AB(AODR+l ); 
RE TLR f'.I ; 
t LLI~ N: ENT~Y (MD JE ,ALLIN); 
BJ F=M OuTA 6 1MO OE: ); 
MU L T = .'.1 LU.; 
N~ ~; ST=A LL 2. ; 
iü: Tt,JR ·l i 
!·' OCLAe : '.::l,TRY IMO DE ,MOCULl; 
bLF=M Oi.J TA d ( ~ODt:l; 
MJ DUL=LABl; 
RE TUR ï ; 
~OOIFL: =N TRY (M OD~ ,MOOIF); 
13:.JF=M O_;T A;J (MO OE ); 
LA BI=fCDI F; 
MODT AB( ~üJ El=BUF; 
-· û STSIL ..: ; 
Ar-n S. -
AOR ISM: PROC(REG,ADD); 
DCL REG BIN FIXEO; 
DCL l ~~oo, 2 N OIN FIXEC, 
2 ND BINFIXEO; 
DCL GHJ E\ITRY, 
TEXT( 2 ) CHAR(4 0 ), 
NK PI : 1 99' , 
\Il PI : •<;999•; 
NR =REG; • Nl=ND; 
I F N = -i TH EN O O; T ~ X T ( l ) =' L ~ ' 1 1 N K 1 1 ' , t 1 1 N l l 1 ' ( 1 I I N R 1 1 1 ) ' ; 
::ALL GEN(TEXT, ', l)i 
R ETUR N ; 
END; 
I F N =O THE N DO; TE X T ( 1 ) =• LA 1 1 1 ~ R 1 1 t , ' 1 1 (\l 1 1 ' ( 13 ) ' ; 
:ALL G~N(TEXT, l); 
RETURN; 
E NO; 
IF N>=1 THEN UO ;N 1=4*( l8+N); 
T EX T ( 1 ) = ' L ' 1 1 Ni{ 1 1 ' , ' 1 1 N 11 1 ' ( 13) ' ; 
Nl =ND; 
TE X T ( 2 ) ;:: 1 LA ' 1 1 N R 1 1 ' , 1 1 1 1\1 1 1 ' ( ' 1 1 N RI I ' ) ' ; 
CALL GEN(TEXT, 0 ~); 
RETURN; 
END; 
IF N=-3 THEN DO;TEXTill=' LR 2,3•; 
CALL 
I 
G EN (T EXT, t l); 
RETU RN ; 
HW ; 
IF N=-2 -:- HEN Dü ;TEXT(l)=• L 'II NR ll',CON STAB(l2)'; 
TEXT( 2 )= 1 L A 'll iR ll','II Nlll'('ll , RII')'; 
: ALL GEN(TEXT, ~2); 
END; 
E ND A0Rl8 F; 
COPYST: PKOC(RS,RO,SIZ E); 
DCL GEN :: NTRY, 
(RS, RO ,SIZE) BIN FIXED, 
GE: NER(26) CHAR(4 . ) EXT, 
(N RS,~RO) PIC '99', 
NS Z PIC 1 9999 1 ; 
NRS=RS; NRO=RO; NSZ=SIZE; 
IF SIZ [ <= 256 
TH ë N CO; GENE R ( l ) = ' M VC <d 1 1 1 N SZ 1 1 1 , 1 1 1 NR O 1 1 1 ) , ü ( ' 1 1 t\ R S 1 1 ' 1 ' ; 
CALL GEN(GENER, GL ); 
EN); 
ELSE BEG IN; 
DCL ( ST,lMOD) BIN FIXE D; 
S T=SI lE/2 56; 
GEN ER (ll=' LR 
GENER(21= 1 LR 
NSl=ST; 
6,'II NR S; 
7, '11 NRO ; 
:;ENER (3)=' LA 8, 1 II NSZI I' , ,~ )'; 
GENEK(4)= • ~vc ·: ( 25b,7),4.(6) •; 
Ç:, E~ ER(5)=' LA 6,256( 6 ) 1 ; 
~-; E NE k ( 6) =' LA 7 , 2 5 6 (7 ) ' ; 
~E~JEK(7)=' BCT 8,llC-l4 1 i 
CALL GEN(GEN ER, 07); 
î MGD =MOD ( Sl ZE ,256) ; 
IF IMOU -.= :; 
T Ht ' OJ; S z.:: IMJJ i 
GE!'JER(l):: 1 MVC PIINSZll 1 ,7), .. (6)'; 
Ct\LL GttJlGE M: R, ·1); 
l ù; 
'.:)A Vi<- ::G : PRO: ( N , NrŒ G); 
DC L NG Pl ::: '99 ', 
GE i ER(26) CHAR (4 ::, ) EXT, 
G[N ENTRY; 
NG= NREG; 
I F N -,= - l T H EN R ET UR N ; 
GENë R( l) =' L 6,VLSTPM'; 
G ë Nt: R ( 21 =' ST ' 1 1 N(; 1 1 1 , '· ( 61 ' , 
GENER ( ":, )=' LA 6,'d6) •; 
GEN ER( 4 )=' ST 6,VLSTPM 1 ; 
Ct.. LL GEN( ::;E NER , .... 4); 
PW SA VR EG ; 
RESR EG : PROC(N,NREG); 
DC L NG PL 1 9 9 ', 
GE I\E R(26) CHAR(4 ; ) EXT, 
GEN ENTRY; 
N G= NR t: G; 
IF N-,=-1 THEN RETURN; 
GENER ( l) =• L 6,VLSTF~•; 
G EN t: R ( 2 ) =' S 6, =F' ' 4' ' ' i 
GEN ER ( 3l =' L 'IINGII', , (6l'i 
GE l\..:R ( ,'.t )=• ST 6,VLSTPM 1 ; 
Ck.L L :::;tr-.J ( ::;E NER , ·:, 4); 
l:. lJU ~~S~i:.S ; 
C Cl P Y:J 2: PK. o: ( K S , R O) ; 
DC L ( RS ,R J ) BIN FIXE D, 
(N RS, NRC) PIC '99 1 , 
G'..:N :"= NTRY, 
G::. NE~ ( 15) CHA.R(4· ) lî'IIT 
((2)(1) 1 ,, 
1 LH 8,6(2)', 
' :. t-t 8,=H"456 111 , 
' P,H *+22', 
• 1:, cr a, .. ,, 
' S TC 8,*+5', 
• WC ( ,71 n l&I', 
' r· 
' ri ve 
' - 6, 
' '- A 
* + .3 .; 1 ' 
1.• ( 256 ,7) , ::, ( $ ~·, 
7, 25 6(7)', 
6,i.56(6)', 
t 5, H ~,=H 11 25b" 1 , 
' , H 8,=H'' , 111 , 
' ' ' E *- 4 8 ' 1 ; 
NKS=R~; '. JRO=RO ; 
G:'. ~LR ( ll =' LR 6 ,'ll~ F<. S; 
Gë~L.. KL . ) =' Lr 7, '11 1·, RC ; 
CALL GE ~ ( Gf NER,15) i 
ê. NO C J P Y L) 2 ; 
JNITAL: PROC(N); 
iJ CL N B 1 N F I XE.) , 
GEN E\lTRY, 
LAB BIN FIXEO EXTE RNAL, 
Nl r a C 'c;99g,' 
GENERl241 CHAiU4ù } INlî (' u~ 6,VLSTPM', 
• u\ 1,e,21•, 
I F N= :. 
' MVC 
' LA 












I fl H 
' STH 
' B:. T 
' M•,; I 
' ' l ; 
THE N BEG I N; 
J (2,6 ), •') (7) ,, 
6 ,4 ( 6 1 • , 
7,6(7)', 
8; ,cc .... 14 ', 
' t 
\.;(2,6) , 4 (7)', 
5, l( ) ' ' 
5,2(7)', 
5 , (7)', 
4,4(7)', s,,., 
5t (til 1 t 
6 t •H 1 ' 4 1 t I t 
7t•HHf>ltl' 
5,4 (7) 1 , 
'.5 , û ( 6} 1 , 
8, >t<-4 t.., 1 , 
4 (2) ,:: X 1 ' FF' 1 ' , 
DCL T~XTC~) CHAR(~ O~ INIT 
( 1 MVI 4 (2) ,= X11 FF"', 
1 LH 8,L: ( 2 ) 1 , 
'SH 8,8 (2 ) ', 
' LA 8, 1 l 8 ) ' ) ; 
1
~ l= LA B; 
TEXT(51='L'II Nlll 1 EQU *'; 




8 E 1-.J L R ( 3 1 =· ' L A 
Nl. =4,:, (l~-l}; 
GE NC R( 8 ) :::t LA 
Nl=6*N-t· 2 i 
8,'II Nlll•(~>•; 
6, 1 11 Nlll'(6l'; 
GE Nf:l~ l 9 1= 1 LA 7,'II Nlll '(2)'; 
Nl =N-1; 
GENf. R( ... ~i):.I LA 8,'ll lH ll'L)'; 
Nl= LAf.1; 
GENER( i 4l= 1 L'I INll l' ECU i<ct ; 
CALL GC. N( :ïE NI:: ,24); 
E.ND ItHTl~L; 
~ ONTlN : PROC(N); 
DCL N BlN FIXED i 
DCL GEN ENTRY, 
GEt\ER(26) CHAR(4 l EXT ERNAL , 
LA B 3 1N FIXE D EXT ERtô. L; 
DCL Nl PI C '9999'; 
IF f\: =l 
TH E N DO;:; E NE R l l) =' AH 3 , 12 ( 2 ) ' ; 
Nl=LAB; LA B= LA ô+l; 
GEN ER (2l=' BCT 8 ,L'IINl; 
CALL GE N(GE ~E R, ~2 ); 
R. E TURN; 
EN C; 
Nl =4tr ( t\-1 ) ; 
GE NL R ( Oll = • LA 6, VL S TPM+' 1 1 Nl; 
Nl=2*N; 
GE NE R(02) = ' LA 
Nl=i-.J; 
GE Nt R(03 )==' LA 
Nl =6 *N+2 ; 
7, 'I INll l '( 6 )'; 
8,'IINlll'l 1•; 
GE . f. R ( 04 l = 1 LA 9 , 1 1 I Nl I l ' ( 2 l ' ; 
GE'L:R(05J= ' CLC C. ( 2,6) , 2( )'; 
Gb ' t Rl06 1== ' BNE *+14 ° ; 
GEi\ ~ R(07 ) = ' MVC , ( 2 , 6 ), )(. )'; 
GE t: R(OE ) = ' B * +2 4 '; 
GE,' ER(0 9 ) = ' LH 4, 1.,. ( é ) •; 
Gb ' t: R liO I = ' LA 4,1(4)'; 
GE i =Rll U= ' STH 4, 0 ( 6 )'; 
GE ,~ER( ~2 l =' AH 3 , Cl7l'; 
Nl=LAB; L t8==LAB+l; 
GE Ni.: Rll 3 l = ' B L'll l\l ; 
G:: N:. R ( 14 1 = ' SH 6, =H ' ' 4' ' ' ; 
G E t·J E R ( 1 S l = ' S H 7 , = H ' ' 2 ' ' ' ; 
G E l\ .- R ( .:.. 6 l =- ' S H 9 , = H 1 ' 6 ' ' ' ; 
GE ;\j:: R ( l 7 l = ' B C T 8 , ,:c - 5 2 ' ; 
CALL Gi:N ( GE NER, 171; 
f .''JU CCf\Tli'.i 
CUPY: PROC(AD1,A02,MOOE); 
DCL (STSIZE,R ELVNT,ADRIB~,CCPY5T,C PCNPT ,G f N) ENTRY, 
Gt. Nê:~ (26) CHAR(4 '.J } EXT, 
l AD l , 2 NADl, 
2 NDEPl, 
l AD 2 , 2 NAD 2 , 
2 ND EP 2, 
(MCDE,STATSIZE} BIN FIXEO, 
R2 BIN FIXED INIT(2), 
R3 BI'J FIXED INIT(3), 
DYNRFL BIT ( l), 
DYf\lSCOPE BITU), 
(NPROC,DPROC,NBLOC,DBLOC) BIN FIXED EXT; 
PUT SKIP LIST('*----- STAT -------•); 
CALL STSIZE(MODE,STATSIZE); 
GALL ADRl 3M(R2,A01); 
CALL AOR i dM (R3,AD2); 
CALL CC PY ST(R2 , R3 ,STAT S IZ E); 
lF STl\ TSl lE <= 4 ïHEN Rt:TURN; 
Ct. LL K.:: LV"liT (MOJE , DYNRE L, OYNSCOP:..: ) ; 
lF DY ~t;, EL = •;} '13 f. DYNS COPE = 1 .. : ' P. 
THi: f\·OO;PUT SKIP LIST(' * ----- [:ND FILE ----•); 
RE TURN; 
E. D; 
IF NAD2 =0 
TH E N NPROC =ü PROC; 
ELSf NP ~ClC= r~A D2; 
NBLOC= DBL OC; 
r~~J2 =- '.> ; 
CALL CPD~DT(AD 2 ,MOQE ); 
PJT SKlP LIST('*----- ENDFI~E -~~-•); 
~ NU C CPY; 
A'ttn 9--
: PDNPT: P~UC(AOO,MOOE); 
DCL ( STSIZE,MODTYP ,STR~CT,UNION,ROt,,iOF ,GEM EI\TRY, 
(SAVR EG,RESREG,AORIBMIENTRY, 
R2 BIN FIXEü INIT(2), 
l ADJ, 2 N, 
2 NO, 
(MCDEl<,MCDE) BIN FIXED, 
(NPRO:,DBLOCI BlN FIXED EXT, 
D)'NR EL BI Tt l), 
OYNS COPE BIT(l), 
GENE R(26) CHAR(4ù ) EXT, 
NG PIC 1 9999', 
CAlL MüOTYP(MODE,MOOEX); 
IF MCDEX >= l & MOOEX <= 3 
END C.P ONPT; 
THEN DO; NG=NPROC; 
G ~N ER ( l) =' LA 5, 1 1 1 NG 11' ( 0 ) 1 ; 
GENER ~4 >=' SLL 5, 16'; 
NG=DB·LOC; 
GE NE R(3)=' l.A 6,~IINGll'l OI'; 
GENER(4)=' AR 5,~•; 
IF N-.=-1 THEN !liG=-.. ; 
E: L S E 1\ G = ~, D ; 
GENER(5)=' CL ~,•flNGll'(2)'; 
GENER(&)=' BL SCOPE~RR'; 
PUT SKIP LIST('*~--~- SCCPE ----~•); 
CALL GEN(G ENER, v 61; 
RETURN; 
E ND; 
CAL L SA VR E G ( N, R 2.) ; 
CALL ADRIBM(R2,AOO); 
IF MOOEX =4 
TH cN :ALL STRU:T(A DO,MCDEI; 
IF MODEX=S 
THEN CALL UNION(A OC,MJ ÇE)i 
IF MODE X=6 
TH EN :ALL ROWJF(ADü ,MODE); 
CALL RES REG(N, R2 1; 
AM À(). -
STRU::.T; PKOC(ADO,MOOE); 
DCL (ALLI :,N,MO ù NMB,MODNXT,~E~VNT,CP ONP T, STSlZ E ) ErHRY, 
1 ADOl ,2 Nlt 
2. f L)l, 
l AU. IN, 2 MULî, 
2 NR ll:S T, (STATSlZE,NUMFlËLOS,MOüE,M OOEF) BI N ~IX EC , 
D YN K 1= L B l T ( 1 ) , 
UYNSCOPE BIT( l); 
PUT SKIP LIST('*-- -~- STRBEC ·--h~· ); 
C~LL MOONM~(MOüE,NU~Fl~L0$): 
CALL ALLI GN(MODE,~LLIN); 
Nl e-1; Nol•· ; ND2•NRl:ST; NO ELTA•NR EST; 
DO 1 • T O N U MF 1 E LD S ; 
,ALL MJ0NXT(l,MODE,MODEFII 
CALL RELVNT(MOOEF,DVNR ~L,DV NSC ùPE ); 
CA LL STSIZ E(M•DEF, STATS-I ZE ); 
GALL ALLIGN(MOJEF, ALLI N); 
NMO~=MJ O(ND 2,MULT); 
lF I\M OL < NR EST lH EN ND1 =NIJ.:. +N ~ - NM OO ; 
lF NMO) > NRE ST TH E ~ ND l= ND l +~L LÎ +~RE ST • ~~ cc ; 
IF l.i Y\J ~E L z 'l'B I DYNS:UP [ = 'l' B 
l HEf~ CALL CPDNPT(ADDl, MUCE F); 
i:: LS :: PUT SKIP LISî('*--- -- NIL - ---- -- •); 
ND:.. =NDl +STATSilE; 
-ND2= tJOi +NOEL TA; 
E l~O; 
P UT S K 1 P LI ST ( 1 * - - - - - ST RÉ r~ D - - - - - ' l : 
prn ST RUCT; 
UNI ON: P!WC(ADD,MODE); 
DCL (ALLI:;\l,MODNMB,MûUNXT, RELV NT, C..PD N T,G[N ) ENTRY, 
GENER(26) CHAR(4û ) EXT, 
l ADOl , 2 Nl , 
2 Nül, 
1 .\L L IN, 2 MUL T, 
~ NREST, 
( M 0D E , M 0D E U , NU MM 00 E) BI N F IX ED , 
0 YN ~ ': L B I T( 1) , 
uYNSCOPE BIT(l), 
L LN PIC '9999' , 
NG P IC •99,, 
LAB GIN FIXED EXT; 
PUT SKIP LIST('•----- UNBtG ------• ); 
LUN=LA ~ ; LAB=LAB+ l ; 
CALL MJU ~~B(MODE, NUMMOOE); 
GE · Ë R ( i ) =' LA 7 , * +8 1 ; 
GENG R( L) =' AH 7,0 (Z) 1 : 
GEN~ R( 3 ) = • BR 7 1 ; 
CALL GEN(GENER, 3); 
CALL ALLI GN(MO OE ,ALLIN); 
IN RE ST NIU ST+ 2 ; 
DO fml TO NUMM•OE; 
NG ~t ; 
CA LL MùUNXT( I , ~CIO E tf-lCD El,Jl; 
CA LL RE LVNî(MDD EU, DYNRe L, OYNSCOPE ) ; 
IF OYI Hf- L :: ' l 'B I DY NSCOPE = '1 ' !3 
TH ~: N ; ENER <l) ~• B LU' I I NG IILUtJ ; 
EL SE GEN ER(l)=• 8 LU ·:'* llh UN; 
CALL GEN(Gl:r~ER, J l); 
ENJ ; 
DO I= l TO NUMMODE; 
, .G=I; RE: L= ; 
CALL MOJ NXT(I, MOCE,MO CEU >; 
CALL RE LVNT(MGD EU,PY NR~L, DYNSCCPE); 
IF üYNiF L = 'l'B I O'Y NSCOPE = '1 ' 13 
T H t N üU ; G EN ~ R ( l) = ' LU ' Il N G Il l. U, ~ I 1 ' E Q U * ' ; 
GALL ~EN(GENE R, Cll; 
N l =-1 ; ND l =2 ; 
GALL ALLlGN(NJJEU ,A LLI N); 
NMOO= MOC(INRESTt ~ULT); 
IF NMCl b < NRE ST THE: N NJ l=t,Dl + f'' RES T - t\ ~UG; 
IF NMJD > NRE ST THEN fWl.=NO l+ MLJL T+ NRE S T- 1\t-lOO; 
CALL GPONPT(AU Dl, MLJCEU l ; 
GENER ()=' B L Ut~ •I I Lut-. ; 
CALL GEN(G ENER , Ol); 
~:No; 
EL SE PUÏ SKIP LIST(•*----- NIL - -----•); 
END ; 
GEM:R ( U =' LUO' 1 11 LU NI 1' EQU *'; 
Cl\ LI.. G C N ( '., È Nf; R, t; l) ; 
PJ T SKlP LIST('* ... .... __ UNE~ù -- ---- --•); 
E i-JU U l'. I C i'i ; 
k üW OF : P : 0 C ( A CO, MO DE ) ; 
DCL (~CDE RW,RELVNT,STSIZE,INITAL,C YS T,CONTIN,COPY02, 
MODNMB,ÇPONPT,GtN,ALLIGN) ENT Y, 
GEN ER(26) CHAR(40 ) EXT, 
( l CONS , L O , 1,.. ROY N , N G ) P I Ç ' 9 9 9 9 1 , 
LA B B I N F I XE D E X T , 
1 ADDl, 2 Nl, 
? NOl, 
l A LLI N, ~ MU L T, 
2 N~EST, 
(M ODE,MOOER,STATSIZE,N IM) BIN FIXED, 
DYNREL BITU), 
DYNS:JPE 81T<l), 
R3 BIN FIXED INIT( 3), 
Rll 8IN FIXE;D INIT<ll); 
PUT SKI P LI ST('*----- ~OWBEG -----• ); 
PUT SKIP LIST('*----- STATKDW ----•); 
CALL MCOERW(~üDE,MOCER); 
GALL STSi lE (MODER,STATSll.E); 




Gf: ER()= ' LA 4,'IING; 
N:;=NRE :., T; 
GE Nf~ R ( d =' LA 5, ' 1 1 NG; 
GE~ER( 3 )=• BAL 14,AL~IGN'; 
CALL GEN ( GEN ER, ~3); 
NMOD=MOO ( STATSIZE+NREST,MULT); 
IF NMO D < ~R EST THEN STATSIZE=STATSIZ~~NR ~ST-NMOC; 
IF NM08 > NREST THEN STATSIZE=$TAT SIZ E+MU~T+N~EST-NMOD; 
DCL TEXT(26) CHAR(4 ) INIT 
(' TM 4(2),X"FF"', 
• t:3 C 8 ,*+66 1 , 
• L 5 , V LS T PM 1 , 
( 2)( 1)' •, 
• STH 7, ( 5 ) •, 

















' b N-1 
' L 
' BALR 
6, 2 (9)', 
6,u(9) ', 
6,1(6 )', 
6, 6 1 , 
7, \.- (5>', 
5 ,4lS >', 
9, =F ' '6 1 ' 1 , 
8 ,*-2 6 1 , 




3, •: L~l•, 
7,11', 
7 '6 1 ' 
*+ 12' , 
15, =A ( GARBAG6) ' , 
14,15'); 
N:i=6* NL I M+2; 
T[ XT( 4)=' LA 9, ' 1 1 NG 1 1 ' ( 2 ) ' ; 
NG=STAT SE E; 
TEXT( '..il=' LA 7,'IINGll'l~)•; 
NG =ND l M; 
T E X T ( a ) = ' L A 8 , ' 1 1 N G 1 1 ' ( 1:; ) ' ; 
CALL GEN (TEXT,26); 
L: ON S=LAB i LAB =LAB+ l; 
GE, E~( l )=' ST 11, C ( 2) '; 
GE NE R( :.::'. )=' TM 4(2),X"FF"'; 
GE NE R ( 3 ) =• BC 8, L' 11 LCONS; 
CALL GEN (:;ENER, 3); 
CALL I. IT AL(NDIM); 
CALL CPY ST(R3 ,Rll,STATSIZE); 
N3 =STl\ TSIZE; 
GE NE fU l> =' LA 11,'IINGll'<ll)'; 
CALL GEN (GENER, J l); 
CALL CONTIN( NDI M) i 
LD=LAB; L AB=LAB+l; 
GEIE R( l )=' L 6,VLSTPM'; 
GE NE R ( 2 ) =' LA 7 , 6 ( 2 1 ' ; 
N:;=NDIM+l; 
GE NE R( 3 )=' LA 8,'IINGll'( Ol'i 
GE, 'E R( '1- )=' S 6,=F"4"'; 
GE NF: R ( 5) =' M VC O ( 2 , 7) , . ( 6 ) ' i 
GE 1 ER( b )=' LA 7,6(7) •; 
GEN ER ( 7 )=' BCT 8, *-1 4 '; 
GE N ~ R ( :) ) =' L 3 , ( 2 ) ' ; 
GE:J - R ( •; ) =' B L ' 11 LD; 
GE NE R( ..:.. : )='L'I ILCJ NSI 1' EQJ *'; 
CALL G êN (GENER, 1 0 ); 
CALL CUPY) 2(R3,Rl l ); 
GEN ERL)=' LR 3,11'; 
GENE R( 2 )=' AH 11,6(2)'; 
GEN ER( 3 )='L'IILDII' EQU *'; 
CALL GêN (GENER, ~ 31; 
IF OYNREL = 'l'B I DYNSCOPE = 'l'B 
THE N DO;Nl=-li ND1=0 i 
PUT SKIP LIST('*----- LOOP ------•); 
LR OY N=L AB; L AB=L AB+l ; 
GENER(l)=' L 6,VLSTPM•; 
GENER(2)=' LR 4, 11'; 
GEN ERO)='L'IILROYNII' STM 2,4, C(6)'; 
GENi: R(4)=' LA 6,12(6)'; 
GENER(5)=' ST 6,VLSTP~•; 
GEN ER(6)=' LR 2,3'; 
CALL GEN(GE~ ER, ) 6); 
CALL CPDNPT(ADDl ,MODER); 
GENER(l)=' L 6,VLSTPM'; 
GENER(2)=' S 6,=F"l2"'• 
GENêR (3)=' ST 6,VLSTPM'; 
GEN!::R(4)= 1 LM 2,4, 1 (6)q 
NG=STATSIZE; 
GEN ... R( 5 )= 1 LA 3,'IINGll'(31'; 
GEN ëR( 6)=' CR 3,4'; 
GEN ER(7 I=' BL L 'I I LROYN; 
CALL GEN(GE~ER, 7); 
E 'JD ; 
PUT SKlP LIST('*----- ROWE~D -----•); 
E NO ROW OF; 
Ann 15.-
c. Exemple. 
Nous trouvons successivement le code qui peut ex•écuter la copie d'une 
valeur de mode int, long int, ref real, union (int, real) et de mode 
[) real. 
Nous donnons aussi la MODTAB et la DESTAB correspondante. 







n source (n, p) 
p source 
n objet 
p objet (n,p) 
entrée dans MODTAB 
si n=O nous .voulons dir~ que nous travaillons dans la pro-
cédure qui se trouve au sommet de la pile. (C'est une op-
timisation), 
M·ODTAB 
ADDR ALL l ALL2 LABI NIL STAT 
0 2 , 2 ... 
0 4 C L· 4 
0 4 Cl 1 4 
l 4 C u 8 
3 4 0 ' a V 
5 4 2 (J 6 
ll 4 2 
,. 6 V 
l5 4 0 () 14 
18 4 0 16 
21 4 2 0 24 
29 4 2 C 22 
35 4 0 \, 21 
38 4 0 14 
· 4l 4 0 () 14 
44 4 2 .... 24 \,; 
52 4 0 iJ 14 
55 4 0 (. 14 
58 lt C ·o· 
... ....  
.;; .... 
61 '• 2 0 28 
67 4 0 0 26 
7 ~ 4 0 ,, 14 
73 4 (1 
,, 28 V 
76 4 0 C 14 
82 4 2 \., 16 
9 0 4 0 I~_. ..,, 14 
93 4 2 Ci 16 
-1 l -· l 3 -4 2 
l 0 3 ') -5 2 
1 3 ··6 l 3 .. 2 
0 () ··4 3 1 ~ . i 
e C) 4 r:J -5 4 
J. 12 3 13 -6 2 
3 -6 l l -6 l 
l:ï - I..; 3 l 0 5 
C 16 :) -6 l b 
-6 l :, 8 -6 3 19 
-4 2 1 û 20 (; 
-6 3 21 -6 l Z2 
-4 2 8 .  l3 ~ .. 
•' 
-6 l Î. 4 -4 3 l 
,, 25 ,., s ?l ( 1 -t~ 
l 26 -5 2 l 13 
/·J~D l= î 
ND EP l= l 20 
NJ\ 02 = 4 
t.)': P2= 17G 
t-1J DE= i 
~,~ 
D l= 8 
ND EPl= 130 
NA02 = 8 
~~ 0 E P 2= 1 8 88 
t'.OD E= 2 
~- - --- STA- -- - - - --
L 02 , 0 100 ( 13 1 
L ~, 0 2 , 0 120 (021 
*------------------L 3, 0 88 ( 13 
l./\ 03,0 176(03 ) 
*------------------M V~ 0 ( 0 00 2 , 0 3) , O ( ~; r ) 
*------------------
*----- STAl -------
L ?.,0 1-. 4 ( 1 3) 
u , r,:. 2 ,O 1 3 : L.- 2 1 
*------------------
L •~ 3, · l -- 4 ( 13) 
L A ~ 3 , 18 88 ( 0 3) 
*------------------
; V ( . 4 , 0 3 ) , ( ( :: z) 
*------------------
,- -~-----------------.. -~ '-·--~·-·----
Dl= 0 
NDE Pl= 70 
; Aù2 = 2 
r~U2P 2= 180 
MCJO E= 5' 
-~-~D~ = () 
ü EP l= 1 50 
·JAD2= 2 
; D !:: PL· = 5 ()1. 
·,,oof:: = 1 
*- ---- S TAî ---- - --
L~ 0 2,0 70( 13) 
•-------------~----
!. 0 ;, , 00 80 ( 1 3) 
~ 0 3~ 0H0(0 3 ) 
•------------------h V . 0 ( 0 00 8 , 0 3 ) , 0 ( 0 2 ) 
*-·-----------------
•- ---- ~COPE - ----
Li~ 5 , 0 0 0 2 ( 0 1 
SLL 5, 16 
L A 6 , 0 00 3 ( 0 ) 
:,n 5 ,o 
CL 5,0000( 2 ) 
f.l L SCOPEE:RR 
*------------------
•----- ENU FIL F ----
*----- ST AT -------
LA r 2,0l50( 1 3l 
*------------------L 0 3 ,0080( 13 ) 
L,-1 0 3 ,0 :, 0 ~ ( ;3 ) 
*------------------MVC O(O0b 6 ,O 3 ),0( 2 2 ) 
~------------------
*-· ---- Uh~·f I u·: ----
IA D = () 
~D~Pl= 160 
NA D2= 0 
NDë P2= 2 70 
MJ OE= 8 
- ---- ST AT -------
L ' 0 2, 0 160 (13) 
~----------------
. A 0 3, :~ 27 ::J 113) 
*------------------MVC Q (;., ,., 14, 3), ') ( 2) 
*------------------
LI~ 2, 3 
*------------------
*----- ROWS EG -----
(< - - - - - S TA TR Ovl 
LA 
LA 5, GOO O 
B~ L llt ,ALLIGN 
*------------------TM 4(2),X'FF' 
l3 C 8 ,* +66 
L 5,VLSTPM 
L A 9, '. "" 0 8(2) 
U, 7, '.: .. û 4 ( 0 l 
S TH 7, f'.' ( 5) 
u~ 5,4<5> 
L ,• 8, .'.'.~, 0 1<0) 
LH 6,2(9) 
:;.H 6, ,. (9) 
L,\ 6, 1 (6) 
Mfl 6 , 6 
S TH 7, ,..._ ( 5) 
L .~ 5, 4 ( 5 ) 
S 9,=F'6' 




L 6, HEAPPM 






BAL" 14, 1 5 
*------------------ST 11 , .. (2} 
TH 4( 2 ),X'FF' 
ô C 8,L :·J · l 
•------------------M,Jl 4(2),=X'FF' 
Lh 8,l : (2) 
SH 8,8(2) 
L A 8,l.(8) 





M vc 0 ( ~l f : 4 , 11 ) , · ( ··; '.:: ) 
*------------------
L J. , l 1 , :C .:.1.- 4 ( 11 ) 
*- -----------------
AH 3,12(2) 
8 CT 8, L .:-,, 2 
*----- .------------
L 6, VL S TP M 
l,.\ 7,6( 2 } 
L .'.\ 8, :..: ::: 2( J 
s 6,=F'4' 
MVC · ( 2, 7 ), .·, ( 6) 
Li~ 7,6(7) 
BC T 8,*-14 
L 3,0(2} 
B L0003 
LOOOl E eu * 
*------------------
LI ' 6 , C 3 
u~ 7 ,1 
L H 8,6( 2 ) 
CH 8,=H'256 1 
BH *+2 2 
RCT 8, -J 
S TC 8,*+5 
MVC û L,7), ;..; (6 ) 
ô *+ :~ . 
MVC 1.. 1 12~ 6,7) ,() ( é ) 
L, 7 , .~ ..:, 6 ( 7 ) 
L'., 6, Z 5 6( 6 ) 
Sh 8,= H' 256' 
(.,H 8,= h ' 1 1 










~----- ~OW ~ND -----
•----- ENDF ILf ----
B l B L l O G R A P H l E 
COOOOOCOC00000COC00000C000COQOCOCOCOCOCOCOCOCOC00 • 
1, GRIES D, 
Compiler construction for digital Comput ers 
2. BRANQUART P., CARDINAE[. J.P., LEWI J. 
An Optimized Translation ~rocess and its application to ALGOL68 (R204 MBLE) 
3, BRANQUART P. and LÈWI J. 
On the implementation of Local Na~es in ALGOL68 (R121 MBLE) 
4. BRANQUART P. , CARDINAEL J. P. , LEWI J. 
An Opitmized Translation Ptocesst applications t~ ALGOL68 
(R224 ~LE) 
5, BRANQUART P • ., CARDINAEL J,P., LEWI J., DELESCAILLE J,P., and VAN BEGIN fi. 
Data Sn-ucture handling :i.n ALGOL68 compilation 
(R254 MBLE) 
0. BRANQUART P • ., LEWI J. and,, CARDIANEL J. P. 
Local Generators and the ALGOL68 working Stack 
(TN 64 MBLE) 
?. LINDSEY., VAN DER MEULEN 
An Informal introduction to ALGOL68 
8. MAILLOUX B.J., fECK J.E~-L • ., KOSTER C.H. A. 
Report on the algorithmiclanguage ALGOL68 
9. BOUENES.R., BIRREL A.D., WALKER I, 
ALGOL68 C Reference Manual (University of Cambridge) 
10, GENNART P., LOUIS G. 
ALGOL72 Reference Manuel (ERM) 
11, BRANQUART P., LEWI J., SINTZOFF and WODON f.L. 
The composition of Semantics in ALGOL68 
CACM Nov 1971 
12, BRANQUART P. and LEWI J, 
A Scheme of Storage allocation and Garbage collection for ALGOL68 






13. GRIFFITHS M. 
Run Time Stora~e Management 
Chapitre 3 B (compiler conferençe Munich 74) 
14. URSULA HILL 
Special Run Time organization techniques for ALG0L68 Chanter 3 C (com-
piler Conference Munich 74) 
15. BRANQUART P. 3 LOUIS G. 3 WODON P. 
General considerations on storage allocation 
Part II Locations and their accesses 
Part V Towards ½he desi$n of a Software programming language (TN 98 
MBLE) 
16. Assembler 360 Principies of operations 
17, IBM System/360 D~S A.NP '.t0S_, PL/! Subaêt Refê'tètttè Manuc':û 
18. BVFFER J. 
Traitement des Modes à 1 1 implêmentation. Université des Sciences et 
Techniques de Lille. 
19. KNUTH. 
The arth of Computer Programm~ng 
PART II 
20. Advanced course on compiler co~struction 
Tech University of Munich March 4-)5 (1974) 
21. Mode implementéltie en ekwivalentie van modes (R31 KMS) (te verschijnen) 
door EDDY VAN DE VEL. 
22. Een LR parser generator (R25 KMS) 
door R. HAENfJENS en L. LATHUY 
