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ABSTRACT
Convolutional Neural Networks (ConvNets) are one of the most promising methods
for identifying strong gravitational lens candidates in survey data. We present two
ConvNet lens-finders which we have trained with a dataset composed of real galaxies
from the Kilo Degree Survey (KiDS) and simulated lensed sources. One ConvNet
is trained with single r -band galaxy images, hence basing the classification mostly
on the morphology. While the other ConvNet is trained on g-r-i composite images,
relying mostly on colours and morphology. We have tested the ConvNet lens-finders
on a sample of 21789 Luminous Red Galaxies (LRGs) selected from KiDS and we
have analyzed and compared the results with our previous ConvNet lens-finder on
the same sample. The new lens-finders achieve a higher accuracy and completeness
in identifying gravitational lens candidates, especially the single-band ConvNet. Our
analysis indicates that this is mainly due to improved simulations of the lensed sources.
In particular, the single-band ConvNet can select a sample of lens candidates with
∼ 40% purity, retrieving 3 out of 4 of the confirmed gravitational lenses in the LRG
sample. With this particular setup and limited human intervention, it will be possible
to retrieve, in future surveys such as Euclid, a sample of lenses exceeding in size the
total number of currently known gravitational lenses.
Key words: gravitational lensing: Strong – methods: statistical –galaxies: elliptical
and lenticular, cD
1 INTRODUCTION
Strong gravitational lensing is a phenomenon that origi-
nates when light rays propagating from a background source
galaxy are deflected, on their way towards the observer, by
the gravitational field of a foreground galaxy, creating multi-
ple images, arcs and/or rings around the foreground galaxy.
Strong gravitational lensing is a unique probe for studying
the (dark) matter distribution of galaxies and providing cos-
mological constraints. E.g., gravitational lenses have been
used to measure the Hubble constant through time delays
of lensed quasar images (e.g., Suyu et al. 2010, 2017; Bonvin
et al. 2016) and to constrain the dark energy equation of
state (e.g., Biesiada et al. 2010; Collett & Auger 2014; Cao
? E-mail: petrillo@astro.rug.nl
et al. 2012, 2015). Gravitational lensing also allows mea-
suring the fraction of dark matter in the central regions of
galaxies (Gavazzi et al. 2007; Jiang & Kochanek 2007; Cov-
one et al. 2009; Grillo et al. 2010; Cardone et al. 2009; Car-
done & Tortora 2010; Auger et al. 2010; Tortora et al. 2010;
More et al. 2011; Ruff et al. 2011; Sonnenfeld et al. 2015)
and to constrain the slope of the inner mass density pro-
file (e.g., Treu & Koopmans 2002a,b; Koopmans et al. 2006;
Koopmans & Treu 2003; More et al. 2008; Barnabe` et al.
2009; Koopmans et al. 2009; Cao et al. 2016; Mukherjee et al.
2018). Moreover, studying gravitational lenses can constrain
the stellar initial mass function (e.g., Treu et al. 2010; Fer-
reras et al. 2010; Spiniello et al. 2011; Brewer et al. 2012;
Sonnenfeld et al. 2015; Posacki et al. 2015; Spiniello et al.
2015; Mo¨ller et al. 2007; Sonnenfeld et al. 2018a). Strong
lensing also works as a “cosmic telescope”, producing a mag-
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nified view of background objects otherwise not observable
(e.g., Impellizzeri et al. 2008; Swinbank et al. 2009; Richard
et al. 2011; Deane et al. 2013; Treu et al. 2015; Mason et al.
2016; Salmon et al. 2017; Kelly et al. 2017). Discovering new
gravitational lenses allows placement of more precise con-
straints on the above-mentioned quantities (see e.g., Vegetti
& Koopmans 2009; Barnabe` et al. 2011; Li et al. 2016). For a
comprehensive review of the scientific applications of strong
lensing see, e.g., Schneider et al. (1992), Schneider (2006)
and Treu (2010).
Originally, gravitational lenses were found serendipi-
tously in astronomical surveys, while currently they are con-
sidered as an important class of objects to systematically
search in large sky surveys. The most successful campaign
aiming at building a homogeneous dataset of strong grav-
itational lenses was the Sloan Lens ACS Survey (SLACS;
Bolton et al. 2008) with more than 100 observed lenses that
were identified by analyzing spectra from the Sloan Digi-
tal Sky Survey (SDSS; Eisenstein et al. 2011) that exhib-
ited the imprint of two galaxies at two different redshifts.
On-going optical surveys such as the Hyper Suprime-Cam
survey (HSC; Miyazaki et al. 2012), the Kilo Degree Sur-
vey (KiDS; de Jong et al. 2015) and the Dark Energy Sur-
vey (DES; The Dark Energy Survey Collaboration 2005)
are expected to provide in the coming years thousands of
new lenses (see Collett 2015 and Petrillo et al. 2017) and
have already provided new lens candidates (Petrillo et al.
2017; Diehl et al. 2017; Sonnenfeld et al. 2018b). The future
is bright also in the sub-millimeter wavelength, where Her-
schel (Negrello et al. 2010) and the South Pole Telescope
(Carlstrom et al. 2011), coupled with the Atacama Large
Millimeter/sub-millimeter Array, are providing several hun-
dreds of new lens candidates (Vieira et al. 2013; Negrello
et al. 2017). However, it is the next decade that holds a trea-
sure trove of new gravitational lenses. It has been estimated
that samples of ∼ 105 strong lenses (Oguri & Marshall 2010;
Pawase et al. 2012; Collett 2015; McKean et al. 2015) will
be observed by Euclid (Laureijs et al. 2011), the Large Syn-
optic Survey Telescope (LSST; LSST Science Collaboration
et al. 2009) and the Square Kilometer Array1.
The huge number of possible new candidates, together
with the difficulty of identifying them in the enormous vol-
ume of survey data, drives the growing effort in developing
automatic lens-finders. Most are based on the identification
of arc-like features (e.g., Lenzen et al. 2004; Horesh et al.
2005; Alard 2006; Estrada et al. 2007; Seidel & Bartelmann
2007; Kubo & Dell’Antonio 2008; More et al. 2012; Maturi
et al. 2014). Other approaches, such as described by Gavazzi
et al. (2014) and Joseph et al. (2014), focus on the analysis
of the residuals after subtracting the candidate lens galax-
ies from the astronomical images. Both methods have been
used to find lens candidates in the Canada-France-Hawaii
Telescope Legacy Survey (CFHTLS2) by Sonnenfeld et al.
(2013); Gavazzi et al. (2014); Paraficz et al. (2016). Instead,
the algorithm developed by Chan et al. (2015) is specialized
in identifying lensed quasars and together with the algorithm
YattaLens (Sonnenfeld et al. 2018b) has been applied to
find lens candidates in HSC (Sonnenfeld et al. 2018b). An-
1 https://www.skatelescope.org/
2 http://www.cfht.hawaii.edu/Science/CFHLS/
other approach, as in Brault & Gavazzi (2015), is modeling
the probability that the targets are actual lenses. Stapel-
berg et al. (2017) applied the same strategy to clusters and
groups of galaxies. Gravitational lenses have been identi-
fied also with citizen-science experiment approaches with the
Space Warps project (Marshall et al. 2016; More et al. 2016)
where non professional volunteers can classify galaxy im-
ages with the help of a web applet3. Most recently, Petrillo
et al. (2017) and Jacobs et al. (2017) have used Convolu-
tional Neural Network (ConvNets) for finding lens candi-
dates in KiDS and CFHTLS, respectively. Finally, Hartley
et al. (2017) have used a technique based on Support Vector
Machines (SVMs) and applied it to KiDS. Instead Spiniello
et al. (2018) focused on the search of lensed quasars in KiDS
using 3 different morphology based methods.
In this paper we present and test our latest ConvNet
lens-finders, improving on the work of Petrillo et al. (2017).
ConvNets (Fukushima 1980; LeCun et al. 1998) are the state
of the art and often the standard choice among machine
learning algorithms for pattern recognition in digital images.
The winners of the ImageNet Large Scale Visual Recognition
Competition (ILSVRC; Russakovsky et al. 2015; the most
important image classification competition) in recent years
have all been groups utilizing ConvNets. The advantage of
the latter method with respect to other pattern recognition
algorithms is that the features are not hand-crafted but are
themselves extracted automatically during the training pro-
cedure, thus the algorithm decides which features are most
representative for classifying the images. The theoretical ba-
sis of ConvNets was developed in the 1980s and the 1990s.
However only recently ConvNets have started to outper-
form other algorithms thanks to the advent of large labeled
datasets, improved algorithms and faster training, especially
on Graphics Processing Units (GPUs). The interested reader
is referred to the Appendix for a brief introduction on Con-
vNets and to the reviews by Schmidhuber (2015), LeCun
et al. (2015) and Guo et al. (2016) for a more detailed in-
troduction.
ConvNets have been used recently in many astronomi-
cal problems, e.g., galaxy morphology classification (Diele-
man et al. 2015; Huertas-Company et al. 2015), estimation
of photometric redshifts (Hoyle 2016; D’Isanto & Polsterer
2018), spectra classification (Ha´la 2014; Tao et al. 2018),
identifying exoplanets (Shallue & Vanderburg 2018), tran-
sient detection (Cabrera-Vives et al. 2017), galaxy surface
brightness estimation (Tuccillo et al. 2018), strong lensing
parameters estimation (Hezaveh et al. 2017) and star/galaxy
separation (Kim & Brunner 2016).
More importantly, Metcalf et al. (2018) presented the
results of a large international challenge in which various
methods of identifying simulated gravitational lenses were
tested blindly. This challenge, the first of a series, sets out
to prepare the community for finding lenses in the data of
ESA’s Euclid mission. Its large data volume requires fast and
efficient algorithms to identify strong gravitational lenses.
However, the methods were also tested on simulated KiDS
data. ConvNets and Support Vector Machines (SVMs) were
recognized to be the most promising methods, among many
different methods tested in the challenge.
3 https://spacewarps.org/
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The ConvNet lens-finders presented in this paper will be
applied on ∼ 900 sq. deg of the KiDS survey in a forthcoming
paper with the purpose of starting a systematic census of
strong lenses named “LinKS” (Lenses in KiDS Survey). The
paper is organized as follows. In Sect. 2, we illustrate our
lens-finding ConvNet-based algorithms and how the training
dataset is built. In Sect. 3, we evaluate the performances
of the ConvNets. In Sect. 4, we apply the lens-finders to
∼ 22000 extracted from ∼ 255 square degrees of KiDS for
testing the algorithms on real data. Finally, in Sect. 5, we
provide a summary and the main conclusions of this work.
2 TRAINING THE CONVNETS TO FIND
STRONG LENSES
A Convolutional Neural Network (ConvNet) can be seen as
a sequence of non-linear functions, called layers, that cre-
ate, starting from an input image, a series of increasingly
abstract representations of the input called feature maps.
The final layer of the ConvNet converts the input feature
maps into a set of numbers that represent the outcome of
the classification. Hence a ConvNet maps an image onto a
single or few numbers. In our case the output is a single
number, denoted by p, which can vary between 0 and 1, and
it is related to the probability that the input image is a lens
(see Saerens et al. 2002 for a detailed discussion). The pa-
rameters of the non-linear functions are obtained during the
so called training phase where labeled images are fed to the
ConvNet. In more detail, the parameters are derived by min-
imizing a loss function that expresses the difference between
the label values of the images (1 for lenses, 0 for non-strong-
lensing systems) and the output p of the ConvNet. Although
in Petrillo et al. (2017) we have used a similar set-up, the aim
of this work is to improve the performance of our previous
lens-finder.
Currently we use a ConvNet with a ResNet-type archi-
tecture that has 18 layers, exactly as described in He et al.
(2015b). ResNet-type architectures are often the preferred
choice in image classification tasks because of their faster
convergence and higher classification accuracy with respect
to other architectures. Moreover, ResNet architectures have
already been tested successfully on identifying simulated
lenses and they have proven to be one of the best architec-
ture for this task (Schaefer et al. 2017; Lanusse et al. 2018;
Metcalf et al. 2018). We train two different ConvNets with
the same architecture except that one takes in input RGB-
images composed with HumVI4 (Marshall et al. 2016), while
the other takes single r -band images as input. We choose
the r -band as single-band input because the KiDS observ-
ing strategy reserves the best seeing conditions for this band
(which is used for the weak lensing studies; Kuijken et al.
2015; Hildebrandt et al. 2017). The technical details of the
ConvNet and of the training procedure are described in Ap-
pendix A together with a brief introduction on ConvNets.
To produce the data used to train and validate the
ConvNets, we adopt a hybrid approach similarly as done
in Petrillo et al. (2017); Jacobs et al. (2017); Pourrahmani
et al. (2018), creating mock images of strong gravitational
4 https://github.com/drphilmarshall/HumVI
lenses using images of real galaxies from KiDS and super-
imposing simulated lensed images. We adopt this approach
because we do not have a sample of genuine KiDS lenses
large enough to train a ConvNet (usually of the order of
106).
2.1 Data
In this section we describe the dataset used to train the Con-
vNets, which is composed of real KiDS galaxies and simu-
lated lensed sources.
2.1.1 Luminous Red Galaxies
We use the sample of Luminous Red Galaxies (LRGs; Eisen-
stein et al. 2001) presented in Petrillo et al. (2017). We
choose to focus on massive early-type galaxies, because it
has been estimated that these galaxies form ∼ 80% of the
lens-galaxy population (Turner et al. 1984; Fukugita et al.
1992; Kochanek 1996; Chae 2003; Oguri 2006; Mo¨ller et al.
2007). Spiral galaxies form the other ∼20% but are much
harder to identify. This training sample of LRGs is a ran-
dom subset of 6554 galaxies from a parent sample of 21789
selected from 255 square degrees of KiDS DR3 (de Jong et al.
2017) with the following criteria (see Petrillo et al. 2017 for
more details):
(i) The low-z (z < 0.4) LRG colour-magnitude selection of
Eisenstein et al. (2001), adapted to include more sources,
both fainter and bluer:
r < 20
|cperp | < 0.2
r < 14 + cpar/0.3
where
cpar = 0.7(g − r) + 1.2[(r − i) − 0.18)]
cperp = (r − i) − (g − r)/4.0 − 0.18
(1)
(ii) A source size in the r -band larger than the average
FWHM of the PSF of the respective tiles, times an em-
pirical factor to maximize the separation between stars and
galaxies.
2.1.2 Contaminants
Moreover, we have used a set of ∼ 6000 KiDS sources to
train the ConvNets to recognize sources that would likely
be incorrectly classified as lenses otherwise, either because
they can resemble lensing features or they are “ghosts”, i.e.
they are undetected, at least significantly, in the luminous
red galaxies sample discussed in Sect. 2.1.1.
• ∼2000 sources wrongly classified as lenses in previous
tests with ConvNets identified by the authors. This is done
to teach the ConvNets not to replicate previous mistakes;
• ∼3000 randomly extracted KiDS sources with r -band
magnitude brighter than 21. To provide the network with
general true negatives.
• ∼1000 KiDS sources visually classified as spiral galaxies
from an on-going new project of GalaxyZoo (Willett et al.
2013, Kelvin et al., in prep.). This is done to decrease the
false positives due to spiral features. To select the galaxies
we used a preliminary reduced version of the GAMA-KiDS
MNRAS 000, 1–16 (2015)
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Galaxy Zoo catalogue for the GAMA09 9h region (see Driver
et al. 2011 for further details). This catalogue contains ∼
104 sources out to a redshift of z = 0.15. We select galaxies
for which a large majority of people replied to the question
“Is the galaxy in the centre of the image simply smooth and
rounded, or does it have features?” with “it has features” 5
There is a non-zero probability that among the con-
taminants and the LRGs described in the previous Section
there are actual gravitational lenses. We can estimate that
the percentage would be of the order of 10−2 among the con-
taminants and ∼ 1% among the LRGs (Petrillo et al. 2017).
Thus, even if real lenses are actually in the training sample,
with such a small percentage they would not contaminate
the training procedure.
2.1.3 Mock lensed-sources
We simulate 106 lensed images of 101× 101 pixels, using the
same spatial resolution of KiDS (∼ 0.2 arcsec per pixel),
corresponding to a 20 × 20 arcsec field of view. To produce
more realistic lensing systems, we add more complexity both
in the source and in the lens plane with respect to the simu-
lations in Petrillo et al. (2017). The distribution of the lens
and source parameters that we choose for simulating the
lensed images are chosen to create a wide range of realistic
lensed images. They are not meant to statistically represent
a real lens population, since the training set has to be pop-
ulated sufficiently densely in the parameter space to allow
the ConvNets to learn all the possible configurations and to
recognize lenses that are rare in a real distribution (or cur-
rently even unknown). To ensure this, a more homogeneous
distribution of the parameters is advantageous in order not
to over-train on the most common lens configurations.
We proceed in the following way, we sample the param-
eters of the Singular Isothermal Ellipsoid (SIE; Kormann
et al. 1994) and Se´rsic (1968) source models as listed in
Table 1. The values of the lens Einstein radius and the source
effective radius are drawn from a logarithmic distribution,
while the remaining parameters, listed in Table 1, are drawn
from a uniform distribution. In this way our simulation sam-
ple contains a higher fraction of smaller rings and arcs com-
pared to Petrillo et al. (2017) for making the new ConvNets
more sensitive to this kind of objects with respect to the old
one. The source positions are chosen uniformly within the
radial distance of the tangential caustics plus one effective
radius of the source Se´rsic profile. This leads our training
set to be mostly composed of high-magnification rings, arcs,
quads, folds and cusps rather than doubles (Schneider et al.
1992). To add complexity in the lensed sources, besides the
Se´rsic profile, we add between 1 and 5 small circular Se´rsic
blobs. The centers of these blobs are drawn from a Gaussian
probability distribution function (PDF) around the main
Se´rsic source. The width of the standard deviation of the
PDF is the same as the effective radius of the main Se´rsic
profile. The sizes of the blobs are chosen uniformly within
1-10% of the effective radius of the main Se´rsic profile. The
5 The actual selection is done by selecting sources from the cat-
alogue with a value of the attribute features_features_frac
larger than 0.6.
Se´rsic indices of the blobs are drawn using the same pre-
scription as for the main central source. The amplitudes of
the blobs are also chosen from a uniform distribution in such
a way that the ratio of the amplitude of an individual blob
to the amplitude of the main Se´rsic profile is at most 20%.
Moreover, we add Gaussian Random Field (GRF) fluc-
tuations to the lens potential, which, to a first order ap-
proximation, make the lens sample more realistic by adding
small scale substructures (Chatterjee & Koopmans 2018).
The GRF realizations we added in our simulations all follow
a power law power-spectrum with a fixed exponent −6, which
is to the first order a good approximation of substructures
in lens plane in the ΛCDM paradigm (Hezaveh et al. 2014).
The variances of the realizations are drawn from a logarith-
mic distribution between 10−4 − 10−1 about mean zero in
the units of square of the lensing potential. This yields both
structured sources and lenses that are not perfect SIE.
For each source a realistic color is simulated to create
images in g, r, i-bands. In order to produce realistic 3-band
images we extract magnitudes from “COSMOS” models in
Le Phare (Arnouts et al. 1999; Ilbert et al. 2006). This li-
brary of spectra, consists of 31 models, used for COSMOS
photo-z (Ilbert et al. 2009). The basic “COSMOS” library
is composed of 8 templates for elliptical/S0 galaxies, 11 for
spiral types, and 12 for galaxies with star-burst ages rang-
ing from 0.03 to 3 Gyr, allowing us to span a wide range of
galaxy types and colours. In order to simulate the typical
blue arcs observed in most of the observed lenses, we choose
models bluer than S0 and calculate observer-frame magni-
tudes in the three KiDS wavebands g, r and i for model
spectra redshifted up to a redshift of z = 3 with a 0.1 bin-
ning. Moreover, to populate the magnitude-space more uni-
formly, we perturb the three magnitudes adding to each of
them a random number uniformly extracted from the range
[−0.1, 0.1] mag. We also take into account dust extinction
by considering a color excess E(B − V), we extract it from
a normal distribution with σ = 0.1 and mean 0 considering
only the positives values. In this way we obtain a small ex-
tinction correction in order to avoid very red lensed sources
which, in the real universe, are much rarer than blue ones.
We adopt a typical extinction curve with RV = 3.1, using
the relation Ax = Rx E(B − V) where x represents the value
for the g, r and i SDSS-filters that can be found in Table 2
of Yuan et al. (2013). Finally, we convolve the three images
with an average KiDS–DR3 PSF for each different band:
with a FWHM of ∼ 0.86 arcsec for g, ∼ 0.68 arcsec for r and
∼ 0.81 arcsec for i (de Jong et al. 2017).
2.2 Creating the training set
The data presented above are used to build the training set
which is composed of mock strong-lensing systems (labeled
with a 1) and non-strong-lensing systems (labeled with a
0), i.e., objects without lensing features. In the following we
outline the procedure used to build the two kinds of objects
in the training set.
Mock strong-lensing systems: To create mock strong-
lensing systems we carry out the following procedure:
(i) We randomly choose a mock lensed source (Sect. 2.1.3)
and a LRG (Sect. 2.1.1); we rescale the brightness of the
simulated source to the peak brightness of the LRG in
MNRAS 000, 1–16 (2015)
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Figure 1. Examples of RGB images of simulated strong lens galaxies used to train the ConvNets. The lens galaxies are observed KiDS
galaxies, while the lensed sources are simulated, as described in Sect. 2.1.3.
Table 1. Range of parameter values adopted for simulating the
lensed sources. The parameters are drawn uniformly, except for
Einstein and effective radius, as indicated. See Sect. 2.1.3 for fur-
ther details.
Parameter Range Unit
Lens (SIE)
Einstein radius 1.0 - 5.0 (log) arcsec
Axis ratio 0.3 - 1.0 -
Major-axis angle 0.0 - 180 degree
External shear 0.0 - 0.05 -
External-shear angle 0.0 - 180 degree
Main source (Se´rsic)
Effective radius (Re f f ) 0.2 - 0.6 (log) arcsec
Axis ratio 0.3 - 1.0 -
Major-axis angle 0.0 - 180 degree
Se´rsic index 0.5 - 5.0 -
Se´rsic blobs (1 up to 5)
Effective radius (1% − 10%)Re f f arcsec
Axis ratio 1.0 -
Major-axis angle 0.0 degree
Se´rsic index 0.5 - 5.0 -
the r-band multiplied by a factor α randomly drawn from
the interval [0.02, 0.3]. This accounts for the typical lower
brightness of the lensing features with respect to the lens
galaxies;
(ii) we stack the LRG and the mock source for each one of
the three bands;
(iii) for the single-band images, we clip the negative values
of the pixels to zero and performing a square-root stretch of
the image to emphasize lower luminosity features. Instead,
we create 3-band images with HumVI that operates an
arcsinh stretch of the image following the Lupton et al.
(2004) composition algorithm;
(iv) finally, we normalize the resulting images by the galaxy
peak brightness (only for single-band images).
Some examples of mock strong-lensing systems ob-
tained in this way are shown in Fig. 1.
Non-strong-lensing systems To create the non-
strong-lensing system sample we carry out the following
procedure:
(i) we choose a random galaxy from either the LRG sample
(with a probability of 20%) or from the contaminant sample
(80% probability);
(ii) we clip the negative values of the pixels to zero and
performing a square-root stretch of the images. We create
3-band images with HumVI;
(iii) we normalize the images by the galaxy peak brightness
(only for single-band images).
Finally, we augment the images, which is a standard
procedure in machine learning (see e.g., Simard et al. 2003).
It is used to avoid over-fitting by expanding artificially the
training set through different transformations of the images.
Before feeding the images to the ConvNets, we apply the
following transformations:
(i) a random rotation between 0 and 2pi;
(ii) a random shift in both x and y direction between -4 and
+4 pixels;
(iii) a 50% probability of horizontally flipping the image;
(iv) a rescaling with a scale factor sampled log-uniformly
between 1 and 1.1.
All transformations are applied to both the mock strong-
lensing systems and the non-strong-lensing systems. The fi-
nal set of inputs of the ConvNets are postage stamps of 101
times 101 pixels which correspond to ∼ 20 × 20 arcsec. The
images are produced in real-time during the training phase.
For more details on the training phase see Appendix A.
3 ANALYSIS
After the training is completed, the ConvNets must be tested
in order to assess whether the training was successful. In
this section we define the metric for evaluating the results
and evaluate the performances of the ConvNets on a dataset
composed by non-lenses and mock lenses in comparison to
Petrillo et al. (2017).
3.1 Performance metric
To evaluate the performances of the ConvNets we use:
• the true-positive rate (TPR), which measures the frac-
tion of positive objects (in our case the lenses) detected by
the algorithm. It is given by the ratio between the number of
real positive (the number of real lenses that algorithm finds)
and the sum of the latter and the number of false negatives
MNRAS 000, 1–16 (2015)
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Figure 2. ROC curves for the 1-band (blue) and 3-band (red)
ConvNet. Each point of the curves is the true positive rate vs.
false positive rate for different values of threshold for p (decreas-
ing from left to right; some values are shown on the curve for
reference).
(the lenses that the algorithm does not find):
TPR =
NTruePositives
NTruePositives + NFalseNegatives
∈ [0, 1]; (2)
• the false-positive rate (FPR), which measures the frac-
tion of negative objects (non-strong-lensing systems) mis-
classified as positives (lenses). It is given by the ratio be-
tween the number of false positive (the number of not lenses
that algorithm misclassifies as lenses) and the sum of the
latter and the number of true negatives (the non lenses that
the algorithm classifies correctly)
FPR =
NFalsePositives
NTrueNegatives + NFalsePositives
∈ [0, 1]; (3)
• these two quantities can be used to build Receiver Op-
erating Characteristic (ROC) curves which allow to check
at a glance the degree of completeness and contamination of
a binary classifier. ROC curves are created by plotting TPR
as a function of FPR varying the threshold of detection for
p between 0 and 1. This allows us to tune the value for the
threshold for p in order to get the desired amount of TPR
and FPR for a given classification problem. In our case p is
the output of the ConvNet and we can tune the p-threshold
depending how many lens candidates we desire and what
level of contamination is deemed to be acceptable.
3.2 Performance
The ROC curves for a test-set composed of 5000 mock
strong-lensing systems and 5000 non-strong-lensing systems
created, as described in Sec. 2, are shown in Fig. 2. In gen-
eral the 3-bands ConvNet has a better performance than the
1-band ConvNet, retrieving more mock strong-lensing sys-
tems than the 1-band ConvNet. On the contrary, the 1-band
ConvNet is less contaminated by false positives at higher
values of the threshold for p. Since gravitational lenses are
rare events, it is important to keep a low value of FPR.
Otherwise a candidate sample selected from real data would
be dominated by false positives and a large amount of time
would be needed to discard them through a visual inspec-
tion. In Fig. 3 we show, for a fiducial value for the threshold
of the detection p = 0.8, the percentage of false negatives
(i.e., the percentage of lenses that have been misclassified)
as a function of the Einstein radius, RE , and the source
over lens-galaxy brightness contrast, α, defined in Sect. 2.2.
Lenses with small Einstein radii and low-contrast lensed im-
ages are, as expected, the ones with which the ConvNets
struggle the most. This suggests that our mock lens training
samples currently covers the range in which lenses are found
most easily. Smaller lenses are effectively smeared to an un-
recognizable configuration by the PSF and fainter lensed
sources will be too noisy to detect. In Fig. 3 we also see
that the accuracy decreases for larger Einstein radii, pos-
sibly due to the fact that we covered the Einstein radius
with logarithmic distribution, focusing slightly more on the
small-separation systems, and secondly because their lensed
images are more likely to blend in to the local environment
and therefore harder to distinguish from nearby galaxies by
the ConvNets.
However, because our goal is to efficiently select true
strong-lenses in real astronomical observations, therefore it
is necessary to assess the TPR and FPR when the ConvNets
are applied to real data where the performance might be
worse than on a simulated dataset.
4 APPLICATION TO REAL DATA
Testing the ConvNets on real data is fundamental, since the
algorithms have been trained on a mixture of real and sim-
ulated data. It is not trivial how the method will perform
on a completely real dataset, since the domain of applica-
tion is slightly different with respect to the domain where
the ConvNets have been trained on. Ideally, the morpholo-
gies in the ensemble of simulated strong-lens systems and
non-strong-lens systems would be a fair representation of all
morphologies observed in their equivalents in real observa-
tions.
Hence, to properly analyze the performances of the Con-
vNets, we apply them to the full LRG sample composed
of 21789 galaxies extracted from 255 square degrees as de-
scribed in Sect. 2.1.1. Using the same LRG sample of Petrillo
et al. (2017) allows us to assess whether there has been any
improvement with respect to our previous work. For each
galaxy image we opt to obtain an average prediction given
by the average of the p’s for the original image and the im-
ages obtained operating a rotation of 90, 180 and 270 degrees
respectively. Generally this procedure allows to increase the
accuracy of the classifications.
4.1 Results on the LRG sample
In Fig. 4 we show the number of lens candidates detected
varying the threshold p. The 1-band ConvNet detects more
lens candidates compared to the 3-band one for any given
threshold for p. For each of the three ConvNets it holds that
the lower the threshold in p is set, the more candidates will
have to be inspected visually. In other words, one wants to
MNRAS 000, 1–16 (2015)
Testing ConvNet lens-finders 7
Figure 3. Percentage of false negatives (i.e., the percentage of lenses that have been misclassified) for bins of RE and α defined as the
ratio between the peak brightness of the lens galaxy and the lensed source.
Figure 4. Number of detections as a function of the threshold for
p for the 1-band (blue) and the 3-bands ConvNet (red) compared
to the ConvNet of Petrillo et al. (2017)(grey).
set as the threshold to an as low as possible value that yields
both a sufficiently large sample of candidates and a suffi-
ciently high TPR for the purpose of the scientific project.
In Petrillo et al. (2017) we used visual inspection to select
visually promising strong-lens candidates within the sample
of systems assigned with a p > 0.5 by the ConvNet. This
sample contains 56 candidates. Moreover, in Petrillo et al.
(2017) we selected a subsample of 22 candidates based on
the agreement between their expected Einstein radii, com-
puted from the stellar mass or the velocity dispersion of the
candidate lens galaxies, and the actual galaxy-image config-
urations. This does not guarantee that the 22 candidates are
actual lenses but it allows us to exclude the cases with more
implausible configurations. Fig. 5 compares the p-values for
these two samples assigned by the two new ConvNets to
those assigned by Petrillo et al. (2017) ConvNet.
We note that the p-values of the new ConvNets have a
noticeable peak at high values that becomes even more pro-
nounced considering only the 22 candidates. In particular,
the single-band ConvNet selects high-confidence candidates
assigning high values of p. This is a fair improvement of the
performance of the algorithm since there is a larger clus-
tering of the higher visually ranked candidates toward the
high p-values. Instead in Fig. 6 we show the subset of the 56
galaxies that the new ConvNets classify with p < 0.5. For
the 1-band finder there are not clear candidates that would
be lost: maybe a couple of galaxies could be considered ac-
ceptable lens candidates, while for the rest a low p-value it
is the ideally desired output. In particular, three candidates
(third, fourth and fifth galaxy in Fig. 6, which have been se-
lected as lenses in Petrillo et al. (2017) by visual inspection
but after a more careful analysis have been revealed as false
positives (likely a merger and two ring galaxies), are classi-
fied as non-lenses. Thus, the new finder does cumulatively
a better job in excluding contaminants and selecting lens
candidates. Instead the 3-bands lose some acceptable can-
didates, but more importantly misidentifies a known grav-
itational lens and a clear good candidate (first and second
galaxy in Fig. 6). This needs further investigation, thus, in
the following subsection, we analyze the behavior of the two
lens-finders on a small sample composed by real lenses and
striking lens candidates.
4.2 Application to a small sample of clear lens
candidates
Additional insights on ConvNet performance can be ob-
tained from inspecting the results on a set of real lenses
and striking lens candidates. We gather a set of 6 galaxies
composed as follows (see Fig. 7):
• The four confirmed lenses known in literature which are
present in our LRG sample: J085446-012137 (Limousin et al.
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Figure 5. The first row shows the distribution of the scores for the 56 candidates with p > 0.5 selected in Petrillo et al. 2017. The scores
of the 1-band (blue) and 3-bands ConvNet (red) are compared with those of Petrillo et al. (2017) (grey). The second row shows the same
for a subsample of 22 candidates selected as described in Sect. 4.1.
2010), J114330-014427 and J1403+0006 (Bolton et al. 2008),
J115252+004733 (More et al. 2017);
• Three extremely likely lenses found in Petrillo et al.
(2017), i.e. KSL713, KSL327 and KSL427;
The p-values for each of these galaxies are shown in Fig. 7
and Table 2. It is immediately noticeable that the 1-band
ConvNet is the best-performing one: the 3 extremely likely
lenses and 3 of the 4 known lenses are identified correctly
with a very high p-value; Instead, the 3-bands ConvNet gives
more weight to the source colours: it identifies easily blue-
features but it struggles with other colours. This could be
due to the larger number of training examples with blue
colours.
Moreover, both the new ConvNets presented in this pa-
per are able to pick up the quad lens J115252+004733 not
selected in (Petrillo et al. 2017). This piece of improvement
is possibly due to the improved realism of the mock lensed
sources adopted for this new ConvNets, collecting a larger
variety of configurations with respect to Petrillo et al. (2017).
To validate this hypothesis, we train another 1-band Con-
vNet with the same mock lensed sources of Petrillo et al.
(2017). This new ConvNet does not detect the quad (see
Table 2), thus confirming the idea that the realism of the
simulations plays a key-role in the performance of the lens-
finder.
To further understand the role of the simulations, we also
train a ConvNet with the same configuration of Petrillo et al.
(2017) but with the simulated strong-lensing systems pro-
duced for this work (see Sect. 2.1.3). Also in this case the
quad is detected (see Table 2) even if the performance is
worse than the new 1-band ConvNet. This could be due to
the different architecture of the two ConvNets.
To conclude, despite the limited size of the control sam-
ple presented in this section, the 1-band ConvNet is the one
which has generally the best performance under all condi-
tions and it seems the best one to systematically apply to
real data, both in terms of purity and completeness. The 3-
band set-up, instead, is generally biased toward bluer colours
and sometimes has failed to select known or very promising
strong-lensing systems.
4.3 Visual inspection
To further analyze the performances of the ConvNets, we
visually inspect the sources in the LRG sample (see Sect. 4)
selected by the ConvNets with a threshold p > 0.8. To com-
pare the results, we visually inspect the sources selected with
the same threshold, p > 0.8, by the ConvNet in Petrillo et al.
(2017). This yields 721 sources to inspect for the 1-band
ConvNet, 390 for the 3-band ConvNet and 292 sources for
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Figure 6. Sources classified by the new ConvNets with p < 0.5 which were classified in Petrillo et al. 2017 with p > 0.5. On each image
the score assigned by the single-band ConvNet (blue), the multi-band ConvNet (red) and Petrillo et al. (2017)’s ConvNet (grey) are
reported.
Table 2. Scores given by ConvNets on the sample described in Sect. 4.2. The 1-band and 3-band ConvNets presented in this work are
compared with Petrillo et al. (2017) (old ConvNet). In the 5th column are shown the scores for a ConvNet with the same architecture
of the 1-band ConvNet but trained with the mock lensed sources used in Petrillo et al. (2017) (1-band/old mocks). In the 6th column
are reported the scores for a ConvNet with the same architecture of Petrillo et al. (2017) but trained with the same training set of this
work (old ConvNet/new mocks).
ID 1-band 3-bands old ConvNet 1-band/old mocks old ConvNet/new mocks
J085446-012137 1.000 0.998 0.696 0.148 0.996
J114330-014427 0.998 0.403 0.997 0.947 0.605
J1403+0006 0.360 0.456 <0.5 0.038 0.419
J115252+004733 0.992 0.887 <0.5 0.321 0.904
KSL713 0.999 0.611 0.942 0.990 0.942
KSL427 0.999 0.999 0.943 0.982 0.752
KSL327 0.933 0.012 0.522 0.587 0.479
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J085446-012137 J114330-014427 J1403+0006 J115252+004733
KSL713 KSL427 KSL327
Figure 7. RGB images of the previously known lenses in our test-sample (first row) and the extremely likely lenses found by Petrillo
et al. 2017 in the same test-sample (second row), this sample is discussed in Sect. 4.2. The scores assigned by the single-band ConvNet
(blue), the multi-band ConvNet (red) and Petrillo et al. (2017)’s ConvNet (grey) are reported on each image.
the ConvNet of Petrillo et al. (2017) ConvNet. The visual
inspection is carried out by 3 observers who have three pos-
sible choices: “Yes, it is a lens”, “Maybe it is a lens”, “No, it
is not a lens”. For each source the classifiers visualize the g, r
and i fits files and a g-r-i composed image with the software
STIFF6 (Bertin 2012).
After the visual inspection, we build ROC curves as-
signing a ground truth for each source from the result of the
visual inspection. ROC curves are shown in Fig. 8 for two
different ground truths: one where we assign the label “lens”
to the sources that received at least two times Maybe, and
another where “lenses” are the sources rated with 3 times
Maybe or at least one Yes and one Maybe. In this way we
have two different ground truths: one where also dubious lens
candidates are labeled as“lenses”, and one more conservative
where only more solid lens candidates are labeled as“lenses”.
In Fig. 8 we also show the absolute number of true positives
versus false positives as a function of the threshold p for the
same ground truths. The ConvNets presented in this paper
have both higher purity and completeness with respect to
Petrillo et al. (2017) and a larger number of lens candidates
retrieved. Moreover, the 1-band ConvNet has higher purity
and completeness, especially for the more conservative sam-
ple, for sources with higher values of p as also the results of
Sect. 4.2 seems to indicate. In addition, in Fig. 9 we show for
the conservative classification the number of candidates de-
tected by the ConvNets varying the threshold for p and how
many of these are False Positives. The True Positives and
False Positives do not grow at the same pace as a function
of the threshold p of detection. Moreover, the percentage of
6 http://www.astromatic.net/software/stiff
false positives is similar for the two new ConvNets. From
the visual inspection analysis we conclude that the 1-band
ConvNet would be the best choice if one wants to have a
small sample of good lens candidates with few contaminants
and thus less images to inspect visually.
4.4 Prospects for Euclid
We have employed about 1 hour to visually inspect the 721
targets selected by the 1-band ConvNet, selecting 60 lens
candidates in the more conservative case (see previous sub-
section). For current surveys, investing such an amount of
time in visual inspection is still reasonable for obtaining a
more complete sample of lens candidates. However, for fu-
ture surveys, the time dedicated to visually inspect the tar-
gets must be minimized considering the extremely higher
number of resolved targets in the survey data. Neverthe-
less, one can choose a higher threshold of detection for the
ConvNet and spend considerably less time in visually in-
specting the targets. For example, if we select a threshold
p = 0.9919 for the 1-band ConvNet, which is the threshold
to retrieve 3 of the 4 known lenses presented in Sect. 4.2,
we obtain a total of 35 sources selected by the 1-band Con-
vNet. These 35 sources are composed of 14 positives and 21
negatives, considering the more conservative result from the
visual classification. This translates to roughly ∼ 40% purity,
assuming that our visual inspection is accurate enough. By
using the code LensPop by Collett (2015), we estimate that
there are, in 255 square degree of KiDS, ∼ 125 lenses with a
Einstein radius larger than 1 arcsecond and with our LRG
colour cut selection (which corresponds to a cut in redshift
of z ∼< 0.5, as shown in Fig. 8 in Petrillo et al. 2017). Hence,
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Figure 8. In the first row we show ROC curves of the 3 ConvNets built for a real sample of Luminous Red Galaxies (LRGs) as described
in Sect. 4.3. On the left is shown the result for a sample including also more dubious candidates; on the right for a sample with solid
candidates only. On the bottom row we plot the absolute number of True Positive vs. False positives for the same samples.
we can very roughly say that a candidate sample selected by
the 1-band ConvNet with the fiducial threshold p = 0.9919
is ∼ 40% pure and ∼ 11% (i.e. 14 out of 125) complete by
considering a population similar to that on which we trained
our ConvNets. To translate this result in a prediction for Eu-
clid, assuming that ConvNets will perform at least as well
on the same domain on Euclid data as they do on KiDS
data, we can proceed in the following way. Collett (2015)
predicted that there will be ∼ 170000 discoverable lenses in
Euclid. If we consider only the lenses with an Einstein ra-
dius larger than 1 arcsecond and with a redshift z < 0.5,
the number reduces to ∼ 20000. Therefore, with the fidu-
cial threshold of p = 0.9919, it should be possible to select,
from a sample of Euclid LRGs, ∼ 2200 good gravitational
lens candidates, by visually inspecting ∼ 5500 galaxies. Con-
sidering that an observer needs ∼ 5 seconds to inspect a
lens candidate, that would imply that ∼ 8 hours of visual
inspection would be already enough to obtain a sample of
lens candidates far exceeding in size to the total number
of currently known gravitational lenses. Nevertheless, this is
an extremely conservative estimate, since Euclid data will
have better spatial sampling (0.1 arcseconds per pixel), PSF
FWHM (∼ 0.2 arcseconds), and thus image quality, allowing
algorithms and humans to better identify lensing features.
Moreover, it will be possible to train the algorithms on a
wider parameter space, and thus retrieving.a larger number
of lenses. We conclude however that current ConvNets, with-
out much adaptation, can yield already enormous numbers
of lenses from Euclid data without much human effort.
5 DISCUSSION AND CONCLUSIONS
Automatic lens finders have become a standard method for
finding gravitational lens candidates in survey data. They
are crucial to cope with the large set of an estimated ∼ 106
gravitational lens candidates that will be produced by up-
coming surveys such as Euclid and LSST. Therefore, it is
important to build and validate such lens-finders in order to
be ready for this anticipated data-avalanche.
It has been shown that Convolutional Neural Networks
(ConvNets) are one of the most promising methods for find-
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ing lens candidates (see, e.g., Metcalf et al. 2018). ConvNets
achieve outstanding results when the data used to train the
algorithm are very similar to the data where the algorithm
is intended to be applied. However, this is not necessarily
the case when the domain of application is different from
the domain where the algorithm is trained on. There is an
active field of research investigating how to adapt the algo-
rithms, trained on one domain to other domains (see, e.g.,
Csurka 2017 for a review). In all published cases, ConvNet
lens-finders are trained using simulated mock lensed sources.
Moreover, in many cases, the lens-finders are tested only
on fully simulated datasets. This does not ensure that the
lens-finders will perform in a satisfactory way on real survey
data as shown in this paper. It is important to conduct a
thorough analysis of the performances on real data. Opti-
mally, one would like to build a benchmark where all the
lens-finders can be tested and compared against. Data from
surveys such as KiDS and DES, with their identified lens
candidates, could be used to build such a benchmark.
In this paper we have tested two lens-finders based on
a Convolutional Neural Network (ConvNet) for selecting
strong gravitational lens candidates in the Kilo-Degree Sur-
vey (KiDS). One finder just uses r -band images while the
other uses RGB images composed with g, r, i images. To
train the algorithms, we have generated a large sample of
simulated lensing features on top of real colour-magnitude
selected galaxies from KiDS. Both the lens-finders are able
to identify real lenses and good lens candidates in the sur-
vey. The performance of the two lens-finders is similar but
the 3-bands finder seems to under-perform when the lensed
sources do not exhibit a bluer colour. This is most likely due
to the fact that the mock lensed sources in the training set
have mostly blue colours. Although genuine lensed sources
are usually blue, this could select against non-blue sources.
One way of dealing with this issue could be populating the
mock lensed sources with a wider selection of colours and,
in addition, dividing the training set in different classes of
colours. This would help not only the ConvNet to explic-
itly classify sources with different colours but could also im-
prove the general classification given the new information
provided. In any case, the power of the single-band set-up is
particularly encouraging in view of the Euclid mission data
which will rely especially on the VIS band.
In addition, we have tested and compared the lens-
finders with a similar one presented in Petrillo et al. (2017).
The lens-finders presented in this work have a better perfor-
mance, i.e., they have both a better completeness and purity
(Sect. 4.3) and also they tend to classify more probable lens
candidates with higher output values (see Sect. 4.2). This is
a fair improvement of the performance which implies that
selecting candidates with high output values we will have a
purer sample which turns out to be convenient for visual in-
spection and/or spectroscopic follow-ups. Indeed, the larger
the future survey will become (see e.g. Euclid and LSST)
the more prohibiting the visual inspection of candidates will
be, hence the purity of machine learning tools will be crucial
for the automatic selection of sources to be set on the queue
of spectrographs for their spectroscopic confirmations. The
differences between this work and Petrillo et al. (2017) can
be summarized in three points:
• more complex mock lensed source simulations;
• a modified ConvNet architecture;
• a slightly larger training set.
These differences have contributed to the improvement of
the performance, but our analysis presented in Sections 4.2
indicates that the main reason is the improved mock lensed
sources simulations. In this work the simulated sample is
more populated with smaller sized lensed source galaxies
and the sources exhibit more complexity in their structure,
i.e., the presence of substructures in the lensed sources and
a Gaussian Random Field perturbing the lens potential.
The ConvNet lens-finders can be tuned in terms of com-
pleteness and purity according to the specific needs of the
science project. If one wants to have a more complete sam-
ple of lenses, a low threshold of detection can be chosen and
the lower purity can be corrected by visually inspecting the
candidates, something still feasible for current surveys. On
the other hand, a purer (but less complete) sample of candi-
dates can be obtained choosing a higher threshold. We have
shown in Sect. 4.4 that by using a high threshold for detec-
tion will be already enough to retrieve in Euclid a sample of
lenses exceeding in size the total number of currently known
gravitational lenses.
A series of possible improvements can be applied to the
lens-finders. As we have shown, the performance strongly de-
pends on the composition of the training set. Hence, making
the lens simulations more realistic and using real gravita-
tional lens candidates in the training set would probably
improve the quality of the classification. Also enlarging the
training set with more KiDS galaxies would probably help,
as well as adding more labels for helping the ConvNets to dis-
criminate between different classes of galaxies (e.g., adding
labels for ellipticals and spirals). Moreover, particular care
can be put in producing lens simulations where the S/N
is always high enough for the lensing features to be recog-
nizable by an observer. Another possibility would be to spe-
cialize the ConvNets in recognizing different kinds of sources
(e.g., large/small-separation systems or extended/compact-
sources). This could be obtained by either training different
ConvNets with specialized training sets or using a single
ConvNet trained with a unique training set but with mul-
tiple labels rather than with a binary classification scheme.
Instead, on the algorithm side, a trivial improvement could
be the so called ensemble averaging, i.e., averaging the out-
put of different ConvNets in order to possibly reduce the
statistical noise of the classification. An approach experi-
mented by, e.g., Schaefer et al. (2017) for identifying strong
lens simulations.
Finally, in a forthcoming paper we will apply the algo-
rithms to ∼ 900 square degrees of the KiDS survey starting
a systematic census of strong gravitational lens candidates
named “LinKS” (Lenses in the Kilo Degree Survey).
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APPENDIX A: TECHNICAL DETAILS
A1 Convolutional Neural Networks
The input data of a Convolutional Neural Network (Con-
vNet) have a topological structure, e.g., the images of cutout
around galaxies that we use in this paper. The input images
can be seen as a set of matrices Xk with k = 1, 2, ...,K (in
the case of our 3-bands ConvNet K = 3). The convolution
property of the network is given by the convolutional layer
which is composed by n kernels that produce n feature maps
Yn as in the following equation:
Y = σ
(
K∑
k=1
W k ∗ Xk + B
)
, (A1)
where ∗ is the convolution operator, σ is a non-linear func-
tion (the so-called activation function), W k are the K weight
arrays with k = 1, 2, ...,K, representing a filter with its bias
Figure A1. A building block of a ResNet. Image from He et al.
2015b. Relu is the non-linear function used between the convolu-
tional layers; identity is the identity function that maps the input
x into itself.
given by the constant array B. The weights W and the bi-
ases B are the parameters that are determined during the
training of the algorithm. Convolutional layers are sequen-
tially stacked such as the input of the deeper layers are the
feature maps of the preceding layer. There are far fewer pa-
rameters to be determined in a ConvNet as compared to a
neural network because convolutional layers are only locally
connected to its inputs as opposed to the fully connected
layers of general neural networks.
It has been shown that ConvNets work better for im-
age classification tasks than classical neural networks. One
could expect this result from the following characteristics of
the algorithm. ConvNets read images preserving their struc-
ture as a 2d matrix (3d in the case of multi-band images)
rather than transforming them in one-dimensional vectors
where the topological information is lost. This turns out to
be important because the relevant features to classify an
image (e.g, a human face) are normally localized regions of
pixels (e.g., eyes, mouth, etc.) and their spatial relations
(e.g., the distance between eyes and mouth). The convolu-
tion operation of the filters with the image localizes where
those patterns of pixels are in the image. The feature maps
produced with this operation highlight those predictive fea-
tures in the images. During the training phase the optimal
weights to be used in the filters are learned, which in turn
means that the ConvNet learns which are the features use-
ful for classifying the images. What usually happens is that
the filters learn to extract simple features in the first lay-
ers (usually they act as edge detectors), while deeper filters
learn more complicated and abstract features. See Zeiler &
Fergus (2013) for a thorough analysis.
A2 Implementation
The ConvNets used in this paper are implemented in Python
3.6 using Keras (Chollet et al. 2015) with TensorFlow
backend (Abadi et al. 2016). The training phase took ∼ 12
hours on a GeForce GTX 1080. Once trained, the ConvNets
take ∼ 0.019 seconds to classify one galaxy. For our ConvNets
we use a ResNet architecture with 18 layers as described
in He et al. (2015b). The building block of a ResNet (see
Fig. A1) is characterized by a shortcut connection between
the input and the output of a stack of a few convolution
layers. In this way the input x is mapped into the residual
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mapping F(x) + x. A residual mapping should be easier to
optimize than an unreferenced mapping. For example in the
case where an optimal mapping was the identity function,
it would be easier to fit F(x) = 0 to satisfy the requirement
F(x) + x = x than to satisfy the equality F(x) = x.
The ConvNets in this paper are trained, as in Petrillo
et al. (2017), by minimizing a loss function of the targets t
(1 for lenses and 0 for non-strong-lensing systems) and the
predictions p (the output of the sigmoid unit of the Con-
vNet). The loss function that we minimize is the binary
cross-entropy, a common choice in two-class classification
problems:
L = −t log p − (1 − t) log(1 − p) (A2)
The minimization is done via mini-batch stochastic gradient
descent and ADAM updates (Kingma & Ba 2014) using a
learning rate of 0.0001. We use a batch size of 64 images
and perform 80.000 gradient updates, which corresponds to
about six million examples. Each batch is composed by 32
lens and 32 non-lens examples. The weights of the ConvNets
are initialized, as discussed in He et al. (2015a), from a ran-
dom normal distribution with variance 2/n where n is the
number of inputs of the unit. The initial values of the biases
are set to zero.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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