This note analyzes the asymptotic distribution for instrumental variables regression for panel data when the available instruments are weak. We show that consistency can be established in panel data.
and
t = 1, 2, · · · , T, where y t and Y t are n × 1 vector and n × L vector of endogenous variables, X t is a n × K 1 matrix of K 1 exogenous regressors, Z t is a n × K 2 matrix of K 2 instruments, and β, γ, Π and Φ are unknown parameters. The errors (u t , V t ) are n × 1 vector and n × L matrix of error terms respectively. Let u it
and v it be ith element of u t and v t respectively. The errors (u t , V t ) are assumed to be i.i.d. N (0, Σ),
where the elements of Σ are σ uu , Σ V u and Σ V V . LetZ = [X, Z] and let Q = EZ itZ it , partitioned so that
It is assumed throughout that EZ it (u it , V it ) = 0 for all i and t. This i.i.d. assumption for the errors can be relaxed to allow weak dependence across time series and cross-section at the expense of complicated notations and will be studied in a different paper. Equation (1) is the structural equation and β is the parameter of interest.
The reduced-form equation (2) relates the endogenous regressors to the instruments.
The following assumptions are borrowed from Staiger and Stock (1997) .
Assumption 1 For a given t, as n → ∞, we have
whereΣ is the (n + 1) T × (n + 1) T matrix withΣ 11 = I T ,Σ 22 = I nT ,Σ 12 = ρ andΣ 21 = ρ, whereΣ is partitioned conformably with Σ and I nT denotes the nT -dimension identity matrix.
We use the following Assumption 2 to model Π as local to zero. Note that it is not the standard "Pitman drift" parameterization in the literature, but a sequence in which the first stage parameter, Π, lies outside C/ √ nT neighborhood 1 . Our justification for making this assumption is that we treat the time dimension as a devise of replicating the experiment (i.e., cross-sectional 2SLS regression) so that the model can be identified, i.e., consistency of 2SLS can be recovered, as the time dimension increases.
The strength of instrument can be measured by the concentration parameter λ t λ t , which is defined as
as n → ∞ where we assume for a give t,
In matrix form, equations (1) and (2) can be rewritten as
If Σ V u is nonzero, Y is endogenous. It is easy to show that the OLS estimator of β is inconsistent, i.e.,
Asymptotics
We first discuss asymptotics of the 2SLS estimator in a special case when L = 1 and K 1 = 0, i.e., without regressor X. The 2SLS estimator is defined as
By Assumption (1), we can easily obtain as (n, T )
Recall that
Hence β 2SLS is consistent. Next, we show that β 2SLS is √ T consistent and normally distributed.
Then we have the following theorem. 2
We now generalize the results to the k-class estimator with regressor X. Premultiplying M X to equations (4) and (5), we have
Note that the 2SLS estimator is a special case of k-class estimator when k = 1. Next we show that the asymptotic property of k-class estimator.
Theorem 2 Under Assumptions 1 -2. As (n, T )
See the Appendix for the proof.
In particular, when k = 1, hence κ T n = 0, the k-class estimator is reduced to the 2SLS estimator and indeed has the same asymptotic distribution presented in Theorem 1.
Consider (4) . Similarly,
Using Lemmas (3) and (4), it is easy to see
This proves (5).
B Proof of Theorem 2
Proof. Let κ T n = √ T n (k − 1). For (1), we write
