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Resumen
Este tutorial aborda el diseño de controladores por rechazo activo de perturbaciones (ADRC). Se inicia con la descripción de 
los bloques que componen el lazo ADRC. Seguidamente, se discute la formulación del problema de control en el marco del rechazo 
de perturbaciones, la sintonización del conjunto de ganancias que hacen parte del lazo y se presenta una guı́a general para el diseño 
del controlador por rechazo activo de perturbaciones. Con este tutorial se pretende ofrecer una introducción a los lectores sobre el 
ADRC, ası́ como una revisión de los trabajos más significativos que han contribuido al desarrollo y avance de la investigación en el
área. Para ilustrar el procedimiento de diseño, se incluyen dos ejemplos: el control de un proceso térmico y el control multivariable 
de un proceso quı́mico.
Palabras clave: Control activo, rechazo a perturbaciones, sistemas de control lineal, parametrización, estimación lineal.
Active disturbance rejection control: a guide for design and application
Abstract
This tutorial addresses the design of controllers by active disturbance rejection control (ADRC). First, the main blocks in the 
ADRC loop are described. Next, the formulation of the control problem under the disturbance rejection framework is discussed, 
as well as the tuning of the gains set which are part of the main loop and a guide on designing of the active disturbance rejection 
controller is presented. This tutorial aims to offer an introduction to readers about the ADRC and a review of the most significant 
publications that have contributed to development and advance in the research related to the area. To illustrate the design procedure, 
two examples are included: thermal control and the multivariable control of a chemical process.
Keywords: Active control, disturbance rejection, linear control systems, parametrization, linear estimation.
1. Introducción
El control por rechazo activo de perturbaciones (ADRC,
del inglés Active Disturbance Rejection Control) (Han, 2009)1
surge como una alternativa al control PID que hereda su nivel
de independencia del modelo de la planta y busca compensar
sus debilidades mediante el concepto de estimación y rechazo
de perturbaciones.
El ADRC combina una ley de control, que es el resultado
de evaluar una función no lineal del error, con un observador
de estados extendido no lineal (ESO, del inglés Extended State
Observer) que estima tanto la dinámica desconocida del siste-
ma como las perturbaciones sobre la entrada. De esta forma,
es posible controlar sistemas de diferente naturaleza y com-
plejidad sin la necesidad de obtener previamente un modelo
preciso.
∗Autor para correspondencia: blamarca@doctor.upv.es
Attribution-NonCommercial-NoDerivatives 4,0 International (CC BY-NC-ND 4,0)
1Esta publicación introdujo de manera formal la propuesta del autor en la literatura en inglés. Sin embargo, la sigla ADRC se menciona en trabajos previos de 
sus colaboradores, como por ejemplo en (Gao, 2003).
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En (Gao, 2014) se destacan tres caracterı́sticas sobre el
ADRC:
i) No se requiere un modelo riguroso del proceso a contro-
lar. Inicialmente sólo son necesarios el orden del sistema
y el valor nominal de su ganancia crı́tica2. Esta última
hace referencia al parámetro que establece una relación
proporcional entre la entrada de control y la enésima de-
rivada de la salida (ver (1)).
ii) Estima en una única señal las incertidumbres y las per-
turbaciones para cancelarlas evitando que se reflejen en
la salida. Si bien el término incertidumbre se utiliza en
teorı́a de control para referirse a la posible variación de
los parámetros del modelo o a la dinámica no modela-
da y, por otro lado, la palabra perturbación se entiende
como la presencia de señales externas no manipulables,
en el enfoque ADRC ambos conceptos se reúnen bajo el
nombre de perturbación total, cuyo impacto en el lazo es
estimado y cancelado mediante la acción de control.
iii) Induce al sistema real a comportarse como una planta no-
minal que facilita el diseño del controlador.
Se considera que el control por rechazo activo de perturba-
ciones es un nuevo paradigma debido a que transforma el pro-
blema de control, en el que se requiere una representación ma-
temática detallada del proceso para el diseño del controlador, en
el problema de formular un estimador que ofrece, a partir de las
señales de entrada y salida, el valor de la perturbación total (in-
certidumbre y perturbaciones). Esta información se utiliza para
transformar la planta en su equivalente nominal y ası́ diseñar un
controlador que actúe sobre un sistema libre de perturbaciones.
Las ideas anteriores han impulsado la propuesta de esque-
mas de control tales como el control lineal por rechazo activo de
perturbaciones (LADRC, del inglés Linear Active Disturbance
Rejection Control) (Gao, 2003) que reemplaza las estructuras
no lineales del controlador y observador por una ley de control
por realimentación de estados y un observador tipo Luenberger,
respectivamente; o el control proporcional integral generalizado
basado en observador (GPIO, del inglés Generalized Propor-
tional Integral Observer-based control) (Sira-Ramı́rez, 2018),
donde se emplea el concepto de observador de estados exten-
dido para estimar, además de la perturbación total, un número
finito de sus derivadas con aplicación al control de sistemas no
lineales y con incertidumbre. El control por rechazo activo de
perturbaciones con observador proporcional integral generali-
zado (GPI) se ha empleado, por ejemplo, en la regulación de la
tensión y corrientes de un convertidor CD/CD reductor-paralelo
(Guerrero-Ramı́rez et al., 2018) y en el control de inclinación
y velocidad de avance de una bicicleta sin conductor (Baquero-
Suárez et al., 2018).
La utilidad del control lineal por rechazo activo de pertur-
baciones como herramienta alternativa al control PID se estudia
en (Herbst, 2013). Este trabajo presenta un análisis detallado a
nivel de simulación sobre el LADRC para sistemas lineales, de
primer y segundo orden, dirigido a profesionales de la industria.
Una recopilación reciente de la implementación del LADRC en
casos experimentales se encuentra en (Zheng and Gao, 2018).
Este trabajo resume los resultados en aplicaciones como el re-
chazo de vibraciones en el control de movimiento, el control
de la posición angular de un manipulador empleado en ejerci-
cios de rehabilitación, el control de flujo y presión en sistemas
de generación de energı́a, el control de temperatura en lı́neas
de extrusión y el diseño de nueva tecnologı́a para el control de
motores.
Asimismo, una revisión de los trabajos que han aportado a
la fundamentación teórica de esta estrategia puede consultarse
en (Huang and Xue, 2014) y (Feng and Guo, 2017). Estas pu-
blicaciones profundizan en la formulación del ADRC para el
control de sistemas que se describen mediante ecuaciones di-
ferenciales ordinarias y ecuaciones diferenciales parciales, res-
pectivamente.
Algunos de los desafı́os expuestos en (Huang and Xue,
2014) se abordaron en trabajos posteriores que se incluyen co-
mo parte de la revisión del estado del arte de este tutorial. De es-
ta manera, se pretende ofrecer a los lectores una guı́a introduc-
toria para el diseño de controladores bajo el enfoque LADRC
de acuerdo con tres fases:
1. Formulación del problema en el marco del control por re-
chazo de perturbaciones, cuyo principal objetivo es iden-
tificar aquello que representa la perturbación total del
sistema.
2. Sintonización del conjunto de ganancias LADRC.
3. Implementación y validación del lazo de control.
El artı́culo se organiza de la siguiente manera: en la sección
2 se describen los bloques que conforman el lazo ADRC según
su naturaleza no lineal o lineal. Las secciones 3 y 4 exponen
la formulación del problema de control y la sintonización de
las ganancias del lazo LADRC. En la sección 5 se ofrece una
revisión del estado del arte que incluye algunas ideas de inves-
tigación futuras. La sección 6 presenta una guı́a para el diseño
del controlador lineal por rechazo activo de perturbaciones que
reúne lo expuesto en las secciones previas. Esta guı́a se aplica
a dos ejemplos que se abordan en la sección 7 y finalmente, la
sección 8 reúne las conclusiones.
2. Control por rechazo activo de perturbaciones
En esta sección se presentan la formulación no lineal
(NADRC, del inglés Nonlinear Active Disturbance Rejection
Control) y la formulación lineal (LADRC) del control por re-
chazo activo de perturbaciones. Ambas estructuras pueden em-
plearse para el control de procesos tanto lineales como no li-
neales.
De forma general, un lazo de control por rechazo activo de
perturbaciones contiene tres bloques principales como se mues-
tra en la Figura 1:
Generador de trayectorias: toma como entrada la referen-
cia deseada r̃ y genera un perfil transitorio de la misma,
r1, junto con sus derivadas ṙ1, r̈1, . . . , r
(n)
1 .
2Traducción del inglés critical gain empleado en la literatura. Otras denominaciones incluyen “ganancia de control” (control gain), “ganancia de entrada” (input
gain) o “ganancia de alta frecuencia” (high-frequency gain).
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Observador de estados extendido: ofrece la estimación de
los estados del sistema z1, z2, . . . , zn y de un estado adicio-
nal zn+1 que reúne la dinámica no modelada y las pertur-
baciones.
Controlador: proporciona una acción de control por re-
alimentación de estados u0 que se diseña asumiendo
que la planta ha sido modificada para que su compor-
tamiento se asemeje al de un sistema nominal deseado
libre de perturbaciones. Esto es, la acción de control u0
actúa sobre la planta modificada y la acción de control
u = (u0 − zn+1)/b0 actúa sobre el sistema real.
La naturaleza no lineal o lineal de los tres bloques anteriores
determina la formulación ADRC. Note que la implementación
del lazo requiere del conocimiento del orden n y del valor apro-















Figura 1: Lazo de control por rechazo activo de perturbaciones.
2.1. Control no lineal por rechazo activo de perturbaciones
El control por rechazo activo de perturbaciones es aplicable
a sistemas de una entrada y una salida y a sistemas multivaria-
bles. Para simplificar la notación matemática, se introduce el
algoritmo considerando el sistema SISO:
ÿ = −a1ẏ − a0y + bu (1)
La ecuación (1) es el modelo de entrada-salida de un siste-
ma de segundo orden en el que y es la salida a controlar, u es la
acción de control o variable manipulada, a0 y a1 son constan-
tes que determinan la ubicación de los polos del sistema y b se
denomina ganancia crı́tica.
Una representación en espacio de estados de (1) está dada
por (2) donde se ha incluido la variable w para indicar las per-
turbaciones de carga que actúan sobre el sistema.
ẋ1 = x2
ẋ2 = −a0x1 − a1x2 + bu + w
y = x1
(2)
Considere ahora que no se conocen los valores de a0 y a1
y que se cuenta con una aproximación del valor de b. En es-
te caso, los dos primeros términos a la derecha de la expresión
correspondiente para ẋ2 se reúnen en una función denominada
perturbación total, la cual también incluye las perturbaciones
de carga w y la diferencia entre el valor real de la ganancia
crı́tica b y su valor nominal conocido b0. Esto es:
f = −a0x1 − a1x2 + (b − b0)u + w (3)
Empleando (3) en (2) se tiene que:
ẋ1 = x2
ẋ2 = f + b0u
y = x1
(4)
Como la perturbación total es desconocida, f se asigna a
un estado adicional que es estimado y compensado por el lazo
de control. Ası́, se obtiene el modelo extendido en espacio de
estados (5) en el que x3 , f y h = ḟ es desconocida.
ẋ1 = x2




La evolución de los estados de (5) se obtiene a partir del
observador de estados extendido (ESO) (6) cuyas entradas co-
rresponden a la acción de control u que actúa sobre la planta y
a la salida medida y.
ż1 = z2 − β1γ1(e)
ż2 = z3 + b0u − β2γ2(e)
ż3 = −β3γ3(e)
e = z1 − y
(6)
En la ecuación (6), zi representa la estimación del i-ésimo
estado xi, βi son las ganancias y γi(e) corresponde a funciones
no lineales del error de estimación e que constituyen los térmi-
nos de corrección del observador.
La cancelación activa de las perturbaciones se logra al sus-
traer la información de la perturbación total, contenida en z3, de





Al reemplazar (7) en (4) y asumiendo que z3 ≈ f , el sistema





El modelo en espacio de estados (8) representa una planta
modificada libre de perturbaciones y con comportamiento inte-
grador sobre la que actúa la acción de control:
u0 = k1fal(r1 − z1, α1, δ) + k2fal(ṙ1 − z2, α2, δ) (9)




, |x| ≤ δ
|ẽ|αi sign(ẽ), |x| > δ
(10)
La función no lineal (10) fue propuesta por (Han, 2009) y
con una combinación diferente de argumentos posibilita la eva-
luación de las expresiones no lineales del ESO según γi(e) =
fal(e, ᾱi, δ̄).
De acuerdo con lo expuesto en esta sección, el control del
sistema (2) mediante NADRC requiere de la selección de seis
tipos de parámetros: las ganancias del observador βi; las cons-
tantes ᾱi y δ̄ para la evaluación de las funciones no lineales del
observador y las ganancias ki junto con las constantes αi y δ
para el diseño de la ley de control.
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Siguiendo un enfoque similar, el algoritmo NADRC se pue-
de emplear para el control de sistemas no lineales de orden n en
cuyo caso la perturbación total también incluye los términos
que corresponden a la dinámica no lineal y no modelada. En la
siguiente sección se describen las modificaciones sobre el ESO
y la ley de control que permiten la implementación del ADRC
lineal.
2.2. Control lineal por rechazo activo de perturbaciones
Considere que se desea controlar el sistema (2) ahora
mediante control lineal por rechazo activo de perturbaciones
(LADRC). El modelo extendido coincide con (5). Sin embar-
go, los estados se estiman mediante una versión lineal de (6),
en la que γi(e) = e como resultado de evaluar (10) con ᾱi = 1
(Li et al., 2017a). De esta forma, el observador lineal de estados
extendido (LESO, del inglés Linear Extended State Observer)
para (5) se define como:
ż1 = z2 + L1e
ż2 = z3 + b0u + L2e
ż3 = L3e
e = y − z1
(11)
Note que se han reemplazado las variables βi por las Li para
hacer referencia a las ganancias lineales del observador.
La acción de control que actúa sobre el proceso real con-
cuerda con (7), pero la acción de control que actúa sobre la
planta modificada se convierte en la ley por realimentación de
estados (12). Es una práctica común asumir que la referencia
para el seguimiento corresponde directamente a la entrada r̃ y
que sus derivadas son cero en el caso de que éstas no estén aco-
tadas o se omita el generador de trayectorias (Zhao and Gao,
2014).
u0 = k1(r̃ − z1) − k2z2 (12)
En comparación con el NADRC, el LADRC solo requiere
de la sintonización de dos tipos de parámetros: las ganancias Li
del observador y las ganancias ki del controlador. Sin embar-
go, en ambas formulaciones la cantidad de variables de diseño
se relaciona de forma directa con el orden n asumido para el
proceso.
En la literatura también se denomina al planteamiento ex-
puesto en este apartado como LADRC convencional. En la Ta-
bla A.3 del Apéndice A se incluye su versión de orden n.
3. Formulación del problema de control en el marco
LADRC
Si bien el control por rechazo activo de perturbaciones par-
te de la idea de que mediante el diseño de la ley de control un
sistema lineal o no lineal se puede transformar en un sistema
lineal desacoplado similar a (8), el éxito en la aplicación de la
estrategia radica en la formulación del problema de control, tal
que las cantidades desconocidas (incertidumbre de modelado y
perturbaciones) se combinen en la función de perturbación to-
tal (Huang and Xue, 2014). Esta formulación comienza con la
selección de las variables controladas y manipuladas, involu-
cra la comprensión del sistema mediante representaciones ma-
temáticas o señales disponibles para su análisis y conduce a la
selección de la forma canónica LADRC para el diseño del ob-
servador.
3.1. Identificación de las variables controladas y manipula-
das
La identificación de las salidas del sistema que se desea con-
trolar y de las entradas mediante las cuales se puede lleva a ca-
bo el control es el primer paso en el diseño de controladores sin
importar la estrategia que se emplee. El ADRC fue inicialmen-
te formulado para sistemas de una entrada y una salida como se
expuso en la sección 2, pero rápidamente se adaptó a sistemas
multivariables bajo el nombre de control por desacoplamien-
to de perturbaciones (DDC, del inglés Disturbance Decoupling
Control) (Zheng et al., 2009). En este apartado se presenta esta
formulación.
El DDC parte de un sistema MIMO m × m de la forma:
y(n1)1 = f1(ν1, ..., νm, p1, ...pm,w) + b011u1
y(n2)2 = f2(ν1, ..., νm, p1, ...pm,w) + b022u2
...
y(nm)m = fm(ν1, ..., νm, p1, ...pm,w) + b0mmum
νi = (yi, ẏi, ..., y
(ni−1)
i )




donde el cambio en cada salida (representado mediante la de-
rivada de orden ni, y(ni)) se modela como la suma de la pertur-
bación total de cada canal, fi(νi, pi,w) y el producto del valor
nominal de la ganancia crı́tica b0ii y su entrada dominante ui.
La perturbación total combina la dinámica interna no modelada
y el acoplamiento entre canales, representados por νi, pi, y las
perturbaciones de carga, denotadas por w.
Para lograr el desacoplamiento se diseña un LADRC SISO
en cada lazo. De esta manera, el sistema multivariable se trans-
forma en un conjunto de m salidas cuyo comportamiento en
cada canal se asemeja al de un integrador de orden ni.
La principal ventaja del DDC es que un diseño adecuado
del observador permite la cancelación activa en tiempo real de
la perturbación total de cada canal. Sin embargo, la propuesta
requiere de la selección previa de las parejas salida-entrada do-
minante y de la sintonización de (2ni + 1) parámetros en cada
lazo.
3.2. Selección del orden ADRC y caracterización del sistema
Posterior a las primeras publicaciones (Zheng and Gao,
2010), (Parvathy and Daniel, 2013) en las que se reseñaron al-
gunos de los estudios que demostraron la viabilidad del ADRC
como nuevo paradigma de control, se hizo evidente la necesi-
dad de profundizar en la justificación teórica de la estrategia.
En particular, en la definición de condiciones que permitieran
decidir si un proceso puede ser controlado mediante ADRC y
la influencia de los parámetros de diseño en el desempeño de
lazo cerrado.
En este tutorial se discute la aplicabilidad del ADRC des-
de dos perspectivas. En la primera, se asume que se cuenta con
alguna representación matemática o modelo del proceso que,
al ser reformulado, permite identificar las cantidades descono-
cidas que conforman la perturbación total, ası́ como el orden
real o relativo y una aproximación de la ganancia crı́tica. Por
otro lado, se mencionan las caracterı́sticas que han orientado el
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estudio del ADRC, principalmente en sistemas lineales, y que
constituyen la comprensión necesaria del problema para las fa-
ses siguientes del diseño.
Cuando el objetivo de control es la regulación de la salida,
el modelo de entrada-salida del proceso, como por ejemplo (1),
permite identificar los términos desconocidos que conforman la
perturbación total. Sin embargo, cuando se desea controlar por
completo el vector de estados, la reformulación del problema
debe garantizar que tanto la señal de control como las pertur-
baciones externas solo afecten a la tasa de cambio del último
estado (Nowicki et al., 2015). En la literatura en inglés se le
conoce a esta condición como matching condition (Chen et al.,
2016). Lo anterior se aclara mediante un ejemplo.
Dado el sistema SISO de segundo orden:
ẋ1 = x2 + w
ẋ2 = −c1x1 − c2x2 + u
y = x1
(14)
con c1, c2 como constantes desconocidas positivas y w como
una perturbación que afecta la evolución del primer estado. Si





˙̄x2 = ẋ2 + ẇ
˙̄x2 = −c1x1 − c2x2 + u + ẇ
˙̄x2 = −c1 x̄1 − c2(x̄2 − w) + u + ẇ (15)
Por lo tanto, el sistema (14) es equivalente a:
˙̄x1 = x̄2
˙̄x2 = −c1 x̄1 − c2(x̄2 − w) + ẇ + u
y = x̄1
(16)
de donde se deduce que f = −c1 x̄1 − c2(x̄2 − w) + ẇ es la per-
turbación total y x̄3 , f es el estado adicional. Ası́, bajo el
enfoque ADRC, el problema de control se resuelve estimando
y cancelando el efecto de f más que la acción individual de la
perturbación externa w.
El control por rechazo activo de perturbaciones fue conce-
bido como una tecnologı́a de control que busca eliminar la de-
pendencia de un modelo preciso del proceso, entendiendo que
todos los diseños de controladores se basan en alguna interpre-
tación del sistema, ya sea matemática o de otro tipo (Albertos
et al., 2014). De esta manera, el ADRC se considera apropia-
do para sistemas en los que se tiene un conocimiento reduci-
do de la dinámica y su caracterización se realiza mediante el
análisis de las señales manipuladas y controladas. Las carac-
terı́sticas de interés incluyen la identificación del orden relativo
o de la dinámica dominante; la presencia de respuesta inversa
(undershoot), como la ocasionada por ceros de fase no mı́nima;
tiempos muertos e inestabilidad.
Respecto al orden ADRC, inicialmente se planteó que éste
deberı́a coincidir con el orden relativo del sistema (Han, 2009).
Sin embargo, en la mayorı́a de trabajos se realizan implemen-
taciones de primer o segundo orden bajo la premisa de que mu-
chos de los procesos o aplicaciones prácticas tienen una dinámi-
ca dominante de este tipo. En el caso de sistemas SISO, se han
planteado dos teoremas que ofrecen orientación en el diseño
LADRC cuando no se conoce el orden del proceso (Zhao and
Li, 2014). Éstos se resumen a continuación:
Para un proceso cuyo comportamiento se asemeje al de
un sistema LTI de fase mı́nima existe un conjunto de ga-
nancias LADRC que logran la estabilidad en lazo cerra-
do, siempre que la ganancia crı́tica estimada b0 manten-
ga el signo de la ganancia crı́tica real y el orden de la
implementación sea igual o superior al orden relativo del
sistema.
Para un proceso con comportamiento similar a un modelo
LTI estable en lazo abierto existe un conjunto de ganan-
cias LADRC de primer orden o superior que logran la
estabilidad en lazo cerrado. Además del diseño de las ga-
nancias del controlador y observador, se sugiere aumen-
tar el valor absoluto de b0 hasta alcanzar el desempeño
deseado.
Particularmente, la implementación LADRC en sistemas
LTI de fase mı́nima tiene mayor robustez respecto a las varia-
ciones en la ganancia crı́tica nominal cuando el orden del sis-
tema es bajo, aunque la selección de b0 por debajo del valor
verdadero (b0 < b) reduce el nivel de incertidumbre permiti-
do en sistemas con retardo (Xue and Huang, 2015). Esto es, el
valor de b0 puede ajustarse en un rango más amplio de valores
cuando n es pequeño, lo cual resulta conveniente si se considera
una dinámica dominante de primer o segundo orden, pero esta
ventaja se ve limitada en sistemas con tiempo muerto.
3.3. Selección de la forma canónica
La forma canónica ADRC hace referencia al comporta-
miento deseado de la planta modificada (ver Figura 1). En el
ADRC convencional que se expuso en la sección 2, se asume
que la acción combinada del observador y la variable manipula-
da (7) inducen al sistema a comportarse como el conjunto de in-
tegradores en cascada libre de perturbaciones (8). Ası́, el ADRC
transforma un sistema desconocido e incierto en una versión li-
neal más simple y menos incierta que reduce la complejidad en
el diseño de la ley de control u0 (Gao, 2014).
Si se cuenta con información sobre el modelo del sistema,
ésta se puede incorporar en el observador de estados extendi-
do y ası́ mejorar su capacidad de estimación. De acuerdo con
el tipo de información que se emplee para diseñar el LESO, la
planta modificada ya no se asume como el conjunto de integra-
dores en cascada caracterı́stico de la versión LADRC conven-
cional. Estas nuevas propuestas se consideran formas canónicas
alternativas en el enfoque ADRC y han sido denominadas por
sus autores de diferentes formas. La tabla A.3 reúne las formu-
laciones del ADRC asistido por modelo (Sun et al., 2016), el
ADRC generalizado (Fu and Tan, 2016) y el ADRC modificado
(Ahmad and Ali, 2019). Igualmente, en la tabla A.4 se incluyen
algunos comentarios para resaltar las principales diferencias en-
tre ellas y orientar al lector sobre la selección e implementación
de alguna según la aplicación de su interés.
Finalmente, cabe mencionar que el comportamiento espe-
rado de la planta modificada depende significativamente de la
selección de las ganancias del observador y de la ganancia crı́ti-
ca. Previamente se mencionó que el conocimiento del valor es-
timado de este parámetro es necesario para la implementación
del LADRC y su ajuste, en un principio, se propuso con base
en la experiencia del ingeniero de control y la caracterización
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del proceso. En la sección siguiente se aborda la sintonización
del conjunto de ganancias LADRC.
4. Sintonización de las ganancias LADRC
El diseño de los parámetros LADRC ha ganado atención a
medida que se avanza en el estudio de esta tecnologı́a. Una ca-
racterı́stica común entre las contribuciones es que la gran ma-
yorı́a se basa en parametrización del ancho de banda propuesta
por (Gao, 2003). Ésta expresa las ganancias del observador y
del controlador en función de dos cantidades denominadas an-
cho de banda del observador (ω0) y ancho de banda del con-
trolador (ωc), respectivamente.
Para el diseño de las ganancias del observador, conside-
re la representación matricial del modelo extendido (5) con
x = [x1 x2 x3]> dada por:
ẋ = Ax + Bu + Eh (17)
y = Cx ẋ1ẋ2ẋ3
 =
 0 1 00 0 10 0 0



















Asimismo, la representación matricial del LESO (11) con
z = [z1 z2 z3]> y L = [L1 L2 L3]> es:
ż = Az + Bu + L(Cx −Cz) (18)
Al definir el error de estimación e = x − z y restar (18) de
(17) se tiene que el comportamiento dinámico del error respon-
de a:
ė = (A − LC)e + Eh (19)
Asumiendo que h, aunque es desconocida, es diferenciable
y está acotada, las ganancias del observador se calculan me-
diante la asignación de polos. (Gao, 2003) propone que todos
los polos se ubiquen en la posición −ωo en el semiplano iz-
quierdo tal que:
|sI − (A − LC)| = (s + ωo)3∣∣∣∣∣∣∣∣
s + L1 −1 0
L2 s −1
L3 0 s
∣∣∣∣∣∣∣∣ = s3 + 3ωos2 + 3ω2os + ω3o (20)
Resolviendo la ecuación (20) y comparando los coeficientes
a ambos lados de la igualdad, se obtienen las ganancias de (21)
para el observador lineal (11). El análisis de convergencia em-
pleando este diseño se expone en (Zheng et al., 2007) y en (Ahi
and Haeri, 2018) se plantea la discusión sobre la pertinencia de
suponer que h es acotada.
L1 = 3ωo ; L2 = 3ω2o ; L3 = ω
3
o (21)
El resultado anterior se puede generalizar para un observa-
dor de orden n + 1 con ecuación caracterı́stica (22). Ası́, las
ganancias Li se calculan de acuerdo con (23).






ωio ; i = 1, 2, ..., n + 1 (23)
Para el diseño de las ganancias del controlador, considere la
representación en frecuencia del modelo (8), con Y y U0 como






La expresión en frecuencia correspondiente a U0 se obtiene
de (12) con z1 ≈ y, z2 ≈ ẏ y R como la transformada de Laplace
de la referencia:
U0 = k1R − k1Y − k2Y s (25)





s2 + k2s + k1
(26)
La ecuación caracterı́stica de (26) indica que la ubicación
de los polos de lazo cerrado depende de la selección de k1 y k2.
Continuando con el enfoque propuesto en (Gao, 2003) se asig-
nan los dos polos a la ubicación −ωc en el semiplano izquierdo
tal que:
s2 + k2s + k1 = (s + ωc)2
s2 + k2s + k1 = s2 + 2ωcs + ω2c (27)
La comparación de factores en (27) permite deducir los va-
lores de las ganancias del controlador:
k1 = ω2c ; k2 = 2ωc (28)
Ampliando el análisis a un sistema de orden n, las ganancias






ωn+1−ic ; i = 1, 2, ..., n (29)
La selección de ωo y ωc resulta en un proceso de prueba
y error en el que a menudo el ancho de banda del controlador
se establece según el desempeño deseado de lazo cerrado y el
ancho de banda del observador corresponde al valor de ωc es-
calado (ωo = kωc, k ≥ 1). Un aumento de los valores de ambos
parámetros puede mejorar el error de estimación y la veloci-
dad de respuesta del sistema, pero causar oscilaciones junto a
un aumento de la magnitud y tasa de cambio de la acción de
control (Zheng and Gao, 2016). La principal desventaja de es-
ta estrategia es su naturaleza empı́rica, pues no siempre ofrece
resultados adecuados y es necesaria la resintonización apoyada
en otras técnicas.
En el caso en el que se adopta una forma canónica diferente
a la convencional, (23) y (29) incluyen información del modelo
nominal del sistema según las modificaciones que se presentan
en la Tabla A.3.
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5. Estado del arte y tendencias en la investigación ADRC
El control por rechazo activo de perturbaciones ha logrado
capturar la atención de investigadores de diferentes campos de-
bido a que ofrece una alternativa para el control de sistemas de
diferente naturaleza y complejidad, reduciendo la dependencia
de un modelo preciso de la planta para el diseño del lazo de
control. En esta sección se presenta una revisión de los trabajos
destacados de la literatura y se mencionan algunas tendencias
en la investigación relacionadas con la formulación del proble-
ma de control, la sintonización de ganancias y la propuesta de
nuevos algoritmos basados en LADRC. La revisión bibliográfi-
ca expuesta a continuación fundamenta los conceptos presenta-
dos en las secciones anteriores y se considera un complemento
de las mismas.
Sobre la formulación del problema de control: El control
por rechazo activo de perturbaciones inicialmente fue presen-
tado como una estrategia de control no lineal (NADRC). Sin
embargo, la cantidad de parámetros de sintonı́a y la dificultad
para su ajuste, en comparación con el LADRC, comúnmente se
señalan como su principal desventaja.
Por otro lado, la estructura lineal y la menor cantidad de
parámetros del LADRC han permitido su validación en dife-
rentes aplicaciones y continúan impulsando la investigación en
el área, ya que facilitan la aplicación de conceptos de teorı́a de
control para el análisis de estabilidad, convergencia y desem-
peño en el dominio del tiempo y de la frecuencia.
Una comparación cualitativa y cuantitativa entre el NADRC
y el LADRC se presenta en (Li et al., 2017b). En este trabajo se
toma como caso de estudio un sistema bola-viga y se muestra
que el NADRC realiza una estimación adecuada de los estados,
aun ante la variación de las condiciones iniciales del observa-
dor. Sin embargo, su desempeño se limita a medida que la mag-
nitud de la perturbación de carga aumenta; siendo mejor en este
último caso, el desempeño del LADRC.
Un enfoque teórico más detallado sobre el ADRC y su rela-
ción con otras técnicas de control como el control por el princi-
pio del modelo interno (IMP, del inglés Internal Model Princi-
ple), el control basado en alta ganancia (HGC, del inglés High-
Gain Control) y el control de modo deslizante (SMC, del inglés
Sliding Mode Control) puede consultarse en (Guo and Zhao,
2016).
Una de las primeras contribuciones a la justificación teórica
del LADRC fue el estudio de la convergencia del LESO y la
estabilidad de lazo cerrado; pues queda claro que el observador
debe cumplir adecuadamente con la tarea de estimar la pertur-
bación total con el fin de que ésta sea rechazada y la planta sea
transformada. En (Zheng et al., 2007) se concluye que cuando
la derivada de la perturbación total (expresión matemática de h
en (5)) es conocida y puede ser incluida en el LESO, el error de
estimación y el error de seguimiento son asintóticamente esta-
bles. Por el contrario, si no se conoce la perturbación total, pero
se sabe que su primera derivada está acotada, entonces los erro-
res de estimación y de seguimiento también quedan acotados y
sus cotas superiores dependen del ajuste de las ganancias del
LESO. Estos resultados se validan de forma numérica y expe-
rimental en (Zheng et al., 2012) mediante la simulación de un
sistema no lineal y la realización de pruebas en una plataforma
para el control de movimiento.
La pertinencia de incluir la información disponible sobre
el modelo para mejorar el desempeño del estimador también se
estudia en (Sanz et al., 2015), donde el desempeño del LESO se
analiza cuando se cuenta con mediciones de todos los estados o
se implementa un observador de orden reducido asumiendo que
el primer estado es accesible.
La incorporación de información sobre el proceso tomó
fuerza como resultado de las limitaciones del LADRC conven-
cional expuestas por (Zhao and Gao, 2010) para sistemas linea-
les de fase no mı́nima; especialmente aquellos con respuesta
inversa ante una entrada escalón, lo que evidencia la dinámica
de ceros en el semiplano derecho. Por ejemplo, en (Xue et al.,
2016) se ponen de manifiesto las condiciones para el control de
sistemas lineales de segundo orden con ceros de fase no mı́ni-
ma, sugiriendo una forma canónica controlable que incluye in-
formación sobre la posición de los polos y ceros. Los resultados
numéricos de este trabajo muestran que se aumenta la robus-
tez del lazo y que la selección de las ganancias del LESO in-
fluye significativamente en la estabilidad. Otras formulaciones
LADRC pensadas principalmente para sistemas que presentan
un comportamiento de fase no mı́nima corresponden a las in-
cluidas en la tabla A.3.
En la sección 3.3 se expuso a modo de ejemplo una trans-
formación de coordenadas que en algunos casos permite refor-
mular un problema de control para identificar plenamente los
términos desconocidos que se agrupan en la perturbación total
y ası́ lograr controlar por completo el vector de estados del sis-
tema. Sin embargo, cuando los procesos tienen una naturaleza
más compleja, dicha transformación puede ser difı́cil de lograr
como lo plantean (Li et al., 2012) y (Castillo et al., 2018), cu-
yas propuestas se enfocan en la reformulación del LESO para
incluir información del modelo, tal que se evite la necesidad
de realizar una transformación de coordenadas en sistemas con
representación general en variables de estado. Estas investiga-
ciones también plantean la necesidad de estudiar el compor-
tamiento del LADRC ante diferentes tipos de perturbaciones
como aquellas que no se asumen diferenciables o son de alta
frecuencia.
Aunque la extensión del LADRC a sistemas multivariables
mediante el desacoplamiento por rechazo de perturbaciones ha
tenido gran acogida como variante del control descentraliza-
do, el acoplamiento entre los canales puede dificultar el análisis
de la respuesta de lazo para la caracterización de la dinámi-
ca dominante y la selección de la ganancia crı́tica. En (Zhao
et al., 2018) se aborda el problema del diseño DDC cuando no
se conoce el orden del sistema y se establece una guı́a para la
selección empı́rica de los parámetros de sintonización. Otros
enfoques como (Inoue and Ishida, 2016), (Teppa-Garran and
Garcia, 2014) mantienen el acoplamiento estático para evitar
la selección de entradas dominantes y realizan el diseño de las
ganancias empleando, por ejemplo, el control LQR.
Se considera que la propuesta de nuevos algoritmos de iden-
tificación puede aportar en la obtención de las caracterı́sticas re-
queridas para la implementación del LADRC en sistemas MI-
MO, por ejemplo, ofreciendo representaciones de estos siste-
mas en alguna de las formas canónicas. Asimismo, debido a las
caracterı́sticas de los sistemas multivariables, se puede avanzar
en la investigación sobre la selección de las parejas de entrada-
salida dominante o la aplicabilidad de la metodologı́a a sistemas
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con ceros de transmisión debido a las limitaciones que impo-
nen éstos en el desempeño de lazo cerrado. La extensión del
LADRC para sistemas MIMO no cuadrados también es un área
promisoria.
Sobre la selección del conjunto de ganancias: Los enfoques
que se desprenden de la parametrización del ancho de banda
que se introdujo como estrategia de sintonización en la sección
4 incluyen el cálculo de las ganancias tomando como referencia
controladores preexistentes en el lazo o empleando técnicas de
optimización que evalúan ı́ndices de desempeño de interés.
Debido a que el ADRC se propuso como una alternativa
de mejora del control PID, algunos autores han investigado la
sintonización LADRC partiendo de las ganancias de controla-
dores PID existentes en el proceso. Tal es el caso de (Zhao and
Li, 2014) o (Sun et al., 2019). Estas alternativas ofrecen un pun-
to de partida y requieren del ajuste empı́rico de acuerdo con los
requisitos de desempeño, de forma similar al enfoque de para-
metrización por ancho de banda.
Por otro lado, (Zhou and Tan, 2019) propone el cálculo de
las ganancias LADRC a partir de un controlador estrictamente
propio con integrador, similar al que se expone en (Tan and Fu,
2016) al convertir el lazo LADRC en un sistema de dos grados
de libertad bajo el enfoque IMC. La metodologı́a de (Zhou and
Tan, 2019) garantiza el mismo rechazo de las perturbaciones
que el controlador de referencia. Sin embargo, pueden existir
múltiples soluciones o conjuntos de ganancias que ofrecerı́an
diferentes niveles de desempeño, respecto al seguimiento de la
trayectoria, y no queda clara la estrategia para seleccionar algu-
na de ellas.
La similitud de la estructura PID con el LADRC o su análi-
sis como un sistema de dos grados de libertad ofrece como ven-
taja que el conocimiento del ingeniero de control puede facili-
tar el proceso empı́rico de ajuste de ganancias en la transición
de controladores. Por ello, los enfoques de sintonización has-
ta ahora mencionados no profundizan en la discusión sobre la
ganancia crı́tica y asumen que se conoce su valor aproximado.
Algunas de las propuestas que incluyen a este parámetro dentro
del conjunto de ganancias de diseño recurren a su estimación
en lı́nea.
En (Madonski et al., 2013) se plantea la optimización mul-
tiobjetivo para obtener los valores de b0 y ωo que minimizan
el error cuadrático de seguimiento y el error cuadrático de es-
timación. El valor de ωc se selecciona según los requisitos de
lazo cerrado. Por su parte, (Madonski et al., 2015) reformula el
problema de optimización como la minimización de la integral
del valor absoluto del error ponderado en el tiempo. La única
variable de decisión es el valor nominal de la ganancia crı́tica
ya que ωc se ajusta según los requisitos de desempeño y ωo
corresponde al ancho de banda del controlador escalado. Am-
bas contribuciones ofrecen mejoras en comparación a cuando
el valor de b0 se asume constante.
Desde otra perspectiva, (Liang et al., 2015) y (Huang and
Du, 2016) emplean técnicas de identificación para obtener el
conjunto de parámetros LADRC que controlan un sistema mo-
delado con dinámica lineal de segundo orden y fase mı́nima. La
adecuación de las técnicas de identificación para la obtención
de modelos simples trae como ventaja que esta información se
puede incluir en el diseño del observador de estados y ası́ me-
jorar la estimación; aunque la implementación en lı́nea de estas
estrategias aumenta el costo computacional y conlleva el ajuste
inicial de los parámetros LADRC.
Al igual que se hizo en el ámbito de la sintonización de con-
troladores PID, se han propuesto fórmulas para el cálculo de las
tres ganancias LADRC principales (ganancia crı́tica, ancho de
banda del controlador y ancho de banda del observador) aplica-
bles a procesos que se modelan como sistemas de primer orden
más tiempo muerto (FOPDT, del inglés First Order Plus Dead
time). En (Zhang et al., 2019) se realiza la búsqueda de ganan-
cias LADRC para un grupo de plantas nominales variando el
retardo y resolviendo en cada caso un problema de optimiza-
ción que minimiza la integral del cuadrado del error ponderado
en el tiempo y está sujeta a una restricción de robustez. Esta
metodologı́a permite obtener una función para cada parámetro
principal que depende de la información del modelo FOPDT.
El análisis en frecuencia, particularmente el estudio de la
robustez LADRC que involucra las funciones de sensibilidad y
sensibilidad complementaria, ha sido empleado como estrate-
gia para la sintonización de algunos de los parámetros del lazo
en (Sun et al., 2016) y más recientemente en (He et al., 2020).
En este último, se propone un conjunto de fórmulas de ajus-
te aplicables a procesos de orden alto que se modelan como n
sistemas de primer orden en cascada.
Si bien la tendencia entre los investigadores es el diseño
LADRC para sistemas de orden inferior (p.e. n = 1 o n = 2) y
sistemas con retardo debido a la dinámica dominante, algunos
procesos como los sistemas hidráulicos de orden superior ex-
puestos en (Chu et al., 2019) han servido como caso de estudio
para la propuesta de nuevas estrategias de ajuste de parámetros
en el dominio de la frecuencia basados en la teorı́a de reali-
mentación cuantitativa (QFT, del inglés Quantitative Feedback
Theory).
El avance en la investigación sobre estrategias para la sin-
tonización o selección del conjunto de ganancias LADRC ha
evidenciado la interdependencia entre los tres parámetros prin-
cipales: la ganancia crı́tica, el ancho de banda del observador y
el ancho de banda del controlador. Por ejemplo, para un valor
determinado de b0, existe un conjunto de valores deωc yωo que
representan la región de estabilidad y que pueden ofrecer dife-
rente desempeño si se analiza ya sea el problema del rechazo
de perturbaciones o el de seguimiento de trayectoria. Reciente-
mente, en (Li et al., 2020) se aborda el estudio de la región de
estabilidad del LADRC para el control de sistemas con retardo
y la utilidad de la misma en la selección de los parámetros de
sintonı́a.
El diseño del lazo de control para garantizar los requisitos
de rechazo de perturbaciones en estado estacionario no siempre
ofrece resultados aceptables en el seguimiento de la trayectoria.
Algunos trabajos que toman como caso de estudio los procesos
industriales enfocan el diseño de las ganancias LADRC para ga-
rantizar el rechazo de las perturbaciones argumentando que en
este tipo de aplicaciones no se producen cambios en la consigna
por periodos prolongados. El uso de la optimización multiobje-
tivo puede contribuir en el análisis de ı́ndices en conflicto y por
tanto en el diseño del controlador teniendo en cuenta tanto el se-
guimiento como el rechazo de perturbaciones. El desafı́o radica
en el costo computacional si se realiza sintonización en lı́nea
o en la definición de modelos que representen adecuadamente
grupos de procesos si se opta por el ajuste fuera de lı́nea.
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Finalmente, el crecimiento de la magnitud y tasa de cambio
de la ley de control o la presencia de oscilaciones en la mis-
ma es una desventaja que introduce el aumentar el ancho de
banda del observador para mejorar la velocidad de estimación.
Comúnmente se reporta como solución viable la inclusión de
limitadores en el lazo. En (Herbst, 2016) se presenta una for-
mulación discreta LADRC que tiene en cuenta las limitaciones
sobre la tasa de cambio de la acción de control siguiendo el en-
foque del uso de limitadores. En esta área, puede investigar la
pertinencia de emplear otras estrategias para el manejo de res-
tricciones no solo de la variable manipulada, sino también de la
variable controlada; especialmente en sistemas no lineales cuyo
punto de operación lleve al lazo a generar señales de amplitud
cercana a su restricción.
Sobre nuevos algoritmos de control basados en LADRC: El
reporte de aplicaciones exitosas en la literatura ha impulsado
el desarrollo de nuevos esquemas LADRC para su uso en la
industria. Tal es el caso del LADRC basado en error que se pro-
pone en (Madonski et al., 2019), el cual logra expresar todas
las estructuras del lazo en una única función de transferencia
que relaciona la señal de control con el error de seguimiento.
Otras contribuciones como (Wu et al., 2018) y (Cheng et al.,
2019) han tomado el LADRC como base para la propuesta de
nuevos algoritmos de control que combinan esta formulación
con técnicas avanzadas como el control predictivo generalizado
(GPC, del inglés Generalized Predictive Control) reduciendo
ası́ la dependencia de este último del modelo matemático de la
planta.
En (Maxim et al., 2019) se señala que dentro de los retos del
control automático en la industria 4.0 se encuentra la propues-
ta de nuevos algoritmos de implementación sencilla, aplicables
a un rango amplio de procesos y cuyos parámetros puedan ser
ajustados automáticamente ante un cambio en las condiciones
de operación. El ADRC, al ser una tecnologı́a enfocada hacia
el control de procesos con dinámica no modelada e incertidum-
bres de diferente naturaleza, puede contribuir en la formulación
de soluciones para reducir la dependencia de modelos precisos
o para complementar el control de sistemas complejos mediante
su combinación con técnicas de control adaptativo y robusto.
6. Una guı́a para la implementación del algoritmo
LADRC
Esta sección reúne los conceptos e ideas presentadas en las
secciones anteriores en una guı́a para el diseño de lazos de con-
trol mediante LADRC.
En la Figura 2 se presenta un algoritmo de cinco pasos. En
algunos de ellos se hace referencia a la sección del tutorial en
la que se abordó la teorı́a correspondiente. También se inclu-
yen algunas sugerencias de cálculo para las ganancias LADRC.
Por ejemplo, si se tiene acceso a la respuesta al escalón en la-
zo abierto de un sistema estable con dinámica dominante de
primer orden, el valor aproximado de la ganancia crı́tica b0 se
puede calcular como la razón entre la ganancia estática K y la
constante de tiempo τ. Por otro lado, si se asume una dinámica
dominante de segundo orden, el valor nominal b0 se aproxima
como la razón entre la ganancia estática y el cuadrado de la
constante de tiempo T (Herbst, 2013).
El tiempo de establecimiento de lazo cerrado deseado, ts, se
puede emplear para calcular el ancho de banda del controlador
y posteriormente escalar el resultado para obtener el ancho de
banda del observador. En cada caso, las sugerencias de cálculo
representan valores iniciales para las ganancias y puede ser ne-
cesario su ajuste de acuerdo con los requisitos de desempeño,
como se indica en el paso final.
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LADRC convencional (sección 2.2)
Formulaciones LADRC asistidas por modelo (Tabla A.3)
Parametrización del ancho 
de banda (sección 4)
Si 𝑛 = 1, 𝜔𝑐 = 5/𝑡𝑠







Figura 2: Algoritmo para la implementación del LADRC.
En la siguiente sección se utilizará el algoritmo de la Figu-
ra 2 para diseñar controladores LADRC para dos sistemas con
dinámica no lineal.
7. Ejemplos de aplicación
En esta sección se presentan dos ejemplos con los que se
pretende ilustrar el diseño del lazo LADRC. El primer ejem-
plo corresponde al control de temperatura de un módulo termo-
eléctrico y el segundo al control de la concentración de un pro-
ducto y la temperatura al interior de un reactor. Ambos ejem-
plos se desarrollaron en MATLAB-Simulink y dichas imple-
mentaciones se encuentran disponibles en MATLAB Central
(Martı́nez, 2020) para que el lector pueda reproducir los resul-
tados de este apartado o para facilitar la aplicación de la guı́a de
diseño del ADRC a otros problemas de control.
7.1. Ejemplo 1. Control de temperatura en un módulo termo-
eléctrico
Se considera como ejemplo inicial el control de la tempera-
tura de un módulo termoeléctrico que funciona según el princi-
pio de Peltier y cuya dinámica es no lineal alrededor de su zo-
nas de operación de enfriamiento (≈ 4 ◦C) y de congelamiento
(≈ −8 ◦C) (Reynoso et al., 2017).
Se asume que el comportamiento real del módulo responde
a las ecuaciones de balance térmico presentadas en (Huilcapi
et al., 2017) y que se listan a continuación.
Martínez, B. V. et al. / Revista Iberoamericana de Automática e Informática Industrial 18 (2021) 201-217 209
El balance térmico en la cara frı́a del módulo esta dado por:
Qc f = 9,2Ṫc
Qc f = Qac f − Qpc f − Q j + Qcond
Qac f = 11,75 − 0,5Tc
Qpc f = 0,041TcIp




[Vin − 0,041(Th − Tc)]
Qcond = 0,2(Th − Tc)
(30)
El balance térmico en la cara caliente es:
Qh f = 13Ṫh
Qh f = Qrh f + Qph f + Q j − Qcond
Qrh f = 9,59(Tr − Th)
Qph f = 0,041ThIp
(31)
y finalmente, el equilibrio en el radiador corresponde a:
Qr f = 722,55Ṫr
Qr f = Qacc − Qrh f
Qacc = 7,11(Ta − Tr)
(32)
Siguiendo los pasos del algoritmo de la Figura 2 se tiene:
1. Tipo de sistema: Se desea realizar control monovariable
alrededor de la zona de enfriamiento. La salida controla-
da es la temperatura en la cara frı́a Tc en ◦C y la entrada
manipulada es el porcentaje de voltaje aplicado al módu-
lo, Vin. Para una explicación más detallada sobre el total
de las variables que modelan el sistema termoeléctrico
ası́ como su identificación, se remite al lector a (Huilcapi
et al., 2017).
2. Caracterı́sticas de interés: El sistema es estable en lazo
abierto. Con un nivel de voltaje del 26 %, la temperatura
en la cara frı́a evoluciona desde una temperatura inicial
de 23,5 ◦C hasta la temperatura de operación de 4 ◦C en
aproximadamente 40 s. La Figura 3 muestra este compor-
tamiento. Se asume una dinámica dominante de primer
orden.
Debido a que el cambio de temperatura que experimen-
ta la celda de Peltier respecto al aumento de voltaje es
negativo, es decir, un aumento de tensión ocasiona una
disminución de temperatura, se deduce que la ganancia














Figura 3: Respuesta de lazo abierto del módulo termoeléctrico del ejemplo 1
cuando Vin = 26 %. Operación en la zona de enfriamiento.
3. Forma canónica: Se implementa LADRC convencional
que asume una planta modificada tipo integrador. El ob-
servador de estados correspondiente con z1(0) = 23,5 y





























k1(r̃ − z1) − z2
b0
(35)
4. Selección de las ganancias: Se emplea parametrización
del ancho de banda. El ancho de banda del controlador se
diseña para que la temperatura en la cara frı́a alcance el
valor de referencia en aproximadamente 10 s. De acuerdo
con (29):










El ancho de banda del LESO se elige como ωo = 2ωc
rad/s y según (23):









5. Evaluación del desempeño: El desempeño del controla-
dor ante diferentes cambios en la temperatura de referen-
cia, alrededor de la zona de enfriamiento, se muestra en
la Figura 4. Con el propósito de realizar una compara-
ción cualitativa, también se incluye el desempeño alcan-
zado con el controlador PI (39), el cual fue diseñado en
(Reynoso et al., 2017) mediante optimización multiobje-
tivo. Adicionalmente, se simuló un ruido en la medición
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Figura 4: Desempeño de un LADRC de primer orden en el control de tempera-
tura del módulo termoeléctrico del ejemplo 1 y comparación con un controlador
PI. Operación en la zona de enfriamiento.
Los resultados muestran que el LADRC puede controlar
el sistema no lineal con un tiempo de establecimiento que
cumple el requisito de diseño y no presenta sobrepaso en
comparación con el controlador PI. Con un ancho de ban-
da superior en el controlador del lazo LADRC, el sistema
mantiene la estabilidad y disminuye el tiempo de estable-
cimiento, pero produce cambios más significativos en el
porcentaje de voltaje ante el cambio en la consigna. Por
otro lado, un aumento en el ancho de banda del observa-
dor no aporta mejoras en la respuesta del sistema; por el
contrario, genera mayor oscilación en la acción de con-
trol debido al ruido.
Figura 5: Desempeño del LADRC de primer orden en el rechazo de una pertur-
bación en el voltaje de alimentación del módulo termoeléctrico del ejemplo 2 y
comparación con un controlador PI. Operación en la zona de congelamiento.
Finalmente, se considera el caso en el que el módulo ter-
moeléctrico opera en la zona de congelamiento. Con el
mismo conjunto de ganancias, el LADRC mantiene la
temperatura de la cara frı́a en el valor deseado de −5 ◦C,
como se aprecia en la Figura 5. En el instante t = 80 s se
simuló un fallo en la etapa de alimentación que disminu-
ye el voltaje del módulo en un 10 % durante un minuto.
Figura 6: Puntos de equilibrio del CSTR del ejemplo 2.
El LADRC rechaza el efecto de la perturbación sobre la
salida, con una desviación máxima de 1 ◦C y retorna al
sistema a su punto de operación deseado más rápidamen-
te que el control PI.
7.2. Ejemplo 2. Control de un reactor de tanque agitado con-
tinuo
Como segundo ejemplo se expone el diseño LADRC para
un reactor de tanque agitado continuo (CSTR, del inglés Con-
tinuous stirred-tank reactor). En este sistema, se produce una
reacción quı́mica de primer orden irreversible A → B en el
lı́quido del tanque y que genera calor, por lo que el reactor cuen-
ta con una chaqueta que lo recubre y por la que circula un lı́qui-
do refrigerante a temperatura T j que contribuye en la regulación
de la temperatura T del interior. Adicionalmente, también resul-
ta de interés el control de la concentración Ca del producto A
dentro del tanque.
El comportamiento de un CSTR se describe mediante un
conjunto de ecuaciones altamente no lineales que resultan del
balance de masa y energı́a del reactor (Luyben, 1990). La so-
lución de estas ecuaciones cuando los términos de acumula-
ción son cero permite calcular los puntos de equilibrio Pi =
[Cas Ts T js] que, dependiendo del diseño del reactor, pueden
ser múltiples. Esto es, el sistema puede operar a diferentes va-
lores de concentración y temperatura cuando los caudales y
demás parámetros se mantienen constantes (Marlin, 2000).
Se considera como caso de estudio el CSTR expuesto en
(Pérez-Polo and Albertos, 2007) y cuya dinámica responde a
las ecuaciones:
Ċa = 0,736F (8 −Ca) − 7,08 × 1010Cae−8375,2/T
Ṫ = 0,736F (297,472 − T ) +
1,7 × 1012Cae−8375,2/T − 20,886 (T − T j) (40)
Ṫ j = 11,779F j (294,7 − T j) + 200,643 (T − T j)
Si se establecen los caudales de entrada, F, y del refrige-
rante, F j, en, por ejemplo, F = 1,13 m3/h y F j = 1,41 m3/h,
el reactor presenta los tres puntos de equilibrio que se listan en
la Tabla 1. En cada una de estas temperaturas el calor generado
por la reacción es igual al calor removido con ayuda del refri-
gerante, como se señala en la Figura 6.
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Los puntos P1 y P3 son estables y el punto P2 es inestable.
En este ejemplo, se emplea el control por rechazo activo de per-
turbaciones para operar el reactor en los puntos P1 y P2.
Tabla 1: Puntos de equilibrio del CSTR del ejemplo 2.
Cas (kmol/m3) Ts (K) T js (K) Naturaleza
P1 7.503 300.378 299.944 estable
P2 4.316 330.693 327.941 inestable
P3 0.839 363.766 358.486 estable
A partir del algoritmo de la Figura 2:
1. Tipo de sistema: Se desean controlar la temperatura en
el interior, T y la concentración del producto A, Ca me-
diante la manipulación del caudal de alimentación F y el
caudal del refrigerante F j, por lo que el sistema es multi-
variable.
Bajo el enfoque DDC, el control de este sistema requiere
la implementación de dos lazos SISO LADRC. La con-
centración se controla mediante el caudal de entrada y la
temperatura del interior del reactor se controla a través
del caudal del refrigerante que circula por la chaqueta.
2. Caracterı́sticas de interés: En la gráfica superior de la Fi-
gura 7 se presenta la evolución de la concentración ante
una disminución en el flujo volumétrico de entrada del
10 % de su valor nominal, cuando el sistema opera en
el estado de equilibrio P1. Asimismo, la gráfica inferior
muestra el cambio en la temperatura del interior del reac-
tor cuando se produce una disminución en el caudal del
refrigerante del 10 % de su valor de equilibrio.
Figura 7: Respuesta del CSTR del ejemplo 2 ante cambios en las variables
manipuladas. Superior: variación de Ca cuando F disminuye de 1,130 a 1,017
m3/h. Inferior: variación en T cuando F j disminuye de 1,410 a 1,269 m3/h.
Se selecciona LADRC de primer orden para cada lazo tal
que el sistema (40) se reformula como:Ċa = f1 + b011FṪ = f2 + b022F j (41)
donde f1 y f2 representan la dinámica desconocida y las
perturbaciones de cada lazo respectivamente.
Los valores aproximados de las ganancias crı́ticas b011
en kmol/m6 y b022 en K/m3 se calculan a partir de las















En (42) τca corresponde a la constante de tiempo de la
evolución de la concentración. Igualmente, τr en (43) es
la constante de tiempo de la temperatura del reactor.
3. Forma canónica: El DDC asume la forma canónica con-
vencional en cada lazo por lo que el LESO debe estimar
cuatro estados: z11 y z12 que corresponden a la estimación
de la concentración y la perturbación total del lazo 1 y z21
y z22 que representan la temperatura y la perturbación to-
tal del lazo 2 respectivamente.
La estructura del observador es:
ż = Az + Bu + L(y −Cz)
A =

0 0 1 0
0 0 0 1
0 0 0 0










1 0 0 0




















ωc1(r̃1 − z11) − z12
b011







Cabe aclarar que (44) se puede implementar como dos
observadores de estados independientes; uno para ca-
da lazo. Asimismo, las filas de las matrices se pueden
intercambiar siempre que se respete la forma canónica
LADRC. Para este ejemplo se decidió realizar la imple-
mentación tal que los dos últimos estados de (44) sean
los valores estimados de las perturbaciones totales de ca-
da lazo. Finalmente, se incluyen las ganancias en función
de los anchos de banda (ωc1,ωo1 para el lazo 1 yωc2,ωo2
para el lazo 2) puesto que en el siguiente paso se definirán
sus valores.
4. Selección de las ganancias: El ancho de banda del con-
trolador de cada lazo se diseña para que ante un cambio
en la consigna, ambas salidas alcancen el estado estable
en aproximadamente 5 h. Esto es, ωc1 = ωc2 = 1 rad/s.
Los anchos de banda de cada observador se calculan es-
calando por 10 los valores de los anchos de banda de los
controladores según ωo1 = ωo2 = 10 rad/s.
5. Evaluación del desempeño: La Figura 8 muestra la evolu-
ción de la concentración del producto A y la temperatura
del reactor para diferentes valores de referencia a partir
del punto de equilibrio P1. Con el DDC, las salidas siguen
las referencias mediante la variación de los dos caudales
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y se reduce el acoplamiento entre los canales. Para la si-
mulación, se incluyó ruido en las salidas con varianza de
4×10−6 en la concentración y 2×10−4 en la temperatura.
Figura 8: Desempeño del DDC en el control del CSTR del ejemplo 2. Respuesta
ante el cambio en las referencias alrededor del punto de equilibrio P1.
Figura 9: Desempeño para el rechazo de perturbaciones del DDC en el control
del CSTR del ejemplo 2. Operación en el punto de equilibrio P2.
Se considera ahora la operación en el punto inestable P2.
En este estado se hace necesario el control por realimen-
tación para mantener la operación, puesto que cualquier
variación en las condiciones iniciales lleva al reactor a
evolucionar hacia alguno de los otros dos puntos de equi-
librio (Luyben, 1990).
En la Figura 9 se muestra la respuesta del sistema cuan-
do se emplea el controlador por desacoplo de perturba-
ciones diseñado para el punto P1. El DDC en este caso
es capaz de mantener el reactor en su estado deseado y
adicionalmente rechaza dos tipos de perturbaciones: una
disminución del 10 % en el caudal de alimentación desde
el instante t = 8 h al instante t = 16 h y un aumento en la
concentración del producto A que ingresa al reactor des-
de el instante t = 16 h al instante t = 24 h. La primera de
éstas se considera una perturbación de carga y la segunda
una incertidumbre paramétrica. En ambos casos los flu-
jos volumétricos evolucionan para regresar al reactor a su
estado estable en el tiempo requerido.
Finalmente, a modo de comparación, en la Figura 9 tam-
bién se incluye el desempeño alcanzado con un DDC en
el que se implementó LADRC de segundo orden (n = 2)
en cada lazo. Aumentar el orden del controlador reduce
la desviación máxima que se produce en las salidas con
una variación total en las señales de control ligeramente
mayor que en el DDC de primer orden.
Los parámetros se ajustaron siguiendo las sugerencias del
algoritmo de la Figura 2 y se mantuvo el valor desea-
do ts = 5 h. En consecuencia, b011 = 0,593 kmol/m6,
b022 = −13,701 K/m3, ωc1 = ωc2 = 1,6 rad/s, ωo1 = 16
rad/s y ωo1 = 8 rad/s. El desempeño de ambas implemen-
taciones se evaluó mediante la integral del valor absoluto
del error (IAE =
∫ ts
0 |e(t)| · dt) y los valores correspon-
dientes se presentan en la Tabla 2 para los dos casos an-
teriormente mencionados; caso 1: variación del caudal de
alimentación y caso 2: variación de la concentración del
producto A que ingresa al tanque.
Tabla 2: Integral del valor absoluto del error, IAE.
Caso 1 Caso 2
IAECa IAET IAECa IAET
n = 1 0.012 0.023 0.033 0.222
n = 2 0.006 0.004 0.015 0.418
8. Conclusiones
El control por rechazo activo de perturbaciones (ADRC) es
un algoritmo de control que estima y cancela en tiempo real las
diferencias desconocidas entre la planta controlada y su mode-
lo nominal asumido. Estas diferencias pueden incluir elementos
no modelados de la dinámica, componentes de incertidumbre
y otras perturbaciones. La estimación y cancelación activa se
logra a través del diseño de un observador de estados extendi-
do (ESO) y una ley de control por realimentación de estados.
Cuando el observador y la ley de control se diseñan por medio
de la evaluación de funciones no lineales, el algoritmo se de-
nomina NADRC. Por otro lado, si se emplea un observador de
tipo Luenberger junto a una ley de control lineal, al algoritmo
se le llama LADRC.
En la formulación convencional del ADRC, para controlar
un sistema, ya sea lineal o no lineal, no se requiere un mode-
lo preciso del proceso. Solo son necesarios el conocimiento del
orden en la dinámica dominante y la ganancia crı́tica; carac-
terı́sticas que pueden aproximarse a partir del análisis de las
señales de entrada y salida. Ası́, el algoritmo induce al sistema
a comportarse como un conjunto de integradores en cascada de
orden n sobre el que actúa la ley de control diseñada.
La propuesta de estructuras lineales para el observador y
la ley de control permitió el avance en la justificación teóri-
ca de esta estrategia. Diversos trabajos han aportado al estudio
del desempeño del LADRC en el dominio del tiempo y de la
frecuencia ofreciendo a su vez indicaciones para la selección
de las ganancias del lazo. Sin embargo, la parametrización del
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ancho de banda propuesta inicialmente sigue dominando como
estrategia de ajuste, a pesar de ser un proceso empı́rico.
A modo orientativo, en este tutorial se incluyó una revisión
de los trabajos significativos que han contribuido al desarrollo
y avance de la investigación sobre el ADRC y se enunciaron
algunas áreas promisorias para el desarrollo de futuras contri-
buciones.
Para ilustrar la aplicación de los conceptos abordados, se
adoptaron dos ejemplos para mostrar el diseño del lazo de con-
trol LADRC basándose en el rango de aplicaciones exitosas pu-
blicadas: el control de temperatura de una celda de Peltier y el
control de la concentración y temperatura en un reactor de tan-
que agitado continuo. Ambos ejemplos representan sistemas no
lineales. El primero de ellos monovariable y el segundo multi-
variable. La dinámica dominante y el valor aproximado de la
ganancia crı́tica se dedujeron a partir de la respuesta temporal.
El conjunto de ganancias se sintonizó mediante parametriza-
ción de ancho de banda, seleccionando los anchos de banda del
controlador y observador según los requisitos de desempeño en
lazo cerrado.
Mediante los ejemplos presentados, se verificó la metodo-
logı́a de diseño de controladores lineales por control por recha-
zo activo de perturbaciones. Además, se validó la funcionali-
dad del algoritmo en diferentes puntos de operación estables e
inestables de los sistemas y su respuesta ante perturbaciones de
carga e incertidumbre paramétrica comparando el desempeño
de forma cualitativa y cuantitativa.
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Apéndice A. Formulaciones LADRC
En la Tabla A.3 se incluyen algunas de las formulaciones
LADRC propuestas en la literatura. La forma canónica ADRC
hace referencia al comportamiento deseado de la planta modifi-
cada. En las propuestas en las que se asume un modelo nominal,
se considera que el proceso se representa mediante la ecuación
diferencial (A.1). La notación y(n) y u(n) indica derivada de or-
den n.
y(n) + · · · + a1ẏ + a0y = bnu(n) + · · · + b1u̇ + b0u (A.1)
También se presenta la formulación del observador de esta-
dos extendido asociada a cada implementación. Para todos los
casos, z = [z1, . . . , zn, zn+1]> representa el vector de estados es-
timados y L = [L1, . . . , Ln, Ln+1]> el vector de ganancias. La
Tabla A.4 incluye las caracterı́sticas sobresalientes de las for-
mulaciones.
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Tabla A.3: Formulaciones LADRC propuestas en la literatura.
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ż = Asz + Bsu + L(y −Csz)
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La planta modificada o nominal se asume como un conjunto de integradores en cascada o integrador de orden n.
El primer estado coincide con la salida controlada y su medición es accesible.
La acción de control que actúa sobre la planta real es u = 1b0
[
k1(r̃ − z1) −
∑n













La planta modificada se asume como un sistema de fase no mı́nima y orden n.
Los valores de βi (i = 1, ..., n) se calculan a partir de los coeficientes de la ecuación diferencial que representa el
proceso nominal.
El primer estado coincide con la salida controlada y su medición es accesible.
Mediante parametrización del ancho de banda, las ganancias del observador de estados contenidas en el vector
L se calculan al comparar los coeficientes de la ecuación caracterı́stica |sI − (Ae − LCe)| con los del polinomio
(s + ωo)n+1. Debido a que la matriz Ae contiene la información del modelo del proceso, los elementos de L son
dependientes de esta información.
La acción de control que actúa sobre el sistema real es u = u0 − zn+1.
La acción de control u0 es la salida de un controlador en prealimentación que a su vez se compone de un com-
pensador y un generador de señal. Esta propuesta busca que la respuesta del sistema alcance el estado estable
en un tiempo de establecimiento requerido y respetando una restricción en la respuesta inversa (undershoot). El








La planta modificada se asume como un sistema de orden n del que se conoce la ubicación nominal de los polos
y ceros.
La salida controlada corresponde a una combinación lineal de los estados.
Mediante parametrización del ancho de banda, las ganancias del observador de estados contenidas en el vector
L se calculan al comparar los coeficientes de la ecuación caracterı́stica |sI − (Ãe − LC̃e)| con los del polinomio
(s + ωo)n+1. Debido a que las matrices Ãe y C̃e contienen la información del modelo del proceso, los elementos
de L̃o son dependientes de esta información.




































La planta modificada o nominal se asume como un conjunto de integradores en cascada o integrador de orden n.
El primer estado coincide con la salida controlada y su medición es accesible.
Asume que la perturbación total es la suma de una componente conocida, fk, que modela la dinámica de los
polos del sistema, y una componente desconocida, fu, que incluye la dinámica no modelada de los ceros y las
fuerzas externas indeseadas.
Al conocer el modelo de fk, la información de ḟk se incluye en el observador de estados extendido mediante los
elementos de a = [−a0 · · · − an−1]. Por lo tanto, mediante parametrización por ancho de banda, las ganancias
contenidas en el vector L se obtienen al comparar los coeficientes de la ecuación caracterı́stica |sI − (As − LCs)|
con los del polinomio (s + ωo)n+1.
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