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Abstract 
 
This dissertation presents stabilized mixed finite element formulations for non-Newtonian models 
for complex fluids. One class of non-Newtonian fluids is shear-rate dependent fluids that include 
nonlinear viscosity functions of the second invariant of the rate-of-deformation tensor, thereby resulting 
in shear-thinning or shear-thickening effects. Another is viscoelastic fluid models that embody elastic 
stress term as well as viscous stress term, and therefore reveal memory effects via elasticity in the fluid 
motion. These two model classes can be combined into shear-rate dependent viscoelastic fluid models 
that are mathematically sophisticated and reflect complicated fluid motions.  
Since the complexity of the mathematical constructs in non-Newtonian fluid models deteriorates 
numerical stability of discretized formulations, advanced numerical methods with enhanced stability 
properties are required for efficient numerical implementations. In this dissertation, the Variational 
Multiscale (VMS) framework is employed to derive stabilized mixed formulations for advection-diffusion, 
shear-rate dependent, viscoelastic, and shear-rate dependent viscoelastic fluid models. The VMS 
framework leads to a two-level description of the primary variables, leading to coarse-scale and fine-scale 
problems. Consistent linearization of the fine-scale problem with respect to the fine-scale fields and the 
use of bubble functions to expand the fine-scale trial and test functions lead to analytical models for the 
fine-scale. These nonlinear fine-scale models are variationally embedded in the nonlinear coarse-scale 
stabilized formulations for the various non-Newtonian fluid models. Advanced computational algorithms 
that are based on quadratic convergence properties of consistent tangent tensors are derived for efficient 
nonlinear solution of the system of equations.  
The new methods are implemented for equal-order linear and quadratic finite elements in two and 
three-dimensional space (triangular, quadrilateral, tetrahedral and hexahedral elements). The methods are 
verified via benchmark problems and then extended to human artery models to highlight the significantly 
distinctive non-Newtonian fluid response in human blood-flow simulations.  
iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To MinSo, SeungHoo and SooJin 
 
 
 
  
iv 
 
Acknowledgements 
 
 First and foremost, I would like to express my sincere gratitude to my advisor, Dr. Arif Masud, 
for his direction, guidance and support throughout my Ph.D. study and research. His passion for 
computational mechanics is inspiring, and I will always remember his dynamic approach to research.  
 I would also like to thank the members of my dissertation committee, Dr. Michael Heath, Dr. C. 
Armando Duarte and Dr. Sascha Hilgenfeldt, for their insightful comments and continuous support. Dr. 
Heath taught me a variety of parallel algorithms in his class which have been essential to my work. Dr. 
Duarte shared stunning features of GFEM in his class, and his thoroughness in research is very impressive 
to me. Dr. Hilgenfeldt introduced me into the mysterious world of complex fluids in his class, and I 
always refer to those notes whenever I have a question about them. In addition, I would like to thank Dr. 
K. R. Rajagopal and Dr. Rashid Bashir for their valuable comments at my preliminary exam.  
 I am further thankful to Dr. Robert Dodds, Dr. James LaFave, Dr. Junho Song and Dr. Oscar 
Lopez-Pamies for their mentorship in my teaching of structural engineering and mechanics. I am grateful 
to Dr. Scott Ahlgren, Dr. Matthew Ando and Dr. Richard Laugesen for their mentorship in my teaching of 
mathematics. In collaboration with Dr. K. R. Rajagopal and Dr. Anand Mohan, we developed a stable 
blood-flow model and the corresponding stabilized method in Chapter 6. In collaboration with Dr. 
Princess Imoukhuede and Jared Colin Weddell, we have been applying the developed method in Chapter 
5 to research in bioengineering. I am very grateful for the opportunity to work with these distinguished 
researchers on these fascinating topics.  
 The numerical results presented in this dissertation have been obtained using resources provided 
by the Computational Science and Engineering Department at the University of Illinois (Taub), the 
Teragrid/XSEDE Program on the NICS Cray XT5 (Kraken), and the Parallel Computing Institute at the 
University of Illinois on the NSF-supported Blue Waters Computational Platform. I wish to express my 
gratitude to the programs behind these resources.  
v 
 
 I am very grateful as well to the members of our research group for their support and friendship, 
which enriched my academic experience at the University of Illinois: Dr. Raguraman Kannan, Dr. Ramon 
Calderer Elias, Dr. Timothy Truster, Harishanker Gajendran, Pinlei Chen and Lixing Zhu.  
 Last but not least, I would like to thank my parents, parents-in-law, daughter MinSo, son 
SeungHoo, and lovely wife SooJin for their steadfast support.  
 
  
vi 
 
Table of contents 
 
 
 
 
Chapter 1 - Introduction …….………………………………………………..…………………………… 1 
 
Chapter 2 - A stabilized mixed finite element method for the first-order form of advection-diffusion 
equation ....…………………………………………………………………...…………………... 6 
 
Chapter 3 - A stabilized mixed finite element method for the incompressible shear-rate dependent non-
Newtonian fluids: variational multiscale framework and consistent linearization .………...….. 37 
 
Chapter 4 - A three-field variational multiscale formulation for incompressible viscoelastic fluids ..….. 89 
 
Chapter 5 - A stabilized mixed finite element method for shear-rate dependent non-Newtonian fluids: 3D 
benchmark problems and application to blood flow in bifurcating arteries …........................... 123 
 
Chapter 6 - A variational multi-scale formulation for a shear-rate dependent viscoelastic fluid model: a 
thermodynamically consistent fluid model for blood flow simulations …….………………… 169 
 
Chapter 7 - Concluding remarks and future directions …………………………………..…………….. 200 
 
References ……………………………………………………………………………………………… 205 
 
Appendix A - First order form of the advection-diffusion equation …..……..………………………… 216 
 
Appendix B - Determination of the upper bound on the initial slope for τ versus Pe curve …...…....… 217 
 
Appendix C - The consistent tangent tensor for the three-field formulation for incompressible viscoelastic 
fluids …...……………………………………………………………………………………… 220 
 
Appendix D - Consistent tangent and inertia tensors and implementation for the shear-rate dependent 
viscoelastic fluids ……………………………………………………………………….…..… 222 
 
Appendix E - Body force expression that is employed to carry out the numerical convergence rate tests 
…………………………………………………………………………………….…..….......... 225 
 
 
 
  
1 
 
Chapter 1 
Introduction 
 
1.1    Motivation  
Non-Newtonian fluid characteristics have been considered to be among the most important 
phenomena that should be comprehended for engineering or research projects in the polymer and 
petroleum industries. In addition, biological fluids such as blood and plasma also show significant 
viscoelastic and shear-rate dependent responses [32, 33, 60, 87, 110], since the blood is a multi-
component mixture composed of red blood cells (erythrocytes), white blood cells (leukocytes), platelets 
(thrombocytes) and the plasma. If the blood is constantly sheared so that the hydrodynamic forces are 
large compared to the linking forces, it breaks the links and the blood behaves like a highly shear-thinning 
liquid [22]. In general, the blood flow shows shear-rate dependent behavior when its shear-rate does not 
exceed 200-400 sec-1. Several kinds of constitutive models have been proposed for shear-rate dependent 
fluids [27, 35, 85, 112, 114]. Besides the shear-rate dependent response, elastic deformations of the red 
blood cells contribute to the viscoelastic behavior of blood flows [45]. Invariably, homogenization 
techniques are applied to the microstructures of these fluids, resulting in continuum models with either a 
differential or an integral form of additional constitutive equations that encompass one or more 
conformation tensors. Mathematical modeling of incompressible viscoelastic fluids therefore involves 
conservation equations for mass and momentum, coupled with constitutive equations for the viscoelastic 
stress. A variety of viscoelastic constitutive models have been developed in [45, 87]. A series of 
important theoretical models for non-Newtonian fluids have also been proposed by Rajagopal and 
coworkers [1, 2, 87, 89, 116]. 
For numerical modeling of the momentum-balance equation with the mass-conservation equation, 
stabilization methods have become the methods of choice [66]. These methods date back to the work of 
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Hughes and coworkers [20, 53] on the development of the Streamline Upwind/Petrov-Galerkin (SUPG) 
method. The SUPG method turned out to be a significant first step towards the development of the 
Galerkin/Least-Square (GLS) method [54]. In the chronological history of stabilized methods another 
significant step was the notion of the Variational Multiscale (VMS) framework, presented by Hughes [50, 
52], that turned out to be the basis for the development of the new generation of stabilized and multiscale 
finite element methods. This concept was employed by Masud and co-workers to develop 
stabilized/multiscale formulations for the convective-diffusive heat transfer [3], advection-diffusion 
equation [73, 75], incompressible Navier-Stokes equations [65, 69, 74], Darcy flow equations [72] and 
Fokker-Planck equation [68]. Stabilized methods have also been developed in the form of the residual-
free bubble methods of Brezzi and coworkers [6, 11, 16, 17, 19] and the unusual stabilized methods of 
Franca and coworkers [40, 41]. Tezduyar et al. [104, 105] and Masud and Hughes [71] extended 
stabilized methods to space-time finite element techniques. A good account on the various developments 
in stabilized methods is presented in a review article by Franca et al. [43].  
As the first part of this dissertation, the advection-diffusion equation is studied as an extension of 
earlier efforts in developing stabilized formulations for the advection-diffusion equation in [73], and for 
the convective-diffusive heat transfer in [3]. In this dissertation, the first-order form generated by 
introducing the flux of the scalar field as an additional unknown is considered the governing equation. It 
is common to simulate engineering projects where a higher accuracy of the flux is important, namely, 
porous media flows where the scalar field represents pressure, and flux represents the velocity field [88]. 
The proposed formulation is also applicable to convective-diffusive heat transfer including temperature 
and temperature-flux. A stabilized mixed formulation of the first-order form of the advection-diffusion 
equation is developed employing the Variational Multiscale (VMS) framework. It turns out that the 
characteristic-length scale of the mesh does not explicitly appear in the structure of the stability parameter 
that is derived via the solution of the fine-scale problem. This aspect is contrasted with most stabilization 
methods in which mesh-dependent parameters are made to appear by utilizing a multiscale decomposition 
of the solution [50, 52]. 
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For shear-rate dependent non-Newtonian fluid responses, earlier studies on the incompressible 
Navier-Stokes equations [69, 74] are extended to the generalized Navier-Stokes equations that are then 
integrated with the shear-rate dependent nonlinear constitutive models. Employing variational multiscale 
decomposition, we establish the coarse and fine-scale problems wherein the advective as well as the 
diffusive terms are nonlinear. We employ the notion of the consistent linearization of the nonlinear fine-
scale problem with respect to the fine-scale velocity field to extract analytical expressions for fine scales 
and the stabilization tensor τ. A variationally consistent projection of the fine scales into the coarse-scale 
space constitutes the new stabilized method. We also present the consistent tangent tensor emanating 
from the nonlinear stabilized formulation by linearizing with respect to the coarse-scale fields. The 
consistent tangent tensor yields great numerical efficiency in terms of faster convergence, when used in 
conjunction with the Newton-Raphson scheme. A simplified formulation is developed by adopting the 
assumption of element-wise constant viscosities, and it shows an optimal convergence-rate for linear 
elements. For higher-order elements, an extended formulation with varying viscosity in the elements is 
also developed, and is verified by its excellent numerical performance in benchmark problems.  
The stabilized formulations for shear-rate dependent fluids are extended for non-Newtonian 
viscoelastic fluid models.   Since computational cost in the modeling of viscoelastic fluids increases with 
the introduction of additional unknown fields, one design consideration in the development of the present 
method has been to keep the number of unknown fields to a minimum. This translates into minimum 
nodal degrees of freedom at the element level, thereby substantially increasing the computational 
efficiency. Specifically, we have endeavored to develop a three-field formulation and not introduce the 
rate-of-deformation as an additional field. The weak forms of the momentum, continuity and constitutive 
equations are cast in the VMS framework that leads to a two-level description of the problem. A 
consistent linearization of the fine-scale problem is performed with respect to the fine-scale field. Using 
bubble functions to expand the fine-scale trial and test functions and solving for the fine-scale coefficients 
lead to an expression for the fine-scale field together with a definition for the stabilization tensor. The 
ensuing nonlinear stabilized form for the mixed velocity-pressure-stress formulation is presented and the 
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consistent tangent is derived. A significant attribute of the proposed stabilized method is that it is 
computationally economical as compared to the competing methods that invariably employ four-field 
formulations, wherein the rate-of-deformation tensor is the fourth field, such as the Elastic Viscous Stress 
Splitting (EVSS) method [91], Discrete Elastic Viscous Stress Splitting (DEVSS) method [47], Explicitly 
Elliptic Momentum Equation (EEME) method [92], sub-element method [64],  Discontinuous Galerkin 
(DG) method [39], and four-field Galerkin Least-Square (GLS)  method [34].  
 
1.2    Dissertation outline 
 This dissertation presents the derivations of the new stabilized finite element formulations for the 
non-Newtonian fluid models and advection-diffusion equations, and provides verification and validation 
of the developed formulations via 2D and 3D benchmark problems. Each chapter is organized as follows:  
 In Chapter 2, a stabilized mixed finite element formulation for the first-order form of the 
advection-diffusion equation is developed by the VMS framework. A key feature of the 
developed formulation is that the characteristic length scale of the mesh does not explicitly 
appear in the definition of the stability parameter that emerges via the solution of the fine-scale 
problem. The new formulation yields a family of equal- and unequal-order elements that show 
stable responses on structured and highly distored meshes for a variety of benchmark problems. 
 Chapter 3 presents a stabilized mixed finite element method for shear-rate dependent 
incompressible fluids derived via the VMS framework. The viscosity of the fluid is considered a 
function of the second invariant of the rate-of-deformation tensor, and is approximated as an 
element-wise constant field in the formulation, leading to a simplified nonlinear formulation. 
Numerical convergence is presented of the proposed method on regular and irregular meshes 
composed of linear triangles and bilinear quadrilaterals. Shear-thinning and shear-thickening 
effects are investigated via the backward-facing step problem, and the effects of the geometric 
parameters on the flow characteristics are highlighted. Time dependent features are investigated 
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via the transient vortex-shedding problem and the accuracy and stability properties of the new 
method are shown. 
 Chapter 4 presents a new stabilized finite element method for incompressible viscoelastic fluids. 
The VMS framework is employed to develop a stabilized formulation for the coupled momentum, 
continuity and stress equations. Based on the new stabilized method, a family is developed of 
linear, higher-order triangular and quadrilateral elements with equal-order velocity–pressure–
stress fields. Stability and convergence properties of the various elements are studied, and optimal 
rates are attained for the norms considered. The method is applied to some benchmark problems, 
and the accuracy and computational economy of the formulation are investigated for various flow 
conditions. 
 In Chapter 5, an extended stabilized formulation is presented for the shear-rate dependent fluids 
from Chapter 3. For the optimal performance of the higher-order elements, viscosity is considered 
as a varying field in each element. 3D linear and quadratic elements are implemented and tested 
in a convergence-rate study, steady-state viscometer simulations, and transient vortex-shedding 
simulations. The numerical results show good agreement with theoretical and experimental data. 
A patient-specific carotid artery is simulated and shows a definitely shear-rate dependent fluid 
response in the blood flow simulation.  
 In Chapter 6, a stabilized finite element formulation for a sophisticated shear-rate dependent 
viscoelastic fluid model is derived via the VMS framework. Human artery geometry with an 
aneurysm is simulated and a distinctively shear-rate dependent viscoelastic fluid response is 
observed in the blood flow simulation.  
 Chapter 7 finishes with conclusions highlighting the main contributions of this dissertation to the 
field of non-Newtonian fluid mechanics, and anticipated future research directions. 
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Chapter 2 
A stabilized mixed finite element method for the first-order form of 
advection-diffusion equation
1
 
 
 
2.1   Motivation 
Advection diffusion phenomena appear in many problems in physical sciences and engineering, 
and therefore an accurate modeling of this phenomenon has been a focus of research in the field of fluid 
mechanics. Advection dominated diffusion processes are typically modeled via a scalar valued advection 
diffusion equation that also serves as a vehicle to study the more advanced flow models, namely, the 
Navier-Stokes equations. For the advection dominated case this equation becomes hyperbolic and 
develops sharp features in the solution. Classical numerical methods for the advection dominated cases 
result in non-convergent solutions. Specifically, methods that are based on the standard Galerkin finite 
element approach lack stability that manifests itself in terms of nonphysical oscillations. Various 
approaches based on stabilized methods [40, 42, 44, 51, 73, 106] space-time finite element methods [54, 
81] and discontinuous Galerkin methods [7] have been proposed in the literature. For a review of various 
successful approaches for advection-diffusion equation, see Franca, Hauke and Masud [43], and 
references therein. 
The present paper is an extension of our earlier efforts in developing stabilized/multiscale 
formulations for the advection-diffusion equation (Masud and Khurram [73]), and for convective-
diffusive heat transfer (Ayub and Masud [3]). In the present paper we write the system in its first-order 
form via introduction of the flux of the scalar field as an additional unknown. This formulation is 
typically suited for many problems from engineering science where higher accuracy of the flux is 
                                                            
1 This Chapter has been adapted from “A. Masud and J. Kwack, A stabilized mixed finite element method for the 
first-order form of advection–diffusion equation. International Journal for Numerical Methods in Fluids, vol. 57, 
1321-1348,  2008.” The copyright owner has provided written permission to reprint the work. 
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important, namely, porous media flows where the scalar field represents pressure, and flux represents the 
velocity field. Interested reader is referred to a recent paper by Rajagopal [88] that presents a hierarchy of 
pressure-velocity models for flows of incompressible fluids through porous media. The proposed mixed 
form is also applicable to convective-diffusive heat transfer where the unknown scalar field and its flux 
represent temperature and temperature-flux, respectively. A first-order form of the convection-diffusion 
equation has been pursued in [38]. However developing finite element approximations of these spaces, 
which satisfy the celebrated Babuska-Brezzi, or inf-sup, stability condition (Babuska [5], Brezzi [10]) is a 
challenging task. A literature review reveals that several elegant solutions to this problem have been 
proposed (see Raviart and Thomas [93], Brezzi, Douglas and Marini [12, 13], Nedelec [79, 80], Thomas 
[108], and Brezzi, Douglas, Fortin and Marini [14].). These discrete spaces have been used successfully in 
numerous applications. Good accuracy has been attained for both velocity and pressure, and mass 
conservation is achieved locally (i.e., element-wise) as well as globally. However, this approach also has 
its drawback: complexity. Different interpolations are required for pressure and velocity and 
implementation is particularly complicated in three dimensions. To overcome the compatibility condition, 
typical of mixed methods, Hughes and colleagues introduced Streamline-Upwind-Petrov-Galerkin (SUPG) 
technique [20, 51] that turned out to be the forerunner of the more general stabilized finite element 
method called the Galerkin/Least-squares (GLS) method. In a relatively recent effort, Masud and Hughes 
[72] presented a new mixed stabilized method for Darcy equation that was extended to discontinuous 
Galerkin method in Hughes et al. [55] and Brezzi et al. [18], and to Darcy-Stokes equation in Masud [67]. 
One of the objectives of this paper is to demonstrate that using the first order form of the 
advection-diffusion equation that leads to mixed methods, one can develop simple and robust stabilization 
techniques. We employ Hughes’ Variational Multiscale method [50] with the underlying philosophy of 
strengthening the classical variational formulation so that discrete approximations, which would 
otherwise be unstable, become stable and convergent. An interesting aspect of the new variational 
formulation is that an explicit appearance of the characteristic length scale of the mesh does not take place 
in the structure of the stability parameter that has been derived via the solution of the fine-scale problem. 
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This may be contrasted with most stabilized methods in which mesh-dependent parameters appear which 
may be thought of as arising from elimination of unresolved scales in a multiscale decomposition of the 
solution (see Hughes [50, 52] for elaboration.). 
An outline of the paper is as follows. Section 2.2 presents the boundary value problem for 
advection-diffusion equation which is written in its first-order form. Section 2.3 presents the standard 
weak form of the problem. Section 2.4 presents the new stabilized form which is derived based on 
multiscale decomposition of the velocity field. Numerical results are shown in Section 2.5 and 
conclusions are drawn in Section 2.6.  
 
2.2   The First-Order Form of the Advection Diffusion Equation 
Let sd
n  be an open bounded region with piecewise smooth boundary  . The number of 
space dimensions, sdn  is equal to 2 or 3. The advection-diffusion equation can be written in the first order 
form as: 
  
1 1
      on 
 
  p pv = α         (2.1) 
div                      on v           (2.2) 
where p  is the scalar unknown field which in the present context is considered as the pressure field, v  is 
the flux-field which is considered as the velocity field, α is the given advective flow field, assumed 
solenoidal, i.e., 0 α .    is the diffusion parameter and   is the source term. We split the total flux 
into advective and diffusive parts 
a d v v v , where a pv α  is the advective velocity, and 
d p  v  is the diffusive velocity.  
We define the normal component of the given advective flow as nα  n α , where n  is the unit outward 
normal to  . Let  ,    and  ,g h   be the partitions of  , where   0n   x x is the 
inflow boundary, and 
     is the outflow boundary. Consequently, part of the boundary where 
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Dirichlet boundary conditions are specified is further split into inflow and outflow Dirichlet boundaries, 
defined as: 
g g
     . Likewise, part of the boundary where Neumann boundary conditions are 
specified is also further split into inflow and outflow Neumann boundaries, defined as:  
h h
     . 
With the definitions of the inflow and outflow boundaries given above, the given normal advective flow 
field on the inflow boundary 
 is expressed as   / 2n n n     ; and given normal advective flow 
field on the outflow boundary 
 is expressed as   / 2n n n     . 
To the governing equations (2.1) and (2.2) we add the following boundary conditions: 
   =   on 
vg
   v n   (velocity boundary condition on inflow)           (2.3a) 
  =   on 
v
d
g
  v n    (velocity boundary condition on outflow)          (2.3b) 
   =      on 
pg
p g                  (pressure boundary condition)                                          (2.4) 
where (2.3a) and (2.3b) represent the total normal velocity and the diffusive normal velocity conditions 
on the inflow and the outflow Dirichlet boundaries, respectively. Accordingly,   is the prescribed 
normal total velocity on the inflow, and   is the prescribed normal diffusive velocity on the outflow 
Dirichlet boundaries, while g  is the prescribed pressure boundary condition on 
pg
 . 
 
2.3   Weak Form of the Problem 
The appropriate spaces of functions for the velocity and the pressure fields are  div, H  and
 2L  , respectively.  div, H  is the space of Lebesgue square-integrable vector fields whose 
divergence is also Lebesgue square-integrable.  2L   is the space of Lebesgue square-integrable 
functions defined on the domain Ω. For a detailed exposition on the functional spaces, see Brezzi and 
Fortin [15]. Let     
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         1/ 22 2(div, ) | ,div , trace v
nsd
gL L H
           H v v v v n   (2.5) 
 | (div, ), on , on
v v
d
g g 
           v v H v n v n          (2.6a) 
 | (div, ), 0 on
vg
     w w H w n                         (2.6b) 
  2| ,  if , 0 if p pg gp p L p g p d                   (2.6c) 
The formal statement is: Find  , p v such that for all   , qw   
   
 
1 1 1
, div , , div , 
1
, , 
gv
gv
n
n
, p p q
q
  
 






    
         
     
 
   
 
w v w α w v w n v n
w n
        (2.7) 
where     , d

      is the  2L   - inner product. 
We write the standard weak form in an abstract form: Find { , }p  V v , such that, for all 
{ , }q  W w , 
   ,        B L W V W          (2.8) 
     
1 1 1
,    , div , , div ,     
gv
n
B , p p q
   
    
          
     
 W V w v w α w v w n v n  (2.9) 
   
1
              , 
gv
n
L q, 
 


 
   
 
W w n                  (2.10) 
 
Remark 2.1: Equation (2.7) presents the mixed weak form of the problem. It is well documented that 
within the framework of standard Galerkin method only certain combinations of velocity and pressure 
interpolations are stable. In the following sections we will develop a modified formulation that is 
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inherently more stable and therefore accommodates arbitrary velocity-pressure interpolations that are 
convenient from a practical implementation view point. 
 
2.4   The Variational Multiscale Method 
We consider discretization of the domain into non overlapping subregions/elements. The sum of 
the interiors of these subregions/elements is indicated as  , and sum over element boundaries is 
indicated as  . 
 
1
int     (elem. interiors)

  
umeln
e
e
              (2.11a) 
 
1
    (elem. boundaries) 

  
umeln
e
e
             (2.11b) 
We assume an overlapping additive decomposition of the velocity field into coarse- or resolvable-scales, 
and fine or subgrid-scales. Likewise, we assume a similar sum decomposition of the weighting function 
into coarse- and fine-scales, and consider the case where       0v x w x  on  .  
     
coarse scale fine scale
 v x v x v x       (2.12) 
     
coarse scale fine scale
 w x w x w x       (2.13) 
 
Remark 2.2:  The assumption that fine scales vanish at the inter element boundaries helps in keeping the 
presentation of ideas simple. However it is not a limitation of the present method. Relaxing this 
restriction would require Lagrange multipliers to enforce the inter element continuity of the fine-scale 
fields [37].   
 
We substitute (2.12) and (2.13) in (2.7) and this leads to a modified variational form. 
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       
       
1 1
 div , , div 
1 1
, , , 
g gv v
n n
, , p p q
q
 
 
  

 
   
            
   
   
            
   
w w v + v w w α w w v + v
w w n v + v n w w n
 (2.14) 
Using the linearity of the weighting function slot we can split (2.14) into a coarse-scale problem (2.15), 
and a fine-scale problem (2.16). Employing the condition that       0v x w x  on   we get 
Coarse-Scale Problem 
      
 
1 1
 div  , , div 
1 1
, , , 
g gv v
n n
, , p p q
q
 
 
  

 
   
      
   
   
        
   
w v + v w α w v + v
w n v n w n
  (2.15) 
Fine-Scale Problem 
   
1 1
 div  , 0w v + v w α w, , p p
 
   
        
   
      (2.16) 
 
2.4.1   Solution of the fine-scale problem 
We first consider the fine-scale problem given by equation (2.16) which because of the 
assumption on the fine-scale field, is defined over  . Our objective is to solve (2.16) and extract the 
fine-scale flux field v that can then be substituted in (2.15) thereby eliminating the explicit appearance of 
v  in the coarse-scale problem (2.15) while modeling the effects of the fine-scales. 
We keep the fine-scale velocity term on the left-hand-side of (2.16) and take all the remaining 
terms onto the right hand side. 
 
1 1 1
  div  , , , , p p
       
     
            
     
w v w v w α w     (2.17) 
where    
1
 
e
numel
e
, d
 

       is the  2L   inner product. 
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Applying integration-by-parts to the third term on the right hand side of (2.17), employing condition that 
   0v w  on  and then combining the terms we see that the fine-scale problem is driven by the 
residual of the flux form of the Euler-Lagrange equation (2.1). It can be written in a concise form as 
   , ,
  
   w v w r          (2.18) 
where r is the residual defined as p p   r v α . At this point one can employ either the Greens 
function approach [50, 52] or the bubble function approach [11, 44] to solve (2.18). Equivalence between 
the two approaches has been established in [16].  Following our earlier efforts in [70, 73, 74] we adopt the 
bubble function approach and expand fine-scale fields as follows. 
 

 e
eb  v ξ β        (2.19a) 
 

 e
eb  w ξ γ        (2.19b) 
where  eb  represents the bubble function, β represents the coefficients for the fine-scale velocity 
field, and γ represents the coefficients for the fine-scale weighting function. Substituting (2.19a) and 
(2.19b) in (2.18), taking the constant coefficients out of the integral expression, and assuming that the 
projection of the coarse-scale residual over the element interiors is constant, we get 
   
2
 
    
   e e
e eb d b d γ β γ r      (2.20) 
Solving (2.20) for the fine-scale coefficients β , the fine-scale field v  can be reconstructed via recourse 
to equation (2.19a) as 
     ( )p p         v x r v α     (2.21) 
where the stability parameter   is defined as  
  
1
2
e e
e e eb b d b d

 
         (2.22) 
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2.4.2   Solution of the coarse-scale problem 
With the expression for the fine-scales obtained in (2.21) we reconsider the coarse-scale problem 
given by (2.15). Applying integration-by-parts to the fine-scale component from the fourth term on the 
left-hand-side of (2.15), and then by combining the fine-scale terms we get 
   
 
1 1 1
 div , , div , 
1 1
, , , 
g gv v
n n
, , p p q q
q
  
 
  

 
     
         
     
   
        
   
w v w α w v w v
w n v n w n
  (2.23) 
Substituting v  from (2.21), and then substituting the residual    p pr v α  we get the coarse-scale 
formulation. 
   
   
1 1 1
 div , , div , 
1 1
, , , 
gv
gv
n
n
, , p p q
q p p q
  
   
 




 
    
         
     
  
         
   
w v w α w v w n v n
w v α w n
  (2.24) 
It is important to note that equation (2.24) is written completely in terms of the coarse-scale fields, while 
the fine-scale flux is now being modeled via the sixth integral on the left-had-side of (2.24).  
 
2.4.3   The Stabilized Mixed Form  
We define the admissible space of functions for the pressure field 
     1 2 2( ) | , ,  if , 0 if p p
nsd
g gH p p L p L p g p d

                   (2.25) 
The stabilized/multiscale mixed form is: Find  V , such that, for all  W , 
   stab stab,    =    B L W V W      (2.26) 
where the bilinear form  stab ,B W V  and the linear form  stabL W  are presented as follows. 
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     stab
1
,   =  ,  , B B q p p


  
      
  
  W V W V w + v α +   (2.27) 
      stab   =    W WL L       (2.28) 
and  ,B W V  and  L W  are given by (2.9) and (2.10), respectively. 
 
Remark 2.3:  The new stabilized form given in (2.26)-(2.28) is different from the SUPG and GLS 
stabilized forms as well as the form obtained based on adjoint-stabilization concepts. 
 
Remark 2.4:  An interesting aspect of the new variational formulation is that the definition of the 
stabilization parameter derived in (2.22) is free of the explicit appearance of the characteristic length 
scale of the mesh. This may be contrasted with most stabilized methods in which mesh-dependent 
parameters appear that may be thought of as arising from elimination of unresolved scales in a 
multiscale decomposition of the solution (see [50, 52] for elaboration.). 
 
Remark 2.5:  If we set 0   in (2.27), we recover the stabilized mixed continuous form for the Darcy 
flow equations presented in Masud and Hughes [72].  
 
2.4.4   Design of bubble functions for the first order from of Advection-Diffusion equation 
This section presents derivation of bubble functions for the first order form of the advection 
diffusion equation. The stabilization parameter  for the second order form of the advection-diffusion 
equation presented in Hughes et al. [54], Franca et al. [43], and Harari et al. [48] is order ( / )O h   in the 
advection dominated case, i.e., for high Peclet number flows. However, for the diffusion dominated case 
where Peclet number 1Pe  , stabilization parameter   is order 
2( / )O h  . Our objective is to design 
bubble functions which yield stabilization parameter   that asymptotes to a value of 0 5.  for 0  , 
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which in the present context is the Darcy limit proposed in Masud and Hughes [72]. For the advection 
dominated case we want that stabilization parameter asymptotes to 1 , which is the value attained in 
(2.22). In the following we design bubble functions which when substituted in (2.22) yield the desired 
behavior of   that is shown in Figure 2.1, and is given by the following equation. 
  1
2
a
Pe
Pe a
   

         (2.29) 
where a is the slope of the curve at 0Pe  . 
 
 
Figure 2.1 Stabilization parameter as a function of Pe 
 
The design conditions for the bubble function ( )
eb   for 1-D problem are:   
 For / 0h   , 
1
2
  ;  Darcy limit ( 0Pe 0  )    (2.30) 
 For / 1h  , 1 ;  Advection dominated limit ( 1Pe )   (2.31) 
Let us assume the function to be of the form: 
  21 , 0
n
eb n        (2.32)  
and employ the following two design conditions: 
 1 0eb     ;  and     max 1 1 1eb , ,      (normalization)  (2.33) 
With the objective of economizing the cost of computation, we employ an average value of the function
  over the element. Consequently, equation (2.22) becomes  
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 
    
1 221 1
meas
e e e
e
e e
avg e
d b d b d
d
 

  

    
 
  

  (2.34) 
Using the assumed function (2.32) we first evaluate the following two terms to be used in (2.34). 
  
 
 
1
2
1 1
2
1 1
1
1
3
2
e
n
e e
n
b d j b d j d j
n

  
  
 
    
 
      (2.35) 
      
 
 
1
2
1 12 2 2
2
1 1
2 1
 1
32
2
e
n
e e
n
b d j b d j d j
n

  
  
 
    
 
      (2.36) 
where
1
0
( ) x tx t e dt

    , and ‘n’ is the power of the assumed function that is obtained by equating 
(2.29) and (2.34). Substituting (2.35) and (2.36) in (2.34), and simplifying the expression we get 
 
          
 
1 22
31
1 2 1 2 1 51
4 1 5
e e
e
e e
avg e n
n n n .
b d b d
b d n .



 

    
   
  
 

 (2.37) 
Employing a numerical approach and equating the right hand sides of (2.29) and (2.37) one can 
determine the value of n , that when substituted in (2.32) yields the desired bubble function (Figure 2.2). 
Table 2.1 shows the values of n  and   as a function of Peclet number Pe. Table 2.2 presents stability 
parameter   as a function of the Peclet number Pe. The initial slope of the curve at Pe=0 is 1 4/ a . A value 
of 4 5a .  has been used in the calculations (see Appendix B). 
 
Remark 2.6:  The slope of  at 0Pe  is 1 4/ a , where parameter 0a  . The upper bound on parameter 
a  is presented in Appendix B.  
 
18 
 
 
Figure 2.2 Bubble functions for various values of Pe  
 
Table 2.1 Value of n and stabilization parameter for various Pe  
Pe  4.5010
6 441 216 81.0 36.0 13.5 6.00 2.25 0.00 
n  0.001 0.136 0.205 0.373 0.630 1.210 2.000 3.184 5.123 
  0.999999 0.990 0.980 0.950 0.900 0.800 0.700 0.600 0.500 
 
Table 2.2   Peclet number ( Pe ) and stability parameter ( ) as a function of / a and h 
/ a  
h  
100 102 104 106 
Pe    Pe    Pe    Pe    
0.05 (20x20 mesh) 0.05 0.5028 5 0.6786 500 0.9912 50,000 0.9999 
0.025 (40x40 mesh) 0.025 0.5014 2.5 0.6087 250 0.9826 25,000 0.9998 
0.0125 (80x80 mesh) 0.0125 0.5007 1.25 0.5610 125 0.9664 12,500 0.9996 
 
2.5   Numerical Results 
This section presents a sequence of problems that investigate the stability and convergence 
properties of the proposed formulation. Figure 2.3 shows a family of linear and higher-order triangular 
and quadrilateral elements with equal-order pressure and velocity interpolations. Figure 2.4 shows the 
family of unequal-order triangular and quadrilateral elements where the linear-velocity quadratic-pressure, 
and quadratic-velocity linear-pressure combinations are represented as v1-p2 and v2-p1, respectively. 
Appropriate numerical integration rules are employed for full integration. In all the convergence test cases 
presented in sections 2.5.1 to 2.5.4, the underlying convective flow field is oriented at 30 degrees with 
respect to the X-axis. 
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Figure 2.3 Family of continuous equal-order elements 
 
 
 
Figure 2.4 Family of continuous unequal-order elements 
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2.5.1   Convergence on regular meshes for equal order elements 
The first numerical simulation is a study of convergence rates. The domain under consideration is 
a biunit square, and the exact pressure solution is given by 
2 2
= sin  sin 
 x y
p
L L
     (2.38) 
The velocity field is computed from equation (2.1);   is calculated from (2.2) by taking the divergence of 
the velocity field, and it is then integrated over domain to drive the problem. 
The first set of tests present numerical convergence rates of the formulation over regular grids. 
Representative meshes for triangular and quadrilateral elements are shown in Figures 2.5 (a)-(d). Finer 
meshes are constructed by uniformly dividing the elements, and same pattern of element layout is 
maintained for linear and quadratic triangular and quadrilateral elements. We have plotted convergence of 
the velocity and pressure fields in the 2L v , 2-divL  v , 2L p  and 
1H p  norms.  
Table 2.3 presents values of  that are a function of the physical constants of the problem 
“ /α ” and the characteristic length scale “h” of the mesh as presented in section 2.4.4. It can be seen 
that for given physical coefficients as the mesh is refined, element Peclet number decreases, and that 
results in a decrease in the value of stabilization parameter . This is a feature that is common with the 
stabilization parameters for the second-order form of the advection-diffusion equation presented in 
Hughes et al. [54], Franca et al. [43], Harari et al. [48] that scale as  ( / )O h   in the advection 
dominated cases. 
 
Table 2.3  Variation in the value of  as a function of mesh refinement ( / 112 α ) 
 
Mesh (h) 5 5  (1/5) 10 10  (1/10) 20 20  (1/20) 40 40  (1/40) 80 80  (1/80) 
  0.8645 0.7867 0.7071 0.6258 0.5719 
 
 
 
21 
 
 
 
 
 
(a) 200 triangular element mesh 
 
(b) 800 triangular element mesh 
 
(c) 100 quadrilateral element mesh 
 
(d) 400 quadrilateral element mesh 
Figure 2.5 Uniform meshes for convergence study 
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Figures 2.6 (a)-(d) presents numerical convergence rates on regular meshes for equal-order 
continuous-field elements for / 1.41 α , and this corresponds to low Peclet number case.  Likewise 
Figures 2.7 (a)-(d) present numerical convergence study for / 112 α , and this corresponds to high 
Peclet number case. In all the test cases, the convergence rates for 2L p  and 
1H p  are optimal in the 
norms considered.  Convergence rates for 2L v  and 2-divL  v  for the 3-node triangles and 4-node 
quadrilaterals are optimal in the norms considered. However, rates for 2L v  and 2-divL  v  for the 6-node 
triangles and 9-node quadrilaterals are sub-optimal, i.e., they are one order less as compared to their 
corresponding norms.  
 
 
(a) Equal-order bilinear quads 
 
(b) Equal-order linear triangles 
 
(c) Equal-order biquadratic quads 
 
(d) Equal-order quadratic triangles 
 
Figure 2.6 Convergence rates on regular meshes for equal-order continuous-field elements  
( / 1.41 α ) 
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(a) Equal-order bilinear quads 
 
(b) Equal-order linear triangles 
  
 
(c) Equal-order biquadratic quads 
 
(d) Equal-order quadratic triangles 
 
Figure 2.7 Convergence rates on regular meshes for equal-order continuous-field elements  
( / 112 α ) 
 
2.5.2   Convergence on regular meshes for un-equal order elements 
This section shows convergence rates for unequal-order continuous-field elements on regular 
meshes shown in Figure 2.5. Linear-velocity quadratic-pressure, and quadratic-velocity linear-pressure 
combinations are indicated as v1-p2 and v2-p1, respectively. Figures 2.8 and 2.9 present convergence 
rates for / 1.41 α  and / 112 α  that correspond to low and high Peclet numbers, respectively. 
Linear-velocity quadratic-pressure (v1-p2) combination for both element types result in optimal 
convergence rates for all the norms considered. On the other hand, quadratic-velocity linear-pressure (v2-
p1) combination for both element types results in convergence rates for 2L p  and 
1H p  that are optimal 
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in the norms considered.  However, rates for 2L v  and 2-divL  v  are sub-optimal, i.e., they are one order 
less as compared to their corresponding norms. 
 
 
 
(a) 6-node triangles : v1-p2 
 
(b) 9-node quadrilaterals : v1-p2 
 
(c) 6-node triangles : v2-p1 
 
(d) 9-node quadrilaterals : v2-p1 
 
Figure 2.8 Convergence rates on regular meshes for unequal-order continuous-field elements  
( / 1.41 α ) 
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(a) 6-node triangles : v1-p2 
 
(b) 9-node quadrilaterals : v1-p2 
 
(c) 6-node triangles : v2-p1 
 
(d) 9-node quadrilaterals : v2-p1 
 
Figure 2.9 Convergence rates on regular meshes for unequal-order continuous-field elements  
( / 112 α ) 
 
2.5.3   Convergence on highly heterogeneous meshes  
This section presents convergence rates on highly heterogeneous meshes. For the finer triangular 
meshes, the layout of the elements is maintained during successive mesh refinements shown in Figures 
2.10 (a)-(b). The finer quadrilateral meshes are constructed by uniformly bisecting the underlying 
elements in the coarse meshes shown in Figures 2.10 (c)-(d).  
Figure 2.11 presents the convergence rates for equal-order pressure-velocity elements for 
/ 112 α  on highly heterogeneous meshes shown in Figure 2.10. In all the test cases, the convergence 
rates for 2L v , 2L p , 2-divL  v  and 
1H p  are nearly optimal in the norms considered.  Similar trends in 
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convergence rates are observed for low Peclet number case, i.e., / 1.41 α , and are therefore not 
shown here. 
 
 
 
(a) Coarse triangular mesh 
 
(b) Fine triangular mesh 
 
(c) Coarse quadrilateral mesh 
 
(d) Fine quadrilateral mesh 
 
Figure 2.10 Highly heterogeneous meshes used for convergence study 
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(a) Equal-order linear triangles 
 
(b) Equal-order bilinear quads 
 
(c) Equal-order quadratic triangles 
 
(d) Equal-order biquadratic quads 
Figure 2.11 Convergence rates on highly heterogeneous meshes for equal-order continuous-field elements  
( / 112 α ) 
 
2.5.4   Convergence on composite meshes  
Figure 2.12 shows composite meshes that are developed by combining linear triangles and 
bilinear quadrilaterals, and quadratic triangles and biquadratic quadrilaterals in the same computational 
domain. Figures 2.13 and 2.14 present convergence rates for equal-order continuous-field elements for 
/ 1.41 α  and / 112 α , respectively. In all the test cases, the convergence rates for 2L p  and 
1H p  are optimal in the norms considered.  Convergence rates for 2L v  and 2-divL  v  for the linear 
meshes are optimal in the norms considered. However, rates for 2L v  and 2-divL  v  for the quadratic 
meshes are sub-optimal, i.e., they are one order less as compared to their corresponding norms. 
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Figure 2.12 Composite meshes used for convergence study 
 
(a) Equal-order bilinear quads and triangles 
 
(b) Equal-order biquadratic quads and triangles 
Figure 2.13 Convergence rates on composite meshes for equal-order continuous-field elements  
( / 1.41 α ) 
 
(a) Equal-order bilinear quads and triangles 
 
(b) Equal-order biquadratic quads and triangles 
Figure 2.14 Convergence rates on composite meshes for equal-order continuous-field elements  
( / 112 α ) 
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2.5.5   The five-spot problem 
The five-spot problem is a mathematically rough problem with prescribed velocity at the source 
and sink. The lower left corner represents the source while the upper right corner represents the sink (see 
Figure 2.15). Due to symmetry of the five-spot problem, zero normal flow is prescribed along the 
boundaries. We assumed that the divergence of the velocity field   consists of Dirac delta functions 
acting at source and sink locations, with strength +1/4 and −1/4, respectively. We calculated an equivalent 
distribution of normal velocity  , and drove the problem with  , setting   = 0. In the case of linear 
velocity elements, we assumed a linear distribution of   along the external edges of the corner elements, 
which is zero at the nodes adjacent to the corner nodes. This uniquely determines the distribution of   
on the edge (see Figure 2.16 (a)). In the case of quadratic velocity elements, we assumed a parabolic 
distribution along the external edges of the corner elements, which is zero, and has zero derivative at the 
element vertex nodes away from the corner. Again, this uniquely defines the distribution of   along the 
edge (see Figure 2.16 (b)). In this problem, the convective flow field α  is directed along 45-degrees with 
respect to the X-axis, i.e., along the main diagonal from source to sink. Figures 2.17 (a)-(b) presents the 
computed pressure field for 4-node continuous-field elements. 
 
2.5.6   The five-spot problem on checkerboard domain 
This simulation tests the formulation for cases in which there are abrupt changes in the 
coefficients associated with a checkerboard domain. We consider the five-spot problem described earlier, 
now zoned as shown in Figure 2.18. Figure 2.19 (a) shows pressures for / 1.41 α  in zones I and IV, 
and / 14.1 α  in zones II and III, for continuous-field, bilinear, equal-order quadrilaterals. Similarly, 
Figure 2.19 (b) shows pressures for / 1.41 α  in zones I and IV, and / 141 α  in zones II and III. 
In both the cases there are no oscillations in the pressure field, an indication of robustness. 
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Figure 2.15 Problem with point source and sink, commonly called the five-spot problem 
 
 
 
Figure 2.16 Distribution of   along the corner elements at the source. The distribution of   at the sink 
is the same with opposite sign 
 
 
 
(a) 100 4-node elements, / 1.41 α  
 
(b) 400 4-node elements, / 1.41 α  
Figure 2.17 Computed continuous pressure field for 4-node elements 
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Figure 2.18 Checkerboard domain with discontinuous coefficients 
 
 
 
 
 
 
(a) Zone I,IV : / 1.41 α   
            Zone II, III : / 14.1 α  
 
(b) Zone I,IV : / 1.41 α   
              Zone II, III : / 141 α  
Figure 2.19 Computed continuous pressure for the checkerboard domain 
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2.5.7   Advection in a rotating flow field 
This problem tests the method for high Peclet number flows and is used to assess solutions which 
are essentially purely advective in nature. The problem is defined on a unit square of coordinates 
0.5 , 0.5x y   , where the flow velocity components are given by 
1 2,a y a x         (2.39) 
Along the external boundary pressure and normal velocity are zero. Along the internal boundary pressure 
profile is:  
1
(cos(4 ) 1), 0.5 0
2
p y y           (2.40) 
A schematic diagram of the problem statement is shown in Figure 2.20.   
The diffusivity is 
610  . A uniform mesh with 30 30  equal-order 4-node elements is 
employed. Figure 2.21 (a) shows the elevation plots for the GLS method that is obtained via the second 
order form of the advection diffusion equation, and Figure 2.21 (b) shows the elevation plot for the 
present method. This problem has a smooth exact solution and therefore both methods perform well. 
Elevation plot for the equal-order 3-node triangles is shown in Figure 2.22 (a). For the lower-order 
elements, i.e., 4-node quadrilaterals (Figure 2.21 (b)) and 3-node triangles (Figure 2.22 (a)) there are 
small oscillations that disappear as the order of the polynomials is increased, e.g., 9-node equal-order 
quadrilaterals shown in Figure 2.22 (b). A similar smooth profile was attained for the 6-node equal-order 
triangles, and is therefore not presented here. 
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Figure 2.20 Schematic diagram of the problem 
 
 
 
 
(a) 900 4-node element mesh. GLS method 
 
(b) 900 4-node element mesh. Present method 
Figure 2.21 Computed pressure field for the rotating hill problem 
 
 
(a) 1800 3-node element mesh. Present method 
 
(b) 225 9-node element mesh. Present method 
Figure 2.22 Computed pressure field for the rotating hill problem (various element types) 
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2.5.8   Advection skew to the mesh 
This numerical simulation is also a standard benchmark problem for high Peclet number flows. It 
is a rough numerical test in that various layers are present in the exact solution. In this problem a 
discontinuity in the data at the boundary is propagated into the domain, which creates an internal layer. 
Domain under consideration is a biunit square and uniform meshes with 30×30 and 40×40 equal-order 4-
node quadrilateral elements are used. In addition, the problem is subjected to homogeneous essential 
boundary conditions at the outflow boundary, which gives rise to outflow boundary layers (see Figure 
2.23 for the problem statement). We consider diffusivity 
21 10   that yields a Peclet number 
/ 100yPe uL    for this flow. Results for θ = arctan 1.0 for the proposed method for the 4-node 
quadrilaterals are shown in Figures 2.24 (a)-(b), respectively. Notice that all solutions present oscillations 
in the thin layer regions, as expected from local error analysis and numerical results presented in [48]. In 
these problems, results for the Galerkin method are highly oscillatory and consequently they are not 
shown here. Similarly, Figures 2.25 (a)-(b) present the results for the equal order 9-node quadrilaterals. 
 
 
Figure 2.23 Schematic diagram of the problem 
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(a) Advection skew to the mesh for arctan 1  
         (900 4-node element mesh) 
 
(b) Advection skew to the mesh for arctan 1  
           (1600 4-node element mesh) 
Figure 2.24 Computed pressure field for the skew advection problem (4-node quadrilaterals) 
 
 
 
 
 
(a) Advection skew to the mesh for arctan 1 
        (225 9-node element mesh). 
 
(b) Advection skew to the mesh for arctan 1 
        (400 9-node element mesh). 
Figure 2.25 Computed pressure field for the skew advection problem (9-node quadrilaterals) 
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2.6   Conclusions 
We have presented a new stabilized finite element method for the first-order form of the 
advection-diffusion equation. The new stabilized form is derived based on an overlapping sum 
decomposition of the velocity field into coarse- and fine-scale components. Solution of the fine-scale 
problem is variationally embedded in the coarse-scale problem and this step also yields the structure of 
the stabilization parameter. The key ingredient in the formulation is a volumetric, residual-based, 
stabilization term that is free of an explicit appearance of the characteristic length scales of the mesh. We 
perform fairly extensive numerical tests involving two-dimensional equal-order and unequal-order 
velocity-pressure elements. Linear and quadratic triangles and quadrilaterals are tested for structured as 
well as for highly distorted meshes. The new formulation is convergent for all combinations of 
continuous pressure and continuous velocity interpolations. For lower order elements, optimal 
convergence rates are attained for 2L v , 2-divL  v , 2L p  and 
1H p  in the norms considered. For all equal- 
and unequal-order combinations in the higher-order elements, optimal convergence rates are attained for 
2L p  and 
1H p  in the norms considered. However, convergence rates for the velocity in 2L v  and its 
divergence in 2-divL  v  are one-order less than their corresponding norms. We also perform several tests 
of robustness involving elliptic singularities (the five-spot problem) and discontinuous coefficients 
associated with a checkerboard domain. Two test cases of high Peclet number flows, one with a smooth 
solution and one with sharp layers are also carried out that are an indicator of the robustness of the 
proposed method. 
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Chapter 3 
A stabilized mixed finite element method for the incompressible 
shear-rate dependent non-Newtonian fluids: variational multiscale 
framework and consistent linearization
2
 
 
 
3.1  Motivation 
Non-Newtonian fluids such as polymer solutions, molten polymers and biofluids show shear-
thinning or shear-thickening response which is not described by the linearly viscous Newtonian models 
with a constant value of viscosity [87]. The non-Newtonian flow properties are caused by the complex 
microstructures of these fluids. In the polymeric solutions and the molten polymers, the variation of 
viscosity is a function of the molecular weight, concentration of the polymer, entanglement of the 
polymer chains and conformational change in the polymer molecules [60]. In the domain of biofluids, 
blood is a multi-component mixture composed of red blood cells (erythrocytes), white blood cells 
(leukocytes), platelets (thrombocytes) and the plasma, and its viscosity depends on the non-Newtonian 
rheological characteristics of its dominant components, erythrocytes and plasma [96]. If blood is 
constantly sheared such that the hydrodynamic forces are large as compared to the linking forces, it 
results in breaking the links and the blood behaves like a highly shear-thinning liquid [22]. In general, the 
blood flow shows shear-rate dependent behavior when its shear-rate does not exceed 200-400 sec-1. 
Several kinds of constitutive models have been proposed for the shear-rate dependent fluids [27, 35, 85, 
112, 114]. Sophisticated mathematical models for the modeling of blood and the blood clots have been 
proposed by Rajagopal and coworkers [2, 87]. 
                                                            
2 This Chapter has been adapted from “A. Masud and J. Kwack, A stabilized mixed finite element method for the 
incompressible shear-rate dependent non-Newtonian fluids: Variational Multiscale framework and consistent 
linearization. Computer Methods in Applied Mechanics and Engineering, vol. 200, 577-596, 2011.” The copyright 
owner has provided written permission to reprint the work. 
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For numerical modeling of incompressible as well as compressible Navier-Stokes equations 
stabilized methods have become the methods of choice [66]. These methods date back to the works of 
Hughes and coworkers [20, 53] on the development of the Streamline Upwind/Petrov-Galerkin (SUPG) 
method. SUPG method turned out to be a significant first step towards the development of the 
Galerkin/Least-Square (GLS) method [54]. In the chronological history of stabilized methods another 
significant step was the notion of Variational Multiscale (VMS) framework presented by Hughes [50, 52] 
that turned out to be the basis for the development of the new generation of stabilized and multiscale 
finite element methods. This concept was employed by Masud and co-workers to develop 
stabilized/Multiscale formulations for the convective-diffusive heat transfer [3], advection-diffusion 
equation [73, 75], the incompressible Navier-Stokes equations [65, 69, 74], the Darcy flow equations [72] 
and the Fokker-Planck equation [68]. Stabilized methods have also been developed in the form of the 
residual-free bubble methods by Brezzi and coworkers [6, 11, 16, 17, 19] and the unusual stabilized 
methods by Franca and coworkers [40, 41]. Tezduyar et al. [104, 105] and Masud and Hughes [71] 
extended stabilized methods to space-time finite element techniques. A good account on the various 
developments in stabilized methods is presented in a review article by Franca et al. [43].  
This paper is an extension of our earlier works on the incompressible Navier-Stokes equations [69, 
74] to the generalized Navier-Stokes equations that are then integrated with the shear-rate dependent 
nonlinear constitutive models. Employing the variational multiscale decomposition we establish the 
coarse and the fine scale problems where in advective as well as the diffusive terms are nonlinear. We 
employ the notion of consistent linearization of the nonlinear fine scale problem with respect to the fine 
scale velocity field to extract an analytical expression for fine scales as well as for the stabilization tensor 
τ . A variationally consistent projection of the fine scales into the coarse scale space constitutes the new 
stabilized method. We also present the consistent tangent tensor emanating from the nonlinear stabilized 
formulation by linearizing with respect to the coarse scale fields. The consistent tangent tensor yields 
great numerical efficiency in terms of faster convergence when used in conjunction with the Newton-
Raphson scheme.  
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An outline of this paper is as follows. In Section 3.2 we discuss the shear-rate dependent 
constitutive models. The strong form and the standard weak form of the incompressible generalized 
Navier-Stokes equations are presented in Section 3.3. The derivation of the new stabilized method that is 
based on the Variational Multiscale (VMS) framework is presented in Section 3.4. The consistent tangent 
tensor for the nonlinear stabilized form is presented in Section 3.5. Section 3.6 presents the convergence-
rate study for equal-order linear triangles and bilinear quadrilaterals. Effects of the shear-rate dependent 
behavior are studied via the backward facing step problem for various Reynolds number flows. Time 
dependent features of the formulation are investigated via vortex shedding around a circular cylinder. 
Conclusions are drawn in Section 3.7.  
 
3.2  Stress-strain relation for shear-rate dependent fluids 
This section presents constitutive equations for shear-thinning and shear-thickening fluids where 
shear-stress and shear-strain rates are related via nonlinear relations [27, 35, 85, 112, 114]. We introduce 
pressure as an independent field and split the stress tensor into volumetric stress and viscous stress 
components. 
vp  σ I σ        (3.1) 
where σ  is the stress tensor, p  is the pressure field or the volumetric stress, and vσ  is the viscous stress 
which, in the case of shear-rate dependent fluids, is a nonlinear tensorial function: 
     2v  σ ε v       (3.2) 
 ε v is the rate of deformation tensor which is defined as 
    : / 2Tv v   ε v        (3.3) 
For the case of non-Newtonian behavior of fluids, the viscosity field     is a nonlinear function 
of the shear-rate   defined as: 
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   : 2 :  ε v ε v        (3.4) 
Table 3.1 presents typical constitutive models for shear-rate dependent fluids. The coefficients 
0  and   in these models represent the asymptotic values of the viscosity ( )   at zero and infinite 
shear-rates, respectively. For the Newtonian fluids we have 0( ) for          .  
 
Remark 3.1:  The developments for the new stabilized method presented in this paper are entirely general 
in that any of the constitutive models for the shear-rate dependent response of the fluid can be 
incorporated in the proposed method. 
 
Table 3.1 Various constitutive models for the viscosity field ( )   
 
 
 
   
 
1
1
0
(a)  :                                                ; Newtonian model
(b)  :                                          ; Power-law model [112]
sinh
(c)  : +       ; Powell-
n
  
  

    



 


 
   
 
   
 
      
      
0
( 1)
2 2
0
( 1)
0
Eyring model [85]
1
(d)  : +         ; Cross model [35]
1
(e)  : + 1    ; Carreau model [27]
(f)  : + 1    ; Carreau-Yasuda model [114]
m
n
n
a a
    

     
     
 

 

 
 
   
  
  
  
 
 
 
Figure 3.1 (a) shows viscosity as a function of shear-rate for various models. Newtonian fluids 
are represented via a constant viscosity. The power law model displays a linear response with a constant 
slope that corresponds to the power of the model on the log-log scale. This model has an infinite viscosity 
at low shear-rates and zero viscosity at high shear-rates. The Carreau-Yasuda model possesses constant 
values of viscosity at both low and high ranges of shear-rate, and a varying viscosity in the intermediate 
range of shear-rate. Figure 3.1 (b) shows the shear-stress shear-rate relation for these models.  
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Remark 3.2:  A good discussion on the stability of the at rest state for fluids with shear-rate dependent 
viscosity, and on the existence and regularity of the solution obtained via these models is presented in 
Málek et al. [63]. 
 
Remark 3.3:  Based on the experimental investigation of human blood viscosity Cho and Kensey [27] 
have proposed appropriate values of the constants to be used for the modeling of blood. 
 
 
 
 
Figure 3.1 Constitutive relations (a) Viscosity (b) Shear stress  
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3.3   The incompressible generalized Navier-Stokes equations 
3.3.1   Strong form of the problem 
Let sd
n  be an open bounded region with piecewise smooth boundary  . The number of 
space dimensions, nsd is equal to 2 or 3. Strong form of the governing equations for an incompressible 
viscous fluid where viscous stress term may not necessarily be linear are given by the generalized Navier-
Stokes equations written as follows. 
   
 
 
    
   
,
0
       in  0,T (3.5)
0           in  0,T (3.6)
          on 0,T (3.7)
          on 0,T (3.8)
,0          on  0 (3.9)
t v
g
v h
p
p
        
   
  
      
  
v v v σ v f
v
v g
σ n σ v I n h
v x v
 
where 
,tv  is the time derivative of the velocity field v , p  is the thermodynamic pressure,   is the 
density, f  is the body force vector, g  is the prescribed boundary velocities, h  is the vector of the 
prescribed boundary tractions, 0v  is the prescribed initial velocity conditions, n  is the unit normal on the 
boundary  , and I  is the second order identity tensor. Equations (3.5)-(3.9) represent balance of 
momentum, the continuity equation, the Dirichlet and Neumann boundary conditions, and the initial 
condition, respectively. 
 
3.3.2   The standard weak form 
The appropriate spaces of weighting functions for the velocity and pressure fields are: 
 sdn1( (Ω)) ,  on gH   w w w 0          (3.10a) 
       2(Ω)q q L         (3.10b) 
The appropriate spaces of trial solutions  for the velocity field and  for the pressure field 
are time-dependent spaces corresponding to  and  presented in (3.10a) and (3.10b), respectively.  
43 
 
        sdn1, , ( (Ω)) , ,  on 0,gt t H t T      v v v g      (3.11a) 
          2, , (Ω)p t p t L          (3.11b) 
The standard weak form is: Find  , p  V v  such that  ,q   W w ,  
            
 
,, , , , , ,  (3.12)
, 0 (3.13)
h
t v p
q
  

       
 
w v w v v w σ v w w f w h
v
 
where     , d

      is the  2L   - inner product. 
 
3.4  The variational multiscale method 
The bounded domain   is considered discretized into non-overlapping sub-regions e  (element 
domains) with boundaries
e , e =1, 2 … numel  such that 
1
 
umeln
e
e
   .  The union of element interiors 
and element boundaries is indicated by 
1
' (int) 
umeln
e
e
    and e
e 1
'  
umeln

    respectively.  
We assume an overlapping sum decomposition of the velocity field into coarse- or resolvable-
scales and fine- or subgrid-scales. 
coarse scale fine scale
( , ) ( , )     '( , )t t t v x v x v x   
 
  (3.14) 
We assume that 'v  is represented by piecewise polynomials of sufficiently high order, 
continuous in space but discontinuous in time. In particular, 'v  is     assumed to be composed of 
piecewise constant-in-time functions leading to ( , ) ( , ) ' ( )tt t v x v x v x . Consequently, , ,t tv v  and 
, t
 v 0 . 
Likewise, we assume an overlapping sum decomposition of the weighting function into coarse- 
and fine-scale components indicated as w and 'w , respectively. 
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coarse scale fine scale
( ) ( )     '( ) w x w x w x       (3.15) 
 
3.4.1   The variational multiscale formulation 
Substituting the additively decomposed form of the velocity field and the weighting functions in 
equations (3.12) and (3.13) leads to the following. 
      
           
,, ,
, , , ,  
h
t
v p
 


        
               
w w v w w v v v v
w w σ v v w w w w f w w h
 (3.16) 
  , 0 q    v v        (3.17) 
where the nonlinear viscous stress term is defined as  
     2 ev     v v ε v v      (3.18) 
and the rate of deformation tensor is written in terms of its coarse- and fine-scale components as follows  
           1 1
2 2
T T
             ε v v ε v ε v v v v v  (3.19) 
We make a simplifying assumption that the nonlinear viscosity  e   is a function of the 
coarse-scale velocity field alone. Furthermore, for computational economy we assume that   v  is 
piece-wise constant over the element. Consequently, the nonlinear viscosity is based on the mean value of 
shear-rate   that is derived from velocity field over the element, and is defined as 
   
 
e e
e
e
e
d d
measd
 

 

 
 

 

v v
     (3.20) 
where  emeas   is a measure of the element size.  
 
Remark 3.4:  The assumption of   v  being piecewise constant results in simplifying the resulting 
stabilized formulation and its consistent linearization, in addition to being a computationally economic 
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option. A piecewise constant 
e over the sum of element interiors '  is a first order approximation to 
the nonlinearly varying   field. 
 
3.4.2   Coarse-scale sub-problem 
Employing the linearity of the weighting function slot we can split (3.16) and (3.17) into coarse-
scale and fine-scale sub-problems. These sub-problems can be written in residual forms as follows.  
        
          
1 ,; , , , ,
,2 , , , 0
h
def
t
e
R p
p
 
  

      
        
w v v w v w v v v v
w ε v v w w f w h
  (3.21) 
    2 ; , , 0
def
R q q     v v v v        (3.22) 
Equation (3.21) and (3.22) represent the weak forms of the balance of momentum and the continuity 
equations for the coarse-scale problem.  
 
3.4.3   Fine-scale sub-problem 
The weak form of the balance of momentum equation for the fine-scales is: 
 
        
        
3 ,; , , , ,
,2 , , 0
def
t
e
R p
p
 
  
         
          
w v v w v w v v v v
w ε v v w w f
  (3.23) 
 
3.4.4   Linearization with respect to the fine scale velocity field 
Both coarse- and fine-scale problems are nonlinear with respect to the coarse velocity v  and fine 
velocity v . We linearize these equations only with respect to the fine-scale velocity field. The 
linearization operators are defined as follows. 
    1 1
0
; , , ; , ,
def d
R p R p
d 

 
   w v v w v v v     (3.24) 
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    2 2
0
; , ; ,
def d
R q R q
d 

 
   v v v v v     (3.25) 
    3 3
0
; , , ; , ,
def d
R p R p
d 

 
     w v v w v v v     (3.26) 
Applying the linearization operators (3.24)-(3.26) to the weak forms for momentum and 
continuity equations, we get the linearized formulations as follow. 
          1, , ,2 ; , ,e R p                  w v v v w v v v w ε v w v v  (3.27) 
   2, ; ,q R q     v v v              (3.28) 
          3, , ,2 ; , ,e R p                      w v v v w v v v w ε v w v v     (3.29) 
where ( )
e e   is the value of viscosity that is based on the element-wise mean value of the coarse-
scale based shear-rate 
e  as defined in (3.20). 
 
3.4.5   Solution of the fine-scale sub-problem  
We rearrange (3.29) by keeping the  v  terms on the left hand side and taking all the other terms 
onto the right hand side.  
        , , ,2 ,e                w v v w v v w ε v w r      (3.30) 
where  v v v , and    , 2 et p          r v v v ε v f . It is important to note that r 
represents the residual of the Euler-Lagrange equation for the coarse-scale momentum balance equations. 
Because of the discretized nomenclature adopted herein, this residual is defined over the sum of element 
interiors.  
 
3.4.5.1   Use of bubble functions to extract the fine scale solution 
We expand the fine scale weighting and test functions via bubble functions ( )eb ξ .  
,e eb b   w γ v β       (3.31) 
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where γ  and  β  are the coefficients for the weighting and the test functions, respectively. 
We consider the first three terms on the left hand side of (3.30), and expand each term via bubble-
functions. 
First term: 
       
2
,
Ted b d              w v v w v v γ v β   (3.32) 
Second term: 
     , e ed b b d               w v v w v v γ v I β   (3.33) 
where I  is the rank two identity tensor. 
Third term: 
     
 
2
,2 :
Te e
e e e e e
d
b b d b d
    
   
          
         

 
w ε v w v v
γ β γ I β
 (3.34) 
Substituting (3.32)-(3.34) into (3.30) and solving the resulting equation we get the coefficients for 
the fine-scale velocity field  β . These coefficients are then used to reconstruct the fine-scale solution via 
equation (3.31b). 
   
 
1
2
2
e
Te e e
e e
e e e e e
b d b b d
b b d
b b d b d
 

 


     
   
 
       
 

 
v v I
v r
I
    (3.35) 
If we assume the residual vector r  to be piecewise constant over the element interior, we can 
simplify the representation of the fine-scale velocity field where τ is the stabilization tensor and r is the 
residual vector.  
  v τ r        (3.36) 
Explicit definition of the stabilization tensor that emanates from the derivation presented above is 
as follows. 
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   
 
1
2
2
e
Te e e
e e
e e e e e
b d b b d
b b d
b b d b d
 
 


     
  
 
       
 

 
v v I
τ
I
  (3.37) 
 
Remark 3.5:  The constant value of r  represents the mean value of the residual over the element interior. 
 
3.4.6   The resulting coarse-scale sub-problem 
In order to substitute the analytical expression for the fine-scale velocity field in the coarse-scale 
sub-problem, we reconsider (3.27) and rewrite the three terms on the left-hand side of (3.27) as follows. 
   , ,     w v v v w v       (3.38) 
      , ,       w v v v w v w v     (3.39) 
      ,2 ,e e          w ε v w w v    (3.40) 
Substituting the fine-scale solution  v  from (3.36) into the reformatted coarse-scale problem 
that is obtained by substituting (3.38)-(3.40) in (3.27), as well as in the continuity equation (3.28), we get 
the modified momentum and continuity equations. 
         1, ; , ,e R p                v w v w v w w w τr w v v  (3.41) 
   2, ; ,q R q    τr v v         (3.42) 
 
3.4.7   The nonlinear stabilized form 
The nonlinear stabilized form for the incompressible shear-rate dependent non-Newtonian fluids 
is derived from equations (3.41) and (3.42).  
        
       
,, , ,2 ,
, , , ,
h
e
t p
q
  


      
     
w v w v v w ε v w
v χ τr w f w h
  (3.43) 
where the weighting function for stabilization term in equation (3.43) is defined as 
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     e q             χ v w v w v w w w   (3.44) 
Since the nonlinear stabilized form is completely expressed in terms of the coarse-scale fields, we 
drop the super-posed bars from the coarse-scale velocity field. The appropriate spaces for the pressure 
trial solutions and weighting functions for the stabilized form (3.43) are:  
      sdn2 2, , (Ω), (Ω)p t p t L p L          (3.45a) 
   sdn2 2(Ω), (Ω)q q L q L         (3.45b) 
Let    and   . Find  , p V v  such that, for all  , q W w ,  
   stab stab,B LW V W              (3.46) 
where  ,B    is linear with respect to the first slot and is nonlinear with respect to the second slot.  
       stab ,, , , 2 etB B p        W V W V χ τ v v v ε v ,        (3.47) 
      stab ,L L  W W χ τ f ,                        (3.48) 
            ,, , , ,2 , ,etB p q          W V w v w v v w ε v w v ,  (3.49) 
     , ,
h
L 

 W w f w h                        (3.50) 
where  stab ,B W V  and  stabL W  are the operators for the nonlinear stabilized form, and  ,B W V  and 
 L W  are the operators for the underlying Galerkin form as presented in (3.12) and (3.13).  
 
Remark 3.6:  In equations (3.47) and (3.49) ( )
e e   is the value of viscosity that is based on the 
element-wise mean value of the coarse-scale based shear-rate 
e  defined in equation (3.20). 
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3.5  The consistent tangent tensor 
The variational multiscale method is based on the notion of an overlapping sum decomposition of 
the coarse- and fine-scale fields so that the solution to the resulting nonlinear stabilized form is obtained 
as an additive composition of these fields. To simplify the solution procedure for the fine-scale problem, 
we assume a linear approximation of the fine-scale velocity v that precludes the need for an iterative 
scheme at the fine-scale level. This simplifying approximation leads to a simple definition of the 
stabilization tensor τ , and the need to update the fine-scale velocity field is suppressed. The fine-scales 
are then variationally projected onto the coarse-scale space and they are manifested in the coarse-scale 
variational form via the stabilization terms. The resulting formulation is nonlinear with respect to the 
coarse-scale fields. Consequently, we need to linearize it and employ an iterative solution procedure for 
numerical solution of the problem.  
  Let us consider the nonlinear stabilized form (3.43) and rewrite it in a residual form. 
 
        
         
,; , , , ,2
, , , , ,
h
e
tR p
p q
  


    
        
w v w v w v v w ε v
w v χ τr w f w h
  (3.51) 
We linearize (3.51) with respect to the coarse-scale fields. The linearization operator is defined as  
    
0
; , ; ,
def d
R p R p p
d 
 
 
  w v w v v     (3.52) 
Applying (3.52) to (3.51) leads to  
     
   
 
       
( )
, , ,2
1
,2 :
:
, , , ; ,
e
e
e e
i
d d
L d
d dmeas
p q R p
     
 

  
    
   
            
        

w v v w v v w ε
w ε ε ε
ε ε
w v χ τ r w v
  (3.53) 
where 
( )iv v ,  ε ε v ,   ε ε v  and (i) is an index for iteration. We can further simplify the 
fourth term as follow. 
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 '
e
e e
e
d
d

  

         (3.54) 
   
2 : 1 2 1
: : 2 2 :
d d
d d


     
               
ε ε
ε ε ε ε ε ε
    (3.55) 
   : 2 : 2 : ,  ε ε ε ε v ε ε       (3.56) 
The linearized residual  r  in the last term on left hand side of (3.53) is defined as  
 
 
 
0
,
2
4
:
e
e
e
d
p p
d
d p
meas

  

    

 


  
       
  
     
 



r r v v
v v v v ε
ε
ε ε
  (3.57) 
We can now write the stabilized form with the consistent tangent tensor as  
      
 
       
     
( ) ( ) ( )
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, , ,2
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, : , , ,
; , ; ,
e
e
e
i i i
d p q
meas
R p R q
     

   

    
   
               
   

w v v w v v w ε v
ε
w ε ε v w v χ τ r
w v v χ τ r
  (3.58) 
where the left hand side is the consistent tangent tensor written in terms of the incremental solution fields 
{ , }p v . The right hand side is the residual vector at (i)th iteration and is composed of three parts where 
( )
1( ; , )
iR p w v , ( )2( ; )
iR q v , and 
( )( , ) iχ τr  are the residuals from the momentum balance equation 
(3.21), the continuity equation (3.22), and the stabilization terms, respectively.  
 
3.6  Numerical results 
This section presents numerical testing of the proposed method. We have employed the Carreau-
Yasuda model as the representative constitutive model for shear-rate dependent fluids. Values of the 
constants in the model are given in Table 3.2. Figure 3.2 shows equal order pressure-velocity elements 
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comprising of linear triangles and bilinear quadrilaterals. In both cases standard quadratic bubbles are 
employed for the evaluation of the stability parameter τ  given in (3.37). Standard Gauss quadrature rules 
are employed for numerical integration. In the numerical implementation of the Newton-Raphson method, 
nonlinear iterations are carried out on the coarse-scales while the fine-scales are treated as linear during 
the iterations for the coarse-scales. We first present the rate of convergence study for structured meshes, 
highly distorted meshes and composite meshes that are composed of triangles and quadrilaterals in the 
same computational domain.  
Table 3.2 Model constants for numerical tests 
 
Fluid type 
0 (Pa s)  (Pa s)  (s) n  a   (kg m
-3) 
Newtonian 0.00345 0.00345    1060 
Shear-thinning 0.056 0.00345 1.902 0.22 1.25 1060 
Shear-thickening 0.00345 0.056 1.902 0.22 1.25 1060 
Choi et al. [28] 0.25 0.0035 25.0 0.25 2.0 1060 
 
 
 
Figure 3.2 Family of equal-order linear elements. 
 
3.6.1 Rate of convergence study 
Rate of convergence study is a numerical check of the mathematical consistency and stability of 
discrete formulations. Standard convergence estimates are available for the convergence of the pressure 
and velocity fields and are expressed in terms of the order of the interpolation polynomials employed. In 
addition to the advection terms that are nonlinear, in the present formulation viscosity is a function of the 
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velocity field which renders the diffusion term also nonlinear. We assume the following velocity and 
pressure profiles for the exact solution.  
   2 2 2 25 5
T
T x y x y
x yv v ye xe
         
v     (3.59) 
   
5
4 sin 2 sin 2p e x y        (3.60) 
where the bi-unit domain is selected such that 0.5 , 0.5x y   . It is important to note that the assumed 
velocity field satisfies the incompressibility condition given by equation (3.6). Substituting these 
expressions for the velocity and pressure fields in the governing equation (3.5) yields the body force 
vector, given as: 
        
        
2 2 2
2 2 2
5
10 2 2 10 2 5 4
5
10 2 2 10 2 5 4
1
200 5 1 40 100 2 cos 2 sin 2
1
200 5 1 40 100 2 sin 2 cos 2
r r r
r r r
xe r r ye r ye e x y
f
ye r r xe r xe e x y
    

    

 
      
 
 
      
 
  (3.61) 
where 
2 2 2r x y  . Figures 3.3 (a) and (b) present the components of the derived body force vector on 
the test domain ( 0.5 , 0.5x y   ). This body force is then employed to run the discrete problem. 
 
 
Figure 3.3 Components of applied body force vector employed for the convergence-rate tests. 
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(a) Magnitude of exact velocity                            (b) Exact pressure field        
 
 (c) Exact shear-rate field                            (d) Exact viscosity field     
Figure 3.4 Exact solutions for convergence rate studies 
 
 
Figure 3.4 (a) presents the magnitude of the exact velocity field. Figure 3.4 (b) presents the 
profile of the exact pressure field given by equation (60). Figure 3.4 (c) presents the profile of the shear-
rate field   which is defined as    : 2 :  ε v ε v . Figure 3.4 (d) shows the exact viscosity field 
   . 
This section is further divided into four sub-sections.  
(1) Convergence rates for regular structured meshes.  
55 
 
(2) Convergence rates for distorted and graded meshes.  
(3) Convergence rates for heterogeneous meshes where elements with rapidly varying topology exist next 
to each other.  
(4) Convergence rates for composite meshes where triangles and quadrilaterals are seamlessly embedded 
in the same computational grid. 
We are dealing with a nonlinear finite element formulation where nonlinearity is engendered by 
both the advective and the diffusive terms. In order to get a converged solution on a given mesh, the 
nonlinear problem is run till numerical convergence is attained. Acceptable tolerance to reach 
convergence in nonlinear iterations is set equal to 10-10. Once the converged solution is attained, the error 
norms of the computed solution with respect to the exact solution are computed. We report the 
convergence rates in terms of the L2-norm of the velocity field and H
1-norm of the pressure field. Also 
reported are the rates for L2 div-v and L2-p norms. 
 
Remark 3.7: Test cases (2)-(4) are designed to replicate the meshes that are invariably employed for the 
analysis of problems typically encountered in engineering applications. 
 
3.6.1.1   Convergence study for structured meshes 
Figure 3.5 shows structured triangular and quadrilateral meshes. In each case subsequent meshes 
are designed such that the coarser discretization is fully embedded in the refined discretization. Triangular 
meshes are generated by bisecting the quadrilateral meshes such that the number of degrees of freedom is 
same between the two mesh types. Figures 3.6 (a) and (b) show the rates for linear triangles and bilinear 
quadrilaterals, respectively. In all the cases optimal convergence rates are attained in the norms 
considered. 
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3.6.1.2   Convergence study for uniformly graded meshes (Case A) 
The distorted meshes are created by uniformly skewing the structured meshes as shown in Figure 
3.7. Figures 3.8 (a) and (b) present the convergence rates that confirm the theoretically predicted rates for 
the element types considered. 
 
3.6.1.3   Convergence study for highly heterogeneous meshes  (Case B) 
The spatial discretizations considered in this section are highly heterogeneous and are composed 
of unequal size elements next to each other (See Figure 3.9). Such discretizations are typically 
encountered in industrial strength problems where mesh refinements are employed in the localized 
regions of the computational domain either to generate a better representation of the geometry, or to 
model the high variation in the computed solutions. Figures 3.10 (a) and (b) show the computer 
convergence rates. In all the test cases optimal convergence rates are obtained for the velocity field. 
Optimal rates are also attained for the pressure field for quadrilateral meshes, however the triangular 
element meshes show slight degradation in the rates of convergence for such high heterogeneity in spatial 
discretization. 
 
3.6.1.4   Convergence study for composite meshes 
This subsection presents the interesting test case of convergence of the fields on composite 
meshes where different element types can be seamlessly embedded in a computational grid. Off-the-shelf 
mesh generators that glue different element types in the discretization of complex geometries can be 
employed and proposed stabilized method can be used to yield convergent solutions in difficult 
engineering applications. This is a major attribute of the proposed formulation which is of great practical 
importance as well.  
The first set of composite meshes is composed of structured sub-meshes wherein linear triangles 
and bilinear quadrilaterals are glued together. Figure 3.11 shows one typical mesh, and refined meshes are 
obtained by further sub-dividing the element in their respective subdomains. Figure 3.12 shows the 
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convergence rates for the velocity and pressure fields, and nearly optimal convergence is attained in the 
norms considered. Figures 3.13 and 3.14 show the graded composite mesh and the convergence rates for 
the pressure and velocity fields. Figure 3.15 shows a composite mesh that is composed of slanted layers 
of triangles and quadrilaterals, and finer meshes are obtained by systematically sub-dividing triangles and 
quadrilaterals.  The computed pressure field is slightly sub-optimal, however as shown in Figure 3.16, full 
convergence rates are attained for the velocity field in the norms considered. Figure 3.17 shows meshes 
that are composed of triangles and quads, and are conceivably the most heterogeneous meshes. Figure 
3.18 shows the computed convergence rates. 
 
 
 
    
    
Figure 3.5 Structured meshes employed in the study. 
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(a) Equal-order linear triangles 
 
 (b) Equal-order bilinear quads 
Figure 3.6 Convergence rates of structured meshes 
  
59 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
    
Figure 3.7 Uniformly graded meshes employed in the study. 
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 (a) Equal-order linear triangles. 
 
 (b) Equal-order bilinear quads. 
Figure 3.8 Convergence rates of uniformly graded meshes 
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Figure 3.9 Highly heterogeneous meshes employed in the study. 
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(a) Equal-order linear triangles 
 
(b) Equal-order bilinear quads 
Figure 3.10 Convergence rates of highly heterogeneous meshes 
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Figure 3.11 Regular composite meshes employed in the study. 
 
 
 
 
 
 
 
 
Figure 3.12 Convergence rates for the regular composite meshes. 
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Figure 3.13 Distorted composite meshes employed in the study. 
 
 
 
 
 
 
 
 
Figure 3.14 Convergence rates for the distorted composite meshes. 
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Figure 3.15 Layered composite meshes employed in the study. 
 
 
 
 
 
 
  
 
Figure 3.16 Convergence rates for the layered composite meshes. 
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Figure 3.17 Heterogeneous composite meshes employed in the study. 
 
 
 
 
 
 
 
 
Figure 3.18 Convergence rates for the heterogeneous composite meshes. 
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3.6.2   The backward facing step 
Figure 3.19 shows the schematic diagram of the backward facing step problem used to investigate 
the characteristics of shear-thinning and shear-thickening fluids. A constant velocity profile along the x-
axis is imposed at the inflow boundary while traction free boundary condition along the x-axis is applied 
at the outflow boundary (i.e., 0xx x xy y xn n h    ). Velocity profile along y-axis at both the inflow 
and the outflow boundaries is set to zero. No slip boundary conditions are applied along the bounding top 
and bottom surfaces. The behavior of Newtonian fluids is expressed in terms of the Reynolds number 
which is a function of the ratio of advective and diffusive forces and is a non-dimensional parameter.   
   0 minRe (2 ) /u h        (3.62a) 
 
Remark 3.8: For the shear-thinning fluid min  , and for the shear-thickening fluid min 0  . 
 
 
 
Figure 3.19 Schematic diagram of the backward facing step problem. 
 
  However for the shear-rate dependent fluids, in addition to the Reynolds number we need 
information on the shear-rate that affects the local viscosity field in the fluid. The behavior of these fluids 
is affected by the geometric parameters of the spatial configuration. In other words, flow features of a 
shear-rate fluid in tubes of different diameters vary considerably even when the Reynolds number is kept 
the same. In order to quantify the flow features of shear-rate dependent fluids we define another 
parameter, namely, the normal inflow shear-rate 0  defined as  
 0 0 Re 1/u h   ,      
inflow
0Re       (3.62b) 
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This definition of the normal inflow shear-rate 0  is based on the wall shear-rate of the fully developed 
inflow velocity profile for the Newtonian fluids (i.e. parabolic shape) corresponding to Reynolds number 
Re = 1. Accordingly, for a given geometry, as the Reynolds number is increased, there is a corresponding 
quantifiable change in the inflow shear-rate 
inflow . 
 
Remark 3.9: The flow features for a Newtonian fluid at a given Reynolds number in channels of various 
diameters are essentially unaltered. However the features in the flow of shear-rate dependent fluids vary 
substantially. 
 
Remark 3.10: For flow through parallel plates α = 6, and for flow through a tube of circular cross 
section, α = 8 in equation (3.62b). 
 
Remark 3.11: If β represents the ratio of diameter of the larger and smaller tubes, then for a given Re, 
the shear-rate at inflow for the smaller diameter tube increases by a factor β2. 
 
Remark 3.12: The definition of inflow shear-rate (3.62) and the data presented in Table 3.3 reveal that in 
shear-rate dependent fluids, geometric length scale is coupled with the Reynolds number. If the inflow 
shear-rate 
inflow  is to be kept constant for the three geometries in Table 3.3, equation (3.62) reveals that 
the corresponding Re has to be reduced by a factor β2.  
 
Table 3.3 Geometric parameters for the test problems 
 
Geometry type 
(s=h, L1=15h, L2=100h) 
H 0  
inflow  
Re = 50  Re = 500  Re = 4500 
G1 50 mm 0.003906 s-1 0.1953 s-1 1.953 s-1 17.577 s-1 
G2 5 mm 0.3906 s-1 19.53 s-1 195.3 s-1 1757.7 s-1 
G3 0.5 mm 39.06 s-1 1953 s-1 19530 s-1 175770 s-1 
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3.6.2.1   Validation of the numerical results  
Choi and Barakat [28] have presented numerical results for the backward facing step problem for 
a shear-thinning fluid via the finite volume method. We employ their results to validate our method for a 
Newtonian fluid and a shear-thinning fluid. Geometric parameters for this test case are: 
h = 5.2 mm,  s = 0.9423h,  L1 = 15h,  L2 = 30h.     (3.63) 
The parameters employed in our study are same as the ones used in [28] and are given in Table 3.2. The 
backward facing step is located at x = 15h. Figure 3.20 shows normalized lengths of the recirculation zone 
for different Reynolds numbers and Figure 3.21 presents the comparison of wall shear stresses. A good 
comparison is attained in both the cases.  
 
 
 
Figure 3.20 Length of recirculation zone as a function of Re. 
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Figure 3.21 Wall shear stress along the top surface. 
 
3.6.2.2   Effect of geometric parameters on the response of rate-dependent fluids 
In order to study the effect of geometric parameters on the flow of shear-rate dependent fluids, 
three geometric configurations, presented in Table 3.3, were tested for a range of Reynolds numbers, 
where 50 ≤ Re ≤ 4500. In this range of Reynolds numbers, the inflow shear-rates for geometry G1 
produce dynamically varying viscosity, while for geometry G3 these shear-rates generate asymptotic 
viscosity. The geometry G2 is an intermediate case between G1 and G3.  
Figures 3.22 (a) and (b) show normalized lengths of the recirculation zones for the various 
Reynolds number flows and for different geometric configurations for shear-thinning and shear-
thickening fluids, respectively. For shear-thinning fluids, G1 shows marked difference from the response 
of Newtonian fluids due to the dynamically varying viscosity of the fluid. Geometry G2 shows 
appreciable difference at low Re, while the lengths of recirculation zones concur with that of the 
Newtonian fluids at high Re values. Plots for G3 are almost identical to that for the Newtonian fluids 
because for this geometric configuration the shear-rate is uniformly high all through the domain. This 
renders the asymptotic viscosity of the shear-thinning fluids approaches the viscosity of the Newtonian 
fluids.  
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Normalized lengths for shear-thickening fluids show substantially different response as compared 
with the Newtonian fluids over almost the entire range of Reynolds numbers except the very low Re 
values. It is because the asymptotic viscosity of the shear-thickening fluids matches the viscosity of the 
Newtonian fluid at low shear-rates.  
 
 
 (a) Shear-thinning fluids 
 
 (b) Shear-thickening fluids 
Figure 3.22 Lengths of recirculation zone of shear-rate dependent fluids for different Re 
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(a)Newtonian fluid   
   
(b)Shear-thinning fluid-G1          (c)Shear-thinning fluid-G2          (d)Shear-thinning fluid-G3 
   
(e)Shear-thickening fluid-G1      (f)Shear-thickening fluid-G2        (g)Shear-thickening fluid-G3 
Figure 3.23 Streamlines near the step at Re = 50 
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(a)Newtonian fluid 
    
 (b)Shear-thinning fluid-G1                   (c)Shear-thinning fluid-G2   
 
(d)Shear-thinning fluid-G3 
      
(e)Shear-thickening fluid-G1                 (f)Shear-thickening fluid-G2 
 
 (g)Shear-thickening fluid-G3 
Figure 3.24 Streamlines near the step at Re = 500 
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(a)Newtonian fluid 
 
(b)Shear-thinning fluid-G1 
 
(c)Shear-thinning fluid-G2/G3 
 
(d)Shear-thickening fluid-G1 
 
(e)Shear-thickening fluid-G2/G3 
Figure 3.25 Streamlines near the step at Re = 4500 
 
Figures 3.23 to 3.25 show the velocity magnitude contours with superposed streamline for the 
shear-thinning and shear-thickening fluids. The Carreau-Yasuda model was employed as the 
representative constitutive model for the shear-rate dependent fluid. The velocity field for the Newtonian 
fluid (with a constant viscosity = 0.00345 Pa s) is also presented in Figures 3.23 (a), 3.24 (a) and 3.25 (a) 
to highlight the difference from the two types of shear-rate dependent fluids. While the Newtonian fluid 
shows qualitatively similar contours and streamlines for the three geometric configurations, the shear-rate 
dependent fluids show different response depending on the geometries. 
Figures 3.23 (a) to g present plots for Re=50 for the three geometries G1, G2 and G3. For the 
wide channel G1 (
inflow = 0.1953 s-1 ), the shear-thickening fluids behave like the Newtonian fluids 
because the low shear-rates yield a viscosity field that is asymptotically close to the viscosity of the 
Newtonian fluids. For the narrow channel G3 (
inflow = 1953 s-1 ), shear-rates are high enough for the 
viscosity of the shear-thinning fluids to asymptote to the viscosity of the Newtonian fluids and therefore 
Figure  3.23 (d) resembles Figure 3.23 (a). 
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On the other hand, for shear-thickening fluids as the shear-rate evolves either via an increase in 
Re or by a reduction in the geometric length scale (Table 3.3), the lengths of the recirculation zones 
reduce. It is because the higher local shear-rates near recirculation zones cause an increase in the viscosity 
of the shear-thickening fluids, thereby adding to the dissipation effects.  
At Re=500 the relatively higher shear-rate range shifts the viscosity field toward the asymptotic 
viscosity  . In addition, the reduction in the geometric length parameter for the intermediate channel 
G2 and the narrow channel G3 results in higher shear-rates that substantially increase the lengths of the 
recirculation zones from G1 (
inflow = 1.953 s-1 ) to G3 ( inflow = 19530 s-1 ). The shear-thickening fluids 
on the contrary show decreasing lengths of the recirculation zones, as presented in Figures 3.24 (e) to (g).  
Figures 3.25 (a) to (e) present the velocity magnitude contours with superposed streamlines at 
Re=4500. Except for the wide channel G1 with low inflow shear rate (
inflow = 17.577 s-1 ), viscosity 
fields for the intermediate channel G2 and the narrow channel G3 asymptote to that of the Newtonian 
fluid, and therefore show similar velocity contours and streamlines as the Newtonian plot. 
 
Remark 3.13: Response of Newtonian fluids does not depend on the normal inflow shear-rates 0 , rather 
it only depend on the Reynolds numbers. Velocity fields of Newtonian fluids in Figures 3.23 to 3.25 show 
qualitatively similar contours for the given Reynolds numbers with the only difference in the magnitude of 
the computed velocity fields. 
 
 Remark 3.14: Response of shear-rate dependent fluids is a function of both the Reynolds number and the 
normal inflow shear-rates 0 . Consequently, these two parameters are essential to categorizing the flow 
characteristics of shear-rate dependent fluids. 
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Figures 3.26 and 3.27 present viscosity line plots for the shear-thinning fluids and the shear-
thickening fluids at two locations downstream from the backward facing step. The first of two locations is 
at x=h that always lies in the recirculation zone for all the test cases. Figure 3.26 shows the viscosity plots 
for an intermediate range of shear-rates. As can be seen, the response is a function of Re as well of the 
geometric parameters. G1 for Re=500 and Re=4500 and G2 for all Reynolds numbers show an order of 
magnitude variation in viscosity. G1 at Re=50 shows the initial viscosity and G3 for all Reynolds 
numbers shows the asymptotic viscosity. Due to the presence of the recirculation zone at x=h, viscosity 
line plots show two peaks for the intermediate range of shear-rates. One peak lies in the middle of the 
main stream flow and the other lies in the middle of the recirculation zone.  
Figure 3.27 shows viscosity plots at x=100h where the flow is fully developed. An order of 
magnitude variation in the value of viscosity for an intermediate range of shear-rates is plotted along y-
axis, and a dominant single peak can be seen in Figure 3.27.  
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 (a) Shear-thinning fluids 
 
 (b) Shear-thickening fluids 
Figure 3.26 Viscosity profiles at x = h 
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 (a) Shear-thinning fluids 
 
(b)  Shear-thickening fluids 
Figure 3.27 Viscosity profiles at x = 100h 
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3.6.2.3   Normalized wall shear stress (WSS) downstream of the backward facing step  
This section investigates the effects of geometric length parameter on the wall shear stresses for 
the shear-rate dependent fluids. The WSS along the top surface of the channel is normalized by the 
reference shear stress 
ref  defined as the inflow shear rate given in (3.62) multiplied by the minimum 
viscosity of the fluid. 
inflow
minref         (3.64) 
Figure 3.28 (a) shows the normalized wall shear stresses at Re = 50. The shear-thinning fluid for 
the narrow channel G3 shows similar stress profile as that of the Newtonian fluids. Likewise, the shear-
thickening fluid for the wide channel G1 shows similar plots as the Newtonian fluids because the initial 
viscosity of the shear-thickening fluid is the same as the Newtonian viscosity.  
Figure 3.28 (b) presents the normalized wall shear stresses at Re = 500. Since the shear-rates are 
larger than the ones at Re = 50, all shear-thickening fluids show deviation from the Newtonian plots. The 
shear-thinning fluid for medium and narrow channel show WSS close to the Newtonian WSS.  
Figure 3.28 (c) shows the normalized wall shear stresses at Re = 4500. The shear-thinning fluids 
for G2 and G3 behave like the Newtonian fluids because of the asymptotic viscosity approaching the 
Newtonian viscosity. Due to high shear-rate the shear-thickening fluids for G2 and G3 also show nearly 
similar plots.  
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(a) Re = 50 
 
 (b) Re = 500 
 
 (c) Re = 4500 
Figure 3.28 Normalized wall shear stresses for different Re 
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3.6.3   The transient vortex-shedding problem 
In this section we investigate the time dependent attributes of the proposed method. It is 
important to note that for the new stabilized method presented in Section 3.4.7, the consistent mass matrix 
is composed of two parts. 
   , ,, ,t tConsistent mass   w v χ τv     (3.65) 
The first term appears from the underlying Galerkin part of the formulation, and the second term 
emanates because of the projection of the fine-scales onto the coarse-scale space, as given in equation 
(3.47). We have implemented this consistent mass matrix in our implicit time integration scheme, and 
have employed full numerical quadrature for the evaluation of the mass matrices.  
The test case considered is two-dimensional vortex-shedding from a circular cylinder. The shear-
rate dependent constitutive model employed here is the power-law model with n = 0.4. We investigate the 
transient vortex-shedding behavior of the shear-thinning fluid at Re = 100 and compare our numerical 
results with the results presented in Patnana et al. [82], obtained via the finite volume method. In this 
numerical study, the Reynolds number for the power law fluid is defined as follows.  
2
0 /
n nRe u D        (3.66)
 
where ρ is the density of the fluid, u0 is the inflow velocity, D is the diameter of the cylinder, n is the 
power index of the power-law model and μ is the viscosity parameter of the power-law model as 
described in Table 3.1.
 
For time integration, the second-order accurate backward Euler method (BDF2 method) is used. Time 
increment Δt = 0.1 is used for the implicit time integration all through this section. 
Figure 3.29 presents schematic diagram of the computational domain. A constant horizontal 
velocity is applied at the inflow, while traction free boundary condition is applied at the outflow. No slip 
boundary conditions are applied on surface of the cylinder and transverse component of the velocity field 
is set equal to zero along the top and bottom walls to represent infinitely continuous domain along the y-
axis.  
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Figure 3.29 Schematic diagram of the transient vortex-shedding problem 
 
 
 
Figure 3.30 Mesh configuration M1 
 
 
Table 3.4 provides the mesh parameters for the three successively refined meshes employed in the 
present study. Also presented is the geometric description of one mesh used in Patnana et al. [82]. The 
simulation results from [82] are employed for comparison purpose in the present study. H is height of the 
computational domain, Lu is the upstream length, Ld is the downstream length, Nnode is the number of 
nodes in the entire domain, Nc is the number of nodes on the surface of the cylinder, and δ is the length 
dimension of the elements normal to the surface of the cylinder. Figures 30 (a) and (b) show the close up 
view and the zoomed view of the coarse mesh M1, respectively. Refined mesh M2 and M3 were 
generated via successive refinements.  
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Table 3.4 Mesh configurations for the vortex-shedding problem 
 
Mesh type H/D uL D  dL D  Nnode
 Nc D  
M1 90 20 80 11136 80 0.04 
M2 90 20 80 26582 158 0.02 
M3 90 20 80 34506 314 0.01 
Patnana et al. [82] 90 20 80 219610 240 0.02 
 
Remark 3.15: It is important to note that even the finest mesh used in the present study only contains 15.7% 
nodes as compared to the one used in Patnana et al. [82]. Accordingly, the proposed method results in 
over two orders of magnitude reduction in the cost of computation for the vortex shedding problem 
presented here.  
 
Figures 3.31 (a) and (b) present the drag coefficient CD and lift coefficient CL in the fully 
developed flow regime for mesh M3. These coefficients are defined as 
    201 2D v
S
C p dS u D    xI σ n  and    
2
01 2L v y
S
C p dS u D    I σ n . 
Figures 3.32 (a) to (c) present the surface pressure coefficients for meshes M1 to M3, respectively. 
The surface pressure coefficient Cp is defined as      20 01 2pC p p u   , where p(θ) is the pressure 
on the surface of the cylinder at angle θ and p0 is the pressure at the outflow.  
Figures 3.33 (a) to (d) present contours of the velocity field with superimposed stationary 
streamlines for one representative cycle. Figures 3.34 (a) and (b) present pressure contours half cycle 
apart. Likewise Figures 3.35 (a) and (b) present contours half cycle apart of the shear-rate field that 
determines the local viscosity field for the shear-rate dependent fluid. High shear-rate zones are observed 
around the cylinder. The contours of the shear-rate field are qualitatively similar to the viscosity contours 
presented in Figures 3.36 (a) and (b). Based on the shear-rate field, viscosity near the cylinder shows 
shear-thinning effect while viscosity in the free stream is high. 
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 (a)  Drag coefficient 
 
 (b) Lift coefficient 
Figure 3.31 Drag and lift coefficients for the power-law fluid (n=0.4) at Re=100 
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 (a) Mesh M1 
 
 (b) Mesh M2 
 
 (c) Mesh M3 
Figure 3.32 Surface pressure coefficients   
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(a) t = 0    (b) t = T/4  
  
(c) t = T/2    (d) t = 3T/4  
Figure 3.33 Stationary streamlines 
 
 
 
  
(a) t = T/4     (b) t = 3T/4  
Figure 3.34 Pressure contours half cycle apart 
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(a) t = T/4     (b) t = 3T/4 
Figure 3.35 Shear-rate (γ) contours half cycle apart 
 
 
 
 
 
 
 
  
(a) t = T/4     (b) t = 3T/4 
Figure 3.36 Viscosity contours half cycle apart 
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3.7  Conclusions 
We have presented a new mixed finite element method for shear-rate dependent incompressible 
fluids. In these fluids the viscosity is considered a function of the second invariant of the rate-of-
deformation tensor, thus making the diffusive term also nonlinear. The stabilized form for the shear-rate 
dependent fluids is derived via the Variational Multiscale (VMS) method. The idea of consistent 
linearization of the fine scale problem only with respect to the fine scale fields simplifies the sub-grid 
scale modeling of the problem. A simplifying assumption that nonlinear viscosity is only a function of the 
coarse-scale velocity field leads to considerable simplifications in the structure of the stabilization terms 
as well as in the derivation of the consistent tangent tensor. Convergence rate studies are presented on a 
variety of mesh types that corroborate the theoretical convergence rates for the norms considered. The 
effects of geometric parameters on the flow characteristics of shear-rate dependent fluids are highlighted 
via the backward facing step problem. Geometric parameters are varied to uniformly change the 
dimensions without altering the geometric shape of the backward facing step. It is shown that for a given 
Reynolds number, the qualitative flow features for the Newtonian fluids essentially remain unaltered for 
these scaled geometric configurations. However, flow of shear-rate dependent fluids varies for these 
scaled geometries because flow characteristics are represented by a function of not only the Reynolds 
number but also the local shear-rate field that in turn is a function of the geometric length scale of the 
problem. Considerable variation in the computed wall shear stress is observed between the Newtonian 
fluids and shear-rate dependent fluids, especially up to the shear-rate range of 400 sec-1. Time dependent 
features of the method are highlighted via the vortex-shedding problem. Stability and accuracy of the 
numerical results are presented on relatively cruder meshes at substantially reduced computational costs. 
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Chapter 4 
A three-field variational multiscale formulation for incompressible 
viscoelastic fluids
3
 
 
 
4.1  Motivation 
Viscoelastic behavior of fluids is a dominant feature in the flow of polymeric fluids and in 
injection molding flows in industrial applications. Biological fluids like blood and plasma also show a 
significant viscoelastic and shear-rate dependent response [26, 32, 110]. From the viewpoint of their 
composition these fluids are classified as complex fluids as they possess intricate microstructures. For 
example, blood is a mixture of a variety of constituents, namely, red and white blood cells, platelets, 
proteins, and elastic deformations of the red blood cells contribute to the viscoelastic behavior of blood 
[45]. Invariably homogenization techniques are applied to the microstructures of these fluids, resulting in 
continuum models with either a differential or an integral form of additional constitutive equations that 
encompasses one or more conformation tensors. Mathematical modeling of incompressible viscoelastic 
fluids therefore involves conservation equations for mass and momentum, coupled with constitutive 
equations for the viscoelastic stress. A variety of viscoelastic constitutive models have been proposed in 
the literature and a good review on the topic can be found in [45, 87]. A series of important theoretical 
developments of models for non-Newtonian fluids have also been proposed by Rajagopal and coworkers 
[1, 2, 89, 116]. 
Development of mixed finite element methods for numerical simulation of viscoelastic fluid 
flows has also been an active area of research [4, 34, 39, 47, 56, 94, 99, 100]. Relatively recently there has 
been a surge in the application of computational fluid dynamics (CFD) techniques to the modeling of 
                                                            
3 This Chapter has been adapted from “J. Kwack and A. Masud, A three-field formulation for incompressible 
viscoelastic fluids. International Journal of Engineering Science, vol. 48, 1413-1432, 2010.” The copyright owner 
has provided written permission to reprint the work. 
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cardio-vascular blood flows [8, 58, 83, 84, 102, 103, 107, 117]. Among the various numerical techniques 
proposed for the modeling of viscoelastic behavior are the Elastic Viscous Stress Splitting (EVSS) 
method [91] and the Discrete Elastic Viscous Stress Splitting (DEVSS) method [47], the Explicitly 
Elliptic Momentum Equation (EEME) method [92], the sub-element method [64], and the Discontinuous 
Galerkin (DG) method [39]. Since standard finite element methods for incompressible flows suffer from 
many drawbacks, therefore Streamline Upwind Petrov-Galerkin (SUPG) [47] and the Galerkin Least-
Square (GLS) [34] stabilized finite element methods have been developed that yield stable results for a 
range in Weissenberg number flows. The fundamental idea in stabilized methods is to strengthen the 
underlying variational structure of the problem so that discrete approximations remain stable and 
convergent for arbitrary combinations of interpolation functions. A general discussion on stabilized 
methods is presented in [16, 43, 50, 52] and references therein. Interested reader is directed to Masud and 
Franca [70] for recent developments in hierarchical multiscale methods, and to Masud and Scovazzi [77] 
for new developments in heterogeneous multiscale methods. 
This work is an extension of our earlier works on VMS formulations for the Navier-Stokes 
equations [69, 74] and the shear-rate dependent fluids [76], to non-Newtonian viscoelastic fluids. Since 
computational cost in the modeling of viscoelastic fluids increases with the introduction of additional 
unknown fields in the formulation, one design consideration in the development of present method has 
been to keep the number of unknown fields to a minimum. This translates into minimum nodal degrees of 
freedom at the element level, thereby substantially increasing the computational efficiency. Specifically, 
we have endeavored to develop a three-field formulation and not to introduce the rate-of-deformation as 
an additional field. The weak forms of the momentum, continuity and constitutive equations are cast in 
the VMS framework that leads to a two-level description of the problem. A consistent linearization of the 
fine-scale problem is performed with respect to the fine-scale field. Using bubble functions to expand the 
fine-scale trial and test functions and solving for the fine-scale coefficients leads to an expression for the 
fine-scale field together with a definition of the stabilization tensor. The ensuing nonlinear stabilized form 
for the mixed velocity-pressure-stress formulation is presented and the consistent tangent is derived. A 
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significant attribute of the proposed stabilized method is that it is computationally economic as compared 
to the competing methods that invariably employ four-field formulations wherein rate-of-deformation 
tensor is the fourth field.  
An outline of the paper is as follows: Section 4.2 presents the Oldroyd-B model for viscoelastic 
fluids. Section 4.3 presents the system of partial differential equations that comprises of the 
incompressible generalized Navier-Stokes equations and the viscoelastic constitutive equation, and the 
corresponding standard weak form. The VMS framework is described in Section 4.4 and the three-field 
velocity-pressure-stress formulation is derived. Numerical results are presented in Section 4.5, and 
conclusions are drawn in Section 4.6. 
 
4.2  The stress-strain relation for the Oldroyd-B model 
This section presents constitutive equations for the Oldroyd-B model [83]. The stress tensor Σ  
for the viscous fluid is assumed decomposed into volumetric and deviatoric parts. 
p  Σ I σ        (4.1) 
where σ  is the viscous stress tensor and p  is the hydrodynamic pressure. The viscous stress follows the 
stress relaxation process inherent in the Oldroyd-B model and is given by the following equation. 
   2p   
  
   
 
σ σ ε v ε v       (4.2) 
where v  is the velocity filed,     12
T
v v   ε v  is the strain rate tensor,   is the stress 
relaxation time, ( )s    is the retardation time,   is viscosity, s  is solvent viscosity and ( )

 is 
the upper-convected time-derivative defined as 
 
( )
( ) ( ) ( ) ( )
T
t
 
       

v v v     (4.3) 
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The viscous stress tensor can be decomposed into the non-Newtonian stress tensor  pσ  and the Newtonian 
stress tensor  sσ . 
p s σ σ σ        (4.4) 
The corresponding constitutive relations are: 
 2(1 ) ,p p  

  σ σ ε v      (4.5a) 
 2s σ ε v        (4.5b) 
where ( )s    is ratio of solvent viscosity s  and total viscosity  . 
 
Remark 4.1: This constitutive model is compatible with the Upper-Convected Maxwell model [83] using 
0  . Likewise it reduces to the Newtonian model for 1   and represents the Newtonian model with 
additional Newtonian stress terms for 0  . 
 
4.3   The generalized Navier-Stokes equations for viscoelastic fluids 
4.3.1   The strong form 
Let sd
n  be an open bounded region with piecewise smooth boundary  . The number of 
space dimensions, nsd is equal to 2 or 3. Strong forms of the governing equations for an incompressible 
viscoelastic fluid are given by the generalized Navier-Stokes equations, augmented by the non-Newtonian 
constitutive model represented by the nonlinear PDE (4.5a). 
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   
 
     
 
 
,
,
2        in  0,T (4.6)
0          in  0,T (4.7)
2(1 ) 0          in  0,T (4.8)
        on 0,T (4.9)
        on 0,T (4.10)
t p
T
p t p p p p
g
p g
p   
     
        
   
            
  
  
v
σ
v v v ε v σ f
v
σ σ v σ σ v v σ ε v
v g
σ g
Σ     
   
   
0
0
2           on 0,T (4.11)
,0          on  0 (4.12)
,0       on  0 (4.13)
p h
p p
p       
  
  
n σ ε v I n h
v x v
σ x σ
 
where 
,tv  is the time derivative of the velocity field v , p  is the thermodynamic pressure, ,p tσ  is the 
time derivative of the additional viscoelastic stress tensor 
pσ ,   is the density, f  is the body force 
vector, vg  represents the prescribed boundary velocities, σg  represents the prescribed inflow viscoelastic 
stresses, h  is the vector of prescribed boundary tractions, 0v  is the prescribed initial velocity conditions, 
0pσ  represents the prescribed initial viscoelastic stress conditions, n  is the unit normal to the boundary 
 , and I  is the second order identity tensor. Equations (4.6)-(4.13) represent balance of momentum, the 
continuity equation, the viscoelastic constitutive equation, the Dirichlet and Neumann boundary 
conditions, and the initial conditions, respectively. 
 
4.3.2   The standard weak form 
The appropriate spaces of weighting functions for the velocity, pressure and viscoelastic stress 
fields are: 
 1( (Ω)) ,  on sdn gH   w w w 0          (4.14a) 
         2(Ω)q q L         (4.14b) 
   1( ( )) ,  on sd sdn n gH    ψ ψ ψ 0    
 (4.14c) 
94 
 
The appropriate spaces of trial solutions  for velocity,  for pressure, and  for 
viscoelastic stress are time-dependent spaces corresponding to ,  and , respectively. 
        1, , ( (Ω)) , ,  on 0,sdn gt t H t T      vv v v g      (4.15a) 
        2, , (Ω)p t p t L              (4.15b) 
        1, , ( ( )) , ,  on 0,sd sdn np p p gt t H t T       σσ σ σ g   (4.15c) 
The standard weak form is: Find  , , pp   V v σ  such that 
 , ,    qW w ψ ,  
      
       
,, , 2 ,
, , , ,  
h
t
pp
  


   
     
w v w v v w ε v
w w σ w f w h
        (4.16)            
 , 0 q  v               (4.17) 
      
       
     
,, , , ,
, 2(1 ) , 0
p t p p p
T
p
  
  
    
     
ψ σ ψ σ ψ v σ ψ σ v
ψ v σ ψ ε v
    (4.18) 
where     , d

      is the  2L   - inner product. 
 
Remark 4.2:  Developing mixed finite elements for the velocity-pressure-stress fields that yield stable 
results for arbitrary combinations of interpolation functions has been a formidable task [34, 39, 47, 56, 64, 
91, 92, 99, 100]. 
 
4.4  The Variational Multiscale (VMS) stabilized method 
The bounded domain   is considered discretized into non-overlapping sub-regions e  (element 
sub-domains) with boundaries
e , e =1, 2 … numel : 
1
 
umeln
e
e
   . The union of element interiors and 
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element boundaries is indicated as '  and '  respectively, and defined as 
1
' (int) 
umeln
e
e
   , and 
e
e 1
'  
umeln

   . 
We assume an overlapping sum decomposition of the velocity field into coarse- or resolvable-
scales and fine- or subgrid-scales. 
coarse scale fine scale
( , ) ( , )     '( , )t t t v x v x v x   
 
  (4.19) 
We assume that 'v  is represented by piecewise polynomials of sufficiently high order, 
continuous in space but discontinuous in time. In particular, v  is assumed to be composed of piecewise 
constant-in-time functions leading to ( , ) ( , ) ( )  tt tv x v x v x . Consequently, , ,t tv v  and , t v 0 . 
Likewise, we assume an overlapping sum decomposition of the weighting functions into coarse- 
and fine-scale components indicated as w  and 'w , respectively. 
coarse scale fine scale
( ) ( )     '( ) w x w x w x       (4.20) 
 
4.4.1   The variational multiscale form 
Substituting the additively decomposed form of the velocity field and the weighting functions in 
equations (4.16), (4.17) and (4.18) leads to the following set of equations. 
      
          
   
,, ,
2 , , ,
, ,  
h
t
pp
 



        
            
    
w w v w w v v v v
w w ε v v w w w w σ
w w f w w h
  (4.21) 
  , 0 q   v v                       (4.22) 
         
      
,, , , ,
, 2(1 ) , 0
p t p p p
T
p
  
  
       
        
ψ σ ψ σ ψ v v σ ψ σ v v
ψ v v σ ψ ε v v
   (4.23) 
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Because of the overlapping additive decomposition of the velocity field, the rate of deformation tensor 
can be written in terms of its coarse- and fine-scale components as follows.  
           1 1
2 2
T T
             ε v v ε v ε v v v v v               (4.24) 
 
4.4.2   Coarse-scale sub-problem 
Employing the linearity of the weighting function slot we can split (4.21)-(4.23) into coarse-scale 
and fine-scale sub-problems that can be written in a residual form as follows.  
        
          
1 ,; , , , , ,
2 , , , , , 0
h
def
p t
p
R p
p
 
 

      
         
w v v σ w v w v v v v
w ε v v w w σ w f w h
  (4.25) 
    2 ; , , 0
def
R q q    v v v v          (4.26) 
           
      
3 ,; , , , , , ,
, 2(1 ) , 0
def
p p t p p p
T
p
R   
  
         
        
ψ v v σ ψ σ ψ σ ψ v v σ ψ σ v v
ψ v v σ ψ ε v v
 (4.27) 
Equations (4.25)-(4.27) represent the weak forms of the balance of momentum, the continuity equation, 
and the constitutive equation for the coarse scales, respectively.  
 
4.4.3   Fine-scale sub-problem 
The weak form of the balance of momentum equation for the fine-scales is: 
        
          
4 ,; , , , , ,
2 , , , , , 0
h
def
p t
p
R p
p
 
 

         
              
w v v σ w v w v v v v
w ε v v w w σ w f w h
  (4.28) 
 
4.4.4   Linearization with respect to the fine scale velocity field   
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Both coarse- and fine-scale sub-problems are nonlinear with respect to the coarse-scale velocity 
v  and fine-scale velocity v . We linearize these equations only with respect to the fine-scale velocity 
field. The linearization operators are defined as follows. 
    1 1
0
; , , , ; , , ,
def
p p
d
R p R p
d 

 
   w v v σ w v v v σ        (4.29a) 
             2 2
0
; , ; ,
def d
R q R q
d 

 
   v v v v v      (4.29b) 
    3 3
0
; , , , ; , , ,
def
p p
d
R p R p
d 

 
   ψ v v σ ψ v v v σ        (4.29c) 
    4 4
0
; , , , ; , , ,
def
p p
d
R p R p
d 

 
     w v v σ w v v v σ        (4.29d) 
Applying the linearization operators (4.29a)-(4.29d) to the weak forms for momentum, continuity 
and constitutive equations, we get the following linearized equations. 
 
         1, ,2 ; , , , pR p                 w v v v v v v w ε v w v v σ   (4.30) 
   2, ; ,q R q    v v v     (4.31) 
       3, 2(1 ) ; , ,Tp p p pR                   ψ v σ σ v v σ ε v ψ v v σ    (4.32) 
         4, ,2 ; , , , pR p                    w v v v v v v w ε v w v v σ    (4.33) 
 
4.4.5   Solution of the fine-scale sub-problem  
We rearrange (4.33) by keeping the  v  terms on the left hand side and taking all the other terms 
onto the right hand side.  
        , , ,2 ,           w v v w v v w ε v w r               (4.34) 
where  v v v , and    , 2t pp           r v v v ε v σ f . 
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4.4.5.1   Use of bubble functions to extract the fine scale solution 
We expand the fine scale weighting and test functions via bubble functions ( )eb ξ .  
eb w γ       (4.35a) 
eb  v ζ       (4.35b) 
where γ  and  ζ  are the coefficients for the weighting and the test functions, respectively. We consider 
the first three terms on the left hand side of (4.34), and expand each term via bubble-functions. 
First term: 
       
2
,
Ted b d                 w v v w v v γ v ζ         (4.36) 
Second term: 
     , e ed b b d                  w v v w v v γ v I ζ           (4.37) 
where I  is the rank two identity tensor. 
Third term: 
     
 
2
,2 :
T
e e e
d
b b d b d
    
   
          
         

 
w ε v w v v
γ ζ γ I ζ
      (4.38) 
We substitute (4.36)-(4.38) in equation (4.34) and solve for the coefficients of the fine-scale velocity field 
 ζ . These fine scale coefficients are then used to reconstruct the fine-scale solution via equation (4.35b). 
   
 
1
2
2
e
Te e e
e e
e e e
b d b b d
b b d
b b d b d


    
   
 
       
 

 
v v I
v r
I
 

 
     (4.39) 
If we assume the residual vector r  to be piecewise constant over the element interior (i.e., mean 
value of the residual r ), we can simplify the representation of the fine-scale velocity field in terms of the 
stabilization tensor τ .  
 v τ r              (4.40) 
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Explicit definition of the stabilization tensor that emanates from the derivation presented above is 
as follows. 
   
 
1
2
2
e
Te e e
e e
e e e
b d b b d
b b d
b b d b d


    
  
 
       
 

 
v v I
τ
I
 
 
  (4.41) 
Remark 4.3:  In order to numerically evaluate (4.41), ideas from our earlier works in [69] and [74] can 
be employed. 
 
4.4.6   The resulting coarse-scale sub-problem 
We now substitute the fine scale velocity field derived in section 4.4.5 into the coarse-scale sub-
problem. We rearrange equations (4.30)-(4.32), and substitute  v  from (4.40) into the rearranged 
equations. The modified momentum balance, continuity and viscoelastic constitutive equations are 
written as follow.  
         1, ; , , , pR p              v w v w v w w w τr w v v σ   (4.42) 
   2, ; ,q R q    τr v v     (4.43) 
   
   
 3
: :
, ; , ,
(1 )
T
p p p
p
T
p
R
  
  
        
    
          
σ ψ σ ψ ψ ψ σ
τr ψ v v σ
σ ψ ψ ψ
   (4.44) 
 
4.4.7   The nonlinear stabilized form 
The mixed nonlinear VMS stabilized form for the incompressible viscoelastic fluids is derived 
from equation (4.42), (4.43) and (4.44). 
            
   
     
,
,
1 2
, , , 2 , , ,
, , , ,
2(1 ) h
t p
p t p p p
T
p
p q  
  

  

         
      
      
        
w v w v v w ε v w w σ v
σ σ v σ σ v
ψ χ χ τr w f w h
v σ ε v
  (4.45) 
where the weighting functions for stabilization term are defined as 
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      1 q           χ v w v w v w w w                (4.46a) 
   
   
2
: :
(1 )
T
p p p
T
p
       
  
        
σ ψ σ ψ ψ ψ σ
χ
σ ψ ψ ψ
  
  
                   (4.46b) 
Remark 4.4:  Equation (4.46a) provides stabilization of the momentum and continuity equations as was 
presented in our earlier works [69, 74, 76]. 
 
Remark 4.5:  It is important to note that the stabilization of the additional stress equation provided by 
(4.46b) is facilitated by the VMS based additive decomposition of the velocity field. This additional 
stabilization helps in reaching higher Weissenberg numbers without the need of introducing the rate of 
deformation as an additional unknown field, as is typically done in the EVSS and DEVSS methods [4, 34, 
47, 56, 64, 91, 99, 100]. 
 
4.4.8   SUPG stabilization of the constitutive equation 
The viscoelastic constitutive equation can be considered as an advection-reaction system. We can 
write the steady-state counterpart of (4.8) as:  
     1 2p p   v σ v σ v      (4.47) 
where    1 2 v 1 ε v ,  2 v v  and    2(1 )  v ε v . Note that in terms of the shear-
rate   the Weissenberg number is defined as Wi  , while in terms of the characteristic velocity cv  it 
is defined as c cWi v l , where cl  is the characteristic length. Therefore, the second term  ε v  in 1  
and the term v  in  2  can be considered as increasing functions of Wi. Accordingly, at low 
Weissenberg number flows the reaction term dominates the constitutive equation (4.47). However, as the 
Weissenberg number is increased, the advection term starts dominating, thereby adversely affecting the 
numerical stability of the formulation. In order to augment the stability of the constitutive equation for 
high Weissenberg number flows, we employ ideas from streamline-upwind/Petrov-Galerkin (SUPG) 
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methods and develop a SUPG type stabilization of the tensorial field 
pσ  [64, 91, 99]. As a result, an 
additional weighting function  v ψ  appears in the stabilized residual form of the viscoelastic 
constitutive equation (4.44). The stabilization parameter   is defined as | |eh  v , where eh  is the 
characteristic size of an element and | |v  is the norm of the element velocity. 
   
   
 3
: :
, ; , ,
(1 )
T
p p p
p
T
p
R 
  

  
         
      
             
σ ψ σ ψ ψ ψ σ
τr ψ v ψ v v σ
σ ψ ψ ψ
   (4.48) 
 
Remark 4.6:  Due to the zero initial conditions, the norm of the element velocity | |v  is invariably zero at 
time 0t . Therefore stabilization parameter   is set equal to zero whenever | |v  approaches zero.  
 
The appropriate spaces for the pressure trial solutions and weighting functions for the stabilized 
form (4.45) are:  
      2 2, , (Ω), (Ω) sdnp t p t L p L             (4.49a) 
   2 2(Ω), (Ω) sdnq q L q L         (4.49b) 
Let     and    . Find  , , pp V v σ  such that, for all 
 , , qW w ψ ,  
   stab stab,B LW V W              (4.50) 
where  ,B    is linear with respect to the weighting function slot and is nonlinear with respect to the trial 
solution slot.  
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      stab 1 2 ,L L   W W χ χ τ f       (4.52) 
and 
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 (4.53)  
     , ,
h
L 

 W w f w h          (4.54) 
In (4.51) to (4.54)  stab ,B W V  and  stabL W  are the operators for the nonlinear stabilized form, and 
 ,B W V  and  L W  are the operators for the underlying Galerkin form as presented in (4.16)-(4.18).  
 
4.5  Numerical results 
This section presents a series of numerical tests with the proposed formulation. Figure 4.1 shows 
a family of elements with equal-order pressure-velocity-stress fields. For numerical evaluation of the 
stability parameter τ  given in (4.41), quadratic bubbles are employed for the linear triangles and bilinear 
quadrilaterals, while quartic bubbles are used for the higher-order elements. Standard Gauss quadrature 
rules are employed for numerical integration in all the cases. In the numerical implementation of the 
Newton-Raphson method, nonlinear iterations are carried out on the coarse-scales while the fine-scales 
are treated as linear during the iterations for the coarse-scales.  
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Figure 4.1 Family of equal-order linear and quadratic elements. 
 
 
4.5.1   Rate of convergence study for the Newtonian fluid with additional Newtonian 
stress 
 
In this section we consider a reduced order model for the present formulation wherein the total 
viscous stress is split into two parts: viscous stress in the momentum balance equation and viscous stress 
in the additional constitutive equation. The additional viscous stress is restricted to be Newtonian by 
setting 0  . This annihilates the convective part of the viscous stress in the additional stress equation. 
Accordingly, we set   equal to zero in the stabilized form (4.51). Although the model is Newtonian, 
however due to the presence of viscous stress in the additional constitutive equation, the weak form is not 
that of the standard Newtonain fluids which is given by the standard Navier-Stokes equations. Numerical 
convergence estimates are available for the pressure, velocity and additional stress fields in terms of the 
order of the interpolation polynomials employed. We perform rate of convergence study to numerically 
check the mathematical consistency and stability of the proposed three-field formulation. In these tests 
104 
 
0.01   and therefore a significant portion of viscous stress is modeled by the additional constitutive 
equation.  
The exact velocity, pressure and stress fields are:  
   2 2 2 25 5
T
T x y x y
x yv v ye xe
         
v               (4.55a) 
   
5
4 sin 2 sin 2p e x y               (4.55b) 
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
  
  
    
       (4.55c) 
It is important to note that the assumed velocity field satisfies the incompressibility condition 
given by equation (4.7). Substituting (4.55a)-(4.55b) for the velocity and pressure fields in the governing 
equation (4.6) yields the body force vector which is then employed to run the discrete problem (see 
Masud and Kwack [76] for details).  
We are dealing with a nonlinear formulation wherein nonlinearity is engendered by advection 
terms in momentum balance as well as in the additional stress equation. Therefore we use an iterative 
solution procedure to get a converged solution on a given mesh. Acceptable tolerance in the Newton-
Raphson convergence check is set equal to 1.0E-16. Once the converged solution is attained, the error 
norms of the computed solution with respect to the exact solution are computed. We report the 
convergence rates in terms of the L2-norm of the velocity field and H
1-norm of the pressure field. Also 
reported are the rates for L2 div-v, L2-p and L2- p  norms. 
  Figure 4.2 shows structured triangular and quadrilateral meshes. In each case subsequent meshes 
are designed such that the coarser discretization is fully embedded in the refined discretization. Triangular 
meshes are generated by bisecting the quadrilateral meshes such that the number of degrees of freedom is 
same between the two mesh types. Figures 4.3 (a) to (d) show the rates for linear triangles, bilinear 
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quadrilaterals, quadratic triangles and biquadratic quadrilaterals, respectively. In all the cases optimal 
convergence rates are attained in the norms considered.  
 
 
 
 
 
 
 
 
 
 
 
 
   
   
Figure 4.2 Structured meshes for convergence rate test 
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 (a) Equal-order linear triangles                                     (b) Equal-order bilinear quadrilaterals 
      
(c) Equal-order quadratic triangles                           (d) Equal-order biquadratic quadrilaterals 
Figure 4.3 Rates of convergence 
 
 
 
 
 
  
107 
 
4.5.2   Validation for the additional Newtonian viscous stress 
Another check of the consistency and stability of the three-field formulation is provided by the 
driven cavity problem. To suppress viscoelastic effects the relaxation parameter 0   and therefore   
is set equal to zero in the stabilized form (4.51). Though the fluid is Newtonian, the underlying 
formulation contains the additional stress equation with the viscosity ratio 0.5  . Computational grid 
is composed of 80×80 bilinear quadrilateral elements.  
Figure 4.4 shows the resultant velocity contours and streamlines for Re = 10,000. Figures 4.5 (a)-
(c) show the horizontal velocity for Re = 1000, 5000 and 10000, respectively, along a vertical line passing 
through the center the cavity. For all the test cases a good correlation with published results of Ghia et al. 
[46] is attained.  
 
 
 
Figure 4.4 Velocity contours and streamlines at Re = 10,000 
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 (a) Re=1000 
 
(b) Re=5000 
 
(c) Re=10,000 
Figure 4.5 Horizontal velocity along a vertical line passing through the center for various Re 
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4.5.3   Flow past a cylinder in a channel 
Flow past a circular cylinder in a channel is a popular and standard benchmark problem to 
validate computational methods for viscoelastic fluids [34, 56, 99, 100]. Figure 4.6 shows the schematic 
diagram of the problem description. A fully developed parabolic velocity profile is applied at the inflow, 
while traction free boundary conditions are imposed at the outflow. No-slip boundary conditions are 
imposed on the surface of the cylinder and the channel walls and symmetry boundary conditions are 
applied along y = 0 edge. The inflow and the symmetric boundary conditions for the extra stress are 
prescribed as follows.  
2
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 
 
     (4.56) 
where mV  is the mean value of the inflow velocity, and w is the width of the channel. The dimensionless 
Weissenberg number is defined as m cWi V R  where cR  is the radius of the cylinder. The drag force 
dF  on the cylinder is defined as: 
  2 2 :
cylinder
d pF p ds

   xσ ε v I ne     (4.57) 
where xe  is the unit vector in x-direction.  
 
Figure 4.6 Schematic diagram of the problem.  
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4.5.3.1   Cylinder in a narrow channel, w/Rc=2.0  
The parameters of the three finite element meshes used in the narrow channel problem are 
presented in Table 4.1. Various constants are: 1.0mV  , 1.0cR   and 0.59  . Figure 4.7 shows 
spatial discretization of one of the meshes M1 with polar mesh size hp = π/80. In order to capture the high 
gradients in 
p xx , downstream mesh size at the tail of the cylinder is reduced to 
1
4
ph .  
Table 4.1 The characteristics of meshes for the narrow channel 
 
Mesh w  uL  dL  
Polar mesh size, 
hp 
Number of elements Number of unknowns 
M1 2 -15 15 π/80 2995 19314 
M2 2 -15 15 π/160 7500 47232 
M3 2 -15 15 π/320 18505 114912 
 
 
 
Figure 4.7 Configuration of the generic mesh M1. 
 
 
Figure 4.8 shows the drag force on the cylinder and comparison is made with published results 
from the literature [34, 56]. The horizontal axis represents the Weissenberg number and the vertical axis 
represents the drag force. Coronado et al. [34] have presented results for a range in Wi up to 0.7 with their 
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four-field GLS method, and Hulsen et al.[56] have reported stable solution up to Wi = 2.0 with a 
logarithmic conformation matrix. Our results for meshes M2 and M3 match very well with Hulsen et 
al.[56]. It is important to note that in all the meshes we can reach up to Wi = 0.85 without introducing the 
additional rate of deformation tensor as an unknown field. Figure 4.9 shows the viscoelastic stress 
contours near the cylinder at Wi = 0.85. As reported, 
p xx  contour plot shows steep gradients at the 
perimeter of the cylinder as well as downstream from the cylinder. In contours for 
p yy  and p xy , high 
gradients in viscoelastic stresses are observed along the circumference of the cylinder.  
Figure 4.10 presents line plots for viscoelastic stress at x = 2.0 for Wi = 0.5 to 0.8. The x-axis 
represents the viscoelastic stresses and the y-axis represents the y-coordinates through the depth of the 
channel. Also presented are the results from Coronado et al. [34] obtained via their conformation tensor 
defined as M = λσp/(1-β)η + I. Once again a good comparison with published results is attained. Figure 
4.11 presents the 
p xx  plot along the symmetry line for Wi = 0.6 to 0.8. The horizontal axis represents s 
which is defined as the perimeter of the cylinder on 0 < s < πRc and as points on the symmetry line ( s = x 
+ πRc - Rc ) when s > πRc. The vertical axis represents p xx . Computed results show good correlation 
with Hulsen et al. [56]. 
Table 4.2 presents the number of nonlinear iterations for the various steps for mesh M3. Step 1 
corresponds to Wi = 0.05, and thereafter Wi increases by 0.05 at every quasi-Newton step. As can be seen 
in Table 4.2, four to five iterations are sufficient to attain convergence in any given step. Table 4.3 
presents reduction in the residual norm at various steps for mesh M3. The tangent tensor presented in the 
Appendix C yields quadratic convergence as shown in Table 4.3. Convergence tolerance for the residual 
norm is 1.0E-16.  
 
Table 4.2 Number of iterations at various steps for mesh M3. 
 
 Step 1 Step 2-16 Step 17 
Wi 0.05 0.10-0.80 0.85 
No. of Iter. 5 4 5 
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Table 4.3 Residual norms at various steps for mesh M3. 
 
 
 
 
 
 
 
 
 
 
Figure 4.8 Drag force on the cylinder versus Wi in the narrow channel (w/Rc=2.0). 
 
 
 
 
 
 
 
Iter. No Step 1 Step 2 Step 17 
1 1.92E+03 2.17E+03 9.45E+03 
2 3.52E-02 3.62E-02 1.70E-01 
3 4.21E-08 1.78E-08 7.21E-06 
4 1.07E-11 2.39E-14 1.05E-07 
5 2.75E-15  7.54E-09 
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Figure 4.9 Viscoelastic stress contours at Wi = 0.85 in the narrow channel, (a)
p xx , (b) p yy , (c) p xy  
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 (a) Viscoelastic stress component 
p xx  at x = 2.0 for Wi = 0.5 to 0.8 in the narrow channel 
 
 
 
 (b) Viscoelastic stress component 
p yy  at x = 2.0 for Wi = 0.5 to 0.8 in the narrow channel 
Figure 4.10 Line plots of the viscoelastic stress components in the narrow channel 
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 (c) Viscoelastic stress component 
p xy  at x = 2.0 for Wi = 0.5 to 0.8 in the narrow channel  
Figure 4.10 Line plots of the viscoelastic stress components in the narrow channel (cont.) 
 
 
 
 
Figure 4.11 Viscoelastic stress component 
p xx  along the symmetry line for Wi = 0.6 to 0.8. 
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4.5.3.2   Cylinder in a wide channel, w/Rc=8.0  
This test case investigates flow around a circular cylinder in a wide channel. Characteristics of the 
various meshes used are presented in Table 4.4. Various constants are: 1.0mV  , 1.0cR   and 0.59  . 
Figure 4.12 shows the coarsest mesh M4 with polar mesh size hp = π/40. Mesh downstream of the 
cylinder is refined such that element characteristic length is 
1
4
ph .  
Table 4.4 The characteristics of meshes for the wide channel 
 
Mesh w  uL  dL  Polar mesh size, hp Number of elements Number of unknowns 
M4 8 -40 40 π/40 3954 25560 
M5 8 -40 40 π/80 6158 39258 
M6 8 -40 40 π/160 15101 94098 
 
 
 
 
Figure 4.12 Configuration of the generic mesh M4. 
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Figure 4.13 represents the drag force on the cylinder for the wide channel case. Comparison is 
made with the four-field GLS method presented in Coronado et al. [34], with results obtained with their 
finest mesh for Wi up to 2.4. Present study obtains results up to Wi = 2.45 with mesh M6 employing the 
three-field VMS stabilization formulation. Figure 14 shows the viscoelastic stress contours around the 
cylinder at Wi = 2.45. The 
p xx  contour shows steep gradients at the perimeter of the cylinder as well as 
downstream of the cylinder. In contours for 
p yy  and p xy , high gradients in the viscoelastic stresses 
can be seen along the circumference of the cylinder.  
 
Remark 4.7:  The present method can produce same engineering accuracy as in reference [34], however 
with an order of magnitude reduction in the cost of computation. 
 
Figure 4.15 shows the viscoelastic stress plots at x = 4.0 for a range in Wi from 1.0 to 2.0. For Wi 
= 1.0, 1.5 and 2.0, our results compare very well with those reported in Coronado et al. [34]. Figure 4.16 
presents the 
p xx  component along the symmetry line for Wi = 1.5, 2.0 and 2.45. As described in the 
previous case, the horizontal line represents the perimeter of the cylinder and the downstream distance 
along the line of symmetry. Once again a good correlation with published results is attained.  
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Figure 4.13 Drag force on the cylinder versus Wi in the wide channel (w/Rc=8.0). 
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Figure 4.14 Viscoelastic stress contours at Wi = 2.45 in the wide channel. (a)
p xx , (b) p yy , (c) p xy   
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(a) Viscoelastic stress component 
p xx  at x = 4.0 for Wi = 1.0 to 2.0 in the wide channel 
 
 
 
 (b) Viscoelastic stress component 
p yy  at x = 4.0 for Wi = 1.0 to 2.0 in the wide channel 
Figure 4.15 Line plots of the viscoelastic stress components in the wide channel 
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(c) Viscoelastic stress component 
p xy  at x = 4.0 for Wi = 1.0 to 2.0 in the wide channel 
Figure 4.15 Line plots of the viscoelastic stress components in the wide channel (cont.) 
 
 
 
 
Figure 4.16 Viscoelastic stress component 
p xx  along the symmetry line for Wi = 1.5 to 2.45.  
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4.6  Conclusions  
We have presented a new mixed finite element method for incompressible viscoelastic fluids. A 
three-field formulation is developed that is based on the equations of balance of mass and momentum, 
together with the Oldroyd-B constitutive model for viscoelastic fluids. The multiscale stabilized form is 
derived via the Variational Multiscale (VMS) method. The notion of consistent linearization of the fine 
scale problem only with respect to the fine scale fields simplifies the sub-grid scale modeling of the 
problem. Embedding the fine scale solution into coarse scale weak form leads to the stabilized three-field 
velocity-pressure-stress method. Convergence rate study for a Newtonian fluid is presented wherein, due 
to the presence of viscous stress in the reduced form of the additional constitutive equation, the weak 
form is based on the three-field variational equation. Optimal convergence rates are attained in the norms 
considered, showing the consistency and stability of the underlying numerical method. A detailed study 
of flow past a circular cylinder in narrow and wide channels is carried out. Comparisons with published 
results show high engineering accuracy on relatively cruder spatial discretizations, highlighting 
computational economy for this important class of problems.   
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Chapter 5 
A stabilized mixed finite element method for shear-rate dependent 
non-Newtonian fluids: 3D benchmark problems and application to 
blood flow in bifurcating arteries  
 
 
5.1   Motivation 
Shear-rate dependency of fluid wherein apparent viscosity is a function of the instantaneous 
shear-rates of the flow [87] is one of the most significant characteristic features of non-Newtonian fluids. 
Non-Newtonian fluids are used in a variety of applications such as injection-molding of polymers, food 
processing, and biofluid technology. The most common non-Newtonian fluid is blood, which is a 
complex multi-constituent mixture consisting of plasma, red and white blood cells, platelets, zymogens, 
enzymes and a variety of other proteins. The constituents themselves are in turn mixtures, for example the 
cells consist of a fluid and a membranous elastic solid [95]. Blood can be modeled as a complex mixture 
using the theory of mixtures [90], or as a homogenized single constituent fluid. For flows taking place in 
medium-sized arteries (i.e., micro vessels) that have diameter which is considerably larger than the 
dimensions of the platelets and cells, it is reasonable to use a homogenized single constituent fluid model. 
However, it is important to take into account its shear-thinning nature [21] that has been tied to the 
disaggregation of the RBC-rouleaux aggregates (blood cell stacks) that form at low shear [24, 25]. 
Specifically, at low shear-rates, blood cells form complicated and bulky microstructures that result in 
higher viscosity than viscosities that are observed at high shear-rates. In an intermediate range of shear-
rates that typically lies between 0.1 sec-1 and 200 sec-1, shear-rate dependent viscosities are observed in 
clinical tests. A literature review reveals several mathematical models to represent the shear-rate 
dependent viscosity in the modeling of blood flow [2, 27, 35, 85, 87, 112, 114]. These sophisticated blood 
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flow models can be employed for cutting-edge technology applied for patient-specific geometry [9, 49, 62, 
86, 101]. 
This paper is an extension of our earlier work on stabilized formulation for shear-rate dependent 
fluids presented in [76]. The formulation was developed employing Variational Multiscale (VMS) ideas 
[50, 52] and it resulted in a method with enhanced mathematical properties. VMS method inherits the 
features of the classical stabilized methods, namely, the Streamline Upwind/Petrov-Galerkin (SUPG) 
method [20, 53] and the Galerkin/Least-Square (GLS) method [54]. It can be shown that under 
appropriate restrictions, SUPG and GLS methods are in fact sub-classes of the VMS method [74]. In [76] 
we employed an element-wise constant viscosity that resulted in a first-order approximation of the 
viscosity field. This simplification led us to the development of a simple formulation that showed 
optimum performance for linear elements. However, we realized that in order to obtain optimal 
convergence rates for higher-order Lagrange elements, we needed to consider a uniform variation of the 
viscosity field over the discretized domain. The derivation of the stabilized formulation in the present 
paper extends these ideas wherein we uniformly vary the viscosity field at the levels of the fine-scale as 
well as the coarse-scale sub-problems. The resulting stabilized finite element formulation is implemented 
employing 3D linear and quadratic hexahedral (B8 and B27) and tetrahedral (T4 and T10) elements.  To 
show the consistency and stability of the method for the family of 3D elements we developed a model 
problem and carried out a rate of convergence study that shows optimal rates for these elements. Steady-
state simulation of viscometer and transient simulations of vortex shedding behind a circular cylinder are 
performed that show good agreements with the theoretical values and experimental data. A patient-
specific geometric model [111] of a diseased carotid artery with stenosis and aneurysm is simulated and 
Newtonian and non-Newtonian models are compared. Significant non-Newtonian features are observed in 
a dominant regime of a typical cardiac cycle. A cost of computation study reveals that with only ten 
percent of additional computational costs we can capture the shear-rate dependent feature in blood 
rheology.  
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An outline of this paper is as follows. Section 5.2 presents the strong form and the standard weak 
form of the governing equations for shear-rate dependent fluids. The derivation of the new stabilized 
method that is based on VMS ideas is presented in Section 5.3. Section 5.4 presents numerical results and 
conclusions are drawn in Section 5.5.  
 
5.2   The incompressible generalized Navier-Stokes equations 
5.2.1 Strong form of the governing equations 
Let sd
n  be an open bounded region with piecewise smooth boundary  . The number of 
space dimensions, nsd is equal to 2 or 3. The strong form of the governing equations for an incompressible 
shear-rate dependent fluid is given by the generalized Navier-Stokes equations. 
   
 
 
    
   
,
0
       in  0, (5.1)
0         in  0, (5.2)
          on 0, (5.3)
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,0          on  0 (5.5)
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In (5.1) to (5.5), ,tv  is the time derivative of the velocity field v , p  is the thermodynamic pressure,   is 
the density, f  is the body force vector, g  is the prescribed boundary velocities, h  is the vector of the 
prescribed boundary tractions, 0v  is the prescribed initial velocity conditions, n  is the unit normal to the 
boundary  , and I  is the second order identity tensor. Equations (5.1)-(5.5) represent balance of 
momentum, the continuity equation, the Dirichlet and Neumann boundary conditions, and the initial 
condition, respectively. 
These equations are supplemented by shear-rate dependent stress tensor vσ  defined as  
   2v  σ ε v      (5.6) 
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where  ε v  is the rate-of-deformation tensor,   is the shear-rate defined as    : 2 :  ε v ε v , and 
    is shear-rate dependent viscosity. Different functional forms of     are admissible in (5.6) as 
presented in Table 5.1. 
 
Table 5.1 Shear-rate dependent viscosity models 
 
 
 
   
 
1
1
0
(a)  :                                                   Newtonian model
(b)  :                                             Power-law model [112]
sinh
(c)  : +        Powell
n
  
  

    



 


 
   
 
   
 
      
0
( 1)
0
-Eyring model [85]
1
(d)  : +           Cross model [35]
1
(e)   : + 1     Carreau-Yasuda model [114]
m
n
a a
    

     
 

 
 
   
  
  
 
5.2.2 The standard weak form 
The appropriate spaces of weighting functions for the velocity and pressure fields are: 
 1( (Ω)) ,  on sdn gH   0w w w           (5.7a) 
       2(Ω)q q L          (5.7b) 
The appropriate spaces of trial solutions  for the velocity field and  for the pressure field are time-
dependent spaces corresponding to  and  presented in (5.7a) and (5.7b), respectively.  
        1, , ( (Ω)) , ,  on 0,sdn gt t H t T       v v v g       (5.8a) 
          2, , (Ω)p t p t L           (5.8b) 
The standard weak form is: Find  , p  V v  such that  ,q   W w ,  
            
 
,, , , , , ,  (5.9)
, 0 (5.10)
h
t v p
q
 

       
 
w v w v v w σ v w w f w h
v
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where     , d

      is the  2L   - inner product. 
 
5.3   VMS based stabilized form for a shear-rate dependent fluid  
 
The bounded domain   is discretized into non-overlapping sub-regions 
e  (element domains) 
with boundaries
e , e =1, 2 … numel  such that 
1
 
umeln
e
e
   .  The union of element interiors and 
element boundaries is indicated by 
1
' (int) 
umeln
e
e
    and 
1
'  
umeln
e
e
   , respectively.  
We assume an overlapping sum decomposition of the velocity field into coarse- or resolvable-scales and 
fine- or subgrid-scales. 
coarse scale fine scale
( , ) ( , )     ( , )t t ' t v x v x v x  
 
  (5.11) 
We assume that 'v  is represented via piecewise polynomials of sufficiently high order, continuous in 
space but discontinuous in time. In particular, 'v  is assumed to be composed of piecewise constant-in-
time functions leading to ( , ) ( , ) ( )tt t ' v x v x v x . Consequently, , ,t tv v  and , t v 0 . 
Likewise, we assume an overlapping sum decomposition of the weighting functions into coarse- and fine-
scale components indicated as w and 'w , respectively. 
coarse scale fine scale
( ) ( )     ( )' w x w x w x       (5.12) 
 
5.3.1 The variational multiscale framework 
Substituting the additively decomposed form of the velocity field and the weighting functions in 
equations (5.9) and (5.10) leads to the following equations. 
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      
           
,, ,
, , , ,  
h
t
v p
 

        
              
w w v w w v v v v
w w σ v v w w w w f w w h
 (5.13) 
  , 0 q    v v        (5.14) 
where the nonlinear viscous stress term is defined as  
   2v    v v ε v v        (5.15) 
and the rate of deformation tensor is written in terms of its coarse- and fine-scale components as follows  
           1 1
2 2
T T
             ε v v ε v ε v v v v v    (5.16) 
In this paper, the nonlinear viscosity   is defined as a function of the shear-rate that is evaluated 
based on the coarse-scale velocity field. While piece-wise constant viscosity over element interiors was 
implemented in [76], uniformly varying viscosity field that is evaluated from spatially varying shear-rate 
over element interiors as follows: 
        2 :     ε v ε v         (5.17) 
 
Remark 5.1:  The assumption of   being piecewise constant in [76] leads to computational economy via 
simplifying the resulting stabilized formulation and its consistent tangent tensor. However, this 
assumption is appropriate only for linear elements (e.g. 2D and 3D linear Lagrange elements). For 
higher-order elements (e.g., 2D and 3D quadratic Lagrange elements), relaxing this assumption results in 
optimal convergence rates as shown in Section 4.1.  
 
5.3.2 Coarse-scale sub-problem 
Employing the linearity of the weighting function slot we can split (5.13) and (5.14) into coarse-
scale and fine-scale sub-problems. These sub-problems can be written in residual forms as follows.  
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        
        
1 ,; , , , ,
, 2 , , , 0
h
def
tR p
p
 


      
       
w v v w v w v v v v
w ε v v w w f w h
   (5.18) 
    2 ; , , 0
def
R q q     v v v v          (5.19) 
Equations (5.18) and (5.19) represent the weak forms of the balance of momentum and the continuity 
equations for the coarse-scale problem.  
 
5.3.3 Fine-scale sub-problem 
The weak form of the balance of momentum equation for the fine-scales is: 
         
      
3 ,; , , , ,
, 2 , , 0
def
tR p
p
 

         
         
w v v w v w v v v v
w ε v v w w f
   (5.20) 
We expand the fine-scale trial solutions and weighting functions via bubble functions ( )eb ξ .  
,e eb b   v β w γ       (5.21) 
where  β  and γ  are the coefficients for the trial solutions and weighting functions, respectively. 
   
 
1
2
2
e
Te e e
e e
e e e
b d b b d
b b d
b b d b d
 

 


    
   
 
       
 

 
v v I
v r
I
    (5.22) 
where  v v v ,     , 2 2t p             r v v v ε v ε v f , and I  is the rank two 
identity tensor. It is important to note that r  represents the residual of the Euler-Lagrange equations for 
the coarse-scale momentum balance equations. Because of the discretization of the domain and the 
nomenclature adopted herein, this residual is in fact defined over the sum of element interiors and 
contribution to inter-element boundaries is ignored. .  
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Remark 5.2:  The spatially varying viscosity field over element interiors produces additional term in the 
residual vector r  that incorporates the gradient of viscosity over the domain. Specifically, the gradient 
over element interiors is derived as follows:  
 
  ,
2 2
: :
:
jk i jk
   

  
  
     
 
ε ε ε ε ε ε
ε ε
      (5.23) 
 
If we assume that the residual vector r  is piecewise constant over the element interiors, we can further 
simplify the representation of the fine-scale velocity field:  
  v τ r        (5.24) 
where τ  is the stabilization tensor and r  is the residual vector of the Euler-Lagrange equation for 
momentum balance given in (5.1). Explicit definition of the stabilization tensor that emanates from the 
derivation presented above is as follows. 
   
 
1
2
2
e
Te e e
e e
e e e
b d b b d
b b d
b b d b d
 
 


    
  
 
       
 

 
v v I
τ
I
   (5.25) 
 
Remark 5.3:  The constant value of r  represents mean value of the residual over element interiors. 
 
5.3.4 The nonlinear stabilized form 
The nonlinear stabilized form for the incompressible shear-rate dependent non-Newtonian fluids is 
derived from equations (5.18), (5.19) and (5.24).  
        
       
,, , , 2 ,
, , , ,
h
t p
q
  

     
    
w v w v v w ε v w
v χ τr w f w h
        (5.26) 
where the weighting function for the stabilization term in equation (5.26) is defined as 
         q                 χ v w v w v w w w w 1 w      (5.27) 
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Remark 5.4:  The present formulation is an extension of our earlier work [76], and it accounts for the 
gradient of the viscosity field, thereby providing a refined model wherein viscosity is allowed to vary over 
element interiors.  
 
Since the nonlinear stabilized form is completely expressed in terms of the coarse-scale fields, hereon we 
drop the superposed bars from the coarse-scale velocity field.  
The appropriate spaces for the pressure trial solutions and weighting functions for the stabilized 
form (5.26) are:  
      sdn2 2, , (Ω), (Ω)p t p t L p L         (5.28a) 
   sdn2 2(Ω), (Ω)q q L q L        (5.28b) 
Let    and   . Find  , p V v  such that  , q  W w ,  
   stab stab, W V W             (5.29) 
where  ,   is linear with respect to the first slot and is nonlinear with respect to the second slot.  
         stab ,, , , 2 2t p            W V W V χ τ v v v ε v ε v    (5.30) 
     stab , W W χ τ f          (5.31) 
            ,, , , ,2 , ,t p q          W V w v w v v w ε v w v   (5.32) 
     , ,
h
 W w f w h                 (5.33) 
where  stab ,W V  and  stab W  are the operators for the nonlinear stabilized form, and  ,W V  
and  W  are the operators for the underlying Galerkin form as presented in (5.9) and (5.10).  
 
Remark 5.5:  In equations (5.30) and (5.32) ( )   is the viscosity field that is a function of the 
coarse-scale based shear-rate   defined in equation (5.17). 
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5.4   Numerical results 
 
Figure 5.1 Family of equal-order elements. 
 
We have implemented the nonlinear stabilized form (5.26) with equal-order tetrahedral and 
hexahedral elements. Figure 5.1 shows a family of linear elements (i.e., B-8 and T-4 elements) and 
quadratic elements (i.e., B-27 and T-10 elements). Because of the refined representation of the viscosity 
field as presented in (5.17), all elements show optimal convergence rates. In this section, three groups of 
numerical results are presented to verify and validate the proposed method.  
a) Convergence rate study for equal-order linear and quadratic elements 
b) Steady-state viscometer simulation to verify shear-rate dependent viscosity 
c) Transient simulation of vortex shedding problem  
d) Patient-specific blood flow simulation 
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5.4.1 Rate of convergence study 
We first perform the convergence-rate study wherein the following exact solutions are employed 
over a unit-volume such that −0.5 ≤ x, y, z ≤ 0.5. 
     
     
    
2
2
2
0.25
0.25
0.25
2 cos cos
2 cos cos
sin 1
z
x
z
y
z
z
z x y e
v
v z x y e
v
x y e



 
 

 
 
 
 
  
      
         
  
v            (5.34) 
     sin 2 sin 2 sin 2p x y z         (5.35) 
The velocity field (5.34) satisfies the incompressibility condition (e.g., 0 v ). In addition, the 
velocity is tangent to boundary surfaces of the domain (e.g., x, y, z = ±0.5), thereby precluding the need to 
describe inflow or outflow boundary conditions for the convergence-rate tests. Figures 5.2 (a)-(d) show 
the velocity-streamlines, pressure contours, shear-rate contours, and viscosity contours of the exact 
solution, respectively. We have cut out a prismatic section of the domain to expose the layered structures 
in the pressure field, and in the shear-rate and viscosity contours.  
By substituting (5.34) and (5.35) in the momentum-balance equation, we derive the body force 
that is then employed to run the problem (See Appendix E). 
For convergence rate study, Carreau-Yasuda model in Table 5.1 is employed with the following 
material parameters:   = 0.00345 Pa∙sec, 0  = 0.056 Pa∙sec,  = 1.902 sec, n  = 0.22 and a  = 1.25. 
The density   is set equal to 1.0 kg∙m-3, and therefore the corresponding Reynolds number is around 400 
(
maxV L  = 1.0×1.5×1.0/0.00345 = 435).  
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(a) Velocity streamlines    (b) Pressure contours 
 
 
            
(c) shear-rate contours      (d) Viscosity contours 
Figure 5.2 Exact solutions for the convergence-rate tests 
 
Because of the highly non-linear nature of the problem, residual tolerance for Newton-Raphson 
iterations is set equal to the machine precision of 10-16 so that the numerical errors emanating from non-
linear solution procedure are minimum. In addition, a high enough quadrature rule is employed for full 
numerical integration. Specifically, for hexahedral elements, 53 integration points are employed that 
exactly integrate a polynomial of order 9. Likewise, 15 point integration rule is empolyed for tetrahedral 
elements that exactly integrates a polynomial of order 5. Once the residual of the Newton-Raphson 
solution procedure has converged to machine precision, the computed solution is used for the calculation 
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of error norms wherein exact solution given in (5.34) and (5.35) is employed. Accordingly, the L2-norms 
of the velocity field and divergence of velocity (i.e., div-v), and L2-norms and H
1-seminorms of pressure 
field are reported.  
          
             
Figure 5.3 Uniform meshes employed for convergence study. 
 
Figure 5.3 shows structured tetrahedral and hexahedral meshes employed in this study. In each 
case subsequent meshes are developed such that the coarser discretization is fully embedded in the refined 
discretization. Tetrahedral meshes are generated by dividing hexahedral elements into five tetrahedral 
elements each, so that the number of degrees of freedom is kept same between the two mesh types. 
Figures 5.4 (a) to (d) show convergence rates for linear hexahedral (B8), quadratic hexahedral (B27), 
linear tetrahedral (T4), and quadratic tetrahedral (T10) elements, respectively. Linear hexahedral elements 
show optimal convergence rates in all the norms considered. Quadratic hexahedral elements show optimal 
rates for the velocity field. The convergence rates for tetrahedral elements are slightly sub-optimal. For 
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the linear tetrahedral elements, lack of cross terms in the shape function leads to deficiency in accurate 
representation of the discrete viscous stress terms that results in sub-optimal convergence of the velocity 
and pressure fields in the L2-norm. The H
1-seminorm of pressure and L2-norm of divergence of velocity 
field attain optimal rates.  
 
 
(a) Linear hexahedral (B8) elements  (b) Quadratic hexahedral (B27) elements 
 
(c) Linear tetrahedral (T4) elements       (d) Quadratic tetrahedral (T10) elements 
Figure 5.4 Convergence rates of uniform meshes for equal-order elements in 3D domain 
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5.4.2 Steady-state simulation of the cone-and-plate viscometer  
  This section presents a numerical simulation of a cone-and-plate viscometer. Geometry of the 
problem is shown in Figure 5.5. The theoretical assumptions in the design of cone-and-plate viscometer 
[23] require that the cone angle   should be less than 4°. The shear-rate   and the shear stress   are 
determined from experimental measurements as a function of torque T  and angular velocity   as 
follows: 
3
3
2

T
R


             (5.36) 
tan



        (5.37) 
where R is the radius of the cone. For numerical simulations, the radius of the cone R is set equal to 2.5 
cm and the cone angle   is equal to 3.4336°. The range of angular velocity   is kept between 0 and 600 
rad/sec. The Carreau-Yasuda model for viscosity is employed (see Table 5.1) with the following 
parameters:   = 0.00345 Pa∙sec, 0  = 0.056 Pa∙sec,   = 1.902 sec, n  = 0.22 and a  = 1.25. The 
density   is set equal to 1050 kg∙m-3.  
 
Figure 5.5 Schematic diagram of the cone-and-plate viscometer geometry 
 
 
Table 5.2 Parameters for the cone-and-plate viscometer mesh 
 
Mesh type R   NUMNP(1) NUMEL(2) NDOF(3) Element type 
M1 2.5cm 3.4336° 7,400 4,042 29,600 T10 
M2 2.5cm 3.4336° 48,034 29,952 192,136 T10 
M3 2.5cm 3.4336° 294,851 196,950 787,800 T10 
(1) NUMNP: number of nodes, (2) NUMEL: number of elements, (3) NDOF: number of degrees-of-freedom 
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Figure 5.6 The numerical geometry for a Cone and plate viscometer (thickness is amplified) 
 
 
  Table 5.2 presents three successively refined finite element meshes employed in the numerical 
simulations. Figure 5.6 shows numerical solution for   = 30 rad/s that is obtained with the intermediate 
mesh M2. The 3D figure is split into three regions that highlight various facets of the computed solution. 
One region shows the computed pressure contours with superposed mesh. The next region shows the 
contours of the velocity magnitude, while the bottom one-third shows streamlines that are based on the 
velocity field.  
  For the steady-state simulation, the angular velocity   is gradually increased from 0 to 600 
rad/sec. At each step, Newton-Raphson algorithm is employed to achieve convergence and the tolerance 
for the residual norm is set equal to 10-16. Since we have employed consistent tangent tensor in numerical 
implementation, two to six iterations are sufficient to attain converged solutions. Figure 5.7 shows the 
reduction in the residual norm during the solution process at some specific (but otherwise arbitrary) steps. 
Residual norms are normalized with respect to the first residual at each step. Discrete values of the 
residual norm for the three meshes are shown in Table 5.3 where optimal convergence can clearly be seen.  
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Figure 5.7 Reduction in residual norms during Newton-Raphson iterations 
 
Table 5.3 Reduction in residual norm during Newton-Raphson iterations 
 
Iteration 
Step at   = 0.6 rad/s with  =0.06 rad/s Step at   = 60 rad/s with  = 6 rad/s 
M1 M2 M3 M1 M2 M3 
1 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 1.00E+00 
2 4.93E-07 1.16E-07 3.79E-08 1.21E-03 4.31E-04 2.10E-04 
3 1.74E-13 1.47E-13 4.49E-15 6.67E-07 8.33E-09 4.43E-09 
4    5.39E-10 9.90E-14 8.65E-15 
5    5.27E-13   
 
  At each step, the torque of the cone is computed from the numerically evaluated velocity and 
pressure fields as follows: 
 
coneΓ
T dA   c d σ n ,       (5.38) 
where d is the distance vector from the center of rotation to the point where the stress is computed, σ is 
the stress tensor computed via equation (5.6), n is the surface normal vector for the cone geometry, c is 
the unit vector for the rotational axis, and coneΓ  is the surface of the cone. 
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  Figure 5.8 shows a log-log plot for torque and angular velocity and the computed solution is 
compared with the theoretical solution. Horizontal axis represents angular velocity, and vertical axis 
shows the torque on the log-scale, respectively. The theoretical solution is based on the assumption 
inherent in the cone-and-plate viscometer design presented in [23]. For any specific angular velocity, the 
shear-rate is computed using equation (5.37), and the stress is then determined by employing the Carreau-
Yasuda model along with appropriate constitutive parameters. Subsequently, torque is calculated via 
equation (5.36).  
 
Figure 5.8 Numerical results for torque and angular velocity 
 
  Simulated results for up to 6 rad/sec are presented for the three successively refined meshes (i.e., 
M1, M2, and M3) that show excellent agreement with the theoretical solution. It is important to note that 
an inherent assumption in [23] is that flow stays in the steady-laminar regime. For the given geometry and 
material parameters employed in this study, shear-rate dependent flow seems to stay in the stable laminar 
regime for angular velocity up to 6 rad/sec, and for higher angular velocities it seems to move to the 
transition regime that is beyond the assumptions employed for the flow regime in the design of cone-and-
plate viscometer. Therefore, for angular velocities larger than 6 rad/sec, we observe some discrepancy 
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between the computed torque values and the theoretically predicted values. In order to confirm our 
hypothesis, an additional viscometer simulation was performed with mesh M1 wherein the flow density 
was set equal to zero to eliminate the effects of the advection term in equation (5.1), thereby resulting in a 
Stokes model. The resulting torque is presented in Figure 5.8 as M1-Stokes. For the entire range of the 
simulated angular velocity, M1-Stokes shows excellent agreement with the theoretically predicted values, 
thereby confirming our assertion about the inherent assumptions in the derivation of the theoretical 
solution.  
 
Remark 5.6:  This simulation highlights that the assumptions on the flow regime in a viscometer can get 
violated if the viscometer is spun at a higher angular velocity and the flow migrates to the transition 
regime from the stable laminar regime. The zonal boundary between the stable laminar regime and the 
transition regime seems to depend on the geometric parameters of the viscometer and the mechanical 
material parameters of the fluid. Accordingly, for viscometers that are required to be spun at higher 
angular velocities, a steady-state numerical simulation based on the proposed formulation can be used to 
determine the torque and the viscosity of the fluid. 
 
Figure 5.9 shows velocity and shear-rate contours at a cross section of the viscometer when 
angular velocity is 0.6 rad/s. Figures 5.9 (a) and (c) show the velocity and shear-rate contours for the 
generalized Navier-Stokes equations presented in equation (5.1), wherein the advection term is fully 
operational. Figures 5.9 (b) and (d) show corresponding results wherein the advection term in equation 
(5.1) is suppressed by setting the density equal to zero. In both the cases, velocity contours plots are 
almost identical. Shear-rate plot shows a uniform value for “Stokes flow like conditions” that represents 
the theoretical shear-rate of 10.0 sec-1 as computed via equation (5.37) for   = 0.6 rad/s. Flows seem to 
stay in the stable laminar regime and this conforms to the assumption inherent in the theoretical model for 
the cone-and-plate viscometer. 
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(a) Velocity contour for density   set equal to 1050 kg∙m-3 
 
(b) Velocity contour for density   set equal to 0.0 kg∙m-3 (Stokes flow type condition) 
 
(c) Shear-rate contour for density   set equal to 1050 kg∙m-3 
 
(d) Shear-rate contour for density   set equal to 0.0 kg∙m-3 (Stokes flow type condition) 
     
(e) Legend for the velocity magnitude                               (f)      Legend for the shear-rate 
Figure 5.9 Flows in the viscometer at   = 0.6 rad/s. 
 
Figure 5.10 shows numerical results when the angular velocity is increased to 60 rad/s. Under the 
“Stokes-like conditions”, velocity contours in Figure 5.10 (b) are similar to the plot in Figure 5.9 (b), and 
shear-rate in Figure 5.10 (d) is equal to the theoretical value of 1,000 sec-1 as given by equation (5.37). 
However, for the generalized Navier-Stokes equations, the velocity contours in Figure 5.10 (a) show 
somewhat different distribution as compared to the plots presented in Figures 5.9 (a), 5.9 (b), and 5.10 (b). 
This highlights that under the Stokes flow assumption the shape of the velocity contour remains same 
with only a change in the velocity magnitude, and this is to be expected from the assumptions inherent in 
[23]. However, in the Navier-Stokes type flow, the shape of the velocity contour as well as its magnitude 
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changes. The shear-rate in Figure 5.10 (c) does not show a constant value any more that indicates that the 
flow is in the transition regime. Experimental measurements at such higher angular velocities should be 
calibrated appropriately before they are used for calculating torques and extracting the viscosity data.   
 
 
(a) Velocity contour for density   set equal to 1050 kg∙m-3 
 
(b) Velocity contour for density   set equal to 0.0 kg∙m-3 (Stokes flow type condition) 
 
(c) Shear-rate contour for density   set equal to 1050 kg∙m-3 
 
(d) Shear-rate contour for density   set equal to 0.0 kg∙m-3 (Stokes flow type condition) 
     
(e) Legend for the velocity magnitude                      (f)      Legend for the shear-rate 
Figure 5.10 Flows in the viscometer at   = 60.0 rad/s. 
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5.4.3 Transient vortex-shedding behind a cylinder  
 
In this section we model transient vortex shedding behind a circular cylinder and compare the Strouhal 
numbers from numerical simulations with the results from experimental studies performed by Coelho and 
Pinho [29, 30, 31]. From amongst the non-Newtonian fluid material properties in [29], 0.6% Tylose 
solution is chosen for the present study due to its weakly elastic shear-thinning feature that is a function of 
its low molecular weight. The constitutive parameters for Carreau-Yasuda model are as follows:   = 
0.0008 Pa∙sec, 0  = 0.07047 Pa∙sec,   = 0.00720 sec, n  = 0.5584 and a  = 1.0055. The density   is 
set equal to 998 kg∙m-3. The cross section of the experimental fluid domain in [29] is 197 mm in height (H) 
and 120 mm in width (L), and the circular cylinder is 10mm in diameter (D). This leads to 5% blockage, 
and consequently a 12:1 aspect ratio (L/D) is employed in the present numerical study. The Reynolds 
number is determined as follows:  
/ chRe U D        (5.39) 
where U is the free-stream velocity (m/s) and ch  is the characteristic viscosity defined by a 
characteristic shear-rate of / (2 )U D . Reynolds numbers employed in this study range between 20 and 
200. For these Reynolds numbers, the free-stream velocities and characteristic viscosities are computed 
via the nonlinear equation in (5.39), as presented in Table 5.4 and Figure 5.11.  
 
Table 5.4 Free-stream velocities and characteristic viscosities for selected Reynolds numbers of the 0.6% 
Tylose solution 
Re  U  (m/s) ch  (Pa∙s) Re  U  (m/s) ch  (Pa∙s) 
20 0.13832 0.069022 120 0.76313 0.063467 
30 0.20546 0.068350 130 0.82094 0.063023 
40 0.27138 0.067709 140 0.87807 0.062594 
50 0.33616 0.067097 150 0.93455 0.062179 
60 0.39987 0.066513 160 0.99041 0.061777 
70 0.46259 0.065953 170 1.04568 0.061388 
80 0.52438 0.065416 180 1.10039 0.061010 
90 0.58527 0.064900 190 1.15454 0.060644 
100 0.64534 0.064405 200 1.20818 0.060288 
110 0.70461 0.063927    
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Figure 5.11 Free-stream velocities and characteristic viscosities for selected Reynolds numbers of the 0.6% 
Tylose solution 
 
 
 
 
 
Figure 5.12 Schematic diagram of the transient vortex-shedding problem 
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(a) Mesh for 2D vortex shedding simulations       (b) Mesh for 3D vortex shedding simulations 
 
Figure 5.13 Hexahedral element meshes 
 
 
     
(a) Zoomed view of the mesh around the cylinder in x-y plane         (b) Magnification around the cylinder 
 
Figure 5.14 Spatial mesh in x-y plane 
 
Table 5.5 Mesh configurations for vortex-shedding simulations (unit for length: mm) 
 
Mesh type D L H Lu Ld NNP
 NEL Nc Ndof 
M-2D 10 10 200 200 800 23,122 11,319 240 92,488 
M-3D 10 120 200 200 800 173,415 158,466 240 693,660 
 
Figure 5.12 shows a schematic diagram of the vortex shedding problem in the x-y plane. At the 
left edge, the inflow boundary condition of a constant velocity profile is prescribed. Magnitude of inflow 
velocity for various Reynolds numbers is given in Table 5.4. At the right edge, traction-free outflow 
boundary condition is applied along the x-direction and vy and vz are also set equal to zero. No slip 
boundary condition is applied around the perimeter of the cylinder as well as on the top and bottom 
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boundaries of the computational domain. Figure 5.13 shows two hexahedral element meshes that have 
similar layout in x-y plane shown in Figure 5.14. M-2D meshes in Figure 5.13 (a) has only one layer of 
hexahedral elements to model 2D vortex shedding for a range of Reynolds numbers from 20 to 200. This 
test case approximates vortex shedding at the plane of symmetry for the experimental device in [29]. For 
periodic boundary condition along the z-direction, vz is set equal to zero in the entire domain. In Figure 
5.13 (b), M-3D mesh comprises of 14 layers of hexahedral elements to reproduce the fluid domain as is 
there in the experimental device in [29]. The depth of the domain along the z-axis is 120 mm which is 
identical to the length dimension of the cylinder in [29]. On the top and bottom boundary planes along the 
z-direction, no slip boundary condition is applied, while all the degrees of freedom are kept free on 
intermediate layers. Rest of the boundary conditions is same as shown in Figure 5.12. Table 5.5 provides 
geometric parameters for the various meshes used in the present study. D is the diameter of the cylinder, L 
is the length of the cylinder, H is the height of the domain, Lu is the upstream length, Ld is the downstream 
length, NNP is the number of nodes, NEL is the number of elements, Nc is the number of node on the 
perimeter of the cylinder cross section, Ndof is the number of DOFs (degrees of freedom) in the entire 
domain.  
 
5.4.3.1 Two-dimensional vortex shedding 
Mesh M-2D is employed to simulate two-dimensional vortex shedding on the plane of symmetry 
for the experimental setup in [29] for various Reynolds number flows between 20 and 200. A loading 
sequence analogous to the one in [29] is applied in this study. From at rest conditions, the fluid velocity is 
increased to 1.20818 m/s that corresponds to Re = 200. Once the flow attains stable periodicity, the inflow 
velocity is decreased stepwise, as presented in Table 5.4. Time integration is carried out with the second-
order accurate backward Euler method (BDF2 method) with a time increment t  = 0.001 sec. The 
traction coefficient on the cylinder surface as well as the drag and the lift coefficients are computed as 
presented in (5.40), (5.41) and (5.42). 
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L y
S
C dA  coeffT e       (5.42) 
where S is the surface of the cylinder, n is the unit normal vector to the surface, L is the length of cylinder, 
and ex and ey are the x- and y-direction unit vectors, respectively.  
 
 
Figure 5.15 Mean value of drag coefficient and amplitude of lift coefficient between Re = 20 and Re = 
200 
 
 
Figure 5.16 Drag coefficients during a 0.5 second interval for Re = 60, 100, 150 and 200 
 
149 
 
 
Figure 5.17 Lift coefficients during a 0.5 second interval for Re = 60, 100, 150 and 200 
 
 
Figure 5.18 Phase diagram of lift coefficient versus drag coefficient for Re = 60, 100, 150 and 200 
 
Figure 5.15 shows mean value of the drag coefficient and amplitude of the lift coefficient for 
various Re values between 20 and 200. Vortex shedding is observed for Re greater than or equal to 50 and 
the amplitude of lift coefficient increases linearly with the Re. However, the mean value of drag 
coefficient first decreases rapidly from Re = 20 to Re = 100 and then it stabilizes around 1.3 for Re > 100. 
Drag coefficient and lift coefficient during a 0.5 second interval for Re = 60, 100, 150 and 200 are 
presented in Figures 5.16 and 5.17, respectively. Figure 5.18 shows phase plots of lift versus drag 
coefficients for Re = 60, 100, 150 and 200.  For each of the Re cases, multiple cycles are plotted and a 
stable regime with periodic flow is observed.  
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Figure 5.19 shows normalized velocity contours defined in (5.43) at the instant when lift 
coefficient is maximum. These are superposed by streamlines that are based on stationary velocity 
defined in (5.44) for Re = 20, 60, 100, 150 and 200. Figure 5.20 shows normalized pressure contours 
defined in (5.45), and Figure 5.21 shows the viscosity contours. In Figure 5.22, deformed surfaces 
represent traction coefficients on the surface of the cylinder (see equation (5.40)), and arrows represent 
directions of tractions computed for the cylinder.  
normalized Uv v       (5.43) 
stationary U  xv v e       (5.44) 
  21 2normalized
p
p
U 
      (5.45) 
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(a) Re = 20 
 
(b) Re = 60 
 
(c) Re = 100 
 
(d) Re = 150 
 
(e) Re = 200 
 
(f) Color legend 
Figure 5.19 Normalized velocity contours and stationary velocity streamlines at the instant when lift 
coefficient is maximum 
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(a) Re = 20 
 
(b) Re = 60 
 
(c) Re = 100 
 
(d) Re = 150 
 
(e) Re = 200 
 
(f) Color legend 
Figure 5.20 Pressure coefficient contours at the instant when lift coefficient is maximum 
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(a) Re = 20 
 
(b) Re = 60 
 
(c) Re = 100 
 
(d) Re = 150 
 
(e) Re = 200 
 
(f) Color legend 
Figure 5.21 Viscosity contours at the instant when lift coefficient is maximum 
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(a) Re = 20                   (b) Re = 60                   (c) Re = 100     
   
(d) Re = 150                (e) Re = 200 
 
(f) Color legend 
Figure 5.22 Traction coefficients on the surface of the cylinder at the maximum value of lift coefficient 
 
5.4.3.2 Three-dimensional vortex shedding at Re = 100 
    Three-dimensional vortex shedding at Re = 100 for the geometry in [29] is carried out using mesh 
M-3D. Fluid velocity is gradually increased from at rest conditions to 0.64534 m/s that correspond to Re 
= 100, as presented in Table 5.4. Once again time integration is carried out via the second-order accurate 
backward Euler method (BDF2 method) with a time increment t  = 0.002 sec. Figures 5.23 and 5.24 
show drag and lift coefficients during a typical 2.0 second interval, respectively. Figure 5.25 shows phase 
plot for drag versus lift coefficients for the corresponding 2.0 second interval in Figures 5.23 and 5.24. 
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Vorticity iso-surfaces and velocity streamlines are presented in Figure 5.26, and viscosity contours for 
two plan views are shown in Figure 5.27.  
 
Figure 5.23 Drag coefficient during a typical 2.0 second interval for Re = 100 
 
 
Figure 5.24 Lift coefficient during a typical 2.0 second interval for Re = 100 
 
 
 
Figure 5.25 Phase plot of lift coefficient versus drag coefficient during a typical 2.0 second interval for Re 
= 100 
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(a) Transverse view 
 
 
(b) Lateral view 
 
Figure 5.26 Velocity streamlines and vorticity iso-surfaces for Re = 100 
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(a) Plan view (perspective one) 
 
 
(b) Plane view (perspective two) 
 
Figure 5.27 Viscosity contours for Re = 100 
 
5.4.3.3 Validation study of the Strouhal numbers  
For validation of the proposed method for time-dependent flow problems, the Strouhal numbers 
defined in (5.46) are compared with the experimental data presented in [29]. In order to compute 
dominant frequencies involved in vortex shedding, we employ the wavelet transform method that is based 
on the Morlet wavelet. Frequency analysis of the time series for various Re flows is presented in Figures 
5.28 (a)-(d), wherein dominant frequencies can be seen to increase with Re. Figure 5.28 (e) shows the 
frequency content of the lift coefficient for 3D flow with Re = 100. A comparison of Figure 5.28 (b) and 
(e) shows that the predominant frequencies lie in the same range for the two cases, however with the 
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frequencies for the 2D flow a little on the higher side. 3D flow relaxes the constraint in the through-depth 
direction and can contribute to the slightly lower frequency of vortex shedding. Numerically obtained 
Strouhal numbers are compared with the experimentally observed behavior [29] between Re = 50 and Re 
=200 in Figure 5.29. Numerical results from two-dimensional simulations show trends that follow along 
the line of experimental values, however with magnitudes that are around 20% higher. This stiff response 
of 2D simulations can be attributed to the constraint on the velocity field in the through-thickness 
direction.  Numerical result from three-dimensional simulation for Re = 100 shows a good agreement 
with the experimental values.   
fD
St
U
       (5.46) 
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(a) Frequency content of the lift coefficient for Re = 60 (M-2D) 
 
(b) Frequency content of the lift coefficient for Re = 100 (M-2D) 
 
(c) Frequency content of the lift coefficient for Re = 150 (M-2D) 
 
(d) Frequency content of the lift coefficient for Re = 200 (M-2D) 
 
(e) Frequency content of the lift coefficient for Re = 100 (M-3D) 
Figure 5.28 Frequency content of the lift coefficient for various Re 
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Figure 5.29 Comparison of the Strouhal numbers with the experimental data [29] 
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5.4.4 Patient-specific application: Flow through a diseased carotid artery 
In this section we apply the proposed method to a patient-specific geometry of carotid artery 
bifurcation. Geometric model is constructed from MRI images [111] wherein the parent artery has a 
diameter of 7.38 mm, and it represents the common carotid artery. It bifurcates into two branches with 
diameters of 7.97mm and 4.10 mm that represent the external carotid artery and the internal carotid artery, 
respectively. The computational domain is discretized into 22,464 hexahedral elements with 24,758 nodes, 
as presented in Figure 5.30 (a). Figure 5.30 (b) shows the volumetric inflow-rate for a typical cardiac 
cycle. Inflow boundary condition at the common carotid artery is a parabolic profile with peak varying as 
a function of the profile of the flow-rate shown in Figure 5.30 (b). No slip boundary conditions are 
applied on the artery surfaces, and traction free boundary conditions are applied at the exit of the arterial 
geometry. We have simulated four cycles in this study to minimize the effects of initial conditions. The 
second- BDF2 method with multi-time stepping is employed for time integration wherein time step 
increments of t  = 0.0025 sec and 0.01 sec are used for systole and diastole, respectively. The Carreau-
Yasuda model is employed to simulate blood flow, and is compared to the Newtonian model. The 
constitutive parameters for the two models are presented in Table 5.6.  The density   is set equal to 1050 
kg∙m-3. 
 
 
(a) Geometry and computational mesh of the carotid artery 
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(b) Volumetric inflow-rate for a typical cardiac cycle 
 
Figure 5.30 Geometry and volumetric inflow-rate for patient-specific carotid artery 
 
 
Table 5.6 Material parameters for Carreau-Yasuda model 
 
   0    n  a  
Newtonian fluid 0.00345 0 0 0 0 
Shear-rate dependent fluid 0.00345 0.056 1.902 0.22 1.25 
 
Figure 5.31 (a) shows velocity streamlines from the shear-rate dependent model and the 
Newtonian model at the end of diastole for the last cardiac cycle. Newtonian flow and shear-rate 
dependent flow (CY: Carreau-Yasuda model) are presented on the left and the center of the figure, 
respectively. The figure on the right shows the difference in the velocity streamlines between Newtonian 
and shear-rate dependent flows. Figure 5.31 (b) shows comparison of velocity streamlines at the peak of 
systole.  
Figure 5.32 presents iso-surfaces of shear-rates that have been color-coded with respect to 
instantaneous viscosity. The figure on the right is obtained by subtracting the velocity of shear-rate 
dependent flow from the velocity of Newtonian flow model and the difference is presented in the form of 
arrows. The length of arrows represents the magnitude of the velocity difference vector. At the end of 
diastole, viscosity field shows a significantly different distribution in the domain, while viscosity field for 
the Newtonian and shear-rate dependent fluids are similar to each other at the peak of systole, except for a 
small portion near the stenosis in the parent branch.  
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Figure 5.33 shows surface projection of the magnitude of viscous stress for the Newtonian fluid 
(on the left), the shear-rate dependent fluid (in the center) and the difference between the two models onto 
the right. At the end of diastole, the maximum difference in the range of stress magnitudes for the two 
models is approximately 16% of the magnitude of stress in the shear-rate dependent flow. During diastole 
the shear-rates stay in an intermediate range that results in maximum variation in the viscosity field. 
However, in the middle of systole, since shear-rates are high, the difference in the viscosity for the 
Newtonian and non-Newtonian fluids decreases. Consequently, the maximum difference in the 
instantaneous value of magnitude of the stress reduces to around 4%. Nevertheless, in either of the two 
cases, value of the stress as predicted by the non-Newtonian model is higher than that reported by the 
Newtonian model.  
 
Remark 5.7:  It is important to note that the magnitude of stress in the shear-rate dependent fluid is 
actually higher than that given by the Newtonian model. Therefore, in a clinical environment, employing 
Newtonian model can lead to an underestimation of the actual stress distribution that can be highly 
undesirable for medical diagnosis.  
 
Table 5.7 shows a comparison of the cost of computation. Due to higher nonlinearity induced by 
the viscous stress term, the solution procedure for the non-Newtonian shear-rate dependent fluid model 
requires more iterations to converge than for the Newtonian fluid model. However, additional 
computational costs for the shear-rate dependent model are around 10 % of the entire simulation time for 
the Newtonian model. Consequently, with a slight increase in the computational costs, we are able to 
model the most significant rheological feature of blood which is its shear-rate dependency.  
 
Remark 5.8:  In a cardiac cycle, the difference in stress magnitudes between shear-rate dependent fluid 
and Newtonian fluid is significant in the middle of the diastole, while it is less conspicuous during the 
systole. Since the duration of the diastole is longer than that of the systole, non-Newtonian effects seem to 
be dominant over a large portion of a typical cardiac cycle.  
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Table 5.7 Parameters for the carotid artery mesh and comparison of computational costs for four cycles 
 
NUMEL NUMNP NDOF 
Time 
steps 
Number of iterations CPU time (sec) 
SDF/NSE 
NSE SDF NSE SDF 
22,464 24,758 99,032 820 2,840 3,159 317,347 350,892 1.106 
 
 
(a) Comparison of velocity streamlines at the end of diastole 
 
 
(b) Comparison of velocity streamlines at the peak of systole 
 
Figure 5.31 Comparison of streamlines in the carotid artery  
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(a) Comparison of shear-rates and viscosities at the end of diastole 
 
 
(b) Comparison of shear-rates and viscosities at the peak of systole 
 
Figure 5.32 Comparison shear-rates and viscosities in the carotid artery 
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(a) Comparison of magnitudes of the viscous stress at the end of diastole 
 
 
(b) Comparison of magnitudes of the viscous stress at the peak of systole 
 
Figure 5.33 Comparison of magnitudes of the viscous stress in the carotid artery 
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5.5   Conclusions 
A stabilized finite element formulation for shear-rate dependent fluids is presented for linear and 
quadratic elements. The formulation is derived via the Variational Multiscale (VMS) ideas that are based 
on an overlapping sum decomposition of the velocity field. The fine-scale problem is solved analytically 
in the linearized setting, and the fine-scale solution is variationally injected in the coarse-scale problem. 
The provision for a smoothly varying viscosity field in the discretized domain results in a highly accurate 
method for linear and higher-order elements. The convergence rate study with linear and quadratic 
elements in three-dimensional space shows optimal rates for the various fields in the norms considered.  
Proposed method is validated via cone-and-plate viscometer problem. Numerical results show 
excellent agreement with the theoretical values for viscosity corresponding to an angular velocity of up to 
6.0 rad/s. For angular velocities greater than 6.0 rad/s, the flow field migrates from the flow regime for 
the Stokes equations to that for the Navies-Stokes equation. Since the threshold value of the angular 
velocity that satisfies the Stokes-flow limit for the viscometer design is dependent on material 
characteristics and viscometer geometries, the proposed method offers a new approach to calibrate the 
measurements from viscometers that are spun at higher angular velocities.  
Transient features of the proposed method are verified via the vortex shedding problem and 
numerical results are calibrated against the experimental data. Two-dimensional simulations of vortex 
shedding in the plane of symmetry follow along the trends reported in the experiment test cases. Due to 
the through-thickness constraint on the velocity field the computed frequency is about 20 % higher, 
whereas frequency for the three-dimensional simulation conforms to the experimental value and therefore 
yields the same Strouhal number. 
Finally, the new method is applied to a patient-specific model of carotid artery that suffers from 
stenosis and aneurysm. In the middle of the diastole, significantly different results are observed between 
the Newtonian and the shear-rate dependent non-Newtonian model predictions with the non-Newtonian 
model predictions on the conservative side that is not appropriate for patient care. A computational cost 
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study revealed that the shear-rate dependent model requires around 10% more computational resources as 
compared to the Newtonian model. However, this 10% increased cost in computation compensates for the 
accurate modeling of the most significant feature in blood rheology, which is its shear-rate dependent 
characteristic. Consequently, the proposed stabilized method integrated with Carreau-Yasuda model 
provides a mathematically robust and computationally efficient blood flow modeling technique in patient-
specific geometries.  
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Chapter 6 
A variational multi-scale formulation for a shear-rate dependent 
viscoelastic fluid model: a thermodynamically consistent fluid model 
for blood flow simulations 
 
 
6.1  Motivation 
A three-field multiscale finite element method for viscoelastic fluids was presented in [59]. This 
method finds roots in the Variational Multiscale framework proposed by Hughes and coworkers [50, 52] 
and Masud and coworkers [69, 70, 74], and SUPG (Streamlined-Upwind Petrov Galerkin) ideas [20] 
applied to the hyperbolic constitutive model. With the three-field formulation, high Weissenberg number 
flows were investigated and in each instance the method was able to provide results that were higher than 
the previously reported Weissenberg number. Both qualitatively and quantitatively, the method showed 
excellent agreement with the published results on benchmark problems for high Weissenberg number 
flows. We wish to emphasize that these results were obtained with a three-field formulation comprising 
the velocity, pressure, and stress fields. In [59] the performance of the three-field formulation is compared 
with competing methods that typically encompass four-field formulations, namely, the EVSS (Elastic-
Viscous Split-Stress) [91], DEVSS (Discrete Elastic-Viscous Split-Stress) [47] and four-field GLS 
(Galerkin/Least-squares) [34] methods. The three-field formulation presented in [59] possesses enhanced 
stability properties that help resolve flow physics with the same accuracy as the competing methods, 
however at substantially reduced computational costs. This is a great achievement when one considers 
computations in 3D wherein a three-field method would employ ten degrees of freedom per node while 
four-field methods would have sixteen degrees of freedom. Not only the bandwidth for four field methods 
is larger but also the size of the assembled system is substantially large for the same mesh as compared to 
the method presented in [59]. We have extended the ideas presented in [59] to a full VMS (Variational 
Multiscale) based three-field formulation that results in better numerical stability for the 3D simulation.  
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An outline of this chapter is as follows. The shear-rate dependent viscoelastic fluid models are 
introduced in Section 6.2. The governing equations are presented in Section 6.3. The derivation of the 
new stabilized method that is based on the Variational Multiscale (VMS) framework is presented in 
Section 6.4 and 6.5 Section 6.6 presents blood flow simulations in human artery geometry. Distinctive 
non-Newtonian fluid responses are observed in these simulations. Conclusion is drawn in Section 6.7. 
 
6.2  Constitutive relationship of the shear-rate dependent viscoelastic fluids 
6.2.1   Thermodynamically consistent fluid model for blood flows in [2] 
The constitutive equation for the shear-rate dependent viscoelastic fluid model for blood flows 
was proposed by Rajagopal and his coworkers [2, 89, 98]. 
p  Σ 1 σ       (6.1) 
where Σ  is the stress tensor, p  is the Lagrange multiplier for the incompressible flow (e.g. in case of 
Newtonian fluids, p represents thermodynamic pressure) , and σ  is the non-Newtonian stress tensor. The 
non-Newtonian stress is composed of the viscous stress developed by the rate-of-deformation tensor ε  
and the viscoelastic stress determined by the Finger deformation tensor B  as follows: 
2  σ ε B       (6.2) 
where   is the viscosity and   is the elastic modulus. The rate-of-deformation tensor is determined by 
the velocity field of flows as      2T   ε v v v . The evolution of the Finger deformation tensor 
B  is defined as: 
      2 3
n
B BK tr  

   B B B 1     (6.3) 
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where K  and n  are constants for the evolution equation, B  is the Lagrange multiplier for the deviatoric 
deformation satisfied with 
13 ( )B tr
 B , 1  is the identity tensor and ( )

 is the upper-convected time-
derivative, defined as  ,( ) ( ) ( ) ( ) ( )
T
t

       v v v , where ,( ) t  is the spatial time-derivative. 
 
Remark 6.1: The trace operator ( )tr  is defined as follows: 
11 22
11 22 33
( ) ( ) ( ) 1                   for 2D simulations,
( ) ( ) ( ) ( )               for 3D simulations.
tr
tr
  
  
 
 
Remark 6.2: This constitutive equation is converted to the equation for the Oldroyd-B model by replacing 
2 ( 3 )nBK tr B and B  with 1   and 1 , respectively. Its resulting evolution equation for the 
deformation tensor is defined as 

  B B 1 0 , where  is the relaxation time.  
 
Remark 6.3: At initial condition ( ε 0  and B I ), the effective relaxation time goes to the infinity. 
In order to obtain a finite relaxation time, a Heaviside function was introduced into the expressions for 
the viscosity and shear thinning index [2], and the corresponding expressions are used for this study as 
follows: 
        0( )n nH I I B         (6.4) 
 0 00
( ) (1 ( ))
2
K KH I I H I I

 
    

B B     (6.5)
 
where ( )I tr
B
B , 0I  is a suitably chosen constant (3.0006 was recommended for the human blood flow 
by Anand and Rajagopal [2], and  
0  and   are the asymptotic viscosities at low and high shear rates. 
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Remark 6.4: The λB is determined by the incompressibility condition of deformation that is det(B) = 1. 
Therefore, in order to determine λB, det(B) = 1 condition should be introduced as one of the governing 
equations like incompressible flow condition, 0 v . 
 
6.2.2   The enhanced fluid model for blood flows 
Recent numerical tests have shown that the criterion given in Equations (6.4)-(6.5) is not suitable 
for numerical implementation in complex geometries. This is because it does not allow for convergence 
of the residuals of the numerical equations for mass conservation, momentum balance, and constitutive 
equation (see Section 6.6) in a numerical scheme developed specifically for this model. The reason for 
non-convergence has been pin-pointed as the abrupt transition (using a Heaviside function) in K and n. 
An abrupt transition in Equations (6.4) and (6.5) results in numerical oscillations in the internal fields. 
Because of the fully coupled nature of the system of equations, these internal ripples in K and n affect the 
computed fields and lead to the divergence of the solution from the actual solution. For these reasons, we 
tried to identify an alternate low-shear rate criterion to allow us to both set the zero-shear rate as well as to 
ensure a smooth transition. In this particular model, this means requiring a smooth variation in relaxation 
time (apparent viscosity will automatically be smooth) from 0 sec−1 through the cut-off of 0.06 sec−1: this 
is the key to ensuring that it can be used in the numerical scheme. To get a smooth transition in the model 
form of [2], the parameters K and n in Equations (6.4) & (6.5) must be functions of the conformation 
tensor B. This is in order that the structure of the constitutive equations in (6.1)-(6.3) remains the same 
through the shear-rate cut-off. Making these parameters depend on the rate-of-deformation tensor of the 
elastic deformation Ds or, more conveniently, on the rate-of-deformation tensor D will change the 
structure of the constitutive equation (see [89]) and render the low shear-rate transition very complex and 
unseemly to implement. 
The forms for the stored energy, and rate of dissipation, posited for the new model are: 
 3
2
BW I

        (6.6) 
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  1s s s      D B D D D      (6.7) 
The following form is chosen: 
   ˆ , 0
n
s tr n  

  B B     (6.8) 
It is pointed out that the rate of dissipation contains a power-law term, and a viscous term (akin to 
a Newtonian fluid), whereas the stored energy form is that of the neo-Hookean type. As stated before, 
Srinivasa [8] was the first to use a pure power-law term in the rate of dissipation expression along with a 
neo-Hookean type stored energy function, and developed a Maxwell-type model from these forms. The 
model proposed here uses a different method compared to [98] to incorporate the shear-thinning viscosity: 
namely, a power-law dependence in the rate of dissipation coefficient  ˆs  B , instead of a power-law 
dependence on the term  s s D B D . 
The model equations derived using the constrained maximization procedure in [89] are: 
   2
n
BK tr 

  B B B 1      (6.9) 
K         (6.10) 
 
6.2.3   Model corroboration 
In this section the procedure in [2] is adopted to corroborate the model, to come up with a set of 
model parameters that can match two sets of experimental data. Ensuring that the model fits both sets of 
data (apparent viscosity, and oscillatory flow) allows us to identify a unique set of parameters for the 
model. The same notation used in [2] is employed to enable easy comparison. 
 
6.2.3.1   Apparent viscosity 
The flow between two concentric cylinders separated by a small gap, with the inner cylinder being held at 
rest is considered. The flow between the cylinders is assumed to be of the form: 
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ˆ ˆ( ) ( )u r e rw r e  v      (6.11) 
which automatically satisfies the balance of mass. 
Substituting the constitutive equations (6.1), (6.2), (6.9), and (6.10) in the equations for balance of linear 
momentum, and assuming that the stress field depends only on ‘r’, we get: 
1
2
s B
r
du u
T
dr r

    
   
  
     (6.12) 
The expression for apparent viscosity (ηapp) for this model is thus: 
1
2
s B
app
  


      (6.13) 
where ηs is a function to be determined using equation (6.8). λB is determined using the incompressibility 
condition (detB = 1 ) as: 
1/3
2 2
2
1
4
s
B
 



 
  
 
     (6.14) 
Noting that: 
1/3
2 2 2 2
2 2
2
3 1
4 4
s str
   
 

  
    
  
B     (6.15) 
The following non-linear equation for ηs to be solved at each value of   : 
1/3
2 2 2 2
2 2
2
3 1
4 4
n
s s
s
   
 
 

   
     
    
   (6.16) 
Four unknowns (α, η1, n, µ) are determined by minimizing the error between predicted viscosity in (6.13), 
and measured viscosity at a set of shear-rates (data reported in [115]).  
 
6.2.3.2   Oscillatory flow in a cylindrical pipe 
Experimental data is available for oscillatory flow of human blood in a small-diameter cylindrical 
pipe: for an applied pressure-gradient, the pressure-gradient components that are in-phase with (denoted 
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by P’) and out-of-phase with (denoted by P”) the volumetric flow rate (amplitude = Q) are reported in [2-
113]. In order to corroborate the proposed model, the equations for oscillatory flow are derived for it, and 
the model predictions for oscillatory flow are compared with experimental data [78, 113]. The solution 
for pipe flow of the form is pursued: 
ˆ( , ) ; ( , , )zu r t e p p r z t v      (6.17) 
The applied pressure gradient is: 
1
cos( )
p
A wt
z

 

     (6.18) 
Substituting the above forms in the momentum-balance equation, and assuming that the stress is a 
function only of ‘r’, the governing equations are written in the cylindrical coordinate system. Using the 
same procedure presented in [2], the Initial-Boundary Value Problem (IBVP) is solved numerically in a 
finite-difference setting using the predictor-corrector method of Heun [36] with the boundary conditions 
being enforced at each time step. 
 
6.2.3.3   Material parameters for blood 
As the results of Sections 6.2.3.1 and 6.2.3.2, α  = 11.1132 Pa·s, n = 4, μ = 0.0157 Pa, η1 = 0.01 
Pa· s are chosen for blood flow simulations.  Figure 6.1 shows the viscosity data fit for these parameters 
as well as the model in [2]. Figure 6.2 present pressure gradient components in-phase with (P’), and out-
of-phase with (P”) versus the volumetric flow rate (U) during oscillatory flow in small tubes. The 
pressure gradient data computed by chosen parameters in this study are compared with experimental data 
in [109] and the model in [2]. 
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Figure 6.1 Apparent viscosity vs. shear-rate for the enhanced model: comparison with experimental data 
in [115] and the model in [2] 
 
 
 
Figure 6.2 Pressure gradient components in-phase with (P’), and out-of-phase with (P”) the rms 
volumetric flow rate (U) during oscillatory flow in small tubes. Experimental data comes from [109] 
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6.3  The governing equations for incompressible shear-rate dependent 
viscoelastic fluids 
 
6.3.1   The strong form 
Let sd
nΩ  be an open bounded region with piecewise smooth boundary Γ . The number of 
space 
sdn  is equal to 2 or 3. The strong form of the governing equations for an incompressible shear-rate 
dependent viscoelastic fluid is given by equations for the momentum-balance, incompressible flow, 
evolution of the conformation tensor and incompressible conformation.  
   
 
      
 
 
 
,
, 1
2      in  0,T (6.19)
0       n  0,T (6.20)
0      in  0,T (6.21)
det( ) 1 0      in  0,T (6.22)
    on 0,T (6.23)
   on 0,T (6.24
t
T
t B B
g
g
p
f
   

         
   
           
   
  
  
g
g
v v v ε v B f
v
B v B B v v B B B 1
B
v v
B B
    
   
   
0
0
)
2       on 0,T (6.25)
,0         on  0 (6.26)
,0        on  0 (6.27)
hp      
  
  
B ε v 1 n h
v x v
B x B
 
where ,tv  is the spatial time-derivative of the velocity field v ,  is the density, f  is the body force 
vector, ,tB  is the spatial time-derivative of the conformation tensor B , 1( )Bf B  can be  2 3
n
BK tr B  
for the model in [2] or  2
n
K trB  in the enhanced model, gv  represents the prescribed boundary velocity, 
g
B  represents the prescribed elastic conformation tensor, n  is the unit normal vector to the boundary Γ , 
h  is the prescribed traction vector, 0v  and 0B  are the prescribed initial conditions of velocity and 
conformation tensor, respectively. Equations (6.19)-(6.27) represent balance of momentum, the continuity 
equation, the viscoelastic constitutive equation, the incompressibility of elastic deformation, the Dirichlet 
and Neumann boundary conditions, and the initial conditions, respectively. 
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6.3.2   The standard weak form 
The appropriate spaces of weighting functions  for velocity,  for pressure,  for 
conformation tensor, and  for λB are  
 
 
 
 
1
2
1
2
( (Ω)) ,  on (6.28 )
(Ω) (6.28 )
( ( )) ,  on (6.28 )
(Ω) (6.28 )
sd
sd sd
n
g
n n
g
B B
H a
q q L b
H c
q q L d

 
  
 
  
 
w w w
ψ ψ ψ
0
0
 
The appropriate spaces of trial solutions  for velocity,  for pressure,  for conformation tensor, 
and  for λB are time-dependent spaces corresponding to , ,  and , respectively. 
        
    
        
    
1
2
1
2
, , ( (Ω)) , ,  on 0, (6.29 )
, , (Ω) (6.29 )
, , ( ( )) , ,  on 0, (6.29 )
, , (Ω) (6.29 )
sd
sd sd
n
g
n n
g
B B
t t H t T a
p t p t L b
t t H t T c
t t L d

 
 

      
   
      
   
g
g
v v v v
B B B B
 
The standard weak form is: Find { , , , }Bp     V v B  such that, for all 
{ , , , }Bq q    W w ψ , 
              ,, , 2 , , , , ,
h
t p             w v w v v w ε v w w B w f w h   (6.30) 
 , 0q  v               (6.31) 
            , 1, , , , , 0Tt B Bf          ψ B ψ v B ψ B v ψ v B ψ B B 1               (6.32) 
  ,det 1 0Bq  B             (6.33) 
where ( , ) ( )d

     is the 2 ( )L   norm - inner product. 
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6.4   The Variational Multiscale (VMS) framework for the velocity field 
The bounded domain   is considered discretized into non-overlapping sub-regions e  (element 
sub-domains) with boundaries
e , e =1, 2 … numel : 
1
 
umeln
e
e
   . The union of element interiors and 
element boundaries is indicated as '  and '  respectively, and defined as 
1
' (int) 
umeln
e
e
   , and 
e
e 1
'  
umeln

   . 
We assume an overlapping sum decomposition of the velocity field into coarse- or resolvable-
scales and fine- or subgrid-scales. 
coarse scale fine scale
( , ) ( , )     '( , )t t t v x v x v x   
 
  (6.34) 
We assume that 'v  is represented by piecewise polynomials of sufficiently high order, 
continuous in space but discontinuous in time. In particular, v  is assumed to be composed of piecewise 
constant-in-time functions leading to ( , ) ( , ) ( )  tt tv x v x v x . Consequently, , ,t tv v  and , t v 0 . 
Likewise, we assume an overlapping sum decomposition of the weighting functions into coarse- 
and fine-scale components indicated as w  and 'w , respectively. 
coarse scale fine scale
( ) ( )     '( ) w x w x w x       (6.35) 
 
6.4.1   The variational multiscale form 
Substituting the additively decomposed form of the velocity field and the weighting functions in 
equations (6.30), (6.31), (6.32) and (6.33) leads to the following set of equations. 
      
          
   
,, ,
2 , , ,
, ,  
h
t
p
 
 

        
            
    
w w v w w v v v v
w w ε v v w w w w B
w w f w w h
 (6.36) 
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  , 0 q   v v           (6.37) 
           
   
,
1
, , , ,
, 0
T
t
B Bf 
           
  
ψ B ψ v v B ψ B v v ψ v v B
ψ B B 1
   (6.38) 
  ,det 1 0Bq  B           (6.39) 
Because of the overlapping additive decomposition of the velocity field, the rate of deformation 
tensor can be written in terms of its coarse- and fine-scale components as follows. 
        ε v v ε v ε v       (6.40) 
 
6.4.2   Coarse-scale sub-problem 
Employing the linearity of the weighting function slot we can split (6.36)-(6.39) into coarse-scale and 
fine-scale sub-problems that can be written in a residual form as follows: 
        
          
1 ,; , , , , ,
2 , , , , , 0
h
def
tR p
p
 
 

      
         
w v v B w v w v v v v
w ε v v w w B w f w h
  (6.41) 
    2 ; , , 0
def
R q q    v v v v          (6.42) 
         
       
3 ,
1
; , , , , , ,
, , 0
def
B t
T
B B
R
f


        
      
ψ v v B ψ B ψ v v B ψ B v v
ψ v v B ψ B B 1
     (6.43)
 
    4 ; ,det 1 0
def
B BR q q  B B          (6.44)
 Equations (6.41)-(6.44) represent the weak forms of the balance of momentum, the continuity equation, 
the constitutive equation, and the incompressibility of the elastic deformation for the coarse scales, 
respectively. 
 
6.4.3    Fine-scale sub-problem 
181 
 
The weak form of the balance of momentum equation for the fine-scales is: 
        
          
5 ,; , , , , ,
2 , , , , , 0
h
def
tR p
p
 
 

         
              
w v v B w v w v v v v
w ε v v w w B w f w h
  (6.45)
 
 
6.4.4   The resulting coarse-scale sub-problems 
Through the same approach in Section 4.4 and plugging-in τr  for  v in Section 4.4.5, the 
modified momentum balance, continuity and viscoelastic constitutive equations are written as follow. 
         1, ; , , ,R p                v w v w v w w w τ r w v v B    (6.46) 
   2, ; ,q R q    τ r v v            (6.47) 
         3: : , ; , ,T R               B ψ B ψ ψ ψ B B ψ τ r ψ v v B   (6.48) 
 
6.5  The VMS framework for the conformation tensor field 
We can derive stabilization terms for the hyperbolic constitutive equation via the VMS 
framework for the conformation tensor field, instead of injecting the SUPG stabilization term in Chapter 4. 
Since all of the stabilization terms are derived from the governing equation, the resulting formulations via 
the VMS framework by its additively decomposed conformation tensor and velocity fields will probably 
provide more accurate and stable approximations under highly advective conditions than ones with the 
SUPG terms. The additional overlapping sum decompositions for the test function and the weighting 
function are as follows: 
coarse scale fine scale
( , ) ( , ) ( , )t t t B x B x B x      (6.49) 
We assume that 'B  is represented by piecewise polynomials of sufficiently high order, 
continuous in space but discontinuous in time. In particular, B  is assumed to be composed of piecewise 
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constant-in-time functions leading to ( , ) ( , ) ( )tt t  B x B x B x . Consequently, , ,t tB B  and 
, t
 B 0 . 
Likewise, we assume an overlapping sum decomposition of the weighting functions into coarse- 
and fine-scale components indicated as ψ  and ψ , respectively. 
coarse scale fine scale
( , ) ( , ) + ( , )  t t tψ x ψ x ψ x      (6.50) 
 
6.5.1   The variational multiscale form 
Substituting the additively decomposed form of the conformation tensor field and the weighting 
functions defined in the preceding section into the standard weak form of the constitutive equation in 
Section 6.3.2 leads to the following equation: 
       
         
,
1
, , ,
, , 0
t
T
B Bf 
            
                
ψ ψ B ψ ψ v B B ψ ψ B B v
ψ ψ v B B ψ ψ B B B B 1
  (6.51) 
  ,det 1 0Bq   B B      (6.52) 
 
6.5.2   Coarse-scale sub-problem 
Employing the linearity of the weighting function we can split the above equation into coarse- 
and fine-scale sub-problems. The coarse-scale sub-problem is defined as follows:  
         
         
3 ,
1
; , , , , ,
, , 0
def
t
T
B B
R
f 
        
            
ψ v B B ψ B ψ v B B ψ B B v
ψ v B B ψ B B B B 1
   (6.53) 
    4 ; , ,det 1 0
def
B BR q q    B B B B        (6.54) 
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Remark: The coarse-scale sub-problems in this section become the same in form as the coarse-scale sub-
problems R3 and R4 in Section 6.4.2, if ψ , v , ,tB  and  B B  are considered equal to ψ ,  v v , 
,tB  and B , respectively. Therefore, for these coarse-scale sub-problems we use the names, R3 and R4 as 
in Section 6.4.2. 
 
6.5.3   Fine-scale sub-problem 
The weak form of the constitutive equation for the fine-scales is: 
         
         
6 ,
1
; , , , , ,
, , 0
def
t
T
B B
R
f 
            
              
ψ v B B ψ B ψ v B B ψ B B v
ψ v B B ψ B B B B 1
  (6.55) 
 
6.5.4   Linearization with respect to the fine-scale conformation tensor field 
Both coarse- and fine-scale sub-problems are nonlinear with respect to the coarse-scale 
conformation tensor B  and fine-scale conformation tensor B . We linearize these equations only with 
respect to the fine-scale conformation tensor field. The linearization operators are defined as follows: 
        
    3 3
0
; , , ; , ,
def d
R R
d 

 
   ψ v B B ψ v B B B       (6.56a) 
        
    4 4
0
; , ; ,
def
B B
d
R q R q
d 

 
   B B B B B     (6.56b) 
        
    6 6
0
; , , ; , ,
def d
R R
d 

 
     ψ v B B ψ v B B B        (6.56c) 
Applying the linearization operators (6.56a)-(6.56c) to the weak forms for constitutive equation and 
incompressibility of the elastic deformation, we get the following linearized equations. 
      
         1 1 3
, , ,
, : , ; , ,
T
B B Bf R
  
  
       
      
ψ v B ψ B v ψ v B
ψ G B B B 1 ψ B B ψ v B B
  (6.57) 
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    1 4,det : ; ,B Bq R q   B B B B B   (6.58) 
      
         1 1 6
, , ,
, : , ; , ,
T
B B Bf R
  
  
          
         
ψ v B ψ B v ψ v B
ψ G B B B 1 ψ B B ψ v B B
  (6.59) 
 
Remark 6.5: The terms  1Bf B  is a component of the last terms of R3 and R5. Its derivative is dependent 
on the model. Equation (6.60a) shows the derivative of the model in [2] and equation (6.60b) shows one 
of the enhanced model in Section 6.2.2. 
 
 
 
11
1 2 3
nB
B B
df
Kn tr
d


  
B
G B B 1
B
   (6.60a) 
 
 
 
11
1 2
nB
B
df
Kn tr
d

 
B
G B B 1
B
    (6.60b) 
 
6.5.5   Solutions of the fine-scale sub-problem  
We rearrange (6.59) by keeping the  B  terms on the left hand side and taking all the other terms onto 
the right hand side.  
      
         1 1
, , ,
, : , ,
T
B B Bf
  
  
          
        
ψ v B ψ B v ψ v B
ψ G B B B 1 ψ B B ψ s
   (6.61) 
where      , 1Tt B Bf          s B v B B v v B B B 1 .  
We expand the fine scale weighting and test functions via bubble function ( )eb ξ .  
e fb ψ ψ       (6.62a) 
e fb  B B       (6.62b) 
where 
fψ  and fB  are the coefficients for the weighting and the test functions, respectively. We 
consider five terms on the left hand side of (6.61), and expand each term via bubble-functions. 
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The first term: 
     , f e e fst sv tu uvb b d        ψ v B v B      (6.63a) 
The second term: 
       
2
, f e fst tuvs uv
b d       ψ B v v B      (6.63b) 
The third term: 
        
2
,
T f e f
st svut uv
b d        ψ v B v B     (6.63c) 
The fourth term: 
 
             
2
1 1, :
f e f
B B st ts B ts B vu uv
b B d          ψ G B B B 1 G B B  (6.63d) 
The fifth term: 
        
2
1 1,
f e f
B st B sv tu uv
f b f d       ψ B B B B     (6.63e) 
where s, t, u, and v are indices of the second-order tensors.  
We substitute (6.63a)-(6.63e) in equation (6.61) and solve for the coefficients of the fine-scale 
conformation tensor field fB . These fine scale coefficients are then used to reconstruct the fine-scale 
solution via equation (6.62b). 
         
         
1
2 2
2 2
1 1+ +   
e
e e e e
tu svvs ute e T
e e
B B B
b b d b d b d
b b d
b d b f d
 




      
    
 
     
  

 
v I v v
B s
B 1 G B B I
 (6.64) 
By considering the residual tensor to be a piece-wise constant over the element interior, we 
extract an explicit form of the stabilization tensor 
CRτ  as follows:  
T
CR   B τ s       (6.65) 
 
         
         
1
2 2
2 2
1 1+ +   
e
e e e e
tu svvs ute e
CR
e e
B B B
b b d b d b d
b b d
b d b f d
 



      
  
 
     
  

 
v I v v
τ
B 1 G B B I
 (6.66) 
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6.5.6   The resulting coarse-scale constitutive equation 
We substitute the fine-scale approximation derived in Section 6.5.5 into the coarse-scale sub-
problem defined in Section 6.5.4 and finally propose the nonlinear stabilized formulation for the 
hyperbolic constitutive equation as follows:   
 
   
        
   
1
1 1
3 4
,
: det
; , ; ,
T
T
CR
B B B B
B
f q
R R q
 
         
  
       
  
v ψ v ψ v ψ ψ v
τ s
ψ B 1 G B B ψ B B
ψ v B B B
  (6.67) 
 
6.5.7   The nonlinear stabilized formulation 
The mixed nonlinear VMS stabilized form for the shear-rate dependent viscoelastic fluids is 
derived from equation (6.46), (6.47), (6.48) and (6.67). 
            
            
              
,
, 1
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, , , 2 , , ,
, , , , ,
,det , , , , , ,1
h
t
T
t B B
T
B CR CR B
p q
f
q q
   


         
         
      
w v w v v w ε v w w B v
ψ B ψ v B ψ B v ψ v B ψ B B 1
B χ τr χ τr χ τ s w f w h
   (6.68) 
where the weighting functions for stabilization term are defined as  
     1 q            χ v w v w v w w w    (6.69a) 
      2 : : T           χ B ψ B ψ ψ ψ B B ψ     (6.69b) 
   
         11 1: det
T
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B B B Bf q

        
   
χ v ψ v ψ v ψ ψ v
ψ B 1 G B B ψ B B
   (6.69c) 
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6.6   Blood flow simulations in arteries 
 
This section presents blood flow simulations in human artery geometry. Equal-order linear and 
quadratic elements in 3D space (tetrahedral or hexahedral elements) are implemented, and standard Gauss 
quadrature rules are employed for numerical integration. In the numerical implementation of the Newton-
Raphson method, nonlinear iterations are carried out on the coarse-scales while the fine-scales are treated 
as linear during the iterations for the coarse-scales. 
 
6.6.1    Comparison of the model in [2] and the enhanced model  
In order to compare the numerical convergence of the [2] model and the enhanced models, two 
geometric configurations in the 3D space are employed. The first test case is a straight tube (Figure 6.3a), 
and the second test case is an arbitrary bent tube with a radius r = 3.5 mm as shown in Figure 6.3b. Inflow 
velocity is based on mean value of blood flow in the human carotid artery U0 (=0.2 m/sec) and it serves as 
the reference inflow velocity. The inflow boundary has a parabolic velocity profile, and the problem is 
run with gradually increasing the mean inflow velocity. For both constitutive models, we used the same 
computational mesh and employed identical increments in the inflow mean velocity.  
The convergence of the residual of the momentum-balance equation, mass balance equation, and 
the viscoelastic constitutive equations during Newton-Raphson iterations for the straight tube is presented 
in Figure 6.4. Figure 6.4a shows the very first Newton-Raphson iteration loop for the model in [2]. It can 
be seen that although at the beginning of the loop there is a reduction in the L2-norm of the residual, it 
stagnates and does not converge to the desired pre-defined tolerance in subsequent iterations. 
Consequently, the numerical simulation stops at this point. The enhanced constitutive model proposed in 
Section 6.2.2 shows optimal convergence trends during the nonlinear iterations. Several representative 
steps during the course of the simulation are shown in Figure 6.4b. The very first Newton-Raphson loop 
converges in only seven iterations, and this trend in convergence is maintained as the inflow velocity is 
gradually increased up to five times the inflow mean velocity U0. The super-linear convergence of the 
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current model is attributed to the smoother transition in the internal constitutive variables at the low shear 
rates.  
Figure 6.5 shows convergence of the residual for the bent tube geometry. Unlike the straight tube 
case presented above, the model in [2] diverges during the very first Newton-Raphson loop. In the 
contrast to the model in [2], the enhanced constitutive model shows super-linear convergence all the way 
up to an inflow mean velocity of Uin = 1.88U0. 
 
 
(a)  Straight tube geometry 
 
(b)  Bent tube geometry 
 
Figure 6.3 Geometries used in the numerical convergence tests 
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(a)  The model in [2] 
 
(b)  The enhanced model in this study 
 
Figure 6.4 Convergence of the residual for the straight tube geometry. 
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(a)  The model in [2] 
 
(b)  The enhanced model in this study 
 
Figure 6.5 Convergence of the residual for the bent tube geometry. 
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6.6.2  Blood flow simulation in an artery with an aneurysm 
6.6.2.1   Problem description 
Simplified carotid artery geometry with an aneurysm is generated as presented in Figure 6.6 (a). 
Based on geometry parameters of common carotid arteries measured from a group of patients [57, 61, 97], 
a radius of 3.5 mm is consider as a radius of a normal condition of a carotid artery. In the aneurysm, the 
cross sectional area is enlarged to four times of the normal condition of the artery. This geometry is 
discretized to 39,400 hexahedral elements with 43,026 nodes, thereby resulting in 473,286 degrees of 
freedom in the entire domain. Figure 6.6 (b) presents the volumetric inflow-rates for one cardiac cycle, 
and four cycles are simulated in order to minimize the effect of initial flow conditions. Because 
viscoelastic responses are expected at a low-range of shear-rates, 20% of volumetric inflow-rates 
compared to numerical study in Section 5.4.2 are applied in this study. Based on the inflow-rates in 
Figure 6.6 (b), a parabolic profile is employed for the inflow condition of velocity field and the identity 
tensor is used for the inflow condition of the conformation tensor field. The second-order accurate 
backward Euler method is employed for time integration with time increments Δt = 0.001 second.   
In this geometry, the shear-rate dependent viscoelastic fluid model is compared to the Newtonian 
fluid model. The material parameters in Section 6.2.3.3 are employed, while the Newtonian viscosity is 
set to 0.005 Pa∙s. The density is set to 1,050 kg/m3 for both of fluid models.  
 
6.6.2.2   Shear-rate dependent viscoelastic responses vs. Newtonian responses 
Figure 6.7 shows comparison of the shear-rate dependent viscoelastic flow and the Newtonian 
flow in the middle of diastole. In Figure 6.7 (a), a vertical line with green color presents the comparison 
point in the time history of the inflow-rates. In order to compare velocity fields, slices in the aneurysm are 
produced and then deformed based on the velocity vector with colors for the magnitude of the velocity.  
At the top of Figure 6.7 (b), the velocity contours of the shear-rate dependent viscoelastic fluid are 
presented, and the contours of the Newtonian fluid are presented at the bottom. In Figure 6.7 (c), the wall 
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shear stresses (WSS) of the shear-rate dependent viscoelastic fluid and the Newtonian fluid are presented 
on the top and the bottom, respectively. The wall shear stresses are computed as follows: 
 2
S
WSS p dA      I ε B n     (6.70) 
During the diastole in Figures 6.7, 6.8 and 6.11, the velocity and wall shear stress contours of the 
shear-rate dependent viscoelastic flows are clearly different from of the Newtonian flows. The wall shear 
stresses of the Newtonian flow are generally underestimated compared to the shear-rate dependent 
viscoelastic flow because the Newtonian model misses viscoelastic stress at the low shear-rates. During 
the systole in Figures 6.9 and 6.10, the wall shear stress contours shows obviously different plots from 
each other, even though the magnitude of the difference in Figure 6.9 is relatively reduced due to its high 
shear-rates.  
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(a) Numerical mesh of the artery with an aneurysm 
 
(b) Applied volumetric inflow-rate 
Figure 6.6 Numerical mesh and volumetric inflow-rate for blood flow simulation 
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(a) The moment of the comparison                        (b) Comparison of velocity profiles in the aneurysm 
 
(c)  Comparison of wall shear stress (WSS) 
Figure 6.7 Comparison of shear-rate dependent viscoelastic fluid (VEF) and Newtonian fluid (NSE)  
in the middle of diastole 
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(a) The moment of the comparison                        (b) Comparison of velocity profiles in the aneurysm 
 
(c)  Comparison of wall shear stress (WSS) 
Figure 6.8 Comparison of shear-rate dependent viscoelastic fluid (VEF) and Newtonian fluid (NSE)  
at the end of diastole 
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(a) The moment of the comparison                        (b) Comparison of velocity profiles in the aneurysm 
 
(c)  Comparison of wall shear stress (WSS) 
Figure 6.9 Comparison of shear-rate dependent viscoelastic fluid (VEF) and Newtonian fluid (NSE)  
at the peak of systole 
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(a) The moment of the comparison                        (b) Comparison of velocity profiles in the aneurysm 
 
(c)  Comparison of wall shear stress (WSS) 
Figure 6.10 Comparison of shear-rate dependent viscoelastic fluid (VEF) and Newtonian fluid (NSE)  
at the end of systole 
 
 
 
 
 
  
198 
 
 
 
 
 
 
 
 
(a) The moment of the comparison                        (b) Comparison of velocity profiles in the aneurysm 
 
(c)  Comparison of wall shear stress (WSS) 
Figure 6.11 Comparison of shear-rate dependent viscoelastic fluid (VEF) and Newtonian fluid (NSE)  
at the nadir of diastole 
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6.7   Conclusions
 
A stabilized mixed formulation for shear-rate dependent viscoelastic fluid models is derived via 
the VMS framework. Based on numerical studies employing the developed method, the constitutive 
model is enhanced to describe the rheological characteristics of blood (namely shear-thinning and 
deformation-dependent viscoelasticity) in both steady and unsteady flow, respectively. The model is 
corroborated with a set of data for both flow types: apparent viscosity data under steady flow conditions, 
and small diameter pipe flow data in oscillatory flow conditions. This exercise has yielded a set of 
parameters that can be used to characterize blood flow in bent tube geometry as well as in more complex 
3D geometries likely to be encountered in the human vasculature. The parameter set is especially relevant 
to simulate the flow in a patient-specific aneurysm wherein there is both a wide range of shear rates as 
well as pulsatile flow conditions. With this objective in mind, the flows in a straight tube and a bent tube 
are simulated and show the superior convergence properties of the model. By way of comparison, the 
model in [2] displays much poorer convergence characteristics in the straight tube, and diverges in the 
bent tube.  
Carotid artery geometry with an aneurysm is simulated to investigate effects of the enhanced 
shear-rate dependent viscoelastic fluid model at a low range of volumetric inflow rates. Compared to the 
Newtonian fluid model, distinctive non-Newtonian fluid responses are observed from the velocity and 
wall shear stress fields.  
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Chapter 7 
Concluding remarks and future directions 
 
7.1   Concluding remarks 
 New stabilized mixed finite element formulations for advection-diffusion, shear-rate dependent 
fluid, incompressible viscoelastic fluid, and shear-rate dependent viscoelastic fluid models are developed 
by the Variational Multiscale (VMS) framework. The overlapping sum decompositions of primary 
variables are cast in standard weak form of the Galerkin formulations, and then lead to nonlinear 
stabilized formulations. The key idea utilizing the VMS framework for multiple fluid models is that the 
best approximations of the fine-scale solutions for the fine-scale problems are analytically derived at first, 
and then the coarse-scale problems are stabilized by bridging the fine-scale and the coarse-scale problems. 
The derived formulations show the optimal convergence-rates for the norms considered along mesh 
refinements. They are also tested via benchmark problems, and present excellent agreement with results 
from experimental research or numerical tests by competing methods. Since the formulations are 
stabilized in optimal configurations through Variational Multiscale approach, they also demonstrate 
computational economy compared to competing methods.  
 The main conclusions of the present work are as follows: 
- In the stabilized formulation for the advection-diffusion equation (the ADE formulation), the 
volumetric, residual-based stabilization term is free of an explicit appearance of the 
characteristic length scales of the mesh. 
- Through fairly extensive numerical tests involving two-dimensional equal-order and unequal-
order velocity-pressure elements, the ADE formulation is convergent for all combinations of 
continuous pressure and continuous velocity interpolations. For lower order elements, 
optimal convergence rates are attained for L2 v, L2-div v, L2 p and H
1 p in the norms 
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considered. For all equal- and unequal-order combinations in the higher-order elements, 
optimal convergence rates are attained for L2 p and H
1 p in the norms considered. However, 
convergence rates for the velocity in L2 v and its divergence in L2-div v are one-order less than 
their corresponding norms.  
- The ADE formulation is verified through several tests of robustness involving elliptic 
singularities (the five-spot problem) and discontinuous coefficients associated with a 
checkerboard domain. Two test cases of high Peclet number flows, one with a smooth 
solution and one with sharp layers are also carried out that are an indicator of the robustness 
of the proposed method. 
- In Chapter 3, a new mixed finite element method for shear-rate dependent incompressible 
fluids (SDF formulation) is presented. The viscosity is considered a function of the second 
invariant of the rate-of-deformation tensor, thus making the diffusive term also nonlinear. The 
stabilized form for the shear-rate dependent fluids is derived via the VMS framework. The 
idea of consistent linearization of the fine scale problem only with respect to the fine scale 
fields simplifies the sub-grid scale modeling of the problem.  
- A simplifying assumption in Chapter 3 that nonlinear viscosity is only a function of the 
coarse-scale velocity field leads to considerable simplifications in the structure of the 
stabilization terms as well as in the derivation of the consistent tangent tensor.  
- Convergence rate studies for the SDF formulation are presented on a variety of mesh types 
that corroborate the theoretical convergence rates for the norms considered.  
- The effects of geometric parameters on the flow characteristics of shear-rate dependent fluids 
are highlighted via the backward facing step problem. Geometric parameters are varied to 
uniformly change the dimensions without altering the geometric shape of the backward 
facing step. It is shown that for a given Reynolds number, the qualitative flow features for the 
Newtonian fluids essentially remain unaltered for these scaled geometric configurations. 
However, flow of shear-rate dependent fluids varies for these scaled geometries because flow 
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characteristics are represented by a function of not only the Reynolds number but also the 
local shear-rate field that in turn is a function of the geometric length scale of the problem. 
Considerable variation in the computed wall shear stress is observed between the Newtonian 
fluids and shear-rate dependent fluids, especially up to the shear-rate range of 400 sec-1.  
- Transient simulation results of the SDF formulation are verified through the vortex-shedding 
problem. Stability and accuracy of the numerical results are presented on relatively cruder 
meshes at substantially reduced computational costs. 
- In Chapter 4, a new mixed finite element method for incompressible viscoelastic fluids (VEF 
formulation) is presented. A three-field formulation is developed that is based on the 
equations of balance of mass and momentum, together with the Oldroyd-B constitutive model 
for viscoelastic fluids. The notion of consistent linearization of the fine scale problem only 
with respect to the fine scale fields simplifies the sub-grid scale modeling of the problem. 
Embedding the fine scale solution into coarse scale weak form leads to the stabilized three-
field velocity-pressure-stress formulation.  
- Convergence rate study for a Newtonian fluid is presented wherein, due to the presence of 
viscous stress in the reduced form of the additional constitutive equation, the weak form is 
based on the three-field formulation. Optimal convergence rates are attained in the norms 
considered, showing the consistency and stability of the underlying numerical method.  
- Flow past a circular cylinder in narrow and wide channels is carried out to verify the 
formulation. By the comparison with published results, high engineering accuracy on 
relatively cruder spatial discretization is verified with computational economy. 
- In Chapter 5, the SDF formulation is improved for higher-order elements as well as 3D 
elements. The evaluation of a varying viscosity field in finite elements is an essential 
component for the formulation of higher-order elements. For linear and quadratic elements in 
three-dimensional space, the convergence rate study shows the optimal rates for the norms 
considered.  
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- For verification of the improved SDF formulation, cone-and-plate viscometer geometry is 
employed for viscosity measurements through numerical simulations. The numerical results 
show good agreement with theoretical values for viscosity up to an angular velocity of 6.0 
rad/s. For angular velocities greater than 6.0 rad/s, the viscosity shows discrepancies between 
the numerical simulation and theoretical values, because the flow condition moves from a 
laminar condition to a transient one, and the theoretical assumption for the viscometer is 
violated. Since the angular velocity which lets flow remain a laminar condition satisfying 
viscometer theory is dependent on material characteristics and viscometer geometries, 
computational simulation seems to be required to correct the measurements from the 
viscometers.  
- For verification of the transient simulations of the improved SDF formulation, the vortex 
shedding problem is employed and the numerical results are validated by experimental data. 
Two-dimensional simulations for the vortex shedding motion in the plane of symmetry 
resemble the experimental data in the variation of the Strouhal numbers, but are about 20 % 
higher in magnitude, because the through-thickness motions are restricted. In contrast to the 
two-dimensional simulations, the three-dimensional simulation agrees well with the 
experiment in the Strouhal number. 
- The new method is applied to a patient-specific model of carotid artery that suffers from 
stenosis and aneurysm. In the middle of the diastole, significantly different results are 
observed between the Newtonian and the shear-rate dependent non-Newtonian model 
predictions with the non-Newtonian model predictions on the conservative side that is not 
appropriate for patient care. A computational cost study revealed that the shear-rate dependent 
model requires around 10% more computational resources as compared to the Newtonian 
model. However, this 10% increased cost in computation compensates for the accurate 
modeling of the most significant feature in blood rheology, which is its shear-rate dependent 
characteristic. Consequently, the proposed stabilized method integrated with Carreau-Yasuda 
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model provides a mathematically robust and computationally efficient blood flow modeling 
technique in patient-specific geometries. 
- In Chapter 6, the stabilized formulation for the shear-rate dependent viscoelastic fluids is 
presented. The new model describes the rheological characteristics of blood (namely shear-
thinning and deformation-dependent viscoelasticity) in both steady and unsteady flows, 
respectively. The stabilized formulation is derived via the VMS framework based on the 
overlapping sum decomposition of the velocity and conformation tensor fields. A human 
vascular geometric model with an aneurysm is tested to investigate effects of realistic fluid 
model for blood flows compared to the Newtonian model, and distinctive rheological 
responses are observed.  
 
7.2 Future research directions 
 This dissertation presents a group of stabilized formulations for non-Newtonian fluid models. In 
simplified geometries for human vascular systems, distinctive rheological characteristics of non-
Newtonian fluid models are investigated. Based on these observations, collaboration with a research 
group in bioengineering is ongoing for more complicated patient specific geometries, and the 
formulations can be further employed for more sophisticated topics such as evolution of tumor cells, and 
pharmaceutical drug delivery and targeting. Successive developments for formulations are also continuing 
for Arbitrary-Lagrangian-Eulerian (ALE) framework for moving fluid domains and Fluid-Structure 
Interation (FSI) problems.   
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Appendix A  
First order form of the advection-diffusion equation 
The advection-diffusion equation is typically written in the second order form as: 
 on p p                        (A.1) 
where p is the unknown scalar field, ( )x is the given flow velocity which is assumed solenoidal, i.e., 
0 in , ( ) 0x       represents diffusivity, and  (x) is the prescribed source function. 
Introducing p pv = α - , (A1) can be written as: 
      on p p  v = α         (A.2) 
div                 on  v         (A.3) 
The set of equations (A.2) and (A.3) also represent convective-diffusive heat transfer wherein p represents 
the temperature field and v  represents the temperature-flux field. 
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Appendix B  
Determination of the upper bound on the initial slope for  versus 
Pe curve 
 
In Galerkin/least-squares method for advection-diffusive equation presented in Hughes et al. 
[54], the definition of stability parameter is given as  
1
2
h
  
a
, where the function     is 
shown in Figure B.1. The transition Peclet number 
21/ / 4t m c   , where c is the constant in the 
inverse estimate presented in Hughes et al. [54].  
We employ this idea to obtain a smooth  versus Pe curve with a value of 0.5   at Pe =0 
(which is the Darcy limit given in Masud and Hughes [72]) and it asymptotes to 1  in the advection 
dominated case. We set 
22 / 2t tPe c   as the transition point between diffusion and advection 
dominated branches as shown in Figure B.2.  
The design condition for the parameter ‘a’ that defines the initial slope of  versus Pe curve 
employed in the design of the bubble function (presented in section 2.4.4) is obtained in the limit as the 
residual R approaches zero.  Let 
maxPe  represent a sufficiently high Peclet number. We want  
   
max
1 2
0
0
t
t
Pe Pe
Pe
R dPe dPe              (B.1) 
where 1
2
a
Pe a
   

, 
1
1 1
2 2t
Pe
Pe
   , and 2 1  .  
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 
 
max
max
0
2
0
0
max
max
1 1
1 1 1
2 2 2 2
1 1
ln 2
4 2
2
ln ln
4 2 2 4
t
t
t
Pe Pe
Pe
t
Pe
Pe
t
t t t
a a
R Pe dPe dPe
Pe Pe a Pe a
Pe Pe a Pe a
Pe
Pe Pe PePe a
a a Pe
a
   
         
   
 
       
 
 
      
 
 
      (B.2) 
Using a high enough Peclet number (say 
max 310Pe  ), and setting (B.2) equal to zero we get 
 
2
max
1
4 27.63 55.26ln
t tPe Pe ca
Pe
        (B.3) 
where we have used 
22 / 2t tPe c  . This yields the initial slope of the curve defined as 1/ 4a . 
2
1 13.815
The initial slope = 
4a c
      (B.4) 
where ‘c’ is the constant in the inverse estimate presented in Hughes et al. [54].  
  
219 
 
 
 
 
 
 
Figure B.1   Definition of     
 
 
 
 
 
Figure B.2   Design condition for the initial slope for the smooth  versus Pe curve 
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Appendix C  
The consistent tangent tensor for the three-field formulation for 
incompressible viscoelastic fluids 
 
The variational multiscale method is based on the notion of an overlapping sum decomposition of 
the velocity field. The numerical solution of the nonlinear stabilized formulation in (4.50) is obtained via 
an iterative procedure employing Newton-Raphson or a modified Newton procedure. To simplify the 
solution of the fine-scale problem in the Newton-Raphson iterations, we assume a linear approximation of 
the fine-scale velocity v . This simplifying approximation leads to a definition of the stabilization tensor 
τ , and the need to update the fine-scale velocity field is suppressed. Only the coarse-scale solution 
computed from the stabilized formulation is iterated upon in the Newton-Raphson scheme. Accordingly, 
the coarse-scale solution represents the total solution where the fine-scale field is mathematically 
embedded in via the stabilization terms. To derive the consistent tangent we consider the nonlinear 
stabilized form (4.50) and rewrite it in terms of the coarse-scale fields. 
 
(C.1) 
 
where  
   2(1 )
T
p p p p         Χ σ v σ σ v v σ ε v       (C.2) 
  , 2t pp        r v v v ε v σ f       (C.3) 
and 1χ  and 2χ  are defined by (4.46a) and (4.46b), respectively by setting v v . 
The residual vector for the Newton-Raphson scheme based on the nonlinear stabilized form (C.1), 
is defined as  
          
           
,
1 , 2
, , ,2 , ,
, , , , , ,
h
t p
p t
p
q 
  
  

        
            
w v w v v w ε v w w σ
v χ τ r ψ v ψ σ Χ χ τ r w f w h
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          
         
   
,
1
, 2
, ; , , , , ,2 ,
, , , , ,
, ,
h
p t
p
p t
R p p
q


   

 

         
       
    
w ψ v ψ v σ w v w v v w ε v w
w σ v χ τr w f w h
ψ v ψ σ Χ χ τr
    (C.4) 
We linearize the nonlinear residual with respect to the coarse-scale fields. The linearization operator is 
defined as  
    
0
, ; , , , ; , ,
def
p p p
d
R p R p p
d
 

    
 
       w ψ v ψ v σ w ψ v ψ v v σ σ    (C.5) 
Applying (C.5) to (C.4) leads to  
           
       
( )
1 2
, , ,2 , , ,
, , , , ; , ,
p
i
p
p q
R p 
       
    
            
        
w v v w v v w ε w w σ v
χ τ r ψ v ψ Χ χ τ r w ψ v ψ v σ
  (C.6) 
where 
( )iv v ,  ε ε v ,   ε ε v  and (i) is an index for iteration. The linearized residuals 
 r and  Χ  in the last term on left hand side of (C.6) are defined as  
  2 pp        r v v v v ε σ                  (C.7) 
    2(1 )
p p p p p
T T
p p
        
       
Χ σ v σ v σ σ v σ v
v σ v σ ε
       
     
           (C.8) 
We can now write the stabilized form with the consistent tangent tensor as  
       
         
         
1 2
( ) ( )( )
1 2 1 3 2
, , ,2 ,
, , , , ,
; , , ; , ; , ,
p
i ii
p p
p
q
R p R q R


     
     

       
         
       
w v v w v v w ε w
w σ v χ τ r ψ v ψ Χ χ τ r
w v σ v χ τr ψ v ψ v σ χ τr
   (C.9) 
where the left hand side is the consistent tangent tensor written in terms of the incremental solution fields 
{ , , }ppv σ   . The right hand side is the residual vector at (i)
th iteration and is composed of three parts 
where  
( )
1 ; , ,
i
pR p w v σ , 
( )
2( ; )
iR q v ,  
( )
3 ; ,
i
pR   ψ v ψ v σ ,  1,χ τr and  2 ,χ τr  are the 
residuals from the momentum balance equation (4.25), the continuity equation (4.26) the viscoelastic 
constitutive equation (4.27) and the stabilization terms, respectively.   
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Appendix D  
Consistent tangent and inertia tensors and implementation for the 
shear-rate dependent viscoelastic fluids 
 
D.1 Discretized nonlinear formulation  
The finite-dimensional spaces of the weighting and trial functions for the numerical 
implementation are subsets of the infinite-dimensional spaces presented in Sections 6.3.2, respectively. 
(i.e., 
h  , h  , h  , 
h   , 
h   , 
h  , h   and 
h  ).  
The discretized nonlinear formulation for the incompressible shear-rate dependent viscoelastic fluid is: 
Find { , , , }h h h h h h h h hBp     V v B  such that, for all { , , , }
h h h h h
Bq qW w ψ
h h h h    , 
          
          
     
            
,
,
1
1 2
, , , 2 , ,
, , , , ,
, ,det
, , , , , ,1 ,
h
h h h h h h h h h h h
t
T
h h h h h h h h h h h h h
t
h h h h h h
B B B
T
h h h h h h h h h h h h
CR CR B
p
q
f q
q
   


       
         
    
     
w v w v v w ε v w w B
v ψ B ψ v B ψ B v ψ v B
ψ B B 1 B
χ τ r χ τ r χ τ s w f w h
  (D.1) 
where 1
hχ , 2
hχ , hCRχ , 
hτ , hCRτ , 
h
r  and 
h
s  are defined in Section 6.5 by substituting 
h
w  for w , 
h
v  
for v , 
,
h
tv  for ,tv , 
hψ  for ψ , 
h
B  for B  and 
,
h
tB for ,tB .  
 
D.2  Consistent tangent tensor 
In order to obtain converged numerical solutions for the discretized nonlinear formulation in 
Section D.1, the Newton-Raphson iterations are required. In this section, we present the consistent tangent 
tensor for optimal error-reduction in the iterations. 
The residual of the nonlinear formulation is as follows: 
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        
         
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ψ s B χ τ r χ τ r χ τ s
  (D.2) 
Using the linearization operator, we derive the consistent tangent tensor as follows: 
 
       
         
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w B v ψ s B B B
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   (D.3) 
where 
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D.3   Consistent inertia tensor 
In this section, we present the consistent inertia tensor composed of transient terms not only from 
the momentum equation but also from the constitutive equation as follow: 
       
 
, , , , 1 2 ,
,
, ; , , , ,
, .
h h h h h h h h h h h h
t t t t t
h h h T
CR CR t
M       

   

w ψ v B w v ψ B χ χ τ v
χ τ B
  (D.4)
 
The first two terms are similar to the inertia terms from the standard weak form in Section 5.3.2 and the 
last two terms are derived via the VMS framework.  
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D.4   Implementation  
Using the derived consistent tangent and inertia tensors, we present the formulation for the 
transient Newton-Raphson iteration as follows: 
 
 
 
, ,
( )
( )
, ; ,
, , , ; , , , , , , ,
, , , ; , , ,
h h h h
t t
i
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i
h h h h h h h h
B B
M
K q q p p
R q q p
 
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

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w ψ v B
w ψ v v B B
w ψ v B
   (D.5)
 
where (i) is the index for the iteration. 
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Appendix E  
Body force expression that is employed to carry out the numerical 
convergence rate tests 
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x a,x a,y a,aa a,x a,y a,xy z a a,z z aa a,xz
y a,x a,y a,aa a,x a,y a,xy z a a,z z aa a,yz
z a,x a,y a,xz
v v v v v +v d d
5v v v v v v v +v v +v
3v v v 5v v v v +v v +v
5v v v
   
 
 

    
    
    
        , ,5 2 .a,x a,y a,yz z a a,z z az a,zzv v v v +v v +v  
 
 
