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ABSTRACT : In Part I (J. Franklin Inst., Vol. 328, No. 5/6, pp. 9.59-979. 1991) the proposition 
that the existence of zero-order causal paths in bond graphs of physical systems implies the 
set of’ state equations to be an implicit mixed set of Dtflerential and Alyebraic Equations 
(DAEs) was discussed. Zero-order causal paths have been classijied. In Part II, a number of 
dtflerent wa_vs to deal with class I zero-order causal paths is discussed. Simulation results of 
class I zero-order causal path elimination methods are compared to the straightforward 
numerical solution of the DAEs by methods commonly used for .solving sttj” svstems of 
Ordinary Differential Equations (ODES). The comparison is based both on the computational 
speedand on the accuracy of the simulation oj’two benchmark models of nonlinear mechanical 
systems. 
I. Introduction 
In this paper the numerical implication of class 1 zero-order causal paths is 
discussed. A class 1 zero-order causal path is a causal path between a storage 
element with derivative and a storage element with integral causality. This class of 
zero-order causal paths frequently appears in bond graph models of mechanical 
systems with kinematic constraints, the so-called constrained mechanical systems. 
Classical examples of constrained mechanical systems are multi-body systems. The 
bodies of a multi-body system are considered to be rigid. The number of degrees 
of freedom of a multi-body system is thus prescribed by the nature of the kinematic 
connections (constraints) between the bodies. 
In Part I (1) it has been shown that the existence of zero-order causal paths in 
bond graphs force the set of the extended state equations to be an implicit set of 
mixed Algebraic and Differential Equations (DAEs). Table I gives an overview of 
the class of zero-order causal path, the form of the extended state equations (DAEs) 
and the index of nilpotency of the DAEs. The index of nilpotency (2) (for short, 
index) characterizes the behavior of the numerical solution and is a measure of the 
singularity of the DAEs (how far a DAE is from an ODE). 
In Section II different methods to deal with class 1 zero-order causal paths in 
bond graphs of mechanical systems are discussed, Table II gives an overview. 
The Franklm lnst1tute0016~0032/91 $3.00+0.00 981 
J. wn Dijk und P. C. Breedreld 
TABLE I 
Class of’zero-order causul path 
Path Extended state 
CLiSS equations Index Problem class 
Path between storage clement with deriva- 
1 
Yi = f,(x, j, u, t) 
y = f,(x. u, f) 
21 tive causality and storage element with 
integral causality 
2 
k = f, (x, z, u, t) 
21 
Path between elements with algebraic consti- 
0 = f,(x, z, u, t) tutive relations 
3 
ic = f,(x, z, u, f) 
0 = f,(x, z, u, 1) 
>I Essential causal cycle 
4 
ic = f, (x, z, II, t) 
0 = f2(X, z, u, t) 
22 Non-essential causal cycle 
5 
i = f,(x. z, u, t) 
0 = f,(x. z, u, t) 
21 Causal mesh 
The Karnopp-Margolis “stiff-compliance” approach (3), the “parasitic-elements” 
approach, the “Lagrange-multiplier” approach (&6), and the approach of trans- 
ferring the dependent storage element (storage element with derivative caus- 
ality) to the independent one (with integral causality) are methods that eliminate 
Method 
State 
equations 
Stiff- 
compliance 
approach 
Parasitic 
elements 
approach 
x = f(x, u, t) 
k = f(x, u, t) 
Lagrange- 
multiplier 
approach 
Transferring 
dependent 
ic = f,(x, 1, u, t) 
0 = fZ(X, u, t) 
ic = f(x, u, t) 
storage elements 
Apply stiff ir = f,(x, ji, u, t) 
ODE technique y = f,(x, u, t) 
to solve DAEs 
Index 
of state 
equations 
Order 
increase 
per path 
Model 
modifications 
Capacitive element 
is inserted 
Capacitive element 
with resistive 
element in parallel 
is inserted 
Controlled source 
is inserted 
Yes 
No 
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the class 1 zero-order causal path by changing the model. The method which solves 
the DAEs by using a stiff ODE technique (7, 8) deals with the implicit DAEs 
directly. Herein this straightforward method will be called the “zero-order causal 
path approach”. 
The different ways to deal with class 1 zero-order causal paths are compared to 
each other with respect to the computational load (Section III) and with respect 
to the accuracy of the obtained solution (Section IV). 
In Section V, we conclude that solving the DAEs by a stiff ODE method is the 
most promising approach. It requires a greater computational load compared to the 
approach of transferring the dependent storage elements, but is the most accurate 
and is straightforward, which means that it is not necessary to change the obtained 
causal bond graph model in order to make it suitable for simulation. 
II. Methods to Deal with Class 1 Zero-order Causal Paths 
2.1. Introduction 
Kinematic constraints in a mechanical system often result in a model containing 
kinematically coupled inertias. In bond graphs of these systems the kinematically 
coupled inertias are represented by I-elements connected by a causal path through 
the junction structure. Figure I shows an example. A planar pendulum [Fig. 1 (a)] 
has been modeled as a point-mass attached to a rigid massless rod [Fig. 1 (b)]. The 
inertias are kinematically coupled [Fig. 1 (c)]. 
Generally, some of these kinematically coupled inertias are independent, which 
means that integral causality can be assigned, and some of them are dependent, 
which means that derivative causality has to be assigned. The number of inertias 
with derivative causality equals the number of kinematic constraints in the system. 
In the example in Fig. 1, there is one kinematic constraint : the distance between 
the position of the point-mass and the position of the (fixed) point of rotation of 
the pendulum equals always the length (I) of the massless rod, which implicates 
that the velocity of the point-mass in the x,-direction of the body-fixed frame 
yields : 
i, =o. 
Only one of the two inertias becomes integral causality [Fig. 1 (c)l. The causal path 
between the inertias is a class 1 zero-order causal path [Fig. 1 (d)]. It was shown in 
Part I that the state equations obtained from bond graphs with class 1 causal paths 
are of the form (1) 
x = f,(x,j,u, t) 
Y = f?(X, u, t) (1) 
where x is the vector of the state variables and u are the inputs to the model in 
vector form. 
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FIG. I. Model of planar pendulum. (a) Realistic model; (b) ideal physical model; (c) the 
bond graph model ; (d) simplified bond graph model (Sf is eliminated). 
2.2. Kurnopp-Margoh stij?ompliancc upprouch 
If a finite compliance, modeled by springs, is assumed to exist at the connection 
points of the bodies (joints) the kinematic constraints are relaxed (3) and all inertias 
become integral causality. In Fig. 2, the connection between the massless rod and 
the pendulum bob is relaxed using a spring. 
As it is physically justified that connections are not infinitely rigid, this approach 
results in a realistic model. However, if the connections are stiff, the eigen- 
frequencies added to the system are high compared to the eigenfrequencies which 
are of interest. This means that in the simulations of this system a lot of unnecessary 
computations are performed. 
The state equations obtained from bond graph models, where the constraints 
are modeled using this approach, are of the form (2) 
ii = f(x,u, t) (2) 
where x is the state vector and u are the inputs to the model. Equation (2) is a set 
of index = 0 DAEs. They are in explicit form and can be solved easily by an explicit 
numerical method. 
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FIG. 2. Planar pendulum, zero-order causal path is eliminated by introducing a stiff- 
compliance, which models the constraint force. (a) Ideal physical model; (b) bond graph 
model. 
The disadvantage of this solution is that the system is increased in order and 
that the system is highly oscillatory. This means that small integration time steps 
are required for the numerical solution method due to the high frequencies. The 
order of the system is increased by two for every relaxed constraint, one for the 
added compliance and one for the dependent inertia, which becomes integral 
causality. 
2.3. Parasitic-elements approach 
To circumvent the small integration step-sizes which result from the Karnopp- 
Margolis stiff-compliance approach and which slows down the computation speed, 
the high frequency modes can be artificially damped by introducing parasitic 
dampers parallel to the parasitic springs (Fig. 3). Larger step sizes are chosen by 
a suitable numerical method when the highly oscillating components are no longer 
part of the solution (Section III). This also has its disadvantage: although the 
I-p$ 
Yl 
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FIG. 3. Planar pendulum, constraint forces are modeled using parasitic elements. (a) Ideal 
physical model ; (b) bond graph model. 
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FIG. 4. (a) Bond graph of planar pendulum. constraint force is modeled using a Lagrange 
multiplier. (b) Simplified bond graph with transferred Lagrange multiplier. 
system is described by explicit index = 0 state equations of the form (2), a stiff 
ODE method has to be applied to solve the state equations and to gain the 
advantage of larger step sizes. Another disadvantage is that the system is still 
increased in order. 
2.4. Lugrange-multiplier upprouch 
In this approach, which was described in Part I, the constraint forces are not 
modeled by parasitic compliances and dampers, but by Lagrange multipliers, which 
may be represented, in the bound graph. by controlled sources (Fig. 4). The values 
of the controlled sources are computed by a numerical method, such that the 
difference velocities in the joints, in the directions where the constraints are active, 
are zeroed. The so-called “extended state equations” (Part I) obtained from these 
kinds of bond graph models are of the form (3) 
x = f,(x,A,u, I) (3a) 
0 = f,(x, u. t). (3b) 
Equation (3b) describes the constraints in the system and is called the .sezi-.stutc 
part of the extended state equations. The vector of the semi-state variables is 1. 
The semi-state variables denote the constraint forces. 
Equation (3) can be written in a more general implicit form (4), i.e. 
O=F,(kx,y,t) 
0 = F2(x, y, t). (4) 
The basic idea behind the numerical method to solve equations of the form (4) 
has been introduced by Gear (10). He proposed to replace the derivative % in (4) 
by a difference approximation, and then solve the resulting nonlinear system of 
algebraic equations for x and y by an iterative procedure, like Newton’s method. 
Systems of DAEs of this form arise frequently in the modeling of resistive 
networks. In the theoretically oriented literature (5, 6) it has been shown that a 
generalized form of this idea, using the Backward Differentiation Formulas (5) to 
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FIG. 5. Bond graph of planar pendulum, after the dependent inertia has been transferred. 
approximate k in (4), is robust in solving equations of the form (4) if these are 
index d 1 DAEs. The application of the Backward Differentiation Formulas (BDF) 
can also solve robustly index = 2 DAEs if dF,/ay = 0. DAEs of the form (3) are 
index = 2 DAEs, but due to the fact that df,/dy = 0 in (3) these DAEs are solvable 
by BDF oriented codes. 
where k is the order of the BDF (k E { 1,. . . , 6)) and ai are coefficients depending 
on the stepsize t,, , - t, and stepsize history. 
Figure 6(a) shows how extended state equations of the form (3) are solved, at 
each timestep, by the proposed numerical method. Interface denotes the interface 
between the numerical method (DAE-solver) and the extended state equations 
obtained from the bond graph model (denoted by Model). If the equations denoted 
by Model (3) and Interface are combined and written as (6) 
E, = -(k-f,(x,IZ,u, t)) 
Ej. = -(O-f,(X,U, t)) (6) 
and (5) is used to approximate X in (6), then the iteration matrix P in Fig. 6(a) 
yields (7) 
‘“.I+ 
h 
af, 
3X 
(7) 
E, and E, have to be zeroed at each time step by corrector iterations. 
A kinematic constraint is not completely described by a velocity constraint 
equation or a position (geometry) constraint equation. In fact, a kinematic con- 
straint is equivalent to three constraint equations, a position level constraint, 
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FIG. 6. Scheme of the corrector of the DAE-solver during one timestep in the solution 01 
DAEs : (a) obtained from bond graph models with Lagrange multipliers ; (b) obtained from 
bond graph models with zero-order causal paths. 
a velocity level constraint and an acceleration level constraint equation. These 
constraints are all three represented by equations of the form (3b). Table III 
shows how the type of constraint equation (3b), used to compute the Lagrange 
multiplier(s), is related to the index of the DAEs of the form (3) obtained from 
mechanical systems with holonomic constraints. However, it is impossible to use 
all three constraint equations to compute the constraint forces, because in that case 
the extended state equations are a set of overdetermined DAEs and the constraint 
forces can no longer be determined in a unique way. It is therefore not possible to 
satisfy all three constraints by one (set of) Lagrange multpliers. 
2.5. Tlw trunsftir of’ depmdent .storuge rlenmts 
Figure 1 (d) shows a bond graph with class I zero-order causal path. The bond 
graph model is obtained from Fig. I (b). Figure 1 (a) is a simplification of Fig. 1 (c) 
(i.e. elimination of the zero flow source Sf). The bond graph in Fig. 5 is obtained 
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FE. 6 continued 
from Fig. l(d) by the transfer of the inertia with derivative causality to the one 
with integral causality and the two inertias are replaced by one equivalent element. 
In the case of this simple example the transformation can be done by hand. In 
order to perform this transformation analytically for more complex systems, it is 
possible to use programs for formula manipulation (4). However, this method 
TABLE III 
Type of constraint equation Index 
-___. 
Position level constraint 3 
Velocity level constraint 2 
Acceleration level constraint I 
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requires an excessive amount of core and computation time. Therefore, a 
this moment, this method is not suitable for large systems (4). 
t least a 
2.6. Solution of the DAEs ha an ODE technique 
Figure 6(b) shows that a DAE-solver based on the BDF method (7) can also 
solve DAEs of the form (I), obtained from bond graph models with class 1 zero- 
order causal paths, if both the derivatives x and Y are approximated by the 
polynomial approximation (5). 
If the Interface and Model from Fig. 6(b) are mathematically combined then 
the equations to be solved, at each timestep, by the DAE-solver can be written as 
(8) 
E, = -(X-f,(X,Y,U, t)) 
E,. = -(y-fz(X,U,f)). (8) 
If (5) is used to approximate both X and Y then the iteration matrix P in Fig. 6(b) 
yields (9) 
(9) 
In Part I it was shown that the extended state equations obtained from bond graphs 
with class 1 zero-order causal paths are theoretically index > 1 DAEs, but in 
practical situations no other than index = 1 DAEs are encountered. The described 
method is reliable, because DAE systems of the form (1) can be solved without 
much difficulty by BDF method oriented DAE-solvers if they have an index d 1 
(5, 6). 
III. Computational Load of the Methods 
3.1. Introduction 
In order to compare the computational load of the different approaches the 
mechanical system in Fig. 7(a) is modeled and simulated. The parameters of the 
model are as follows : 
M,=5kg 
M2=5kg 
RI/r, = R2/r2 
C = 0.05 N/m 
FR, = 0.05 [sign (V,,)]N. 
990 
I:!&, 
R,. R 
(b) 0 
FIG. 7. Example system. (a) Ideal physical model ; (b) bond graph model with class 1 zero- 
order causal path ; (c) bond graph model with transferred dependent inertia ; (d) zero-order 
causal path is eliminated using a stiff compliance ; (e) zero-order causal path is eliminated 
using parasitic elements; (f) zero-order causal path is eliminated using the “Lagrange- 
multiplier approach”. 
Five different, but equivalent, models, corresponding to five different approaches, 
are obtained and simulated. 
Figure 7(b) shows a bond graph containing a class I zero-order causal path. The 
bond graph model is obtained directly from Fig. 7(a). In Fig. 7(c) the inertia with 
derivative causality is transferred to the other side of the transformer and the two 
inertias are replaced by one element. Figure 7(d) shows a bond graph of the 
system in which the zero-order causal path is eliminated by the insertion of a stiff 
compliance (Cp = 1 .Oee05 N/m). The system is made stiff in the mechanical sense. 
however, the state equations will have an eigenvalue with a large imaginary part 
compared to the other eigenvalues and consequently are not “stiff” in the sense of 
the definition given by Lambert (8) (Appendix). Table IV shows that these models 
are not efficiently solved by a stiff ODE method like the BDF method. Figure 7(e) 
is an extension of Fig. 7(d). The stiff compliance is replaced by a spring-damper 
combination (Cp = l.Oe-05 N/m, Rp = 1000 Nsec/m). The damping coefficient is 
such that the state equations are made artificially stiff in the sense of the definition 
given by Lambert. In Fig. 7(f) the constraint (force) is modeled using a Lagrange 
multiplier. 
Table IV shows the computational load in seconds CPU time used by the different 
models if 50 set of real time were simulated. The simulation was performed on a 
SUN 3/60 workstation using SIMPLE (9). SIMPLE can take an alphanumerical 
representation of a multibond graph as input. SIMPLE is supplied with a variable 
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Model 
ODE method 
RK-4 Mcrson BDF 
Zero-order causal path 
Transferred dependent inertia 
Stiff-compliance 
Parasitic-elements 
Lagrange-multiplier normal 
error tats 
Lagrange multiplier errors in the 
Lagrange-multiplier are excluded 
16.64 
X.86 12.06 
262.08 295.14 
117.00 29.38 
49.96 
1X.86 
step fourth-order RungeeKutta-Merson method [DOZPAF from the NAGLIB 
(ll)] and a variable step variable order DAE-solver based on DASSL (7) which 
uses the Backward Differentiation Formulas. The tolerances of the integration 
process are installed in such a way that both methods obtain the solution with the 
same accuracy. 
The possibility for multibond graph input and the DAE-solver make SIMPLE 
a very suitable to simulate large, complex 3D mechanical systems. 
Comparing the computational load for the different approaches, shown in Table 
IV, it is not surprising that the approach shown in Fig. 7(c) wins the race, but the 
analytical transformation of dependent inertias to independent inertias fails for 
more complex systems, even if automatic formula manipulation techniques are 
used (4). The computational load of the model in Fig. 7(b), the straightforward 
model with zero order causal path turns out to be the most promising approach 
for simulating complex systems with class 1 zero-order causal paths. The solution 
of the state equations of this problem can be obtained faster than the solution of 
the state equations derived from bond graphs in which these zero order causal 
paths are eliminated using parasitic compliancesjdampers. The computational load 
of the “Langrange-multiplier approach” is comparable to the computational load 
of the “zero-order causal path approach”, but it needs additional model modi- 
fications and consequently is not straightforward. 
Some additional remarks on the “Lagrange-multiplier approach” should be 
made : Petzold and Loetstedt (5. 6) have shown that the condition number of the 
iteration matrix used in BDF oriented DAE-solvers is O(h-“I), if the code is applied 
to solve a system of equations with an index m. In (6) it is shown that scaling the 
equations. i.e. multiplying the state-part of the extended state equations with the 
time-stepsize (II). circumvents the problem of a poorly conditioned iteration matrix 
if h---f 0. Due to the fact that the extended state equations obtained from bond 
graphs in which the Lagrange multipliers are used to model constraint forces are 
index = 2 DAEs, one has to apply this scaling on equations of the form (3). In (6). 
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FIG. 8. Comparison of the stepsize of the BDF method and RK-4 method near a dis- 
continuity. 
it is shown that (when p is the machine unit roundoff) using the suggested scaling 
the roundoff errors are of O(,U) in the state variables and of O(p/h) in the semi- 
state variables if the extended state equations are index = 2 DAEs. These roundoff 
errors are proportional to O(p/h) and O(,u/h”) if the unscaled system is solved. 
Scaling controls the size of the roundoff errors in x, the state variables, but the 
semi-state variables [A in (3)] may have large errors if h --) 0. Since the values of Iz 
at the current time-step do not influence directly the system response at future 
time-steps, larger errors in the semi-state variables than in the state variables are 
tolerable. However, the errors in the semi-state variables cause problems with the 
error tests used for step-size control strategies, especially when the stepsize is small 
as in starting a problem or passing over a discontinuity. Petzold and Loetstedt (6) 
suggest the use of an error estimate for index = 2 systems which excludes the semi- 
state variables 1 from the error tests. This is reliable, because errors of previous 
steps in the excluded components cannot be propagated into the state variables at 
the current stepsize. 
3.3. Remarks on the stepsizes 
Both the RK-4 and BDF methods are applied in the simulation of the mode1 of 
Fig. 7(b). The RK-4 method is more efficient in the solution of this problem (Table 
IV). The single-step RK-4 method is especially efficient at the discontinuities 
involved with the Coulomb friction R, [Fig. S(a)] because it can integrate to each 
discontinuity and then start the new initial value problem with a relatively large 
stepsize, because it is a fourth-order method. Although the multi-step BDF method 
integrates with high order to the discontinuity, it has to start the new initial value 
problem at the discontinuity with order one because no previous timesteps can be 
used. A very small timestep must be used to meet the accuracy requirement (Fig. 
8). The growth in the stepsize after the discontinuity is less for the BDF method 
in comparison with the RK-4 method. This is due to the fact that first a number 
of steps have to be taken at low order before a multi-step method can increase its 
order and thus its accuracy. 
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FIG. 9. Stepsizc used in the simulation of the “parasitic-elements” model. (a) BDF method ;
(b) RK-4 method. 
Figure 9 shows the stepsizes used by the BDF method [Fig. 9(a)] and the RK-4 
method [Fig. 9(b)] in the simulation of the “parasitic-elements model” [Fig. 7(e)]. 
Note that the scales are different. The stepsize of the RK-4 method is limited by 
the numerical stability requirement and not by the accuracy requirement. The 
stepsize of the BDF method is still limited by the accuracy requirements. The 
stepsize control of the RK-4 method tries to make the step as large as possible with 
the implication that the stability is lost. For this reason the estimated truncation 
error in the subsequent step will be large, the stepsize will be reduced until stability 
is regained. This phenomenon will repeat itself, with the effect that the stepsize 
oscillates [Fig. 9(b)]. Oscillation of the stepsize can be circumvented by changing 
its control. Gustafsson (12) formulates the selection of the stepsize as a control 
problem. He shows that the proportional-action next to the integral-action of a 
stepsize control is a remedy for stepsize oscillation. In particular the proportional 
part, which is not provided by the standard stepsize control, improves the stability 
of the stepsize controller. 
It was already noted that DAE-solvers can be affected with poorly conditioned 
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FIG. IO. Stepsize of BDF method near discontinuity, errors in the Lagrange multiplier are 
excluded or not excluded in the stepsize-control strategy. 
iteration matrices in the solution of higher index systems when the stepsize is small. 
Scaling can circumvent the difficulty but causes the problem that the error estimate 
over-estimates the error in the semi-state variables, especially when passing over a 
discontinuity or when the solution of the problem has steep gradients. The error 
control forces the stepsize to be very small and possibly the roundoff errors may 
be dominant. 
If the semi-state variables are excluded from the error tests, the suggested scaling 
can be used, hence the problem of over-estimation of the error in the semi-state 
variables is circumvented. This means that the Lagrange multiplier of the model 
Fig. 7(f) must be excluded from the error test. 
Figure 10 shows that the stepsize of the BDF method during the simulation of 
the model of Fig. 7(f) is made small, especially at the discontinuities when the 
Lagrange multiplier is not excluded from the error tests. 
Figure 11 shows the stepsize of the BDF method in the simulation of the “zero- 
order” model [Fig. 7(b)] and the “Lagrange-multiplier” model [Fig. 7(f)]. Globally, 
the stepsizes are of the same magnitude if the Lagrange multipliers are excluded 
from the error tests. The computational load (Table IV) of the straightforward 
model with zero-order causal path [Fig. 7(b)] is a little less than the computational 
load of the Lagrange-multiplier model [Fig. 7(f)] due to the fact that the order of 
the straightforward model is less than the order of the Lagrange-multiplier model. 
IV. Accwacy of the Obtained Solution 
4. I. Introduction 
In Section III is was shown that, comparing the computational load of the 
different ways to deal with zero-order causal paths, the “parasitic-elements 
approach”, the “Lagrange-multiplier approach” and the “zero-order causal path 
approach” are reliable methods when the equations obtained by them are solved 
using a stiff ODE technique. 
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FIG. 11. Stepsize of BDF method in the simulation of the “Lagrange-multiplier” model 
and in the simulation of the model with zero-order causal path. 
In the application of the “parasitic-elements approach”, stiff ODES have to be 
solved, while in the application of the “Lagrange-multiplier approach” and the 
“zero-order causal path approach” a sy.stem of DAEs has to be solved. 
In order to discuss the accuracy of the three comparable treatments of class I 
zero-order causal paths. the behavior of the planar pendulum is simulated. The 
pendulum is a mathematical pendulum in this sense that it is supposed to be 
constructed as a point-mass of I kg attached to a massless rod of 1 m, hence the 
pendulum can be considered a rigid-body system. 
The mass of the pendulum has been taken as unity and the gravity is normalized, 
such that the pendulum will oscillate within a period of 2 sec. The pendulum is 
dropped from a position with an angle 0 [Fig. I (a)], H = 1.975~. 
Due to the period of the pendulum and the fact that it can rotate without friction, 
the initial position must be reached every 2 sec. 
Figure l(b) shows the idea1 physical model of the pendulum. Figure I (d) shows 
the “zero-order model”, the bond graph model with class I Lero-order causal path. 
This model will be used for simulation. Figure 3(b) shows the bond graph of the 
pendulum in which the zero-order causal path is eliminated by the use of a parasitic 
compliance and a parasitic damper. Figure 12 shows the “parasitic-elements 
model”, an equivalent bond graph model like Fig. 3(b) but the parasitic elements 
are inserted without physical meaning. The zero-order causal path is eliminated no 
matter what physical interpretation can be given to the relaxation of the con- 
straint(s). Figure 4(a) shows the bond graph of the pendulum in which the constraint 
force in the bar is modeled using a Lagrange multiplier. The Lagrange multiplier, 
modeled as a controlled effort source. is transferred and the bond graph is reduced 
in Fig. 4(b), due to the assumption that a velocity in the direction along the 
massless rod cannot exist. Figure 4(b) is the “Lagrange-multiplier model”. The 
accuracy of the solution of the three methods is also compared to the accuracy of 
the solution of the analytically obtained state-space formation (SSF) (12), when it 
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FIG. 12. Bond graph model of pendulum, zero-order causal path is eliminated using parasitic 
elements. 
is solved with the same ODE-technique. The SSF is obtained from the equations 
derived from the bond graph of Fig. 4(b) : 
j;, = -LpK--g 
-it, = -jLpr 
6, = ix, 
d,I = P” (TO) 
The position constraint of the pendulum : 
p_j+&l = 0 (1 la) 
is differentiated once, with respect to time, to obtain the velocity constraint: 
-top\- + _!J,g& = 0. (1 lb) 
(11 b) is differentiated, with respect to time, to obtain the acceleration constraint : 
i; +I;; +p<i” +p>j’o = 0. (1 ICI 
With some algebraic transformations, using the constraints (1 I), ;I can be elim- 
inated from (10) and the SSF is written as 
j& = _*” 
(12) 
In rigid-body mechanics the constraints are usually formulated as kinematic con- 
straints which are algebraic relations in the position variables. It is well known (13, 
14) that when a DAE-solver is applied to solve the mixed set of ODES and position 
level constraints, the solution shows some “drift off’ from the exact solution, 
especially when the system is undamped. Popular codes for solving ODES and/or 
DAEs perform very well if all the eigenvalues of the (extended) state equations lie 
in the negative (left) half-plane. However, accumulated errors can cause that some 
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FIG. 13. Violation of the velocity constraint. 
eigenvalues are shifted into the right half-plane. The “drift off” in some components 
of the solution is due to this numerical instability. 
There is also a more intuitive interpretation for the “drift off”. The numerical 
method maintains the constraint in the position level because it is explicitly for- 
mulated, but it does not have to maintain the constraints at the velocity and 
acceleration level which are physically present but are not explicitly formulated in 
the mathematical model. 
The “drift off” will be used herein as a measurement of the accuracy of the 
method applied. Therefore the behavior of the planar pendulum is simulated during 
50 periods. The elements of the state-vector are computed using SIMPLE (9). The 
relative and absolute error bound for each element is chosen to be both 10 ‘. So 
the error E in each element of the state-vector yields : E d 10 5 + (element] x lo- 5. 
4.2. Discussion (?f’the simulution results 
Figures 13316 show the violation of the constraints. The violation of the velocity 
constraint equation (1 lb) (Figs. 13 and 14) is oscillating around the zero value. 
Figure 14 shows that the violation of this constraint by the “Langrange multiplier” 
model [Fig. 4(b)] is kept near the absolute tolerance IO ‘. This is due to the fact 
that the test for terminating the Newton iterations of the corrector of the DAE- 
solver is dependent on the absolute tolerance. The parasitic elements model (Fig. 
12) shows the largest deviation of this constraint (Fig. 13). The velocity constraint 
is maintained accurately in the “zero-order model” [Fig. l(d)]. This is due to 
the property of the weighted junction structure of the “zero-order model”. The 
dependent velocity ?;” is coupled by the modulated transformers with the inde- 
pendent velocity lo. 
The positions px and p)’ are obtained by integrating respectively .U,, and j,. Due 
to the fact that this is an “open loop” integration it is expected that the positions 
are deviating from the exact solution and the position constraint (1 la) is violated, 
which is shown in Fig. 15. The oscillation of the (linear) “drift off” of the position 
constraint in the “parasitic-elements” model is due to the nature of the parasitic 
elements. The position constraint in the “zero-order” model is maintained with 
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‘IO -6 
velocity 
constraint 0 5 10 15 20 25 30 35 40 45 50 
( mkec) time (sec.) 
FIG. 14. Comparison of the violation of the velocity constraint in the “zero-order” model 
and the “Lagrange-multiplier” model. 
more accuracy than in the “Lagrange-multiplier” model. Very long simulations, 
about 400 set, have shown that the position constraint is violated only by a 
magnitude less than 5 * 10P 4 m. 
Figure 16 shows the violation of the acceleration constraint (1 lc). The violation 
of this constraint is in all the models oscillating around a zero value. The “parasitic- 
elements” model violates this constraint most. The violation of this constraint by 
the “Lagrange-multiplier” and the “zero-order” model is globally the same in 
magnitude. Because the magnitude of the violation of the acceleration constraint 
as well as the violation of the velocity constraint is oscillating around the zero 
value, it is the violation of the position constraint which finally ruins the numerical 
solution. 
position 
constraint 
(m’) 
‘10.3 
3.5 
3.0 
2.5 
2.0 
1.5 
1.0 
0.5 
0.0 
-0.5 
0 5 10 15 20 25 30 35 40 45 50 
time (sec.) 
FIG. 15. Violation of the position constraint. 
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FIG. 16. Violation of the acceleration constraint. 
The violation of the constraints in the “parasitic-elements model” is heavily due 
to the fact that not any constraint is strictly maintained, because the constraints 
were “softened”. 
As a proper indication of the overall accuracy of a model the phase error can be 
used. The phase error is computed as 68 the deviation of the angle 0 [Fig. l(a)] 
from its exact solution : 
0 = arctan ;‘ii; t = 2, , 100 sec. 
1 
Figure 17 and Table V show the results in that the solution of the index = I DAEs 
obtained from bond graphs of mechanical systems with constraints (and thus zero- 
order causal paths) can be obtained with even more accuracy than the solution of 
0.6 _ 
0.5 _ 
0.4 _ 
-0.1 
deviation I I I I I 
of angle 0 20 40 60 80 100 
(0) time (sec.) 
FIG. 17. Deviation from the exact value of the angle of the pendulum. 
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TABLE V 
Final error in the ungle of’ the pendulum gfter 100 set 
Model Phase error S4 
Zero-order model [Fig. I(d)] 0.03 
Lagrange-multiplier model [Fig. 4(b)] 0.18 
Parasitic-elements model (Fig. 12) 0.51 
State-space form equations (12) 0.24 
Stabilized descriptor form (13) 0.06 
Stabilized index 1 0.49 
the The solution the index = 1 DAEs and 
the solution the state-space form are with same numerical method 
method). 
The the is to difficulty 
(not more than 18 relevant digits) and the presence 
the numerical solution. This means that constraints are not accurately 
satisfied by numerical solution of (12). To a more intuitive explanation 
due to fact that the form is obtained with use the first and 
with respect time of position constraint(s), some important 
information is lost. For the constraint the position 
the acceleration level, as in case the 
pendulum, then the constraints the 
position and velocity the obtained state-space form of 
equations. the implicit DAEs constraint(s) the velocity 
are still present, form numerical method has this 
velocity constraint(s). 
4.3. Stabilization techniques 
In order to prevent numerical instability and thus off” of 
constraints, some solution are presented 
(15) suggested use 
the Lagrange multipliers. Note that the the violation the constraints 
now comparable the function 
+pf +p,.f” (13) 
closed loop system 
(14) 
is stable when CI pare positive constants. The constraint violations in integration 
step k be considered the violations the 
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next integration step k + 1. The solution of (14) oscillates around the exact solution. 
Amplitude and frequency of the oscillation depend on the values of x and b. 
The solution of the DAEs obtained from the “Lagrange-multiplier model” 
combined with Baumgarte’s approach to compute the Lagrange multiplier is com- 
parable with the solution obtained from the “parasitic-elements” model, because 
a combination of a C-, R- and I-elements, as in Fig. 7(e) and Fig. 12, is locally 
described by second-order equations like (14). In the application of Baumgarte’s 
approach the extended state-equations to solve are index = 1 DAEs. 
The approach using additional multipliers to insure that both the velocity con- 
straint and the position constraint are satisfied, is described in (14). Table IV shows 
that if a position constraint is applied, index = 3 DAEs have to be solved. The use 
of additional multipliers have the effect that the index is reduced. Index = 2 DAEs 
must be solved while the position level constraints are maintained. 
Fiihrer (13) introduced the “stabilized descriptor form”, a technique which uses 
all three types of constraint equations. The overdetermined DAEs are solved 
using a modified GausssNewton method and the computation of a pseudo-inverse 
exploits the available structure in the equations. Fiihrer uses the same numerical 
example, the mathematical pendulum. In the application of this stabilizing tech- 
nique, in his simulation of the pendulum, the phase-error S4 after 99 set is 0.06 if 
the pendulum is dropped from an angle H = 2 * 71. The values for 64 in Table V for 
the “stabilized descriptor form” and “Baumgarte-stabilized index = 1 form” are 
both obtained from (13). 
Table V shows that the solution of the extended state-equations derived from 
the “zero-order” model is even more a,ccurate using a less complex numerical 
method. The relatively high accuracy of the “zero-order” model is due to the 
accurate accomplishment of the velocity constraint. 
V. Concluding Remarks 
Kinematic constraints in mechanical systems induce the appearance of class 1 
zero-order causal paths in bond graph models of these systems. The extended state- 
equations obtained from these models are index = 1 DAEs if the constraints are 
holonomic (4). It has been shown that these DAEs can be solved efficiently and 
accurately by a stiff ODE technique. The solution of the state-equations obtained 
from bonds graph models in which these zero-order causal paths are eliminated by 
transferring the dependent storage elements to the independent ones can be 
obtained with the least computational load. However, the straightforward solution 
of the DAEs, involved with zero-order causal paths, takes more computational 
effort but is much more accurate. Another advantage is that no additional model 
modifications are necessary to make the model suitable for simulation, which 
means that the bond graph still represents the physical structure of the system. 
The solution of the DAEs obtained from bond graph models with Lagrange 
multipliers must be stabilized especially when the system is undamped, in order to 
satisfy the position constraints. However, the accuracy of this stabilized solution 
is less than the accuracy of the solution obtained from the DAEs of bond graph 
. _ 
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models with class 1 zero-order causal paths. The latter solution is not additionally 
stabilized. The accuracy obtained is due to the fact that the velocity constraints are 
maintained exactly in bond graph models with class 1 zero-order causal paths. 
The elimination of zero-order causal paths in bond graphs of constrained mech- 
anical systems is thus less efficient than accepting the zero-order causal paths, with 
respect to the computational effort involved as well as the modeling effort. 
It is shown that the bond graph language clearly explains the use of Lagrange 
multipliers. 
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Appendix 
The term “stiffness”, according to Lambert (8). is defined as follows : 
Consider the common system of ODES of the form : 
ji = A~y+~(X)y,~EW’ 
This system of ODES is said to be “stiff” if: 
(i) Rc(/.,) < 0. ( = I, 2,. ,111 
and 
(ii) (max IRe(i,,) I/min IRe(& = s >> 1 
i, are the cigenvalues of the nz x 172 matrix A. Re(l,) is the real part of I., and s is 
called the “stiffness ratio”. 
A nonlinear system jr = f (x. y) is said to be stiff, in an interval I of x, if for x E I 
the eigenvalues I of the Jacobian 2fjdy satisfy (i) and (ii) above. 
Although Lambert’s definition is sufficient for most engineering problems, it is not math- 
ematically sound. As a quantitative measure of stiffness, one may use Ih - df/i?yl, where af/Sy 
is the Jacobian as in Lambert’s definition and h is the “maximum accurate stepsize” taken 
by the numerical method. A mathematically more sound definition of stiffness is now: a 
problem is stifS if Ih * af/t?yl >> I (16). 
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