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A B S T R A C T
VVe study the dynam ics of highly excited (Rydberg) atom s in laboratory- 
scale m agnetic fields via th e ir  ionization by THz half-cycle pulses (H CPs). 
A half-cycle pulse is a  unipolar electromagnetic pulse th a t can probe an 
atom ic electron at all points along its orbit around the  atom ic core. T he 
dynam ical evolution of diam agnetic Zeeman states subjected  to  an u ltrashort 
(picosecond) HCP is calculated for both hydrogen and sodium  atoms.
Diam agnetic Zeeman s ta tes  are localized parallel and  perpendicular to  the  
m agnetic field. VVe use a grid-based pseudo-potential m ethod to determ ine 
these eigenstates of the com bined Coulomb-diamagnetic potential. We study  
sta tes with principal quan tum  number n between 15 — 30 in the ^-mixing 
regime a t magnetic fields of 1 — 6T. These initial s ta tes are subjected to  the  
electric field of an HCP and  their subsequent tim e evolution is calculated 
by solving the tim e-dependent Schrodinger equation. T he HCP w idth is 
varied between the short pulse (impulsive) and the long pulse lim it, keeping 
the to tal m om entum  transferred  a constant. We calculate the  total ionized 
fraction, and also the spectrum  of the ionized photoelectrons.
We find that, in the im pulsive limit, where the  w idth of the pulse is 
m uch sm aller than typical tim e scales in the system , the  calculated am ount 
of ionization and the photoelectron spectra are different depending on the  
localization of the initial s ta te . These differences are shown to be due to the  
different initial m om entum  distributions of the parallel and perpendicular 
states. As the duration of th e  HCP is made longer, we find th a t ionization
vii
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is supressed as com pared with the im pulsive lim it. The states localized per­
pendicular to  the m agnetic field are found to  be much more sensitive to  the 
HCP width than  th e  parallel states, reflecting the fact that the two classes 
of states interact w ith different parts of the  Coulomb-diamagnetic potential 
during the HCP. T he ionization characteristics are shown to scale classically 
w ith the principal quan tum  number. The results are presented in such a 
m anner th a t they can be verified by experim ent.
viii
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1. IN T R O D U C T IO N
The study of u ltrafast phenom ena is becoming increasingly im portant in 
scientific research. The availability of extrem ely short laser pulses allows 
scientists to study processes th a t change over small tim e scales, much like 
using a strobe light to  produce a series of frozen frames of a quick movement. 
U ltrashort pulses are used in experim ents th a t transcend disciplinary bound­
aries — to observe protein folding, to study responses of muscles to  stim uli, 
to  analyze molecular dissociation, in atom ic spectroscopy and to create novel 
atom ic states. Indeed, the 1999 Nobel prize for Chemistry was awarded for 
the  study of chemical transform ations using femtosecond laser pulses. The 
theoretical understanding of ultrafast dynamics in physical systems is, there­
fore, very im portant.
VVe are interested in the dynamics of a class of physical systems which 
are abundant in natu re  and in m odern technology — atoms in electric or 
m agnetic fields. In medical imaging techniques such as magnetic resonance 
im aging (MRI), atom s are subject to a  m agnetic field strength of about one 
Tesla whereas atom s found in distan t pulsars are subject to  roughly one 
hundred million (108) Tesla. Atoms have been subject to external electric 
fields in the arc and vapor lamps of the past as well as the sophisticated 
lighting systems of today. W ith s ta te  of the art technology, not only can 
we apply strong, s ta tic  (constant) electric and magnetic fields but also time- 
varying ones of intense lasers. The study of atom s in both static  and dynam ic 
external fields of a  large range of field strengths is extremely challenging.
1
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To understand atom ic system s, physicists probe th em  by exciting the 
atom s and studying the light em itted  as they de-excite ( th e  excitation spec­
tra ) or by detaching one or more electrons from the atom  and m easuring the 
energy and angular d istribution  of the electrons (ionization spectra). Very 
intense and ultrashort laser pulses can be produced in th e  laboratory  which 
allow extrem ely fast and deep probing of atom ic system s. In order to un­
derstand ultrafast processes, it is im portan t to study not only the stationary 
properties of the atom s them selves, bu t also their dynam ical response to 
rapidly changing external stim uli. O ptical pulses with special properties (for 
exam ple, “half-cycle pulses” ) can also be made with which very delicate mea­
surem ents of even individual atom ic states can be perform ed. The study of 
atom ic systems in sta tic  as well as dynam ic (time-varying) external fields is, 
broadly, the subject of th is dissertation.
1.1 H istorica l B ack grou n d  an d  M o tiv a tio n
The first experim ents w ith atom s in external fields were performed near 
the beginning of the tw entieth  century. The spectrum  of atom s in a static 
m agnetic field, the Zeeman effect [1], was measured in 1896 and of atom s in a 
s ta tic  electric field, the S tark  effect [2], was measured in 1913. At th a t time, 
quantum  mechanics was still in its nascent stages of developm ent and the 
Zeeman effect was explained by classical vector models of th e  atom  [3]. One 
of the successes of the early  Bohr quantum  model was th e  first satisfactory 
trea tm en t of the hydrogen atom  in an electric field [4]. Interestingly, these 
early theoretical results were little  altered by later calculations in 1926 with 
the  stationary state  pertu rbation  theory of quantum  m echanics [5]. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3success of perturbation theory in explaining these effects was due to the 
relatively low strength of th e  laboratory  fields available then  lOOKV/cm, 
5000 gauss) compared to  the  strong fields experienced by th e  electron moving 
around the nucleus (5.142 m illion K V /cm , 2350 million gauss). The external 
field then acts as a small d istu rbance (perturbation) to th e  electron which is 
bound strongly to the nucleus.
In 1939, Jenkins and Segre first observed a broadening of the  spectral lines 
of barium  in the presence of a  strong m agnetic field [6]. In a  com panion paper 
[7], Schiff and Snyder explained this effect using a pertu rba tive  theory - the 
quadratic  or diam agnetic Zeem an effect (so named because the  energy was 
proportional to the square o f th e  magnetic field). However, the  resolution of 
the spectroscopes available a t  th a t tim e was low and further progress required 
technical developments. In 1969, G arton and Tomkins [S] used instrum ents 
w ith high dispersion to  resolve the diamagnetic Zeeman spectrum . They 
also m ade the first observations of the Quasi-Landau spectrum  — equally 
spaced absorption peaks around and beyond the ionization lim it. In be­
tween these two regions, namely, the low energy region w ith the  resolved 
diam agnetic spectrum  and the  near-threshold region of th e  Q uasi-Landau 
levels, they observed a region where the spectral structures were “confused” . 
This was term ed the region of in ter-n  mixing because th e  d iam agnetic en­
ergy mixes states of adjacent n  -  the principal quantum  num ber. W ith  the 
increase in technological sophistication, experiments were perform ed to m ap 
all the  three regions with extrem ely high resolution [9] and th e  results were 
com pared with numerical calculations. Classical mechanics of an atom  in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4a m agnetic field predicted th a t there were regions in these m aps th a t cor­
responded to regular behavior and others which corresponded to  irregular 
behavior of the diam agnetic atom  [10]. Some features of the Q uasi-Landau 
region were explained using such classical models and the ‘confusion’ in the  
stru c tu re  in the n-m ixing regime was a ttribu ted  to a transition from order 
to chaos in the classical diam agnetic system  [11].
Since the early days, laboratory fields have become much stronger and 
the availability of lasers and high vacuum have perm itted experim ents w ith 
much higher resolution. These phenomena can no longer be completely ex­
plained by classical or semiclassical models and a theoretical description us­
ing quantum  mechanics is needed. Perturbation theory, which was extrem ely 
successful at low field strengths, becomes inefficient a t higher field strengths. 
A variety of non-perturbative methods have been developed to study atom s 
in external fields. Further, for an atom  with loosely bound electrons, i.e., 
electrons in excited states, even relatively low external fields have a non- 
pertu rbative effect. Electrons in these states can be described correctly only 
by solving the Schrodinger equation.
The Schrodinger equation for the Stark problem in hydrogen can be 
solved exactly, i.e., with no approximations, by transform ing the equations 
to  parabolic coordinates [12]. In the Zeeman problem, no exact solution to 
the  Schrodinger equation has been found in any coordinate system  to date. 
This makes the investigation of the tim e evolution of the diamagnetic Zeeman 
system  extrem ely difficult. Thus, a  hydrogen atom  in an external sta tic  elec­
tric  field can be described completely a t all field strengths. The theoretical
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
description of an atom  in a  magnetic field, however, is an unsolved prob­
lem and different approaches have been adding to the mosaic of inform ation 
about th is system  [13, 14].
In recent years, it has been possible to  probe Rydberg atom s [15], i.e., 
atom s th a t are highly excited (to a high principal quantum  num ber n) ex­
perim entally. This is an exciting development because Rydberg atom s are 
testing grounds for the Correspondence Principle. Introduced by Bohr in 
1923, th is principle requires th a t the result of any quantum  mechanical cal­
culation reduce to the corresponding classical calculation in the appropriate 
lim it [16], which in this case, is a high principal quantum  num ber n. At 
these high excitations, the spacing between th e  discrete energy levels of the 
atom  is small, so th a t neighboring energy levels are easily mixed. Q uantum  
mechanically, this s ta te  of the atom is represented by a wave packet which 
is a superposition of several states. A Rydberg wave packet can approach 
the classical ideal of a spatially localized particle travelling along a  well de­
fined trajectory . We are interested in studying diam agnetic Zeeman sta tes as 
well as wave packets so th a t we can probe the  region of transition between 
classical and quantum  behavior.
The study of diam agnetic Rydberg wave packets is interesting also be­
cause th e  corresponding classical problem —  the  diam agnetic Kepler prob­
lem, exhibits chaotic trajectories [17]. Chaos is an area of recent excitem ent 
in classical physics where systems obeying classical determ inistic equations 
show extrem e sensitivity to initial conditions. T ha t is, a system starting  from 
an infinitesm ally different initial condition than  a previous one, can end in an
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6exponentially different final s ta te , even though its evolution is governed by 
the same equations of motion. T he classical equations of m otion for an elec­
tron in the combined Coulom b-diam agnetic potential show this sensitivity 
[11]. A R ydberg atom  in a high s ta tic  magnetic field is therefore of im m e­
diate in terest as a system where th e  quantum  counterpart of the classically 
chaotic tra jectories may be studied.
The first probes used to study atom ic systems were vapor and discharge 
lamps. However, these were of low intensities and could only weakly excite 
atoms to low lying excited states. To study Rydberg s ta tes , the  atoms had 
to be excited to  much higher levels. The bandwidth of these lamps was 
large, i.e., they  contained many frequencies and incoherently excited a large 
number of sta tes making it impossible to study single processes directly. 
W ith the invention of the laser, an intense beam of light of a single frequency 
(m onochrom atic light) could be used to  study many m ore atom ic processes in 
d e ta il , particu larly  coherent processes (where the relative phases of the states 
is im portan t). To study tim e-varying processes, the probes m ust be shorter 
than the changes in the system under study. Therefore, optical (laser) pulses 
are used to  perform  time-resolved spectroscopy. Using current technology, 
ultrashort pulses can be used to stu d y  processes th a t take place in a mere 
tenth of a  picosecond (10-12s) or less.
The m otivation for our study is the recent developm ent of a  new spec­
troscopic m ethod for studying Rydberg atoms — the ir ionization using a 
picosecond Half-Cycle Pulse (H CP) [18, 19]. A HCP is essentially a  unipolar 
electrom agnetic pulse whose electric field lies almost com pletely in one half
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
of the optical cycle. Ordinarily, an  electrom agnetic wave cannot absorb or 
im part m om entum  since the m om entum  transferred over a  full optical cycle 
averages to  zero. During ionization, the recoil m om entum  of the ejected elec­
tron m ust be absorbed by some agent, and since the electrom agnetic wave 
cannot, th e  atom ic core m ust do so. Therefore, in trad itional spectroscopic 
m ethods like photoionization, an electron is ionized only when it is near the 
atom ic core. The ionization characteristics reflect the s ta te  of the atom  for a 
very short tim e  — when the electron is near the atom ic core. T ha t is, the ion­
ization occurs only when the electron has a  high m om entum . Alternatively, 
in the dipole approximation, the electric field varies only in tim e and a pulse 
w ith zero integral of the electric field can transfer m om entum  to a bound 
electron only when the potential is anharm onic, again near the nucleus. A 
HCP, by con trast, can im part or take away linear m om entum  and thus ion­
ize an electron anywhere on its tra jec to ry  (even when it has a low or zero 
m om entum ). HCPs have been used in the study of wave packet dynamics 
away from th e  core [20, 21, 22] and also to create wave packets [23, 24]. If the 
pulse w idth  of the HCP is much sm aller than  the characteristic tim e scale of 
the wave packet (which, for exam ple, is the Kepler orbital period for a  radial 
wave packet), then time-delay spectroscopy can be performed [20, 21]. Re­
cently, this technique has been used to study the ionization of S tark states, 
showing an asym m etry in the ionization probability depending on the local­
ization of th e  states that are ionized [25, 26]. Since the diam agnetic system 
is also characterized by localization of states (parallel and perpendicular to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8the m agnetic field), ionization by H C P’s may be expected to yield rich and 
interesting results in this system as well.
1.2 O v erv iew
This dissertation documents the  theoretical study of the ionization of 
diam agnetic Zeeman states and wave packets by a half-cycle pulse. C hapter 
2 contains a  short summary of the properties of atoms in external fields, 
with th e  m ain focus on those properties that are used in the development 
of the theoretical methods and in the interpretation of the results. These 
are collated from previously published experim ental and theoretical work. 
The figures published therein are reproduced using our theoretical m ethods. 
C hapter /refch3 gives the details of our probe of the system - the ionization 
by a HCP. The technique of impulsive m om entum  retrieval[24, 22], where a 
short HCP is used to obtain inform ation about the momentum distribution 
of the electron, is described. The coherent control of wave packet generation 
using HCPs is also discussed.
T he theoretical methods used in our study are presented in Chap. 4. VVe 
use a pseudopotential m ethod to discretize the Hamiltonian on a non-linear 
grid and solve the stationary Schrodinger equation. The evolution of non- 
sta tionary  states in time is studied by a Peacemann-Rachford propagation 
technique[27]. Using a simple model of the HCP, the electron is ionized both 
in the short pulse (impulsive) regime and the long pulse regime. The photo­
electron spectra are produced by an ‘energy window’ method [28] which is 
applied for the first time to a  non-separable potential. We apply these tech­
niques to  the calculation of the ionization dynamics of hydrogen and sodium
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
9atom s in a  diam agnetic potential. The results are presented in Chap. 5. We 
show th a t the ionization of diam agnetic Zeeman s ta tes  depends strongly on 
th e ir localization structure. Using a classical model, we explain the suppres­
sion of ionization as the  w idth of the HCP gets longer. Using the impulsive 
m om entum  retrieval technique, we obtain the m om entum  distributions of th e  
sta tes  of a  diam agnetic atom . T he effects of the non-hydrogenic core on the  
H CP ionization profiles are studied in sodium.
T he HCP ionization of atom s in a  diam agnetic potential enhances our 
understanding of the diam agnetic Zeeman effect. O ur theoretical m ethods 
perm it not only the accurate calculations of the known static properties, 
b u t also a  study of the  dynam ics of these states under the influence of a 
tim e-dependent external field. The ionization by a  very short HCP yields 
inform ation about the m om entum  distribution in these states. Using this 
theory, we can study the  dynam ical evolution of an atom ic system (the prop­
agation of a  wave packet or the  time-evolution of an atom ic sta te  under the  
influence of an electrom agnetic pulse) as well as predict their ionization be­
havior. T he technique facilitates the study of different alkali atoms and the  
results are presented in a  m anner th a t they can be explored im m ediately by 
an experim ent. In fact, our results have already prom pted  plans for experi­
m ents which will soon be under way.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2. A T O M S IN  E X T E R N A L  FIE L D S
Atoms in an external external electric or m agnetic field are very in terest­
ing because of th e  rich physical insights th a t can be obtained by studying 
them . These system s exhibit com peting sym m etries - spherical sym m etry  
due to the Coulomb potential and axial or cylindrical sym m etry due to  the 
electric or m agnetic field respectively. Theoretically, this presents a  challenge 
because the C artesian, cylindrical or spherical coordinate system s th a t are 
normally used depending on the sym m etry of the system , cannot be used to 
solve these problems exactly. These system s also have states which exhibit 
a strong localization of the electron probability  density. This localization, 
while in itself an interesting feature of pertu rbations in degenerate system s 
[29], can also be exploited in the further s tudy  of atom ic systems in external 
fields.
VVe first study the  case of an electron in  a  pure Coulomb potential — field- 
free hydrogen. This enhances the understanding of the Stark problem  which 
can be completely solved in parabolic coordinates. Then one can com pare 
and contrast with the  Zeeman problem, where no such separable coordinate 
system exists and which is the main focus of this work. The effect of a 
non-Coulombic core is then seen in the analysis of alkali metal atom s, e.g., 
sodium, in the sam e external fields.
10
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2.1 F ie ld -free  H yd rogen
T he electron in a hydrogen atom  lies in a spherically sym m etric Coulomb 
potential due to  the positively charged nucleus.
K ( r )    (2.1)r
It im m ediately follows th a t angular momentum and parity  are conserved 
quantities in this system . The Schrodinger equation th a t describes the s ta ­
tionary states of an electron in this potential is
V 2
— +  K (r)^ =  E * .  (2.2)
We use atom ic units throughout with e =  m e =  h =  1 (see Appendix A). In 
spherical coordinates, this equation is separable into its radial and angular 
components and the radial equation corresponding to an angular m om entum
C is
+  K / / ( r )^n*(r) =  £nVw(r), (2.3)
where the effective potential is
V‘/ A r) =  +  (2 .4 )
T he eigenvalues E n =  and eigenvectors ^ ( r )  which are the products
of the radial functions and spherical harmonics Y(m have long been
known. An excellent pictorial representation of the radial wave functions 
can be found in the tex t Theoretical Atomic Physics [30]. The spacings be­
tween the energy levels of a  hydrogen atom  vary with the principal quantum  
num ber n as The spacings are larger when the electron is deeply bound
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within the potential and very narrow when the electron has a  near-threshold 
energy. Since the energy eigenvalues depend only on n, they  are degenerate 
with respect to  both £ and m. For each value of n, £ can vary from 0 to 
n — 1, and for each value of £, m  can vary from —i  to + 1. Degeneracies in 
energy are associated with conserved quantities and sym m etries in a system. 
The degeneracy in m  is characteristic of a  central force field, for which the 
potential depends only on the radial distance. The £ degeneracy is charac­
teristic of th e  Coulomb field, as distinguished from other central force fields 
[16]. This degeneracy, sometimes referred to as accidental degeneracy in the 
literature, is associated not with a  geom etrical sym m etry bu t a  dynamical 
sym m etry - represented by the 0 (4 ) group of which the angular m om entum  
vector and the  Runge-Lenz vectors are generators [31]. In equivalent classical 
terms, the angular m om entum  and the Lenz vector are constants of motion 
for an electron in a  Coulomb potential.
2.2 H y d ro g en  in a S ta tic  E lectric  F ield : T h e S tark  E ffect
The po ten tia l experienced by an atom ic electron in a s ta tic  electric field 
£s in the z  direction is
V(r) =  - -  + e ,z .  (2.5)r
The system exhibits competing sym m etries — spherical sym m etry  due to the 
Coulomb potential and axial sym m etry due to  the Stark potential. Parity  and 
angular m om entum , £, are no longer conserved; only the m agnetic quantum  
number, m , is a  good quantum  num ber in this system.
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Figure 2.1: S tark  m ap of hydrogen. Energy curves of hydrogen in an electric 
field with increasing field strength corresponding to the n=20 (m = 0) manifold 
of field-free hydrogen. The highest energy s ta te  (dot-dashed line) is localized 
uphill the Coulom b-Stark potential and th e  lowest energy s ta te  (dashed line) 
is localized downhill the Coulomb-Stark potential.
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The S tark  m ap in Fig. 2.1 shows the energy eigenvalues of a hydrogen 
atom  in an  electric field as a  function of increasing field strength . Such a m ap 
was first p lo tted  with measurem ents in 1979 [32]. The energy curves begin 
at the field free values which correspond to the n — m  degenerate n =  20 
(m =  0) s ta tes  of field-free hydrogen.
The electric field lifts the £-degeneracy of the states in field-free hydrogen. 
From the point of view of pertu rbation  theory, the Stark operator z  connects 
the field-free degenerate states of opposite parity and the  perturbation is 
of the first order in the electric field strength. The non-degenerate ground 
sta te  (n =  1) of hydrogen which has even parity, however, has no first order 
Stark effect. T he Stark states are superpositions of the field-free states and 
therefore have a m ixture of angular m om enta. At low field strengths, only 
states from the same n- manifold are superposed and this is called the £- 
mixing regime. At higher field strengths, states from adjacent n-manifolds 
are also m ixed and this is called the  n-mixing regime. This is indicated by 
the crossing of the  energy curves in th e  Stark map. In hydrogen, these are 
true crossings, i.e., the  states are tru ly  degenerate a t the crossing and they 
cross each o ther w ithout interaction. As the states move through a  crossing, 
they are unchanged. This degeneracy corresponds to a conserved quantity
[33]; indeed, the 2-component of the Runge-Lenz vector (besides L : ) is a 
constant of the m otion in this system .
The Schrodinger equation representing this system can be solved exactly 
in parabolic coordinates [12]. T he energies of the Stark states calculated to
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second order in the field axe given by [34, 35]
j p __________ 1 , 3t jH. f  ^  N
^nniri2m — 2n^ 2 ^
—-f^-[17n2 — 3(nx — n 2)2 — 9m 2 +  19], (2.6)
lo
where n x and n 2 are parabolic quantum  numbers related to the usual spherical 
quantum  num bers through the relation
n x +  n2 +  |m | +  1 =  n - (2-7)
The second order shift can be seen to break the m degeneracy. For m  =  0, 
the allowed values of n x — rc2 are n — 1, n  — 3, . . . ,  —n +  1. Depending on the 
sign of (n x — n 2), the energies are downshifted or upshifted from the  field-free 
energy. The red or downshifted “downhill” states are localized along the 
—z axis and the higher energy blue or upshifted “uphill” states are localized 
along the + z  axis. The states for which (n x — n2) ~  0 are localized near the 
z = 0 plane. This is inferred from the expression for the electron probability 
distribution of the Stark states in spherical coordinates [34],
I'knn.naml2 =  r 2" " 2 ( 1 +  COS O) ^ 1+|m| (1 -  COS 0 )2n~2+W  e " 2^ ” . (2.8)
Pictorial representations of these probability distributions for states with 
small quantum  numbers (n =  8) are well known [36].
2.3 H yd rogen  in a S ta tic  M agn etic  F ield: T he Z eem an E ffect
An atom  in a strong magnetic field is another example of a system  which 
exhibits com peting symmetries (spherical symm etry due to the  Coulomb 
potential and cylindrical symmetry due to  the  magnetic field). This can be
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Figure 2.2: T he Coulom b-diam agnetic potential. The com peting sym m etries 
due to the Coulom b potential and th e  m agnetic field in the  z-direction are 
illustrated by th e  3D plot and the contour plot of the total potential.
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seen in the contour and 3D plots of the combined Coulom b-diam agnetic 
potential in Fig. 2.2.
The H am iltonian for the H atom  in a m agnetic field in th e  z  direction
[34] (one atom ic unit of magnetic field =  2.35 x 105 Tesla) is
H  =  ^  -  iA ( r)L .S  +  +  S .B  +  +  y 2). (2.9)
The L-S te rm  is negligible except a t very low values of the m agnetic field; i.e., 
for the m agnetic field strengths th a t we are interested in, the spin and angular 
m om entum  are decoupled and the contribution of spin may be ignored. The 
param agnetic term s, which are linear in B , add a  constant energy to the 
Ham iltonian, yielding an overall phase factor in the tim e-dependent wave 
function, and m ay also be ignored. This H am iltonian also conserves parity; 
thus, for the Coulom b-diam agnetic problem , the magnetic quan tum  number 
m, as well as parity, are conserved quantities. For each value of m, the 
unperturbed H am iltonian is (n — |m |)-fold degenerate. The degeneracy of 
the ^-states, |m] <  i  <  n, is then lifted by the diam agnetic potential which 
is quadratic in the m agnetic field. The Schrodinger equation representing 
the diam agnetic atom  is not separable in any co-ordinate system , in contrast 
to its counterpart, an atom  in an electric field, which separates in parabolic 
co-ordinates.
The diam agnetic m ap in Fig. 2.3 shows the  energy eigenvalues of a hydro­
gen atom  in a  m agnetic field as a  function of increasing field streng th . First 
plotted with m easurem ents in 1980 [9], the energy curves begin a t the field 
free values which correspond to the  degenerate states of field-free hydrogen. 
The diam agnetic spectrum  is characterized by two regions: low energies and
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Figure 2.3: D iam agnetic Zeeman map of hydrogen. Energy curves of hydro­
gen in a  m agnetic field with increasing field strength  corresponding to the 
n = 20 (m =  0) even parity manifold of field-free hydrogen. The avoided 
crossings of these curves with those of the n =  21 and n = 19 states are seen. 
Dashed line: Lowest energy state, Dot-dashed line: Highest energy s ta te , 
Thick solid line: Separatrix state.
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m agnetic fields — the ^-mixing regime, where the energy curves of the ad­
jacen t n-manifolds do not overlap; and higher energies or m agnetic fields — 
the n-mixing regime, with significant overlap of adjacent n-manifolds. In the 
^-mixing regime, the eigenstates are divided into two classes, bo th  showing 
strong spatial localization [37, 38]. This type of localization is known to  be 
a general feature of perturbed degenerate system s with com peting sym m e­
tries [29]. The lowest energy state of a  single n-manifold is localized along 
the direction of the  m agnetic field in the potential valley while th e  highest 
energy states are localized perpendicular to  the magnetic field on a potential 
ridge. The highest energy “ridge” states are the  diamagnetic coun terpart of 
the “uphill” states in the Stark system. S tates with interm ediate energies, 
the “separatrix” states, are not localized.
T he diamagnetic spectrum  corresponding to  a  single n-manifold has states 
of opposite parity which are doubly degenerate at the lowest energy and 
equally spaced a t high energy. The diam agnetic energy term  in th e  Ham il­
tonian is proportional to the square of the m agnetic field and to  the fourth 
power of n, the principal quantum  num ber (due to (r2)). In a  single n- 
manifold of hydrogen, the diamagnetic energies [29] in the ^-mixing regime 
lie on a scale of 0 to  | ,  with the lowest s ta te  having energy 0 and the  highest 
energy state having an energy of | .  Between the  two, the non-degenerate 
states which have the least energy spacing are called the separatrix  states 
and they have an energy of j .  Thus the separatrix  states are closer to the 
lowest energy states than to the highest energy states of the sam e manifold. 
Both the highest and lowest energy states have predom inantly low angular
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Figure 2.4: Localization of d iam agnetic Zeeman states. Electron probabil­
ity densities of diam agnetic Zeem an states at a m agnetic field of 6T (in the 
^-direction) corresponding to th e  n=20 (m =0) even parity  manifold of field- 
free hydrogen. T he system is in the £-mixing regime. The lowest energy 
states (top) are localized parallel to  the magnetic field and the highest en­
ergy states (m iddle) are localized perpendicular to th e  m agnetic field. The 
separatrix  sta tes (bottom ) are not localized. The probability distributions 
are m ultiplied by r 2 to aid visibility.
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m om entum  contributions, t  < y/n,  and the few separatrix  states have all the 
high angular m om enta [29] as seen in Fig. 2.5. Previous studies [37] have 
successfully explained the principal features of the £-mixing regime, as well 
as the near-threshold Quasi-Landau region [39].
As the  strength  of the m agnetic field increases, the  states from one n- 
manifold begin to interact with th e  states from adjacent n-manifolds. The 
energy curves of the states in the  adjacent n-manifolds approach each other 
and form avoided crossings. This is the n-mixing regime. The fact that 
avoided crossings occur and the two states are not tru ly  degenerate at the 
avoided crossing indicates the absence of a  dynamical sym m etry. However, 
when the w idth of the avoided crossings is measured, the  num ber of avoided 
crossings falls off exponentially w ith increase in the w idth [9]. This implies 
the presence of an approxim ate sym m etry which was then shown to be related 
to the Runge-Lenz vector [40]. A nother interpretation of the very narrow 
avoided crossings is th a t the localization of the highest energy s ta te  of the n th  
manifold and the lowest energy s ta te  of the (n-f- l) th  m anifold are orthogonal 
to each other. These two states which form the avoided crossing do not have 
a significant overlap and retain their localization properties a t crossing field 
strengths [38].
At higher energies and m agnetic fields, well in the n-m ixing region, com­
plex struc tu re  is seen in the spectrum , some of which can be explained by 
trajectories in the chaotic region of the classical diam agnetic Kepler problem 
[41]. These features are due to dynam ical effects, and bo th  quantum  and
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Figure 2.5: Angular momentum distribution in diamagnetic Zeeman states. 
Distribution of angular momentum, £, in diam agnetic Zeeman sta tes of hy­
drogen at a  m agnetic field of 6T corresponding to the n=20 (m =0) even parity 
manifold. The ridge (dot-dashed line) and the valley (solid line) states have 
mostly low angular momentum contributions (£ <  yfn) and the  separatrix 
states (dashed line) have the high angular m om entum  contributions.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
23
classical calculations have been done to  explain them . Classically, chaotic 
orb its correspond to orbits in that energy range which do not close (soft 
chaos) [11]. One m ethod of representing the evolution of classical system s 
is the  Poincare surface of section. S tarting  from an initial condition, the  
tra jec to ry  of a particle evolving according to  classical equations of m otion 
fills three dimensional space. Choosing a  plane in this space, the evolution 
of the  system  in tim e is m arked by the appearance of a  point each tim e the 
tra jec to ry  intersects this plane. If the orbit is closed (w ith period 1), then 
the  point is the same for each traversal. For stable orbits, the trajectories of 
the  particle starting from points close to th a t orb it approach the stable orbit 
as the system evolves to  an infinite tim e. This makes a regular pattern  on 
the  section. If an orbit is chaotic, the trajectories of the particles starting  
from points adjacent to the orbit diverge exponentially and rapidly fill up 
space. These appear as dots in Poincare section maps.
A nother method of looking at chaos in th e  classical system  is to find eigen 
tra jectories of the system , i.e., trajectories corresponding to the quantized 
integral of the action, and see if they are periodic [17]. In experim ental spec­
tra , one looks for s tructu re  th a t has a periodicity by looking a t the Fourier 
transform  of the spectrum . The absence of periodicity is an indicator of 
the onset of chaos [41]. In quantum  mechanical studies, statistical d istribu­
tions of energy level spacings in hydrogen show a change in nearest neighbor 
spacings from Poisson to  W igner, corresponding roughly to the change in the 
classical dynamics from quasi-integrable (a t low energies and m agnetic fields) 
to  chaotic (at high energies or m agnetic fields) [42]. This can be understood
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
24
by invoking the argum ents of approxim ate sym m etry. In the quasi-integrable 
region, the avoided crossings are narrow and the  statistical distribution of 
the  energy level spacings peaks at zero as in the Poisson distribution. As 
the system  moves away from quasi-integrability, the approxim ate sym m etry 
breaks down and th e  avoided crossings are wider. Thus the  distribution of 
the energy level spacings peaks a t a non-zero value. This m ethod of studying 
the diam agnetic system  is popular because it is more economical to com pute 
the eigenvalues of a  system  than the eigenvectors. A nother m ethod used is 
to artificially pu t a  gaussian wave function in a  potential and com pute its 
propagation in the  potential [43]. However, these methods do not give any 
inform ation about th e  stationary sta te  wave functions or the  electron prob­
ability  distributions and cannot show their dynam ical evolution. The power 
of our method lies in the ability to calculate th e  initial s ta te  wave functions, 
propagate them  in th e  presence of external fields, and use them  to calculate 
experim entally m easurable quantities such as the  ionization probabilities.
2 .4  A lk a li-m e ta l A to m s
Alkali-metal atom s are similar to hydrogen since they have one valence 
electron. The behavior of the outer electron may be understood as a sin­
gle electron moving in the combined potential of the  nucleus and the inner 
shell electrons, i.e., the  core. This combined potential is central but only 
approxim ately of th e  Coulomb form. This prevents the states with the same 
quantum  num ber n  from having the same energy (as in the Coulomb degen­
eracy in field-free hydrogen). The energy levels of field-free alkali m etals can
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be calculated from a relation that is very similar to that of hydrogen,
= - 1  (2 .10) 
2{ n -  m ) 2
where pi  is called the quantum  defect. This arises due to the core penetration 
of the wave function where the potential is not Coulombic. The radial wave 
functions with sm aller t  values penetrate the core while those w ith I > 2 
hardly penetrate the  core a t all because of the large angular m om entum  
barrier. Thus, the quantum  defect depends on the t  quantum  num ber, being 
large for the I  =  0 or s states and small for states with t  >  2. For exam ple, in 
sodium, the states with s and p character are separated by a large difference 
in energy from the corresponding field-free value in hydrogen. The s ta te  with 
d character is much less separated from the other states and the rest of the 
states with quantum  numbers n , 2 < £ < n  — 1 have hydrogen-like energies.
On the application of an external electric or magnetic field, the  widely 
separated states of s and p character do not mix with the rest of the m an­
ifold a t low field strengths. The localization characteristics of the  rest of 
the hydrogenlike states of the same manifold stay the same as in hydrogen. 
The presence of the quantum  defect causes anticrossings in the adiabatic 
Stark m ap, i.e., the dynamical symm etry due to the Coulomb potential no 
longer exists. The angular momentum distribution is also sim ilar to  th a t 
in hydrogen with the exception of the s-wave contributions. The diam ag­
netic interaction is proportional to the square of the radial distance and is 
appreciable at large radial distances. The quantum  defect is large for low I 
contributions which are significant near the  atom ic core. Therefore, it can 
be expected th a t a phenomenon that depends on the localization properties
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of the wave functions will show a behavior sim ilar to th a t in hydrogen. How­
ever, dynam ical phenomena which do involve core interaction, such as the 
tim e-evolution of a radial wave packet which interacts with the nucleus on 
th e  tim e scale of a Kepler orbital period, are expected to show differences in 
alkali m etals as compared with hydrogen.
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3. H ALF-CYC LE PULSES
Ionization by half-cycle pulses (HCPs) is a  recently developed spectro­
scopic m ethod of studying Rydberg atom s [18, 19]. An HCP is essentially 
a unipolar electrom agnetic pulse whose electric field lies alm ost com pletely 
in one half of the optical cycle. Fig. 3.1(a) shows a numerical fit to  a mea­
sured half-cycle pulse field [26]. T he pulse consists of a  large lobe of short 
duration , followed by a long but shallow tail of the opposite polarity. At 
large tim es, this tail is too weak to  ionize an electron. Moreover, in the lab­
oratory  experim ent, the HCP is a  focussed pulse and the electron will leave 
the focal region before it experiences the negative tail. Therefore an HCP is 
effectively a  unipolar pulse and is represented as such in our m odel, shown 
in Fig. 3.1(b). We emphasize th a t an HCP is neither a single photon nor an 
electrom agnetic wave; but a pulse w ith a unipolar shape.
3.1 P r o p e r tie s  o f a H alf-cycle  P u lse
T he characteristic th a t sets H C P ionization apart from trad itional spec­
troscopy is th a t an HCP can ionize an atom ic electron all along its trajectory. 
It is well known th a t a single photon or pure electromagnetic wave cannot 
im part m om entum  to a  free particle [44]. Therefore, in trad itional spectro­
scopic m ethods such as photoionization, an electron can be ionized only when 
it is near the atom ic core so tha t the  core may absorb the recoil m om entum  
during ionization. This means th a t the ionization reflects the  s ta te  of the 
atom  in a  very short tim e — while th e  electron is near the nucleus and has a
27
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Figure 3.1: A half-cycle pulse, (a) Pulse shape fitted to an experimental 
IICP field as in Ref.[26]. (b) O ur model of an HCP with the  same peak HCP 
field and full width at half m axim um  (FYVHM) as in (a).
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high m om entum . An HCP, by contrast, can absorb and  im part m om entum  
and can ionize an electron anywhere on its trajectory.
An HCP can also be used to create wave packets. W hen an HCP in­
te racts  with an atomic system , its electric field mixes th e  atom ic states to 
produce a wave packet. T he coherent bandw idth of a  subpicosecond HCP 
is large enough th a t m any sta tes of different angular m om entum  and princi­
pal quan tum  numbers are coupled in a  single pulse. T h is m ethod has been 
used to create novel dynam ic sta tes in atom s [23, 24] which is a  key to  the 
coherent control of atom s and molecules. An HCP can also be used to probe 
the  tem poral evolution of wave packets. If the w idth of the HCP is much 
sm aller than  the characteristic tim e scale in a system (for exam ple, the Ke­
pler orbital period in a  radial wave packet), then the dynam ical evolution of 
the  system  may be studied by time-resolved spectroscopy [20, 21]. Such an 
HCP, whose duration is much shorter than  typical tim e scales in an atom ic 
system , can be used along w ith a classical impulse approxim ation or sudden 
im pact approxim ation to  retrieve the m om entum  probability  d istribution (in 
the direction of the H C P’s electric field) of the system [22, 24].
These properties of an HCP have prom pted several investigations other 
th an  those cited above. T he dynam ical stabilization of atom s by periodically 
kicking the atom  with a series of HCPs has been dem onstrated  recently [45]. 
A theoretical study of the  HCP ionization of elliptic s ta te s  [46] in atom s in 
crossed, weak electric and m agnetic fields is also interesting, as in the lim it 
of setting  one of the fields to  zero, this reduces to the  ex trem e Stark states 
on one hand (magnetic field B  =  0) and into circular s ta tes  (sta tic  electric
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field es =  0) on the o ther. The same properties have been exploited in the 
ionization of atom s using quarter-cycle pulses (QCPs) [47].
3 .2  P r o d u ctio n  o f  a  H a lf-cy c le  P u lse
An HCP is produced using a thin GaAs sem iconductor wafer of 0.5mm 
thickness and ~  3cm2 surface area[48]. An electric field of strength  less than 
lO K V /cm  is applied parallel to the  surface of the wafer. (This bias field is 
a  typical value. H C P’s have been produced by the application of bias fields 
up to lOOKV/cm, but their characterization has not been reliable.) This 
biased semiconductor acts as a photoconducting switch. The bias field is 
shorted  across the sem iconducting surface by illum inating one side of the 
wafer with a lOOfs, 770nm laser pulse from a Tirsapphire oscillator, which 
drives the GaAs into conduction. The electrons rapidly accelerating through 
th e  photoconductor rad iate  energy. A significant portion of this energy (up 
to  S0%) is transm itted  through the wafer in the form of a  spatially  coherent, 
~  0.5ps, single-polarity, HCP. The HCP is polarized in the direction of the 
bias field in the wafer and its peak electric field is proportional to the bias 
field. T he HCP has a large bandw idth of the order of 1 TH z. The bandwidth 
of the HCP is determ ined by using an electric field autocorrelator and the 
tem poral pulse shapes are inferred by using cross correlation techniques, and 
a  good description of this technique is found in Refs. [48, 49].
T he HCP th a t is produced has a  strong, short unipolar com ponent and a 
very long weak tail of the  opposite polarity. In recent experim ents, this weak 
ta il has been cut off by using a photoswitch as described in Ref. [50]. The 
characterization of a spatially  propagating HCP [51] shows th a t a  focussed
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H C P changes its shape as it propagates. The unipolar character of an HCP 
is restricted to a small spatial location which depends on the focal length of 
th e  lens used. The interaction of the atoms with the m ain (unipolar) lobe of 
th e  HCP is ensured by a narrow extraction slit.
3 .3  T h eoretica l M od el o f  a  H alf-cycle P u lse
The HCP used to  ionize an electron is modeled as a tim e-dependent 
electric field. Our model uses the form in the equation below, however, 
several other shapes like a  square or gaussian pulse have been used in earlier 
theories[52]. The shape of the HCP does not substantially  affect the physics 
described in this section.
m  = I  0 < f < r p„,«, 1 (
( 0 i >  TpUjse, J
where E hcp  is the m axim um  field am plitude in atom ic units and rpu/ae is
1.5 tim es the full w idth a t half maximum (FW HM ) of the electric field. T he 
m om entum  transferred by such a pulse to a  free electron in the absence of 
any other interactions is
f T p u l s e
Q =  -  /  d tE ( t ) .  (3.2)
Jo
In the lim it that the pulse width is very small, no other interactions take 
place during the pulse, and the effect of the HCP is to boost the electron by 
a m om entum  Q
»P/ ( r , 0 = e ,Q r'P ,( r ,0 .  (3.3)
T his is the impulse approxim ation of an HCP.
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3 .4  Im p u lsiv e  M om en tu m  R etr ieva l
An accurate measurem ent of wave functions in any system  is extrem ely 
difficult because the inform ation needed for the com plete representation of a 
s ta te  is both its probability am plitude and phase. Even with the  knowledge 
of the  spatial probability d istribution |^ (r ) |2, one cannot find the m om entum  
probability  distribution [ ^ (p ) |2 directly. By using an  HCP in the  impulsive 
lim it, it is possible to retrieve new information about the electron probability 
d istribution  in m om entum  space [22, 24].
For a  classical electron of m om entum  p,-, the final m om entum  after its 
interaction with an HCP is p / =  pt- +  Q, where Q is the m om entum  trans­
ferred by the HCP. If the electron does not move during the HCP, then the 
change in its energy is equal to
a *  =  4 - 42 2
Q2
=  P. Q +  - y -  (3-4)
To ionize an electron, this change in energy m ust exceed the binding energy 
lEil- Since the electric field of the HCP is in the ^-direction, the initial z- 
m om entum  of an electron th a t will have threshold energy after the pulse is 
given by
Po, =  (I £ » I " ) / Q .  (3-5)
T he probability that an electron is ionized in this classical im pulse approx­
im ation is ju st the probability th a t its initial m om entum  in the ^-direction 
is g reater than po- [24]. T h a t is, th e  fraction of electrons ionized by an HCP
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which transfers a m om entum  Q  is
/ +oo r -(-00 roodp,  dp, I <(p.-W p)|J (3.6)
-00 J —  00 • / d o *
00 /+0  
POz
I^ (P ,) |2, (3-7)
\Eb\ + Q2/ 2 uh,_ m2
Q 2
where (^(p .)!2 is equal to  [<1?(p ) |2 integrated over px and py. I (Q)  can now 
be inverted to give
|II,(P-')|2 =  \Eb\ + Q * / 2 d Q ‘ ( 3 ' 8 )
M aking a graph of the  ionization as a function of the impulsive m om en­
tum  transferred, the slope of the curve directly yields inform ation about the 
m om entum  distribution of the initial state.
3 .5  H C P  Ion ization  o f  S tark  S ta te s
The HCP ionization of sodium Rydberg states in the  presence of an ad­
ditional static electric field shows an asym m etry in th e  ionization dynamics, 
which depends on the localization of the electron probability  distributions in 
th e  s ta te  - uphill and downhill in the Stark potential (described in Chap. 2) 
[25]. This asym m etry is explained by invoking a  classical argum ent. The 
energy transferred by th e  HCP to the ionized electron is
A  E J
f T p u l i e
dtEHCP(0  • v ( 0 ;  (3-9)
0
where v (t)  is the instantaneous velocity of the electron. W henever the ve­
locity of the electron is not aligned with the direction of the HCP field, it 
results in a smaller gain in energy. In the vicinity of the nucleus, the veloc­
ity  of the electron changes direction. Therefore, the  electron gains more net
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energy if the  HCP were to  im part m om entum  to th e  electron in such a  way 
th a t it does not interact with the nucleus or atom ic core. The experim ental 
results show good qualitative agreement with theoretical calculations [26]. 
Since the diam agnetic Zeeman states are also localized, their ionization by a 
HCP promises interesting results as well.
3 .6  A to m ic  W ave P ack ets
An atom ic wave packet is a  coherent superposition of stationary sta tes  
of an atom . The large coherent bandw idth of an HCP makes it possible 
to  superpose a large num ber of states, thereby creating a wave packet. In 
ordinary spectroscopy, individual stationary or quasi-stationary states are 
excited and studied. However, stationary states are inherently quantum  ob­
jects, even for extrem ely large quantum  numbers, so th a t a single sta te  can­
not describe a  classical electron in a Kepler orbit. An HCP can produce a  
three-dim ensionally localized wave packet [53] which approaches the classical 
picure of an electron orbiting the atomic core. By changing the HCP field 
strength , we can kick the  electron from an initial atom ic s ta te  making e ither 
a bound wave packet (for a soft kick) or a continuum  wave packet (for a hard 
kick). For a general review of atom ic wave packets, see Ref.[54]. We describe 
some properties of wave packets and use these concepts in the analysis of the  
HCP ionization of diam agnetic Zeeman states.
3 .6 .1  P ro p erties  o f  a W ave Packet
3 .6 .1 .1  L ocalization
The m ost obvious property  of a wave packet is its localization. A lo­
calized wave packet obeying quasi-classical laws of dynam ics is composed of
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a large num ber of stationary states, w ith the main contribution from their 
short wavelength (or high m om entum ) components. Since a  wave packet is 
produced by the optical (laser) excitation of an atom  in a  low lying state 
to a superposition of a large num ber of Rydberg states, it follows th a t the 
bandwidth of the exciting laser pulse m ust be very large; i.e., the tem poral 
width of the pulse must be very small. For example, to produce a “classical 
lim it” atom ic state, a picosecond pulse is used (which has a bandw idth of 
the order of a  THz) [55].
Consider an atomic wave packet formed with states labeled n and let the 
central frequency of the exciting laser pulse corrrespond to a s ta te  n. Assume 
that the wave packet is strongly localized in space, i.e., its spatial extent A x  
is much smaller than L, the characteristic length associated w ith the classical 
orbit [56]. From the uncertainty principle, the energy of the wave packet is,
A E  oc v A p  oc hujc[ ——, (3.10)
A x
where v and A p  are the characteristic values of the velocity and the un­
certainty in the momentum respectively, and uici is the frequency spacing 
between the adjacent n states. This means the “width” of the num ber of 
states excited
A E  L
A n  oc  -----  oc —— »  1. (3.11)
hujd A x
Thus, a strongly localized, particle-like wave packet must have a  large number 
of stationary states. The larger the num ber of states superposed, the greater 
the localization [56].
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The superposition of m any states of low angular m om entum  but of several 
different manifolds (w ith different principal quantum  numbers) excites a  wave 
packet th a t is localized radially [57]. A radial wave packet exhibits oscillatory 
m otion in the radial direction a t the classical oscillation period '2ttn 3 [5S]. 
A wave packet th a t is localized in the polar and azim uthal angles can be 
produced by the superposition of states in the sam e manifold (which includes 
higher angular m om enta) [57, 59]. A wave packet th a t is localized in all three 
dimensions has been observed very recently [53].
3 .6 .1 .2  D ep h asin g  an d  R ev iva l
In an atom, the energy levels are only quasi-equidistant at high energies. 
The classical frequency u;c/ is therefore a weak function of the energy itself. 
T he classical period Tci is controlled by the sm allest energy spacing am ong 
the various components of the wave packet.
Tcl{E) = —  (3.12)
UJd
= 27rn3. (3.13)
Taking into consideration the slight differences in the  energy level spacing at 
high n , the energy in the  region can be w ritten as [56]
E  «  E n +  2irh ^  ^  ±  2irh ^  - +  . ■., (3.14)
J- cl J- r e v
where ±  refers to  the sign of du)ci / d E  and
2 Tcl (3.15)
h\(du;cl/d E ) \
For an atom  in a weak s ta tic  electric field, the S tark  energies are equidistant 
to first order in the field. But for an atom  in a strong electric field or a
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strong m agnetic field, the energy spacings are not equidistant and the term  
with Trev is im portant.
T he wave function of the packet m ay be w ritten as
«  ^ 2 C k{t)ipk{x) e x p ^ - i  +  27r2^ ~ j )  5 (3.16)
where k  =  n — h. The evolution of the  wave packet m ay be understood as 
follows. For times t <  Tci, th e  wave packet merely undergoes dispersion, 
i.e., the  initially localized wave packet moves over a classical tra jectory  and  
spreads ou t. After tim e t ss Tci, the  wave packet regains its shape because 
of the  quasi-equidistant energies of the  component sta tes. Therefore, after 
a  tim e equal to the classical oscillation period, the wave packet, which has 
moved along a classical tra jectory , returns to its original position and its 
original shape. In this sense, th e  packet evolves according to the Correspon­
dence Principle. For times greater than  the classical oscillation period Tci, 
the  individual components of th e  wave packet begin to  dephase. This leads 
to  the decay of the wave packet afte r m any periods of classical motion. How­
ever, a t tim e t =  Tre„, the additional dephasing phases are exact m ultiples 
of 27T, s o  th a t the classical evolution of the wave packet is restored. This is 
called the ‘revival’ of the wave packet [60]. A classical s ta te  of an atom  has 
also been produced where the features of classical evolution, dephasing and 
revival are clearly seen [55].
3 .6 .2  C oh eren t C ontrol
A wave packet is produced when an electron in a  tightly  bound s ta te  is 
rapidly excited to a superposition of Rydberg states producing a  localized 
d istribu tion  of probability density  [54]. T he spatial ex ten t of the wave packet
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is of the order of the classical Bohr radius of the initial state and is therefore 
much smaller than the  characteristic lengths associated with th e  Rydberg 
states. From the discussion in the previous sections, it is seen th a t the 
properties of a  wave packet depend upon the  initial distribution of the wave 
packet, the central energy of the packet, the  energy distribution and, most 
im portantly, the phase of the constituent states. Another way of stating  
the same is th a t the wave packet depends on the shape, central frequency, 
bandw idth and coherence of the exciting pulse. The coherence of the  pulse is 
transferred to the wave packet during excitation. Therefore, the properties of 
the wave packet may be controlled by appropriately tailoring the coherence 
properties of the exciting pulse. For exam ple, the frequency of the pulse 
m ay be chirped (changed linearly over tim e), or two pulses may be used to 
generate wave packets a t two different tim es.
Such techniques have been used to produce novel atomic sta tes like the 
Schrodinger cat states [61], a  classical s ta te  of the atom  [55], etc ., and the 
production of Trojan wave packets (non-dispersive wave packets th a t orbit 
a t a  large distance from the nucleus) [62] has been proposed. Q uantum  con­
trol may also be used to  control the m ulti-dimensional dynamics of electrons 
in atom s; indeed, the production of a three-dimensional wave packet [53] 
is an example of this. W ith appropriate pulses, the optical ionization of 
atom s can be stabilized [63] , or populations in Rydberg states can be re­
d istributed, and a s ta te  can be driven through m ultiple excitation routes to 
the same final sta te  [64]. Using these techniques, the equivalent of Young’s 
double slit experim ent has been dem onstrated in an atom [65]. Recently, a
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m ethod to control the TH z emission from Stark wave packets by controlling 
the  param eters of the excitation pulse has been proposed [66, 71]. Coherent 
control is also used in chem istry to dissociate selectively chemical bonds in 
large molecules [67]. Using shaped pulses, it is possible to  create specifically 
desired target states ( “sculpting a wave packet” , to borrow a phrase) [68].
Wave packets are created , on one hand, to  realize localized probability 
distributions that approach the  classical ideal of a particle-like electron mov­
ing in an orbit around th e  nucleus. These are used to  probe the region 
of transition between quantum  and classical behavior. On the other hand, 
wave packets with specifically shaped probability distributions are created to 
produce novel atomic sta tes. These can be produced by specifically tailored 
HCPs, by using a HCP along with a laser pulse, or by using a series of HCPs. 
By changing the coherence of the exciting pulse, in our case - an HCP, we 
can control the nature of the  wave packets generated.
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4. TH EO R ETIC A L M E T H O D S
In this chapter, we describe the theoretical m ethods used in our study 
of the  HCP ionization of atom s in external fields. The Schrodinger equation 
for an electron in a  field-free atomic potential is solved using a grid based 
pseudopotential m ethod. The m atrix elem ents of the external electric or 
m agnetic potential are constructed in a  restric ted  basis of the field-free states 
and the  Stark or diam gnetic Zeeman states are obtained. These states may 
be studied  individually or a wave packet may be formed and studied. A 
wave packet is formed by the laser excitation o f a  deeply bound electron 
to a  superposition of excited states. An individual state or a wave packet 
is then  probed via ionization by a half-cycle pulse. VVe show the methods 
of tim e-propagation of the states evolving in th e  field of the H CP both in 
the short pulse (im pulse approximation) regime and otherwise. The energy 
window technique of determ ining the photoelectron spectra and the ionized 
population of states is also dem onstrated. T h e  results of th e  stud}'' using 
these theoretical m ethods are presented in the following chapter.
4.1  C o n stru c tio n  o f  E ig en sta tes  o f  th e  F ie ld -fr ee  A tom
VVe begin by finding the eigenstates of the unpertu rbed  atom ic Hamil­
tonian. The Schrodinger equation for an electron in an unpertu rbed  atom 
is
H09(r)  = V2- T  + V(r) 'l'(r) =  E t y (  r). (4.1)
In hydrogen, the potential V"(r) is Coulombic, i.e., V(r) =  —1 /r  and the 
H am iltonian is separable in spherical co-ordinates. For alkali m etal atoms,
40
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we use a non-local pseudo-potential [69]:
V ( t )  =  +  (4-2)
t r
where Vt{r) is an £-dependent short range contribution and Vpoi(r) is a polar­
ization term . Both the  short range and the polarization term s are strongly 
dependent on atom ic structure. The short range term  represents the shield­
ing of the nuclear charge by the core electrons, as well as th e  orthogonality 
constraints im posed by the exclusion principle. The polarization of the ion 
charge cloud is accounted for through dipole and quadrupole potentials.
The solution is found by expanding the wave function in a mixed basis 
of discretized radial functions times spherical harmonics, while retaining a 
finite num ber of spherical harmonics:
^mai
(4.3)
e=o
where j  is an index corresponding to a radial grid point. The resulting 
equation for is then discretized (See Appendix B). T he  use of second
order approxim ations in the discretization yields an eigenvalue equation of a 
symmetric tridiagonal m atrix, which is then solved.
Following the  m ethod in Ref.[71], the numerical solution is found on a 
non-uniform radial grid (See Appendix C). The grid is closely spaced near 
the nucleus, w ith  the spacing increasing to a constant value towards the 
outer edge. This makes it possible to represent Rydberg wave functions 
accurately. Both positive and negative energy states are represented on the 
same grid, thus allowing us to study the dynamics of bound sta tes as well as
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ionization problems. The unperturbed eigenstates, which we label as <&nr(7v), 
are eigenstates of a real, symm etric, tridiagonal m atrix.
To find the field-free basis states, we diagonalize a  sym m etric, tridiagonal 
m atrix  for each angular m om entum  i  value. A diagonalization can yield N 
eigenstates and eigen values (where N is the number of grid points) of which 
we require only the lowest few. T he complexity of this procedure is of (9(N). 
T he grid is chosen to yield eigenvalues with a m axim um  error of 0.01% by 
com paring them  to known eigenvalues of the hydrogen atom . The radial 
functions are also in excellent agreem ent with the analytic solutions to the 
radial part of the Schrodinger equation for values of the  principal quantum  
num ber up to n =  35.
4 .2  M atrix  E lem en ts o f th e  P ertu rb in g  P o ten tia l
An external electric or magnetic field perturbs the  atom ic states and 
mixes the field-free wave functions. We now find the stationary state wave 
functions and energy eigenvalues of an atom  in an external field. The m atrix 
elem ents of the perturbing potential corresponding to the applied external 
field are found in the unperturbed basis. We choose a  restricted basis with 
principal quantum  numbers ranging from nm,„ to n max. Throughout, we work 
with states with magnetic quantum  number m =  0 ; therefore the angular 
m om entum  quantum  number, £, ranges between 0 and nmax — 1.
4 .2 .1  M a tr ix  E lem ents o f  th e  S tark  P oten tia l
The potential due to an applied electric field es in the z-direction is
\/(r) =  £,£
=  s arcosO.  (4.4)
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The m atrix  elem ents of the Stark potential are written as
(V)  = (^ » (r ) |£ ,rc o s0 |» l> n,). (4.5)
=  e. £  (* B^ | r |*n<).(ncos0 |O . (4-6)
n t n ' C
The m atrix  elem ents of cos# are non-zero only for values of £' = I ±  1 and 
are [72]
(<? +  l|cos#K ) =  . - e + l  (4.7)
y/ (2£+  1)(2£ +  3)
The electric field connects the angular m om entum  com ponents of the op­
posite parity, thereby breaking the reflection symm etry of th e  unperturbed  
atom ic Ham iltonian.
4 .2 .2  M a tr ix  E lem en ts  o f  th e  D ia m a g n etic  P oten tia l
The electron of an atom  in an external magnetic field B in th e  ^-direction 
is under the influence of a  combined Coulomb-diamagnetic potential. We 
construct the m atrix  elements of the diam agnetic potential
VB = | ^ ( * 2 +  y2), (4.8)
in a restricted unperturbed basis 4>n/ w ith n ranging from n m,„ to n max. In 
spherical coordinates,
*/B(r ) =  -£ - r 2 sin2 0. (4.9)O
The only non-zero m atrix  elements are those which connect s ta tes  of angular 
m om entum  t  w ith those of i  or t  ±  2. T he m atrix elements are [72, 73]
{n't'\s\xi2 0\ni)  =  2 -— ^  . *— -6(>t
'  ' ( 2 1 -  1)(2£ +  3)
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(£ +  2) ( £ + l )
(2£ +  2)yJ{2i 4- 5)(2£ 4- 1) 
* ( * - 1)
V.^+2
2- (4.10)
(2£ -  l ) v/ ( 2 £ + l ) ( 2 £ - 3 )
Since the to ta l potential conserves parity, we can find odd and even parity 
states (which contain odd or even £ contributions) independently.
The radial part of the m atrix  elements are com puted numerically. By 
comparing them  with the analytical expressions which are known for hy­
drogen [74], we ensure their accuracy. The basis s ta tes  are grouped by 
the angular m om entum  quantum  num ber as |nmin,4 nm), |«min 4- 1/m .n),- •
l ^ m a n ^ m i n ) i  £ m i n  4" l ) i  £ m i n  4 “ 1 ) ,  [ u m j n / m a x )  j ’ * ’ ?
£ m a x ). For example, the s tru c tu re  of the diam agnetic potential m atrix  
{n\£\ | Vfi|n2^2) in a restricted basis of states with n between 1 and 5 is seen 
in the m atrix  below, where each en try  Vw contains the elem ents with all the 
relevant n values.
(Vb ) =
/ Voo 0 K)2 0 0 )
0 Vu 0 V13 0
V20 0 V22 0 V24
0 V31 0 V33 0
I 0 0 V42 0 V44 )
(4.11)
The m atrix  elem ents form a sym m etric, banded m atrix  which can then be 
diagonalized using standard algorithm s.
4 .3  E ig en sta te s  o f  th e  Full H a m ilto n ia n
The diagonalization of the S tark  or diamagnetic H am iltonian reduces to 
finding eigenvalues E k and eigenvectors af  of a real, sym m etric, banded, 
m atrix. We vary the num ber of basis states to check th e  convergence of the 
energy eigenvalues. Typically, we use a  basis of 220 sta tes  around n ~  20.
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The eigenstates
l*> =  (4.12)
I
are again products of radial and angular functions; therefore, the dynamics 
and the sym m etry of the problem may be separated easily. The eigenvalues 
are in excellent agreement w ith those produced by large numerical calcula­
tions (using a  basis of over 40,000 states) [70] over the range of values for the 
m agnetic field that we are interested in. Our calculations of the localization 
of the probability distributions (Fig. 2.4) and i  contributions (Fig. 2.5) of 
the eigenstates are in excellent agreem ent with previously published quantal 
calculations [29].
The eigenstates are labeled by k  which ranges from — ( n — 1), —(n — l)+ 2 , 
to + (n  — 1) in the Stark case and from 1 to  ^ in the even parity  diamagnetic 
Zeeman case. Taking the n =  20 Stark manifold as an exam ple, the downhill 
or lowest energy state is labeled k  =  —19 and the uphill or highest energy 
sta te  is labeled k  =  +19. Similarly, in the n — 20 diam agnetic Zeeman 
manifold of even parity, the highest energy or ridge s ta te  (described in Chap. 
2 ) is labeled k  =  10, the lowest energy or valley s ta te  is labeled k  =  1 and 
the separatrix  s ta te  is labeled k  =  4. In the case of the S tark  states, the label 
k is equal to  the  difference rij — ni  between the parabolic quantum  numbers, 
but in the  case of the diam agnetic states, k  is just a  labelling index.
The tim e evolution of individual eigenstates can be performed by multi­
plication with the appropriate phase.
|*(l)> =  e - iE*‘|*:(0)). (4.13)
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The excitation and ionization properties of the eigenstates |fc) of the full 
H am iltonian may be studied individually by examining the tim e-dependent 
dynam ics when starting  in a single eigenstate. It is also possible to  make a 
coherent wave packet by promoting an  electron initially in a  deeply bound 
s ta te  ( th a t is not affected by the ex ternal m agnetic field) w ith a  laser pulse 
to a superposition of higher perturbed (S tark or diam agnetic) states.
4.4  Io n iza tio n  by a H alf-cycle P u lse
The H CP used to  ionize the electron is modeled as a tim e-dependent 
electric field of the form:
E ( i )  =  I  i E» c r sin(- i% r . t 'l (4 H )
^ 0  t  >  TpUlsc, J
where E h c p  is the m aximum field am plitude in atomic units and rpu/ae is 1.5 
tim es the  full width a t half maximum (FW H M ) of the electric field.
The tim e evolution of a  state in the  combined Coulom b-diam agnetic po­
tential under the influence of a HCP is trea ted  by the Peacem ann-Rachford 
m ethod [27]. In the to tal Ham iltonian H  = H0 + H j , H0 connects adja­
cent radial points of functions with the  sam e £ value, whereas th e  interaction 
Hi = H b  +  H hcp  couples functions of different £ values { £ —+£,£ ±  1, £ ±  2 ) 
at the sam e radial point.
00 (—i)n rl rl r2
* ( r , t  +  6 t )  =  Y . — h  d U  d t 2 . . .  d t n
~ Q n! Jo Jo Jo
T[H{U) H ( t 2) . . . H ( t n)]*(r . t ) ,  (4.15)
where, T  represents the tim e-ordering operator. To second order, the short 
tim e propagator is
4>(r,< +  ^ )  =  (4.16)
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We expand the propagator as
* ( r , t  + St) =  [l +  iT /o y rM l +  i ' t f / f r 1
[ l - i H i ^ ] [ l - i H 0^ ] 9 { r , t ) .  (4.17)
The Peacemann-Rachford propagator agrees with the full propagator up to 
the third order in St. T he  first two operations on ^ ( r ,  t)  are  straightforward, 
the next two require finding the solution to  five-term and  three-term  recur­
rence relations in I  and r , respectively. The com putational complexity of 
this operation is of first order in N r x N o  The HCP field exerts a torque 
on the electron and consequently m any higher £ values are  m ixed in during 
the time evolution. This effect is also observed by m onitoring the average 
angular m om entum  £ as a  function of tim e. This average increases during the 
HCP field. Although our initial s ta te  may have only low angular momentum 
components, we use up to  £ ~  200 during the tim e evolution of a  state un­
der the influence of a HCP in the com bined Coulom b-diam agnetic potential. 
Since the com m utator [Ho, H[] ^  0, the  Peacem ann-Rachford propagator is 
not unitary. Therefore, the tim e step  St m ust be small enough to  insure th a t 
the higher-order term s in the expansion of the exponential in Eq. 4.16 are 
negligible. We m onitor the norm of the  wave function a t every tim e step as 
a  check on this property. We can perform  120,000 such space-tim e steps in 
1 CPU second on a DEC-alpha w orkstation.
4 .4 .1  T he Im p u lse  A p p ro x im a tio n
If the width of the HCP is m uch sm aller than typical tim e scales in the 
system , a semi-classical approxim ation can be successfully used to obtain the
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ionization characteristics. Eq. 4.16 may be w ritten as
+  =  e - i(H,+Ho)StV(r , t ) .  (4.18)
=  e - iElt)*St5 2 C k(tp) e - iEkSt\k). (4.19)
k
¥ ( r , r p) ~  e - ' / o E{t)zSt' £ C k(tp) e - iE*r’’\k). (4.20)
As r T p  <C 1,
T K * p l e r
® impu/je(r) =  e ' ^ ^ r ) .  (4.21)
In the impulse approxim ation, the HCP essentially boosts the wave packet 
with the  total m om entum  Q  in the direction of the electric field of the HCP. 
In the r — t  basis, the m atrix  elements of cos 9 are found as in the case of 
the S tark  m atrix  elements. Since the HCP field couples angular momenta, 
we use a basis with angular m om entum  I  up to 200. The eigenvalues of this 
m atrix  range between -1 and 1 and the m atrix S  which is used to make a 
sim ilarity transform ation between the r — £ basis and the diagonal basis of 
cos 0 is found. The m atrix
e i Q z  _  e iQ rcosO
=  S - le*Qr Scoa8S~1 s . (4.22)
The application of the above operator to the initial wave function 'P(r) boosts 
its m om entum  by Q in the  2-direction.
4.5 P h o to e le c tro n  S p e c tra  and Ion ization  F raction s
A fter an HCP has been applied to  an electron initially  in an eigenstate |k), 
the energy spectrum  of the  ionized photoelectrons is obtained by projecting
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the final sta te  wave function (at any time after r pu/3e) onto the eigenstates 
of the  final sta te  Ham iltonian H j  = H0 + H b as in Ref. [28]. This is a feist 
and efficient m ethod of extracting spectral features from a  numerical wave 
function.
T he probability of finding an electron of energy E{ in the  final sta te  with 
a  resolution of 27 is given by the window function
P { E i , H f ) =  ( * f \~  (4.23)
For n  =  1, this window function has a  Lorentzian profile. As n is increased, 
the shape of the window approaches a rectangular shape. Increasing n im­
proves the accuracy of th e  energy analysis, but the resolution of this m ethod 
is 27 for all n.
For n  =  2, Eq. 4.23 can be evaluated by solving two successive linear 
equations for the vector |xi)?
(H0 -  Ei + Vh)(H0 -  Ei -  \Ti~()\xi) =  1^/)- (4-24)
P ( E i , H f ) is given by (xilXi)- The to tal ionized fraction is also given by the 
area under this curve: 52,- P(E{).
T he resolution of this m ethod is equal to 27 . As 7  is decreased to increase 
the resolution of the energy spectrum , spectral features due to  the finite size 
of the radial grid (the box states) can be seen. This can be avoided by 
copying the  wave function to  be resolved into a  larger grid and padding the 
outer points with zeros. However, this is a slow and expensive process and 
is used only if there are spectral features in the wave functions which are
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narrow er than  the separation of the box states. All the results presented in 
th is  dissertation are at a  resolution of 4 meV.
Since the applied m agnetic field (6T) is very sm all compared to the m ag ­
netic  field th a t an electron experiences due to  its m otion in the field of th e  
nucleus ( ~  105T), we can simplify this calculation by setting Hj  = H0 w hich 
m akes Eq. 4.23 separable in r  and i.
4 .5 .1  A ltern a tin g  D irec tio n  Itera tion
In the energy analysis of the wave functions in the Coulom b-diam agnetic 
po ten tial, the wave function to be analysed is projected on to the field-free b a ­
sis s ta tes. The validity of this approxim ation is checked by finding P(Ei ,  Hj ) .  
using the m ethod of A lternating Direction Ite ration  (ADI) [27, 75] w ith th e  
full Ham iltonian Hf  =  Ho -I- H b ■ This m ethod uses the unperturbed pho­
toelectron ionization probability P(£,-, Hq) as a  first guess and itera tively  
determ ines the final photoelectron ionization probability P(Ei , Hf )  to suc­
cessively higher orders in the perturbation (which is of second order in th e  
m agnetic field).
Following Ref. [28], Eq. 4.23 can be w ritten as
P ( E {, H f ) =  (X\xh  (4-25)
w here x  >s the solution to  the m atrix  equation
(Ho + VB -  E { +  n ) \ x )  =  7 1 ^ /). (4.26)
W riting H  =  H0 — Ei 4-17 and V  =  VB, for a com plex number r , the above 
equation  can be written as
( H  + V  + r)\x)  =  7 ]^ /)  +  r\x)-  (4.27)
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( #  +  r ) | x )  =  7 l ^ / ) - ( ^ - r ) | x ) .  (4.28)
( V  + r ) \ X ) =  7 | ^ / ) - ( i / - r ) |x ). (4.29)
S tarting  with a  first guess, xo which is the solution to  H |xo =  l \ ^ j ) ,  the
iterative solutions are obtained by the prescription
|Xn+ i) =  r r |x „ )+  !<£}; (4.30)
where
Tr =  +  +  r ] - 1[ K - r ] ,  (4.31)
and
\ i )  =  [V +  r ] - '{ l  - [ t f - r ][// +  r ] - , }7l 'P/).  (4.32)
The photoelectron ionization probability P ( E i , H / )  differs from the first 
guess P(E{,  Ho) by a small am ount of the order of 10-5 and converges rapidly. 
There is also no discernible change in the photoelectron spectra as com pared 
to those calculated by projecting onto the unperturbed states. P { E i , H /)  
converges even a t the addition of a  random error of 10% to the initial guess 
\o  added a t every energy point Ei.  To our knowledge, this is the first tim e 
th a t the energy window m ethod has been used with a non-separable potential.
4 .6  H igh er-ord er  Im p u lse  A p p ro x im a tio n
In a recent paper [76], a higher-order impulse approxim ation was used to 
explain the  stabilization of atom s subjected to a series of HCPs [77]. The 
higher-order impulse approxim ation described in the above paper is based 
on a transform ation from the  length to  the acceleration gauge. Using the
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operator m ethod of solving the tim e-dependent Schrodinger equation [78] , 
we show th a t this approxim ation is gauge independent. This m ethod has 
been successfully used to describe atomic processes in external sta tic  and 
dynam ic fields. For example, the  operator m ethod was used to  describe the 
photodetachm ent of H~  in the presence of a static electric field [79] (see 
A ppendix D). We use the same m ethod to  arrive a t the higher-order impulse 
approxim ation of Ref. [76].
T he  Schrodinger equation for a bound electron in a tim e varying electric
Following the operator m ethod [78], a unitary tim e evolution operator is
field E(t) is
(4.33)
defined such th a t the time dependent wave function is a product of exponen­
tials.
=  exp[—i<j>{t)\ exp[—ifi(t)A] exp[—\{t)C]  
x exp[—iS{t)E\  exp[—zV(£)f?]'I,o; (4.34)
where, 'f'o >s the unperturbed wave function before the application of the 
electric field. T hat is, is the solution to the eigenvalue equation
We choose the following,
A = z,
B  = Y  + y (r),
(4.36)
(4.37)
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
53
/i =  E(t) ,  (4.38)
v =  1; (4.39)
so th a t the Schrodinger equation satisfies
*4? =  [fiA +  OB}^.  (4.40)
A and B are tim e independent operators and fi and v  are tim e dependent
c-num bers. A and B do not commute:
C = [A,B] = ipz (4.41)
a = [A,C] = - 1 (4.42)
E  = [ C,B] =
d V
7 7 (4.43)
a' = [ A, [A , C ]] = 0 (4.44)
F  =  [C, [C, #]] =
cPV 
dz2 (4.45)
a" = [A,E\  = 0 (4.46)
G = [E,B)  =
^  i f  <PV 
y  2 \ Pjdxjdz
<PV \
d x j d z P / (4.47)
For the  purpose of this approxim ation, we ignore the derivatives of V (r) of 
order higher than  1, but in principle, this expansion can be extended. 
Inserting Eq. 4.34 in Eq. 4.33 we get,
vjr =  —ifiJ i
—Aexp[—i<f>\ exp[—i f iA]Cexp[—AC] exp[—iSE] exp[—zVBj'Fo
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—i8exp[—i<f>] exp[—ifxA) exp[—AC]i?exp[ —iSE] exp[—
—ii/ exp[—i<f>\ exp[—ipA \ exp[—AC]
x exp[—iSE]Bex.\>[—ivB\tyo. (4.48)
Using the Baker-Campbell-Hausdorf expansion
eaAB  = ( B  + a[A,B)  + ± a 2[A,[A,B}} + - - ^ e aA. (4.49)
Equation 4.48 becomes
'if =  —i (<f> +  f iA — iXC +  \ f i  +  S E  +  i/B — XvE
—ifii/C 4 - — -v^ (4.50)
Inserting the above in Eq. 4.40 and gathering the coefficients of each 
operator, we get
<t> + \  n + = 0. (4.51)
—iX — iufi =  0. (4.52)
6 - 0 X =  0. (4.53)
By definition, u = t and fi = f  dtE(t) .  Therefore, we can solve for these 
coefficients as follows.
ft = f Tp dtE{t).  (4.54)
Jo
u =  t. (4.55)
A =  -  f Tp dtfi(t). (4.56)
Jo
=  -  rp dt r dt'E(t').Jo Jo
6 =  f  dtX(t).  (4.57)
Jo
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=  -  [ Tp dt [ ‘ dt' F  dt"E(t") .
Jo Jo Jo
f TP u2
^  =  Jo d t 2 '  (4'58)
=  MLCW-
P u ttin g  these in Eq. 4.34, we get
^ ( r ,  t) = exp[—i<j>\ ex p [i$ 2] exp[—ipz f  dt f  —dt 'E( t ' )]Jo Jo
d V  rTp rl r1'
• exp[—i-p -  I - d t  I - dt’ f  - dt"E{ t")]
dz Jo Jo Jo
• exp[—iHot]tyo. (4.59)
T h e first term  is an overall phase change with no physical effect, the  second is
a boost in the 2-m om entum , the third term  is a  translation in the 2-direction
and  the fourth term  is a correction in the potential. The operator exp[—iHot] 
acts on the unperturbed wave function to give ^ o ( r 5 0 - The above expression 
is identical to equation (2) of ref. [76]. This approxim ation is valid when the 
pulse width is small so th a t the higher derivatives of the potential do not 
contribute  to the wave function. In the sense of solving the tim e-dependent 
Schrodinger equation, this expression is a first-order approxim ation — a con­
tra s t to the term “higher-order impulse approxim ation” .
4 .6 .1  Effect o f P u lse  S h ap e
Let the electric field of the HCP take th e  form
E h c p  =  E ;  ( 0  <  t  <  t p )
=  0; otherwise. (4.60)
T he to tal momentum transferred to an electron or the impulse Q is
Q =  — E t p . (4.61)
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From Eq. 4.59, we get
Q2 Qtf(r , t )  =  e x p [ - i — T p } e x p [ i Q z } e x p [ - i — T p P z J
d V  t 2
•exp[i— -^-Q ]*0( r , t ) .  (4.62)
Taking our model of the HCP,
E(t)  =  sin( — t); (0 < t < rp) (4.63)
Tp
=  0; otherwise, (4.64)
the total m om entum  transferred is given by the expression
Q =  —2 —. (4.65)7T
From Eq. 4.59, we get
Q2 Q^ ( r ,  0  =  e x p [-z —  T p ] e x p [ i Q z \ e x p [ - i — t p P z \
d V t 2■exp[i —  -^-Q]^o(r, t ) .  (4.66)
We can see th a t changing the pulse shape has no effect in this approxim ation. 
As t p —* 0,
=  exp[—iQz^Q-, (4.67)
which is the sudden im pact approxim ation or the zeroth order im pulse ap­
proximation. Keeping terms to first order in rp, we have
Q 2
'F =  exp[—i — rp]exp[—iQz] exp[z'<5rppI]'I'o! (4.68)
which is the first order impulse approxim ation but still contains only the
zeroth order term  in the potential. Keeping term s to second order in rp, we
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get the complete expression which is the second order impulse approxim ation 
but has the first order approxim ation in th e  potential. The exponent in the 
second order correction term  is proportional to  the  gradient of the po ten tial 
in the 2-direction. For a  typical Q of ~  £ and  rp of lOOfs, the second-order 
correction term  is sm all only for states w ith large n  where the potential V(r) 
is flat a t the classical radius of ~  n 2.
For our system  - th e  diam agnetic atom , the  potential is
V(r)  =  - i  + - ^ ( x ! +  y 2). (4.69)
r  o
d V  z
- ! -  = - ■  (4-70)dz  r -3
Along the 2-axis, as z  increases, this gradient rapidly goes to zero, p a rticu ­
larly where the lowest energy states are localized. At a large distance from 
the  2-axis, at a  sm all value of 2, the gradient is small but finite.
For alkali atom s where we use a pseudopotential, the expression can­
not be used, so we m ust retain  the com m utator z[p=, Vr(r)] and apply it during
propagation.
4 .6 .2  T h e S eco n d -o rd er  Im p u lse  A p p ro x im a tio n  in th e  R -L  B a s is
Taking our m odel of the  HCP, the wave function a t a  tim e t is
Q2 Q9 { r , t )  =  exp[—i —  rp]exp[—;<3 2 ]exp[f—tpPz]
d V t 2
■exp[- i— -^-Q]^0(r , t ) .  (4.71)
T he initial wave function 'Po is known in th e  r- t  basis. The boost operation 
alone can be done in th e  usual way. The second operation (corresponding 
to  a translation) is harder since it mixes bo th  th e  radial wave functions at
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th e  adjacent grid points as well as the angular m om enta. This becomes a 
g iant 3D m atrix  which we cannot diagonalize. The problem is to perform 
this r-translation  in a  spherical basis, which we now describe.
The most tim e-consum ing step in m aking this wave function is the z -  
shift. One idea is to use the operator for p z  in the r  — i  basis (see Appendix 
E) , rewrite it for a  non-linear grid and apply  it in the expansion of the 
exponential until th e  expansion converges (ie, the  norm  of the next term 
being added is sm aller than a very small num ber 10-2° or so), i.e.,
exp [ i ^ T p z ] x J )  =  exp [ i 8 z p z \ i l >
( i 6 z p ~ ) n
=  [1 +  i 8 z p z  -i d f  b •••]■&■ (4.72)
Til
T he problem with th is m ethod is that convergence is extrem ely expensive and 
too much numerical noise builds up in the  norm . T he highest momentum 
which controls the size of the 6 z  we can take is not the m om entum  of the state 
itself but the inverse of the smallest grid spacing - which in the non-linear 
grid is very small.
Another extension of the same method is to  write
e.yip[i8zpz]xp =  ^ex
so th a t the exponent gets smaller and see if we can achieve convergence faster 
for each exponential expansion. This is also a  very expensive m ethod. To 
use either of the two m ethods to calculate a  shift due to a  lOOfs HCP would 
take a year for a single n=30 state!
A stable m ethod is to write the exponential itself as a  propagator of 
sorts using a second-order symmetrized product form ula algorithm  [80]. The
m  ] (4.73)
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operator p z  in the r  — t  basis couples both the adjacent radial points and 
the adjacent t  points. Therefore writing this in a r — £ basis makes it a 
three-dim ensional m atrix. p z  is written as a  sum of two operators R  and 0 ,  
which do not commute.
pz =  0  +  R.  (4-74)
Correct through second order in 5 z ,
& ^  S s
exp[—i 8 z p z ] =  exp[—t ~^-R] * exp[—i-^-0 ] * exp[i-^-0 ]
6 z
*exp[i— R\. (4.75)
Each of the R and 0  parts is split into the sum  of two block diagonal m atrices, 
each part containing either the odd or th e  even i  values (See Appendix F). 
This 2 x 2  sp litting  m ethod has been previously used for cartesian grids [SO] 
and recently for a  non-uniform radial grid in calculations of m ulti-photon 
processes [81]. For small enough S z  (which depends only on the  largest 
m om entum  in the state), the norm of the wave function is conserved. For 
n =  20 and a threshold impulse Q of 0.052a.u., the norm is conserved for 
8z ~  O.la.u. T h a t is, for a  z-shift of about lOOa.u., it would take a  HCP of 
lOOfs, taking 1000 of these ‘propagation’ steps. This is the m ethod th a t we 
are currently using to carry out the higher-order impulse approxim ation in 
the r — £ basis.
The theoretical m ethods described in th is chapter are used in calculating 
with a high degree of accuracy the (known) sta tic  properties of the  atom  in 
an external m agnetic field such as probability distributions and localization 
characteristics. The true power of this theory lies in the ability to  study
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the  dynam ics in the system, be it the  tim e evolution of wave packets or the 
effect of external fields on these atom ic systems. In addition, ionization can 
also be studied, yielding not only th e  to tal ionized population (as given by 
previous theories) but also the sp ec tra  of the ionized photoelectrons. All the 
results (which are presented in th e  following chapter) are in a form th a t can 
easily be used by an experim entalist attem pting  to  perform  experim ents on 
this system .
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5. RESULTS A N D  D ISC U SSIO N
We study the HCP ionization of alkali atom s in a magnetic field [82]. 
The ionization is studied in two limits — when the HCP width is m uch 
sm aller than typical tim e scales in the system  (the  impulsive limit) and in 
the  opposite lim it when the HCP width is long enough to be com parable to 
typical time scales in th e  system . We show the  suppression of ionization as 
the pulse width of th e  HCP increases. As n, th e  principal quantum  num ber 
of the states increases, we show th a t the ionization properties are scaled and 
approach classical behavior. The effect of a  non-hydrogenic core is studied  
by calculating the HCP ionization of sodium.
5 .1  H C P  Io n iza tio n  o f  D ia m a g n etic  H y d ro g en
We begin with hydrogen in a magnetic field of B =  6T  (=  2.55 x 10- 5a.u.) 
along the 2-direction. The states corresponding to the n =  20 (m =  0) 
manifold are within the  ^-mixing regime. Choosing the lowest energy (val­
ley), highest energy (ridge), and separatrix s ta tes of even parity from this 
manifold, we study their ionization behavior. T he ionizing HCP is linearly 
polarized with its electric field vector in the 2-direction.
5 .1 .1  Ion ization  in th e  Im p u lsive  L im it
Figure 5.1 shows th e  ionized fractions of the  valley, ridge and separatrix  
states as a function of the m om entum  transferred by the HCP in the im ­
pulse approxim ation. For a free, classical electron of m om entum  p,, the final 
m om entum  after its interaction with a HCP is p / =  p,- +  Q, where Q is the
61
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Figure 5.1: Impulsive ionization of diamagnetic states of H. Calculated ion­
ized fractions of photoelectrons as a  function of to tal m om entum  transferred 
(impulse approxim ation). Solid line: lowest energy state. Dashed line: high­
est energy state. Dot-dashed line: a  separatrix state.
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m om entum  transferred by the HCP. As discussed in Chap. 3, the change in 
its energy is equal to
a e  = P i -E i  
2 2
Q2
= P . - Q  +  ^ - -  (5.1)
To ionize an electron, this change in energy m ust exceed the binding energy 
\ E b \ .  Since the electric field of the HCP is in th e  z-direction, the initial z- 
m om entum  of an electron th a t has threshold energy after the pulse is given 
by
P O :  =  ( \ E b \ - ^ - ) I Q .  (5.2)
T he probability that an electron is ionized in th is classical impulse approxi­
m ation is ju st the probability th a t its initial m om entum  in the z-direction is 
g reater than p0. [24]. In this approximation, the slope of the curve in Fig. 5.1 
is proportional to the dispersion in the z-com ponent of the m om entum  of the 
state.
Using the technique of Impulsive M omentum Retrieval, the m om entum  
distributions of the three states is found and shown below. If a s ta te  has 
a large z-component to its m om entum, it does not require much Q to  be 
ionized and vice-versa. The highest energy s ta te  has a  much steeper threshold 
than  the lowest energy or separatrix states. One can see tha t the highest 
energy s ta te , which is localized perpendicular to the m agnetic field, has very 
little  m om entum  in the z-direction so tha t there  is very little likelihood of 
ionization for Q  less than th e  threshold value of 0.052 a.u. The dispersion in 
the z-m om entum  is also very small. The lowest energy and separatrix s ta tes
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Figure 5.2: M omentum  distributions of diam agnetic Zeeman states of H. 
The z- m om entum  distribution of n =  20 even parity s ta tes  of hydrogen 
in a m agnetic field of 6T. (a) Lowest energy s ta te  (parallel to  the  m agnetic 
field), (b) highest energy state (perpendicular to the m agnetic field) and (c) 
separatrix  sta te .
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have significant probability densities and m om enta along the 2-direction and 
there- fore show sim ilar ionization curves with appreciable ionization even at 
lower Q .
Figure 5.3 shows the ionization spectra  obtained in the im pulse approxi­
m ation for the th ree states (ridge, valley, and separatrix) ionized by an HCP. 
We compare a  soft kick, which transfers energy just above threshold and a 
hard kick, which com pletely ionizes the Rydberg electron. At threshold, only 
those parts of the  electron probability distribution which have positive z- 
m om entum  get ionized. The distribution for the soft kick is therefore peaked 
at zero energy. For a hard kick, the spectra  are symmetric and peaked a t the 
energy corresponding to  Q 2 / 2  — \ E b \ ,  where E b  is the energy of the  bound 
state. From the discussion in the previous paragraph, this im plies th a t the 
average 2-m om entum  is equal to zero. Such a feature is also seen in the 
total ionization cross section for charged particle collisions which are peaked 
about the energy-m om entum  conserving value [83]. The ionization of an 
electron by a  HCP, an electromagnetic pulse, shows characteristics of colli- 
sional ionization by charged particles when the pulse width of the  HCP is 
very small (the impulsive lim it). The spectrum  of the lowest energy s ta te  in 
Fig. 5.3(a) shows an oscillatory structure corresponding to the  two possible 
2-mom entum  directions — along and opposite the HCP field. T he high­
est energy s ta te  (Fig. 5.3(c)), which has very little 2-m om entum , does not 
show this structure. T he separatrix sta te  seen in Fig. 5.3(b) shows a complex 
structure in its spectrum  which replects its complex m om entum  distribution.
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Figure 5.3: Photoelectron spectra of diamagnetic sta tes  ionized by an HCP. 
Calculated differential ionization probabilities of diam agnetic Zeeman states 
of hydrogen ionized by a HCP (impulse approxim ation) as a  function of 
photoelectron energy for (a) lowest (b) highest and (c) separatrix  states. 
Solid line: hard  kick, Q =  0.2 a.u. Dashed line: s o f t  kick, Q =  0.052 a.u. 
The area under the curve yields the total ionized fraction.
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5 .1 .2  E ffect o f  Increasing H C P  W id th : T h e N o n -im p u ls iv e  L im it
In Fig. 5.4, we study the ionized fractions of the lowest, highest and 
separatrix  n  =  20 states as a function of the width of the  HCP while keeping 
the to ta l im pulse Q constant. Q  is chosen to be 0.052a.u. such th a t the 
energy js j ust above threshold. In all three cases, the ionization
is suppressed as the HCP w idth becomes com parable to  the Kepler period 
(27rn3 ~ 1.2ps). Clearly, the n a tu re  of this decrease in ionization depends 
on the localization of the s ta te . The lowest energy states, localized in the 
direction of the magnetic field, show a sharp suppression of ionization when 
the HCP w idth becomes approxim ately equal to one half of the Kepler period. 
The highest energy states, localized perpendicular to  the m agnetic field, show 
a sm ooth decrease in ionization with increasing pulse w idth. The separatrix 
states show the least loss of ionization. The photoelectron spectra at rpu/ae =  
0, —r£,rr- and TKepier seen in Fig. 5.5 show that the energy gained by the 
photoelectron decreases as the pulse w idth is increased, thus decreasing the 
ionized fraction. We now discuss the dynamics of this “energy loss” as a 
function of pulse width.
In th e  impulse approxim ation, the electron does not have tim e to  move 
during th e  pulse and interacts only with the electrom agnetic field of the HCP. 
In the opposite lim it, when the pulse w idth is long, the electron may interact 
with the ion core and the diam agnetic potential, as well as the electrom ag­
netic field during ionization. T he  change in energy of an electron due to the 
HCP (trea tin g  the electron as a  classical particle) is given by:
f T p u l * e
A E  =  — /  d t v  ■ E h c p , (5.3)
J o
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Figure 5.4: Non-impulsive ionization of diamagnetic sta tes of H. Effect of 
w idth of H C P on ionization of n  =  20 diamagnetic states (circles: lowest, 
squares: highest, triangles: separatrix). The total m om entum  transferred Q 
is kept constan t a t 0.052 a.u.
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Figure 5.5: Photoelectron spectra  of diamagnetic sta tes of H with increasing 
HCP w idth. Calculated photoelectron spectra of n =  20 diam agnetic states 
when the  HCP width is (i) 0 (im pulse approximation) (ii) T K ' t l ' T (Hi) T K e p i e r  
for (a) lowest (b) highest and (c) separatrix states. T he decrease in the to tal 
ionized fraction is accompanied by a smaller photoelectron energy.
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where v  is th e  velocity of th e  electron. W hen interacting w ith the  ion core, 
the electron changes its direction of motion thus gaining less net energy 
than  it would have otherwise. The ionization dynam ics m ay be expected, 
therefore, to show a dependence on the pulse width of the  H CP a t tim e scales 
corresponding to the in teraction of the electron with the ion core, th a t is, the 
Kepler orbital period. The lowest energy s ta te  is localized along the direction 
of the m agnetic field and can in teract with the ion core on a  tim e scale of 
one half the Kepler period (since the initial electron probability  distribution 
is peaked near the classical turn ing  point as seen in Fig. 2.4(a)). This is 
reflected in the sudden drop in the ionized fraction as rpui3e ~  . The
highest energy states are localized perpendicular to the m agnetic field and 
in teract differently with the core. The separatrix states are m ore delocalized 
and do not lose as much energy as the lowest or highest energy states.
5 .1 .3  E ffect o f  In creasin g  n , th e  P rin cip al Q u an tu m  N u m b er
These results may be understood better by studying the  localized states 
of different manifolds.
Figure 5.6 shows calculations performed for four manifolds, n =  30 at 
B  =  IT , n  =  20, 18, 16, a t  B  ■— 6T . These states are still w ithin the 
Tm ixing regime. The ionization probability (in the im pulsive lim it) as a 
function of Q n , the product of the m om entum  im parted by the  HCP and the 
principal quantum  num ber (th e  classically scaled m om entum  (p)n =  £), is 
seen to  be universal for the s ta tes  of the same localization. Figure 5.7 shows 
the ratio  of the  ionized fraction at a finite HCP width to  th a t in the impulse
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Figure 5.6: Scaling of ionized fraction in the impulsive ionization of dia­
m agnetic sta tes of H. Ionization curves in the impulse approxim ation as a 
function of the to tal m om entum  transferred tim es n for diam agnetic states of 
hydrogen: n =  30 (diamonds), n =  20 (circles), n =  18 (squares) and n =  16 
(triangles). Open points: lowest energy states. Filled points: highest energy 
states.
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Figure 5.7: Scaling of ionization properties in the non-impulsive ionization of 
diam agnetic states of H. Plot of ratio of ionized fraction at finite HCP width 
to th a t in the im pulse approximation for the same m om entum  transferred vs 
the ratio  of HCP width to the Kepler o rb ita l period 2;rn3. n  =  20 (circles), 
n =  18 (squares) and n =  16 (triangles), (a) lowest (b) highest energy states.
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approxim ation for threshold Q p lotted against the ra tio  of the HCP width 
to the classical Kepler period rfc^er  ~  27rn3 for both the lowest and highest 
states. These are calculated for n  =  16,18 and 20 a t B  =  6 7 \ with Kepler 
periods of ~  0.6 ps, 0.9 ps and 1.2 ps, respectively, ionized by pulses w ith Q 
values corresponding approxim ately to the threshold energies of the states. 
The curves lie on top of each other, indicating th a t the  Kepler orbital period 
is the significant time scale for each of these localized states. The drop in the 
ionization probability of the lowest energy states at approxim ately tkcpUt/ -  
is steeper as the value of n  increases. This suggests th a t as n increases, 
the system  approaches classical behavior wherein an electron starting  from a 
point in the orbit furthest from the ion core (i.e., near the  classical turn ing  
point) can interact with the core a t times Tfcepier/ 2 and  again a t 3r^-ep/cr/2 .
5 .1 .4  Io n iz a t io n  o f n =  30 S ta te s  b y  a  0 .5 p s  H C P
For a  magnetic field of IT , the n  =  30 (m =  0) sta tes of hydrogen are also 
in the ^-mixing regime. It has been assumed th a t the im pulse approxim ation 
is good when the width of the  HCP is much smaller than  the Kepler orbital 
period corresponding to the  s ta te  to be ionized. We test this assum ption by 
com paring the ionization of the  states by a  0.5ps HCP with the ionization 
by an impulsive kick. The Kepler orbital period corresponding to states with 
n =  30 is roughly 4ps. Figure 5.8 shows the ionized fractions of the three 
classes of states as a function of Q , the  m om entum  transferred, keeping the  
pulse w idth of the HCP 0.5ps. The corresponding values in the impulsive 
limit are also indicated. Clearly, the impulse approxim ation is a  good ap­
proxim ation for the lowest energy and separatrix n =  20 states ionized by
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Figure 5.8: Ionization of n =  30 s ta tes by a 0.5ps HCP. Calculated ionized 
fractions of photoelectrons as a  function of total m om entum  transferred in 
n =  30, m =  0, even parity  diam agnetic states of hydrogen. Solid line:
0.5ps HCP. Dashed line : im pulse approximation, (a) Lowest energy s ta te  
(b) Highest energy s ta te  (c) separatrix  state.
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a 0.5ps HCP. For the highest energy state, the same sensitiv ity  to pulse width 
described in the previous subsections manifests itself here. It is interesting 
th a t even a t very large Q, there is a significant deviation from impulsive 
behavior.
5 .1 .5  T h e  H igher-order Im p u lse  A p p rox im ation
We attem pted  to explain this sensitivity of the highest energy s ta te  to 
the HCP width by using the  higher-order impulse approxim ation described 
in the  previous chapter. T he higher-order impulse approxim ation consists of 
th ree contributions — first, the m om entum  boost in th e  ^-direction which is 
the usual impulse approxim ation, second, a translation in the r-direction and 
th ird , a contribution from the  derivative of the potential which is a  smaller 
effect. This approxim ation was com puted using a stab le  sym m etrized prod­
uct formula algorithm. We find th a t the higher-order im pulse approxim ation 
is not a good approxim ation for the states that we ionize.
5.2  H C P  Ion ization  o f  D ia m a g n etic  S ta tes  o f  S o d iu m
We have repeated m any of the hydrogen calculations using a  pseudopo­
ten tia l appropriate for describing valence orbitals in sodium . In sodium, the 
quan tum  defect in the s and p channels causes two sta tes, one of .s-character 
and one of p-character, to  split off in energy from the rest of the unperturbed 
hydrogenic states of a single n-manifold. When a m agnetic field of B  =  6T  is 
applied, these degenerate s ta tes do not contain significant contributions from 
the I  =  0 or I  — 1 angular m om enta but retain all th e  other features just 
as in hydrogen. We choose th e  lowest energy, separatrix  and highest energy 
s ta tes  of the remaining n  =  20 , m =  0 even parity m anifold and the s split
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Figure 5.9: Impulsive ionization of diamagnetic states of sodium . Calculated 
ionized fractions of photoelectrons as a  function of to tal m om entum  trans­
ferred (im pulse approximation) in n  ~  20, m  =  0 , even parity  diam agnetic 
states of sodium . Solid line: lowest energy state. Dashed line: highest energy 
state. Dot-dashed line: separatrix state. Filled circles: s split-off state.
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Figure 5.10: Photoelectron spectra of diam agnetic states of sodium  ionized 
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off s ta te  nearest in energy. W hen ionized by the HCP in the im pulsive limit, 
the highest, lowest and separatrix  states of the n =  20 manifold show similar 
behavior as in hydrogen, as shown in Fig. 5.9. The nearest s split-off state, 
which has mainly t  =  0 character, shows significantly different behavior. 
Its photoelectron spectrum  is also very different from th a t of the localized 
diam agnetic states as shown in Fig. 5.10. But, for th e  localized states, the 
quantum  defect does not change th e  half-cycle pulse ionization characteristics 
qualitatively  .
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6. C O N C LU SIO N
6 .1  S u m m ary
In sum m ary, we have presented an efficient theoretical technique for 
studying the dynam ical evolution of atom ic systems in external fields. We 
have shown th a t  the HCP ionization dynamics of Zeeman sta tes in the £- 
mixing regime depends strongly on the  localization of the in itial diam agnetic 
state. In the lim it of very short H CPs (rp„/ae < <  r ^ ep/er), th e  determ ination 
of the ionized fraction as a  function of the momentum transferred by the 
pulse is a d irect measure of the 2-m om entum  of these states.
As the w idth  of the HCP increases (keeping the to tal m om entum  trans­
ferred a constant), the ionization of the diamagnetic sta tes is suppressed. 
The decrease in ionization is also accompanied by a decrease in the  energy 
gained by th e  Rydberg electron during ionization, as seen in the calculated 
photoelectron spectra. The decrease in the ionization fraction is also sensi­
tive to the localization of the initial states. We find th a t th e  sta tes th a t are 
localized perpendicular to the m agnetic field are more sensitive to  the in­
crease in H CP width than the sta tes localized parallel to th e  m agnetic field. 
This effect is understood qualitatively a t present.
Similarities in the HCP ionization of localized diam agnetic sta tes in hy­
drogen and sodium  point to the features of ionization being a general char­
acteristic of localized diam agnetic sta tes of atoms in the ^-mixing regime. 
These m easurem ents may be m ade a t  reasonable laboratory m agnetic fields.
79
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Indeed, our prelim inary results have prom pted plans for such experiments 
which will soon be under way[100].
6 .2  Future W ork
The techniques used in this work can be used to  study several interesting 
problems. This dissertation presents the HCP ionization of diam agnetic Zee­
m an states. Two H C Ps may be used in a  pum p-probe study, where the first 
HCP is used to excite or ionize a wave packet and the  second HCP is used to 
detect it. Thus, tim e resolved spectroscopy m ay be carried out as in the case 
of Stark wave packets [21]. The creation of wave packets in the  diamagnetic 
atom  by using specifically tailored HCPs is an  exam ple of a  system  tha t can 
be coherently controlled to  produce interesting target states. These novel 
sta tes can then be ionized by an HCP.
Another exam ple of a system with localized states is an atom  in parallel 
electric and m agnetic fields [29]. Our theoretical techniques can easily be 
extended to study th is system. The presence of two external fields in this 
system  translates to an ex tra  element of control in the study of quantum  
control processes.
It has been proposed th a t the study of R ydberg wave packet dynamics 
will yield inform ation about the stable orbits in the  diam agnetic system [57]. 
Using an HCP, a  wave packet may be made w ith which the dynamics of the 
diam agnetic system in th e  near-threshold regions can be investigated [43]. 
T he ionization of diam agnetic states in the rc-mixing regime m ay be used to 
study  the region of transition  between order and chaos in the diamagnetic 
system . Since we can calculate the time-evolution of a wave function, we can
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also s tudy  wave packet evolution along classical structures [101] and core 
scattering in alkali-metal atom s[102].
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A P P E N D IX  A: A T O M IC  U N IT S
Atomic units (a.u.) were first introduced by Hartree [84] in 1928. In
these units, the charge of an electron, e, th e  mass of an electron, m e, and the
'‘rationalized Planck’s constant” , h, are set equal to unity [35].
e =  m  =  h  =  1. ( A . l )
One immediate consequence of this definition is th a t the speed of light, c, as 
defined by the fine structure constant a  as
a  =  (A.2)
is
c ~  137. (A .3)
a  is also the velocity of an electron in the  first Bohr orbit.
A . l  A to m ic  U n its  o f  Som e P h ysica l Q u a n tities
1 a.u. of charge =  1.6 x 10- 19C.
1 a.u. of mass =  9.1 x 10- 31kg.
1 a.u. of length =  5.29 x 10- 11m.
1 a.u. of energy =  27.21eV.
1 a.u. of tim e =  2.41889 x 10- 17s.
1 a.u. of electric field strength =  5.142 x 109V /cm .
1 a.u. of magnetic field strength =  2.35 x 105T.
90
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A .2 A  Few  U sefu l C on version s
1 a.u. of energy is equal to tw ice the ionization potential of hydrogen (the 
famous 13.6eV) and is equal to  219474.6 cm -1 . 
leV  is equal to 8068.92 cm -1 (wavenumbers). 
lps is equal to  41341.27a.u. of tim e.
6T is equal to  15.32 x 10- 5a.u . of magnetic field strength .
300 V /cm  is equal to 5.83 x 10- 8a.u. of electric field strength.
The bandw idth of a transform  lim ited pulse is given by A lps pulse has 
a bandw idth of ~  14.72 cm -1 .
A .3 C lassica l Scaling o f  A to m ic  P ro p ertie s
A few properties of Rydberg atom s th a t classically scale with the  principal 
quantum  num ber, n, are: T he binding energy oc — ^ 3-.
Energy level spacing oc jjj.
The radiative lifetime oc n3.
The orbital radius oc n 2.
The Kepler orbital period oc n 3.
The classical m om entum  oc —.n
The first-order Stark shift oc n 2.
Stark crossing field 
Threshold of field ionization 
The diam agnetic energy oc n4.
Zeeman crossing field oc -V-.n 2
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A P P E N D I X  B: D IS C R E T IZ A T IO N  OF T H E  H A M IL T O N IA N  
O N  A  N O N -U N IF O R M  G R ID
We would like to solve th e  Schrodinger equation for an electron in a 
central potential (Coulomb or an alkali pseudopotential) by discretizing the 
H am iltonian on a  non-uniform radial grid [71]. The radial grid has N + l 
points with indices from 0 to  N and the grid ranging from rmin ~  0 to 
J' m a x • We assume that the grid is large enough to contain the  wave function 
com pletely, i.e.,
V>(r rnax) =  0. (B .l)
We also assume that the wave function is well-behaved so th a t
l im r^  =  0, (B.2)
r —0
dib
lim r-^— =  0. (B.3)r—o dr
In order to avoid numerical overflow, the radial distance a t the  0i/l grid point 
is not zero, but
r0 =  - r , ,  i.e.,
^  =  o. (B.4)
T he action S  is defined as [75, 85]
s  = f t  £(e, e -), (B.5)
where C is
C = (B.6)
=  (B.7)
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where T  and V are the kinetic and potential energy operators respectively. 
When th e  variation in the action with respect to for fixed end points t\ 
and t2 is set to  0, it yields an equation of motion for ' t .  This is equivalent 
to satisfying the Euler-Lagrange condition
* ( & ) - £ - *
In spherical coordinates, the wave function 'If may be w ritten as a sum
over radial functions Vv(r) times spherical harmonics Y}m. T hat is,
(B.9)
The expression for C can be w ritten  separately for each value of C. Thus for 
a particular value of the angular m om entum  £, the expectation value of the 
kinetic and potential energies can be written as
<T) =  (B.10)
(V ) = j ' " “  dr  • r V  ^vt(r) +  +  ^  0 . (B .ll)
Using these integral expressions perm its us to deal efficiently with the bound­
ary conditions as r  —* 0 .
To discretize the function £  on a non-linear grid, we define an integration 
rule. Functions are evaluated a t each grid point rj. Derivatives are evaluated 
at the m idpoint between grid points. Distance increm ents are calculated as 
the distance between the half-points. T hat is,
d f
dr
f i r )
r2dr
A rj
M rs)-  
f j +1 — f j
rJ+1 “  r: 
n + 1 +  rj
(r;+l -  r i) 
r j  +  r j - \
r:+i +  rj
r j +1 — r j -1
(B.12)
(B.13)
(B. 14)
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This three-poin t integration rule ensures th a t the discretized equation is cor­
rect to th e  second-order in the grid spacing. For a single £, C is w ritten 
as
c = X > ;i0,-r? [-J+1 T’J~1]
j =i L “ J
A  f > , . ,  4 -  r .- 1 2
(B.15)i ^  (0 ;+1 -  -  y>j) r^ - n  +  r i
i=i ( r i + , - r j ) I 2
where V} is the  effective potential including the centrifugal barrier.
VS =  VS +  ^ ^ .  (B.16)
Collecting the term s with in the expression for S ,  and defining a radial 
function gj such th a t
9j = ny/Arjifrj ,  (B.17)
we get
£ = '5Lg’j i9i -^djVjdj
J=1 j =1
1 -  f  f f j+1 I 4 1 / T j - n + r A 2
3 I  (ri+i ~  r i)  V (r i +2 -  rj){rj+l -  r_,_x) r J+1r_, \  2 )
] g / - i  / 4 ' ~ 1 / Ty +  ry-x y
(r i ~  r i - i ) V (r i+i “  r j - i  )(r J ~  rJ -2) r j r j - i  \  2 /
29j____  /  1 /  rj +  0 -1  y
~  r i - i  Vri -  rj - i  \  2rj /
< B i 8 )
ri +1
r i+x
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Im posing the Euler-Lagrange condition w ith respect to  gj  gives the time- 
evolution equation for gj. This is a sym m etric tridiagonal m atrix .
where,
i-9 j — j 9 j  2  \ ^ i 9 j + i  - D j 9 j  ■+■ Cj—\ 9 j —1 ] i
Cj =
1
( * * ; + 1 -  rj )  V  ( r j + 2  -  r j ) (r j+l  -  r _ , _ , )  
1 f r i+i + JV 121 _  f r j +i +  Tj lr j + i r j  [ 2  J
Dj =
1 1
Tj + X ~ r j  -  1 ^ Tj -  TV,-!
2 \
r ; +  r j_ i
i r i+i +  n
Vj =  v J +
n+i  -  n  
e ( e  +  i )
L 2r j  J
9r ? '
“  J
(B.19)
(B.20)
(B.21)
(B.22)
From the  definition of gj, we can see th a t gj is normalized such th a t if
^ 2  A jr ]  \iPj\2 = 1, (B.23)
then
E l f t f  =  i- (B.24)
For a  defined non-linear grid, the coefficients C j  and D j  can be com puted 
and the  eigenvalues E n i and the eigenfunctions g * of the real sym m etric trid i­
agonal m atrix  in Eq. B.19 can be found by using s tandard  algorithm s.
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A P P E N D IX  C: T H E  N O N -U N IF O R M  R A D IA L  G R ID
We use a non-uniform radial grid [71] to discretize the field-free H am ilto­
nian in an alkali m etal. From the analytical expressions for th e  radial part 
of th e  eigenfunctions of the hydrogen atom  [30], we know th a t  radial wave 
functions are oscillatory towards the  origin but relatively sm ooth far away. 
The ‘wavelength’ of these oscillations near the origin is independent of en­
ergy (principal quantum  num ber). This is advantageous because states with 
different principal quantum  num bers can be represented on th e  sam e radial 
grid.
We use a radial grid of N r points. We specify the sm allest grid spacing
required A mtn and the maximum grid spacing allowed A max. To represent
hydrogenic wave functions accurately, the grid spacing is sm allest near the 
origin and constant near the outer edge of the box. An acceleration param eter 
a  determ ines the rate at which the grid spacing changes from A m:n near the 
origin to  A max near the outer edge of the  box as shown in Fig. C .l. The grid 
is defined as
r,- =  r ,_! +  A min +  (1 — e- °,r- 1)(A max -  A mi-n ), (C .l)
with the  convention th a t the first grid point is at
n  =  + A min. (C.2)
G rid points r0 and ryv+i are defined bu t used only to take care of the edge 
effects. The m aximum extent of the  grid is r^f. This is determ ined by the
96
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Figure C .l: The non-uniform radial grid. The grid spacing in a  non-uniform 
radial grid is small near the origin and a constant near the ou ter edge of the 
radial box.
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grid param eters. We choose the ex ten t of the  grid to be about 2.5 tim es the  
classical radius of the state  tha t we wish to  study.
Typical grid param eters used in th is  study  are
N  =  3500 
A min =  0.01
Amax —
a  =  0.0005. (C.3)
These accurately  represent hydrogenic wave functions for principal quan tum  
numbers up to  n  =  35.
The quality  of the grid depends sensitively on a  and A mai- ct m ust be
small enough th a t the grid is closely spaced for a  sufficient radial d istance  so
that all the  oscillations in the wave functions are correctly represented, but 
large enough th a t the grid spacing increases towards the  outer edge where 
the wave functions are smooth. T he grid is very sensitive to Amax which 
must be sm all enough to allow for a  relatively small a , but large enough so 
that the num ber of grid points required does not increase too much. M erely 
increasing N, the  num ber of gridpoints, ju st increases the size of the grid 
with points spaced a t A max. The grid is not very sensitive to A min which 
must be sm aller than  the smallest oscillation in the wave function.
We choose the  grid param eters by com paring the numerical hydrogenic 
wave functions produced with the analy tical wave functions. T he  energy 
eigenvalues have a maximum error of 0 .01% and the wave functions are in
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excellent agreement with the  analytic solutions to the radial part of the 
Schrodinger equation for n up to  35.
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A P P E N D IX  D: PH O T O D E T A C H M E N T  IN  C O M B IN E D  
STATIC A N D  D Y N A M IC  ELEC TR IC  FIELDS
Through an exact solution of the time-dependent Schrodinger equation for 
an electron in a static electric field plus the time-dependent electric field of the 
detaching radiation, the photodetachment cross-section of H~  is calculated. Care­
ful attention is paid to ensuring proper limiting behavior as the frequency of the 
time-dependent field goes to zero. We do not find observable effects of a cross- 
term between the two fields on the detachment cross-section. Our results point 
to possible gauge dependence and other difficulties of S-matrix formulations of 
multi-photon detachment and ionization [79].1
Following a detailed experimental study  [86] of H~  just above threshold
in the presence of a  strong electric field ( ~  lOOKV/cm), theoretical analyses
[87, 8S, 89] accounted for the principle observed effects: a finite cross-section
at the zero-field detachm ent threshold of 0.75 eV, an exponential fall-off
of the cross-section for lower photon energies due to detachm ent aided by
tunneling through the  static field’s potential, and oscillations in the cross-
section about the zero field value for energies above 0.75 eV. This last may
either be viewed as the effect of the sloping sta tic  field potential on the
outgoing p-wave ( “Airy function oscillations” ) or as the  interference between
two pathways for th e  escaping electron, one directly into the escape direction
and the other after reflection of an oppositely moving wave from the static
field barrier. Such sim ple, and analytical, treatm ents of the effect of a static
field on a  free outgoing p-electron, w ith neglect of final state interactions 
Reproduced by permission of the American Physical Society ©Copyright 2000.
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between it and  the parent H atom  left behind, sufficed to  give a com plete 
and detailed accounting of the observed data [87, 88]. T reatm ent of such 
final s ta te  interactions has also been carried out subsequently [90].
W ith the advent of intense lasers, there has also been interest in m u lti­
photon detachm ent and in non-perturbative phenomena due to  the dynam ic 
electric field of the detaching laser [91, 92]. In particular, Gao and S tarace 
[91] re-investigated the problem through an exact solution for the outgoing 
electron in com bined sta tic  and dynam ic electric fields. W hen applied to H ~ , 
they claimed th a t a cross-term between the two fields leads to somewhat dif­
ferent results from previous studies even in the weak laser-field lim it, th e  
cross-section near the zero static-field detachm ent threshold being lowered. 
This is the question we address here through an alternative derivation of 
this exact solution th a t pays careful attention to its proper lim iting behav­
iors. O ur results do not support the claims of lowered cross-sections arising 
from a cross-term  between the sta tic  and dynamic fields. O n the other hand, 
our analysis suggests th a t caution is necessary in S-m atrix formulations be­
cause results seem to depend on the choice of gauge for th e  electrom agnetic 
potentials.
As in Ref. [91], and adopting the same notation, we consider a uniform 
static  electric field E a =  E az and the time-dependent electric field of th e  
laser (effects of its m agnetic field are as usual neglected as sm aller) to give a  
total field
E(£) =  E a +  E 0 sin(u;<).
=  E az  +  (E 0xx  + E0yy + E q . z )  sin(u;£). (D -l)
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Describing the outgoing electron as moving in such a  tim e-dependent field, 
and neglecting any residual interactions w ith the H atom left behind, the 
Schrodinger equation,
*0(r,<) =  ^  +  E ( t ) - r ^ ( r , 0 .  (D.2)
can be solved through separation in Cartesian coordinates. Throughout, an 
over-dot will denote differentiation with respect to  t and we set h =  m e = 
e =  1. Whereas Ref. [91] did so through a passage to m om entum  space, we 
develop our solutions in coordinate space through a  technique of solving such 
tim e-dependent equations by operator algebra [78]. By working in coordinate 
space and directly w ith  the  electric field them selves, we avoid questions th a t 
arise in the m om entum  space formalism, particu larly  the gauge choice for 
the vector potential A.
For a general tim e-dependent equation,
i m  = [fi{t) A  +  v( t)  B}4>(t), (D.3)
where A and B are possibly non-commuting operators not themselves explic­
itly dependent on tim e, the  general solution can be developed in term s of an 
evolution operator, U (t,0), which is of the form of a  product of exponentials, 
each involving A, B, and successive com m utators of them , along w ith time- 
dependent functions fi(t),  A(<), <$(£),... which obey first order classical
differential equations [78]. Each Cartesian com ponent in (D.2) involves only 
the operators p2 and  the linear coordinate so th a t apart from their com m u­
ta to r proportional to  p, no further operators appear. The resulting solutions 
involve four exponential factors.
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For the x-  and y- com ponents, these solutions have been previously recorded 
[78] and are
ip(x, t) =  exp  j^ — s>n(2 ^ 0  — sin(a^) +  
x exp  ^—i ———x( 1 — cos(u;f))j 
exp i —y f^cI (sin(u;<) — wt)j
x exp —  i k l~ (D-4)
with an exactly similar expression in y.
T he solution in the z-coordinate can be sim ilarly derived through the 
procedure in [78] to give
. E qz ( I  .......... .....................  3ujt'
— i - Ul'
.E 0zE s
{1  co  \
y — sin(2u;£) — sin(wf) H— — J
up’t 1 1
ur1
(cos(u;t) — 1 H — )
[ E—i — -z ( l  — cos(u;f)) 
w
[ E—i —r1pI (sin(u;<) — u t )  u}l
x e x p { —iezt ) <t>A{z); (D.5)
where ez is the eigenvalue and ^ ( z )  the Airy eigenfunction [93] satisfying
’A 5.,)E , z \  <?a { z ) —  £ z <Pa ( z )- (D.6 )
These results in (D.4) and (D.5) parallel exactly the sim ilar expressions 
in Ref. [91] with the one im portan t difference th a t we have paid careful 
a tten tion  to  the boundary condition a t t =  0, th a t (D.4) reduce to plane 
waves in x and y with no extraneous phase factors and (D.5) to the Airy
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sta tionary  s ta te  with again each of the  three exponentials in the top two 
lines of this equation reducing exactly to  unity. C onstruction through the 
evolution operator ensures this [78]. In contrast, Ref. [91]’s solutions retain 
a t t =  0 , when the field vanishes, redundant phase factors because of their 
choice of th e  vector potential A  =  £®n-cos(od)  to  describe this electric field 
while working in m om entum  space. Indeed, were we to  modify their results 
by replacing cos(u>t) above by (cos(u>t) — 1) in A  , which still describes the 
same electric field, the two results would become identical. As we will see, 
this seem ingly slight difference in the choice of a  gauge has im portant conse­
quences. In our formalism, however, we work directly w ith  the electric field 
in (D .l) .
T he appearance in (D.4) and (D.5) of the characteristic combinations. 
(sin(u;<) — u;t) and (cos(u;f) — 1 + u>2t2/ 2 ), in place of th e  trigonom etric func­
tions alone as in Ref. [91] has another profound consequence. O ur solutions 
rem ain w'ell-behaved in the lim it u> —► 0 (which is closely related to t —► 0 
because of the combination u>t) whereas some of the  sim ilar terms in Ref. 
[91] and, in particular, the cross-term  involving EqzE s in (D.5), blow up in 
this lim it. This is a persistent problem in the lite ra tu re  on intense dynam ic 
fields [94], th a t several results seem not to adm it passage to  the static field 
lim it as one should expect of them . It is worth em phasising th a t within the 
m om entum  space formulation as in Ref. [91], different choices of A, differing 
only in a  constant which does not change the electric field, lead to different 
wave functions. In particular, these functions can differ drastically in the 
u  —► 0 lim it so th a t particular care may be necessary for considerations of
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the static field lim it. We also note th a t these gauge questions have to  do with 
alternative wave functions for alternative vector potentials, not w hether the 
dipole m atrix  elem ent for photoabsorption uses length, velocity o r accelera­
tion forms.
To calculate photodetachm ent of H ~ , we follow Ref. [91] in using (D.4) 
and (D.5) to describe the final state wave function along with a  sim ple, much
used “one-electron” representation of the ground sta te  of H~  [87, 88 , 91, 95],
ipi(r,t) =  —exp( — k r )e x p (—i£it), (D.7)
r
where k =  (—2 t,)^ l/2 ) , e,- =  — 0.75eV being the  energy of this ground state, 
and B is a  norm alization param eter, equal to  0.31552 in atom ic units [88, 
91]. This wave function has long [95] proved very successful in describing 
photodetachm ent for the energy range of in terest and has been em ployed in 
all the past work th a t we com pare with. T he S-m atrix element is given as in 
Eq. (27) of Ref. [91] by
S/i  =  (27r)~l/2i B  J  dt J  drip'(x,  t)ip'(y,  t )exp(—i£it), (D.8 )
with the wave functions drawn from (D.4) and (D.5). Exam ining next the 
weak laser-field lim it, we expand the factors V1'  to first order in E q, and  retain 
term s proportional to it to  get
i 2 2/3B E n~ E l/6  r r°°
S / i  =  ------------ t - 1 —5— L4z' (—f )  I  d t ( s i n u > t  —  u ) i ) e x p [ i ( £ f  —  6 i ) t ]
CJ L J —oo
=  dt(cosu;t -  1 +  ? t 2)
a; J-oo 2
xexp[i(e f  -  e ,) t]] , (D.9)
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where c /  =  \ { k 3 +  k*) +  ez and we have defined a dimensionless energy 
£ =  ez( 2 /E ] ) 1/3. The derivative in the first term , denoted by a prime, is 
with respect to f , and arises from the E0zpz operator in (D.5).
The above result in (D.9) parallels exactly the  one in Ref. [91] , again 
with the replacem ent of sinu;£ and cos uit by the forms th a t vanish up through 
term s of order ui2t 2. Before turning to  the tim e integrations, the structure of 
(D.9) and the origin of its second term  in the curly brackets already points 
to problem s with the claim in Ref. [91] that this is a  new contribution not 
present in earlier treatm ents. W hereas the first term  in (D.9) arises from the 
expansion of the Eozpz in (D.5), thus carrying the dipole operator which leads 
to the transition  element (ip\Eozp-\ipi) , the second term  has its origins in the 
cross-term  Eo~Es of (D.5). But th is is purely a phase with no involvement 
of atom ic operators, and therefore incapable of causing transitions.
F urther confirmation of this conclusion that there is no cross-term pro­
portional to EozE a is provided by carrying out the tim e integrations. In
Ref. [91], these integrations were im m ediate, upon combining the exp(-iu) t)
piece of the  sine and cosine with the other exponential in the integrand to 
give, upon integration, 2ir6(ef — £; —a;). W ith the transition probability Wji  
defined as
l i m l M !  =  2tt Wfi6(ef - e i - u ) ,  (D.10)
t — OO t
the cross-section
a ~  f  WHdkxdkyd£z , (D .l l)
was then  evaluated.
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We now handle these operations by evaluating the  integrals in (D.9) 
between limits -T and T  analytically and computing <x, finally taking the  
T  —► oo lim it numerically. In the first part of this process, the analytical 
integration from -T to T , we retain only the contributions which lead to  
S(£/ — £{ — u;) in the lim it T  —♦ oo as the only ones th a t correspond to  
absorption of a single photon. As T  increases beyond a few atom ic units, 
our calculated photo-detachm ent cross-section converges rapidly. The sec­
ond term  in (D.9) does not contribute in accordance with our discussion 
above and, as illustrated in Fig. D .l, our results reproduce exactly those of 
earlier work [87, 88] even for sta tic  field strengths exceeding lM V /cm . All 
these results coincide as shown by the solid curve. Only if both term s in 
the curly bracket in (D.9) are retained, while sim ultaneously dropping the 
term s in — uit and —1 +  i2t2, do we recover the results of [91] as shown
by the dashed curve. We conclude, therefore, that a proper treatm ent leads 
to no reduction in the cross-section around the zero static-field threshold as 
claimed in Ref. [91]. The handling of tim e integrations with the — uit and the 
— 1 +  \uj2t2 terms would also confront a  calculation such as the one in Ref. 
[91] had this alternative gauge been used for A. The S-m atrix integrations 
in(D.9) would then not sim ply reduce to delta functions but also involve the 
derivatives th a t we have encountered.
In view of the discrepancy with the previous results in [91] , we offer the 
following discussion. In the spirit of the S-matrix form ulation, the electric 
field in (D .l) is assumed to be switched on starting a t t = —oo and switched 
off at t = oo adiabatically, although this is not explicitly implemented in
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Figure D .l: Laser photodetachm ent of H~ in a  s ta tic  electric field. Photode­
tachm ent of H~  in combined sta tic  (1 M V/cm) and detaching laser’s electric 
fields. Solid line: O ur results, dashed line: Ref. [91] Earlier calculations of 
Refs. [87] and [88] are essentially indistinguishable from the solid line.
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carrying out the tim e integrations, ju s t as in Ref. [91]. Therefore, our cal­
culations follow exactly  the same procedure as did Ref. [91] except th a t our 
final state wave functions in (D.4) and (D.5) differ from those in Ref. [91] as 
pointed out above. We were led to  these additional term s involving —uit and 
— 1 +uj2t2 by our em phasis on the proper lim iting behavior as t —► 0 or cj —► 0 . 
Therefore, it m ay be argued th a t Ref. [91] and this paper deal with different 
problems, differing in when the electric fields are turned on. B ut, as we have 
pointed out, these additional term s m ay also be viewed as arising from the 
two different gauge choices for A  in Ref. [91], namely (cE0/uj)(cosujt — 1), 
w ith or w ithout th a t -1. As shown in Fig. D .l, the difference between the 
dashed and solid lines can be a ttrib u ted  entirely to this difference, which in 
itself poses the  question of gauge invariance of the cross-sections presented 
in Ref. [91].
Part of these questions of the switching on and off of the electric fields 
can be settled by developing explicit solutions of (D .l) and  (D.2) with some 
specific form of E (t) which vanishes sm oothly as |f| —► oo, but we also dis­
agree with Ref. [91] in other regards. Most im portantly, it seems to us 
th a t notw ithstanding any m ultiple order of interactions w ith the static field 
E s. one photon absorption in the lim it of weak laser fields m ust involve an 
am plitude proportional to  E q , along w ith the  m atrix elem ent of a dipole op­
erator, whether r  or p  , and a corresponding energy-conserving delta  function 
S(£j  — —u;). Therefore, such one photon transitions can only be attributed  
to terms which have such a  structu re  upon expanding exponentials in (D.4) 
and (D.5) to  first order in E q .  T he E q z E s  term  of [91] does not satisfy these
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requirem ents. Likewise, in a related argum ent which may help clarify the 
points of disagreem ent, were we to seek two-photon transitions by expanding 
the exponentials to order Eq, we would not expect any contribution from 
the  first term s involving Z?osin2u;< in (D.4) and (D.5), because they contain 
no atomic operators. In this, we would differ from Ref. [91] and o ther such 
treatm ents whose Floquet expansions get a contribution from these term s, 
the  so-called “ponderomotive potential” then appearing in their resulting 
energy-conserving delta function for such two (or multiple) - photon transi­
tions. Since th is ponderomotive potential depends on the continuous variable 
E q / u >2 , it need not be an integer m ultiple of u ,  placing it in conflict with the 
photon picture of multi-photon absorption. We, on the other hand, would 
face no such conflict. See also Ref. [96].
Finally, after completion of our work, we have seen a recent paper Ref. [97] 
on the one- and  two-photon photodetachm ent of H~  in combined sta tic  and 
dynam ic fields, taking into account final s ta te  interactions of the electron with 
the residual H atom . As already s ta ted , our study was not concerned with 
this interaction. But we note that Ref. [97]’s treatm ent of such an interaction 
leads also to contributions similar in structu re  to  the “cross-term” in E q~E3, 
namely, to a  term  proportional to A i (—£) in (9); see (72) of Ref. [97]. In 
disentangling the two effects, of the cross-term and the electron-atom  final 
s ta te  interaction, and in coming to th e  conclusion that the la tte r is small, 
Ref. [97] has com pared with the previously calculated effects of the cross­
term  in Ref. [91]. In view of our questioning of any depression of the  cross- 
section around the  zero-field detachm ent threshold from the cross-term , the
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conclusion of Ref. [97] on the unim portance of the electron-atom final s ta te  
interaction will have to be revisited.
We have also seen a  recent paper Ref. [98] on H~  photodetachm ent in a 
sta tic  electric field and a pulsed laser field. They consider quantum  and  semi- 
classical approaches different from both  ours and Ref. [91]. These authors 
also note in a footnote to their equation (6 ) th a t only a term  in the derivative 
of but not in A i{ — f)  contributes, in agreem ent with our conclusions.
We acknowledge useful discussions w ith Drs. A.F. Starace and 
I\. Unnikrishnan.
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A P P E N D IX  E: TH E D ISC R E T IZ E D  Z -M O M E N T U M  
O PE R A T O R
In the r  — i  basis, the wave function has a form
i#> =  ( E i )
t=0
The pz operator acts on this wave function as
^mo-r
P.-l#} =  - i w z  E  M r W ) .  (E.2)
e=o
The expression for ■§z[f(r)Y(m(0, <f>)\ is well known [99] and is used to w rite
A [* (r ) |Q ]  =  |< + 1)
+  (E.3)
where
ae =  , £ + 1  (E.4)
^ ( 2 £ + l ) ( 2 £  + 3)
To discretize th is operator on the non-uniform radial grid, we adopt the  
same m ethod as described in Appendix C. T hat is, we discretize th e  expres­
sion
£  =  E / r2(lr at-x4u 1^
4>i+i- (E.5)
By using the sam e discretization scheme as before, we have
Ci =  ai- i
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- a t
- ( # ) • #  W J>1 r ' - ,) (E .6 )
Collecting th e  term s with and defining the function gJe as before,
£  -  £ < (W r  {«->  W
_ „ J - 1  1  _________ 1______________ / r , + r , _ i \ 2 j  1 1
^  '-J'-J-I y / l r j + i - T j h n r j - r j - i )  V 2 J  & - 1  7J  ( r ,+1 - r j _ , )
{ ( r ^ ) 2 _  ( i ^ = i ) 2 +  « _  i )r, (r,.+I _  r, . , ) } '
^ , „ - rj)V „ - r, - ,  ( ^ ) 2
- r f + l  ) +  9i+1 *
{(LLt^ ) 2 _  (TllT^ ) 2 +  f r .(ri+1 -  r ; - , ) } ] }  . (E.7)
This expression is further simplified by using
2 (rJ+. - r , - - , )( r ^ ) 2 _  ( ^ z l ) 2 =
r i+i +  2 rj +  rj_ t
x [rj+i + r j  -  1 + 2rj-]; 
(r j+i “ r j) “  (r i ~ rj - i )
4 r, 4r_,
(E .8 ) 
+  1. (E.9)
Applying th e  Euler-Lagrange condition we get
+0(
j+1 + Pe-i) j j - i
o t j a i - i ---------------  9 t - 1 -  Qj- i9 t~ i
j + i  , ( ^ y  +  fit)  j  
Q;# + i +  — : — -  Qj-i9t+i
where,
a  = 1 1 ( ri+i H-r. V
\ /(rj+ 2  ~  »j)(ri+ l “  O - i )  r i + i r i  \  2  j
(E.10)
( E . l l )
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In the limit of a  uniform grid, 8 —► 0 and the equation reduces to that 
obtained by the  discretization on a  uniform grid.
Thus, the operator p~ acting on a  wave function in the r — i  basis on a 
non-uniform radial grid yields a three dim entional m atrix  which is symmetric 
and tridiagonal in both the r and the £ indices.
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A P P E N D IX  F: T H E  Z -T R A N S L A T IO N  O P E R A T O R
The operator e,Azp* produces a translation of A 2 in the 2-direction. To 
see the effect of this operation on the wave function in the  spherical basis
2 > (r ) |C ) , (F .l)
I
we study the form of th e  p.  operator as described in the last equation of 
Appendix E. Since the m atrix  form of p.  itself cannot be diagonalized, we 
w rite it as a sum of two parts,
Pz =  R  + Q. (F.2)
eiAzpz _  eiAzR/2 eiAz&/2 gi'Az©/2 ^AzR/2 ^  (F.3)
up to term s which are correct through second-order in A z  because [/?, 0 ] ^  0.
The R  and 0  parts are  both tridiagonal m atrices which may be w ritten
as a  sum of two block diagonal matrices consisting of (2 x 2 ) blocks [80].
R  =  Re +  Ro• (F.4)
0  =  0 e +  0 o. (F.5)
e i A z R / 2  _  e i A z R , / 2  e i A z R ^ / 2  ( p  6 )
e i A z & / 2 ^  e i A s 0 e / 2 e i A z & „ / 2
T he R  part consists of those term s with coefficients a  as defined in the  
A ppendix E, and the o ther term s form the 0  p art. T he m atrix  R  has a form
115
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R r  =
R a =
/ 0 <*1 0 0 0 \
O il 0 a  2 0 0
0 a 2 0 a 3 0
0 0 <*3 0 0
\ 0 0 0 C trl — o
/ 0 0 0 . . .  \
<*1 0 0 0
= 0 0 0 <*3
0 0 a 3 0 —
• • ; : :
/ 0 0 0 0 0  ■■ ■ \
0 0 q 2 0 0  • •
0 o 2 0 0 0  • •
— 0 0 0 0 a 4 ■ •
0 0 0 a 4 0  • •
/
(F .8 )
(F.9)
(F.10)
T he m atrix  0  also has a very similar structure. The 2 x 2 matrices can be 
diagonalized easily. So to m ake a translation of A z  using the R m atrix. e'A=R, 
th e  wave function is transform ed to the basis in which the 0  components are 
diagonal and then for each I  value, it is operated upon by the operators 
and elAzR°, then transform ed back to the  original r — t  basis. This 
operation  is repeated with the 0  part in the appropriate basis.
A z  is chosen to be small so th a t the norm is conserved. We ensure th a t the  
opera to r e'Azpz changes (z ) by A z .  This algorithm  is stable. The com plexity 
of th e  algorithm  is of the order of (N r x N{) for each z-step.
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