Abstract. In this paper, we compute the dimension of the Hochschild cohomology groups of any m-cluster tilted algebra of typeÃ. Moreover, we give conditions on the bounded quiver of an m-cluster tilted algebra Λ of typeÃ such that the Gerstenhaber algebra HH * (Λ) has non-trivial multiplicative structures. We also show that the derived class of gentle m-cluster tilted algebras is not always completely determined by the Hochschild cohomology.
Introduction
The Hochschild cohomology groups HH i (A) of an algebra A, where i ≥ 0, were introduced by Hochschild in [19] . The low-dimensional groups, namely for i = 0, 1, 2, have a concrete interpretation of classical algebraic structures, but in general it is quite hard to compute them. However, an explicit formula for the dimension of the Hochschild cohomology HH i (A) of some subclasses of special biserial algebras had been computed in terms of combinatorial data, for example in [11, 30, 22] . Recently Redondo and Román obtained a formula for quadratic string algebras and therefore for gentle algebras (see [26] ).
Cluster categories were introduced in [9] as a representation theoretic framework for the cluster algebras of Fomin and Zelevinski [14] . The clusters correspond to the tilting objects in the cluster category. Given an hereditary finite dimensional algebra H over an algebraically closed field k the m-cluster category is defined to be C m (H) . By a result of Keller [21] , the m-cluster category is triangulated. For the m-cluster category, m-cluster tilting objects have been defined by Thomas, in [31] , who in addition showed that they are in bijective correspondence with the m-clusters associated by Fomin and Reading to a finite root system in [13] . The endomorphism algebras of the m-cluster tilting objects are called m-cluster tilted algebras or, in case m = 1, cluster tilted algebras.
In [1] it has been shown that cluster tilted algebras are gentle if and only if they are of type A or A. On the other hand, using arguments similar to those of [1] , Murphy showed in [23] that m-cluster tilted algebras of type A are gentle and he described the connected components of m-cluster tilted algebras up to derived equivalence, a result analogous to that of [10] . Later, a similar work has been done in [16] for m-cluster tilted algebras of type A, where it is shown that m-cluster tilted algebras of type A are gentle and their possible bound quivers are described. Moreover, in [12] and [17] The aim of this work is to compute the dimension of HH n (Λ) for any m-cluster tilted algebra Λ of typeÃ. Since the Hochschild cohomology is a derived invariant [25] we can extend the result to the class ofÃ-branched algebras. Moreover, using the results of Redondo and Román we obtain that the non-trivial multiplicative structure of the Gerstenhaber algebra HH * (Λ) for Λ an m-cluster tilted algebra of typeÃ (or more generally anÃ-branched algebra) depends on the existence of m-saturated cycles.
We now state the main results of this paper (for the definitions of the terms used, we refer the reader to section 1.4 below).
Theorem A. Let Λ be anÃ-branched algebra with parameters s 1 , s 2 , k 1 , k 2 , r and m ≥ 1. Then: Theorem B. Let Λ be an m-cluster tilted algebra of typeÃ. If its bound quiver contains at least one m-saturated cycle, then the cup product defined in HH * (Λ) is non trivial; and if char k = 0, then the Lie bracket is also non trivial.
In particular, specializing to the case m = 1, we recover known results of [32] .
The paper is organized as follows: In section 1 we recall facts about gentle algebras, Hochschild cohomology, m-cluster tilted algebras and A-branched algebras. Also we establish the facts about m-cluster tilted algebras of type A and A-branched algebras that will be used in the sequel. Section 2 and 3 are devoted to the proof of the theorem A and B respectively. In section 4 we show that the Hochschild cohomology is not a complete invariant forÃ-branched algebras.
1. Preliminaries 1.1. Gentle algebras. While we briefly recall some concepts concerning bound quivers and algebras, we refer the reader to [4] or [5] , for instance, for unexplained notions.
Let k be a commutative field. A quiver Q is the data of two sets, Q 0 (the vertices) and Q 1 (the arrows) and two maps s, t : Q 1 → Q 0 that assign to each arrow α its source s(α) and its target t(α). We write α : s(α) → t(α). If β ∈ Q 1 is such that t(α) = s(β) then the composition of α and β is the path αβ. This extends naturally to paths of arbitrary positive length. The path algebra kQ is the k-algebra whose basis is the set of all paths in Q, including one stationary path e x at each vertex x ∈ Q 0 , endowed with the multiplication induced from the composition of paths. In case |Q 0 | is finite, the sum of the stationary paths -one for each vertex -is the identity.
If the quiver Q has no oriented cycles, it is called acyclic. A relation in Q is a k-linear combination of paths of length at least 2 sharing source and target. A relation which is a path is called monomial, and the relation is quadratic if the paths appearing in it have all length 2. Let R be a set of relations. Given R one can consider the two-sided ideal of kQ it generates I = R ⊆ Q 1 2 . It is called admissible if there exists a natural number r 2 such that Q 1 r ⊆ I. The pair (Q, I) is a bound quiver, and associated to it is the algebra A = kQ/I. It is known that any finite dimensional basic algebra over an algebraically closed field is obtained in this way, see [4] , for instance.
The class of gentle algebras defined by Assem and Skowroński in [2] has been extensively studied, see [3, 6, 8, 10, 23, 28] , for instance, and is particularly well understood, at least from the representation theoretic point of view. This class includes, among others, iterated tilted, cluster tilted and m-cluster tilted algebras of types A andÃ, and, as shown in [28] , is closed under derived equivalence.
Recall that an algebra A = kQ/I is said to be gentle if I is generated by a set of monomial quadratic relations such that:
G1. For every vertex x ∈ Q 0 at most two arrows enter or leave x; G2. For every arrow α ∈ Q 1 there exists at most one arrow β and one arrow γ in Q 1 such that αβ ∈ I, γα ∈ I; G3. For every arrow α ∈ Q 1 there exists at most one arrow β and one arrow γ in Q 1 such that αβ ∈ I, γα ∈ I.
Hochschild cohomology.
Given an algebra A, the n-th Hochschild cohomology group of A with coefficients in the bimodule A A A is the extension group HH n (A) = Ext n A−A (A, A). The sum HH * (A) = n 0 HH n (A) has the additional structure of a Gerstenhaber algebra, see [15] . From [24, 20] this structure is known to be a derived invariant, that is, invariant under derived equivalence.
Let A = kQ/I be a monomial quadratic algebra.
Moreover, let E = kQ 0 be the semisimple algebra isomorphic to A/radA, and kΓ n the k-vector space with basis Γ n . The latter are also E − E-bimodules in an obvious way. In what follows, tensor products are taken over E.
As mentioned before, the sum HH * (A) = n 0 HH n (A)) has additional structure given by two products, which we now describe, see [15] . The two products are defined using the standard resolution of A, but using appropriate explicit maps between the resolutions, see [27, Section 2] and [11, Section 1], we can carry them to our context. Given f ∈ Hom E−E (kΓ n , A), g ∈ Hom E−E (kΓ m , A), and i ∈ {1, 2, . . . n}, define the element
In addition, define the composition product as
On the other hand, denote by σ : A ⊗ A → A the multiplication of A. The cup-product f ∪ g of f and g is the element of Hom E−E (kΓ n+m , A) defined by f ∪ g = σ(f ⊗ g).
Recall that a Gerstenhaber algebra is a graded k-vector space A endowed with a product which makes A into a graded commutative algebra, and a bracket [−, −] of degree 1 that makes A into a graded Lie algebra, and such that
, that is, a graded analogous of a Poisson algebra. The cup product ∪ and the bracket [−, −] defined above define products in HH * (A), which becomes then a Gerstenhaber algebra (see [15] ).
1.3. Hochschild cohomology groups of gentle algebras. The Hochschild cohomology groups of gentle algebras have already been computed in [22] by Ladkani and in [26] by Redondo and Román. In the first case, these results have been expressed in terms of the derived invariant introduced by Avella-Alaminos and Geiss (AG-invariant for short) in [6] . In the second one, Redondo and Román used Bardzell's resolution (see [7] ). The AG-invariant is a function φ A : N 2 → N depending on the ordered pairs generated by a certain algorithm. The number φ A (n, m) counts how often each pair (n, m) appears in the algorithm. See [6] for a complete definition of AG-invariant.
Since m-cluster tilted algebras of typeÃ are gentle, we use the computation of Ladkani to prove our main result. The statement of Ladkani is the following:
and n is even (0, 1) if char k = 2 and n is odd (1, 1) if char k = 2
1.4. m-Cluster tilted algebras of type A. Given a bound quiver (Q, I) and an integer m, a cycle is called m-saturated if it is an oriented cycle consisting of m + 2 arrows such that the composition of any two consecutive arrows on this cycle belongs to I. Recall that two relations r and r ′ in the bound quiver (Q, I) are said to be consecutive if there is a walk v = wr = r ′ w ′ in (Q, I) such that r and r ′ point in the same direction and share an arrow. Also, recall that given a connected quiver Q, its Euler characteristic is χ(Q) = |Q 1 | − |Q 0 | + 1.
Recall from [16, Definition 7.2] that an algebra A ∼ = kQ/I is an algebra with root if its bound quiver is gentle, connected, having χ(Q) − 1 m-saturated cycles and no loops.
Since χ(Q) is the number of m-saturated cycles plus 1, we know that (Q, I) has at least a non m-saturated cycle C. We will refer to the cycle C as the root cycle. Moreover, since A is a finite dimensional algebra, if C is an oriented cycle, then it must have at least one relation.
Once we fix a root cycle C, let C be the set of m-saturated cycles sharing at least two vertices with C. Let (Q ′ , I ′ ) be the bound quiver such that v ∈ Q ′ 0 if there is α ∈ ( C ∪ C) 1 such that s(α) = v or t(α) = v and Q ′ 1 = Q 1 \ ( C∪C) 1 . If F is a minimal set of relations generating I, let F ′ be obtained by deleting from F the relations involving arrows in ( C ∪ C) 1 . Then I ′ = F ′ . Every connected component of Q ′ is said to be a ray.
Therefore every ray is a gentle quiver R having χ(R) m-saturated cycles; i.e. is a quiver derived equivalent to a quiver of an m-cluster tilted algebra of type A. If the ray R shares just one vertex with the cycle C, this vertex is called the union vertex of the ray. For each union vertex there is at least one relation ρ involving at least one arrow of C. If both arrows of ρ belong to the root cycle, ρ is called internal union relation of the ray. If instead just one arrow of ρ belongs to the root cycle, ρ is called external union relation of the ray. If the ray R and the cycle C are connected through an m-saturated cycle, we say that R is a ray without union relations.
Theorem. a) These arrows are part of the root cycle and they are oriented in the counterclockwise direction. b) These arrows belong to a ray attached to the root cycle by a counterclockwise internal union relation and this relation does not involve the arrows. c) These arrows belong to a ray attached to the root cycle by a clockwise internal union relation and this relation involves the arrows. d) These arrows belong to a ray attached to the root cycle by a counterclockwise external union relation or a ray without union relations.
Let k 1 be the number of m-saturated cycles which fulfill one of the following conditions: a) These cycles share one arrow α with the root cycle and α is oriented in the counterclockwise direction. b) These cycles belong to a ray attached to the root cycle by a clockwise internal union relation. c) These cycles belong to a ray attached to the root cycle by a counterclockwise external union relation or a ray without union relations..
Similary we define the parameters s 2 and k 2 permuting the words 'counterclockwise' and 'clockwise'. Let r be the number of clockwise internal relations minus the number of counterclockwise internal relations.
1.5. A-branched algebras. Let A be an algebra with root and let S be the set of all arrows in the quiver of A not belonging to any m-saturated cycle.
The number of free clockwise arrows in S is equal to the number of clockwise oriented arrows on the root cycle that are not involved in any internal union relation plus the number of clockwise internal union relations plus the number of arrows on the rays associated to clockwise union relations (internal or external).
Dually, we define the number of free counterclockwise arrows. The algebras that satisfy the following definition are the algebras derived equivalents to m-cluster tilted algebras of type A with a root cycle [17, Theorem 6.4].
1.3. Definition. We say that a connected algebra B = kQ/I isÃ-branched if B satisfies the following conditions:
(a) There is a cycle C in Q in such a way that B is an algebra with root C. arrows not belonging to any m-saturated cycle on the clockwise sense if r h > r a or in the counterclockwise sense otherwise. Here, . Observe that we allow s 1 = k 1 = 0.
Then writing [17, Propositions 4.3 and 4.5] in terms of the previous parameters we obtain: 2.1. Proposition. Let Λ be anÃ-branched algebra with parameters s 1 , s 2 , k 1 , k 2 and r. Then
where given a pair (a, b) ∈ N × N, (a, b) * denotes the characteristic function of the set {(a, b)} ⊆ N × N.
We are now able to prove our main result.
Proof of Theorem A. Using Theorem 1.1 and Proposition 2.1, we compute the dimension of Hochschild cohomology groups for an m-cluster tilted algebra of type A: 
Therefore the final expression of the dim k HH n (Λ) depends on the value of n and n − 1 modulo m+2, the characteristic of k and the parity of n. We start assuming that char k = 2.
Since the parity of n can be described in terms of the value of n module 2, dim k HH n (Λ) depends on the value of n modulo lcm(m + 2, 2). Therefore, dim k HH n (Λ) = φ Λ (1, n) + k 1 + k 2 if n ≡ 0, 1 (mod lcm(m + 2, 2)); 0 otherwise.
Finally if char k = 2, the parity of n is not important and dim k HH n (Λ) depends only on the value of n module m + 2. Then: dim k HH n (Λ) = φ Λ (1, n) + k 1 + k 2 if n ≡ 0, 1 (mod m + 2) 0 otherwise.
3. Non-trivial structure of the Gerstenhaber algebra HH * (Λ)
Finally we show that the non-trivial structure of the Gerstenhaber algebra HH * (Λ) depends only on the existence of m-saturated cycles. From now on, we follow the notation of [26] .
For n ≥ 2, write Γ n = {α 1 α 2 · · · α n | α i α i+1 ∈ I}. Let C n be the set of pairs (α 1 α 2 · · · α n , e r ) ∈ Γ n × Q 0 such that s(α 1 ) = t(α n ) = e r and α n α 1 ∈ I. The pairs belonging to any set C n are called complete pairs. Let C n (0) be the subset of complete pairs (α 1 α 2 · · · α n , e r ) ∈ Γ n × Q 0 such that it does not exist γ ∈ Q 1 \ {α n } nor β ∈ Q 1 \ {α 1 } with α n β, γα 1 ∈ I. The cyclic group Z n =< t > of order n acts on the set C n with the action given by t(α 1 α 2 · · · α n , e s(α1) ) = (α n α 1 α 2 · · · α n−1 , e s(αn) ). A complete pair (α 1 α 2 · · · α n , e r ) is called gentle if t m (α 1 α 2 · · · α n , e r ) ∈ C n (0) for any m ∈ Z. We will denote by G n the set of gentle pairs in Γ n × Q 0 .
3.1. Theorem. [26, Theorems 4.5 and 4.9] Let A = kQ/I be a gentle algebra such that G n is not empty for some n > 0. Then the cup product defined in HH * (A) is non-trivial. If in addition chark = 0, then the Lie bracket is also non-trivial.
