Abstract. We say n ∈ N is perfect if σ(n)
Introduction
A natural number n is said to be perfect if σ(n) = 2n, where σ(n) denotes the sum of the positive divisors of n. Euclid in Book IX of his Elements showed that 2 p−1 (2 p − 1) is perfect if 2 p − 1 is a (Mersenne) prime; Euler showed that every even perfect number has this form.
The status of odd perfect numbers remains completely unknown. No odd perfect numbers are known, and a proof of their nonexistence remains elusive. In the meantime, many necessary conditions for their existence have been found. One such condition is a lower bound for the number of distinct prime factors of an odd perfect number.
If n has the unique prime factorization k j=1 p αj j , we write ω(n) = k and Ω(n) = k j=1 α j , the number of distinct prime factors and the total number of prime factors, respectively. Chein [2] and Hagis [6] each showed that if n is an odd perfect number, then ω(n) ≥ 8. Furthermore, Hagis [7] and Kishore [9] each showed that if 3 n, then ω(n) ≥ 11.
A related problem is that of finding a lower bound on Ω(n) for an odd perfect number n. The first significant result of this type was obtained by Cohen [3] in 1982 when he proved that Ω(n) ≥ 23. In 1986, Sayers [12] improved this result to obtain Ω(n) ≥ 29. In this paper, we will improve this lower bound to 37, and we state our result here: Theorem 1. If n is an odd perfect number, then Ω(n) ≥ 37.
For the past several decades, necessary conditions for the existence of odd perfect numbers have been established with the extensive aid of computers, and Theorem 1 is no exception. The proof, to be outlined in Sections 3 and 4, was obtained by writing and executing several programs with the Mathematica software system.
Preliminaries
Without further explicit mention, we will let N denote an odd perfect number. It is due to Euler, and it is well known that N has the shape given by
k , where p, q 1 , . . . , q k are distinct primes, α, β 1 , . . . , β k are positive integers, and p ≡ α ≡ 1 (mod 4). The prime p is referred to as special. From (1), it follows that ω(N ) = k + 1 and Ω(N ) = α + 2 k j=1 β j . We will assume that
Since N is perfect and σ is multiplicative, we have
It is clear from (1) and (2) that if r is an odd prime divisor of
We shall use the notation
for any natural number n. Thus σ −1 (N ) = 2. It is easy to show that
For prime p and natural number a, we have
It is clear that
For odd primes p < q, we have q/(q − 1) < (p + 1)/p and thus
for any natural numbers a and b. Referring back to (1), McDaniel [11] proved that if β j = 1 or 2 for all j, then N has no prime factor less than 101. This result was extended by Cohen [4] who showed that N has no prime factor less than 739 under the same conditions. Cohen's result then implies that ω(N ) ≥ 47326; this follows from (2), (3) and (4) since
where the product is taken over the 47325 consecutive primes indicated. It follows (from McDaniel's result, in fact) that
Many similar results regarding the exponents β j have appeared in the literature. We will apply some of these results to prove Theorem 1. We first introduce some notation for the sake of brevity. For nonnegative integers
represent the following: Of the set {β 1 , β 2 , . . . , β k } of decreasing numbers,
for which each member can occur an unrestricted number of times.
Then for x = 1, 3, or 5, we let the expression Some of the results we shall apply are then given as follows.
McDaniel [10] showed it is impossible to have β j ≡ 1 (mod 3) for all j, 1 ≤ j ≤ k. This implies, sufficient for our purposes, (7) [ 1 : 10( * ), 7( * ), 4( * ), 1( * ) ], that is, the exponents 2β 1 , . . . , 2β k cannot all belong to {2, 8, 14, 20}. (Steuerwald [13] had previously obtained [ 1 : 1( * ) ].) Cohen and Williams [5] showed it is impossible to have β 1 = 5 or 6 and β j = 1 for all j, 2 ≤ j ≤ k. These results give us, respectively,
Brauer [1] showed that β 1 = 2, β j = 1 for all j, 2 ≤ j ≤ k, is impossible, and Kanold [8] showed that β 1 = 3, β j = 1 for all j, 2 ≤ j ≤ k, is impossible. Cohen [3] showed that β 1 = 3, β 2 = 2, β j = 1 for all j, 3 ≤ j ≤ k, is impossible. These three results, combined with that of Steuerwald, give us (10) [ 1 : 3(1), 2(1), 1( * ) ].
Steuerwald's result, along with Theorem 2 in Sayers [12] , gives us The remaining sixteen cases (of the 136 mentioned above) are eliminated once we prove three further lemmata, namely Lemmata (7) through (35) will also eliminate every possible case for the exponents in (1) if we assume any one of Ω(N ) = 29, 31, or 33. Therefore, recalling that it is known that Ω(N ) ≥ 29 (Sayers [12] ), it suffices, for the proof of Theorem 1, to prove the lemmata stated in (14) through (35); we outline these proofs in the following section.
The lemmata (14) through (35) are all independent and quite specific for our purposes, although they all contain some generality in allowing an unrestricted number of exponents equal to 2, and in some cases an unrestricted number of exponents equal to 4. Theorem 2, by which we prove (28) through (30), would have greater applicability.
The proof of Theorem 1, part 2
Theorem 2 and the lemmata are all proved by contradiction. For lemmata (14) through (27), we assume separately in each case that 3 | N and we obtain a contradiction at the end of a chain of factorizations, in manners to be described shortly.
Call an exact prime-power divisor Table 1 .) If there is more than one candidate prime divisor available, then choosing the smallest as the basis for the next component of N results in the greatest increase in σ −1 (N ) (and hence usually the shortest path to a contradiction), where N is the product of the components so far assumed or as yet unexplored (and in the latter case, for the purpose of calculating σ −1 (N ), they are given their smallest possible exponent). For each prime chosen to continue a chain, exponents are investigated as allowed by the exponent pattern for the lemma under consideration. (If the candidate prime might be the special prime, then only the exponent 1 is considered for it, since (p)/2) . A chain is continued while σ −1 (N ) < 2. However, it can be observed that the larger assumed primes make little contribution to the value of σ −1 (N ). We can take advantage of this by finding only the "small" prime divisors of σ(q 2β ) (or of σ(p)/2), perhaps leaving a single "hard" composite. Any such composites are easily identified and then excluded from the calculation of σ −1 (N ). This underestimates the value of σ −1 (N ) and may lead to slightly longer chains in some cases but this is more than offset by the substantial reduction in factorization time. If there is no unexplored prime available from earlier factorizations with which to continue the chain, then it is necessary to factor one of the composites carried forward (and in practice the most recently added composite was used).
For the proofs of lemmata (14) through (27), an additional constraint, that each (nonspecial) prime factor q of N occurred to a given exponent 2β, so that q b σ(N ) for b ≤ 2β, was employed to allow another contradiction that could terminate a chain. A violation of this constraint (when so many primes q arose from factorizations as to imply b > 2β) was described as saying there was an excess of the prime q.
For the proofs of each of lemmata (31) through (35), we first showed that 3 N , as above, and then assumed that 5 | N ; in a similar manner, this was also shown to lead to a contradiction.
The proof of Theorem 2 was accomplished by assuming 3 | N , ignoring the second possible contradiction (of an excess of primes), and employing the facts that
Only exponents with β = 1 or 2 were assumed (on nonspecial primes), and the only contradiction used to terminate a chain was σ −1 (N ) > 2.
Implementation
The most novel feature of the algorithm is the effective use of incomplete factorizations. This was implemented as follows. If the composite was less than a chosen bound, usually 10 15 , then the complete factorization was carried out (with minimal effort). For composites greater than the bound, a stored list of complete factorizations was searched. If the desired factorization was not found, then an incomplete factorization was carried out using the FactorComplete->False option of the FactorInteger[] function of Mathematica. (Maple has a similar`easyò ption for its ifactor() function.) In Mathematica, for incomplete factorization, only the trial division, Pollard p − 1, Pollard rho and continued fraction methods of factorization are applied to find "small" factors, in some combination not detailed in the accompanying documentation.
To help clarify the algorithm, see Table 1 , which shows the beginning of the computational proof of [3 : 5(1), 2(1), 1( * )] (in fact subsumed by lemma (17)). In this example, full factorizations are shown although the opportunity for partial factorization is noted.
If it became necessary for the continuation of a chain to have the full factorization of a composite, then this was established separately either by looking up known tables or by calculation. A list of needed, complete factorizations would then be updated within the program. The most difficult factorization required was that of σ(σ(61 6 ) 16 ), the product of a 73-digit prime and a 100-digit prime. This was realized through the assistance of Herman te Riele and Peter Montgomery at CWI, to whom we are most grateful.
Economization
The patterns of exponents represented by the lemmata are the result of amalgamation through generalization of the patterns of the original 166 cases. Initially, we experimented with generalizations of the form [3 : . . . , 1( * )], that is, an unrestricted number of components with an exponent of 2. Then patterns like [3 : . . . , 2( * ), 1( * )] were selectively tried. This was followed by generalizations such as 
