Safety and reliability
are key design issues in turbine engines. Methods such as analytical redundancy for handling online faults can be used to increase an aircraft's reliability. Analytical redundancy has been demonstrated on a turbofan engine in reference [1] . This approach used an online nonlinear model of an engine to provide estimates for failed sensors.
The model was tuned to closely match the steady state and dynamic response of the actual engine.
This demonstration required a relatively high fidelity and highly tuned real-time engine model. In reference [2] a bank of Kalman filters was used to provide probabilistically weighted parameter estimates of measurements. This approach required a dither to disturb the system from a quiescent state in order to identify the system online.
As an alternative, an autoassociative neural network was used for sensor validation of a rocket engine in reference [3] . This reference indicates that the neural network estimates of the sensor values could be used to replace failed sensor values in a feedback control system. The work presented here is a continuation of the work in reference [4] and is based on the work in [1, 3, 5] . In the following, the sensor validation problem is introduced and two approaches to the problem are AIAA
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The Sensor Validation Problem While we will apply the approaches in this paper to nonlinear systems, we will use the following linear system to illustrate the concept of sensor validation:
x is the system state vector, u is the system input vector, and y is the system output vector. A, B, and C are system matrices of appropriate dimension.
The "m" outputs or measurements, y, are a linear function of the 
.,...,.....,.,., Thus fast fault detection is critical to avoid a degraded mode.
One of the issues with a dual In this example a nonlinear observer is used to estimate the value of MMVFB. This particular observer uses two neural networks to estimate the core rotor speed, XNH, which is used to provide steady state correction to the MMVFB estimate as shown in Figure   6 . This steady state correction prevents the accumulation of an error in MMVFB that could build up over time.
Note that this correction term has an integral error term separate from the integral within the fuel valve dynamic model. A separate integral was used to avoid having to retune the deadband used within the fuel valve dynamic model (Figure 7 ). Not shown in Figure 6 is a range limit that was part of the integrator limit and windup protection logic that was included in this model. The dynamic behavior of MMVFB is estimated using a first order model that was identified from simulation data. This first order, nonlinear fuel valve dynamic model is shown in Figure   7 and contains a deadband nonlinearity. The original 1260 operating points were combined with two perturbations around these 1260 operating points to form a total set of 3780 steady state operating points that were used to evaluate the steady state observer performance. Also, the dynamic performance of the observer was evaluated using a PLA "SLAM" from PLA=21
to 75 and back to 21. This maneuver was performed at 420 different operating points obtained from the same variations in ALT, XM and DTAMB used to generate the steady state estimates. The initial goal for this phase of training was to estimate the measured values within 4% of the "true" value. Figure  12 shows the 7-10-4-10-7 autoassociative neural network and the sensor variables used as inputs to this network. This network has 31 neurons, 220 weights and 31 biases to be adjusted during the training process.
In Figure 12 , the subscript "c" stands for a corrected value.
Network Training
Besides the selection of the analytically redundant sensors as previously described, network training plays a critical role in the success of the sensor validation scheme.
There are three steps in the network training.
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The first step is the generation of the training data from data collected from the previously described 1260 operating points defined by the variations in ALT and XM (in Figure 8) The second step is the actual training. The goal is to train the Auto-Associative Neural Network so that:
1) the network output vector matches the input vector at each operating point; and
2) the network output vector shall be insensitive to a single sensor deviation from its "normal" reading.
In this study, a back-propagation algorithm is used to adjust the weights of the network so that the network output will return the desired sensor measurements for both the normal data set and the simulated failed sensor data set.
Because the nature of the desired neural network is not a simple functional map, it is necessary to modify the training procedures in order to achieve the best results.
The following factors were used for the neural network training:
1) Normalization of the sensor data: All the sensor data are normalized and scaled to have a value between -1 and +1. This is to assure that all sensors will have approximately the same sensitivities.
2) Training with normal data set: The network is first trained with the normal data set to quickly train the network to perform under the normal conditions. By normal we mean, "no fault".
3) Training with simulated failed sensor data set: A sensor failure is simulated by adding a random number to a selected sensor reading in the normal data set. There are two methods of training using the failed sensor data. The first method generated a complete training set with only one failed sensor on each measurement set. It was found that this type of training tended to be slow and sometimes it was difficult to achieve the desired results.. The second training method varied which sensor was failed within the training set. In this case, a sensor was randomly selected and random biases were added to the sensor reading. The goal of training with data containing faults is to adjust the weights so that the neural network will minimize the effect of the bad sensor readings by using other sensors to provide a good estimate.
In this training, it was also found to be helpful to freeze the first layer weights connected to the node of the bad sensor during the back-propagation weight adjustment.
This prevented the failed sensor from being totally 4) ignored, but required a modification to the standard back propagation scheme.
Step size and momentum term: faulty sensor to an estimated value, in the following we focus primarily on the estimate accuracy of the autoassociative neural network. We will show a simulated slow soft fault, then a fast soft fault, and finally we will consider a hard fault.
In Figure 13 , the slow soft fault was simulated for the low rotor speed, XNL, by adding a bias to the sensed value of XNL.
The _ /,,-- We do not know the control law, but we believe that the transient in Figure  15 is different from the responses shown in Figure  13 and 14 for XNL because of how XNH is used in the control system. The controller recovered in about two seconds.
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