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Abstrat
We prove explit formulas for the deomposition of a dierential graded Lie
algebra into a minimal and a linear L∞-algebra. We dene a ategory of metri
L∞-algebras, alled Palamodov L∞ algebras, where the struture maps satisfy
a ertain onvergene ondition and dedue a deomposition theorem for dier-
ential graded Lie algebras in this ategory. This theorem serves for instane to
prove the onvergene of the Kuranishi map assigned to a dierential graded Lie
algeba.
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Introdution
As observed by Kontsevih [8℄ and others, any L∞-algebra over a eld of harateris-
ti zero an be deomposed into a diret sum of a minimal and a linear ontratible
L∞-algebra. This means that there exists an L∞-struture on the ohomology H(L)
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of the omplex (L, d), where d is the linear omponent of the L∞-struture of L, suh
that H(L) is a diret summand of L, not only as a graded module but also as an L∞-
algebra. This has two important onsequenes: rst, any quasi-isomorphism between
L∞-algebras over a eld of harateristi zero an be inverted (we may thus speak
of L∞-equivalene) and seondly, the deformation funtors (loal Artin rings)→(sets)
assigned to quasi-isomorphi DG Lie algebras (see [8℄ or [13℄) are isomorphi. Thus,
if the deformations of an objet are governed by a DG Lie algebra L (i.e. defor-
mations of the objet orrespond to Maurer-Cartan elements of L and equivalent
deformations are in the same orbit of the ation of a Lie group related to L0), then
the L∞-equivalene lass of L ontains the formal deformation theory of the objet.
For example, the base of a formally versal deformation, if it exists, is dened by the
Kuranishi-map H(L)1 −→ H(L)2, whose Taylor oeients are the restritions of the
L∞-struture maps of H(L). This motivates the question of an expliit desription
of the L∞-struture on H(L) and of an L∞-map H(L) → L in the ase where L is
just a DG Lie algebra (reursion formulas were already indiated by Kontsevih [7℄
and Huebshmann/Stashe [4℄). We give an expliit desription for the struture on
H(L) in funtion of a splitting (i.e. a degree −1 map η : L→ L with dηd = d) of the
omplex (L, d), and an expliit desription of an L∞-isomorphism H(L)⊕ (F, d) → L,
where F is the omplement of H(L) in L. The improvement with respet to [20℄ is
that now, we also have an expliit desription of the map (F, d) → L. In [20℄, the
existene of suh a map was obtained by obstrution theory. Sine an inverse isomor-
phism an reursively be onstruted by the inverse funtion theorem for L∞-algebras,
this allows a omplete algorithmi deomposition of a split DG Lie algebra.
There is the deeper question of the onvergene of the Kuranishi map. The present
paper ontains a quite general answer to this question: To formulate the main result,
we need some analyti language: First of all, the algebrai language of L∞-algebras
or equivalently, of formal DG manifolds, is not suient for onvergene questions. It
would be straight forward, but for many deformation problems still not suient, to
dene Banah L∞-algebras, i.e. L∞-strutures (µn)n∈N on underlying graded Banah
spaes L, suh that the formal sums
∑
n
1
n! µ˜n, with µ˜n(x) = µn(x, . . . , x) onverge
on some zero neighbourhood. We introdue, more generally, Palamodov L∞-algebras,
where the underlying graded vetor spaes do not even have a norm but a metri de-
ned by a ountable family of semi-norms. We need a subtable notion of onvergene,
for this ontext. For Palamodov DG Lie algebras admitting a splitting, we prove the
onvergene of the struture µ on H(L) and of the map H(L) ⊕ F → L and sine
the inverse funtion theorem is valid for Palamodov L∞-algebras, this implies the
deomposition
(L, d, [·, ·]) ∼= (H,µ)⊕ (F, d)
in the ategory of Palamodov L∞-algebras. Reall that this deomposition speialises
to the Banah ontext.
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1 Formal DG manifolds
In this setion, we give a detailed review of the orrespondene between L∞-algebras,
formal DG-manifolds and free DG oalgebras. Experts may skip this setion.
1.1 Graded symmetri and exterior algebras
Let K be a ommutative ring of harateristi zero. For a graded K-module M , the
graded symmetri algebra SM is dened as the tensor algebra TM = ⊕n≥0M⊗n
modulo the relations m1 ⊗ m2 − (−1)m1m2m2 ⊗ m1 = 0. We denote the graded
symmetrial produt by ⊙. The algebra TM (resp. SM) is bigraded. The graduation
on TM (resp. SM) dened by g(m1 ⊗ . . . ⊗ mn) = g(m1) + . . . + g(mn) (resp.
g(m1⊙. . .⊙mn) = g(m1)+. . .+g(mn)), where g is the graduation ofM , will be alled
linear graduation. The one dened by g(m1⊗. . .⊗mn) = n (resp. g(m1⊙. . .⊙mn) =
n) will be alled polynomial graduation. On S+M := ⊕n≥1M⊙n, there is a natural
K-linear omultipliation ∆+ : S+M → S+M ⊗ S+M , given by
m1⊙. . .⊙mn 7→
n−1∑
j=1
∑
σ∈Sh(j,n)
ǫ(σ,m1, . . . ,mn)mσ(1)⊙. . .⊙mσ(j)⊗mσ(j+1)⊙. . .⊙mσ(n),
where the sign ǫ(σ) := ǫ(σ,m1, . . . ,mn) is dened in suh a way that mσ(1) ⊙ . . . ⊙
mσ(n) = ǫ(σ)m1 ⊙ . . . ⊙mn. Note that Kern∆+ = M . On SM , there is a K-linear
omultipliation ∆, dened by ∆(1) := 1 ⊗ 1 and ∆(m) := m ⊗ 1 + ∆′(w) + 1 ⊗m,
for m ∈ S+M . Note that ∆ is injetive.
For a graded module L, the graded exterior algebra
∧+ L without unit is dened as
the tensor algebra T+L = ⊕n≥1L⊗n modulo the relations a1⊗a2+(−1)a1a2a2⊗a1 = 0.
We denote the graded exterior produt by ∧. By L[1], we denote the graded module
with L[1]i = Li+1 and by ↓ the anonial map L → L[1] of degree −1. Set ↑:=↓−1.
Remark that for eah n ≥ 1, there is an isomorphism
↓n:
∧n
L −→ L[1]⊙n
a1 ∧ . . . ∧ an 7→ (−1)(n−1)·a1+...+1·...an−1 ↓ a1 ⊙ . . .⊙ ↓ an.
Its inverse map is given by (−1)n(n−1)2 ↑n. In this formula, we dedue the sign from the
Koszul onvention. More generally, for homogeneous graded morphisms f, g of graded
modules, we set (f ⊗ g)(a⊗ b) := (−1)gaf(a)⊗ g(b). In the exponent, a always means
the degree of an homogeneous element (or morphism) a and ab means the produt of
degrees and not the degree of the produt.
For σ ∈ Σn and a1, . . . , an ∈ L, we dene the sign χ(σ) := χ(σ, an, . . . , an) in suh a
way that
aσ(1) ∧ . . . ∧ aσ(n) = χ(σ)a1 ∧ . . . ∧ an.
The orrelation between χ and ǫ is given by
χ(σ, a1, . . . , an) = (−1)(n−1)(a1+aσ(1))+...+1·(an−1+aσ(n−1))ǫ(σ, ↓ a1, . . . , ↓ an),
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for a1, . . . , an ∈ L. For a graded module V , we dene two dierent ations of the
symmetri group Σn on V
⊗n
: The rst one is given by
(σ, v1 ⊗ . . . ⊗ vn) 7→ ǫ(σ, v1, . . . , vn)vσ(1) ⊗ . . . ⊗ vσ(n).
The appliation of a σ ommutes with the anonial projetion V ⊗n → V ⊙n. The
seond one is given by
(σ, v1 ⊗ . . . ⊗ vn) 7→ χ(σ, v1, . . . , vn)vσ(1) ⊗ . . . ⊗ vσ(n).
Here, the appliation of a σ ommutes with the anonial projetion V ⊗n → ∧nV .
When we work with symmetri powers, we use the rst ation; when we work with ex-
terior powers, we use the seond one. Sine the ontext shall always be lear, we don't
distinguish both ations by dierent notation. We will use the (anti-)symmetrization
maps:
αn :=
∑
σ∈Σn
σ. : V ⊗n −→ V ⊗n.
When σ. denotes the rst ation, αn an be onsidered as a map V
⊙n → V ⊗n; when σ.
denotes the seond ation, αn an be onsidered as a map ∧nV → V ⊗n. Furthermore,
for both ases, we will use the maps
αk,n :=
∑
σ∈Sh(k,n)
σ. : V ⊗n −→ V ⊗n.
For the natural projetion π : V ⊗n → V ⊙n (resp. V ⊗n → ∧n V ), we have
π ◦ α = n! Id .
1.2 Free dierential graded oalgebras
Let (C1,∆1) and (C2,∆2) be oalgebras. Remember that a module homomorphism
F : C1 → C2 is a oalgebra morphism, if and only if the diagram
C1
F
//
∆1

C2
∆2

C1 ⊗ C1 F⊗F // C2 ⊗ C2
(1.1)
ommutes. Eah oalgebra morphism F : (SM,∆) → (SM ′,∆) satises F (1) =
1. The restrition F 7→ F |S+M is a one-to-one orrespondene between oalge-
bra morphisms (SM,∆) → (SM ′,∆) and oalgebra morphisms F : (S+M,∆+)→
(S+M
′,∆+). We x the following notions:
Fˆn :=F |M⊙n :M⊙n −→ SM ′
Fk,l := prM ′⊙l ◦Fˆk :M⊙k −→M ′
⊙l
Fn :=Fn,1 : M
⊙n −→M ′
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Sometimes, we shall onsider the maps Fn as graded symmetri maps M
⊗n → M ′
instead of maps M⊙n → M ′. For eah multi-index I = (i1, . . . , ik) ∈ Nk, we set
I! := i1! · . . . · ik! and |I| := i1 + . . .+ ik and
FI :=
1
I!k!
(Fi1 ⊙ . . .⊙ Fik) ◦ αn.
Here, by Fi1 ⊙ . . .⊙ Fik , we mean the omposition of Fi1 ⊗ . . .⊗ Fik and the natural
projetion M ′⊗k →M ′⊙k. A morphism F : SM → SM of graded oalgebras is alled
strit, if Fn = 0 for eah n ≥ 2.
For a oalgebra (C,∆), remember that a module homomorphism Q : C → C is a
oderivation, if and only if the diagram
C
Q
//
∆

C
∆

C ⊗ C Q⊗1+1⊗Q // C ⊗ C
(1.2)
ommutes. We x the following notions:
Qˆn :=Q|M⊙n :M⊙n −→ SM
Qk,l := prM⊙l ◦Qˆk :M⊙k −→M⊙l
Qn :=Qn,1 :M
⊙n −→M
Observe that there is a one-to-one orrespondene between degree i oderivations on
(S+M,∆
+) and degree i oderivations of Q degree +1 on (SM,∆) with Q(1) = 0.
By the following proposition, there is a one-to-one orrespondene between degree i
oderivations Q : SM → SM and sequenes of linear maps Qn : SnM →M of degree
i, and a one-to-one orrespondene between oalgebra maps F : SM → SM ′ and
sequenes of linear maps Fn : SnM →M ′, n ≥ 1.
Proposition 1.1. Let Q (resp. Q′) be a degree i oderivation on SM (resp. SM ′)
and F := SM → SM ′ a morphism of graded oalgebras. Then, for n ≥ 1 and
1 ≤ l ≤ n+ 1, 1 ≤ k ≤ n, we have
Qn,l = (Qn−l+1 ⊗ 1⊗ . . .⊗ 1) ◦ αn−l+1,n
and
Fn,k =
∑
i1+...+ik=n
FI .
The map F respets the oderivations Q and Q′ if and only if F (Q(1)) = Q′(1) and
for eah n ≥ 1, we have
n∑
k=1
∑
I∈Nk
|I|=n
Q′k ◦ FI =
∑
k+l=n+1
Fl ◦ (Qk ⊗ 1⊗ . . .⊗ 1) ◦ αk,n. (1.3)
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On the right hand-side, the sum is over all l ≥ 1 and k ≥ 0. The term (Q0⊗ 1⊗ . . .⊗
1)(m1 ⊗ . . .⊗mn) must be interpreted as Q0(1) ⊗m1 ⊗ . . .⊗mn.
Set Coderi(SM) to be the module of degree i oderivations. The diret sum Coder(SM) =
⊕i∈Z Coderi(SM) is a graded Lie algebra with graded ommutator
[Q, q] = Q ◦ q − (−1)Q·qq ◦Q
as Lie braket. Expliitly,
[Q, q]n =
∑
k+l=n+1
Ql ◦ (qk ⊗ 1⊗n−k) ◦ αk,n − (−1)Q·qql ◦ (Qk ⊗ 1⊗n−k) ◦ αk,n. (1.4)
Observe that a degree 1 oderivation Q on SM is a odierential (i.e. Q2 = 0) if and
only if, for eah n ≥ 0, we have∑
k+l=n+1
Ql(Qk ⊗ 1⊗n−k) ◦ αk,n = 0.
By denition, a free DG oalgebra is a pair (SM,QM ), whereM is a graded K-module
and QM is a degree one odierential on SM . A morphism of free DG oalgebras is
a oalgebra map of degree zero respeting the odierentials.
1.3 Formal vetor elds as oderivations
Before we introdue the equivalent notions of formal DG manifolds and L∞-algebras,
we make some remarks on analyti spae germs and on analyti vetor elds: An
analyti funtion f : CN −→ Cm dened on a neighbourhood of 0 an weather be
represented by a power series
f(x) =
∑
ν
aνx
ν
with oeients aν in C
m
or as a sum
f(x) =
∞∑
n=0
1
n!
f˜n(x),
where f˜n(x) = fn(x, . . . , x), for a uniquely dened symmetri n-linear map fn : C
N ⊗
. . .⊗CN −→ Cm. The map f˜n is the n-th Taylor oeient of f . The relation between
the oeients aν and fn is given by the formulas
fn =
∑
|ν|=n
aν(e
∗)⊙ν
and
aν =
1
n!
f|ν|(e
⊙ν).
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For the veriation of this formulas, remark that
(aν(e
∗)⊙ν)∼(x) =
|ν|!
ν!
aν(e
∗)⊙ν(x⊙ν) = |ν|!aνxν .
Let R = C〈ej〉j∈J be a free g-nitely generated algebra over the onvergent power
series algebra R0 = C{ej}j∈J0 . Let Rˆ = C[[xj ]] be the m-adi ompletion of R,
where m is the ideal generated by the xj; j ∈ J . Consider the graded C-vetor spae
M =
∐
j∈J Cej with generators of degree −g(ej) = g(xj). Consider SM as graded
oalgebra. The multipliation ⊙ in the dual algebra (SM)∗ of (SM,∆) is given by
(a⊙ b)(m) = (a⊗ b)(∆(m)) =
∑
σ∈Sh(k,k+l)
ǫ(σ,m)(−1)m′σ ·ba(m′σ) · b(m′′σ),
for a ∈ (M⊙k)∗, b ∈ (M⊙l)∗ and m ∈ M⊙k+l. We have an isomorphism Rˆ → (SM)∗
of graded algebras sending xj to the dual generator e
∗
j of M
∗
. The inverse map is
given by
f 7→
∞∑
n=0
∑
|ν|=n
1
ν!
fn(e
⊙ν) · xν ,
where we sum only over the ordered multi-indies with indies of odd degree appearing
at most one. For an ordered multi-index ν = (ν1, . . . , νN ), we have
(e∗)⊙ν := (e∗1)
⊙ν1 ⊙ . . .⊙ (e∗N )⊙νN = ν!(e⊙ν)∗.
Let m be the anonial maximal ideal of Rˆ and set Der(Rˆ) = ⊕i∈ZDeri(Rˆ) to be the
graded vetor spae of all C-linear, m-adi ontinuous derivations of Rˆ. The graded
ommutator denes a graded Lie struture on Der(Rˆ). Observe that the dualization
map Q 7→ Q∗ is an isomorphism of graded Lie algebras
Coder(SM) −→ Der(S(M)∗).
The inverse map sends a derivation δ to the sum
∑
j∈J ej · δ(e∗j ).
Consider an open subset M of Cm with 0 ∈M . An analyti vetoreld q on M is an
analyti map M → Cm. Loally at 0, it is given by a power series
q˜ : x 7→
∞∑
n=0
1
n!
qn(x, . . . , x),
where qn : C
m × . . . × Cm → Cm is a unique symmetri n-linear map, i.e. q˜n : x 7→
qn(x, . . . , x) is a homogeneous polynomial funtion of degree n. Reall that as a Lie
algebra, we an identify the set of analyti vetorelds on M with the Lie algebra of
C-linear derivations of the setion algebra Γ(OM ,M), where the Lie braket is the
ommutator of derivations. The following exerise gives the algebrai desription of
this Lie braket:
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Exerise 1. For vetorelds Q, q onM , we have [Q, q](x) =
∑∞
n=0
1
n! [Q, q]
∼
n (x), where
the symmetri n-linear map [Q, q]n is given by the following formula:
[Q, q]n(x1, . . . , xn) =∑
k+l=n+1
∑
σ∈Sh(k,n)Ql(qk(xσ(1), . . . , xσ(k)), xσ(k+1), . . . , xσ(n))−
ql(Qk(xσ(1), . . . , xσ(k)), xσ(k+1), . . . , xσ(n)).
(1.5)
If we replae M by an arbitrary vetor spae, we an dene the Lie algebra of formal
vetorelds on M , i.e. of formal sums q =
∑ 1
n! q˜n, where eah qn : M
⊗n → M is
a symmetri n-linear map and the braket [Q, q] of formal vetorelds Q, q on M is
the formal sum
∑
[Q, q]n, where [Q, q]n is dened by the equation (1.5). To dene
formal DG manifolds, we generalise the denition of formal vetorelds to the graded
ontext, where the word symmetry is replaed by the word graded symmetry.
1.4 Formal DG manifolds and L∞-algebras
Let M be a graded K-module. A formal vetoreld of degree i ∈ Z on M is a
formal sum q =
∑ 1
n! q˜n, where eah qn : M
⊗n → M is a graded symmetri n-linear
map of linear degree i. Set Vecti(M) to be the K-module of formal vetorelds of
degree i on M . The diret sum Vect(M) :=
∑
i∈ZVect
i(M) has a graded Lie algebra
struture with Lie braket dened by equation (1.4). By denition, the graded Lie
algebras Vect(M) and Coder(SM) are anonially isomorphi. A formal DG man-
ifold is a pair (M,QM ), where M is a graded K-module and QM is a formal degree
one vetoreld on M with [QM , QM ] = 0. In other words, a formal DG manifold
is a pair (M,QM ) suh that the pair (SM,QM ) is a free DG oalgebra. A mor-
phism f : M −→ M ′ of formal DG manifolds is a formal sum f = ∑∞n=0 f˜n, where
fn : M
⊗nnachM is a graded symmetri map suh that the family (fn)n≥1 denes
a morphism SM −→ SM ′ of DG oalgebras. Thus, the ategory DG −Manf of
formal DG manifolds is anonially isomorphi to the ategory of free DG oalgebras.
Geometrially, a morphism of formal DG manifolds is a morphism of spae germs,
equivariant with respet to the given vetorelds.
Remember that a module L with a sequene of maps µn :
∧n L −→ L of degree 2−n,
for n ≥ 0, is alled an L∞-algebra if the pair (M,QM ) with M := L[1], and
Qn := (−1)n(n−1)/2 ↓ ◦µn◦ ↑n:M⊙n −→M
is a formal DG manifold. This ondition is equivalent to the equations∑
k+l=n+1
∑
σ∈Sh(k,n)
(−1)k(l−1)χ(σ)µl(µk(aσ(1), . . . , aσ(k)), aσ(k+1), . . . , aσ(n)) = 0 (1.6)
for eah n ≥ 0 and a1, . . . , an ∈ L. In the literature, µ0 is mostly assumed to be
trivial. If this is the ase, (L, µ1) is a DG module. An L∞-algebra (L, µn)n≥1 is alled
minimal, if µ1 = 0. It is alled linear, if µi = 0 for i ≥ 2.
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Let (L, µ∗) and (L
′, µ′∗) be L∞-algebras. Set M := L[1], M
′ := L′[1]. A sequene of
maps fn :
∧n L −→ L′; n ≥ 1 of degree 1 − n is alled L∞-morphism, if the maps
Fn := W
⊙n −→ W ′ indued by fn (expliitly: Fn = (−1)n(n−1)/2 ↓ ◦fn◦ ↑n) dene a
morphism of formal DG manifolds. Rewrite ondition (1.3) in terms of fn and µn:
µ′1 ◦ fn −
∑
i+j=n
(−1)i
2 µ
′
2(fi, fj) ◦ αi,j
+
∑n
k=3
∑
I∈Nk
|I|=n
(−1)k(k−1)/2+i1(k−1)+...+ik−1·1µ′k ◦ fI
=
∑
k+l=n+1(−1)k(l−1)fl ◦ (µk ⊗ 1⊗ . . .⊗ 1) ◦ αk,n
(1.7)
For the ase where L′ is a dierential graded Lie-algebra, i.e. µ′k = 0 for k = 0 and
k ≥ 3, set d := µ′1 and [ , ] := µ′2. We get the following onditions for the maps fn to
dene an L∞-morphism (see Denition 5.2 of [11℄):
dfn(a1, . . . , an)−∑
i+j=n
∑
σ χ(σ)(−1)i+(j−1)(aσ(1)+...+aσ(i))[fi(aσ(1), . . . , aσ(i)), fj(aσ(i+1), . . . , aσ(n))]
=
∑
k+l=n+1
∑
σ∈Sh(k,n)(−1)k(l−1)χ(σ)fl(µk(aσ(1), . . . , aσ(k)), aσ(k+1), . . . , aσ(n)),
where a1, . . . , an ∈ L and the seond sum goes over all σ in Sh(i, n) suh that σ(1) <
σ(i + 1). A morphism f : (L, µn)n≥1 −→ (L′, µ′n)n≥1 of L∞-algebras is alled an
L∞-quasi-isomorphism, if f1 is a quasi-isomorphism of dierential graded modules.
Proposition 1.2. Let f : M −→ M ′ be a morphism of formal supermanifolds. Sup-
pose, there is a module homomorphism g′ : M ′ −→M suh that g′ ◦ f1 = IdM . Then,
there is a morphism g : M ′ −→ M of formal supermanifolds suh that g1 = g′ and
gf = IdM . If f1 is an isomorphism with inverse g and if f is Q-equivariant and if g
′
respets QM
′
1 and Q
M
1 , then g an be hosen Q-equivariant as well.
Proof. One an hek diretly that the sequene of maps dened by
gn := −
n∑
k=2
∑
I∈Nk
|I|=n
g1 ◦ fk ◦ (gI),
for n ≥ 2, dene a morphism of formal supermanifolds with the desired property.
2 Trees
Trees were rst used by Kontsevih/ Soibelman [9℄ to desribe the A∞-struture that
a DG module, homotopy equivalent to a dierential graded algebra inherits. We
have a similar objetive, but for L∞-algebras instead of A∞-algebras. Trees in our
denition are always binary trees. We give a denition of binary trees and assign
several invariants to them, whih are important in order to get good signs later on.
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2.1 Denitions
A (binary) tree with n leaves onsists of a pair φ = (φ, V ) where V = {K0, . . . ,Kn−2}
denotes a set of ramiations and φ : {K1, . . . ,Kn−1} −→ {K0, . . . ,Kn−1} is a map,
suh that for eah i = 0, . . . , n− 2,
(i) the inverse image φ−1(Ki) ontains at most 2 elements;
(ii) there is an n ≥ 0 suh that φn(Ki) = K0.
K0 is alled root of φ. There is a tree with one leaf and no ramiation whih will
always be denoted by τ . An orientation of a tree (φ, V ) is a family π = (πK)K∈V
of inlusions πK : φ
−1(K) −→ {1, 2}. The triple φ = (φ, V, π) is alled an oriented
tree. For eah oriented tree (φ, V, π), there is a natural ordering on the set V : For
K ∈ V \K0, suppose that φm(K) = K0. We set
v(K) :=
πφ(K)(K)
3m
+
πφ2(K)(φ(K))
3m−1
+ . . .+
πφm(K)(φ
m−1(K))
3
.
Set v(K0) := 0. Then v : V −→ R is injetive, hene it indues an ordering on V .
When we write down the value v(K) of a ramiation K in its 3-ary deomposition, we
just get an algorithm, how to get from the root K0 to K. For example 0.1121 means
go (in the driving diretion) right-right-left-right. When (φ, V, π) is an oriented tree
with n leaves, we an extend the map φ to a map φ˜ : V \K0 ∪ {1, . . . , n} −→ V suh
that
(i) For 1 ≤ i < j ≤ n, we have φ˜(i) ≤ φ˜(j).
(ii) For eah K ∈ V , φ˜−1(K) has exatly 2 elements.
The numbers 1, . . . , n stand for the leaves of φ. Furthermore, we an extend the map
v : K −→ [0, 1) on V˜ := V ∪{1, . . . , n} in suh a way that the 3-ary deomposition of
v(i) desribes the way from the root to the i-th leaf of φ, for i = 1, . . . , n. Then we
have v(i) < v(j), for 1 ≤ i < j ≤ n. In onsequene, we have an ordering on V˜ .
Two trees (φ, V ) and (φ′, V ′) are alled equivalent, if there is a bijetion f : V −→ V ′
of the ramiation sets suh that f ◦ φ = φ′ ◦ f . Two oriented trees (φ, V, π) and
(φ′, V ′, π′) are alled oriented equivalent, if there is a bijetion f : V −→ V ′ of the
ramiation sets suh that f ◦ φ = φ′ ◦ f and π′ ◦ f = π. When we draw oriented
trees, we shall put elements K ′ of φ−1(K) down left of K if πK(K
′) = 1 and down
right of K if πK(K
′) = 2.
Example 2.1. The following trees with three leaves are equivalent but not oriented
equivalent:
 
 
❅
❅
❅  
 ❅
❅ 
0.11 0.12
0.1
0
0.10.2
0
0.21
0.2
0.22
For eah ramiation and eah leaf, we have indiated its value.
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Set Ot(n) to be the set of equivalene lasses of oriented trees with n leaves. Observe
that the ardinality #Ot(n) of Ot(n) is given by the (n − 1)-st Catalan number
cn−1 =
1
n
(2(n−1)
n−1
)
whih equals
(2(n−1))!
n!(n−1)! . Using Stirling's
√
2πn · (n
e
)n ≤ n! ≤ 2 ·
√
2πn · (n
e
)n,
we get the following:
Lemma 2.2. #Ot(n) < 4n−1.
The set Ot(2) ontains just one element. We denote it by β. The set Ot(4) ontains
just the following elements:
 
 
  
 
 
 
❅
❅
❅❅  
 
  
 
 
❅
❅
❅
❅❅  
 
  
 ❅
❅
❅
❅❅  
 
  
❅
❅
❅
❅
❅
❅❅  
 
  
 
❅
❅
❅
❅
❅❅
For a tree (φ, V ) and K ∈ V , there is a tree φ|K with root K and ramiations
{K ′ ∈ V : φn(K ′) = K for an n ≥ 0}. We have to introdue several invariants: For
a tree φ with n > 1 leaves and 1 ≤ i ≤ n, set wφ(i) to be the dierene of the number
sφ(i) of ramiations of φ whih are smaller than i and i − 1. (i − 1 is the number
of leaves of φ, smaller than i.) For K ∈ V , set wφ(K) := wφ−φ|K (K), where on the
right hand-side, K is onsidered as leaf of φ− φ|K .
Remark 2.3. For K ∈ V , the integer wφ(K) is just the number of 1's arising in the
3-ary deomposition of v(K).
Now, for eah tree φ with at least 2 leaves, set e(φ) := (−1)wφ(1)+...+wφ(n). Set
e(τ) := 1. For example, we have e(β) = −1. For the rst tree in Example 2.1, we
have e(φ) = −1, and for the seond tree in Example 2.1, we have e(φ) = +1.
Now, let L be a graded module, φ an oriented tree with n leaves and B = (bK)K∈V
a family of bilinear maps L⊗ L −→ L. Reursively, we want to dene a multilinear
map
φ(B) : L⊗n −→ L.
(1) If φ has one leaf, i.e. B is empty, we set φ(B) := Id.
(2) If φ has only two leaves, i.e. V = {K0}, for a bilinear map b0 : L⊗L −→ L, we
set φ(b0) := b0.
(3) If φ−1(K0) ontains exatly one element, say K1, and πK0(K1) = 1, we set
φ(B) := b0 ◦ (φ|K1((bK)K∈V \K0)⊗ 1).
(4) If φ−1(K0) ontains exatly one element, say K1, and πK0(K1) = 2, we set
φ(B) := b0 ◦ (1⊗ φ|K1((bK)K∈V \K0)).
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(5) If φ−1(K0) = {K1,K2} with φK0(K1) = 1 and φK0(K2) = 2, we set
φ(B) := b0 ◦ (φ|K1((bK)K∈V1)⊗ φ|K2((bK)K∈V2)).
Here, V1 denotes the ramiation set of φ|K1 and V2 the ramiation set of φ|K2 .
2.2 Operations on trees
Addition Let (φ, V, π) and (φ′, V ′, π′) be oriented trees with disjoint ramiation
sets. Let R be a point in neither one of them. Set V ′′ := V ∪ V ′ ∪ {R}. We dene a
map ψ : V ′′ \R −→ V ′′ by ψ|V \K0 := φ, ψ|V ′\K ′0 := φ′ and ψ(K0) := ψ(K ′0) := R.
There is a family (π′′K)K∈W of inlusions π
′′
K : ψ
−1(K) −→ {0, 1} with π′′K = πK , for
K ∈ V , π′′K = π′K for K ∈ V ′ and π′′R(K0) = 0 and π′′R(K ′0) = 1. Now, we set
(φ, V, π) + (φ′, V ′, π′) := (ψ, V ′′, π′′).
For example, we have τ + τ = β. Eah tree an be reonstruted by addition out
of opies of τ . It is obvious how to dene the addition of non-oriented trees. The
addition of oriented trees is not ommutative. The addition of non-oriented trees is
ommutative.
Subtration Let (φ, V ) be a tree with n leaves and K ∈ V . Let l be the number of
leaves of φ|K . The denition of a tree φ− φ|K with n− l + 1 leaves is quite obvious.
Composition Let (φ, V, π) be an oriented tree with n leaves and let (ψ(1), V (1), π(1)),
. . . , (ψ(n), V (n), π(n)) be oriented trees. Let W be the disjoint union of V and all V (i).
For K ∈ V set n(K) := 2 − |φ−1(K)|. (This is the number of leaves belonging
to K.) Let K1 < . . . < Kl all elements K of V with n(K) > 0. We dene a map
Φ : W \K0 −→ W as follows: For K ∈ V \K0, set Φ(K) := φ(K). For K ∈ V (i)\K(i)0 ,
set Φ(K) := ψ(i)(K), and dene the values of Φ on the K(i) by
(Φ(K
(1)
0 ), . . . ,Φ(K
(n)
0 )) := (K1, . . . ,K1︸ ︷︷ ︸
n1 times
, . . . ,Kl, . . . ,Kl︸ ︷︷ ︸
nl times
).
Then, (Φ,W ) is a tree with a anonial orientation π′, given as follows: For eah
i, K ∈ V (i) and K ′ ∈ Φ−1(K), we set π′(K ′) := π(i)(K ′). For K ∈ V and
K ′ ∈ Φ−1(K) ∩ V , we set π′(K ′) := π(K ′). It remains to dene π′Ki on elements
of Φ−1(Ki) \ V , for i = 1, . . . , l. So, if n(Ki) equals 2, then Φ−1(Ki) \ V has two
elements, say K
(j)
0 and K
(k)
0 with j < k. Set ΦKi(K
(j)
0 ) := 1 and ΦKi(K
(k)
0 ) := 2. If
n(Ki) equals 1, then Φ
−1(Ki) has one element in V , say K and one element whih is
not in V , say K ′. Set ΦKi(K
′) := 1 if φKi(K) = 2 and ΦKi(K
′) := 2 if φKi(K) = 1.
We will denote this deomposition by Φ = φ◦(ψ(1), . . . , ψ(n)). The next lemma follows
diretly from the denitions:
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Lemma 2.4. In this situation, suppose that there is a family B = (bK)K∈W of bilinear
maps L ⊗ L −→ L. Set B(0) := (bK)K∈V and B(i) := (bK)K∈V (i), for i = 1, . . . , n.
We have
φ ◦ (ψ(1), . . . , ψ(n))(B) = (−1)exponentφ(B(0)) ◦ (ψ(1)(B(1))⊗ . . .⊗ ψ(n)(B(i))),
where the exponent is the sum
(
∑
K∈V (1)
bK)(
V >1∑
K∈V
bK) + . . . + (
∑
K∈V (n−1)
bK)(
V >n−1∑
K∈V
bK).
We remind that V > i means that the value v(V ) is greater than the value v(i) of the
i-th leaf of φ.
3 Deomposition of dierential graded Lie algebras
Let L = (L, d, [·, ·]) be a dierential graded Lie algebra, where the dierential d is
of degree +1. Suppose that there is a splitting η, i.e. a map of degree −1 suh
that dηd = d. Furthermore, suppose that η2 = 0 and ηdη = η. When we use a
Lie braket on Hom(L,L), we mean the graded ommutator. Observe that [d, η] is
a projetor, and we an identify the ohomology H(L) with the graded submodule
H := Fix(1 − [d, η]) of L. Set F to be the d-invariant submodule Fix([d, η]) of L.
We an onsider the pair (F, d) as an L∞-algebra. As DG module, we have a deom-
position (L, d) ∼= (H, 0) ⊕ (F, d). The aim of this setion is to onstrut a minimal
L∞-struture on H suh that the deomposition L ∼= H⊕F still holds in the ategory
of L∞-algebras. We begin with the onstrution of an L∞-algebra map g : F → L.
In the next theorem, for a tree φ ∈ Ot(n), we write Φ for the multilinear map
φ([·, ·], . . . , [·, ·]) : L⊗n −→ L.
Theorem 3.1. The following graded anti-symmetri maps gn : F
⊗n −→ L of degree
1− n dene a morphism g : F −→ L of L∞-algebras:
g1 :=inlusion
g2 :=
−1
2
· [η·, ·] ◦ α2
...
gn :=(
−1
2
)n−1
∑
φ∈Ot(n)
Φ ◦ (ηn−1 ⊗ 1) ◦ αn
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Proof.
(−1)n−1gn ◦ (d⊗ 1⊗n−1) ◦ α1,n =
(
1
2
)n−1
∑
φ∈Ot(n)
∑
i+j=n−1
Φ ◦ (η⊗n−1 ⊗ 1) ◦ (1⊗i ⊗ d⊗ 1⊗j) ◦ αn =
(
−1
2
)n−1
∑
φ∈Ot(n)
∑
i+j=n−2
(−1)i−1 · Φ ◦ (η⊗i ⊗ 1⊗ η⊗j ⊗ 1) ◦ αn+
(
−1
2
)n−1
∑
φ∈Ot(n)
∑
i+j=n−1
Φ ◦ (1⊗i ⊗ d⊗ 1⊗j) ◦ (η⊗n−1 ⊗ 1) ◦ αn =
(
−1
2
)n−1
∑
i+j=n
(−1)i
∑
φ1∈Ot(i)
∑
φ2∈Ot(j)
[Φ1 ◦ (ηi−1 ⊗ 1) ◦ αi,Φ2 ◦ (ηj−1 ⊗ 1) ◦ αj] ◦ αi,n+
(
−1
2
)n−1
∑
φ∈Ot(n)
d ◦ Φ ◦ (η⊗n−1 ⊗ 1) ◦ αn =
−1
2
∑
i+j=n
(−1)i[gi, gj ] ◦ αi,n + d gn.
Thus, ondition (1.7) is veried.
Remark that in the proof of Theorem 3.1, we didn't make use of the Jaobi identity.
However, the Jaobi identity eets that many of the terms in the deomposition of
gn annihilate eah other. Before using the formulas in a omputer algorithm, one has
to study this more losely.
Now we ome to the slightly more diult onstrution of an L∞-algebra struture
µ∗ on H := H(L, d) with µ1 = 0 and of an L∞-quasi-isomorphism f : H → L. In the
A∞-ontext, the existene of an A∞-struture on the ohomology of a DG algebra A
had already be shown (for A onneted) by Kadeishvili [6℄, Gugenheim/ Stashe [3℄
and (in the general ase) by Merkulov [16℄. Merkulov gives a reursion formula for
onstrution of the higher produts. A similar reursion formula for the L∞-ase an
be found in the artile [4℄ of Huebshmann and Stashe. Kontsevih and Soibelman
[9℄ rewrote the higher terms obtained by Merkulov's onstrution (A∞-ase) in terms
of deorated trees. Their formulas are still reursion formulas.
We have to make some preparations. First of all, there is the following simple but
important lemma:
Lemma 3.2. Let n ≥ 3 be a natural number. There is a 1:1-orrespondene be-
tween triples (Φ,K, σ), where Φ = (Φ, V, π) is an oriented tree with n leaves, K is a
ramiation in V , σ a permutation in Σn and 6-tuples (k, φ, ψ, ρ, γ, δ), where k is a
natural number with 2 ≤ k ≤ n − 1, φ is a tree in Ot(k), ψ is a tree in Ot(l) where
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l := n+ 1− k, ρ is a shue in Sh(k, n) and γ ∈ Σl, δ ∈ Σk are permutations.
K
︸ ︷︷ ︸
r=3 leaves
smaller K ︸ ︷︷ ︸
k=3 leaves of φ
 
 
 
 
 
 
 
❅❅  
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅❅
 
 
 
❅❅
❅
❅
❅
Example:
The ne lines represent the tree ψ and the fat lines the
tree φ.
In the sequel, the rst r leaves of Φ will be assoiated to
the indexes σ(1) = ρ(γ(1) + k − 1), . . . , σ(r) = ρ(γ(r) +
k − 1), the following k leaves to the indexes σ(r + 1) =
ρ(δ(1)), . . . , σ(r + k) = ρ(δ(k)) and the remaining leaves
to the indexes σ(r+k+1) = ρ(γ(r+2)+k−1), . . . , σ(n) =
ρ(γ(l) + k − 1).
To the triple (Φ,K, σ), we assoiate the following data: Set k to be the number of leaves
of Φ|K , φ := Φ|K , ψ := Φ − φ. Let r be the number of leaves F of Φ with F < K.
The shue ρ is hosen in suh a way that {ρ(1), . . . , ρ(k)} = {σ(r+1), . . . , σ(r+k)}.
The permutation δ is dened by δ(i) := ρ−1(σ(r+ i)), for i = 1, . . . , k and γ is dened
in the following way:
γ(i) :=


ρ−1(σ(i)) − k + 1 for i = 1, . . . , r
1 for i = r + 1
ρ−1(σ(i+ k − 1))− k + 1 for i = r + 2, . . . , l
In the other diretion, to the 6-tuple (k, φ, ψ, ρ, γ, δ), we assoiate the following data:
Set r := γ−1(1) − 1. Then Φ is the omposition
Φ = ψ ◦ (τ, . . . , τ︸ ︷︷ ︸
r times
, φ, τ, . . . , τ),
where τ again stands for the tree with one leaf. The ramiation K is the root of φ,
onsidered as ramiation of Φ and σ is given by
σ(i) :=


ρ(γ(i) + k − 1) for i = 1, . . . , r
ρ(δ(i − r)) for i = r + 1, . . . , r + k
ρ(γ(i − (k − 1)) + k − 1) for i = r + k + 1, . . . , n.
Now suppose that suh orresponding tuples (Φ, Kˆ, σ) and (k, φ, ψ, ρ, γ, δ) are given.
Let V ′ be the ramiation set of ψ and V ′′ the ramiation set of φ. Then V := V ′∪V ′′
is the ramiation set of Φ. Again, set r := γ−1(1)− 1. Remark that the ordering on
V depends on γ. We dene a permutation γ˜ ∈ Σl−1 by
γ˜(i) :=
{
γ(i) − 1 for i = 1, . . . , r
γ(i+ 1)− 1 for i = r + 1, . . . , l − 1.
Lemma 3.3. We keep all notation from above. Let B = (bK)K∈V be a family of
homogeneous bilinear forms L ⊗ L −→ L. Denote the subfamilies (bK)K∈V ′ and
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(bK)K∈V ′′ by B
′
and B′′. Set W to be the set of all ramiations K ∈ V suh that
K > Kˆ. Then we have
ψ(B′) ◦ γ ◦ (φ(B′′) ◦ δ ⊗ 1⊗ . . .⊗ 1) ◦ ρ
= (−1)r+rkψ(B′) ◦ (1⊗ . . .⊗ 1︸ ︷︷ ︸
r times
⊗φ(B′′)⊗ 1⊗ . . .⊗ 1) ◦ σ
= (−1)r+rk+
∑
K∈W bk ·B
′′
Φ(B) ◦ σ.
Proof. Let a1, . . . , an be homogeneous elements of L. We get
(ψ(B′) ◦ γ ◦ (φ(B′′) ◦ δ ⊗ 1⊗ . . .⊗ 1) ◦ ρ)(a1 ⊗ . . . ⊗ an) =
χ(ρ, a1, . . . , an)χ(δ, aρ(1), . . . , aρ(k))·
(ψ(B′) ◦ γ)(φ(B′′)(aρ(δ(1)) , . . . , aρ(δ(k)))︸ ︷︷ ︸
=:u1
⊗ aρ(k+1)︸ ︷︷ ︸
u2
⊗ . . .⊗ aρ(n)︸︷︷︸
ul
) =
χ(ρ, a1, . . . , an)χ(δ, aρ(1), . . . , aρ(k))χ(γ, u1, . . . , ul)ψ(B
′)(uγ(1), . . . , uγ(l)).
Using the following three formulas
χ(σ, a1, . . . , an) = (−1)kr+(aσ(1)+...+aσ(r))(aρ(1)+...+aρ(k))χ(ρ, a1, . . . , an)·
χ(δ, aρ(1), . . . , aρ(k))χ(γ˜, aρ(k+1), . . . , aρ(n)),
uγ(1) ⊗ . . .⊗ uγ(l) = (−1)B
′′(aσ(1)+...+aσ(r))·
(1⊗ . . .⊗ 1⊗ φ(B′′)⊗ 1 . . . ⊗ 1)(aσ(1) ⊗ . . .⊗ aσ(n)),
χ(γ, u1, . . . , ul) = (−1)r+u1(uγ(1)+...+uγ(r))χ(γ˜, u2, . . . , ul),
this expression is just
(−1)kr+rχ(σ, a1, . . . , an)ψ(B′)((1⊗ . . .⊗ 1⊗φ(B′′)⊗ 1⊗ . . .⊗ 1)(aσ(1) ⊗ . . .⊗ aσ(n))).
The seond equality of this Lemma is just a speial ase of Lemma 2.4.
We turn to the onstrution of an L∞-struture on H(L).
Proposition 3.4. The map [d, η] = dη + ηd is a projetion, i.e. [d, η]2 = [d, η]. And
H := Kern[d, η] is as module isomorphi to H(L). Remark that under the assumption
of the beginning of this setion, we have
H = Kern d ∩Kern η.
The braket on L indues a Lie-braket on H(L) and the indued braket on H (via
the isomorphism H −→ H(L)) is just given by (1− dη)[·, ·] = (1 − [d, η])[·, ·].
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For simpliity, we set g := η[·, ·].
Theorem 3.5. The following graded anti-symmetri maps µn : H
⊗n −→ H of degree
2− n dene the struture of an L∞-algebra on H:
µ1 : = 0
µ2 : = (1− dη)[·, ·]
...
µn : = (
−1
2
)n−1
∑
φ∈Otn
e(φ)φ((1 − [d, η])[·, ·], g, . . . , g) ◦ αn
Here, the sum is taken over all trees φ with n leaves and φ((1− [d, η])[·, ·], g, . . . , g) is
the n-linear form obtained by assigning the bilinear form (1− [d, η])[·, ·] to the root of
the tree φ and the bilinear form g to eah other ramiation. The sign e(φ) is dened
in Setion 2. and αn is the anti-symmetrization map.
Proof. We must show that∑
k+l=n+1
(−1)k(l−1)µl ◦ (µk ⊗ 1⊗ . . . ⊗ 1) ◦ αk,n = 0. (3.8)
Up to the fator (−1)n−1 this sum has the form∑
k
∑
φ,ψ
∑
ρ,γ,δ
(−1)k(l−1)e(φ)e(ψ)ψ((1 − [d, η])[·, ·], g, . . . , g) ◦ γ◦
◦ (φ((1 − [d, η])[·, ·], g, . . . , g) ◦ δ ⊗ 1⊗ . . .⊗ 1) ◦ ρ, (3.9)
where k ranges from from 2 to n− 1, l = n+1− k, φ and ψ vary in Ot(k) and Ot(l),
ρ in Sh(k, n), γ and δ in Σl and Σk. For orresponding tuples (k, φ, ψ, ρ, γ, δ) and
(Φ, Kˆ, σ) as in Lemma 3.2, we denote as usual r := γ−1(1) − 1 and by t the number
of ramiations of ψ, greater than r + 1. Using
e(Φ) = (−1)wΦ(Kˆ)(k−1)e(φ)e(ψ)
wΦ(Kˆ) = l − 1− r − t
and Lemma 3.3, the expression (3.9) an be expressed as∑
Φ∈Ot(n)
∑
Kˆ∈V \K0
e(Φ)(−1)r+wΦ(Kˆ)Φ(B) ◦ αn,
where B = (BK)K∈V is the family with bK0 = bKˆ = (1− [d, η])[·, ·] and bk = η[·, ·] for
K 6= K0, Kˆ. To show that the last term is zero, it is enough to show the following
two onditions:∑
Φ∈Ot(n)
∑
K∈V \K0
∑
σ∈Σn
(−1)r+wΦ(K)e(Φ)Φ((1−[d, η])[·, ·], g, . . . , g, [·, ·]︸︷︷︸
pos. K
, g, . . . , g)◦σ = 0.
(3.10)
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For eah tree Φ, we have∑
K∈V \K0
(−1)r+wΦ(K)e(Φ)Φ((1− [d, η])[·, ·], g, . . . , g, [d, η][·, ·]︸ ︷︷ ︸
position K
, g, . . . , g) ◦ σ = 0. (3.11)
The rst ondition follows by the Jaobi-identity and an easy ombinatorial argument.
In equation (3.11) the term annihilate eah other sine the dierential d trikles down
the branhes of Φ:
Initiation of the trikling: Suppose that Φ−1(K0) ontains an element K
′
with
πK0(K
′) = 1. We have the following piture:
0 =   ❅❅
(1− [d, η])d[·, ·]
η[·, ·] η[·, ·]
=   ❅❅
(1− [d, η])[·, ·]
dη[·, ·] η[·, ·]
+(−1)♯rami. of Φ|K′   ❅❅
(1− [d, η])[·, ·]
η[·, ·] dη[·, ·]
Here, we only have drawn the top of the tree Φ for the ase where Φ−1(K0) onsists
of two elements K ′,K ′′ and the orresponding bilinear forms. It is quite obvious how
this goes when Φ−1(K0) has only one element, sine d|H = 0.
Going-on of the trikling at a ramiation K ∈ V : We illustrate the ase, where
Φ−1(K) has two elements K ′,K ′′ with πK(K
′) = 1.
  ❅❅
ηd[·, ·]
η[·, ·] η[·, ·]
−   ❅❅
η[·, ·]
dη[·, ·] η[·, ·]
−(−1)♯rami. of Φ|K′   ❅❅
η[·, ·]
η[·, ·] dη[·, ·]
= 0
Iterating the trikling down to the leaves and using d|H = 0, we see that all terms in
the sum are annihilated.
Remark 3.6. The restrition of µ denes a formal map H1 −→ H2. One an show
that this is just the Kuranishi map as dened in [10℄.
Theorem 3.7. The following anti-symmetri maps fn : H
⊗n −→ L of degree 1 − n
dene an L∞-equivalene H −→ L (i.e. an L∞-quasi-isomorphism).
f1 : = inlusion
f2 : = −g
...
fn : = −(−1
2
)n−1
∑
φ∈Ot(n)
e(φ)φ(g, . . . , g) ◦ αn.
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Proof. For n ≥ 0, we have to prove the equation
dfn −
∑
i+j=n
(−1)i
2
[fi, fj ]αi,n =
∑
k+l=n+1
(−1)k(l−1)fl ◦ (µk ⊗ 1⊗ . . . ⊗ 1) ◦ αk,n
For l = 1, the right hand-side is just µn. Sine
dfn = (
−1
2
)n−1
∑
φ∈Ot(n)
e(φ)φ(−dη[·, ·], g, . . . , g) ◦ αn,
it is suient to show the following three identities:
−
∑
i+j=n
(−1)i
2
[fi, fj ]αi,n = (
−1
2
)n−1
∑
φ∈Ot(n)
e(φ)φ([·, ·], g, . . . , g) ◦ αn (3.12)
fl ◦ (φ([·, ·], g, . . . , g) ◦ αk ⊗ 1⊗ . . .⊗ 1) ◦ αk,n = 0 for l > 1, k + l = n+ 1. (3.13)
(
−1
2
)n−1
∑
φ∈Ot(n)
e(φ)φ(ηd[·, ·], g, . . . , g) ◦ αn =
−
∑
k+l=n+1
l≥2
(−1)k(l−1)
∑
φ∈Ot(k)
(
−1
2
)k−1e(φ) · (3.14)
fl ◦ (φ(dη + ηd)[·, ·], g, . . . , g) ◦ αk ⊗ 1⊗ . . .⊗ 1) ◦ αk,n.
Proof of equation (3.14): The right hand-side of equation (3.14) is
(
−1
2
)n−1
k,l≥2∑
k+l=n+1
∑
φ,ψ
∑
γ,δ,ρ
(−1)k(l−1)e(φ)e(ψ)ψ(g, . . . , g) ◦ γ◦
(φ([d, η][·, ·], g, . . . , g) ◦ δ ⊗ 1⊗ . . .⊗ 1) ◦ ρ.
As in the proof of Theorem 3.5, this expression takes the form
(
−1
2
)n−1
∑
Φ∈Ot(n)
∑
Kˆ∈V
∑
σ∈Σn
(−1)r+wΦ(Kˆ)e(Φ)Φ(B)σ,
where B = (bK)K∈V is the family with bKˆ = [d, η][·, ·] and bK = η[·, ·] for K 6= Kˆ.
Hene to show equation (3.14), it is enough to show that for eah tree φ, we have
Φ(ηd[·, ·], g, . . . , g) =
∑
K∈V \K0
(−1)r+wΦ(K)Φ(B).
This is true by the same trikling argument as in Theorem 3.5.
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Proof of equation (3.13): This is again the Jaobi-identity and some ombinatoris.
Proof of equation (3.12):
∑
i+j=n
(−1)i
2
[·, ·] ◦ (fi ⊗ fj) ◦ αi,n =
=
∑
i+j=n
(−1
2
)i−1+j−1
∑
φ∈Ot(i),ψ∈Ot(j)
(−1)i
2
e(φ)e(ψ)(φ + ψ)([·, ·], g, . . . , g) ◦ αn
= −(−1
2
)n−1
∑
Φ∈Ot(n)
e(Φ)Φ([·, ·], g, . . . , g) ◦ αn.
Almost in the same manner, one an realize the following: If L = (L, d, [·, ·]) is a
DG Lie algebra and f1 : (M,d
M ) −→ (L, d) a homotopy equivalene between DG
modules, then there is an L∞-algebra struture µ∗ on M with µ1 = d
M
and an L∞-
quasi-isomorphism f : (M,µ∗) −→ (L, d, [·, ·]), extending f1. In other words: An up
to homotopy dierential graded Lie algebra is an L∞-algebra. In the A∞-ontext, this
was already shown by Markl [14℄. Applying Proposition 1.2 to the diret sum f ⊕ g,
we get the deomposition theorem for dierential graded Lie algebras:
Theorem 3.8. The diret sum
f ⊕ g : (H,µ)⊕ (F, d) −→ (L, d, [·, ·])
is an isomorphism of L∞-algebras.
One an show less onstrutively but more generally (see [7℄) that eah L∞-algebra
with splitting is isomorphi to the diret sum of a minimal and a linear ontratible
one.
Corollary 3.9. If (L, d, [·, ·]) and (L′, d′, [·, ·]) are DG Lie algebras suh that (L, d)
and (L′, d′) are split, then, for eah L∞-quasi-isomorphism f : L −→ L′, there exists
an L∞-morphism g : L
′ −→ L suh that f1 and g1 are inverse maps on the homology.
4 Palamodov DG manifolds
4.1 Palamodov spaes
We want to study a lass of DG manifolds (M,QM ), for whih the vetoreld QM is
not only formal but satises a onvergene ondition. Thus, the underlying graded
vetor spae M should be a normed or at least a metri vetor spae. It is natural,
for instane, to dene Banah DG manifolds, where M is a graded Banah spae
and the formal sum
∑
n
1
n!Q˜
M
onverges in a neighbourhood of 0 ∈ M . But in view
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of appliations in analyti deformation theory, this is not general enough sine, for
example the tangent omplex of a omplex spae is not Banah. We have to work more
generally with Palamodov's RO- (or in Cyrilli PO-) spaes, whose topology is dened
by a ountable family of semi-norms. We shall all these spaes Palamodov spaes
instead of RO-spaes. We will dene Palamodov DG manifolds and orrespondingly
Palamodov L∞-algebras. This generalises Bingener and Kosarew's notion [2℄ of graded
PO Lie algebras.
Denition 4.1. A Palamodov spae is a vetorspae E together with a family
(|| · ||λ)0<λ<1 of semi-norms suh that
|| · ||λ ≤ || · ||λ′ for λ < λ′.
A morphism f : E −→ F of Palamodov spaes is a morphism of vetorspaes together
with global onstants ǫ ∈ (0, 1) and C > 0 suh that, for eah element e ∈ E and eah
λ ∈ (0, 1), we have
||f(e)||λ ≤ C · ||e||λ.
Example 4.2. If E is the spae of holomorphi funtions on an open polydisk P of
poly-radius r ∈ RN>0 we an dene seminorms
|f |λ := sup{|f(z)| : z ∈ λ · P},
for 0 < λ < 1. By Cauhy's integral formula, we have the estimation
(λ′ − λ)2 · |∂f/∂xi|λ ≤ |f |λ′ ,
for λ < λ′ < 1. If we set
||
∑
ν
aνx
ν ||λ :=
∑
ν
|aν | · |xν |λ =
∑
ν
|aν | · λ|ν| · rν ,
and C := 1e·ri , we get the better estimation
(λ′ − λ) · ||∂f/∂xi||λ ≤ C
ǫ
· ||f ||λ′ ,
for 1 − ǫ < λ < λ′ < 1. For the following reason, we usually use the Palamodov
struture given by || · ||λ on E: Let R0 = Γ(P,OP ) be the C-algebra of holomorphi
funtions on the open polydisk P and R = R0[xi]i∈I a nitely generated free DG
algebra over R0 with g(xi) < 0, for all i ∈ I. The graded vetor spae L = Der(R,R)
is then a sum of opies of E and arries the struture of a Palamodov DG Lie algebra
(see the denition below).
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Multilinear maps and power series In this setion, E and F are graded vetor
spaes. By denition, a polynomial E → F of (polynomial) degree p and linear
degree i is a map of the form x 7→ φ˜(x), where φ : E⊙p → F is a graded symmetri
p-linear map (of linear degree i) and φ˜(x) = φ(x, . . . , x). Following Bingener and
Kosarew [2℄, for Palamodov spaes E and F and a given ǫ ∈ (0, 1), we dene the
following pseudo-norms on the graded vetorspae of polynomial maps u : E → F of
polynomial degree p:
||u||0,ǫ := sup{||u(x)||λ : ||x||λ ≤ 1 and 1− ǫ ≤ λ < 1}
||u||1,ǫ := sup{(λ′ − λ)p−1||u(x)||λ : ||x||λ′ ≤ 1 and 1− ǫ ≤ λ < λ′ < 1}
Furthermore, we dene the following pseudo-norms on the graded vetorspae of p-
linear maps φ : E⊗p → F .
|φ|0,ǫ := sup{||φ(x1, . . . , xp)||λ : ||xi||λ ≤ 1 ∀i and 1− ǫ ≤ λ < 1}
|φ|1,ǫ := sup{(λ′ − λ)p−1||φ(x1, . . . , xp)||λ : ||xi||λ′ ≤ 1 ∀i and 1− ǫ ≤ λ < λ′ < 1}
Remark 4.3. Suppose that E and F are graded Palamodov spaes. For eah graded
symmetri p-linear map φ : E⊙p → F , we have
||φ||1,ǫ ≤ |φ|1,ǫ ≤ p
p
p!
||φ˜||1,ǫ.
For graded vetor spaes E and F , set F [[E]]i to be the set of formal sums
∑∞
p=0 up,
where up : E → F is a polynomial of degree p and linear degree i. By omission, we
mean i = 0 or another xed i ∈ Z. A formal map u = ∑∞p=0 up in F [[E]] is alled
stritly onvergent (with respet to ǫ), if there exists a t > 0 suh that
∞∑
p=0
||up||0,ǫ · tp <∞.
A power series u =
∑∞
p=0 up in F [[E]] is alled 1-onvergent (with respet to ǫ), if
there exists a t > 0 suh that
∞∑
p=0
||up||1,ǫ · tp <∞.
Eah stritly onvergent formal map is 1-onvergent.
Palamodov DG manifolds
Denition 4.4. For i ∈ {−max, . . . ,+max}, let M i be Palamodov spaes and M :=
⊕M i. A oderivation Q ∈ Coder≥0(SM) on SM is alled 1-onvergent (resp.
stritly onvergent) with respet to ǫ, if the formal sum Q˜ :=
∑
n
1
n!Q˜n in M [[M ]]
1
is 1-onvergent (resp. stritly onvergent) with respet to ǫ. A oderivation Q is
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alled onvergent with respet to ǫ, if for eah omponent Qn ∈ Multn(M,M),
we have |Qn|1,ǫ < ∞ and if the formal sum Q˜ :=
∑
n
1
n!Q˜n, onsidered as formal
map M≥0 −→ M≥0 is stritly onvergent with respet to ǫ. Denote the set of all
onvergent oderivations of SM of degree i by Coder i(SM ) and set Coder (SM ) :=
⊕i≥0Coder i(SM ).
We want to emphasise that by graded symmetry, the odd omponents of m only give
a linear ontribution to the term Q˜(m).
Proposition 4.5. The sets of 1-onvergent, stritly onvergent and onvergent oderiva-
tions, respetively of SM are graded Lie subalgebras of Coder≥0(SM).
Proof. We only prove the statement for 1-onvergent oderivations. We must show
that, if Q and q are 1-onvergent oderivations, then [Q, q] is 1-onvergent. Fix λ0, λ1
suh that 1− ǫ ≤ λ0 < λ1 < 1. Set λ := 12(λ1 − λ0).
(λ1 − λ0)n−1||[Q, q]∼n ||λ0 ≤
2n−1(λ− λ0)n−1
∑
k+l=n+1(||Ql(q˜k(x), x, . . . , x)||λ0 + ||ql(Q˜k(x), x, . . . , x)||λ0) ≤
2n−1(λ1 − λ)k
∑
k+l=n+1(|Ql|1,ǫ||q˜k(x)||λ||x||l−1λ + |ql|1,ǫ||Q˜k(x)||λ||x||l−1λ ) ≤
2n−1
∑
k+l=n+1(|Ql|1,ǫ||qk||1,ǫ + |ql|1,ǫ||Qk||1,ǫ)||x||nλ1 ≤
2n−1(n−1)n−1
(n−1)!
∑
(||Ql||1,ǫ||qk||1,ǫ + ||ql||1,ǫ||Qk||1,ǫ)||x||nλ1
Thus,
||[Q, q]∼n ||1,ǫ ≤ 2
n−1(n−1)n−1
(n−1)!
∑
(||Ql||1,ǫ||qk||1,ǫ + ||ql||1,ǫ||Qk||1,ǫ).
By the Stirling formula, we have
2n−1(n−1)n−1
(n−1)! ≤ (2e)n−1, hene
∑
n
1
n!
||[Q, q]∼n ||1,ǫtn ≤ 2(
∑
k
(2e)k
k!
||Q˜k||1,ǫtk)(
∑
l
(2e)l
l!
||q˜l||1,ǫtl),
whih is nite, for small t.
Denition 4.6. A formal DG manifold (M,QM ), where M = ⊕di=−dM i is a graded
Palamodov spae and QM ∈ Coder1 (SM ) will be alled Palamodov DG manifold.
If M is Banah and the Palamodov struture is given by || · ||λ := || · ||, for eah
λ ∈ (0, 1), then (M,QM ) will be alled Banah DG manifold. A morphism
f : M −→ N of Palamodov DG manifolds is a morphism f of formal DG manifolds
suh that ||fn||1,ǫ is nite, for eah n, and suh that the formal map f˜ =
∑
n
1
n! f˜n is
stritly onvergent as a map M≥0 −→M≥0.
The following inverse funtion theorem shows that Palamodov DG manifolds are well
behaved:
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Proposition 4.7. If f : M → N is a morphism of Palamodov super manifolds (resp.
Palamodov DG manifolds) suh that f1 is an isomorphism of Palamodov spaes, then
f is an isomorphism.
Proof. The proof of Proposition II.8.4 of [2℄ applies diretly to this situation. For
onveniene, we indiate it, however. It uses the following statement: Let
∑
p γpt
p
the
Taylor series at zero of the funtion
1
2 − 14
√
1− t. The γp are all positive and have the
property that for any p, q > 0 the inequality
∑
i1+...+ip=q
γi1 · . . . · γip ≤ γq holds. A
power series
∑
p apt
p
with nonnegative oeients ap onverges near zero, if and only
if there exist onstants C,R > 0 suh that ap ≤ γp · C ·Rp, for all p ≥ 0.
For n ≥ 1, let gn : N⊙n → M be the map dened as in the proof of Proposition 1.2.
The only thing to verify is that the formal map
∑
q
1
q! g˜q : N
≥0 → M≥0 stritly
onverges. Without restrition, we may assume that M and N are positively graded.
By assumption, there are real numbers C,R > 0 suh that 1p! |fp|0,ǫ ≤ γp · C · Rp, for
eah p. Chose C ′, R′ > 0 suh that
||g1||0,ǫ ≤ γ1 · C ′ · R′
and
(
∞∑
p=2
γp(C
′ · R)p−1) · ||g1||0,ǫ · C ·R ≤ 1.
We show by indution on q that 1q! ||g˜q||0,ǫ ≤ γq ·C ′ · (R′)q, for eah q. The ase q = 1
is already done. For q ≥ 2, we get:
1
q! ||g˜q||1,ǫ ≤∑n
p=2
∑
i1+...+ip=n
1
p!I! ||g1 ◦ fp ◦ (gi1 ⊗ . . . ⊗ gip)||0,ǫ ≤∑n
p=2
∑
i1+...+ip=n
1
p!I! ||g1||0,ǫ|fp|0,ǫ||gi1 ||0,ǫ · . . . · ||gip ||0,ǫ ≤∑n
p=2
∑
i1+...+ip=n
||g1||0,ǫγpCRpγi1 · . . . · γip(C ′)p(R′)q ≤
(
∑n
p=2 γp(C
′R)p−1)||g1||0,ǫCRC ′γq(R′)q ≤
γqC
′(R′)q.
4.2 Deomposition of Palamodov DG Lie algebras
In this setion, we will prove our main result, an analyti version of the Deompo-
sition Theorem 3.8. To this aim, suppose that L = (L, d, [·, ·]) is a Palamodov Lie
algebra, equipped with a splitting η of d suh that eah omponent ηi : Li −→ Li−1
is a morphism of Palamodov spaes. In general, it is very diult to onstrut suh a
splitting. For the ase, where L is the tangent omplex of a omplex spae, this was
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realized by Palamodov. Generalisations of Palamodov's splitting onstrution an be
found in [2℄. In the Banah situation, the onstrution is muh easier.
Again, without loss of generality, we may assume that η2 = 0, ηdη = η and dηd = d.
From now on, L stands for the quadruple (L, d, [·, ·], η). We dene the L∞-struture
on H = Fix(1 − [d, η]) an the L∞-morphism f : H −→ L exatly in the same way as
in Theorem 3.5 and 3.7. Both, H and the omplement F of H in L inherit the graded
Palamodov spae struture of L. First, we show that H = (H,µ∗) is a Palamodov
L∞-algebra.
Lemma 4.8. Let E be a Palamodov spae, φ ∈ Ot(n) a binary tree with n leaves and
g1, . . . , gn−1 ∈ Mult2(E,E) bilinear forms. For ǫ ∈ (0, 1) and eah i = 1, . . . , n − 1,
suppose that bi := ||gi||0,ǫ and ci := ||gi||1,ǫ are nite. Then, we have the following
inequalities:
||φ(g1, . . . , gn−1)||0,ǫ ≤ b1 · . . . · bn−1
||φ(g1, . . . , gn−1)∼||1,ǫ ≤ (n− 1)n−1c1 · . . . · cn−1
Proof. The rst inequality is easy. We prove the seond one by indution on n. There
is only one tree β with two leaves and β(g1) = g1. This proves the ase n = 2.
Suppose that the statement is true, for eah m ≤ n − 1. We have to show that for
xed λ0 < λ1 in [1− ǫ, 1) and for eah element x ∈ E, we have
(λ1 − λ0)n−1||φ(g1, . . . , gn−1)∼(x)||λ0 ≤ (n− 1)n−1c1 · . . . · cn−1 · ||x||nλ1 . (4.15)
We have φ(g1, . . . , gn−1) = g1 ◦ ψ1(g2, . . . , gp)⊗ψ2(gp+1, . . . , gn−1), for some p ≤ n−2
and trees ψ1 ∈ Ot(p) and ψ2 ∈ Ot(q). We will just write φ instead of φ(g1, . . . , gn−1)∼,
ψ1 instead of φ(g2, . . . , gk)
∼
and ψ2 instead of φ(gk+1, . . . , gn−1)
∼
. Set λ := λ0 +
1
n−1(λ1 − λ0). Then, we get
(λ1 − λ0)n−1 · ||φ(x)||λ0 =
(n− 1)n−1(λ− λ0)||g1(ψ1(x), ψ2(x))||λ0 ≤
c1(n− 1)n−1(λ− λ0)n−2||ψ1(x)||λ||ψ2(x)||λ =
c1
(n−1)n−1
(n−2)n−2
(λ1 − λ)p−1 · ||ψ1(x)||λ · (λ1 − λ)q−1 · ||ψ2(x)||λ ≤
c1
(n−1)n−1
(n−2)n−2
||ψ1||1,ǫ · ||x||pλ1 · ||ψ2||1,ǫ · ||x||
q
λ1
.
By the indution hypothesis, the last term is lower or equal
c1
(n−1)n−1
(n−2)n−2
(p− 1)p−1c2 · . . . · cp(q − 1)q−1cp+1 · . . . · cn−1 · ||x||nλ1 ≤
(n− 1)n−1c1 · . . . · cn−1 · ||x||nλ1 .
Theorem 4.9. The L∞-algebra (H,µ∗) is Palamodov and the L∞-maps f : H −→ L
and g : F −→ L are morphism of Palamodov L∞-algebras.
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Proof. The proofs of all three statements go almost in the same way, thus we only
prove the rst statement. Set c := ||η||0,ǫ and k := ||[·, ·]||1,ǫ. By Lemma 4.8, we have
||φ([·, ·], η[·, ·], . . . , η[·, ·])||1,ǫ ≤ (n− 1)n−1kn−1cn−2,
hene
||µ˜n||1,ǫ ≤ n!((n− 1)
2
)n−1#Ot(n) · kn−1 · cn−2
≤ n!(n− 1)n−1 · (2k)n−1 · cn−2 < ∞.
The last step is by Lemma 2.2. This proves the rst ondition for the onvergene of
µ∗. To prove the seond ondition, set
κ := |(o)restrition of [·, ·] to L≥1 ⊗ L≥1|0,ǫ,
whih is nite by the assumption that L is Palamodov. By Lemma 4.8 and 2.2, we
get
||µ˜n||0,ǫ ≤ n!
2n−1
#Ot(n)κn−1cn−1 = 2n−1n!κn−1cn−2.
Thus, for small t > 0, the series
∑
n
1
n! ||µ˜n||0,ǫ · tn onverges.
Applying the inverse funtion theorem, we nally get the main result:
Corollary 4.10. If (L, d, [·, ·], η) is a Palamodov DG Lie algebra with splitting η, then
we have a deomposition
(L, d, [·, ·]) ∼= (H,µ∗)⊕ (F, d)
in the ategory of Palamodov L∞-algebras.
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