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The aim of this paper is to show how to obtain lists of the minimal degrees of 
the irreducible characters of the symmetric group S, . For brevity, we call the 
degree of an irreducible character of S, simply a degree of S, . Of course, the 
degrees of S, are just the dimensions of the irreducible representations of S, . 
A model for the kind of results we wish to show is the theorem of Burnside 
[2, Appendix C, p. 4681: 
When n > 5, the symmetric group S, admits no irreducible representation of 
dimension v, where 1 < v < n - 1. 
Since 1 and n - 1 are degrees of S, , we can restate this theorem as 
RESULT 1. I’ n > 5, then the first two minimal degrees of S, are 
(A> 17 
(B) n - 1. 
We plan to give a general procedure for obtaining results of this type. As concrete 
examples of the generalizations we get, we state. 
RESULT 2. If n > 9, then the$rst four minimal degrees of S, are 
(4 17 
P) n- 1, 
(C> B n(n - 3), 
(D) J&r - l)(n - 2). 
RESULT 3. If  n > 15, then the$rst seven minimal degrees of S, are 
(4 1, 
(B) n--l, 
CC) 12 n(n - 3), 
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W t(n - W - 21, 
(El ds 4~ - I)@ - 5), 
(F) Q(n - 1%~ - 2)(n - 3), 
(G) 8 n(n - 2)(n - 4). 
In each result, the restriction on n is necessary. Indeed: 
(1) If n = 4, the degrees in the list in Result 1 are 1 and 3. However, 2 is 
also a degree of S, . 
(2) If n = 8, the degrees in the list in Result 2 are 1, 7, 20, and 21. 
However, 14 is also a degree of S, . 
(3) If IZ = 14, the degrees in the list in Result 3 are 1, 13,77, 78,273,286, 
560. However, 429 is also a degree of S,, . In general, the longer the list of 
degrees, the larger n must be for the result to hold. 
An essential feature of the special results we have stated is that the 
degrees listed are given as polynomials in n. We will see that, to each partition D 
of an integer k, we can associate a degree polynomial q. which, for n > 2k, 
gives degrees of S, . Suppose that we fix k. Then it will be natural to form the list 
of polynomials v. , where D ranges over the partitions of order at most k. We will 
be able to give the exact integer B, such that this list will give a list of minimal 
degrees of S, for all n 3 B, . 
The paper is divided into seven sections: 
1. Partitions and Degrees. 
2. Outline of Results on Minimal Degrees. 
3. Proofs: General Results on Degree Polynomials. 
4. Proofs: Lower Bound Theorems. 
5. Proofs: Comparison Theorems. 
6. Proofs: The Main Theorems. 
7. Comments on Maximal Degrees. 
Sections 1 and 2 form an extended introduction to the paper. In Section 1, we 
recall standard definitions and introduce new concepts that we need. In 
particular, we discuss the polynomials yr, and give their general properties. In 
Section 2, we discuss what we mean by a list of minimal degrees. We then state 
the main theorems and give some examples and corollaries. Finally, we state the 
subsidiary theorems which will be used to prove the main theorems. We give only 
brief proofs in these two sections. Hard proofs are left until later. 
The technical proofs are given in Sections 3-6. Since these proofs involve many 
estimates, it is probably best for the reader to skim the proofs of the 
main theorems first to see how things are used. 
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We remark that in Section 3 we give two approaches to the theory. In the 
second approach, we obtain as a side consequence a new proof of Frame’s Hook 
Formula. 
In Section 7, we comment on the related problem of maximal degrees. 
We wish to thank Peter Neumann whose mention of Burnside’s theorem first 
got us thinking about the problem. We also wish to thank Jorn Olsson 
who needed these results in his work and thus gave us the impetus to overcome 
the many technical hurdles. 
We thank Harvard University for its hospitality during the first 8 months of 
1975 during which this paper was written; we thank Northeastern University 
for its general support, especially with computers; finally, we thank the NSF for 
its financial support. 
1. PARTITIONS AND DEGREES 
In this section, we discuss partitions and the degrees of the irreducible 
characters associated with them. We will recall the two main facts which we will 
need: The Hook Formula and the Branching Law. We will also define the degree 
polynomials v’D and state some general theorems concerning them. 
We will divide this section into six parts. 
A. Partitions. 
B. Young Diagrams. 
C. Degree Formulas. 
D. Degree Polynomials. 
E. Ordering Polynomials. 
F. Miscellaneous. 
General references for this section are [4, 7, 9, 12, 131. 
A. Partitions. We define a partition of n to be a sequence A = a1 ,..., a, 
such that 
(1) a1 + “.+a,=n. 
(2) a, z a.9 3 a, > 1. 
We set 
IAl =a,+*..+a,, 
II A II = a, + -.* + a,. 
We will call 1 A [ the order of A and (1 A // the weight of A. 
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Remark 1. At times, it will be convenient to use two alternate notations for a 
partition A = a, ,..., a, . 
ALTERNATE 1. Define ai = 0 for i > sand permit A to be written as a, ,..., at 
for any t >, s. 
ALTERNATE 2. Define ar,. to be the number of i such that ui = r. Then set 
A = nan ,..., 2=“, 1”. 
In this notation, the exponents are purely formal. Terms with 1y, = 0 are usually 
dropped. Note that n = C r * or, . 
Remark 2. We view the empty set ,@ as the unique partition of 0. 
Now, let A = aI ,..., a, and let 11 A I/ = k. Then D = a2 ,..., a, is a partition 
of k. We will say that A is of type D. 
Conversely, let D = dl ,..., de be a partition of k. If n > k + 4 , let n[D be 
the partition of n defined by 
n/D = n - k, dl ,..., dk . 
As n varies with n 3 k + dl , the partitions n/D give all partitions of type D. 
We use these partitions to define the degree polynomials qr, . 
B. Young Diagrams. To each partition A of n, one can associate a tiling by 
squares of a corner of the first quadrant in the plane. This arrangement of 
squares is the Young diagram Y(A) of A. 
Let A = a, ,..., a, . To define Y(A), we first define a set X(A) of points. Let 
Z denote the integers. Then 
X(A) = ((i,j) EE 1 < i < aj}. 
To each (i,j) E X(A), we associate a unit square S, which has (i,j) in its upper 
right-hand corner. We define S, by 
Sir={(~,y):i-1 <x<i and j-l<Y<i>. 
Finally, we define Y(A) to be the set of such square blocks, that is, 
Y(A) = {Si3 : (i,j) E X(A)}. 
In practice, Y(A) is given by a picture in which the outlines of the blocks Si, 
are drawn. Y(A) has a, blocks in rowj. 
The Young diagram permits a geometrical description of certain aspects of 
partitions. For example, A is a partition of type D if and only if Y(D) is obtained 
from Y(A) by deleting the bottom row of Y(A) and shifting the remaining blocks 
one unit downwards. 
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To prepare for The Hook Formula and the Branching Law, we give some 
additional definitions. 
Let (i, j) E X(A). Then the hook with corner Sij is defined to be the set of 
blocks S,, such that 
p>iandv=j or p=iandv>,j. 
The hook length hij is defined to be the number of blocks S, in the hook with 
corner Sii . Finally, the hook number H(A) of A is defined to be the product of all 
of the hook lengths hii for (i, j) E X(A). Th ese definitions will play the crucial 
role in The Hook Formula. 
EXAMPLE. A = 6,4,2, 1, 1. Then Y(A) is drawn as in Fig. 1. 
FIG. 1. Y(6,4,2, 1,l). 
In each square Si, of Fig. 1, we have placed the hook length hi, . The hook 
number is the product: 
WA) = (10)(7>(7>(5)(4)(4)(4)(2)(2)(2) = 1254400. 
It is most convenient to leave the hook number in factored form. 
The Branching Law is an inductive formula. To state this law, we need the 
following definition. If A is a partition of n and B is a partition of n - 1, we say 
that Byields A and we write B: A if Y(A) can be obtained from Y(B) by adjoining 
one block. 
EXAMPLE. If A = 6,4,2,1,1 then there are four partitions B such that B: A. 
We list these partitions B: 
5,4,2,1,1, 
6,3,2,1,1, 
64, 1, 1, 1, 
6,4, 2, 1. 
C. Degree Formulas. It is well known that there is a l-to-l correspondence 
between the partitions of n and the irreducible characters of S, . If A is a parti- 
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tion of n, let xA denote the irreducible character of S, associated to A and let 
6(A) = ~~(1) denote the degree of xA . The two known formulas which permit a 
direct calculation of 6(A) are The Hook Formula and the Branching Law which 
we now state 
THE HOOK FORMULA. S(A) = n!/H(A). 
THE BRANCHING LAW. 6(A) =CBzA6(B). 
Note that in The Branching Law the sum is over all partitions B of 12 - 1 such 
that B yields A. 
EXAMPLE. Let A = 6,4,2, 1,l. We compute 6(A) two ways. 
(1) By The Hook Formula, we obtain 
6(A) = 14!/H(A) = 14!~(10)(7)2(5)(4)“(2)8 
= (13)(11)(9)(6)(3)2 = 69, 498. 
(2) To use The Branching Law, we need the following degrees which 
would presumably be gotten at an earlier stage of the computation. 
6(5,4, 2, 1, 1) = 21,450, 
6(6, 3,2, 1, 1) = 20,592, 
6(6,4, 1, 1, 1) = 10,296, 
6(6,4,2, 1) = 17,160. 
By summing, we again obtain 6(A) = 69,498. 
D. Degree Polynomials. Let D = dI ,..., dK be a partition of k and let n 2 
k + dr . Then, using the family of partitions n/D, we define a function vr, by 
Thus, for n > k + dl , pa(n) is a degree of S, . 
The fact that qo is given by a polynomial is stated in 
THEOREM A. Let D = dl ,..., de be a partition of k. Define 
,LL~ = pi(D) = di + k - i for 1 <i<k. 
Then,forn>k+d, 
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Theorem A shows that qD(n) agrees with a polynomial for all n at which it is 
defined. It will be very important to redefine cp&) for all rr by using the formulas 
in Theorem A. In general, we cannot interpret cph(n) as a degree of S, if n < 
k + 4. However, what is true is almost as good: 
For n > 1, either ~~(a) = 0 or 1 yr,(n)\ is a degree of S, . We can be even 
more precise. First, v,,(n) = 0 for n = pi, 1 < i < k. Next, set px+r = 0 by 
convention and let n satisfy pi+r < n < pi . Then one can show 
(1) di+,<n-k+i<di-1. 
(2) [ ~~(n)[ is the degree of the following partition of n 
dl - l,..., dt - 1, n - k + i, di+, ,..., dK . 
The proof of this statement rests on the Frobenius Character Formula. Since 
we do not need this result later, we will omit the proof. 
Let us pause for a few examples. Here (1) stands for the usual binomial 
coefficient if k > 0 and (z) = 0 if k < 0. 
EXAMPLE 1. Take D = M and denote pe by ‘pa . Then q+,(n) = 1 since 
n/ ~zr = n always has degree 1. This example is a special case of the next example. 
EXAMPLE 2. Take D = k, where k denotes the one element partition of k. 
Then 
P&o = 1 if k=O, 
En- 1 if k=l, 
=z ’ (n - 2k + 1) 1 (n - i) if k>2, 
= (;I - (k ” 1) 
=(“,‘)-(;I;). 
We will comment on the,formula p&z) = (;) - (Lr). 
The partition n/i is just n - i, i. Fixing A, let Y, stand for the character 
XM = XM.S . Then 
y&t) = Degree(??‘J. 
Next, if 2r < n, then the permutation character of the action of S, on r element 
subsets of n points decomposes as 
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Thus 
(“,) = i Degree(YJ = f: pi(n). 
Thus 
\ I ,  i-0 i-0 
EXAMPLE 3. Take D = lk. Then 
= yk + ‘Pk--2 + qk.-4 + 
if k even, 
if k odd. 
EXAMPLE 4. Take D = 6,4,2, 1,l. We found above that H(D) = 1254400. 
The numbers pi are computed in Table I. Thus we obtain 
99(4 = 1254400 ---!--(n- 19)(n- 16)(n- 13)(n- ll)(n--- 10) 
TABLE I 
Computation of pi when D = 6, 4,2,1, 1 
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
14 -i 13 12 I1 10 9 8 7 6 5 4 3 2 1 0 
di 6 4 2 1 1 0 0 0 0 0 0 0 0 0 
CL< 19 16 13 11 10 8 7 6 5 4 3 2 1 0 
We will now state three basic results which will be fundamental for all that 
follows. 
Theorem B is the basic theorem for inductive computations. To state this 
theorem, we need to define the difference operator A on functions f by 
Then 
VfN4 =fb + 1) -f(n). 
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THEOREM B. Let D be a partition of k. Then 
4JLJ = c qJpc. 
CD 
For example, 
A?, = 0 and 4, = ~-1 fOY 2.21. 
Theorem B will be used to show the next two theorems. 
Theorem C shows that the polynomials ‘pi are an integral basis for all degree 
polynomials ‘p. . The theorem also shows how to find the coefficients of the 
expansion of v’D in terms of the vi by an inductive calculation. 
THEOREM C. Let D be a partition of k. Then there exist integers S,(D) for 
0 < i < k such that 
Moreover, 
(1) For i > 1: S,(D) = &:D 8&c). 
(2) 6,(D) = 6,(D) except when D = 1”. In that case, 
S,(l”) = 1 if k even, 
= 0 if k odd. 
Theorem D gives numerical facts about the coefficients S,(D) which will be 
critical in making estimates. 
THEOREM D. Let D be a partition of k. Then 
(1) Ingeneral, 0 < 6,(D) < 6(D). 
(2) WI = W. 
(3) 6,-,(D) = 0. 
(4) Assume D is not k OY 1”. Then for i < k - 2, 0 < 6,(D) < S(D). 
Using the inductive formulas of Theorem C, we have computed the constants 
Si = S,(D) for ( D 1 = k < 6 and listed them in Table II. We have also listed 
6 = 6(D) and H = H(D) in that table. 
E. Ordering Polynomials. We begin with some general definitions. 
Let P and Q be distinct polynomials with real coefficients. We say that P is 
eventually less than Q and write P [Q if equivalently: 
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TABLE II 
DataforDwithjDI <6 
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k 8 H 
0 0 
1 1 
2 2 
la 
1 1 
1 1 
1 
1 
2 
2 
3 3 1 6 
1* 1 6 
2,l 2 3 
4 4 1 24 
1’ 1 24 
2” 2 12 
3, 1 3 8 
2, 12 3 8 
5 5 1 120 
15 1 120 
4, 1 4 30 
2, 18 4 30 
3,2 5 24 
2,z 1 5 24 
3, 12 6 20 
6 6 1 720 
16 1 720 
5, 1 5 144 
3= 5 144 
28 5 144 
2,l’ 5 144 
4,2 9 80 
28, 18 9 80 
4,lS 10 72 
3, 1s 10 72 
382, 1 16 45 
1 
0 
0 
1 
0 
0 
1 
0 
1 
1 
1 
1 
0 
0 
1 
2 
2 
2 
2 
0 
1 
1 
2 
2 
2 
3 
4 
3 
4 
6 
1 
0 
0 
0 
1 
1 
0 
0 
1 
2 
2 
2 
3 
4 
3 
4 
6 
1 
1 
0 
0 
0 
0 
1 
1 
1 
2 
0 
0 
1 
1 
2 
2 
2 
0 
1 
1 
2 
2 
3 
3 
4 
3 
4 
6 
1 
1 
2 
0 
0 
0 
0 
0 
0 
1 
1 
3 
2 
3 
3 
0 
0 
1 
2 
2 
1 
3 
3 
3 
3 
6 
0 1 
0 1 
0 4 
0 4 
0 5 
0 5 
0 6 
0 0 1 
1 0 1 
1 0 5 
2 0 5 
3 0 5 
4 0 5 
3 0 9 
6 0 9 
4 0 10 
6 0 10 
8 0 16 
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(1) For x > 0: P(X) < Q(X). 
(2) The leading coefficient of Q - P is positive. 
The relation [ defines a total order on the real polynomials. 
Next, we say that a pair of real polynomials P, Q is stable at N if, for x > N, 
(Q - PC4 f 0. 
Thus, if P [Q and the pair P, Q is stable at N, then for x > N one 
has P(x) <Q(x). 
If S is a set of real polynomials, we say that S is stable at N if, for any two 
distinct polynomials P, Q E S, the pair P, Q is stable at N. 
We will apply these notions in the case of degree polynomials. In particular, 
if C and D are partitions and qc [ qo , then we write C [ D. In view of Theorem 
C and the fact that the polynomials ~0~ have positive leading coefficient, we can 
say 
LEMMA 1. C [ D if and only if St(C) < S,(D) for the largest index i such that 
UC> # h(D). 
Using this lemma, we have arranged the list of partitions in Table II 
in order according to the relation [. 
Remark. For partitions of small order, it often happens that if C [ D then 
&(C) < S,(O) for all i. However, this need not always be the case. For example, 
if C = 2, l3 and D = 3,2 then C [D but 6,(C) > 6,(D). Compare also C = 
22, l2 and D = 4, 12. 
No quick method is known which can list the partitions of k in order by the 
relation [. Determining the ordering by [ is even more difficult than working out 
the partial ordering by degrees. Indeed, in view of Theorem D and Lemma I, 
we can say 
LEMMA 2. I f  C and D me partitions of k, then C [ D G- 6(C) < 6(D). 
A glance at published tables of the characters of S, [8,9, 14, 151 will show that 
the ordering by degrees is quite complicated. In fact, the point of this paper is 
to shed some light on the ordering by degrees since we can say at least that 
certain degrees will give a list of minimal degrees. We will see that the ordering 
of partitions of small size by [ determines the ordering of partitions which yield 
the minimal degrees of S, for large n. 
Let P be a set of partitions. We say that P is stable at N if the set of poly- 
nomials S, = (po : D E P} is stable at N. 
Although we do not have a simple noninductive method for ordering a set P 
of partitions by [, we can for finite sets P give a reasonable estimate for an integer 
Nat which P will be stable. 
F. Miscellaneous. We wish to treat two topics. 
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1. The standard ordering of partitions. 
2. Dual partitions and the notion of a primary partition. 
Let A = a, ,..., a, and B = b, ,..., b, be partitions of n. Then we write A > B 
if either A = B or A # B and a, > bi for the first index i such that ai # bi . 
This ordering is the standard ordering of partitions. 
Note that if A > B then 1) A 1) < /I B 11. 
Let A = a, ,..., a,, be a partition of n. The dualpartition A* = a,*,..., a,* to 
the partition A is defined by the two equivalent conditions below. 
(1) Y(A*) is the reflection of Y(A) through the line y = X. 
(2) For all i, ai* is the number of a, such that aj 2 i. 
It is well known that if u is the sign character of S,, , then 
Consequently, 6(A*) = 6(A). This fact also follows from The Hook Formula 
since A* and A have the same set of hook lengths. 
We will say that A is a primary partition if A > A*. If A is primary, then, of 
the two partitions A and A* which automatically have the same degree, A is the 
one with least weight. 
Note that if D is a partition of k and n > 2k + 1 then n/D is a 
primary partition. 
2. OUTLINE OF RESULTS ON MINIMAL DEGREES 
In this section, we state the main theorems on minimal degrees and the sub- 
sidiary results which we need to prove them. We begin by discussing what we 
mean when we say that a set of partitions yields minimal degrees of S, . 
To describe minimal degrees of S, , we will use sets of degree polynomials of 
the form, 
S, =(‘P*:DEP}, 
where P is an appropriate finite set of partitions. Therefore we will be concerned 
with sets of degrees of the form 
L(P, n) = {To(n): D E P}. 
Let 8(P, n) denote the largest degree in L(P, n), that is, 
8(P, n) = Max{cpD(n): D E P}. 
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Then, if we wish to say that P yields minimal degrees of S, , we will require at 
the very least that 
If S is a degree of A’,,, then either 6 eL(P, n) or 6 > 8(P, n). 
In fact, we will wish to require something slightly stronger: 
(1) 
DEFINITION. Let P be a finite set of partitions. Then we say that P yields 
minimal degrees of S, or, for short, P is n-minimal if the following is true. 
If A is a primary partition of n such that A # n/D for any D E P, 
then S(A) > S(P, n). (2) 
We remark that the essential way in which (2) strengthens (1) is by adding to (1) 
the following condition. 
If A is a primary partition of n such that S(A) EL(P, n), 
then A is of the form n/D for some D E P. 
Note that (3) is Not as strong as. 
(3) 
If A is a primary partition of n such that S(A) = vo(n) 
for some D E P, then A = n/D. (4) 
Condition (4) is related to the condition “P is stable at YZ” since the following 
statement is a consequence of either of them 
If C, D E P and v,-(n) = am, then C = D. (5) 
We have chosen our definition of “P is n-minimal” to avoid this kind of obvious 
overlap with the notion “P is stable at n.” The relation between the two notions 
is subtle and we do not wish to obscure this fact. For example, consider a 
question. 
QUESTION. Assume N is an integer and P is a set of partitions such that P 
is n-minimal for n > N. Is P stable at N? We will see that for certain N and P 
the answer is yes. However, we will also show by example that the answer can 
be no. 
We now make some additional comments on our definition of “P is n-mini- 
mal.” We start with an illuminating example. 
EXAMPLE. Consider the original Burnside theorem which is stated as Result 1 
in the introduction. The degrees listed there are 
cp&n> = 1, &z) = n - 1. 
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Thus, the appropriate set of partitions P consists of the partitions 0 and 1. 
We restate (1) and (2) in this special case. 
If 8 is a degree of S,, , then 6 ~(1, n - l} or 8 > n - 1, 
thatis,S=lor6>n-1. u>* 
If A is a primary partition of 71 distinct from n and n - 1, 
1, then6(A) > n - 1. w* 
The content of Burnside’s theorem is that (l)* holds for n 3 5. Now consider 
n = 6. Then there are two primary partitions with degree it - 1 = 5: the 
natural one n - 1, 1 = 5, 1 and the unexpected one 3a. Thus (2)* fails for n = 6. 
Nevertheless, for n > 7, (2)* holds. Thus what happens for n = 6 is really 
accidental and is not typical of the general situation. 
As the example suggests, if P is a set of partitions which can yield minimal 
degrees, then (2) will hold for large enough n. We will not investigate whether, 
by accident, (1) holds for slightly smaller n. 
We now give a condition that P must satisfy if there exists N such that P is 
n-minimal for all n > N. We say that P is complete if 
If DEP and C[D, then CEP. 
Then we assert 
There exists N such that P is n-minimal for all 71 > N 0 P is complete. (6) 
We explain =+, Assume P is n-minimal for n >, N. Let D E P and C [ D. Then 
the pair C, D is stable at some integer M. For n > Max(M, N), we have 
WC) = 44 -c v,,(n) = W/D) < W, 4. 
Thus, by @),4C must have the form n[E for some E E P, that is, C = E E P. 
Therefore, P is complete. The implication t will be a consequence of our main 
theorems. 
As a final comment, we explain why we require A to be primary in condition 
(2). The point is that the partitions n/D for D E P are all primary as soon as 
II > 2 j P 1 , where 
1 P 1 = Max{1 D I:DeP). 
Thus, to have a simple conclusion in (2), we must assume A is primary. In fact, 
it is no loss to assume A is primary since A and A* have the same degree. 
We will be ready to state the first main theorem once we have an extra bit of 
notation. Define 
We now state 
B(P) = Max{??(D): D E P). 
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MAIN THEOREM 1. Let k > 0 and let P% be the set of partitions D such that 
1 D / < k. Let yk = &(P,) and de$ne B, as follows 
B, = 1, Bl = 7, B, = 9, %, = 15, B, = 22, 
%I, = 1 + (k + I)& + 1) for k > 5. 
Then 
(1) Pk is n-minimal for n > Bk . 
(2) B, is the least integer N such that P, is n-minimal for n > N. 
(3) P, is stable at Bk . 
We now make a few comments on Main Theorem 1. We first definep(k) to be 
the number of partitions of k and we set 
Q(k) = i P(Y)* l-0 
Then q(k) is the number of polynomials in the set Pk . In Table III, we list the 
numbers p(k), q(k), ylc , Bk for 0 < k < 20. We hope the table gives the reader 
a feeling for the extremely rapid growth of constant Bk . 
We note that p(k) is taken from Gupta [5] and yk from McKay Ill]. A shorter 
list of ylc is found in Baer and Brock [I]. 
Let us reflect for a moment on the case k = 20. Then there are 2,714 degree 
polynomials coming from partitions D with ) D j < 20. These 2,714 degree 
polynomials eventually yield minimal degrees of S, but only for rz >, 5,237, 
832,622. Now contemplate the total number of irreducible characters of such S, . 
This number is p(n). By the Hardy-Ramanujan theory [6], p(n) is asymptotic to 
1 ___ exp [7r * ($)1’2]. 
4n * 31j2 
For n 2 5, 237, 832, 622, this formula shows that p(n) is tremendously huge in 
comparison with 2, 714. 
The moral of this example is that while order gradually emerges in the minimal 
degrees of S, the total number of degrees of S, grows so rapidly that we can order 
only an ever smaller fraction of all of the degrees of S, . 
In view of the rapid increase in B, , it would be nice to have a result which 
tells what happens in between. This we obtain in Main Theorem 2. The idea is 
to give for each N the largest set Q,,, of partitions such that QN is n-minimal for 
n 2 N and QN is stable at N. To state the result, we need to define a number AD 
associated with any partition D. 
DEFINITION. Let D be a partition and let k = j D I. Then 
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TABLE III 
p(k), q(k), n , & for 0 6 k 6 20 
k P(k) q(k) Yk Bk 
0 1 1 
1 1 2 
2 2 4 
3 3 7 
4 5 12 
5 7 19 
6 11 30 
7 15 45 
8 22 67 
9 30 97 
10 42 139 
11 56 195 
12 77 272 
13 101 373 
14 135 508 
15 176 684 
16 231 915 
17 297 1,212 
18 385 1,597 
19 490 2,087 
20 627 2,714 
1 
1 
2 
3 
6 
16 
35 
90 
216 
768 
2,310 
7,700 
21,450 
69,498 
292,864 
1,153,152 
4,873,050 
16,336,320 
64,664,600 
249,420,600 
1 
7 
9 
15 
22 
43 
120 
289 
820 
2,171 
8,460 
27,733 
100,114 
300,315 
1,042,486 
4,685,841 
19,603,602 
87,714,919 
310,390,100 
1,293,292,021 
5,237,832,622 
(1) If k Q 6, use Table IV to define A, . 
(2) If k > 7, set AD = Max{&, , 1 + (k + 1)(8(D) + 1)). 
We will later give a less ad hoc definition of A, . We now state 
MAIN THEOREM 2. Let N > 1 and let QN be the set of partitions D such that 
AD < N, Then 
(1) QN is n-minimulfor n 2 iV. 
(2) QN is stable at N. 
(3) If Q is a set of partitions such that Q is n-minimal for n > N and Q is 
stable at N, then Q is a subset of QN . 
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TABLE IV 
Definition of AD for 1 D j Q 6 
D AD D AD D AD 
0 1 331 21 16 43 
1 7 2, 12 22 5,l 43 
2 9 5 22 32 43 
12 9 16 22 2’ 43 
3 13 4, 1 31 2, 1” 44 
1s 13 2, 13 32 4,2 71 
2, 1 15 3,2 37 2a,1* 71 
4 15 2,211 37 4, 18 78 
1’ 15 3, 1, 1 43 3, 18 78 
292 17 6 43 3,2, 1 120 
Remark 1. Note that if N = B, then Pk is a subset of QN . In this case, QN is 
usually larger than Pk . For example, if N = 43 = B, , then Qm contains P5 plus 
the partitions 
6, 16, 5, 1 32, 23. 
The next partition 2, 14 is not in QG because if we adjoin 2, l* to Q4s the resulting 
set is no longer 43-minimal. This is seen by 
V,,,a(43) = 26,127,660 = (p,(43). 
Remark 2. Consider the set Q2s . This set consists of P4 plus the partitions 5 
and 15. Since B, = 22, Q22 is not stable at 21. In fact, to see this explicitly 
(p&l) = 14,364 = v&21). 
On the other hand, one can show that Qzs is n-minimal not only for n > 22 but 
in fact for n > 19. Thus 
(1) The example N = 19 and P = Qa2 shows that “P is n-minimal for 
n > N” does Not imply “P is stable at N.” 
(2) Since Q2a is not a subset of Qle , we cannot omit the hypothesis “Q is 
stable at N” from the last part of Main Theorem 2. 
It would be interesting to improve Main Theorem 2 by solving the following 
problem. 
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PROBLEM. Given iV 2 1. Determine the largest set RN of partitions such that 
RN is n-minimal for n > N. 
We do not know how to solve this problem but it is likely that if it can be solved 
then some of the subsidiary results we give below will be useful in the solution. 
EXAMPLE. To give the reader a feeling for the size of the numbers which 
occur, we have listed the first 32 minimal degrees for S,,, in Table V. The last 
TABLE V 
Minimal Degrees for Slao 
D ‘?‘D(120) D ?‘D=o) D 9’D(=o) 
0 1 2, 13 23,815,350 31 17,327,266,320 
1 119 5 182,363,454 25 17,335,200,050 
I 7,020 16 182,637,273 2, 14 17,342,867,100 
12 7,021 4, 1 729,734,656 492 31,184,150,634 
3 273,700 2,lS 730,282,176 22, 1s 31,207,958,964 
1* 273,819 322 912,378,950 4, 1’ 34,654,251,800 
231 547,520 29, 1 912,652,650 3, 1* 34,670,126,400 
4 7,933,730 3, 1* 1,095,016,104 392, 1 55,459,833,856 
1” 7,940,751 6 3,462,167,436 7 55,834,823,460 
22 15,874,600 10 3,470,108,187 1’ 56,017,460,733 
3, 1 23,808,330 5, 1 17,319,051,750 
number in the list is already of order 5.6 x lOlo. The number 32 may be com- 
pared with the total number of irreducible characters of S,, which is 
p( 120) = 1, 844, 349, 560. 
We will now state and prove some simple corollaries of the main theorems. 
We first state formally assertion (6) above. 
COROLLARY 1. Let P be a finite set of partitions. Then 
There exists N such that P is n-minimal for all n > N o P is complete. 
Proof. In the original discussion of (6), we showed that =s. We will show c: 
by showing the following more precise corollary. 
COROLLARY 2. Let P be a finite set of partitions which is complete. Let N be the 
least integer such that P C QN . Then P is n-minimal for n > N. 
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Proof. Let n > N and let A be a primary partition of n such that A is not of 
the form n/C for any C E P. Then we must show that 
6(A) > S(P, n). 
There are two cases. 
easel. A#nlDforanyDEQ2,. 
Then, by MT-2, 6(A) > S(QN , n) > 8(P, n). 
Case 2. A = n/D, where D E&,,, but D $ P. 
Since P is complete and D is not in P, we do not have either D = C or D [ C. 
Since [ is a total order, we must have C[ D. Then, since C, D eQN and Q2N is 
stable at N, we have 
Thus, finally, 
8(P, n) = Max{&r): C E P} < q&z) = S(n/D) = S(A). 
COROLLARY 3. Let y be a polynomial such that, for infinitely many n >, 1, 
cp(n) is a degree of S, . Then F = To for some partition D. 
Proof. Let v have degree r as a polynomial and set k = r + 1. Note that 
q [ vK since 9 has smaller degree than qua . Let P = Pti and let 
S = GP> u S, = W u GPO : I D I < 4. 
Now, S is finite so there exists N such that S is stable at N. Pick n 2 Max{N, B,} 
such that q(n) is a degree of S, . Then since S is stable at N and cp [(Pi , we have 
944 < %(4 G Wk > 4. 
Since Pk is n-minimal, cp(n) EL(P, , n), that is, q(n) = vD(n) for some D E PK . 
However, since S is stable at N, this is possible only if v = q. . 
We will now state the subsidiary results which we will need to prove the main 
theorems. We divide the discussion into four parts. 
A. A Basic Estimate. 
B. Lower Bound Theorems. 
C. Comparison Theorems. 
D. Computer Checks. 
We will give some brief proofs but will leave longer proofs to later sections. 
A. A Basic Estimate. We will use the following estimate or its variations 
frequently. 
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THEOREM E. Let D be a partition and set 1 D 1 = k and 6(D) = 6. Then 
for n > 2k, we have 
(1) * - Pk(4 < %I(4 d * [Fkb, + y dn)] * 
i-o 
Equivalently 
(I’) * [(;I - (k If. 1)1 G qD@) G * [(I) - (k ” 1) + (k If. 2)) 
Proof. (I) By Theorem C, 
k 
~44 = C *i(D) &O. 
S-0 
Using Theorem D(2) and (3), we obtain 
Since n > 2k, we have vi(n) > 0 for i ,( k. Therefore, we can use Theorem D(1) 
to obtain the desired estimate (I). 
(II) This estimate is obtained from (I) by substituting the formula 
944 = (I) - (; ” 1). 
B. Lower Bound Theorems. The next theorem gives a lower bound for the 
degree of a primary partition in terms of the minimum of two special degrees. 
This is the key result needed to show that a set such as Pk is n-minimal for some 
large n. 
Before stating the theorem, we fix some standard notation. We will always let 
m denote the integer part of n/2. We will define 
E(n) is one of the two degrees which appears in the next theorem. 
THEOREM F. Let k 2 0 and anume n > 2(k + 1). Let A be a primary 
partition of n such that ([ A I( > k. Then 
152 RICHARD RASALA 
We will comment briefly on the proof of Theorem F. The proof splits into 
two cases. 
Case 1. k < (1 A Ij < m. 
Let I( A j( = Y. Then A = n/D with 1 D j = t and 6(A) = q&z). Since 
n > 2m > 2r, Theorem E applies and we have 
44 G P&> = W. 
Hence this case follows from the next theorem. 
THEOREM G. Let 2 < 2r < n. DeJine 
T, = & (n + 2 - (n + 2)l12}. 
Then 
(PT&) -=c 944 if rcTn> 
%-l(n) = 944 if r = T,,, 
944 > 9)7(4 if r > T,. 
In particular, ifs < 112, 
Min{q+(n): s < r < m} = Min{Fs(n), VW(n)} = Min{cp,(n), E(n)}. 
Case 2. 11 A /) > m. 
In this case, we can say more than what is said in Theorem F. To prepare 
for the statement, we make a remark on the function E. By the Branching Law, 
it is clear that the partitions m, m and m, m - 1 have the same degree. Thus, if 
n = 2m, 
E(n) = (p,(2m) = 8(m, m) = 8(m, m - 1) = yD,,(2m - 1) = E(n - 1). 
The fact that E does not change from an odd integer to the next higher even 
integer makes it difficult to work with E in an induction argument. This difficulty 
forced us to define 
F(n) = E(n) if n odd, 
= 2 * E(n) if 12 even. 
The function F grows more regularly than E. In fact, by Stirling’s Formula, one 
can show that F(n) is asymptotic to 
1 - - . & . p-K+* 
&2 
We now state the stronger theorem which will show Theorem F in Case 2. 
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THEOREM H. Let A be a primary partition of n such that 1) A 11 > m. Then 
W) > J’(n). 
The asymptotic formula for F shows that F grows rapidly. The same must be 
true of E. Because of the rapid growth of E, we will often be able to apply 
Theorem F in situations where 
The following estimate will be used to show such equalities. 
THEOREM I. Let r > 0 and n > 4~ + 1. Then E(n) > cp,(n). 
C. Comparison Theorems. The form of Theorem F shows that a key problem 
is to compare a polynomial p. for 1 D ) = K with the polynomial vDk+r . The exact 
bounds which we obtain in the main theorems are a consequence of the following 
two theorems. The relation of these theorems to the problem of comparing plo 
and vk+r is explained by Theorem E. 
THEOREM J. Let k > 0 and 6 > 1. Then for n = (k + I)(6 + I), 
9k+d4 G 6 ’ Rc(n)* 
THEOREM K. Let k > 2 and 6 > k + 1. Then for n > 1 + (k + 1)(6 + l), 
* [ (3 - (k ” 1 j + (k ” 2)] < qlc+l(“)’ 
The fact that for small values of k the constants B, and A, do not adhere to the 
general patterns is related to the requirement 8 > k + 1 in Theorem K. This 
requirement cannot be met for small k. Thus one should not expect the patterns 
based on Theorem K to hold. 
The next result compares general polynomials 9’c and ‘pa . It is not as sharp 
as the previous theorems but it gives an adequate estimate of when the pair 
C, D is stable. 
THEOREM L. Let C and D be partitions such that C [ D. Let 8 = S(C) and 
I = 1 D I. Thenfor n > r(S + 2), 
D. Computer Checks. The constants in the main theorems definitely do not 
follow the general patterns when K is small. After much hand calculation, we 
decided that the simplest procedure for computing the needed values of BI, and 
154 RICHARD RAMLA 
AD was to tabulate all the functions involved and read ofI the constants from the 
tables. What we needed was 
(1) vpiw for 0 <i 67 and 0 < n < 120; 
(2) %A4 for 1 D ( < 6 and 0 < 12 < 120; 
(3) E(n) for 0 < 72 < 28. 
We comment on why these are the function values we need. 
The number 120 = BB by the theory. Thus P, is stable at 120 and is n-minimal 
for n 3 120. Now let D be a partition such that 1 D 1 = k < 6. If N is 
the least integer such that pD(n) < q~~+r(n) for all n > N, then we know that 
N < B,, = 120. Thus to find N we need only compare values for n < 120. 
By Theorem I, if 0 < i < 7, then vi(n) < E(n) for n > 29. In making 
comparisons based on Theorem F, we need only look at E(n) if n < 28. 
We now explain how the tables were computed. 
(1) The formula d ‘pi+1 = vi translates into the recursion formula 
Vi+& + 1) = %+1(n) + Vi@)* 
The initial values for the recursion are 
cpo(4 = 1 for all n. 
PI(O) = -1. 
%P) = 0 for i > 2. 
(2) cpD is computed using 
k 
i-0 
We have vi(n) by step (1) and we find S,(D) in Table II. 
(3) We set E(0) = 1, by convention, and then obtain E(n) by 
E(n) = 2n . E(n - I)/(m + 2) if n = 2m + 1 is odd, 
=E(n- 1) if n is even. 
3. PROOFS: GENERAL RESULTS ON DEGREE POLYNOMIALS 
THEOREM A. Let D = dl ,..., dk be a partition of k. De$ne 
pi = &D) = di + k - i for 1 <i<k. 
Then,forn>k+d,, 
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Proof. By the Hook Formula for D, l/H(D) = S(D)/kl so the two formulas 
for vh(n) agree. Therefore we need only show 
Let A = n/D so that a&) = 6(A). Using the Hook Formula for A, we obtain 
?Z! 
w  = H(A)’ 
Thus we must show that 
We must compute H(A)/H(D). Since A = n/D, we see that for s > 2, 
The hook length for A in position (r, s) is the same as 
the hook length for D in position (T, s - 1). 
If we set 
L, = Hook length for A in position (I, l), 
then the preceding remark shows that 
H(A)/H(D) = n$ L, . 
C-d 
Thus we must show that 
n! = ~L~~fpP~)~. 
We will in fact show that the n numbers L, and n - pt give each number between 
1 and n exactly once. Now, the numbers L, satisfy 
1 &L,-, < *-* < Ll < n. 
The numbers pr satisfy 
O<pFLL< **a < pl = dl + k - 1 < n. 
Thus, the numbers n - pI satisfy 
1 <n-pCL1<...<n-pk<n. 
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We will be done if we show that L, # n - pi for all r and i. We will need to get 
a formula for L, . Set 
d,=n-k so that A = d, , dl ,..., dk . 
Given r, define t to be the unique index such that 
dt,, < r G 4 . 
Then in Y(A) exactly t blocks lie above the block in the (I, 1) position. Thus 
L, = d,, - (r - 1) + t. 
Then, in view of the fact that n - pi is a strictly increasing function of i, we will 
be done once we show 
CLAIM. n - t9 CL, < n - vt+1 - 
Subproof. In general, n - pi = n - di - k + i = d, - di + i. Thus 
n-pI=do-ddt+t<do-r+t 
< d,, - (Y - 1) + t = L, 
< 4 - 4+, + t < 4 - dt+, + (t + 1) = n - I-Lt+l . 
The proof of Theorem A is now complete. 
Remark 1. An interesting situation arose in the proof of Theorem A. We had 
two sequences which together gave each integer from 1 to n exactly once. The 
same situation occurs in Frobenius [4] and in the original proof of the Hook 
Formula by Frame [3]. In fact, we could obtain an alternate proof of Theorem A 
by setting 
B = d, + 1, dl + l,..., dk + 1 
and then applying [3, Lemma l] to the first row and column of Y(B). 
Remark 2. We remind the reader that from now on qD(n) is defined for all n 
by the formulas in Theorem A. 
THEOREM B. Let D be apartition of k. Then 
C:D 
Proof. Both sides of the above equation are polynomials. Hence to show 
equality for all n, it is enough to show equality for n >, 2 1 D I. In that 
case 
h,(n) = vD(n + 1) - vD(n> = S((n + 1)/D) - Yn/D) 
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and 
Then, what we must show amounts to 
We claim that this formula is just the usual Branching Law applied to the parti- 
tion A = (n + 1)/D. Indeed, if B: A then either B is obtained by removing a 
block from the first row of A, in which case B = n/D, or B is obtained by 
removing a block from a row below the first row of A, in which case B = n/C 
for some C: D. Done. 
THEOREM C. Let D be a partition of k. Then there exist integers S,(D) for 
0 < i < k such that 
VD = 5 S,(D) vi * 
i-0 
Moreover, 
(1) For i >, 1: S,(D) = &-D S,,(C). 
(2) S,(D) = S,(D) except when D = lk. In that case, 
S&k) = 1 if k even, 
= 0 if k odd. 
Proof. Since vi is a polynomial of degree i and ho is a polynomial of degree k, 
there exists a unique expression 
where the coefficients S,(D) are rational numbers. At the end of the proof, we will 
show that the S,(D) are integers, We first show the explicit formulas. 
(1) By Theorem B, 
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On the other hand, since A vi = pier for i > 1 and A v’. = 0, we get 
AT, = f S,(D) Aqi = 5 &(D) ‘p+ . 
i=O i=l 
By equating corresponding coefficients, we obtain formula (1). 
(2) If D = 1” then our assertion was shown in Example 3 of Section 1, D. 
We assume therefore that D # P. Then, by the formula in Theorem A, 
&D) = 0. Thus 
0 = c&O) = i S,(D) vi(O) = &,(D) - W). 
i=O 
Thus 6,(D) = S,(D). 
We now show that the S,(D) are integers by induction on k = j D (. The case 
K = 0 is trivial. For K > 0 and i > 0, we know by induction that S&C) is an 
integer for all C: D. Hence, by formula (l), S,(D) is an integer for i > 0. Finally, 
if D # l”, S,(D) = 6,(D) so that 6,(D) is an integer and, if D = Ik, 6,(D) = 0 
or 1, both integers. 
THEOREM D. Let D be a partition of k. Then 
(1) In general, 0 < 6i < 6(D). 
(2) h.@) = W). 
(3) 6,-,(D) = 0. 
(4) Assume D is not k OY 1”. Thenfor i < k - 2, 0 < S,(D) < 6(D). 
Proof. All of these formulas are proved by induction using Theorem C. 
The pattern is indicated by the proof of (1). 
Formula (1) holds if k = 0. For k > 0 and i > 0, we may assume by induc- 
tion that 
0 9 S,_,(C) < S(C). 
Thus by Theorem C(l), 
0 < ai = C &i(C) < C 6(C) = 6(D). 
C:D c:D 
Notice that we have used the Branching Law at the end. Finally, the case i = 0 
is handled by Theorem C(2). 
Formulas (2) and (3) will be left to the reader. We comment on (4). The first 
partition D satisfying the hypotheses of (4) is D = 2, 1. In this case, the assertion 
may be checked from Table II. Hence, we may assume k 2 4 and use induction. 
For i > 0, we use the pattern of the proof of (1). The elementary observation 
which permits this is 
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LEMMA 3. If k > 4 and D is a partition of k such that D # k or 1 k then there 
is a partition C such that C: D and C # k - 1 OY 1 k-1. 
The reader can easily check the lemma in a few moments. As always, the case 
i = 0 is trivial. 
Afterword. We will sketch an alternate treatment of Theorems A and B based 
on the Frobenius Character Formula and the Branching Law. One consequence 
of this treatment will be a new proof of the Hook Formula. 
We want to describe the Frobenius Character Formula in the form used for 
computing character degrees of S,, . Except for notation, we will follow the ori- 
ginal version of the theory given by Frobenius [4]. 
In the theory, one must first fix an integer parameter tn. Once m is chosen, 
then the theory will be capable of describing degree polynomials pD with 
1 D [ < m. There is no way to handle all p. at one time. 
Next, we will need some polynomial notation since the degrees we wish to 
compute arise as coeficients of a certain polynomial W, . Introduce indeter- 
minates X0 ,..., X, . Set 
x = (X, ,..., X,). 
If v = (vs ,...) m v ) is a multi-index, that is, for all i, vi is an integer and vi > 0, 
then set 
Then X9 is a typical monomial of degree 1 v 1 = v, + .*a + v, . We say that Y 
is regular if for i # j we have vi # vj . If v is not regular, we say that v is singular. 
We now define W,, by 
W,(X) = vcl + I.* + &Jn n (Xi - -0. 
i<l 
W, is an alternating function of degree 
Write W, as 
n+im(m$- 1) = w,. 
w&v = c CP, 
where v ranges over all multi-indices such that ( v ( = w, . Then, either c, = 0 
or 1 c, ] is a character degree of S, . To be precise: 
THEOREM (Frobenius). (1) c, # 0 e v is regular. 
(2) If v is regular, let (T be the unique permutatia such that 
VU@ > vol > *** > v,, . 
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Then dejne 
Then 
ai = vqi - m + i for O<i<m, 
A = a, ,..., a,,, . 
c, = sign(u) * S(A). 
Note that if you are given a partition A and you want its degree by this theorem, 
then choose a to be the identity and find c, , where v is defined by the above 
formulas with u = I. 
We will now define degree functions qo for ( D j = k < m. Let D = dl ,..., dk . 
For any n> 0, set 
a, = n - k, 
ai = di for 1 <i<k, 
ai = 0 for k<i,<m. 
For small n, a, will be less that a, and may even be negative. This means that 
A = a,, a, ,..., a, is not a partition for small n. However, this is not important 
since the a, are only a means for defining the vi and it is the multi-index Y that 
leads to the character degree. Therefore we define 
vi = ai + m - i. 
Then it is easy to check that 
v. = n + (m - k), 
vi = pi + (m - k) for 1 < i < k, 
v,=m--i for k <i < m. 
Here pi = di + k - i as in Theorem A. We now define 
9dn) = 6 for v = (vo )..., v,) as above. 
Two facts are immediate from the Frobenius Theorem. 
FACT 1. For n 3 k + dl , A is the partition n/D. Moreover, in this case, 
v, > v, > ~*~>v,sothato=I.Thus 
qD(n) = c, = 6(A) = +z/D). 
FACT 2. For n = ,uLi with 1 < i < k, the multi-index v  is singular. Thus 
q+,(n) = 0 for n = pLi with 1 < i < k. 
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These facts already establish some of the main features of p)c . The development 
then proceeds as follows. 
Step 1. Establish Theorem B. 
Use W,,,(X) = (X0 + 3.. + X,) W&Y). Multiply out the right-hand side 
and then collect and compare coefficients. This is the same method as for the 
usual Branching Law. One must simply notice that the method works for all 
n 2 0. 
Step 2. Use Theorem B and induction to show that 
If 1 D 1 = k, vr, is a polynomial of degree k whose leading coefficient 
fD is positive. 
Step 3. Show that f,, = 8(0)/k! 
Here use Theorem B and properties of the difference operator d to show that 
k-f*= Cfc. 
C:D 
Starting with f. = 1, show the desired formula by induction using the Branching 
Law. 
Step 4. Combine Fact 2 and Steps 2 and 3 to get the following form of 
Theorem A 
Step 5. Show the Hook Formula and the other form of Theorem A. 
Let A be a partition of n and write A = n/D, where D is a partition of k. 
Then k < n. Now 6(A) = plr,(n) by Step 1. To show the Hook Formula for A, 
we may assume by induction the Hook Formula for D. Thus 
W 1 
-X-=--- W) 
By Step 4 and S(A) = y&z), we have 
Now we can run our original proof of Theorem A backwards and get a proof of 
the Hook Formula for A. Thus, we have the Hook Formula in general. Notice 
that the other form of Theorem A is now clear. 
Z&murk. The evaluation of 1 FD(n)I which is stated in Section 1, D is also done 
by the Frobenius Theorem. The details are left to the reader. 
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4. PROOFS: LOWER BOUND THEOREMS 
In this section, we first prove Theorems G and H and then obtain Theorem F 
by the remarks in Section 2, B. We then show Theorem I. In this section, m will 
always denote the integer part of n/2. 
THEOREM G. Let 2 < 2r < n. Define 
Then 
T, = $ (n + 2 - (n + 2)lj2}. 
cp&) < v,,(n) if r < T,, , 
%l@> = %(4 if r = T,, 
Y&> > PA4 if r > T,, . 
In particular, ifs < m, 
Min{vr(rz): s < r < m> = Min{~&), pm(n)> = Min{v,k), E(n)). 
Proof. The final statement follows from the earlier statements so that we 
only need to show the earlier statements. Next we tabulate T, for small 71. The 
symbolism T,, = a+ means a < T, < a + 1. 
?a 2 3 4 5 6 7 8 9 10 11 12 13 14 
T73 1 l+ l+ 2f 2’ 3 3+ 3+ 4+ 4+ 5+ 5+ 6 . 
Using 
vow = 1, fpl(4 =n--1, 92(n) = a f4n - 3) 
the reader can check the assertions directly for r = 1, 2. Therefore we assume 
r > 3 in which case we can write 
944 = (r 2 1)1 (n - 2r + 3) a(fl - i), 
Pr(rr)==$(rr--2r+l)ija(n-i). 
i-0 
Now let * denote one of the three relations (, = ,>. Then the theorem is shown 
by the following sequence of equivalences 
. 
pr-&) * p.(n) 0 (n - 2r + 3) * + (n - 2r + l)(n - r + 2), 
0 0 * 49 - 4(n + 2) r + (n + I)(* + 2), 
+r*T,,. 
MINIMAL DEGREES OF SYMMETRIC! GROUP 163 
The last equivalence follows because T,, is the unique root of the quadratic 
polynomial in r which lies in the range 1 < Y ,< n/2. 
We now state a lemma which follows from Theorem G and is used in the 
proof of Theorem H. 
LEMMA 4. For n 3 7, v&n) 3 p*(n). 
Proof. pmel(n) 3 v,,,(n) o m > T, . One must treat two cases. 
Cusel. n=2m. 
Then m > T,, -c+ (n + 2)1/2 3 2 0 n > 2. 
Case2. 12 =2mf 1. 
Then m > T, 0 (n + 2)1/Z > 3 0 12 3 7. 
Thus, if n > 7 then m > T, and q&n) 2 pm(n). 
The next lemma will be used in the induction argument in the proof of 
Theorem H. The first part of the lemma was stated in the discussion of 
computing E(n). The proof of the lemma is easy and is left to the reader. 
LEMMA 5. Set E(0) = 1 c&F(O) = 2. Then for n > 1 
E(n) = 2n - E(n - I)/(m + 2) if n = 2m + 1 is odd, 
=E(n- 1) ifniseven. 
F(n) = n . F(n - l)/(m + 2) if n = 2m f 1 is odd, 
= 2 - F(n - 1) if 12 is even. 
In particular, for n > 8, 
# .F(n - 1) <F(n) < 2 *F(n - 1). 
THEOREM H. Let A be a primary partition of n such that (( A I[ > m. Then 
V) 2 eo. 
Proof. We remark that the condition 11 A 11 > m is equivalent to the condition 
2 II A II > I A I- 
We now argue by induction. The first example of a partition A which satisfies 
the hypotheses of the theorem occurs when n = 7 and A = 32, 1. Then 
6(32, 1) = 21 > 14 = 6(4, 3) = E(7) = F(7). 
Hence the theorem is true for n = 7. By induction, we may assume that n > 8 
and the theorem is true for n - 1. We will argue in several steps. 
Step 1. Thecasewhen2ljAII = I Al + 1. 
In this case, n = 2m + 1 and (I A jl = m + 1. Let A = n/D, where D is 
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a partition of m + 1. Note that D # m + 1 since m, m + 1 is not in proper 
order and D # lm+l since m, lnz+l is not primary. Thus, by Theorem D, 
m-1 
where 
W) = ~(4 = W) * vm+dn> + C W') * vi@>, 
i=O 
Since 
0 < S,(D) < S(D) for Ofi<m-1. 
TJ~+~(~ = vm+1(2m + 1) = 0, 
rpdn) = 942m + 1) > 0 for O<i<m-1, 
we see that 
The second inequality comes from Lemma 4 and the two equalities from the 
definition of E(n) and F(n). 
Henceforth, we will assume that 2 jJ A I/ >, 1 A 1 + 2. 
Step 2. If  B: A then 6(B) > F(n - 1). 
Assume B: A. We consider two cases. 
Case 1. B is primary. 
We show that B satisfies the hypotheses of Theorem H for 1 B / = n - 1. 
Indeed: 
2 .I1 B /I > 2(11 A // - 1) 3 j A / = n > n - 1 = ( B I. 
Hence, by induction, S(B) > F(n - 1). 
Case 2. B* is primary. 
We show that B* satisfies the hypotheses of Theorem H for / B* 1 = n - 1. 
Indeed, using the fact that A is primary so that I/ A* 11 > 11 A (I, we see that 
2 * I/ B* I/ 2 2(1\ A* (1 - 1) ,, 2(\1 A I/ - 1) > 1 A / = n > n - 1 = I B* Is 
Hence, by induction, S(B) = S(B*) > F(n - 1). 
The next two steps will complete the proof of Theorem H. 
Step 3. The case when Y(A) is not a rectangle. 
In this case, there exist at least two partitions B such that B: A. Then, by the 
Branching Law together with Step 2 and Lemma 5, we obtain 
S(A) = C S(B) 3 2 * F(n - 1) 3 F(n). 
B:A 
Step 4. The case when Y(A) is a rectangle. 
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Assume A is a partition of n such that Y(A) is a rectangle. Then A has the 
form A = rs and n = rs. We assert 
Indeed, 3 < s since I/ A 11 > m and s < r since A is primary. 
We must pause to study general partitions of the form r*. We introduce a 
symmetric notation 
Y(r, s) = 8(YS). 
Since r8 and sr are dual, Y(Y, s) = Y(s, r). We will need 
LEMMA 6. If r 2 u > 3 and s 3 o > 3, then ?I+,%) > 2rs-uu * Y(u, v). 
Before we prove Lemma 6, we will show how Lemma 6 handles Step 4. First 
observe 
Y(3, 3) = S(33) = 42 = 6(5,4) = E(9) = F(9). 
Taking u = v = 3 in Lemma 6, we have 
S(A) = Y(r, s) > 2n-s . Y(3, 3) = (42) 2n-Q. 
On the other hand, by Lemma 5, 
F(n) < 2n-g . F(9) = (42) 2*-g. 
Hence 6(A) > F(n). Therefore what remains is to give 
Proof of Lemma 6. By the symmetry of Y and an induction argument, iit 
suffices to prove Lemma 6 in the special case: r = u + 1 and s = v. In this case, 
the lemma asserts 
Y(u + 1, v) 2 2” * Y(u, v). 
Set C = uv and D = (U + 1)“. Then by the Hook formula, 
Y(u + 1, v) 
w, 4 
= 8 = (uv + VY . WC) 
(uv)! HP) 
= (uv + 1) * *** * (UV + v) 
(U+l)****~(u+v) * 
We will be done if we show that 
uv + i > 2(u + i) for 1 < i < v. 
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It is easy to see that if the inequality holds for i = z, then it holds for 1 < i < W. 
Now 
uw + n > 2(U + v) * uv - 2u - 23 > 0 
0 (24 - l)(v - 2) > 2. 
The final inequality holds if u, v 3 3. Done. 
THEOREM I. Let Y > 0 and n 3 4~ + 1. Then E(n) > v,.(n). 
Proof. We make two preliminary remarks. 
Remark 1. We may assume Y > 1. 
Indeed, the theorem is trivial for Y = 0. L 
Remark 2. We may assume n is even, that is, n = 2m and n > 4~ + 2. 
In particular, m > 2r + 1. 
Indeed, if n > 2r, (pr(n - 1) < y,(n). Also, if n is even, E(n - 1) = E(n). 
Thus, if n > 2~ and n is even, 
dn) B E(n) * n(n - 1) -c *(n - 1). 
Next: 
d4 = 
n(n - 1) * .*. * (n - Y + 2)(n - 2~ + 1) 
Y. I , 
E(n) = v,(n) = n(n - ‘) 
- e-e - (n - m + 2)(n - 2m + 1) 
m! 
We take the ratio E(n)/vr(n) and substitute n = 2m, 
E(n) - (n - Y + 1) * *** - (n - m + 2) . (n - 2tn + 1) 
944 m(m-l)*****(r+l) (n-22r+l) 
= (2m--r+l)~~~**(m+2). 1 
m(m-l)**..+(y+l) (2m-22r+l)’ 
Call the last expression in m and Y by S(m, Y). Then we must show that 
S(m, Y) > 1 for m >, 2~ + 1. 
Step 1. For Y fixed and m > 2~ + 1, S(m, Y) is strictly increasing as a 
function of m. 
Check: 
S(m + 1, f-1 = (2m - Y  + 3)(2m - Y + 2) . (2~2 - 2~ + 1) 
Sh 7) (m + 2)(m + 1) 
-. 
(2m - 2~ + 3) (1) 
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Form32r+l, 
2m-y+-3,3 
m+2 ‘2’ 
2m-r-j-2,3 
m-j-1 ‘2’ 
2m-22r+1 ,z 
2m-22rf3 ‘7’ (2) 
Then 
S(m+l,y) >g 
S(m, Y) ’ 28 ’ 
Set T(Y) = S(2r + 1, r). By Step 1, we must show that T(Y) 3 1 for Y > 1. 
Step 2. For Y 3 1, T(Y) is a strictly increasing function of Y. Check: 
(1) 
rqy) = (3y + 3) - *** * (2y + 4) 
(2Y + 1) * .a* * (r + 1) ’ 
T(y + 1) 3(3Y + 5)(3Y 4 4) 
T(y) 
27~~ + 81~ + 60 > 1 
= 4(2r + 5)(2~ + 3) = 16r2 + 64~ + 60 ’ (2) 
By Step 2, we must show that T( 1) > 1. In fact, T(1) = 1. 
Remmk. The formula for T(Y) is not obviously larger than 1 since the 
numerator has only Y terms while the denominator has Y + 1 terms. This is why 
we need the more roundabout proof. 
5. PROOFS: COMPARISON THEOREMS 
THEORRMJ. Letk~OatdS>l.Thenfoyn=(k+l)(S+l), 
%+&) Q %JkW 
Pyoof. The result is easy if k = 0 so we assume k 3 1. Let 2 = (k + 1)s. 
We wish eventually to evaluate at 12 = Z + k + 1. Now 
o ; (n - 2k + 1) ; (n - i) > (k ; 1j! (n - 2k - 1) 5 (n - i). 
60 I-0 
o (k + 1) s(n - 2k + 1) > (n - 2k - I)@ - k + 1). 
e Z(n - 2k + 1) > (n - 2k - I)@ - k + 1). 
If we substitute II = Z + k + 1, then the inequality we must check is 
Z(Z - k + 2) >, (Z - k)(Z + 2) =sZ2-kZ+2Z>Z2-kZ+2Z-2k. 
In the last form, the inequality is obvious. 
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THEOREM K. Let k > 2 and 6 > k + 1. Then for n >, 1 + (k + l)(S + l), 
s [ (1) - (k ” 1) + (k ” J] < a+&+ 
Proof. Let 2 = (k + 1)s. We will be concerned with n > 2 + k + 2. We 
first compute the two functions involved. 
= -!& [(n - k + l)(n - k + 2) - k(?z - k + 2) + k(k - 111: (n - 4. 
i=O 
~k+l@) = (k ; I) !  
k--l 
(n - 2k - 1) n (n - i) 
LO 
= 
(k : l)! 
k-3 
(n - 2k - l)(n - k + l)(n - k + 2) n (n - i). 
i-0 
Thus 
’ [(I) - (k : 1) + (k ” 211 < vk+l@> -+a p < Q 9 0 -=c Q - f’s 
where 
P = (k + 1) 8[(n - k + l)(n - k + 2) - k(n - k + 2) + k(k - l)] 
= Z[(n - k + l)(n - k + 2) - k(n - k + 2) + k(k - I)], 
Q = (n - 2k - l)(n - k + l)(n - k + 2). 
Set R(n) = Q(n) - P(n). W e must show R(n) > 0 for 71 > 2 + k + 2. 
Step 1. R(n) is an increasing function of n for n > Z + k + 2. 
Since R(n) = n3 + ..‘, we will need the following lemma. 
LEMMA. Let R(x) = x3 + ax2 + bx + c, where a < 0 and b > 0 and x is 
a real variable. For x > 2 1 a j/3, R(x) is an increasingfunction of x. 
Proof. An exercise in calculus. 
We now identify a and b in our particular polynomial R: 
a=-[2k+1+k-l+k-2++]=-[Z+4k-2], 
6 = (2k + I)(k - 1) + (2k + l)(k - 2) + (k - l)(k - 2) 
+ Z[k - 1 + k - 2]+ Zk. 
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Thus a < 0 and b 2 0 so the hypotheses of the lemma hold. It remains to 
show that 
2 + k + 2 2 2 1 a l/3 = 2[2 + 4k - 2113. 
This is equivalent to 2 > 5k - 10. Since 6 > k + 1, 2 > (K + 1)” and the 
desired inequality holds for all K, as is easily seen. 
In view of Step 1, we need only show 
Step 2. R(n) > 0 for n = Z + k + 2. 
We evaluate P, Q, and R at n = 2 + k + 2: 
P = Z[(Z + 3)(Z + 4) - k(Z + 4) + k(k - l)] 
= Z(Z + 3)(2 + 4) - kZ(Z + 4) + k(k - 1)Z. 
Q = (Z - k + l)(Z + 3)(Z + 4) 
= Z(Z + 3)(Z + 4) - kZ(Z + 4) - 3k(Z + 4) + (Z + 3)(Z + 4). 
R=(Z+3)(2+4)-3k(Z+4)-k(k- 1)Z 
= (Z + 3)(Z + 4) - k(k + 2) Z - 12k 
=Z2-k(k+2)2+7Z+ 12- 12k. 
Since 6 > k + 1, Z > (k + 1)2 > k(k + 2) so that 
Z2 - k(k + 2) Z > 0, 
72+ 12- 12k > 7k(k + 2) + 12 - 12k = 7k2 + 2k + 12 > 0. 
Hence R > 0 as desired. 
THEOREM L. Let C and D be partitions such that C [D. Let 6 = 6(C) and 
r = 1 D I. Then for 7t > r(S + 2), 
%A4 ( HOW 
Proof. Let s be the largest integer i such that Si(C) # S,(D). Then, since 
C [D, 6,(C) < 6,(D). Also, by Theorem D, 
UC) < 8 for O<i<s. 
Thus for n > 2r, 
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Since r(6 + 2) 2 $3 + 2), the theorem follows from the lemma below 
LEMMA 7. For n > s(S + 2): vs(n) > S&). 
Proof. The lemma follows from the easy calculation stated below 
944 - s (, ” 1) = ; (n + 1 - 4s + 2)) p; (n - i). 
6. PROOFS: THE MAIN THEOREMS 
MAIN THEOREM 1. Let k > 0 and let Pk be the set of purtitium D such that 
1 D j < k. Let yk = S(P,) and define B, as follows 
B, = 1, BI = 7, B, = 9, B3 = 15, B, = 22, 
B, = 1 + (k + l)(ylc + 1) for k >, 5. 
(1) P, is n-minimal for n > B, . 
(2) B, is the least integer N such thut Pk is n-minimal for n > N. 
(3) Pk is stable at BK . 
Proof. Let M denote the partition in P, which is maximal relative to the order 
relation [. Set S = 6(M). By Lemma 2, yk = 6. 
Part A. When k > 5. For k > 5, B, = 1 + (k + l)(S + 1). Observe 
that 
(1) The value of n in Theorem J is exactly B, - 1. 
(2) The condition n > Bx is exactly the condition on n in Theorem K. 
In Step 1, we show that the hypothesis on 6 in Theorem K holds. 
Step 1. 8 >, k+ 1. 
Indeed: 
6 = yk. > y,%(k) = $(k - l)(k - 2) b 2(k - 2) 
= (k + 1) + (k - 5) Z k + 1. 
In Step 2, we compare qprc+Jn) and E(n). 
Step 2. For n 3 B, , ~~+~(n) < E(n). 
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By Theorem I, we need to show that: B, > 4k + 5. By Step 1, 
B, = 1 + (k + I)@ + 1) Z 1 + (k + l)(k + 2) 
2 1 + 7(k + 1) > 4k + 5. 
We now show the last assertion of the theorem. 
Step 3. Pk is stable at B, . 
Let C, D E Pk with C [D. Let c = 6(C) and Y = 1 D I. By Theorem L, we 
know that for n > r(c + 2), 
Thus, it is enough to show that Y(C + 2) < BA: . Now 
r(c + 2) < k(6 + 2) = 2k + k6 
< 1 + k + 8 + k8 = (k + 1)(6 + 1) < Bk . 
We need the next step in Step 5. 
Step 4. For n > B, , 6(P,, n) = qM(n). 
By definition, 6(P, , n) = Max{&n): C E Pk}. By definition of M, if C E Px 
and C # M, then C [ M. Thus, by Step 3, if n 3 B, , 
Therefore S(P, , n) = p?~(n). 
We now show the first assertion of the theorem. 
Step 5. PK is n-minimal for n > B, . 
Let A be a primary partition of n such that A # n/C for C E Pk. Then A 
must satisfy 11 A I/ > k. We must show that 
Indeed: 
Wk, 4 < w. 
(Step 4), 
=G 8[(z) - (k ” 1) + (k If. 2)] (Theorem EL
-=c %+I(4 (Theorem K), 
= Minbk+d4, WI (Step 9, 
< S(A) (Theorem F). 
Finally, we show the second assertion of the theorem. 
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Step 6. Pk is not n-minimal for n = B, - 1. 
Let A = n/(k + 1). Then A is a primary partition of n and A is not of the 
form n/C for C E Pk . We have 
%4) = %+1(n) G h(n) (Theorem J), 
< TM(n) < 6(P,, n) (Theorem E). 
This shows that Pk is not n-minimal at n = B, - 1. 
Part B. When K = 0. The set P,, = (0) has only one partition and so is 
always stable. Moreover, y,,(n) = 1. If n = 1, there is only one partition of n so 
PO is l-minimal. If n 2 2, there are only two partitions of rz whose degree is 1, 
namely, n and 1”. Of these, only n is primary. Hence, PO is n-minimal for all 
n> landB,= 1. 
Part C: When 1 < k < 4. When 1 < K < 4, the value of B, given in the 
theorem is defined as follows. 
B, = Least integer N such that for n > N one has 
~44 < Minh+&G +)I. 
We must show why the assertions of the theorem hold if B, is defined in this 
manner. We first make two remarks. 
Remark 1. By Part A, we know the theorem when k = 5. Now B, = 43. 
Hence, P5 is stable at 43 and n-minimal for n > 43. This shows that in the above 
definition of B, it suffices to examine n < 43. 
Remark 2. The listed values of B, were found by comparing vM(n) to 
Min{v,lc+i(n), E(n)) for n < 43 using a computer. 
We now give a result which is stronger than the last assertion of the theorem. 
We will need this result in later steps of the proof and also in Main Theorem 2. 
LEMMA 8. (1) PI is stable at 3. 
(2) For 2 < k < 6, Pk is stable at B,-, . 
Proof. (1) By direct check. 
(2) P, = Pkpl u 2, , where 
2, = (D: 1 D 1 = k). 
We assert 
CLAIM. (1) For 2 < k < 5, Z, is stable at 2k. 
(2) Z, is stable at 15. 
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Proof of Claim. Let C, D E Z, and assume that D immediately follows C 
relative to the relation [. Then we remark: 
If&(C) < S,(D) for all i, then C, D is stable at 2K. Indeed: 
For n > 24 the right-hand side is strictly positive since 
(1) For all i, vi(n) > 0, if n >, 2i. 
(2) For all i, S,(D) - &(C) > 0, by hypothesis. 
(3) For at least one i, &(D) - SJC) > 0, since C [ D. 
Thus, for n > 2k, p,-(n) < y,,(n) which proves the remark. 
Now, for k < 6, all but four pairs C, D satisfy the conditions in the above 
remark. By Table II, the four exceptions are 
c = 2, 13, D = 3, 2, 
c = 23, D = 2, 14, 
c = 2, 14, D = 4,2, 
c = 22, 12, D = 4, 12. 
The first three pairs are stable at 2k and the last pair at 15, as is shown by com- 
puter. This proves the claim. 
We now return to the proof of Lemma 8. In view of the computed values of 
B, , we obtain as a consequence of the claim 
(1) For 2 < k < 6, Z, is stable at B,-, . 
We use this to show by induction on k that 
(2) For 2 < k < 6, Pk is stable at B,-, . 
We assert that, in the proof of (2), we may assume 
(3) For 2 < k < 6, Pkel is stable at Bk-, . 
Indeed, if k = 2, then (3) is true since PI is stable at 3 < 7 = Bl . I f  k > 2, 
then by induction we know that P,-, is stable at B,-, and therefore at B,-, . 
We now show (2). Since PI, = P,-, u Z, and since P,-, and Z, are stable at 
Bkpl, it is enough to show that if C E Pkel and DE Z, then the pair C, D is 
stable at B,-, . Let L be the partition in P,-, which is maximal relative to [ and 
let n > B,-, . We assert 
For 2 < k < 5, this is true by the definition of B,, . For K = 6, we obtain the 
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result since P5 is n-minimal for n > B, by Part A. Finally, since Pkml and 2, are 
stable at B,-, , we also have 
cp&> G 744 and %W G v&>* 
This shows that, for n 2 B,-, , q+(n) < am. Thus C, D is stable at B,-, . 
This completes the proof of Lemma 8. 
It now remains to prove assertions (1) and (2) of Main Theorem 1 in the case 
l<k<4. 
Step 1. For n > B, , 6(P,, n) = qua. 
This follows since Pk is stable at B,-, and hence at B, . Compare Step 4 of 
Part A. 
Step 2. Pk is n-minimal for n 2 B, . 
Let A be a primary partition of n such that A # n/C for C E Pk . Then A must 
satisfy 11 A 11 > k. We must show that 
Indeed: 
S(P, ) n) < 6(A). 
w* Y 4 = %A4 (Step 11, 
< Minh+kO, W9) (Definition of Bk), 
G %A) (Theorem F). 
Step 3. Prc is not n-minimal for n = B, - 1. 
By the definition of Bk , Min{rp,+r(n), E(n)} < q~,+,(n) for n = B, - 1. This 
shows that Pk is not n-minimal at n = Bk - 1. Compare Step 6 of Part A. 
MAIN THEOREM 2. Let N 3 1 and let QN be the set of partitions D such that 
A, < N. Then 
(1) QN’is n-minimal for n > N. 
(2) QN is stabZe at N. 
(3) If Q is a set of partitions such that Q is n-minimal for n > N and Q is 
stable at N, then Q is a subset of QN . 
Proof. We will recall as Definition 1 the definition of A, given in Section 2. 
We will then give an alternate definition as Definition 2. 
DEFINITION 1. Let D be a partition and let k = 1 D I. Then 
(1) IfR <6,useTableIVtodefineA,. 
(2) If k > 7, set A, = Max{%, , 1 + (k + l)(W) + 1)). 
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DEFINITION 2. Let D be a partition and let k = 1 D 1 > 1. Then let 
A, = Least integer T such that 
(1) T 3 B,-, . 
(2) For all n > T, 
d4 < MinG~~+,(4, -+)I. 
By convention, set A, = 1. 
The first few steps of the proof will show that the two methods for defining 
A, give the same values. 
Step 1. For k 3 6, yk > 8K/3. 
Indeed: 
yK 2 y,,,(k) = 6 k(k - 2)(/z - 4) > 8k/3. 
Step 2. For k > 7, 1 + (k + I)(k + 2) < Bk-r . 
Indeed: 
B,-, = 1 + (k - 1 + 1)&--l + 1) = 1 + ~(Y~-, + 1) 
3 1 fk ( 
$k- I)+1) =;.k++ll. 
A simple check shows that the last polynomial is larger than 1 + (K + l)(K + 2) 
for k > 7. 
Step 3. If K > 7 and, n > B,-, then Min{p,,,(n), E(n)} = q~~+~(n), 
We must show that if K > 7 and n > Bkel then vk+&z) < E(n). By 
Theorem I, it is enough to show that if K >, 7 then BkmI >, 4k + 5. By Step 2, 
this is obvious. 
Step 4. The two definitions of A, give the same values. 
LetK = IDI. 
Casel. k<6. 
We know that B, = 120. Thus P, is stable at 120 and n-minimal for n > 120. 
Therefore 
a& < Minh+dn), E(n)) for n > 120. 
Hence A, < 120 if we use Definition 2. We can determine the exact value of AD 
according to Definition 2 by computer tabulation of qo , q)k+l , and E for n < 120. 
We obtain in this way exactly the values of A, listed in Table I so that 
Definitions 1 and 2 coincide in this case. 
Case 2. K 2 7 and 1 + (K + 1)(6(D) + 1) < B,-, . 
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In this case, according to Definition 1, AD = B,-, . To show that A, = 
B,-, according to Definition 2 also, we must show that 
v&> < Minh+&h -%9 for 71 > B,-, . 
In view of Step 3, this amounts to showing that 
for n > B,-, . 
Let z = max{s(D), k + l}. Th en z 3 k + 1 and by Step 2 and the basic 
hypothesis of this case, 
1 + (k + l)@ + 1) G B,-,. 
Thus, for n 3 B,-, , 
PO(~) < W [(;I) - (k ” 1) + (k ” 2)] (Theorem J% 
B z [(i) - (k T 1) + (k ” 2)] (Definition of 4, 
< %+1(n) (Theorem K). 
Cuse3. K>7andI+(k+1)(6(D)+l)>B,~,. 
Set z = 6(D). Then, according to Definition 1, we have in this case, A, = 
1 + (k + 1)(x + 1). Note that in view of Step 2, z > k + 1. To show that we 
get the same value of AD from Definition 2, we must show that 
(1) For n > 1 + (k + 1)(x + l), 
(2) For n = (k + I)@ + I), 
v& 2 Minh+&), @)I. 
Again, by Step 3, we can replace Min{~k+l(n), E(n)} by ~~+~(n). Now 
(1) For n > 1 + (A + I)@ + I), 
vD@) G s [(i) - (k I”_ ]) -I- (k ” 2)] (Theorem EL 
< vk+h) (Theorem K). 
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(2) For n = (k + l)(z + l), 
WI(~) b z * cp&) (Theorem E), 
> I vk+l@) (Theorem J). 
This completes Step 4. 
We will need the following simple consequence of Definition 1. 
Step 5. If / D 1 = k > 1, then B&r 6 A, < B, . 
We now come to the main assertions of the theorem. The case 1 < N < 7 is 
trivial in view of Main Theorem 1. We will therefore assume N 3 7. We fix k 
such that B,-, < N < B, . Note that k 3 2. By Step 5 and the definition of 
Q N , we see that 
p,-,cQ,cp,. 
We will see in the proof of Step 8 that QN # Pk . 
The next step is a strong form of the second assertion of the theorem. 
Step 6. Let C E QN and let D E Pk be such that C [ D. Then for n > N, 
FcW < PDW 
Casel. 2 <k <6. 
By Lemma 8, Pk is stable at B,-, . Since N > &-r , we get this case. 
Case 2. k 3 7 and 1 C 1 < k. 
Then C E Pkpl . We use the fact that P&r is stable at Bk-r and is n-minimal 
for n > B,-, together with N 2 B,-, . 
Subcuse 1. j D 1 < k. 
Then q+-(n) < v,,(n) since P,+, is stable at B,-, . 
Subcase 2. 1 D 1 = k. 
Then vc(n) < qo(n) since Pkml is n-minimal for n 3 B&r . 
Cuse3. k>7andICI =k. 
Then I D 1 = k also. Then, by Theorem L, for n 3 k@(C) + 2), 
v&> < 944. 
Thus, it is enough to show that k@(C) + 2) < N. 
Subcase 1. 6(C) < k + 1. 
Then k@(C) + 2) < k(k + 3) < (k + I)(k + 2) < B,-, < N, by Step 2. 
Subcase 2. 6(C) > kf 1. 
Then k@(C) + 2) < 1 + (k + l)@(C) + 1) < A, 6 N. 
This completes Step 6. 
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We now show the first assertion of the theorem. 
Step 7. QN is n-minimal for n > N. 
Let A be a primary partition of n such that A + n/C for C E Q,,, . We must 
show that 
S(QN > 4 < W- 
To do this, it is enough to show that for all C E QN , 
Case 1. I/ A/I = k. 
ThenA=nlD,whereDEP,butD$Q,.Thus/D/=kandA,>N. 
We claim that C [ D. This is clear if 1 C ) < k. If I C 1 = k, then we use the 
inequality A, < N < A, . Indeed: 
(1) If k < 6, then A, < A, implies C [ D since the ordering of the 
partitions in Table IV is the same as in Table II. 
(2) If k >, 7, then A, < A, implies 6(C) < 6(D) which implies C [ D. 
Now that we know C [ D, we use Step 6 to obtain 
Case2. 11 A/I > k. 
Since n > N > A, , we obtain 
~&4 < Minh+&), WI (Definition 2), 
< S(A). (Theorem F). 
Finally, we show the last assertion of the theorem. 
Step 8. If Q is a set of partitions such that Q is n-minimal for n > N and Q 
is stable at N, then Q is a subset of QN . 
We first remark that QN is a proper subset of Pk . Indeed, if QN = Pk then, by 
Step 7 and Main Theorem 1, N > B, contrary to the definition of k. 
Next we will need. 
LEMMA 9. Let N > 1 and let Q be a set of partitions such that Q is n-minimul 
JOY n > N and Q is stable at N. Let C E Q and let D be any partition such that 
C [ D. Then for n >, N, v,-(n) < v,(n). 
Proof. If D EQ, then v,-(n) < vD(n) since Q is stable at N. If D $ Q, then 
&n) < S(Q, n) < vD(n) since Q is n-minimal for n > N. Done. 
Now let C be the minimal partition relative to [ which does not lie in Q, . 
MINIMAL DEGREES OF SYMMETRIC GROUP 179 
By our first remark, C E Ph . We will show that C 4 Q. Assume not. Then C E Q. 
We claim that for n 3 N, 
Since E(n) = 9)m(n), where m is the integer part of n/2, we obtain the above claim 
by applying the lemma to the two partitions D = k + 1 and D = m. We need 
only note that C [ D. This is clear for D = k + 1 and follows for D = m once 
we note that m 2 k + 1. This in turn follows from the inequalities below which 
the reader can easily check 
n > N > Bk--l > 2k + 3 for k > 2. 
Finally, by the claim, we have A, < N. Thus C E QN . Contradiction. We have 
seen in the introduction to Section 2 that if Q is a set of partitions such that Q is 
n-minimal for all 7t > N, where N is some integer then Q is complete. Since we 
know that C $ Q, it follows from the completeness of Q that D $ Q if C [ D. Thus 
Q can contain only partitions D such that D [ C. In other words, Q C QN . 
The proofs of the Main Theorems are now complete. 
7. COMMENTS ON MAXIMAL DEGREES 
The opposite problem to the one we have considered is to study the largest 
degrees of S, . This problem seems interesting both in itself and because the 
maximal degree yn of S, enters the formula for B, in Main Theorem 1. Some 
simple questions we might ask are 
(1) What is ‘yn ? That is, 
(A) Can we give a simple procedure for computing yO other than listing 
all degrees of S, and searching for the maximum ? 
(B) Can we estimate y,, or give an asymptotic formula for yn ? 
(2) Is there a unique primary partition D, such that ym = 6(D,) ? 
If so, how can D, be found ? 
From the recent computations of McKay [I 11, these questions seem to be quite 
difficult. Nevertheless, McKay’s data suggests to us 
CONJECTURE. yn > (l/n)@~!)~1~. 
McKay’s calculation goes up to 71 = 75 and in this range the conjecture holds. 
Consider 
R, = y,J( l/n)(n!)1/2. 
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From McKay’s tables, R, generally decreases, though not monotonically, as it 
increases. R,5 is approximately 1 .I 25. It is hard to tell if R, will continue to 
decrease and eventually go below 1 (so that the conjecture fails) or if R, converges 
to 1 (in which case yn would be asymptotic to (1 /n) (n!)““). In any case, the con- 
jecture is plausible and can be viewed as something to be proved or disproved. 
There is some interesting recent work of Logan and Shepp [lo] on a continuous 
analog of the problem of finding partitions D such that 6(D) = yn. Let T,, : 
R2 --f R2 be the contraction map T,(u) = (l/nll”)v. We use T, to normalize 
questions involving the shapes of the Young diagrams of partitions of 71. Indeed, 
if D is a partition of n, 
Thus 
Y(D) covers an area of size n in the plane. 
T,[Y(D)] covers a unit area in the plane and has the same shape as Y(D). 
With this normalization to unit area, one can ask 
(3) Assume D, is a sequence of primary partitions such that 6(D,) = yn. 
Do the regions Tn[Y(Dn)] converge in some sense to a limiting region in 
the plane ? 
The continuous problem handled by Logan and Shepp suggests that the 
answer to the above question is yes. Their work gives, moreover, a region which 
certainly must be the limiting region if such a region really exists for the discrete 
problem. This region is 
The region in the first quadrant bounded by the axes and by the 
parametrized curve 
x = -$ [sin 0 - 0 * cos 191, 
O<B<T. 
y = $ [sin e + (7~ - e) cos e-j 
Even if we cannot establish (3), we can use the above region to study maximal 
degrees since it makes sense as a working hypothesis to look for partitions D such 
that T,JY(D)] is close to the above region if one is hunting for large degrees 6(D). 
Note added in proof. In a recent letter, McKay informed the author that the conjecture 
on Y,, stated in the last section is false. The conjecture fail; at n = 81. 
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