We introduce a new numerically stable method for constructing superoscillatory wave forms in an arbitrary number of dimensions. The method allows the construction of superoscillatory squareintegrable functions that match any desired smooth behavior in their superoscillatory region to arbitrary accuracy.
I. INTRODUCTION
Superoscillatory functions are functions that locally oscillate faster than the fastest Fourier component that they contain. Superoscillations were first named and made the subject of investigation in work that includes, in particular [1] - [8] . In hindsight, examples of superoscillatory behavior had previously been seen experimentally, e.g., in optics, and also in theory, where, for example, certain so-called prolate spheroidal functions are superoscillatory.
In the meantime, both the theory, see, e.g., [9] - [23] , and applications, see, e.g., [24] - [38] , of superoscillations have been actively explored.
Functions with superoscillatory behavior are the subject of intense investigation for multiple reasons. One reason is that they offer an opportunity for superresolution, i.e., for resolution beyond the diffraction limit. Superresolution is of particular interest in the presence of natural bandwidth limitations, such as the ultraviolet cutoff expected to arise at the Planck scale, see, e.g., [47] - [53] , in the presence of practical bandwidth limitations, for example, arising from absorption bands in media, e.g., in the case of radar [39, 55, 56] , or in the presence of imposed bandwidth limitations, e.g., to avoid deleterious ionization in biological tissue, e.g., in optogenetics [40] - [45] , see [55, 56] .
In certain media, the use of superoscillatory waves for superresolution is obstructed because * bsoda@pitp.ca † akempf@pitp.ca of the existence of dissipative processes that are faster than the superoscillations. Even in these circumstances, the use of superoscillatory waves can be useful, for example, to explore these fast dissipative processes, [55, 56] . Also in information theory, see, e.g., [46] , the rôle of superoscillatory behavior in communication signals is of interest. There, the study of superoscillatory signals has the potential, for example, for a noise-model independent generalization of the Shannon Hartley theorem [55, 56] .
In quantum theory, superoscillatory behavior has been described early on in the context of weak measurement theory. The further exploration of the quantum mechanics as well as the quantum thermodynamics of superoscillatory behavior is of high interest, see, e.g., [13] - [17] , [23] , [56] .
Superoscillatory behavior is known to come with a cost, however, which is that the superoscillatory part of a function necessarily possesses relatively small amplitudes compared to the amplitudes in the rest of the function. In particular, it was proven in [9] - [11] that the superoscillatory behavior obeys two scaling laws: for fixed L 2 -norm, the amplitudes in the superoscillating region necessarily diminish polynomially with the frequency of the imposed superoscillations and they necessarily diminish exponentially with the number of imposed superoscillations.
II. MOTIVATION
The focus of the present paper is the question of how superoscillatory functions can be constructed. At first, it had appeared that superoscillatory functions with numerous fast superoscillations are hard to construct, in the sense that the calculation is numerically unstable. For example, in [8] , a method was presented that allows one, for any fixed Ω > 0, to construct Ω-bandlimited and square integrable functions that pass through any finite number of prescribed points. These points can be chosen arbitrarily. If they are chosen such as to force the constructed function to possess superoscillations then the calculation involves the need to invert a matrix that is ill-conditioned. The matrix becomes the more ill-conditioned and, therefore, the harder to invert numerically, the more superoscillations are being prescribed and the smaller their wavelength.
Fortunately, however, numerical instabilities in the construction of superoscillatory functions can be avoided, as was first shown in [15] . In prior approaches, such as [8] , the superoscillatory function was constructed by adding a number of non-superoscillatory Ω-bandlimited functions with coefficients that had to be extremely fine-tuned in order to achieve superoscillatory behavior for the resulting sum of these functions, hence the numerical instability. Instead, the method in [15] constructs a superoscillatory function as the product of non-superoscillatory functions whose bandwidth adds up to Ω (recall that as functions are multiplied, their bandwidths add). The multiplicative method of [15] allows one to construct superoscillatory functions with any number of arbitrarily closeby zero crossings because the function function inherits the zeros of each of its factors -and these factors can be chosen arbitrarily close to another. The method is numerically stable because no fine tuning is needed to obtain the product function. This method was then used in the later paper [54] to approximate sinusoidal superoscillations.
In the present paper, we also build on [15] . We obtain a numerically stable method for constructing superoscillatory functions whose superoscillatory stretch exhibits any desired behavior to any desired accuracy, in any number of dimensions.
III. NEW METHOD TO EFFICIENTLY AND NUMERICALLY STABLY GENERATE SUPEROSCILLATORY FUNCTIONS WITH ARBITRARY TARGET BEHAVIOR IN ANY NUMBER OF DIMENSIONS
Let us consider the problem of finding a square integrable function g : IR d → IR of a given bandlimit Ω which, in some given region B ⊂ IR d , is approximating some arbitrary given smooth target function f : IR d → IR while meeting an arbitrarily given accuracy goal ǫ > 0:
Since there is no assumption of bandlimitation for f , the behavior of f in B can be chosen arbitrarily highly oscillatory, i.e., the tobe-constructed Ω−bandlimited function g may have to be arbitrarily highly superoscillatory. We now show how such a function g, that approximates the behavior of f in B to arbitrary given accuracy, can be generated efficiently and numerically stably.
The idea is to construct g as the product of two functions, one of bandlimit zero that ensures accuracy, namely a Taylor polynomial of the target function f , and one function of bandlimit Ω that ensures square integrability without spoiling the accuracy of the approximation.
Concretely, the method consists of first Taylor expanding the target function f around some point p ∈ B to a finite order n. By Taylor's theorem, we can always choose n large enough so that the Taylor polynomial f n approximates f in B to meet any given accuracy goal ǫ 1 > 0:
We note that f n possesses vanishing bandwidth because the Fourier transform of a polynomial is a linear combination of Dirac deltas and their derivatives. We also note that f n diverges polynomially and that it is therefore not square integrable. Second, we therefore also construct an Ω-bandlimited function c : IR d → IR which obeys two conditions:
1. In the region B, we require the function c to stay close to 1 up to some accuracy goal ǫ 2 > 0:
2. We require the function c to decay to zero for |x| → ∞ sufficiently fast so that
For any ǫ 2 , such a function c can be obtained as the product c(x) = Clearly, g := cf n is Ω-bandlimited and square integrable. We now show that also any accuracy goal ǫ can be met. To this end, we can choose ǫ 1 := ǫ/2. This determines n such that f n differs from f at most by ǫ 1 in B. In B, |f n | takes on a maximum, say M at x M ∈ B. We then meet the overall accuracy goal by choosing any ǫ 2 > 0 obeying M − M (1 − ǫ 2 ) < ǫ 1 , i.e., by choosing any ǫ 2 obeying 0 < ǫ 2 < ǫ 1 /M = ǫ/2M . Finally, the choice of ǫ 2 determines m.
The complexification of the method is straightforward. Also, instead of the Taylor expansion, other polynomial expansions may be used. The function c may be called a canvas function because it is designed to provide the blank backdrop on which the pattern of the target function is to be drawn.
IV. EXAMPLE: A ONE-DIMENSIONAL IMPLEMENTATION
Here, we will demonstrate the new method for Ω-bandlimited functions IR → IR. We require the to-be-constructed superoscillatory function, g, to approximate the behavior of a target function, f , in the interval B := [−1, 1]. To this end, we take the MacLaurin series approximation of f
. (4) to order n. By Taylor's theorem, we can always find an n large enough to meet any accuracy goal
We then obtain the desired superoscillatory function
if we can also construct a suitable Ω-bandlimted canvas function c that stays close to 1 in [−1, 1] and that counteracts the x n−1 divergence of f n for x → ±∞. To construct such a function that decays at least as fast as 1 x n , we can make, for example, the ansatz:
Using the method of integration by differentiation [57] [58] [59] , we quickly find the Fourier transform of this function:
Here, T a is the translation operator T a = e aΩ∂/∂ k . The work [54] which followed up on [15] also studied the properties of powers of sinc functions. For our purposes here, we will find it useful to further investigate the peculiar property that, near 0, the sequence of powers of sinc functions approaches a Gaussian in the limit of large m. To show this, we could consider the behavior of the binomial coefficients in the Fourier transform in Eq.7 to investigate how the Fourier transform approaches a Gaussian. Instead, let us work directly in the x domain. We use a defining property of Gaussians,
, namely that they obey:
In comparison, the canvas function, c(x) = sinc( Ωx m ) m obeys for large m:
(9) Therefore, as long as x ≪ m, the function c(x) is a good approximation to a Gaussian with variance
Ω . As desired, for increasing m, the function c(x) approximates a wider and wider Gaussian so that its amplitude stays closer and closer to 1 up to |x| of order m. Only from about x = 1 Ω πn, where c(x) first drops to zero, c(x) no longer approximates a Gaussian.
Finally, we also need c to meet the accuracy goal ǫ 2 . To this end, we notice that while c(0) = 1, at the ends of the interval [−1, 1], the function c falls to approximately sinc(
6n , where we can again bound the error, and therefore meet any accuray goal ǫ 2 by using Taylor's theorem.
V. OUTLOOK
The new method presented here allows one to construct, efficiently and numerically stably, a superoscillatory function that possesses any desired smooth behavior in the superoscillating region. The new method should, therefore, be useful for applications ranging from superresolution and the study of fast dissipative processes in media to applications of superoscillations in communication channels or measurement devices, in particular, in scenarios where the channel capacity is limited chiefly by the bandwidth and not by the availability of a large dynamic range.
In practice, the new method for constructing custom superoscillatory wave forms is straightforward to apply in any circumstances where the desired superoscillatory waveform can be calculated and then produced by a wave form generator, e.g., in acoustics. However, wave form generators can only generate frequencies up to a certain range and at higher frequencies, such as in the optical range, methods other than wave form generators need to be employed to create superoscillatory waves, see e.g., [26, 27] . In this case, the present method may, however, be applicable directly, namely if the experimental setup allows the physical multiplication of wave forms. In electronics, the multiplication of signals for the purpose of obtaining a superoscillating signal is relatively straightforward through the use of transistors for multiplication. It would be very interesting to explore, for example, the use of photo transistors for the purpose of creating custom superoscillatory electromagnetic waves in optics.
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