Models of stock price fluctuations based on simple random walks do not agree with empirical stock price data. We point out an analogy with motion in a one-dimensional random field which generalizes the stock dynamics to include random dependence on the current price in a natural way. Results of an analytically tractable limit are presented, demonstrating that some of the characteristics of real stock data may be reproduced by such models. Shortcomings of the model are noted, and a numerical simulation method for extension beyond the analytically tractable case is presented.
INTRODUCTION
Since the work of Bachelier 1 and Samuelson 2 random walk models of stock price dynamics have been based on random differential equations (or their discrete counterparts) of the form
where x(t) is the log of the stock price S(t) at time t:
x(t) = ln [S(t)/S(0)] .
The function u(t) represents the sum of many independent market forces upon the price, and arguments based on the Central Limit Theorem ensure it is a Gaussian (i.e. normal) random process. The correlation function of the zero-mean process is u(t)u(t ) = α 2 R(t − t ).
The correlation function R(t) typically decays rapidly (on the order of minutes) from its peak at t = 0, and so the white noise limit of delta-correlated u(t) is often employed. Even using a general correlation function R(t) as in (3) however, it is found that the models above are inadequate to describe important features found in empirical analysis of stock market data. The following stylized facts are accepted as established by these studies 3, 4 :
(i) Short-term returns are non-Gaussian, with 'fat tails' and high central peaks. The center of the returns distribution is well fitted by Lévy distributions.
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(iv) The distribution of stock price returns exhibits a simple scaling: in Ref. 5 a power-law scaling of the peak of the returns distribution P (0) with lag time is shown to hold across many magnitudes of lag times. The exponent of the power-law is approximately −0.7.
Most of the references cited here examine data from the Standard & Poor 500 index (S&P500), but other international markets are found to behave similarly. 6 Many attempts have been made to reproduce the empirical facts (i)-(iv) using various stochastic models. As a sample of just a few of these, we list the truncated Lévy flights model, 8, 9 ARCH and GARCH models, 10 , 11 non-Gaussian Ornstein-Uhlenbeck processes, 12 and a model based on a continuous superposition of jump processes. 7, 13 The first three of these were reviewed in Ref.
14. An ideal model should reproduce all the experimental facts (i)-(iv), by giving a simple picture of the stochastic process underlying the stock price time series, but no model has yet been found which fulfills all these criteria. 15 In this paper we suggest that the qualitatively new behavior of x(t) resulting from generalizing the random walk (1) to motion in a random field dx dt = u(x, t)
might be of interest to stock price modellers. Here u(x, t) is a Gaussian (i.e. multi-variate normal) random field with zero mean, which is fully described by its correlation function
For simplicity we take the field to be homogeneous and stationary, with a separable correlation function as in equation (6) . Note the latter assumption is purely for ease of exposition, and is not necessary in the general case. Motion in random fields has attracted much recent attention from researchers interested in turbulent dispersion 16, 17 and transport in dynamically disordered media. 18 Particularly noteworthy is the demonstration 19 that passive tracers released from a point source in a turbulent fluid and moving according to (the vector version of) equation (4) have a non-Gaussian distribution at finite times. This non-Gaussian behavior of the tracers is found even if the velocity field u(x, t) is itself Gaussian. In fact, distributions of tracers which are Gaussian at all times can only be produced if the velocity field is independent of the position vector x, i.e. if the equation (4) is reduced to the simpler (1).
Our goal here is the demonstrate that the analogy with motion in a random field can produce an interesting perspective on stock price dynamics. Indeed we show that in a certain limit case which permits analytical results, the model (4) reproduces several of the important qualitative properties (i)-(iv) of empirical price data. We also show that not all such properties are found in our preliminary results, but we suggest that further research and numerical simulation of random field models may remedy this. Our overall aim here however is not to fit the empirical data with yet another ad hoc model of dynamics; rather it is to raise awareness of the richness of dynamical behavior attained by the simple generalization of the standard random walk model (1) to (4), and hopefully excite further research in this area.
The model (4) for the price dynamics is not motivated solely by its analogy with motion in random fields. Indeed, in many ways it is a natural generalization of the standard model (1) to the case where the market forces depend on both the time t and on the current value x(t) of the stock. If the market is made up of many independent agents contributing to the price change function u, a straightforward application of the Central Limit Theorem shows that u must be Gaussian. If each agent takes account of the current stock price then u would naturally depend upon x as in (4), making this a more realistic model than the standard model (1) where the rate of price change is independent of current price.
To gain some intuitive understanding of the effect of such x-dependence, we first return to the random walk model with u = u(t), independent of x, as in (1) . For clarity, we consider here a specific form for the time correlation R(t):
Proc. of SPIE Vol. 5471 613 where a characteristic decay time T has been introduced. Figure 1(a) shows the contours of a single realization of the x-independent 'velocity' u(t), negative values being denoted by shaded areas and dotted contour lines. Time increases along the horizontal axis, with the stock log price x measured on the vertical axis. The motion of a stock tracer with initial condition x(0) = 0 is shown also; note the negative rate of change of stock price in the shaded regions (negative velocity), and the positive rate of change in the regions where u > 0. Because there is no x-dependence in (1), the velocity field depends only on time, and so the contours are vertical lines. By contrast, a simple x-dependent velocity field of the type proposed in (4) has a non-trivial x-correlation function S(x) in equation (6); for example in Fig. 1 (b) we use
where l defines a correlation scale (l → ∞ recovers the x-independent case). The contours in Fig. 1 (b) display a more complicated structure than in Fig. 1(a) , and this is reflected in the observed motion of the stock prices. The three parameters α, T and l characterizing the random field may be combined into one dimensionless quantity
and if the time, log price and velocity are re-scaled using these parameters:
then the equation of motion (4) becomes dx dt =ũ(x,t).
Note that the re-scaled velocity fieldũ has unit variance. In Fig. 1 (b) the stock price motions resulting from solving (11) are shown for values of = 1, = 0.1, and = 0.01. When is large, the length scale l of the randomness in x is much larger than the effect αT of the random variation in time -this is analogous to the case of weak space dependence in turbulent dispersion problems studied in Ref. 19 using perturbation theory. In the case of 1, small deviations of the stock price distribution from a Gaussian shape are found, with kurtosis less than 3. However, studies of empirical data indicate that the kurtosis of stock returns is much larger than 3, and so the weakly space-dependent theory does not seem relevant here.
The opposite limit, i.e., 1 appears more promising. In Fig. 1 (b), we observe that the stock prices for parameter values = 0.1 and = 0.01 display some interesting generic features. Constrained by the equation of motion to move downwards in shaded regions (where the velocityũ is negative), and upwards in unshaded regions, the stock tracers tend to become trapped near curves ofũ = 0, withũ positive below them and negative above them. These stable positions disappear when the zero-velocity manifold 'folds over', and the stock tracer is then driven by equation (11) to move quickly to another slow manifold. A complete understanding of the dynamics of the system as → 0 requires a singular perturbation approach 20 to equation (11), but the important feature for our work is the following of the zero-velocity manifold by the stock tracer, punctuated by fast jumps.
An analytical approach to the general → 0 case has not yet been found, but some interesting features are highlighted by choosing a particularly simple form for the x-correlation function:
where k is a constant. This correlation function corresponds to a so-called 'single-scale' Gaussian velocity field, which (as shown in Ref. 21 ) can always be written in the form
where f (t) and g(t) are independent Gaussian random functions of time, each with zero mean, variance α 2 , and a given correlation function R(t):
An example of motion in such a single-scale field is shown in Fig. 1 (c). Note the periodicity in the vertical direction, and the lack of jumps. In the remainder of this paper we will concentrate on this simplified example and show that many of the statistical characteristics of the resulting stock returns are remarkably similar to those observed in empirical data.
ANALYTICAL RESULTS FOR SINGLE-SCALE FIELDS
In this section we consider the statistical characterization of motion along the u = 0 curves of the single-scale random field (13) , according to the equation of motion (4), and with the Gaussian random functions f (t) and g(t) defined as in (14) . An analogy with tracer motion on the surface of a turbulent ocean can prove instructive.
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The Eulerian velocity at a point x at time t is defined by the random field (13). Each tracer particle moving through this field will, however, experience its own time history of velocity variations; this is called the Lagrangian velocity [23] [24] [25] of the tracer v(t):
The crucial point in our use of random-field models of stock price motion is that the Eulerian field may, as in (13), have Gaussian statistics, while the Lagrangian velocity (that is, the velocity 'felt by the tracer') need not be Gaussian. Some intuitive notion of why this might be may be gained from considering the fact that the velocity at space-time points (x, t) picked at random from the Eulerian field has a Gaussian distribution; on the other hand, the dynamics of the tracer particles mean that they are more likely to cluster in regions of low velocity, with high-velocity transitions between, meaning both zero values of v and high values are more likely than for a Gaussian distribution. This argument holds for any random field, but as we show in this section, a quantitative description may be derived in the case of a single-scale field (12) for the → 0 limit.
In the limit of small , we saw in the previous section that the stock tracer motion is confined to curves with u = 0. While the Eulerian velocity on these curves is zero by definition, the Lagrangian velocity is non-zero, as the tracer moves to remain on the u = 0 curve. In fact, the Lagrangian velocity felt by the particle trapped on such a curve is given by
with the derivatives evaluated on the curve u = 0. For the single scale field (13) , an explicit expression for the Lagrangian velocity may be found in terms of the functions f (t) and g(t) and their derivatives:
When the Lagrangian velocity v(t) is known, the equation of motion for the tracer is simply
with solution
Similarly, the return on the stock over a time lag of ∆ is given by
Clearly the statistics of the returns follow from the statistics of the Lagrangian velocity, indeed for short time lags it might be expected from (20) that
so that the distribution of returns, for instance, can be related directly to the distribution of the Lagrangian velocity. We shall see later that (21) is not fully accurate for large values of v, but the Lagrangian velocity distribution will still prove extremely useful.
The probability distribution function (PDF) P (v) of the Lagrangian velocity can easily be found from (17):
where τ 0 is the timescale defining the initial radius of curvature of the correlation function R(t):
Further details of all calculations can be found in Ref. 26 . The PDF P (v) is symmetric in v, and so has mean zero. Note that the tails of P (v) decay as |v| −3 for large |v|, so the variance of v does not exist. Also, (22) effectively contains only one free parameter kτ 0 , and is otherwise independent of the choice of correlation function R(t) of f and g.
The (normalized) correlation of the stock returns with lag ∆, at time t, is defined by averaging the product of the returns at times separated by τ :
and for stationary returns becomes independent of t. The correlation is normalized by the variance r ∆ (t) 2 of the returns at lag ∆, which is known as the squared volatility. 6 Because of the dependence (20) of the returns on the Lagrangian velocity, the correlation of the returns can be written in terms of the correlation function of v 26 :
where we have used the stationarity of the returns, and defined the Lagrangian velocity correlation function
Note the Lagrangian velocity is assumed here to be a stationary process-this has not been proven to follow from Eulerian stationarity in the general case, 23 
From L(t), the returns correlation (24) and the squared volatility at lag ∆:
may immediately be calculated. In particular, for short lags with ∆ τ 0 the volatility is
Note that while this expression limits to zero as ∆ vanishes, it does not follow a simple power law in ∆ because of the logarithmic term. Although empirical stock volatilities have been fitted with power-laws, 6, 7 we show in the next section that (29) can also match the data quite well.
Assuming a power-law decay of the Eulerian time correlation function at large values of its argument
with β positive, it can be shown that the squared volatility grows linearly with ∆ for large lags. Also, the Lagrangian velocity correlation decays as
approaching zero from below, while the correlation of absolute Lagrangian velocities scales as
In contrast to (31), this correlation remains positive at large times; note too that its rate of decay is slower than that of (31).
NUMERICAL SIMULATION METHODS
To extend the analytical results found in the previous section, we consider the implementation of numerical simulations of motion in random fields. Random fields u(x, t) may be generated using standard techniques, 27 with the ordinary differential equation (4) being solved using Runge-Kutta methods. Averages may be calculated over an ensemble of realizations, or over a long time series x(t) in a single realization, to closely mimic the statistical analysis of S&P 500 data performed in Refs. 5 and 6.
A random field with zero mean and correlation function (6) may be generated using a superposition of random Fourier modes 27 :
with the amplitudes A n and B n chosen from independent Gaussian distributions of zero mean and variance α 2 . The ω n and k n are chosen from distributions of random numbers so as yield the correlation (6). Specifically, the ω n are chosen from a distribution shaped as the Fourier transform of R(t), with the distribution of the k n being the Fourier transform of S(x). Thus, Gaussian distributions with zero mean and unit variance are used for the ω n and k n to generate the random fields of Fig. 1(a) and Fig. 1(b) , as the Fourier transforms yield R(t) = exp(−t 2 /2) and S(x) = exp(−x 2 /2) as required in equations (7) and (8) .
For the special case of a single-scale field considered here, the k n are all ±k, and the field may be written in the simpler form (13), see Ref. 21 . Accordingly we only require a method for generating the random functions of time f (t) and g(t), and this is easily derived from (33):
with a similar formula for g(t). The A n , B n are chosen as above. We are especially interested in the effects of power-law correlations R(t), so we choose the ω n in (34) from the Gamma distribution 27 :
Here Γ(β) denotes the usual Gamma function. The Fourier transform of G(ω) is the correlation function R(t) of f :
which decays as R(t) ∼ t −β for t T .
The methods described above are sufficient to simulate motion in a random field as described by (4), or equivalently by the rescaled equation (11), and indeed this is how the stock price curves in Fig. 1 are generated. However, in the idealized limit → 0 considered in the previous sections, the tracer closely follows the contour u = 0. In this limit it is therefore not necessary to explicitly solve the differential equation to determine x(t) in a single-scale field, as this can be determined from the implicit equation u(x, t) = 0. From (13) we immediately obtain
for motion along the u = 0 contour. Given the expression (34) for f (t) and g(t), equation (37) then generates the time series x(t). Some care must be taken to ensure continuity of x(t) near times when g(t) = 0, but overall this method is a very efficient way to create a model time series for x(t).
NUMERICAL RESULTS
In this section we report the results of employing the algorithm (37) to generate a sample time series x(t) corresponding to a single-scale field, with Eulerian time correlation function given by (36). The parameters are chosen to be: T = 10 minutes, k = 500, and β = 1/6, in order to qualitatively match the empirical data of Ref.
6.
Each realization consists of 1.6×10 6 values of x(t), modelling the log price at 1-minute intervals, to mimic the S&P500 data set used in Ref. 5 . Averaging is over time within each realization; we show results from different realizations only when statistical scatter is evident in the single-realization results. From the series for x(t), it is straightforward to calculate the series of returns over integer time lags ∆
and to calculate various statistical properties of the returns.
The volatility
found by numerical simulation is plotted as a function of the lag ∆ in Fig. 2(a) (filled circles) . The parameter k is chosen as k = 500, in order to closely match the empirical ∆ = 1 volatility value as shown in Fig. 3(c) of Ref.
6. Also shown is the analytical result (28), plotted as a dotted line, which confirms that the numerical method closely reproduces the exact results of section 2. The dashed line in Fig. 2(a) is the small-lag approximation (29) , and shows that the super-diffusive region of volatility (for lags under 10 minutes) is well-matched by the 618 Proc. of SPIE Vol. 5471 Fig. 2(a) show power-law scalings, with exponents 0.77 (for ∆ < 10), and 0.5 (for ∆ 10), which have been found 7 to match the S&P500 volatility. Clearly these scalings also match the results of our model quite well, indicating that the model predictions behave similarly to the empirical volatility curve. Indeed, our result (29) predicts that a log-corrected quadratic fit should be superior to the power-law fits commonly used.
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Testing this prediction requires higher frequency analysis of the empirical market data.
The probability distribution function (PDF) of the one-minute returns, r 1 (t), is plotted in Fig. 2(b) . Open circles are from numerical simulations, and are well-fitted by the Lagrangian velocity PDF (22) , up to high returns values. Note the returns are normalized by their standard deviation σ ≡ vol(1) = 2×10 −4 . The Gaussian distribution with this standard deviation is plotted with the dotted line: note the higher-than-Gaussian central peak of the model results, and the fatter tails. Fig. 2(b) is remarkably similar to Fig. 2 of Ref. 5, which shows the one-minute returns PDF from the S&P500. Indeed, in Ref. 5 it is demonstrated that the empirical results are well-fitted near the center of the distribution by a Lévy stable distribution with index α = 1.4, and so in Fig. 2(b) we also show this distribution (dashed line), with scale factor chosen to match the peak value of the numerical distribution. Comparison with Fig. 2 of Ref. 5 shows that our numerical simulation returns have a very similar distribution to the S&P500 data, at least within ±10σ.
In Fig. 3(a) we consider the correlation function of the one-minute returns over a separation time τ , normalized by the volatility:
As this quantity has both positive and (small) negative values, we plot its absolute value on a log-linear scale. Statistical scatter causes some uncertainty in these numerical results, so the results of two different realizations (circles and triangles, respectively) are shown. According to (31), the returns correlation is negative for τ 10 minutes, which is confirmed by plotting the analytical result (25) : this is shown as a solid line where the correlation is positive, and a dashed line where it is negative. The numerical simulation results match the analytical form well for τ < 10 minutes, but degrade in quality when the correlation is negative. It is possible that more advanced numerical simulation methods such as Fourier-Wavelet −3 , where it flattens out without discernable structure. Our model suggests that it might be fruitful to search for evidence of negative correlations in the empirical data, which may currently be screened by the noise level.
The correlation function of the absolute value of one-minute returns (normalized to unity at zero separation) is Fig. 3(a) . Comparison with empirical data (Fig. 3(b) of Ref. 6 and Fig. 8 (b) of Ref. 28 ) also shows that the model's correlation decays somewhat faster than that of the S&P500 data for τ < 10 minutes.
The cumulative distribution of the normalized returns shown in Fig. 4 demonstrates the scaling behavior of the returns for lag times up to 128 minutes, for comparison with Fig. 6 of Ref. 6 . Note that the model results shown here do not reproduce power-law scaling of the distribution tails as observed in empirical data (except for the region with exponent -2 for lag ∆ = 1 minute). The returns distributions eventually converge to a Gaussian distribution, but on a somewhat shorter timescale than that observed in the S&P500 in Ref. 6 , where nonGaussian moments and cumulative distributions persist until approximately 4 days. Our corresponding estimate for the model persistence time is 128 minutes, an order of magnitude smaller that the S&P500 value.
CONCLUSION
We have proposed a new model for the fluctuations of stock prices, in which the rate of change of the log price is randomly dependent upon both time and the current price, see equation (4) . This is a very general modelling concept, with the attractive feature that Gaussian Eulerian fields may give non-Gaussian Lagrangian statistics in the observable data, i.e. the time series of returns. As noted in section 3, Monte-Carlo simulations of equation (4) can be used to find the model predictions for any random field. In this paper we focus on a special case, the → 0 limit of a single-scale random field, for which exact analytical results are obtainable, and for which numerical simulations are particularly efficient.
Our main analytical results are the expression (27) for the Lagrangian velocity correlation L(t) in terms of the given Eulerian field correlation R(t), and the quadrature formulas (25) and (28) giving the correlation function and volatility of the returns. Numerical simulations of stock price time series are efficiently performed using equation (37), and allow us to examine features not amenable to exact analysis.
We find that several of the important empirical stylized facts (i)-(iv) listed in the Introduction are reproduced by our model, using the correlation function (36) for computational convenience. The parameter values k and T are chosen by comparing the model's volatility to the data in Fig. 3(c) of Ref. 6 . With reference to the stylized facts listed in section 1, the results of the single-scale random field model may be summarized as follows.
(i) Model returns are non-Gaussian, with fat tails and the center of the distribution well-fitted by the Lévy distribution used in Ref. 5 . The tails of the cumulative distributions of model returns do not, however, have the power-law scaling found in Ref. 6 . The normalized model returns distributions exhibit a slow return toward Gaussian, on timescales an order of magnitude longer than the characteristic time of R(t). However, these timescales are an order of magnitude smaller those found for the convergence to Gaussian in the S&P500 returns.
