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Abstract
In this work I explore theoretical and phenomenological implications of chemical potentials and charge
densities inside a strongly coupled thermal plasma, using the gauge/gravity correspondence. Strong cou-
pling effects discovered in this model theory are interpreted geometrically and may be taken as qualitative
predictions for heavy ion collisions at RHIC and LHC. In particular I examine the thermodynamics, spectral
functions, transport coefficients and the phase diagram of the strongly coupled plasma. For example stable
mesons, which are the analogs of the QCD Rho-mesons, are found to survive beyond the deconfinement
transition. This paper is based on partly unpublished work performed in the context of my PhD thesis. New
results and ideas extending significantly beyond those published until now are stressed.
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How to read this: This paper is based on the author’s work partly published in [1, 2, 3, 4].
New results extending significantly beyond those published until now are reported in sec-
tions 4.2, 4.4, 4.5, 5.3, 6.3, and 6.4. Completely new ideas are developed in the three outlook
sections 4.6, 5.4 and 6.5.
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1. INTRODUCTION
The standard model of particle physics is a theory of the four known fundamental forces of
nature which has been tested and confirmed to incredibly high precision [5]. Unfortunately the
standard model treats gravity and the remaining three forces on different footings, since gravity is
merely incorporated as a classical background. String theory is a mathematically well-defined and
aesthetic theory successfully unifying gravity with all other forces appearing in string theory [6, 7,
for example], which unfortunately lacks any experimental verification until now. In this respect
string theory and the standard model of particle physics can be seen as complementary approaches
which had been separated by a gap whose size even was hard to estimate. The advent of AdS/CFT
or more generally the gauge/gravity correspondence [8] (explained in chapter 2) and its intense
exploration during the past ten years now provides us with the tools to build a bridge over this
gulch, a bridge to connect the experimentally verified gauge theory called the standard model with
the consistently unifying novel concepts of string theory. AdS/CFT amends both string theory and
the standard model. In particular the duality-character of the gauge/gravity correspondence can
be used to extend our conceptual understanding to thermal gauge theories at strong coupling [9]
such as those found to govern the thermal plasma generated at the Relativistic Heavy Ion Col-
lider (RHIC) at Brookhaven National Laboratory [10].
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Fermions Family Electric charge Color charge Weak isospin
1 2 3 left-handed right-handed
Leptons νe νµ ντ 0 / 1/2 /
e µ τ -1 / 1/2 0
Quarks u c t +2/3 r, b, g 1/2 0
d s b -1/3 r, b, g 1/2 0
Table I: The matter particles of the standard model carrying spin 12 grouped into families by their masses [5].
Interaction couples to Exchange particle Mass (GeV) JP
strong color charge 8 gluons 0 1−1
electromagnetic electric charge photon 0 1−1
weak weak charge W±, Z0 ∼ 102 1
Table II: The exchange particles of the standard model carrying spin 1, the interaction or force they mediate
and the charge to which they couple [5].
The standard model and its limitations In order to set the stage for our calculations and to
fit them into the ‘terra incognita’ on the currently accepted map of particle physics, we start out
by reviewing the standard model and its limitations. At the time the standard model of particle
physics [11, for an introduction] is a widely accepted model for the microscopic description of
fundamental particles and their interactions. It claims that in nature two sorts of particles exist:
matter particles (these are fermions, i.e. they carry spin quantum number 1/2) and exchange parti-
cles (these are vector bosons, i.e. they carry spin quantum number 1). The matter particles interact
with each other by swapping the exchange particles. This means that the exchange particles medi-
ate the attractive and repulsive forces between the matter particles. The matter particle content of
the standard model is given by table I. As seen from this table the matter particles are organized
into three families of so called leptons and quarks which differ by their mass and quantum num-
bers. In this thesis the behavior of these quarks 1 will be studied in a regime where a perturbative
expansion of the standard model is not possible. In particular in chapter 5 we will study how
quarks are bound into quark-antiquark states (called mesons) inside a plasma at finite temperature.
Furthermore we will examine the transport properties of quarks and mesons inside a plasma in
chapter 6.
The exchange particles given in table II are responsible for the mediation of the three funda-
mental forces: the electromagnetic force, the weak force and the strong force.
Technically the standard model is a quantum field theory and as such incorporates the ideas
of quantum mechanics, field theory and special relativity. Starting from the classical theory of
electrodynamics it is clear, that if we want to apply it to the small scale of fundamental particles,
we need to consider effects appearing at small scales which are successfully described by quantum
mechanics. From this necessity quantum electrodynamics (QED) emerged as the unification of
1 To be more precise we have to take in account that the theory we will be using in this work as a computable
model for strong coupling behavior is the supersymmetric N = 4 Super-Yang-Mills theory coupled to a N = 2
fundamental hypermultiplet. This hypermultiplet contains both fermions and scalars due to supersymmetry and we
will refer to both of them as quarks.
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field theory and quantum mechanics describing the electromagnetic force. Next it was discovered
that the force which is responsible for the beta-decay of neutrons in atomic nuclei, called the
weak force can be described by a quantum field theory as well. The standard model unifies these
two quantum field theories to the electro-weak quantum field theory. The third force, the strong
one is described by quantum chromodynamics (QCD) which the standard model fails to unify
with the electro-weak theory. Both electro-weak theory and QCD are based on the concept of
gauge theories. This means that the quantum field theory is gauged by making its symmetry
transformations local (i.e. dependent on the position in space-time). By gauging a theory new
interactions among matter particles and gauge bosons arise (e.g. the electromagnetic, weak and
strong interaction in the standard model). This kind of gauge theories is the one which is studied in
the AdS/CFT correspondence -as described in chapter 2- which may also be called gauge/gravity
correspondence.
Up to now we have introduced the standard model as an interacting quantum field theory but
in this setup none of the particles has a nonzero mass, yet. Thus one important further ingredient
to the standard model which is not yet experimentally confirmed is the Higgs boson. This particle
is a spin 0 field which is supposed to generate the masses for the standard model particles via the
Higgs mechanism [12].
The standard model leaves many questions open of which we mention only three: The weak
force is 1032 times larger than gravity. Where does this hierarchy in coupling strengths come
from? Due to its modeling character the standard model has (at least) 18 parameters (masses and
coupling constants) which need to be put in by hand. What are the physical mechanisms fixing the
values of these parameters? How can gravity be incorporated into the gauge theory framework?
Some of these problems are theoretically solved by extensions of the standard model: The
minimal supersymmetric standard model (MSSM) [13, for a status report] explains the force hi-
erarchy (and also yields dark matter candidates). Some further phenomenologically studied ex-
tensions contain extra-dimensions [14, for a review], the non-commutative standard model with
non-commuting space-time coordinates [15] (recent progress may be found in [16, 17, 18, 19]) and
the addition of an unparticle sector governed by conformal symmetry [20] which thus is closely
related to the conformal theories we will review in section 2.2.1. But the most developed and
consistent theory known to incorporate gravity in the same conceptual way as all other forces is
string theory (note, that loop quantum gravity [21, for a recent review] has the same goal).
Finally, the standard model is computed as a perturbative expansion in the gauge coupling
coefficients. Therefore this description relies on the coupling coefficients to be small. Due to the
fact that the coupling constants are running [11, for pedagogical treatment] (i.e. they change as the
energy at which the particle collision is performed) there are regimes where the standard model
perturbation series is not applicable. The most prominent example of physics in such regimes is the
quark gluon plasma generated in heavy ion collisions at the RHIC collider [22, 23, for example].
Also the ALICE detector at the Large Hadron Collider (LHC) currently under construction will
soon produce data from those strong coupling regimes. Exactly these regimes of gauge theories are
now accessible (with certain restrictions) by virtue of the AdS/CFT correspondence as described
in section 2.2.3 and methodically introduced in chapter 3.
String theory String theory can solve some of the problems mentioned above mainly because
of its fundamental and mathematically structured character. In string theory the fundamental ob-
jects are not point-like particles but strings, i.e. one dimensional objects, characterized by only one
single parameter: the string tension α′. These strings have to be embedded into ten-dimensional
space-time. Furthermore, they have to satisfy certain boundary condition just like a classical gui-
tar string. Closed strings are loops which can propagate through space-time, whereas the end
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points of open strings are confined to hyperplanes, so called branes. The name brane for higher-
dimensional hyperplanes is a generalization of the two-dimensional mem-brane. As a heuristic
picture one may imagine an open string to be similar to a guitar string, being able to carry differ-
ent excitations. Just like each excitation of the guitar string corresponds to a distinct tone, each
excitation of a string can be identified with a distinct particle. The excitations of a closed string
correspond to different particles. For example the graviton which is the massless spin 2 gauge
boson mediating the gravitational force emerges as the quadrupole oscillation of a closed string.
Since other exchange particles such as the photon emerge in the same way as a distinct string ex-
citation, this theory provides a unified concept from which the gauge interactions arise, including
gravity. Therefore string theory is capable of giving conceptual explanations for the structure of
matter and its interactions in terms of just one string tension parameter. For its consistency string
theory requires ten dimensions (six of which need to be compactified), supersymmetry and it is
reasonable to give dynamics to the branes, as well. We will learn a bit more about string theory
in section 2.1.1 but a full treatment is beyond the scope of this thesis and the reader is referred to
textbooks [6, 7, for example].
Also string theory rises many problems. First of all it is not known how to obtain the stan-
dard model from string theory and since that is the experimentally verified theory any conceptual
extension has to incorporate it. A pending theoretical problem is the full quantization of string
theory. And finally we stress again the lack of experimental predictions which could distinguish
string theory from others, confirm it or rule it out. Without a way to connect to reality and to verify
string theory or at least the concepts derived from it, it is unfortunately useless for physics.
Current state of AdS/CFT How does the gauge/gravity correspondence called AdS/CFT pro-
vide tools to connect string theory and possibly the standard model? AdS/CFT is the name orig-
inally given to a correspondence between a certain gauge theory with conformal symmetry (i.e.
it is scale-invariant) in four flat space-time dimensions on one side and supergravity in a five-
dimensional space with constant negative curvature called anti de Sitter space-time (AdS) on the
other side [8, 24]. Due to the mismatch in dimensions which is reminiscent of holography in clas-
sical optics, the correspondence is sometimes called holography. This correspondence arises from
a string theory setup taking intricate limits which we describe in detail in chapter 2. Originally the
conformal field theory considered on the gauge theory side of the correspondence has beenN = 4
Super-Yang-Mills theory (SYM). Today gauge/gravity correspondence (sometimes loosely called
AdS/CFT) is also used to refer to the extended correspondence involving non-conformal, non-
supersymmetric gauge theories with various features modeling standard model behavior such as
chiral symmetry breaking, matter fields in the fundamental representation of the gauge group and
confinement (to name only a few). Introducing these features on the gauge theory side of the cor-
respondence requires deformation of the anti de Sitter background on the gravity side. In other
words changing the geometry on the gravity side from AdS to something else changes the phe-
nomenology on the gauge theory side. Unfortunately there is no version of the correspondence
available which realizes QCD or even the whole standard model to date. At the moment one relies
on the fact that studying other strongly coupled gauge theories one still learns something about
strongly coupled dynamics in general and maybe even of QCD in particular if one studies features
with a sufficient generality or universality, such as meson mass ratios [25] or the shear viscosity to
entropy ratio of a strongly coupled thermal plasma [9].
The phenomenological virtue of this setup is that we gain a conceptual understanding of strong
coupling physics taking the detour via AdS/CFT. That is because AdS/CFT is not only a corre-
spondence between a gauge theory and a gravity theory but rather a duality between them. This
means in particular that a gauge theory at strong coupling corresponds to a gravity theory at weak
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coupling. Thus we can formulate a problem in the gauge theory at strong coupling, translate the
problem to the dual weakly coupled gravity theory, use perturbative methods in order to solve
this gravity problem and afterwards we can translate the result back to the strongly coupled gauge
theory. As a specific example of this we will compute flavor current correlation functions at strong
coupling in a thermal gauge theory with a finite chemical isospin potential in section 4.2, using
the methods reviewed in chapter 3.
Recently AdS/CFT also uncovered a connection between hydrodynamics of the gauge theory
and black hole physics [26] which attracted broad attention [9, 27, 28, 29, 30, 31, 32, 33, 34, 35,
for example]. Here the main motivation is the so-called viscosity bound
η
s
≥ ~
4π
, (1.1)
which was derived from AdS/CFT for all strongly coupled gauge theories with a gravity dual.
Here the shear viscosity η (measuring the momentum transfer in transverse direction) is divided
by the entropy density s. Due to its universal validity in all calculated cases one hopes that this
bound is a generic feature of strongly coupled gauge theories which is also valid in QCD. Indeed
the measurements at the RHIC collider confirm the prediction in that the viscosity of the plasma
formed there is the smallest that has ever been measured. This phenomenological success of
AdS/CFT motivated many extensions in order to come closer to QCD and the real world.
One particularly important extension to the original correspondence [8] was the introduction of
flavor and matter in the fundamental representation of the gauge group, i.e. quarks and their bound
states, the mesons [36] further studied in [37, 38, 39, 40, 41, 42]. In particular in [37] it was found
that a gravity black hole background induces a phase transition in the dual gauge theory. Further
studies have shown that on the gravity side a geometric transition (see section 2.1.1) corresponds
to a deconfinement transition for the fundamental matter in the thermal gauge theory. At the
moment the flavored extension of the relation between hydrodynamics and black hole physics is
under intense investigation [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61,
incomplete list of closely related work]. So far the effect of finite chemical baryon potential in the
gauge theory and the structure of the phase diagram of these theories have been explored. For a
review of the field the reader is referred to [25], while a brief introduction can also be found here
in section 2.3. This connection between introducing fundamental matter and the exploration of
its thermodynamic an hydrodynamic properties in the strongly coupled thermal gauge theory as
well as the extension to more general chemical potentials is central to my work partly published
in [1, 2]. This and other extensions to the thermal AdS/CFT framework are also the central goal
of this thesis.
In the light of the reasonable hydrodynamics findings agreeing with observations, the bridge be-
tween string theory and phenomenologically relevant gauge theories starts to become illuminated:
Since AdS/CFT is a concept derived from string theory it is by construction connected to that side
of the gulch. If on the other hand we can experimentally confirm the strong coupling predictions
made using this concept, then we have found a way to ascribe phenomenological relevance to a
concept of string theory. This is by far no proof that string theory is the fundamental theory which
describes nature, but certainly it would confirm that these concepts in question correctly capture
the workings of nature. One could be even more brave and take such a confirmation as the moti-
vation to take the correspondence not just as a phenomenological tool but to take it seriously in its
strongest formulation and assume that the full quantized string theory can be related to the gauge
theory fully describing nature (this would have to be a somewhat extended standard model).
The mission for this thesis The general question I wish to answer in this thesis is: What is the
impact of finite baryon and isospin chemical potentials or densities on the thermal phenomenology
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of a strongly coupled flavored plasma? The gauge/gravity duality shall be used to obtain strong
coupling results. Since no gravity dual to QCD has been found yet, we work in a supersymmetric
model theory which is similar to QCD in the properties of interest. To be more precise we consider
the gravity setup of a stack of Nc D3-branes which produce the asymptotically AdS black hole
background and we add Nf probe D7-branes which introduce quark probes on the gauge dual side.
The AdS black hole background places the dual gauge theory at a finite temperature T related to
the black hole horizon ̺H = πTR2, where R is the radius of the AdS space. The chemical
potential is a measure for the energy which is needed in order to increase the thermodynamically
conjugate charge density inside the plasma. On the gravity side a chemical potential is introduced
by choosing a non-vanishing background field in time directionA0(̺) 6= 0. The chemical potential
then arises as its boundary value lim
̺→̺bdy
A0(̺) = µ. Depending on the gauge group from which
the flavor gauge field A0 arises, the chemical potential can give the baryon chemical potential
for the U(1)-part of the gauge group, the isospin chemical potential for SU(2) or other chemical
potentials for SU(Nf ).
In order to study the phenomenology of the plasma with chemical potentials dual to the gravity
setup, which we have just described, we gradually approach the construction of the phase diagram
by computing all relevant thermodynamic quantities. We shall also study thermal spectral func-
tions describing the plasma as well as transport properties, in particular the diffusion coefficients
of quarks and mesons inside the plasma.
Note, that in the previously discussed sense we confirm the AdS/CFT concept with each rea-
sonable thermal result that we produce. Furthermore, tracing the relation between the thermal
gauge theory and the dual gravity in detail using specific examples will also lead to a deeper un-
derstanding of the inner workings of the AdS/CFT correspondence in general. Therefore we can
aim for the additional goal of finding out something about string concepts from our studies, rather
than restricting ourselves to the opposite direction of reasoning.
Summary of results We can generally answer the main question of this thesis with the state-
ment that introducing baryon and isospin chemical potentials into the thermal gauge theory at
strong coupling has a significant effect on the thermodynamical quantities, on the correlation
functions, spectral functions and on transport processes. Studying both the canonical and grand-
canonical ensemble, we find an enriched thermodynamics at finite baryon and isospin density, or
chemical potential respectively. In particular we construct the phase diagram of the strongly cou-
pled plasma at finite isospin and baryon densities or chemical potentials, respectively. We compute
the free energy, grandcanonical potential, entropy, internal energy, quark condensate and chemical
potentials or densities, depending on the ensemble. Discontinuities in the quark condensate and
in the baryon and isospin densities or potentials indicate a phase transition at equal chemical po-
tentials or densities, respectively. This newly discovered phase transition appears to be analogous
to that found for 2-flavor QCD in [62]. Conceptually we have also achieved the generalization to
U(Nf )-chemical potentials with arbitrary Nf and we provide the formulae to study the effect of
these higher flavor gauge groups.
As an analytical result we find thermal correlators of SU(2)-flavor currents at strong coupling
and a non-zero chemical isospin potential in the hydrodynamic approximation (small frequency
and momentum). In particular we find that the isospin potential changes the location of the corre-
lator poles in the complex frequency plane. The poles we examine are the diffusion poles formerly
appearing at imaginary frequencies. Increasing the isospin potential these poles acquire a grow-
ing positive or negative real part depending on the flavor current combination. The result is a
triplet-splitting of the original pole into three distinct poles in the complex frequency plane each
corresponding to one particular flavor combination.
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From a numerical study we derive thermal spectral functions of U(1)-flavor currents in a ther-
mal plasma at strong coupling and finite baryon density. We find mesonic quasi-particle reso-
nances which become stable as the temperature is decreased. In this low temperature regime these
resonance peaks are also found to follow the vector meson mass formula [38]
M =
L∞
R2
√
2(n+ 1)(n+ 2) , (1.2)
where L∞ and R are geometric parameters of the gravity setup described in section 5.1. The radial
gravity excitation number n is related to the peak considered in the spectral function, starting with
the lowest frequency peak at n = 0. This fact and the fact that the peaks become very narrow
confirm that stable mesonic states form in the plasma at sufficiently low temperature (or equiv-
alently at large quark mass). We identify these resonances with stable mesons having survived
the deconfinement transition of the theory in agreement with the lattice results given in [63] and
the findings of [64]. However, the interpretation of the small mass/high temperature regime is
still controversial. In that particular regime we observe very broad resonances which move first to
lower frequencies as the temperature is decreased. Then we discover a turning point at a certain
temperature after which the mesonic behavior described above sets in. We ascribe the turning
behavior to the dissipative character of the excitations at high temperature and argue that these
resonances can not be interpreted as quasi-particles and therefore their frequency can not be iden-
tified with a vector meson mass. The concise treatment of these speculations we delay to future
work using quasinormal modes. Nevertheless, we already record our observations in section 5.3
also providing interesting insight in the gauge/gravity correspondence in terms of a bulk/boundary
solution correspondence.
The spectral functions at finite isospin density show similar resonance peaks with a similar
behavior. Additionally the spectral functions for the three different flavor directions show a triplet
splitting in the resonance peaks which results from the isospin potential breaking the SU(2)-
symmetry in flavor space.
Studying transport properties we find that the quark diffusion in the thermal plasma shows a
vanishing phase transition as the baryon density is increased. This transition is smoothened to a
crossover which appears as a minimum in the diffusion coefficient versus quark mass or temper-
ature. A similar picture arises when simultaneously a finite isospin density is introduced. For the
case of quarkonium transport in the plasma we find a systematic agreement between the AdS/CFT
calculation and the corresponding field theory calculation confirming the correspondence on a
more than empirical level.
All these effects are caused by significant changes on the gravity side such as: the embeddings
having a spike and being only of black hole type. For a finite chemical potential there has to be a
finite gauge field on the brane and the field lines ’end’ at the horizon. Also the resonance peaks
in the spectral function are shifted by both baryon and isospin densities. We primarily find that by
the presence of a baryon and/or isospin chemical potential the gravity solutions which for example
generate the peak in the spectral function are changed considerably. The same is true for those
solutions with vanishing boundary condition called quasinormal modes. Their frequencies, called
quasinormal frequencies are shifted in the complex frequency plane by the introduction of finite
potentials. Since these quasinormal frequencies correspond to poles in the correlation function,
this result agrees with our analytically found pole shift in the case of the diffusion pole mentioned
above. Especially the triplet-splitting of the poles upon introduction of isospin appears in both
results.
How to read this New results extending significantly beyond those published until now are
reported in sections 4.2, 4.4, 4.5, 5.3, 6.3, and 6.4. Completely new ideas are developed in the
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three outlook sections 4.6, 5.4 and 6.5.
This thesis is structured as follows: For improved readability and overview each of the main
chapters contains a small summary section at its end. After the non-technical introduction just
given in the present introduction chapter, we establish the AdS/CFT correspondence in chapter 2
on a technical level. The first three chapters (including this introduction) are written such that they
may serve as a directed introduction to the field addressed to graduate students or researchers who
are not experts on string theory or AdS/CFT. The basic concepts needed from string theory such as
branes and duality relations are briefly introduced in section 2.1.1, then put together with those of
conformal field theory considered in section 2.2.1 in order to merge these frameworks to the state-
ment of the AdS/CFT correspondence 2.2.3. With chapter 3 we develop the mathematical methods
which we use to compute correlation functions and transport coefficients from AdS/CFT at finite
temperature. Section 3.2.2 shows how chemical potentials are implemented and in section 3.3 the
concept of quasinormal modes is reviewed. This directed introduction is not designed to cover
string theory at any rate (for a concise introduction the reader is referred to reviews, e.g. [65], or
books, e.g. [6, 7]).
The last four chapters collect all my calculations and results which are relevant for the aim of
this thesis. Each of the chapters 4, 5 and 6 contains an outlook section which is that one before
the summary section. These outlook sections give explain some ideas how the investigation of the
present topic in that chapter can be continued. If available also initial calculations are presented as
a starting point. Chapter 4 shows the calculation and results of correlation functions for thermal
flavor currents obtained analytically and the thermodynamics of the thermal gauge theory at finite
baryon or isospin or both potentials or densities. Chapter 5 shows the numerical calculation and
the results and conclusions derived from thermal spectral functions of flavor currents in a strongly
coupled plasma. Finally the transport properties of quarks and mesons are studied in chapter 6. In
chapter 7 we will conclude this thesis putting stress on the interrelations between our results and
on their relation to experiments, lattice and other QCD results.
2. THE ADS/CFT CORRESPONDENCE
In this chapter we briefly review the gauge/gravity correspondence from its origins in string
theory to its application aiming for phenomenological predictions in collider experiments. The
AdS/CFT correspondence, which carries the properties of holography (in analogy to holography
in optics) and a duality as well, states that string theory in the near-horizon limit of Nc coincident
M- or D-branes is equivalent to the world-volume theory on these branes. In the first section
we develop the string theory framework in order to state the correspondence more precisely and
discuss the existing evidence for this conjectured correspondence in the second section. The third
section then introduces fundamental matter, i.e. quarks into the duality. Section four includes a
study of the AdS/CFT correspondence at finite temperature introducing the concepts and notation
upon which this present work is based. A brief overview of other deformations of the original
correspondence and their implications for phenomenology is given in the last section. We discuss
the role of AdS/CFT as a phenomenological tool and contrast this to ascribing a more fundamental
character to it.
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2.1. String theory and AdS/CFT
The AdS/CFT correspondence is a gauge theory / gravity theory duality appearing in string
theory. We will see that it is special because it relates strongly coupled quantized gauge theories
to weakly coupled classical supergravity and therefore makes it possible to study strong coupling
effects non-perturbatively. It may also be turned around and used to study gravity at strong cou-
pling by computations in the weakly coupled field theory dual. Nevertheless, from the string point
of view this correspondence is one duality among many others. In order to understand its role in
string theory, we start out examining the general concept of dualities in string theory and M-theory.
2.1.1. Dualities and string theory
The AdS/CFT correspondence is heavily used in this work and since it carries the character of a
duality relating one theory at strong coupling to a different theory at weak coupling, in this section
we explore other dualities appearing in string theory in order to understand the role of AdS/CFT
in string theory.
Up to the early 1990s five different kinds of superstring theories had been discovered [7]: type
I, type IIA, type IIB, heterotic SO(32), heterotic E8 ×E8. This was a dilemma to string theory as
the unique theory of everything. But in 1995 [66, 67] this dilemma was resolved to great extend
by virtue of dualities. All five string theories had been related to each other by so-called S-, T-
dualities, by compactification and by taking certain limits. Let us pick T-duality as a representative
example to study in more detail.
A brief T-duality calculation T-duality in the simplest example of bosonic string theory com-
pactified on a circle with radius R in the 25th dimension is a symmetry of the bosonic string
solution under the transformation of the compactification radius R → R˜ = ls2/R and simulta-
neous interchange of the winding number W with the Kaluza-Klein excitation number K. This
means that bosonic string theory compactified on a circle with radius R with W windings around
that circle and with momentum p25 = K/R is equivalent to a bosonic string theory compactified
on a circle with radius ls2/R with winding number K and momentum p25 = W/R. To see this
in more detail, consider the closed bosonic string action in 25-dimensional bosonic string theory
with target space coordinates Xµ [68]
Sbosonic = −T
∫
dσdτ
√− det gµν∂αXµ∂βXν , (2.1)
with the metric g, the string tension T and a 1 + 1-dimensional parametrization (σ0 = τ, σ1 = σ)
of the brane world volume where α, β = 0, 1. Here the parameters are the world-sheet time τ =
0, . . . , 2π and spatial coordinate σ = 0, . . . , π. Note, that we could generalize this action (2.1) to
the case of a simple p-dimensional object, a Dp-brane as we will learn below. The most general
solution is given by the sum of one solution in which the modes travel in one direction on the closed
string (left-movers) and the second solution where the modes travel in the opposite direction (right-
movers)
Xµ = XµL +X
µ
R , (2.2)
which for closed strings are given by
XµL =
1
2
xµ + 1
2
l2sp
µ(τ − σ) + i
2
ls
∑
n 6=0
1
n
αµne
−2in(τ−σ) (2.3)
XµR =
1
2
xµ + 1
2
l2sp
µ(τ + σ) + i
2
ls
∑
n 6=0
1
n
α˜µne
−2in(τ+σ) . (2.4)
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These solutions each consist of three parts: the center of mass position term, the total string
momentum or zero mode term and the string excitations given by the sum. If we compactify
the 25th dimension on a circle with radius R, we get
X25L =
1
2
(x25 + x˜25) + (α′p25 +WR)(τ + σ) + . . . (2.5)
X25R =
1
2
(x25 − x˜25) + (α′p25 −WR)(τ − σ) + . . . , (2.6)
We leave out the sum over excitation modes (denoted by . . . ) since it is invariant under compact-
ification. The constant x˜25 is arbitrary since it cancels in the whole solution (2.7). Only the zero
mode is affected by the compactification since the momentum becomes p25 = K/R with K label-
ing the levels of the Kaluza-Klein tower of excitations becoming massive upon compactification.
An extra winding term is added as well. So the the sum of both solutions in 25-direction reads
X25 = x25 + 2α′K
R
τ + 2WRσ + . . . . (2.7)
We now see explicitly that the transformation W ↔ K, R → α/R applied to equations (2.5)
and (2.6) is a symmetry of this theory because the zero mode changes as (α′K/R ± WR) →
(α′WR/α′ ±Kα′/R) = (WR± α′K/R). So we get the transformed solution
X˜25 = x˜25 + 2WRτ + 2α′K
R
σ + . . . . (2.8)
Comparing the solutions (2.8) and (2.7) we note that the transformed solution is equal to the
original one except for the fact that σ and τ are interchanged. However, the bosonic string action
is reparametrization invariant 2 under (τ, σ) → (τ˜ , σ˜). Therefore we see that physical quantities
like correlation functions are invariant under the T-duality tranformation.
From this duality we learn how we may start from one string theory and by different ways of
compactification we arrive at two distinct but equivalent formulations of the same physics. Another
important feature is that certain quantities change their roles as we go from one compactification
to the other (winding modes turn into Kaluza-Klein modes as K ↔ W ). Finally we realize that
T-duality relates a theory compactified on a large circle R to a theory compactified on a small
circle α′/R.
By virtue of T-duality another important ingredient for the gauge/gravity correspondence was
introduced into string theory: Dp-branes. Introducing open strings into the bosonic theory of
closed strings, we need to specify boundary conditions at the string end points. A natural criterion
for these boundary conditions is to preserve Poincare´ invariance. So we would choose Neumann
boundary conditions ∂σXµ = 0 at the end points σ = 0, π. Evaluating this condition for the
general solution given in (2.7), we see that the Neumann condition turns into a Dirichlet bound-
ary condition ∂τXµ = 0. This condition explicitly breaks Poincare´ invariance by fixing p of the
spatial coordinates of open string ends to τ -independent hypersurfaces. These surfaces are called
Dirichlet- or Dp-branes and have to be considered as dynamical objects in addition to the funda-
mental strings. We will see below that AdS/CFT is a duality arising from two distinct ways of
describing these Dp-branes in open string theory.
2 S-duality exchanges the fundamental strings (i.e. the NS-NS or the Ramond-Ramond two-forms) with the D1-
branes. So, roughly speaking the string behaves like a D1-brane. Generalizing the case p = 1 to arbitrary p
we would find that the Dp-brane action is reparametrization invariant under a change of the p + 1 world-volume
coordinates given by σα → σα(σ˜).
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Analogous to T-duality, S-duality relates a string theory with coupling constant gs to a string
theory with coupling 1/gs. In this respect S-duality is very similar to the AdS/CFT duality which
relates a gauge theory at strong coupling to a gravity theory at weak coupling or vice versa. A
particularly interesting example of S-duality is the electric/magnetic duality (which is also present
in N = 4 Super-Yang-Mills theory).
Gauge/gravity dualities We have seen in the last subsection that there exists a variety of string
dualities and it is time now to narrow our view to the subset of gauge/gravity dualities including
the AdS/CFT correspondence.
As for the important special case of gauge/string dualities there are three kinds relating con-
ventional (nongravitational) QFT to string or M-theory: matrix theory, AdS/CFT and geometric
transitions. It is remarkable that quantum mechanical theories are dual to (i.e. may be replaced
by) a gravity theory.
Matrix theory is a quantum description of M-theory in a flat 11-dimensional space-time back-
ground. So this gives an M-theory approximation beyond 11-d SUGRA limit. In matrix theory
the dilaton is not massless and therefore there is no dimensionless coupling that could be used to
define a perturbation theory. The fundamental degrees of freedom are D0-branes and it is written
down in a non-covariant formulation.
Let us briefly consider a second gauge/gravity duality called geometric transition. It is a duality
relating open strings to closed strings, and this is a property which it shares with AdS/CFT. 3 One
setup in which the geometric transition takes place is given by an N = 1-supersymmetric con-
fining gauge theory obtained by wrapping D5-branes around topologically non-trivial two-cycles
of a Calabi-Yau manifold (determining the structure of the internal space). The remaining four
directions of the D5 span the four Minkowski directions. On the D5-branes open string excitations
form a supersymmetric gauge theory. The shape of the Calabi-Yau manifold (of internal space)
is parametrized by moduli. These are scalars appearing in the theory having a constant potential
which can thus take arbitrary values. One may now shrink the two-cycles by varying the moduli
of the theory in an appropriate way. At the limit of a zero-size two-cycle the system undergoes a
geometric transition to a (sector of the) theory in which closed strings are the fundamental objects
to be excited. With the vanishing two-cycles also the D-branes disappear from the description of
the system. In section 2.3 we will meet another particularly interesting example for a geometric
transition. That is the transition from Minkowski to black hole embeddings in the D3/D7-brane
setup. In that case the D7-brane wraps an S3 inside the S5 of the AdS5×S5 background geometry.
In order to find the AdS/CFT correspondence we have to consider collections of coincident M-
or D-branes. These branes source flux and curvature. Examples of theories on these branes with
maximal supersymmetry (32 supercharges) are M2-, D3- and M5-branes corresponding to 3-, 4-
and 6-dimensional world-volume theories being superconformal (SCFT):
SCFT on Nc M2-branes ↔ M-theory on AdS4 × S7
SCFT on Nc M5-branes ↔ M-theory on AdS7 × S4
N = 4 SYM on Nc D3-branes ↔ type IIB on AdS5 × S5
.
Note that also dS/CFT relating a gauge theory to gravity in positively curved de Sitter space
is interesting because of the experimental observation that our universe is accelerated. If this
3 The basic idea of a geometric transition is that a gauge theory describing an open string sector, i.e. a gauge theory on
D-branes, is dual to a flux compactification of a particular string theory in which no D-branes are present, but fluxes
are present instead. In other words, as a modulus is varied, there is a transition connecting the two descriptions [68].
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acceleration is due to a positive cosmological constant, the matter and radiation densities approach
zero in the infinite future and our universe approaches de Sitter space in future. On the other
dS/CFT might be interesting for the early universe. Nevertheless it is less explored than AdS/CFT
since it features no supersymmetry. Instead of D-/M-branes, Euclidean S-branes are used.
2.1.2. Black branes
The gauge/gravity correspondence we explain in this section originated from the study of black
p-branes in 10-dimensional string theory and 11-dimensional M-theory. It turned out that one can
describe branes in two ways which are different limits of string theory: a p-brane is a solitonic
solution to classical supergravity and at the same time a p-brane is the hypersurface of points
where an open string is allowed to end. It was shown that Dirichlet-p-branes (Dp-branes) give
the full string theoretic description of the p-branes found as classical solutions to supergravity.
Furthermore black branes are essential for the study of dual field theories at finite temperature (as
will be seen in the next section). Because of their doubly-important role, we will expand these
thoughts on branes.
Classical solutions In this paragraph we examine the classical p-brane solutions to supergravity
because these objects and their classical description (in Anti de Sitter space AdS) are one of the
two fundamental building blocks of the AdS/CFT correspondence.
Black p-branes were found as solutions to classical limits of string and M-theory, like e.g.
the bosonic part of the 11-dimensional SUGRA action (with M2 and M5-brane solutions) [68,
equations (12.3), (12.18)]
S =
1
2κ211
∫
d11x
√−G
(
R− 1
2
|F4|2
)
− 1
6
∫
A3 ∧ F4 ∧ F4 (2.9)
or the 10-dimensional SUGRA action (with Dp-brane solutions)
S =
1
2κ210
∫
d10x
√−g
[
e−2Φ(R+ 4(∂Φ)2)− 1
2
|Fp+2|2
]
, (2.10)
which include a dilaton Φ, the curvature scalar R, gauge field strengths Fp+1 and the correspond-
ing gauge fields Ap. κD denotes the gravity constant in dimension D = 10 or 11. Branes are
(p + 1)-dimensional objects solving the equations of motion derived from either action. They
can be viewed as higher-dimensional generalizations of a black hole in four dimensions. Black
hole solutions in four space-time dimensions are point-like objects, which are surrounded by an
event horizon. They have an SO(3) rotational symmetry and a symmetry associated with time-
translation invariance. Black p-branes are surrounded by a higher-dimensional event horizon, they
break Lorentz symmetry of the D = d+ 1-dimensional theory to
SO(d, 1)→ SO(d− p)︸ ︷︷ ︸
rotational symmetry transverse to brane
× SO(p, 1)︸ ︷︷ ︸
Lorentz symmetry along brane
(2.11)
The Lorentz-symmetry is enlarged to Poincare´ symmetry by translation symmetries along the
brane. There exist two classes of p-brane solutions: the supersymmetric ones which are called
extremal and the ones which break supersymmetry which are called non-extremal. The general
extremal Dp-brane solution has the metric
ds2 = H−1/2p ηijdx
idxj +H1/2p ξmndy
mdyn , (2.12)
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with the flat Lorentzian metric η along the brane and the Euclidean metric ξ perpendicular to the
brane. The harmonic function Hp is
Hp(r) = 1 + (
rp
r
)7−p , (2.13)
and the dilaton
eΦ = gsH
(3−p)/4
p . (2.14)
The general non-extremal solution comes with the metric
ds2 = −∆+∆−−1/2 − dt2 +∆−1/2dxidxi +∆+−1∆−γdr2 + r2∆−γ+1dΩ28−p , (2.15)
with γ = −1
2
− 5−p
7−p and
∆± = 1− (r±
r
)7−p , (2.16)
and the dilaton
eΦ = gs∆−(p−3)/4 . (2.17)
The special case p = 3: Note that the p = 3-brane solution is special in that it is the only one
in which the dilaton is constant eΦ = gs. We will develop the arguments for the AdS/CFT corre-
spondence along this specific case below and therefore include the (classical) D3-brane solution
to supergravity here
ds2 = H3
−1/2 (dt2 + dx2)+H31/2 (dr2 + r2dΩ52) , (2.18)
F5 = (1 + ⋆)dt ∧ dx1 ∧ dx2 ∧ dx3 ∧ dH3−1 , (2.19)
H3 = 1 +
R4
r4
, R4 := 4πgs(α
′)2N , (2.20)
where we call the AdS radius R in agreement with the AdS/CFT literature.
Dp-branes and DBI-action We have already mentioned that branes, in particular Dp-branes
are the crucial objects to consider in order to understand the AdS/CFT correspondence. Beyond
this general insight into the working of the correspondence in this section we also include the
effective action, the Dirac-Born-Infeld (DBI)-action. We will make use of this formulation later
in order to compute brane embeddings, or in other words the location of the Dp-branes in the
ten-dimensional space and additionally fluctuations on these branes.
As mentioned above, T-duality implies the existence of extended dynamical objects in string
theory which are called Dp-branes. Roughly speaking these are the hypersurfaces in target space
on which end points of open strings can lie. Dp-branes are p + 1-dimensional objects carrying
charge and thus coupling to (p+ 1)-form gauge fields.
The Dirac-Born-Infeld (DBI) action is the (p + 1)-dimensional world-volume action for fields
living on a Dp-brane embedded in ten-dimensional space-time. For a Dp-brane with an Abelian
gauge field A in a background of non-flat metric gµν , the dilaton Φ and the two-form Bµν in static
gauge the DBI action in string frame is given by
SDp = −TDp
∫
dp+1σe−Φ
√
− det {P [g +B]αβ + (2πα′)Fαβ} . (2.21)
Static gauge refers to the choice of world-volume coordinates σα which by diffeomorphism-
invariance of the action are set equal to p + 1 of the space-time coordinates Xµ, such that the
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pull-back is simplified. The remaining (9 − p) coordinates are relabeled as 2πα′φi. The φi are
scalar fields of the world-volume theory with mass dimension [φi] = 1. The brane tension TDp is
given by
TDp =
1
gs(2π)p(α′)(p+1)/2
. (2.22)
Note, that the DBI-action also contains a fermionic contribution (see e.g. [69] for details).
The geometry of a number N D-branes is more subtle. Coordinates transverse to the brane are
T-dual to non-Abelian gauge fields. The DBI action for this case of non-Abelian gauge fields A is
given by
SDp = −TDp
∫
dp+1σe−ΦSTr
{√
detQγκ
×
√
− det(Eαβ + Eαγ(Q−1 − δ)γκEγβ + (2πα′)Fαβ
}
. (2.23)
Here Qij = δij + i(2πα′)[φi, φk]Ekj and Ekj = gkj +Bkj collects the antisymmetric background
tensors. Choosing the transverse scalar fields such that [φi, φk] = 0 we obtain the general form of
the Abelian DBI action (2.21) but for non-Abelian gauge fields A = AaTa with generators Ta and
field strengths F = F aTa. The symmetrized trace STr{. . . } tells us to symmetrize the expression
in the flavor representation indices. Note, that the non-Abelian DBI-action in this form is only
valid up to order Ø(α′4). Another limitation is that we can only consider slowly varying fields.
Let us choose the special case of Nc coincident D3-branes. The world-volume action of this
stack of branes at low energy is that of a d = 4 dimensional N = 4-supersymmetric Yang-Mills
theory with gauge group U(Nc). This theory is supersymmetric and obeys conformal invariance,
meaning that it is a conformal field theory as explained below. The massless modes of the low
energy spectrum for open strings ending on the stack of coincident D3-branes constitute theN = 4
vector supermultiplet in (3 + 1) dimensions.
BPS states: In supersymmetry representations and especially branes are often classified in
terms of how many supersymmetries they break if introduced to the brane-less theory. The
Bogomolny-Prasad-Sommerfeld (BPS) bound distinguishes between branes which are BPS and
those which are not. Let us see what this means in the example of massive point particles in four
dimensions. The N -extended supersymmetry algebra for particles of positive mass M > 0 at rest
is
{QIα, Q† Jβ } = 2MδIJδαβ + 2iZIJΓ0αβ , (2.24)
with the central charge matrix ZIJ , supersymmetry generators QI , I = 1, . . . ,N and Majorana
spinor labels α, β. The central charge matrix can be brought in a form such that we can identify a
largest component Z1. The BPS-bound is defined in terms of this component as a lower bound for
the particle’s mass
M ≥ |Z1| . (2.25)
States that saturate the bound M = |Z1| belong to the short supermultiplet also called the BPS
representation. In this case some relations in the algebra (2.24) become zero such that less com-
binations of supercharges Q can be used to generate states starting from the lowest one, resulting
in less possible states. States with M > |Z1| belong to a long supermultiplet. Depending on
the number of central charges which are equal to the mass (e.g. M = |Z1| = |Z2|) the number
of unbroken supersymmetries changes. If for example half of the supersymmetries of a N = 4
theory are unbroken because 2 of the central charges are equal to the mass, then the representation
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is called half BPS. In general for n central charges being equal to the mass we have a (n/N ) BPS
representation.
Since BPS states include particles with mass equal to the central charge, the mass is not changed
as long as supersymmetry is unbroken, i.e. these states are stable and in particular we can examine
them at strong and at weak coupling.
Identifying D-p-branes with classical p-branes It is believed that the extremal p-brane in
supergravity and the Dp-brane from string theory are two distinct descriptions of the same physical
object in two different parameter regimes. Here we establish a direct comparison to consolidate
this statement which lies at the heart of the AdS/CFT correspondence.
In the case p = 3 it can be shown [24] that the classical p-solution is valid in the regime 1 ≪
gsN < N with the string coupling gs and the Ramond-Ramond charge N =
∫
S8−p
⋆Fp+1. While the
validity of the string theoretic Dp-brane description for a stack ofN D3-branes is limited to gsN ≪
1 [24]. As discussed in section 2.1.2 Dp-branes are the (p + 1)-dimensional hypersurfaces on
which strings can end. On the other hand they are also sources for closed strings. This fact can
be translated into the heuristic picture that those particular closed string excitations identified with
gravitons are sourced by the Dp-brane. This reflects the fact that Dp-branes are massive (charged)
dynamical objects which also curve the space around them. In particular Dp-branes can carry
Ramond-Ramond charges. A stack of N coincident Dp-branes carries N units of the (p + 1)-
form charge which can be calculated from the corresponding action as shown in [70]. Turning
to supersymmetry we find that the Dirichlet boundary condition imposed on the string modes by
the presence of a Dp-brane identifies the left-moving and right-moving modes (see section 2.1.1)
on the string and therefore breaks at least half of the supersymmetry. It turns out that in type IIB
string theory branes with odd p preserve exactly one half of the supersymmetries and hence Dp-
branes are BPS-objects. On the other hand the classical p-brane solution in supergravity carries
the Ramond-Ramond charge N as well and features the same symmetries. A further check of the
identification is the computation of gauge boson masses (which are analogs of the W-boson masses
in the standard model) in the effective theories in both descriptions. It turns out that breaking the
U(N)-symmetry by a scalar vacuum expectation value in both setups generates bosons with the
same masses. These bosons are analogs of the W-bosons in the standard model which acquire their
masses by the scalar vacuum expectation value of the Higgs field via the Higgs mechanism.
2.2. Gauge & gravity and gauge/gravity
This section serves to supply a detailed description of the two theories involved in the AdS/CFT
correspondence: the superconformal quantum field theory (CFT) in flat space on one hand, and
the (limit of ) string theory in Anti de Sitter space (AdS) on the other hand. A direct comparison of
their features inevitably leads to the conjectured one-to-one correspondence of fields and operators,
of symmetries and eventually of the full theories.
2.2.1. Conformal field theory
The original formulation of the AdS/CFT correspondence involves a conformal field theory,
hence CFT, on the conformal boundary of anti de Sitter space. Although we will later modify the
correspondence in order to come to more QCD-like theories breaking superconformal symmetry,
we now consider the conformal case in order to have it as a limit to check the setups deviating
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from the conformal case. For example we will see that two-point functions –which are central to
this work– in the conformal case are completely determined by the conformal symmetry.
CFT’s are invariant under the conformal group which is essentially the Poincare´ group extended
by scale-invariance. In the context of renormalization groups it was found that many quantum field
theories exhibit a renormalization group flow between a scale-invariant ultraviolet (UV) fixed-
point (repelling) and a scale-invariant infrared (IR) fixed-point (attracting). The quantum theory
of strong interactions, QCD is scale-invariant at it’s IR fixed-point in the so-called conformal
window. This fixed-point, also called the Banks-Zaks fixed-point, appears in a distinct window of
values for the number of flavors compared to colors Nf < 11/2Nc (for these values asymptotic
freedom is guaranteed) while imposing chiral symmetry (i.e. the quarks are massless) at the same
time. So QCD itself becomes a conformal field theory in this specific limit. This is only one
connection between QCD and CFT which motivates us to believe that CFT’s are a good approach
to learn something about QCD in non-perturbative regimes.
CFT’s have played a key role in understanding two-dimensional quantum field theories since
they are exactly solvable by virtue of the conformal group being infinitely large and yielding
infinitely many symmetries. If we would like to study higher dimensions we obtain the conformal
group in d dimensions by extending the Poincare´ group with the requirement of scale invariance.
In general the conformal group leaves the metric invariant up to an arbitrary scale factor gµν(x)→
Ω2(x)gµν(x). There are two types of additional transformations enhancing Poincare´ to conformal
symmetry. First, we have the scale transformation xµ → λxµ which is generated by D and second,
there is the special conformal transformation xµ → (xµ + aµx2)/(1 + 2xνaν + a2x2) generated
by Kµ. Denoting the Lorentz generators by Mµν and translations by Pµ, the conformal algebra is
given by the set of commutators
[Mµν , Pρ] = −i(ηµρPν − ηνρPµ) , [Mµν , Kρ] = −i(ηµρKν − ηνρKµ) ,
[Mµν ,Mρσ] = −iηµρMνσ ± permutations , [Mµν , D] = 0 , [D,Kµ] = iKµ ,
[D,Pµ] = −iPµ , [Pµ, Kν] = 2iMµν − 2iηµνD , (2.26)
and all other commutators vanish. The algebra (2.26) is isomorphic to the algebra of the rotation
group SO(d, 2) as may be seen by defining the generators of SO(d, 2) in the following way
Jµν = Mµν , Jµd =
1
2
(Kµ − Pµ) , Jµ(d+1) = 1
2
(Kµ + Pµ) , J(d+1)d = D . (2.27)
Note, that we consider all group structures in the Minkowski, not in Euclidean signature.
The conformal algebra is extended to the superconformal algebra by inclusion of fermionic su-
persymmetry operators Q. From the (anti)commutators we see that we need to include two further
operators for the algebra to be closed: a fermionic generator S and the R-symmetry generator R.
The conformal algebra is supplemented by the relations given schematically as follows
[D,Q] = − i
2
Q , [D,S] =
i
2
S , [K,Q] ∝ S , [P, S] ∝ Q ,
{Q,Q} ∝ P , {S, S} ∝ K , {Q, S} ∝ M +D +R . (2.28)
In d = 4 dimensions the R-symmetry group is SU(4) and the fermionic generators are in
the (4, 4) + (4¯, 4¯) of SO(4, 2)× SU(4). Unitary interacting scale-invariant theories are believed
to be invariant under the full conformal group, but this has only been proven in d = 2 dimensions.
Given a classical conformally invariant field theory, conformal invariance is broken if we define
a quantum theory since this requires introduction of a cutoff breaking scale invariance. However,
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the N = 4 supersymmetric Yang-Mills theory (SYM) in four dimensions is special in this sense
because it is a prominent example for a superconformal quantum field theory. It is shown in [71]
that supersymmetry and conformal symmetry are sufficiently restrictive to limit superconformal
algebras to d ≤ 6 dimensions.
The physically relevant representations of the conformal group are given by Eigenfunctions of
the scaling operator D. Its eigenvalues are −i∆ where ∆ is the scaling dimension of the corre-
sponding state φ. Its scaling transformation reads φ(x) → λ∆φ(λx). Note that the commutators
in (2.26) imply that Pµ raises the scaling dimension of a field while Kµ lowers it. In unitary field
theories there are operator of lowest dimension, which are called primary operators. The defin-
ing property for a primary operator Øp is that it has the lowest possible dimension [K,Øp] = 0.
Correlation functions of fields and in particular of such primary fields are severely restricted by
conformal symmetry. Two-point functions vanish if evaluated between two fields of different di-
mension ∆. For a single scalar field with dimension ∆ it was shown that
〈φ(0)φ(x)〉 ∝ 1
(x2)∆
. (2.29)
Three-point functions are restricted to have the form
〈φi(x1)φj(x2)φk(x3)〉 = cijk|x1 − x2|∆1+∆2−∆3 |x1 − x3|∆1+∆3−∆2 |x2 − x3|∆2+∆3−∆1 . (2.30)
For n-point functions with n ≥ 4 there are more and more independent conformally invariant
functions which can appear in the correlator. Similar expressions arise for higher-spin operators.
For example the vector-vector correlator of conserved currents Jai (x) (having dimension ∆ =
d− 1) must take the inversion covariant, gauge invariant form
〈Jai (x)J bj (y)〉 = B
δab
(2)d
(δij − ∂i∂j) 1
(x− y)2(d−2) , (2.31)
where B is a positive constant, the central charge of the J(x)J(y) operator product expan-
sion (OPE). The OPE of a local field theory describes the action of two operators Ø1(x) and Ø2(y)
shifted towards each other in terms of all other operators having the same global quantum numbers
as their product Ø1Ø2 as follows
〈Ø1(x)Ø2(y)〉 → 〈
∑
n
Cn12(x− y)Øn(y)〉 . (2.32)
In conformal field theories the energy-momentum tensor is included in the conformal algebra and
has scaling dimension ∆ = d just as each conserved current has scaling dimension ∆ = d− 1. To
leading order the OPE for the energy-momentum tensor with a primary field is
Tµν(x)φ(0) = ∆φ(0)∂µ∂νx
−2 + . . . , (2.33)
while its two-point function turns out to be (see e.g. [72])
〈Tµν(x)Tρσ(y)〉 = CT
s2d
ITµν,ρσ(s) ,
ITµν,ρσ(s) = (δµα − 2
xµxα
x2
)(δνβ − 2xνxβ
x2
)ETαβ,ρσ , (2.34)
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where the projection operator onto the space of symmetric traceless tensors is given by
ETαβ,ρσ =
1
2
(δαρδβσ + δασδβρ)− 1
d
δαβδρσ . (2.35)
The two-point function of energy momentum tensor fluctuations in a black hole background was
used to compute a lower bound on the viscosity [26] in a strongly coupled plasma as mentioned in
section 2.5.
Symmetries and conformal compactification of R1,1 In this paragraph we study the causal
structure and symmetries of two-dimensional Minkowski space R1,1 by a series of coordinate
transformations called conformal compactification in order to generalize this analysis to four
dimensions in the next paragraph. We will see that conformally compactified four-dimensional
Minkowski space has the same structure as the Einstein static universe and that it can be identified
with the conformal compactification of AdS5.
The flat space with Euclidean signature Rd can be compactified to the d-dimensional hyper-
sphere Sn with isometry SO(d). A similar compactification can be obtained in Minkowski space.
To give a specific example for the symmetry structure of globally conformal field theories in flat
Minkowski space consider the geometry R1,1. It can be conformally 4 embedded into the cylin-
der R × S1. It has the conformal isometry group structure SO(2, 2), which is generated by six
conformal Killing vectors. Killing vectors are the vectors Xµ which leave the metric gµν invariant
under infinitesimal coordinate transformations x′µ = xµ + ǫXµ. This condition can be rewritten as
follows
LXgµν = 0 , (2.36)
utilizing the covariant derivative D inside the Lie derivative
LXY = [X, Y ] = XY − Y X . (2.37)
In local coordinates the Killing condition amounts to the Killing equation
LµXν = DµXν +DνXµ . (2.38)
In order to incorporate conformal symmetries, i.e. rescaling of the metric with a factor λ, we need
to generalize the condition (2.36) to its conformal version
LXgµν = λgµν . (2.39)
The six vectors fulfilling the Killing equation (2.38) in R1,1 are given in light-cone coordi-
nates r± = t ± x by ∂±, r±∂±, r±2∂±. Isometries generated by the Killing vectors are related
to the standard representation for generators of the conformal group (2.26). The two translations
along the cylinder R × S1 for example are generated by the linear combination (1 + r±2)∂±.
We identify these two generators as J03 and J12 given in the standard representation Jab of the
SO(2, 2) rotation algebra being linear combinations of the conformal generators as given in (2.27).
In order to study the causal structure of this two-dimensional Minkowski space, we utilize a
series of transformations given for example in [73]. This chain of transformations is often used
to draw conformal diagrams visualizing the causal structure of a specific space-time. Our aim
is to map Minkowski space into the interior of a compact space and since the transformations
4 Here conformal refers to a series of transformations which are demonstrated explicitly at the end of this section.
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involve a conformal rescaling of the metric, this procedure is therefore often called conformal
compactification . Beginning with
ds2 = −dt2 + dx2, (−∞ < t, x <∞) , (2.40)
we first transform to light-cone coordinates u± = t± x giving
ds2 = −du+du− . (2.41)
Now we map this into a compact region using trigonometric functions u± = tan u˜± with u˜± =
(τ ± θ)/2. This gives the metric
ds2 =
1
4 cos2 u˜+ cos2 u˜−
(−dτ 2 + dx2) (|u±| < π
2
) , (2.42)
which we simplify by a conformal rescaling to our final expression of the conformal compactifi-
cation of two-dimensional Minkowski space
ds2 = (−dτ 2 + dθ2) . (2.43)
The variables are limited to the compact region −π < θ < π, |τ |+ θ < π.
Symmetries and conformal compactification of R1,p, p ≥ 2 In this paragraph we generalize
the above example of R1,1 to (p + 1)-dimensional Minkowski space which can be conformally
compactified and then identified with the conformal compactification of AdSp+2.
Note, that we can generalize the above example to R1,p conformally embedded into R × Sp,
which is the Einstein static universe with isometry group SO(2, p+ 1) as we see by an analogous
series of coordinate transformations. We start from
ds2 = −dt2 + dr2 + r2dΩp−12 , (2.44)
and transform to u± = t± r which gives
ds2 = −du+du− + 1
4
(u+ − u−)2dΩp−12 . (2.45)
Then changing to u˜± by u± = tan u˜± leaves us with
ds2 =
1
4 cos2 u˜+ cos2 u˜−
(−du˜+du˜− + 1
4
sin2(u˜+ − u˜−)dΩp−12) , (2.46)
which transforms under u˜± = (τ ± θ)/2 into
ds2 =
1
4 cos2 u˜+ cos2 u˜−
(−dτ 2 + dθ2 + sin2 θdΩp−12) . (2.47)
Finally we rescale this result conformally in order to obtain
ds2 = −dτ 2 + dθ2 + sin2 θdΩp−12 , (2.48)
which we extend maximally to the region 0 ≤ θ ≤ π, −∞ < τ <∞ such that its geometryR×Sp
becomes obvious and we can identify it as the Einstein static universe.
To summarize these results, we state that the universal cover of the subgroup SO(2)×SO(p+1)
of the conformal group SO(2, p + 1) examined below equation (2.26) (take d = p + 1) can be
identified with the isometry of the whole (not only part of it) Einstein static universeR×Sp which
we just worked out.
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2.2.2. Supergravity and Anti-de Sitter space
The AdS/CFT correspondence relates a conformal field theory (CFT) to a supergravity in Anti
de Sitter space (AdS) times a compact space. In this subsection we examine properties of super-
gravity in AdS such as symmetries, geometry, field content and coordinate representations.
Anti de Sitter spaceAdSd is a maximally symmetric d-dimensional Lorentzian manifold of con-
stant negative curvature. It is a vacuum solution to Einstein’s field equations of general relativity
with an attractive (negative) cosmological constant. A Lorentzian manifold is a pseudo-Riemann
manifold with signature (1, d − 1), which again is the generalization of a differentiable manifold
equipped with a metric, called a Riemann manifold, on which the restriction to a positive-definite
metric has been replaced by the condition for the metric not to be degenerate. To be more specific
consider the metric of AdSp+1 in Poincare´ coordinates (r, t, ~x) given by
ds2 = R2(
dr2
r2
+ r2(−dt2 + d~x2)) , (2.49)
where R is the radius of AdS and r ∈ [0,∞[ is the radial AdS-coordinate. In this form the two sub-
groups ISO(1, p) and SO(1, 1) of the isometry group SO(2, p+1) are manifest. ISO(1, p) is the
Poincare´ transformation on (t, ~x) and SO(1, 1) is a scaling symmetry of (2.49) under the transfor-
mation (t, ~x, r) → (ct, c~x, c−1r). This scaling can be identified with the dilatation D (introduced
in section 2.2.1) in the AdS/CFT-dual conformal field theory. Note, that Poincare´ coordinates do
not cover the whole AdS. This fact is easier to understand in the Euclidean version of Poincare´
coordinates which do not cover the whole AdS, as well. Turning the sign of the time component
of the metric (2.49) we get the Euclidean analog of Poincare´ coordinates. This system only covers
one of the two disconnected hyperboloids of Euclidean AdS space. We will discuss the structure
of AdS and its identification with a hyperboloid below in the Lorentzian signature case.
Rescaling (2.49) by rR2 = ̺ gives the standard form of the AdS-metric
ds2 =
R2
̺2
d̺2 +
̺2
R2
(−dt2 + d~x2) , (2.50)
By transformation to the inverted coordinate y = r−1, dr2 = y−4dy2 we find another form
often used in the literature
ds2 = R2(
dy2 + (−dt2 + d~x2)
y2
) . (2.51)
Symmetries and geometry of AdS In Euclidean space-time it can be shown that the (p + 1)-
dimensional hyperbolic space, which is the Euclidean version of AdSp+1, can be conformally
mapped to the (p + 1)-dimensional disc Dp+1 with the boundary being Sp. The conformal map-
ping or conformal compactification is a series of coordinate transformations used to map a given
space-time into a compact region and study its causal structure (see e.g. [73]). One of these
transformations is a conformal rescaling of the metric. A similar compactification is possible in
Minkowski space-time as we will see in detail in this subsection.
In order to study AdSp+2-space, we consider the d = p+ 2-dimensional hyperboloid
X0
2 +Xp+2
2 −
p+1∑
i=1
Xi
2 = R2 . (2.52)
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The hyperboloid is embedded in the flat (p+3)-dimensional space with one further dimension and
the metric of the ambient space reads
ds2 = −dX02 − dXp+22 +
p+1∑
i=1
Xi
2 . (2.53)
This space has isometry SO(2, p + 1), it is homogeneous and isotropic. A solution to (2.52) is
given by the coordinate choice
X0 = R cosh ρ cos τ ,
Xp+2 = R cosh ρ sin τ ,
Xi = R sinh ρΩi (i = 1, . . . , p+ 1;
∑
i
Ω2i = 1) . (2.54)
Note, that the radial coordinate ρ appearing here is different from the radial coordinate ̺ in the
previous section. The metric of AdSp+2 can be obtained by plugging this solution (2.54) into the
metric (2.53) giving the metric in global coordinates
ds2 = R2(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2) . (2.55)
In the region 0 ≤ ρ, 0 ≤ τ < 2π, this solution covers the hyperboloid once, hence these
coordinates are called global. Expanding the metric (2.55) near the origin ρ = 0 as ds2 ∼
R2(−dτ 2 + dρ2 + ρ2dΩ2), we recognize the cylinder-symmetry S1 × Rp+1. The S1 represents
closed time-like curves which violate causality. In order to cure this, we unwrap the circle by
taking the universal covering of the cylinder with −∞ ≤ τ ≤ ∞. In order to study the causal
structure of this covering space, which we will simply call AdS-space from now on, we proceed
with the conformal compactification by transforming tan θ = sinh ρ (0 ≤ θ < π/2). The metric
becomes
ds2 =
R2
cos2 θ
(−dτ 2 + dθ2 + sin2 θdΩ2) , (2.56)
which we then rescale conformally in order to get
ds2 = (−dτ 2 + dθ2 + sin2 θdΩ2) (0 ≤ θ < π/2, −∞ < τ <∞) . (2.57)
We have obtained the Minkowski metric of Einstein’s static universe (2.57). Recall that we
found the same metric with one dimension lower after conformal compactification of Minkowski
space R1,p in section 2.2.1, equation (2.48). Note that the range for the variable θ is only half
as big in this conformal compactification of AdSp+2 as for the conformal compactification of
Minkowski space R1,p. This means that the conformally compactified AdSp+2 only covers one
half of Einstein’s static universe.
This space has topology R × (upper half-sphere ofSp+1) with a boundary at the Sp+1-
equator θ = π/2 which features a topology of R× Sp. The boundary found here is the analog of
the boundary of the discDn+1 encountered in conformally compactified Euclidean space. Thus we
find that the boundary of conformally compactified AdSp+2 is identical to the conformal compact-
ification of (p + 1)-dimensional Minkowski space R1,p. Having stated this we are now equipped
with an identification of the space in which the conformal field theory lives (i.e. Minkowski space)
with the boundary of the space on which supergravity is defined (i.e. AdS). This is a fundamental
building block for the AdS/CFT correspondence which we state in the next section. Note that here
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the (p + 1)-dimensional boundary of (p + 2)-dimensional AdS is related to (p + 1)-dimensional
Minkowski space. This fact implies that the information given by the extra-dimension in the grav-
ity theory in AdS has to be encoded in the gauge theory with one dimension less in a different way.
Since this resembles the principle of holography in optics, the AdS/CFT correspondence is also
called AdS/CFT holography. To be precise the AdS/CFT holography is a particular realization of
the more general holographic principle suggested in [74, 75].
Type IIB supergravity Before we state the correspondence let us review the field content,
symmetries and properties of supergravity. This examination will reveal that the symmetries of
type IIB supergravity on AdS5 × S5 are equal to the symmetries of the superconformal theory we
examined in the preceding section 2.2.1. We will further find some evidence for the fact that the
classical supergravity with p-branes is suspiciously similar to the superconformal theory living on
the stack of Dp-branes.
We are specifically interested in type IIB supergravity in ten dimensions which can be defined
on AdS5 and which is the gravity theory appearing in the AdS/CFT (gravity/gauge) correspon-
dence. It is the low-energy effective theory of type IIB string theory. So both have the same mass-
less fields: two left-handed Majorana-Weyl gravitinos, two right-handed Majorana-Weyl dilatinos,
the metric gµν , the two form B2, the dilaton Φ and the form fields C0, C2, C4. the four-form C4
has a self-dual field strength F˜5. Type IIB supergravity is constructed through supersymmetry and
gauge arguments [76, 77] starting from the equations of motion. Further it was shown that super-
gravity is stable on anti de Sitter spaces [78, for supergravity in 5 dimensions] with an appropriate
set of boundary conditions. Existence of the self-dual five-form field strength obstructs the covari-
ant formulation of an action, such that we need to find an action and add a self-duality constraint
by hand. The bosonic part of the action can be written as the sum of a Neveu-Schwarz (NS), a
Ramond-Ramond (RR) and a Chern-Simons (CS) term
S = SNS + SRR + SCS (2.58)
=
1
2κ2
∫
d10x
√−g
[
e−2Φ
(
R+ 4∂µΦ∂µΦ− 1
2
|H3|2
)
(2.59)
−1
2
(
|F1|2 + |F˜3|2 + 1
2
|F˜5|2
)]
(2.60)
− 1
4κ2
∫
C4 ∧H3 ∧ F3 , (2.61)
with Fn+1 = dCn, H3 = dB2, F˜3 = F3 − C0H3, F˜5 = F5 − 12C2 ∧ H3 + 12B2 ∧ F3 and the
curvature scalarR . This is the theory which we will relate to a conformal field theory through the
AdS/CFT correspondence.
Note, that this supergravity can also be Kaluza-Klein-compactified on S5 and then trun-
cated utilizing the Freund-Rubin Ansatz choosing the five-form to be proportional to the vol-
ume form of S5. The resulting theory is gauged supergravity on AdS5 with possible supersym-
metries SU(2, 2|N /2), N = 2, 4, 6, 8. Here we only mention the maximally supersymmetric
case N = 8 which has gauge group SU(4). The SO(6)-isometry on the compactification man-
ifold S5 becomes the local gauge symmetry in the truncated theory. In this thesis we will not
consider the gauged supergravities.
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2.2.3. Statement of the AdS/CFT-correspondence
In this section we state the correspondence and provide a comparison of the gravity theory with
the gauge theory which leads to the conjecture. Further, we include a dictionary and a discussion
how to translate or identify objects, e.g. operators in the gauge theory with those, e.g. fields in
supergravity.
The AdS/CFT-conjecture states that (for the case of D3-branes) type IIB superstring theory
compactified on AdS5 × S5 background described in section 2.2.2 is dual to N = 4, d = 4
Super-Yang-Mills theory with gauge group SU(N) 5 as described in section 2.2.1. This equiv-
alence is called the AdS/CFT-correspondence. The string theory background corresponds to the
ground state of the gauge theory, while excitations and interactions in one description correspond
to excitations and interactions in the dual description. There are three different levels on which the
gauge/gravity correspondence is conjectured. The strong form conjectures that the full quantized
type IIB string theory on AdS5×S5 with string coupling gs is dual to theN = 4 Super-Yang-Mills
theory (SYM) in four dimensions with gauge group SU(N) and Yang-Mills coupling gYM in its
superconformal phase. On the string theory side the AdS5 and S5 have the same radius R and the
five-form F5 has integer flux
∫
F5 = N . The parameters from the string theory are related to those
on the gauge theory side by
gs = gYM
2 , R4 = 4πgsN(α
′)2 . (2.62)
On the second level a weaker form of the conjecture utilizes the ’t Hooft limit
λ := g2YMN = fixed , N →∞ . (2.63)
The gauge theory, N = 4 SYM, in this limit can be expanded in 1/N and representing a topolog-
ical expansion of the field theory’s Feynman diagrams. It is conjectured to be equivalent to type
IIB string theory, which can be expanded in powers of the string coupling gs = λ/N representing
a weak coupling (classical) string perturbation theory, i.e. a string loop expansion.
The third and weakest form of the conjecture is the large λ limit. Expanding the SYM theory
for large λ in powers λ−1/2 corresponds to an α′ expansion on the gravity side. On this level
the AdS/CFT correspondence conjectures that type IIB supergravity on AdS5 × S5 is dual to the
large λ expansion of N = 4 SYM theory.
a. Road map to the conjecture In order to put forward an argument for the AdS/CFT con-
jecture, consider a stack of N parallel D3-branes in type IIB string theory on flat Minkowski
space. Two kinds of string excitations exist in this setup: the closed strings propagating through
the ten-dimensional bulk and the open strings which end on the D3-branes describing brane ex-
citations. At energies lower than the inverse string length 1/ls only massless modes are excited
such that we can integrate out massive excitations to obtain an effective action splitting into three
parts S = Sbulk+Sbrane+Sinteraction . The bulk action is identical to the action of ten-dimensional su-
pergravity (2.58) describing the massless closed string excitations in the bulk plus possible higher
derivative corrections. These corrections come from integrating out the massive modes and they
are suppressed since they are higher order in 1/cut-off = α′. The brane action is given by the
Dirac-Born-Infeld action (DBI) on the stack of D3-branes already given in (2.23) for Dp-branes. It
contains theN = 4 SYM action as discussed below (2.23) plus higher derivative corrections such
as α′2trF 4. The interaction between the bulk modes and the brane modes is described by Sinteraction .
5 Or rather with gauge group U(N) according to [79].
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These are suppressed at low energies corresponding to the fact that gravity becomes free at large
distances. In the same limit the higher derivative terms vanish from the brane and bulk action
leaving two decoupled regimes describing open strings ending on the brane and closed strings in
the bulk, respectively.
Now let us take the same setup of N D3-branes but describe its low energy behavior in an
alternative way, with supergravity. It will turn out that we can again find two decoupled sectors of
the effective low-energy theory. In supergravity Dp-branes are massive charged objects sourcing
supergravity fields. We have seen the D3-brane solution explicitly in (2.18), (2.19) and (2.20).
Note that the component gtt = H3−1/2 = −(1 + R4/r4) being the measure for physical time or
equivalently energy is not constant but depends on the radial AdS coordinate r. For an observer at
infinity r =∞ this means that the local energy Eobject(r = constant) of any object placed at some
constant position r is red-shifted on the way to the observer. The observer measures
E(r =∞) = (1 + R
4
r4
)−1/4Eobject(r) . (2.64)
Approaching the position r = 0 which we call the horizon, the object appears to have smaller and
smaller energy. This means that in the low-energy limit we can have excitations with arbitrarily
high local energy Eobject as long as we keep them close enough to the horizon. This regime of
the theory is called the near-horizon region. On the other hand modes that travel through the
whole bulk are only excited in the low-energy limit if their energy is sufficiently small. These
are the two regimes (bulk and near-horizon) of the theory which decouple from each other in
analogy to the string theory approach. In the full theory bulk excitations interact with the near-
horizon region because the Dp-brane located at the horizon absorbs the bulk excitations with a
cross section σ ∼ ω3R8 [80, 81]. However, in the low-energy limit this cross section becomes
small because the bulk excitations have a wave length which is much bigger than the gravitational
size of the brane ∼ Ø(R). The low-energy excitations in the near-horizon region which have
an energy low enough to travel through the whole bulk are caught near the horizon by the deep
gravitational potential produced by the massive p-branes at r = 0. In the near-horizon region r ≪
R the metric (2.18) can be approximated with H3 = (1 + (R/r)4) ∼ (R/r)4 such that it becomes
ds2 =
r2
R2
(−dt2 + dx2)+R2dr2
r2
+R2dΩ5
2 , (2.65)
which is the metric of the AdS-space AdS5×S5 in the same coordinates as (2.50). This means that
the effective theory near the horizon is string theory (any kind of excitations possible) onAdS5×S5
and it decouples from the bulk theory which itself is supergravity (low-energy excitations only) in
the asymptotically (r ≫ R and H3 = 1) flat space.
In both descriptions of Dp-branes we have now found two decoupled theories in the low-energy
limit:
1. For the classical supergravity solution we found supergravity on AdS5×S5 near the horizon
and supergravity in the flat bulk.
2. For the string theoretic Dp-brane description we found the N = 4 SYM theory in flat
Minkowski space on the stack of D3-branes and ten-dimensional supergravity in the flat bulk.
Since supergravity in the flat bulk is present in both descriptions, we
are lead to identify the near-horizon supergravity in AdS5 × S5 and
theN = 4 SYM brane theory, as well.
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The dictionary The natural objects to consider in a conformal field theory are operators Ø since
conformal symmetry does not allow for asymptotic states or an S-matrix. On the other side of the
correspondence we have fields φ which have to satisfy the IIB supergravity equations of motion
in AdS5 × S5. AdS/CFT states that the CFT-operators Ø are dual to the fields φ on AdS5 × S5 in
a specific way.
Consider as an example for a field φ the dilaton field Φ. Its expectation value gives the value
of the dynamical string coupling which is constant only for the special case of D3-branes which
we do not consider here (see equation (2.17)). Moreover, the dilaton expectation value in string
theory is determined by boundary condition for the dilaton field at infinity (AdS boundary). By
the correspondence between couplings (2.62) we know that the coupling in the gravity theory
also determines the gauge coupling gYM or ’t Hooft coupling λ. Thus changing the boundary
value lim
r→rbdy
Φ(r) = Φbdy of the (string theory) dilaton field from zero to a finite value Φbdy changes
the coupling in the dual gauge theory .
On the gauge theory side a change in the gauge coupling is achieved by changing the
term
∫
d4xΦbdyØ in the action, where Ø is the operator trF 2 containing the gauge field strength F
of the gauge theory. Ø is a marginal operator and thus its presence changes the value of the gauge
theory coupling compared to the case when the marginal operator Ø is not included into the gauge
theory.
So we see by considering this special case of the dilaton, that changing the boundary value of
the field φ leads to the introduction of a marginal operator in the dual field theory. Therefore the
AdS-boundary value φbdy of the supergravity field φ acts as a source for the operator Ø in the dual
field theory. This statement is conjectured to hold for all fields φ in the gravity theory and all dual
operators Ø of the gauge theory (not only marginal ones).
Let us be a bit more precise on what we mean by the boundary value φbdy of the supergravity
field φ. In the geometry of AdS5 × S5 we decompose the field φ into spherical harmonics on
the S5 which produces Kaluza-Klein towers of excitations with different masses coming from
the compactification. These latter excitations live on AdS5 with the metric g and (neglecting
interactions) they have to satisfy the free field equation of motion
(g +m
2)φ = 0 , (2.66)
which has two independent asymptotic solutions near the boundary r =∞
φ(r) = φnnr
4−∆ + φnr∆ + . . . . (2.67)
Here the 4 is the dimension of the AdS-boundary and ∆ is the conformal dimension of the field.
The first term with the coefficient φnn is the non-normalizable solution, the second term with the
coefficient φn gives the normalizable one. The two expansion coefficients φn and φnn are related
by the AdS/CFT correspondence to the vacuum expectation value 〈Ø〉 of the dual operator and the
external source for the operator respectively. This means that only the non-normalizable solution
acts as a source in the way we discussed above in the example of the dilaton field
Φ(r) = Φbdy + 〈trF 2〉r−4 , (2.68)
where we used that the dilaton field has conformal dimension ∆ = 0 and we note that the non-
normalizable part is related to the asymptotic string coupling gs = eΦbdy .
By virtue of the operator-field duality we can also identify correlation functions in the two
theories but since this discussion is crucial for the present work it will be presented in a separate
section in 3.1.
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Symmetry matching Let us recall the symmetries of IIB supergravity on AdS5 × S5 (as con-
sidered in 2.2.2) and those of N = 4 super-Yang-Mills (as studied in 2.2.1) in order to check if
the symmetries match on both sides and in order to use these matching symmetries as hints which
quantities are to be identified with each other in the correspondence.
The N = 4 Super-Yang-Mills theory on the gauge theory side of the correspondence has the
following symmetries: a SU(2, 2) conformal symmetry and the SU(4) R-symmetry as discussed
in section 2.2.1. It contains the U(N) gauge vector Aµ, the fermionic fields λ1,2,3,4 and the six
scalars X4,5,6,7,8,9. All these fields live in the adjoint representation of the gauge group.
On the other hand we have supergravity which in AdS5 has the isometry (transformations leav-
ing the metric invariant) group SO(4, 2). The S5 has isometry SO(6). We consider the covering
groups of SO(4, 2) and SO(6) which are SU(2, 2) and SU(4), respectively. The AdS5 × S5-
background preserves as much supersymmetries as flat Minkowski space does. Under the spatial
isometries SU(2, 2)×SU(4) the supercharges transform as (4, 4)+ (4¯, 4¯) and so the spatial isom-
metries combine with the conserved supercharges to give the full symmetry group of N = 4
Super-Yang-Mills: the superconformal group PSU(2, 2|4) as written out in section 2.2.1.
A direct comparison of these symmetries shows that the global R-symmetry group SU(4) of
SYM can be identified with the isometries of S5. Finally the conformal symmetry SU(2, 2) is
identified with the isometry group of AdS5.
Holography The AdS/CFT duality carries also the character of a holography. This understand-
ing arises from the observation that a four-dimensional gauge theory is related to an effectively
five-dimensional gravity theory. The gauge theory lives on the boundary of the Anti de Sitter
space. We already saw this in section 2.2.2 comparing the conformal compactifications of AdS on
one hand and of four-dimensional Minkowski space on the other. There we found that the (p+1)-
dimensional boundary of AdSp+2 can be conformally mapped to one half of the Einstein static
universe. In p dimensions this is a whole Einstein static universe. Minkowski space was mapped
to exactly the same p-dimensional whole Einstein static universe. Since the first four coordinates
in both theories are identified as the common The p-dimensional Minkowski space, the extra coor-
dinate in the gravity theory is the radial AdS coordinate. On the gauge theory side this coordinate
translates into an energy or renormalization scale at which the gauge theory is defined. Excitations
with energies higher than this scale are integrated out on the gauge theory side. So placing the
gauge theory on the AdS boundary corresponds to setting the renormalization scale to infinity and
therefore not integrating out any fields. As we decrease the energy scale, we integrate out more
and more fields moving the gauge theory to finite values of the radial AdS coordinate. Note, that
this picture is an incomplete heuristic view on the topic which can for example not answer why
the correspondence should still be valid at a finite radius which is not the boundary of AdS.
Evidence Although still a conjecture the AdS/CFT correspondence has passed a convincing
number of tests of its validity. The first check of the conjecture is the matching of all global
symmetries. These are independent of the couplings and agree exactly as discussed in the above
paragraph.
Generic objects to compute both on the AdS side and then also on the CFT side are correlation
functions. It was found in several cases that the n-point functions of operators Ø in the gauge
theory match exactly the n-point functions of the supergravity field [82] conjectured to be dual
to Ø.
Since the correspondence is a duality relating one theory at strong coupling to another one at
weak coupling, it is not in general possible to compute correlation functions on both sides per-
turbatively. However, there are correlation functions which do not depend on the coupling λ.
N = 4 SYM theory is superconformal and therefore scale-invariant. The superconformal
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group PSU(2, 2|4) remains exact up to one-loop exact anomalies appearing upon quantization.
These one-loop diagrams appear when the theory is coupled to gravitational or external SU(4)R
gauge fields. All higher order contributions vanish. The one-loop contributions can be calculated
and so correlation functions of e.g. global R-currents can be calculated even at strong coupling.
Thus it is possible to compare these correlation functions to those of the dual fields in supergravity
which are computed perturbatively. Since we do not know how a specific normalization in the
gauge theory translates into a normalization of the gravity theory, we use the two-point functions
in each theory to normalize the R-current J → J˜ such that
〈J˜a(x)J˜ b(y)〉 = δ
ab
|x− y|2∆ , (2.69)
where ∆ is the conformal dimension of the operator J . The three-point correlator of R-currents
normalized to the two-point correlator was computed in SYM and it was found to agree with the
three-point correlation function computed from the dual supergravity vector field Aµ normalized
to its two-point correlator
〈J˜aµ(x)J˜ bν(y)J˜cρ(z)〉Sugra = 〈J˜aµ(x)J˜ bν(y)J˜cρ(z)〉CFT . (2.70)
In [82] all three-point functions of normalized chiral operators in four-dimensional N = 4 SYM
computed perturbatively were shown to agree with the correlators obtained from AdS/CFT in the
limit of large number of colors N . Similar results were obtained for other correlators and no
counter example has been found yet.
Also the spectrum of chiral operators does not change with any coupling and has for example
been compared in the review [24]. The moduli space of the theories and the behavior of the
theories under deformation by relevant or marginal operators was also reviewed in [24]. These
examinations have not yielded any contradiction.
After having motivated the conjecture in its original form featuring adjoint matter fields only,
we now expand the correspondence in order to include fundamental matter.
2.3. Generalizations of AdS/CFT: Quarks and mesons
The original AdS/CFT conjecture does not include matter in the fundamental representation
of the gauge group but only adjoint matter. In order to come closer to a QCD-like behavior we
therefore investigate how to incorporate quarks and their bound states in this section. We focus on
the main results of [36] and [38], however for a concise review the reader is referred to [25].
Since AdS/CFT has been discovered a lot of modifications of the original conjecture have been
proposed and analyzed. This is always achieved by modifying the gravity theory in an appropriate
way. For example the metric on which the gravity theory is defined may be changed to produce
chiral symmetry breaking in the dual gauge theory [37, 83]. Other modifications put the gauge
theory at finite temperature and produce confinement [84]. Besides the introduction of finite tem-
perature the inclusion of fundamental matter, i.e. quarks, is the most relevant extension for us since
we are aiming at a qualitative description of strongly coupled QCD effects at finite temperature.
This kind of effects are the ones observed at the RHIC heavy ion collider.
Adding flavor to AdS/CFT The change we have to make on the gravity side in order to produce
fundamental matter on the gauge theory side is the introduction of a small number Nf of D7-
branes. These are also called probe branes since their backreaction on the geometry originally
produced by the stack of N D3-branes is neglected. Strings within this D3/D7-setup now have the
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Figure 1: The figure sketches the original AdS/CFT correspondence between open and closed strings and
its extension to fundamental matter relating open strings to each other. On the left side the geometry of a
stack of coincident N D3-branes (represented by the thick vertical line) and a small number of coincident
Nf D7-branes is shown. This is the setup within which the full string theory description is reduced to the
effective Dirac-Born-Infeld description on the world volume of the D7-branes. On the left side of the figure
the geometry of AdS5 × S5 is outlined on which the classical supergravity description is defined. At each
point on the disc representing AdS5 an S5 exists but is not drawn for simplicity. The curved lines with
labels p− q represent strings starting at the stack of Dp branes and ending on the stack of Dq-branes. This
figure has been kindly provided by the authors of [25].
0 1 2 3 4 5 6 7 8 9
D3 x x x x
D7 x x x x x x x x
Figure 2: Coordinate directions in which the Dp-branes extend are marked by ’x’. D3- and D7-branes
always share the four Minkowski directions and may be separated in the 8, 9-directions which are orthogonal
to both brane types.
choice of starting (ending) on the D3- or alternatively on the D7-brane as visualized by figure 1.
Note that the two types of branes share the four Minkowski directions 0, 1, 2, 3 in which also the
dual gauge theory will extend on the boundary of AdS as visualized in figure 2.
The configuration of one string ending on N coincident D3-branes produces an SU(N) gauge
symmetry of rotations in color space. Similarly the Nf D7-branes generate a U(Nf ) flavor gauge
symmetry. We will call the strings starting on the stack of Dp-branes and ending on the stack of
Dq-branes p− q strings. The original 3− 3 strings are unchanged while the 3− 7- or equivalently
7 − 3 strings are interpreted as quarks on the gauge theory side of the correspondence. This can
be understood by looking at the 3 − 3 strings again. They come in the adjoint representation of
the gauge group which can be interpreted as the decomposition of a bifundamental representa-
tion (N2 − 1) ⊕ 1 = N ⊗ N¯ . So the two string ends on the D3-brane are interpreted as one
giving the fundamental, the other giving the anti-fundamental representation in the gauge theory.
In contrast to this the 3−7 string has only one end on the D3-brane stack corresponding to a single
fundamental representation which we interpret as a single quark in the gauge theory.
We can also give mass to these quarks by seperating the stack of D3-branes from the D7-branes
in a direction orthogonal to both branes. Now 3 − 7 strings are forced to have a finite length L
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which is the minimum distance between the two brane stacks. On the other hand a string is an
object with tension and if it assumes a minimum length, it needs to have a minimum energy being
the product of its length and tension. The dual gauge theory object is the quark and it now also has
a minimum energy which we interpret as its mass Mq = L/(2πα′).
The 7−7 strings decouple from the rest of the theory since their effective coupling is suppressed
by Nf/N . In the dual gauge theory this limit corresponds to neglecting quark loops which is often
called the quenched approximation. Nevertheless, they are important for the description of mesons
as we will see below.
Let us be a bit more precise about the fundamental matter introduced by 3−7 strings. The gauge
theory introduced by these strings (in addition to the original setup) gives aN = 2 supersymmetric
U(N) gauge theory containing Nf fundamental hypermultiplets.
D7 embeddings & meson excitations Mesons correspond to fluctuations of the D7-branes 6
embedded in the AdS5 × S5-background generated by the D3-branes. From the string-point of
view these fluctuations are fluctuations of the hypersurface on which the 7 − 7 strings can end,
hence these are small oscillations of the 7−7 string ends. The 7−7 strings again lie in the adjoint
representation of the flavor gauge group for the same reason which we employed above to argue
that 3 − 3 strings are in the adjoint of the (color) gauge group. Mesons are the natural objects in
the adjoint flavor representation. Vector mesons correspond to fluctuations of the gauge field on
the D7-branes.
Before we can examine mesons as D7-fluctuations we need to find out how the D7-branes are
embedded into the 10-dimensional geometry without any fluctuations. Such a stable configuration
needs to minimize the effective action. The effective action to consider is the world volume action
of the D7-branes which is composed of a Dirac-Born-Infeld as given in (2.21) and a topological
Chern-Simons part
SD7 = −TD7
∫
d8σe−Φ
√
− det {P [g +B]αβ + (2πα′)Fαβ}+ (2πα
′)2
2
TD7
∫
P [C4] ∧ F ∧ F .
(2.71)
The preferred coordinates to examine the fluctuations of the D7 are obtained from the coordinates
given in (2.50) by the transformation ̺2 = w12+ · · ·+w42, r2 = ̺2+w52+w62. Then the metric
reads
ds2 =
r2
R2
d~x2 +
R2
r2
(d̺2 + ̺2dΩ3
2 + dw5
2 + dw6
2) , (2.72)
where ~x is a four vector in Minkowski directions 0, 1, 2, 3 and R is the AdS radius. The coordi-
nate r is the radial AdS coordinate while ̺ is the radial coordinate on the coincident D7-branes.
For a static D7 embedding with vanishing field strength F on the D7 world volume the equations
of motion are
0 =
d
d̺

 ̺3√
1 + w′5
2 + w′6
2
dw5,6
d̺

 , (2.73)
where w5,6 denotes that these are two equations for the two possible directions of fluctuation.
Since (2.73) is the same type of equation as for the motion of a supergravity field in the bulk which
was considered in (2.66), also the solution takes a form resembling (2.67) near the boundary
w5,6 = L+
c
̺2
+ . . . , (2.74)
6 To be precise the fluctuations correspond to the mesons with spins 0, 1/2 and 1 [38, 69].
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with L being the quark mass acting as a source and c being the expectation value of the op-
erator which is dual to the field w5,6. While c can be related to the scaled quark conden-
sate c ∝ 〈q¯q〉(2πα′)3.
If we now separate the D7-branes from the stack of D3-branes the quarks become massive and
the radius of the S3 on which the D7 is wrapped becomes a function of the radial AdS coordinate r.
The separation of stacks by a distance L modifies the metric induced on the D7 P [g] such that it
contains the term R2̺2/(̺2 + L2)dΩ32. This expression vanishes at a radius ̺2 = r2 − L2 = 0
such that the S3 shrinks to zero size at a finite AdS radius.
Fluctuations about these w5 and w6 embeddings give scalar and pseudoscalar mesons. We take
w5 = 0 + 2πα
′χ , w6 = L+ 2πα′ϕ (2.75)
After plugging these into the effective action (2.71) and expanding to quadratic order in fluctu-
ations we can derive the equations of motion for ϕ and χ. As an example we consider scalar
fluctuations using an Ansatz
ϕ = φ(̺)ei
~k·~xYl(S3) , (2.76)
where Yl(S3) are the scalar spherical harmonics on the S3, φ solves the radial part of the equation
and the exponential represents propagating waves with real momentum ~k. We additionally have to
assume that the mass-shell condition
M2 = −~k2 (2.77)
is valid. Solving the radial part of the equation we get the hypergeometric function φ ∝
F (−α, −α + l + 1; (l + 2); −̺2
L2
) and the parameter
α = −
1 −
√
1− ~k2R4/L2
2
(2.78)
summarizes a factor appearing in the equation of motion. In general this hypergeometric function
may diverge if we take ̺ → ∞. But since this is not compatible with our linearization of the
equation of motion in small fluctuations, we further demand normalizability of the solution. This
restricts the sum of parameters appearing in the hypergeometric function to take the integer values
n = α− l − 1 , n = 0, 1, 2, . . . . (2.79)
With this quantization condition we determine the scalar meson mass spectrum to be
Ms =
2L
R2
√
(n+ l + 1)(n+ l + 2) , (2.80)
where n is the radial excitation number found for the hypergeometric function. Similarly we can
determine pseudoscalar masses
Mps =
2L
R2
√
(n+ l + 1)(n+ l + 2) . (2.81)
For vector meson masses we need to consider fluctuations of the gauge field A appearing in the
field strength F in equation (2.71). The formula for vector mesons (corresponding to e.g. the
̺-meson of QCD) is
Mv =
2L
R2
√
(n + l + 1)(n+ l + 2) . (2.82)
Note that the scalar, pseudoscalar and vector mesons computed within this framework show iden-
tical mass spectra. Further fluctuations corresponding to other mesonic excitations can be found
in [38, 69].
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2.4. AdS/CFT at finite temperature
This present work aims at a qualitative understanding of the finite temperature effects inside a
plasma governed by QCD at strong coupling. Our focus will mainly be on the fundamental matter,
the quarks and their bound states, the mesons. In this section we describe how to construct a
gravity dual to a finite temperature gauge theory with flavor degrees of freedom, i.e. fundamental
matter.
A thermodynamics reminder Within this paragraph we remind ourselves of some basic con-
cepts of thermodynamics which will be important for our desired study of a thermal quantum field
theory at strong coupling.
The first thing to note is that quantum field theory in its application to collider physics is a
theory at zero temperature. However, in order to study heavy-ion collision experiments, neutron
stars and cosmological setups in which there are high enough particle number and energy densities
in order to justify the thermodynamic limit, thermal quantum field theories have been developed
in great detail [85, as an example]. There are two formalisms which can be used to introduce
a notion of temperature into quantum field theory. The simpler method is the imaginary-time
formalism which basically Euclideanizes the time-coordinate t by Wick rotatation t → −iτEuclid
and afterwards compactifies it on a circle with period β = 1/T such that τ + β ∼ τ . Any
correlation function defined on this periodic Euclidean space-time can be Fourier-transformed to
the four momentum coordinates ~k. Because of the periodicity and limited range in the time-
coordinate 0 ≤ τ ≤ β the Fourier frequency k0 is discrete k0 = 2πTn, n = 0, 1, . . . . These are
the real-valued Matsubara frequencies. The disadvantage here is that we basically trade the time
coordinate for temperature and therefore loose any notion of temporal evolution of our system.
Therefore we can only describe equilibrium states with this formalism. In order to incorporate time
and temperature at equal footing we need to employ the more complicated real-time formalism.
We will come back to this issue when discussing correlation functions in section 3.1.
If we have the notion of a temperature in our quantum field theory, we can also define a chemical
potential µ for a conserved total charge Q =
∫
volumeJ
0 with a charge density J0. Here we assume
that the chemical potential µ is constant with respect to the four Minkowski directions ~x. The
chemical potential is a measure for the energy needed to add one unit of charge Q to the thermal
system and it is given in terms of the grandcanonical potential in the grandcanonical ensemble as
µ = −∂J0Ω . (2.83)
In order to prove this recall also that a system in contact only with a heat bath is described by the
canonical ensemble with the partition function
Zcanonical = e
−β R H , (2.84)
with the Hamiltonian densityH giving the energy of the system after integrating over the volume.
If we would like to work at a finite chemical potential, in addition we need to put our system
into contact with a particle bath. Then the relevant ensemble is the grandcanonical one with the
partition function
Zgrand = e
−β R (H−µJ0) . (2.85)
The finite charge density J0 is the thermodynamically conjugate variable to the chemical potential.
Introducing a finite charge density will also change the chemical potential while changing the
chemical potential will in general also change the charge density. In the grand canonical ensemble
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the grandcanonical potential is defined by
Ω = − 1
β
lnZgrand =
∫
(H− µJ0) , (2.86)
which immediately confirms the chemical potential formula (2.83).
Now a chemical potential in a thermal QFT is given by the time component of a gauge field A0.
This may be seen heuristically by comparing the partition function in the grand canonical ensemble
(including the charge density J0) on one hand
Z = e−β
R
(H−µJ0) (2.87)
with the partition function at zero charge density but for a gauge theory including a gauge field Aµ
coupling to the conserved current Jµ on the other hand
Z[Aµ] = e
−β R (H−AµJµ) . (2.88)
Choosing only the time component of the gauge field Aµ non-zero and having called the thermo-
dynamical charge density suggestively J0, we can now identify
A0 = µ . (2.89)
Thus we have seen that introducing a finite gauge field time component in a thermal QFT is
equivalent to (and therefore may be interpreted as) the introduction of a finite chemical potential µ
for the charge density J0. A more formal treatment of this may be found in section 3.2.2.
Introducing temperature In order to study thermal gauge theories through AdS/CFT we need
a notion of temperature on the gravity side. This means that we need to modify the background
and in particular the background metric in order to incorporate temperature in the dual gauge
theory. The idea of using a metric describing the geometry of a black hole comes about quite nat-
urally since black holes are holographic thermal objects themselves whose d-dimensional exterior
physics is completely captured by their (d− 1)-dimensional horizon surface. This phenomenon is
studied in the field called black hole thermodynamics. The Bekenstein-Hawking formula relates
the area of the black hole horizon to the entropy of the complete black hole (bulk) which has a
distinct Hawking temperature depending on its mass.
It was first proposed in [84] that black hole backgrounds or black branes as described in sec-
tion 2.1.2 are holographically dual to a gauge theory at finite temperature. The metric for a stack
of black D3-branes can be conveniently written in the form
ds2 =
1
2
( ̺
L
)2(
−f
2
f˜
dt2 + f˜d~x2
)
+
(
L
̺
)2 (
d̺2 + ̺2dΩ5
2
)
, (2.90)
with
f(̺) = 1− r
4
0
̺4
, f˜(̺) = 1 +
r40
̺4
. (2.91)
We obtain this form of the metric from (2.18) by the transformation ̺2 = r2+√r4 − r04 where r0
is the location of the horizon. The Hawking temperature TH of the black hole horizon is equivalent
to the temperature T in the thermal gauge theory on the other side of the correspondence. In
order to relate the temperature T to the factors appearing in metric components, we make the
metric Euclidean by Wick rotation. Demanding regularity at the horizon renders the Euclidean
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Figure 3: Increasing the temperature from the left to the right picture we see that the black hole becomes
larger. The embedded brane is pulled towards the horizon stronger and stronger until the probe brane just
touches the black hole horizon (middle picture). Increasing the temperature further the brane is pulled
through the horizon. This figure has been kindly provided by the authors of [56].
time coordinate to be periodic with period β = 1/T = r0/(πL2). Note, that this background is
confining [84] and preserves all the supersymmetry, i.e. the dual field theory is N = 4 SYM at
finite temperature. Further there exist crucial differences between the Euclideanized background
and its Minkowski version. We will discuss this issue in section 3.1.1.
Quarks & chemical potential In order to include fundamental matter in this finite temperature
setup we introduce D7-probe branes as described in section 2.3. At vanishing baryon density it
was observed in [37] that these thermal D7-embeddings are special because in the gauge theory a
phase transition appears which is dual to a geometric transition on the gravity side (see figure 3).
A detailed study of this transition showed that it is of first order [40]. This study has been refined
and generalized to Dp/Dq-branes in [41]. The setup is governed by a parameter m ∝Mq/T which
is proportional to the quotient of quark mass Mq and temperature T . At large values of m we have
Minkowski embeddings which end outside the horizon. We write down the black hole metric in
the coordinates introduced in (2.72)
ds2 =
(
w˜2 +
wH
4
w˜2
)
dx2 +
(w˜4 − wH4)2
w˜2(w˜4 − wH4)dt
2 +
1 + (∂̺w6)
2
w˜2
d̺2 +
̺2
w˜2
dΩ3
2 , (2.92)
where we define w˜2 = ̺2 + w6(̺)2 and wH is the location of the horizon. In the AdS5 × S5-
background the D7-brane fills the AdS wrapping an S3 inside the S5. Looking at the S3-part of
the metric (2.92), for ρ = 0, , w6 > wH we find that the S3 shrinks to zero size before reaching the
horizon. These Minkowski embeddings resemble those present at vanishing temperature at large
values of m.
Decreasing the parameter m we reach a critical value below which the D7-brane always reaches
to the horizon. The geometrical difference is that for these black hole embeddings now the S1 in
time direction collapses as can be seen from the time component of the metric (2.92).
This means that the D3/D7-system in presence of a black hole undergoes a geometrical transi-
tion. That transition is dual to a first order phase transition in the thermal field theory dual. The
physics of this transition is discussed in greater detail in section 4.3.
An extension of the black hole background to a field theory dual with a finite baryon charge
density has been performed in [42]. Note, that the latter work corrected a similar analysis per-
formed earlier in [47].
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However, the central achievement of this present work is to introduce a finite baryon and isospin
density simultaneously in the setup we have just described. We will see that this changes the em-
beddings and also the phase structure of the theory. We will further observe that the phase transi-
tion is softened. This statement will be explained in the discussion of this system’s hydrodynamics
in chapter 6. We discover a further transition at equal baryon and isospin densities discussed in
the thermodynamics section 4.4.
Brane thermodynamics and holographic renormalization At finite temperature an extension
of the standard AdS/CFT claim is the conjecture that the thermodynamics of the thermal field
theory is described by the gravity theory. In particular, on the thermal field theory side one has
to Euclideanize by a Wick rotation x0 → iτE in order to identify the Euclidean path integral with
a thermal partition function. On the gravity dual side one equivalently has to Euclideanize the
AdS-black hole background (3.12). The Euclidean black hole is interpreted as a saddle-point of
the Euclidean path integral such that the classical supergravity action is conjectured to give the
leading contribution to the free energy
SE = βF . (2.93)
Note the typographical difference between the action S and the entropy S. Recall that F = − lnZ.
In what follows we will find these thermodynamic definitions of entropy S, internal energy E and
the speed of sound vs useful
S = −∂F
∂T
, E = F + TS , vs2 = ∂P
∂E
=
∂P
∂T
(
∂E
∂T
)−1
=
S
cv
. (2.94)
For a stack of Nc black D3-branes such as those described by (2.15) the free energy turns out to be
F =
−π2
8
Nc
2T 4 . (2.95)
From this the energy and entropy are easily computed and the speed of sound is given by
vs
2 =
1
3
. (2.96)
In order to obtain these finite results we had to holographically renormalize the gravity action
by adding boundary terms. Let us review the process of holographic renormalization in order to
apply it to our setups later on. In general the Euclideanized AdS-bulk action SbulkE Dp contains ultra-
violet (UV) divergences. The first step is to identify the divergent terms by introducing a UV-
cutoff rmax. Integrating the bulk Dp-action over the (p − 5)-remaining directions and evaluating
the result at the cutoff r = rmax we obtain the boundary action SbdyE Dp. This action contains the
UV-divergent terms and in order to renormalize the bulk action we simply subtract this boundary
action
SrenormalizedE Dp = lim
rmax→rbdy
(
SbulkE Dp − SbdyE Dp
)
. (2.97)
This Euclideanized and renormalized bulk action is the one we will derive all thermodynamic
quantities from. We stop at this point since we will not show the explicit applications of this
method in this thesis. The interested reader is referred to the review on holographic renormaliza-
tion [86].
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2.5. More Phenomenology from AdS/CFT
In this section we give a sketchy overview of the phenomenologically relevant outcomes of
AdS/CFT-applications. Only the paragraph discussing the Sakai-Sugimoto model is a bit more
detailed because that model is in many respects a valuable, partly complementary competitor to
the D3/D7-setup which we study in this thesis. We also briefly discuss both the model building
aspect and the fundamental value of AdS/CFT.
Low viscosity bound The phenomenologically most striking prediction of AdS/CFT is that the
viscosity η to entropy density s ratio is incredibly small
η
s
=
1
4π
. (2.98)
This bound is satisfied to leading order in 1/Nc in all theories with gravity duals computed up to
now 7. It was observed at the RHIC heavy-ion collider that the quark gluon plasma supposedly
formed in this experiment has an extremely low viscosity (well below any viscosity measured
before) numerically comparable with the AdS/CFT value. Most of the models used to analyze the
RHIC data are consistent with ratios in a range of η/s ≈ 4/3
4π
. . . 2
4π
[89, 90, e.g.]. This discovery
was even celebrated as an experimental possibility of testing the AdS/CFT correspondence. One
has to be careful though since no QCD-dual gravity theory has been discovered yet and thus one
has to rely on the universality of the observables to be measured. In the context of these viscosity
investigations many different backgrounds have been employed in order to find out what makes
this bound so universal. All investigated gauge theories with gravity duals show this universal
behavior no matter if one breaks conformal symmetry, supersymmetry or if one introduces flavor
or a finite chemical potential. Three interrelated proofs of the universality of the viscosity ratio
have been provided successively [32, 91, 92]. It is still under lively investigation, which underlying
principle is the origin of the viscosity universality and if it applies to QCD as well.
In a series of papers [9, 26, 28, 29, 31, 32, 34, 35] an identification of hydrodynamic modes
with gravity objects was achieved leading to a detailed gravity description of the hydrodynamics
in a strongly coupled fluid. Recently this framework has been extended to second order hydrody-
namics [93, 94, 95, 96]. Here also a correction of the widely used Mueller-Israel-Stewart theory
is proposed based on gravity consistency arguments. It is well known that hydrodynamics violates
causality. Mueller-Israel-Stewart theory is a relativistic generalization of second order hydrody-
namics which the authors of [93, 94, 95, 96] claim to be incomplete.
D3/D7-setup A particularly promising setup is the D3/D7-brane configuration described in 2.3.
Its gauge dual contains massive quarks and a chemical potential can be consistently introduced.
Further it exhibits confinement and thus a first order phase transition of the fundamental matter in
the spectrum. We will study this particular system in most of this thesis.
The calculation of meson spectra [38] in this system was one of the first phenomenological
applications of AdS/CFT. Also ratios of B-meson masses were recently given [97].
A topic under ongoing investigation is that of heavy-light mesons [97, 98, 99] modeled by
strings spanning from one D7-brane to another after having separated the D7-branes from each
other.
7 Note, that a recent investigation [87] had claimed that higher derivative corrections violate the viscosity bound
for a certain family of models. But the same authors also found these very theories to be inconsistent violating
microcausality [88] supporting again the idea of the universality of this bound.
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Recently the hadron multiplicities after hadronization of the final state in a particle-antiparticle
annihilation [100] have been modelled to surprising accuracy (see also [101]).
Interesting effects such as mass shift analogous to the Stark effect and chiral symmetry breaking
are also observed in gauge/gravity duals with flavor for which pure-gauge Kalb-Ramond B fields
are turned on in the background, into which a D7 brane probe is embedded [55, 102, 103].
QCD duals? Although some aspects of the D3/D7-brane configuration mirror QCD quite
well one main point of criticism is that the dual gauge theory has too much symmetry. Various
deformations of the background metric have been devised to break symmetries in a controlled way
for the gauge dual to come closer to QCD behavior. Remember that for a D3/D7-configuration, on
the gauge theory side we haveN = 2 supersymmetric Yang-Mills theory coupled toN = 4 SYM
and the conformal symmetry is broken if the quarks become massive by seperating the D3 from
the D7-branes. Also a finite temperature, i.e. a black hole background metric breaks conformal
symmetry.
In a different background, the Constable-Myers background, all of the supersymmetry is bro-
ken and the theory turns out to be confining [83]. In contrast to the black hole background which
has a singularity covered by the black hole horizon, the Constable-Myers background contains a
naked singularity. This singularity was found to be screened by a condensate in [37]. Furthermore
the first occurance of spontaneous breaking of a chiral symmetry, in this case the axial U(1)A-
symmetry, in the context of the gauge/gravity correspondence has been achieved in [37]. The
breaking of the axial part of the chiral symmetry is achieved by the formation of the same conden-
sate screening the singularity. Thus, in the configuration considered in [37] all the supersymme-
tries, the chiral symmetry, and the conformal symmetry are broken.
A great advantage of the D3/D7-setup is that the gauge theory living on the boundary of AdS
is four-dimensional, matching the observed dimensionality of our real world. Nevertheless, an
explicit QCD-dual has not been found, yet. Therefore it is worthwhile to also study different brane
configurations with possibly different dimensionality.
Another QCD model: Sakai-Sugimoto model The Sakai-Sugimoto model is an alternative
D4/D8 anti-D8 brane system with Nc D4-branes and Nf pairs of D8/anti-D8-branes. Here the
D4-branes generate the geometry very much like the D3 branes do in D3/D7 setups and the D8
and anti-D8 branes are the flavor branes corresponding to the D7. Since this model is the second
most studied model (after the D3/D7-setup) introducing fundamental matter, we discuss also a
few technical points here. This setup features no quark masses but two distinct phase transitions
corresponding to the chiral symmetry breaking and deconfinement transition, respectively. Super-
symmetry is explicitly broken. In contrast to the D3-setup, there is one extra-dimension x4 in the
worldvolume of the gauge theory. In order to come down to four space-time dimensions this extra
coordinate needs to be compactified. There is also a geometrical argument for this coordinate to
be periodic: together with the ”radial” coordinate u it forms a cigar-shaped submanifold, which
has a tip at u = uT . To avoid a singularity at this tip, x4 needs to be periodic with period 2πR.
The metric of the background at low temperature is
ds2 = (
u
RD4
)3/2(dt2 + δijdx
idxj + f(u)dx24) + (
RD4
u
)3/2(
du2
f(u)
+ u2dΩ24) (2.99)
The x4-circle shrinks to zero at u = uΛ and the D8 and their antibranes have nowhere to end thus
staying connected. So the chiral U(Nf )L × U(Nf )R is broken to a diagonal U(Nf )V in the low
temperature phase.
At finite temperature there always exist two solutions of which one is preferred at low temper-
ature and the other at high temperature. Connected to this an asymptotic symmetry among the two
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circles (time-direction and x4) exists. In the high temperature phase t and x4 interchange roles (the
f(u) in the metric is shifted from one to the other), so that the x4-circle now does not shrink to
zero, but the t-circle does. Chiral symmetry is restored as the flavor branes may be parallel now.
The biggest advantage of this model over the D3/D7-setup is that chiral symmetry breaking
can be achieved quite naturally. On the contrary, the quark masses are not incorporated from the
start but also arise dynamically. Mesons have also been studied in the Sakai-Sugimoto model. For
example quark bound states which play the role of QCD pions arise as Goldstone bosons from the
spontaneous symmetry breaking generated upon introducing the probe branes giving fundamental
degrees of freedom. Recent developments of mesons at finite temperature may be found in [104].
One recent approach generating quark masses dynamically can be found in [105].
Fundamentalism & phenomenology Let us briefly discuss the phenomenological versus fun-
damental value of AdS/CFT. Although still only a conjecture, AdS/CFT has failed no comparative
test so far and it succeeds in describing strong coupling phenomena. The perturbative or geomet-
ric understanding on the gravity side can be translated to an understanding of the strongly coupled
gauge theory on the other side of the correspondence. In this way AdS/CFT makes it possible to
get a qualitative understanding of strong coupling phenomena. At the present level where we do
not have an explicit QCD / gravity dual, the qualitative understanding AdS/CFT supplies us with,
should be seen as being complementary to for example lattice data providing exact QCD data but
also hiding the inner workings of the strongly coupled theory. In some cases such as for the vis-
cosity bound the quantities involved may even be protected by universality and thus solely depend
on the fact that the gauge theory is strongly coupled. If this is the case then AdS/CFT results may
even continue to be valid for QCD or the real world. All these results justify the duality at least as
a valid phenomenological tool.
Turning around the argument, the phenomenological success of AdS/CFT may be seen as a hint
that the gauge gravity correspondence and the principles from which it was derived come indeed
close to the principles governing nature. Studying explicit instances of the correspondence, for ex-
ample studying correlators in the D3/D7-setup, could also provide us with a detailed understanding
of how the duality works in general and it might even suggest a way to prove AdS/CFT.
2.6. Summary
In this technical introduction chapter we have developed the concepts of the AdS/CFT corre-
spondence and we investigated how these ideas emerged from the careful study in rather formal
areas of string theory (see 2.1). We have shown how modifications of the original correspondence
give rise to temperature and fundamental matter in the gauge theory. Temperature in the gauge the-
ory is generated by a black hole background such as (2.90) on the gravity side. Fundamental matter
alias quarks is introduced by embedding a stack of Nf probe D7-branes into the ten-dimensional
setup in addition to the N D3 branes, which determine the gravity geometry (as explained in 2.3).
Finally, we discussed the phenomenological picture which can be drawn by putting the results in
different gravity duals together and extrapolating from it what the phenomenology of a QCD-dual
at strong coupling might look like. We are now ready to develop the methods which we will apply
to investigate the promising D3/D7-configuration.
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3. HOLOGRAPHIC METHODS AT FINITE TEMPERATURE
The goal of this work is to develop a qualitative description of thermal QCD-plasma at strong
coupling as it is claimed to be seen at the RHIC heavy ion collider. In order to compute observables
and study qualitative features of this class of systems we utilize the AdS/CFT duality in order to
overcome the difficulty that the system is governed by QCD at strong coupling. In this present
chapter we develop the methods which are needed to derive correlation functions (section 3.1) in
the strongly coupled field theory by computations on the weakly coupled gravity side. Furthermore
we review how to obtain non-equilibrium observables such as diffusion coefficients and shear
viscosity by the formulation of a gravity dual to relativistic hydrodynamics (section 3.2). Finally in
section 3.3 we elucidate the connection between quasinormal modes known from general relativity
in presence of a black hole on the gravity side and distinct hydrodynamic modes. Note that as
stated in the previous chapter no gravity dual for QCD has been found, yet. Thus we will apply
our holographic methods to quantum field theories which are similar to QCD in the properties of
interest.
3.1. Holographic correlation functions
Since we are interested in the spectral functions R and in particular in the resonances appearing
therein which correspond to mesons due to AdS/CFT (as will be argued in section 5), our moti-
vation to compute retarded correlators GR is sourced by the formula R = −2 ImGR. Correlation
functions in AdS/CFT have been under intensive examination during the past ten years. They are
useful quantities to compare the conjectured gauge/gravity results to results directly obtained in the
quantum field theory as outlined in section 2.2.3 (paragraph ’Evidence’). Moreover retarded two
point correlators in Minkowski space are needed to compute non-equilibrium observables such
as transport coefficients (shear viscosity, diffusion coefficient, heat conductivity,. . . ). We briefly
distinguish Euclidean formulation from the Minkowski formulation of correlation functions in
AdS/CFT in section 3.1.1. Afterwards we develop analytical (3.1.2) and numerical (3.1.3) recipes
by which correlation functions may be obtained.
3.1.1. Correlation functions in AdS/CFT
In the beginning of AdS/CFT the correspondence for correlation functions was formulated in
Euclidean space-time for simplicity. The idea was to obtain Euclidean correlators from a conjec-
tured generating functional identity〈
e
R
∂M
φbdyØˆ
〉
= e−Sclassical[φ] , (3.1)
and to analytically continue them afterwards. In this section we review this Euclidean procedure
and the subtleties which make it fail in general if naively extended to the gravity dual of finite
temperature field theories on Minkowski space-time. Finally we justify the correct prescription to
get thermal Minkowski space correlators from a conjectured AdS/CFT identity similar to (3.1).
The left hand side of (3.1) is the Euclidean space-time generating functional for correlators of
operators Øˆ in the boundary field theory. In order to Euclideanize the originally Minkowskian
space-time we had to perform a Wick rotation t → τE = it. On the right hand side we find the
action for the classical solution to the equation of motion for the bulk field φ in the bulk metric
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obeying a boundary condition of the form lim
r→rbdy
φ = φbdy. Either side may be functionally derived
with respect to the boundary field φbdy in order to get Euclidean correlators of the dual operator Ø,
such that for the two-point function we have
〈Ø(x)Ø(y)〉 = δ
2e−Sclassical[φ]
δφbdy(x)φbdy(y)
. (3.2)
Note that this implies that on the right hand side we know the explicit form of the field φ in terms
of its boundary value φbdy, i.e. we need to solve the equations of motion for the field φ first. The
use of the identity (3.1) has proven very useful and was confirmed by the results for correlators at
zero temperature and for extremal metrics on the gravity side, respectively.
At finite temperature however this prescription fails. It should be clear that the Euclideaniza-
tion is only a tool for simplification and in principle the correlators should be obtainable from the
full Minkowskian description in AdS/CFT. In practice it will be necessary to derive Minkowski
correlators directly since in order to get them from their Euclidean versions, one would need to
know all the Matsubara frequencies ωn. Matsubara frequencies are the discrete values which arise
in finite temperature field theory from the compactification τE ∼ τE + T−1 of the Euclidean time
coordinate τE on a circle with the period T being identified as the temperature in the field theory.
Only at these particular frequencies the Euclidean correlators are defined. The compactification
of the Euclidean time appearing in the black hole background on the gravity side is dual to the
imaginary time formalism in the dual thermal field theory. In many applications for correlation
functions such as the derivation of hydrodynamic transport coefficients an approximation of some
sort is needed during the calculation. For example in hydrodynamics the frequencies have to be
small such that we can not work with all Matsubara frequencies as would be required to analyti-
cally continue Euclidean correlators to Minkowski correlators. Due to this fact we need the full
Minkowski prescription.
As shown in [27] also a naive formulation of (3.1) in Minkowski space-time given by〈
ei
R
∂M
φbdyØˆ
〉
= eiSclassical[φ] , (3.3)
fails since it produces only real valued correlators. In the same work the authors propose a working
recipe to obtain two-point Minkowski correlators. This is the recipe which we will make heavy
use of and we explain it in the next section 3.1.2. Finally [30] developed a general prescription
involving an analog of (3.1) which can be used to obtain n-point correlators and which we briefly
review here in order to clarify the limits of the two-point correlator recipe we will use here.
Schwinger-Keldysh formalism for thermal QFT In general the authors of [30] developed a
detailed gravity dual to the real-time formalism of thermal quantum field theory. For a detailed
review of the real-time or Schwinger-Keldysh formalism the reader is referred to [30, 85] but let
us work out the rough ideas here in order to understand the equivalent features on the gravity side.
In this formalism the operators (or fields) Ø live on the time contour C shown in figure 4.
The starting point A and the end B are identified with the condition Ø|A = −Ø|B for
fermionic Ø and Ø|A = Ø|B for bosonic Ø. Now one introduces sources φ1,2 for the operator Ø1,2
on the upper (1), respectively lower (2) part of the contour along the original real Minkowski time
direction. Defining an appropriate generating functional Z one can then define the matrix valued
Schwinger-Keldysh propagator which correlates operators on the upper and lower parts of the time
contour in figure 4
iGab(x− y) = 1
i2
δ2 lnZ[φ1, φ2]
δφa(x) δφb(y)
= i
(
G11 −G12
−G21 G22
)
. (3.4)
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Figure 4: The Schwinger-Keldysh contour is a time contour C where points A and B are identified (this
figure is a slightly modified version of that shown in [30]).
Transforming to momentum space by G(k) =
∫
dx e−ik·xG(x) we can write down the relations
between the components of the Schwinger-Keldysh propagator and the ordinary retarded two-point
function GR
G11(k) = ReG
R(k) + i coth
ω
2T
ImGR(k) , ω ≡ k0 ,
G12(k) =
2ie−(β−σ)ω
eβω − 1 ImG
R(k) ,
G21(k) =
2ie−σω
1− e−βω ImG
R(k) ,
G22(k) = −ReGR(k) + i coth ω
2T
ImGR(k) . (3.5)
For the choice of the arbitrary length parameter σ = β/2 we see that the Schwinger-Keldysh
correlator is symmetric G12 = G21.
Holographic Schwinger-Keldysh formulation Let us now turn to the gravity dual description
of the Schwinger-Keldysh formalism reviewed in the previous paragraph. For the asymptotically
AdS spaces containing a black hole which we consider here, there exists an analog of Kruskal
coordinates. Kruskal coordinates in general relativity cover the entire space-time manifold of the
maximally extended Schwarzschild solution and they are well-behaved everywhere outside the
physical singularity, i.e. they show no coordinate singularities as other coordinates do, e.g. at the
horizon. The identity (3.1) suggests, that one has to know the explicit form of the classical action
including the solution of the equation of motion for the field φ in terms of boundary values for
the field in order to take derivatives of the expression on the left hand side as shown in (3.2) and
get an explicit expression for the correlation function. Now the main idea is to use this standard
AdS/CFT prescription to get the correlation functions but to carefully impose boundary condi-
tions on the gravity fields in the analog of the Kruskal time coordinate and not in the ordinary
Minkowski time. These boundary conditions on the gravity fields will be subject of a detailed
discussion on the level of two point correlators in the next section 3.1.2. Let us note here only that
these boundary conditions are the point where the naive Minkowski formulation of the AdS/CFT
correlator prescription fails. The reason for this is the fact that in ordinary coordinates the bound-
ary conditions in Euclidean space-time are completely fixed by the requirement of regularity but
this is not the case in the Minkowski version. For example a scalar gravity field has to fulfill a
second order equation of motion and therefore one needs to fix two boundary conditions. One of
these is fixed by the boundary data φ|bdy = φbdy. The other condition is imposed at the horizon
where the scalar locally behaves like (1 − u)β with the radial AdS-coordinate u ∈ [0, 1] which is
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defined in the context of the black hole metric
ds2 =
(πTR)2
u
[−f(u)dt2 + dx2] + R
2
4u2f(u)
du2 +R2dΩ5
2 . (3.6)
Here the horizon is located at u = 1, spatial infinity at u = 0 and the function f is defined
by f(u) = 1 − u2. This metric is obtained from the standard AdS black hole metric with radial
coordinate r by the transformation u = (r0/r)2. The temperature T = r0/(πR2) is a function of
the AdS-radius R and the black hole horizon r0. In Euclidean space-time we have β = ±ω/(4πT )
and only one of the two signs produces a regular solution. In Minkowski signature this is com-
pletely different since there we compute β = ±iω/(4πT ) and both signs can produce regular
solutions, thus leaving an ambiguity which needs to be fixed by another requirement. Now the
U=
0
V=0
R
P
L
F
Figure 5: The Penrose diagram for AdS containing a black hole. This figure has been kindly provided by
the authors of [30].
main achievement in [30] was to single out such a requirement which is in general applicable to
any n-point correlator. This requirement involves applying boundary conditions at the boundaries
of different quadrants of the Penrose diagram shown in figure 5 and forming a superposition of
those. The diagram shows the causal structure of our asymptotically AdS space (which contains
a black hole) in Kruskal coordinates. In our earlier attempt to fix boundary conditions we only
considered the R-quadrant and its boundaries. The prescription of [30] takes into account that the
full space-time contains four quadrants.
Nevertheless, in what follows it will be sufficient to use a simplified boundary condition, the
incoming wave boundary condition which allows us to restrict ourselves to the R-quadrant, to use
the original Minkowski coordinates and it finally enables us to calculate two-point functions as
discussed in the following section 3.1.2. It is argued in [30] that the general but also more com-
plicated prescription involving Kruskal coordinates in the case of two-point correlators reduces to
the (simple) prescription that we are about to use.
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3.1.2. Analytical methods: correlators and dispersion relations
In order to obtain correlation functions for an operator Ø in AdS/CFT one usually has to solve
a second order differential equation (as we have already mentioned in the previous section), the
equation of motion for the particular field φ which is dual to the operator Ø. Often that equa-
tion of motion can only be solved numerically.8 Thus it is remarkable that in [28, 29] a method
has been developed to find the correlators analytically for a field theory at finite temperature and
without quarks. The main idea of this approach is to use the ratio of four-momentum and tem-
perature ~k/(2πT ) := (w, 0, 0, q) 9 as an expansion parameter. Then the fields are expanded in a
perturbation series in orders of w and q2 and exact solutions to the equations of motion can be
obtained up to the desired order in w and q2. This kind of expansion is known from statistical
mechanics and goes by the name of hydrodynamic expansion. Note that we only consider the
diffusive modes with this choice. In order to find for example the sound modes and their damping
we would have to consider an expansion in w, qn [106]. From the solutions expanded in w and q2
we will obtain the correlators of the operator Ø. The poles of these correlators can be read off
directly from the analytical expressions giving the dispersion relations w(q). Note, that we work
in the geometry described in [28] where the fluctuations are chosen along the x3-direction such
that ~x = (x0 = t, 0, 0, x3 = z). Furthermore we choose the gauge in which A4 ≡ 0 and we as-
sume that the remaining space-time directions have already been compactified such that we have
to consider a five-dimensional theory only.
The correlator recipe Let us review the three-step recipe to obtain two-point correlation func-
tions motivated and developed in [27]. We calculate the retarded two-point correlator GR of the
operator Ø in Minkowski space. The operator Ø is dual to a field which we denote by φ, where φ
can be a scalar Φ, vector Aµ or tensor field Tµν merely changing the index structure. Step number
one is to find the part of the action which is quadratic in the field φ dual to Ø
S(2) =
∫
dud4xB(u)(∂uφ)
2 + . . . , (3.7)
where the factor B depends on u and the momenta only, collecting metric components and all
other factors in front of the derivatives (∂uφ)2. Now the second step is to solve the equation of
motion for the field φ. We rewrite the space-time equation of motion in Fourier space such that all
derivatives except ∂uφ =: φ′ can be expressed in terms of four-momenta ~k
0 = φ′′ + a(~k, u)φ′ + b(~k, u)φ . (3.8)
This second order differential equation in special cases can be solved analytically in the hydro-
dynamic limit of small w, q2 ≪ 1. 10 The general solution can be split into the field’s boundary
value φbdy(~k) and the bulk function F(u,~k)
φ(u,~k) = φbdy(~k)F(u,~k) . (3.9)
8 Especially if we consider massive quarks, which implies that we embed a D7-brane. The embedding functions can
in general only be obtained numerically. In this case already the metric components gµν appearing in the equation
of motion for our field φ are only given numerically since they contain the embedding functions.
9 This choice for the four-momentum is adapted to the symmetries of the problem we will consider in this section.
10 If the coefficients a, b are sufficiently complicated (they might be given only numerically) we have to reside to
numerical methods, two of which are explained in [33, 34] and [59] reviewed in section 3.1.3 of this work.
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To clearly illustrate this step, we will consider details of this general procedure in the specific
example below. In step three we finally assemble the solution F(u,~k) obtained in step two and the
coefficient B(u) from step one to obtain the retarded correlator in Fourier space
GR(~k) = −2B(u)F(u,−~k)∂uF(u,~k)
∣∣
u→0 . (3.10)
An example To illustrate the three steps in more detail we consider the example of N = 4
supersymmetric Yang-Mills theory with an R-charge current Jµ dual to the vector field Aµ in
five-dimensional supergravity. The part of the action quadratic in the gauge field A is given by
S(2) = − N
2
16π2
∫
dud4x
√
−g(u)FµνF µν . (3.11)
In order to place our field theory at finite temperature, we will work in the dual AdS black hole
background
ds2 =
(πTR)2
u
[−f(u)dt2 + dx2] + R
2
4u2f(u)
du2 +R2dΩ5
2 , (3.12)
with the radial AdS-coordinate u ∈ [0, 1], the horizon at u = 1, spatial infinity at u = 0 and
the function f(u) = 1 − u2. This metric is obtained from the standard AdS black hole metric
with radial coordinate r by the transformation u = (r0/r)2. The temperature T = r0/(πR2) is a
function of the AdS-radius R and the black hole horizon r0.
Applying step one of our recipe to the quadratic super-Maxwell action (3.11), we find the
coefficient
B(u) = − N
2
16π2
√
−g(u)guugνν′ , (3.13)
(hiding the index structure on the left hand side).
Hydrodynamic expansion and equation of motion Now in step two of the recipe we take a
closer look on the method for solving the equation of motion for our field Aµ. Using (3.11) in the
Euler-Lagrange equation, we get the equation of motion
0 = ∂ν [
√
−g(u)gµ̺gνσ(∂̺Aσ − ∂σA̺)] . (3.14)
We make use of the Fourier transformation
Ai(u, ~x) =
∫
d4k
(2π)4
e−iωt+ik·xAi(u,~k) . (3.15)
Rewritten in Fourier space we may split the equation of motion (3.14) into five separate equations
labeled by the free index µ = 0, 1, 2, 3, 4
A′′t −
1
uf
(q2At +wqAz) = 0 , (3.16)
A′′x,y +
f ′
f
A′x,y +
1
uf
(
w2
f
− q2)At = 0 , (3.17)
A′′z +
f ′
f
A′z +
1
uf 2
(w2Az +wqAt) = 0 , (3.18)
wA′t + qfA
′
z = 0 . (3.19)
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Note that At and Az need to satisfy the coupled set of three equations (3.16), (3.18) and (3.19)
while the transversal Ax,y decouple and merely have to satisfy the stand-alone equation (3.17)
separately. However, we can decouple the system for At, Az rewriting (3.16) as
Az =
uf
wq
A′′t −
q
w
At , (3.20)
and use it to substitute Az in (3.19) yielding a single second order equation for A′t
A′′′t +
(uf)′
uf
A′′t +
w2 − q2f
uf 2
A′t = 0 . (3.21)
Note that the appearance of the third derivative A′′′t is a generic feature of this particular example
and has nothing to do with the general method. Since this equation does not depend on any of the
other field components we will solve it separately and impose conditions for the other components
afterwards. Note that (3.21) has singular coefficients at the horizon u = 1 (and at the boundary
as well). We have to invoke the indicial procedure in order to split the singular behavior (1− u)β
from the regular part F (u) of the solution
A′t = (1− u)βF (u) . (3.22)
The indicial exponent β characterizing the singular behavior is determined by setting A′t → (1 −
u)β, expanding the singular coefficients of (3.21) around the horizon u = 1 keeping only the
leading order term and evaluating (3.21) with these restrictions. The result is a quadratic equation
for β giving
β = ±iw
2
. (3.23)
By the variable change to a radial ξ = − ln(1 − u) with 0 < ξ < ∞ we see that the positive
sign in β describes an outgoing wave at the horizon A′t(ξ) ∝ e−iwξ/2 while the negative sign
gives an incoming wave A′t(ξ) ∝ eiwξ/2. We select the latter solution to be the physical one since
no radiation should come out of the black hole. This is often referred to as the incoming wave
boundary condition.
Now we are ready to write down the hydrodynamic expansion in momentum-temperature ra-
tios w, q2 ≪ 1 for the regular part F (u) of the solution
F (u) = F0 +wF1 + q
2G1 (3.24)
+w2F2 + q
4G2 +wq
2H1 + . . . . (3.25)
We will refer to the first line (3.24) as the leading order or first order hydrodynamics terms, while
we coin the second line (3.25) second order hydrodynamics terms. Substituting the leading order
hydrodynamic expansion (3.24) into the equation of motion (3.21) with A′t = (u − 1)−iw/2F (u)
and comparing coefficients in the orders Ø(1), Ø(w) and Ø(q2) yields three equations for the
three hydrodynamic functions F0, F1, G1
F ′′0 +
(uf)′
uf
F ′0 = 0 , (3.26)
F ′′1 +
(uf)′
uf
F ′1 +
i
2
[
1
(u− 1)2 −
(uf)′
uf(u− 1)]F0 = 0 , (3.27)
G′′1 +
(uf)′
uf
G′1 −
1
uf
F0 = 0 . (3.28)
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Note that we can compute higher order corrections in this hydrodynamic perturbation approach
by inclusion of higher order terms, e.g. the second order terms (3.25). We would have to compare
coefficients up to the desired order of accuracy and would end up with e.g. three further equations
added to (3.26), (3.27) and (3.28) for three additional hydrodynamic functions F2, G2, H1 in the
case of second order corrections.
The solutions to (3.26), (3.27) and (3.28) can be obtained analytically if we start out noting that
we may set F0 = constant = C. Then we get 11
F1 = C2 +
iC
2
ln(u− 1)− C1 lnu+ C1
2
ln{(u+ 1)(u− 1)} (3.29)
with two undetermined integration constants C1, C2. These can be fixed by recalling that we have
already chosen the constant order in F (u) independent from u, w, q2 to be given by C. So we now
have to impose the condition on our solution for F1 that it gives no corrections to this constant C,
meaning lim
u→1
F1 = 0. In this limit two of the terms in F1 become divergent and the constants have
to be chosen such that these cancel each other. After application of this procedure to G1 as well,
we are left with
F1 =
iC
2
ln
2u2
u+ 1
, (3.30)
G1 = C ln
1 + u
2u
. (3.31)
Now we have a first order solution for the derivative A′t. We can also fix the constant C in terms
of boundary values Abdy for the physical fields. This is important because C contains the w-pole
structure of the solution as we will see shortly. First we recall that lim
u→0
At = A
bdy
t and lim
u→0
Az =
Abdyz . Now substitute the solution for A′t into equation (3.20) and take the boundary limit of this
expression. This yields
C =
q2Abdyt +wqA
bdy
z
iw− q2 +Ø(w2, q4,wq2) . (3.32)
The denominator of (3.32) contains the poles of the solution which are the poles of the retarded
correlator as well.
Taking our third and final recipe-step we assemble the correlator for time components of the R-
charge current
GRtt = −2 lim
u→0
(− N
2
16π2
)
√−gguu δ
2
δAbdyt δA
bdy
t
(gttA′tAt + g
zzA′zAz) , (3.33)
where the double functional derivative encodes the step of selecting the terms in the action which
are relevant (meaning quadratic in the field Abdyt ) in order to be more illustrative here. We finally
get
GRtt =
N2T
16π2
q2
iω −Dq2 , (3.34)
11 Note, that the complex logarithm ln z being a multivalued function has branch points at z = 0, ∞ and in general
a branch cut is defined to extend between these points on the negative axis. Here we define the complex logarithm
on the first Riemann sheet, such that e.g. ln(−1) = +iπ. All the equations here should be read with this in mind.
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with the constant D = 1/(2πT ) which is identified with the diffusion coefficient. This interpreta-
tion is best understood by noting that the diffusion equation
∂tJ
t = D∇2J t (3.35)
can be Fourier transformed to
− iωJ t = D(iq)2J t . (3.36)
This suggests that the retarded correlator we found has the correct pole structure to be the Greens
function for a diffusion problem, in our case this is the diffusion of R-charges.
Dispersion relations The dispersion relation for the R-charge current Jµ to first hydrodynamic
order is given by
0 = iw− q2 +Ø(w2, q4,wq2) . (3.37)
Computing the second order hydrodynamics corrections as described above, we obtain the disper-
sion relation
0 = iw− q2 + ln 2(w
2
2
+
i
2
wq2 − q4) + Ø(w3, q6,w2q4) . (3.38)
Since this equation is quadratic in w one at first suspects that two solutions exist, but if we
solve (3.38) and then (recalling w, q2 ≪ 1) expand both solutions in w, we get
w = −iq2 − i ln 2q4 +Ø(q6) , (3.39)
wdiscard = − 2i
ln 2
+ i ln 2q4 +Ø(q6) . (3.40)
Only the first (3.39) of these two solutions is compatible with our initial assumption that w ∼
q2 ≪ 1 since the second solution (3.40) has a constant leading order with an absolute value of
order one.
Dispersion relations and correlators of other operators Ø (e.g. the energy-momentum ten-
sor T µν) dual to other fields φ are obtained in the same way.
3.1.3. Numerical methods
It was already mentioned and should be stressed here again that the main difficulty in the
computation of the two-point function for any field theory operator Ø is that of solving the equation
of motion for the dual gravity field φ. This is the second step undertaken in the context of the
recipe from section 3.1.2. In the previous section we took the small frequency, small momentum
limit (which is called the hydrodynamic limit) in order to obtain an analytical solution. In this
present section we describe two different numerical methods to obtain the full solution to the
equation of motion for the gravity field φ without taking the hydrodynamic limit. We consider the
(dis)advantages of both methods.
Integrating forward The kinetic term in the classical gravity action for any field fluctuation φ
has the quadratic form ∂µφ∂νφ. Neglecting interaction terms (since we are only interested in the
two-point functions) the Euler-Lagrange equation for any gravity field fluctuation is thus quadratic
in derivatives of the field fluctuation φ. Fourier-transforming the Minkowski-direction derivatives
into four-momentum components according to equation (3.15) and assuming no dependence on
the three angular coordinates, only the radial AdS-derivatives ∂uφ ≡ φ′ has the general form
0 = φ′′ + A(u)φ′ +B(u)φ , (3.41)
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and the coefficients A,B in the backgrounds we will consider only depend on the radial AdS-
coordinate u and on the Minkowski four-momentum ~k. Therefore we need to solve second order
differential equations with non-constant coefficients. The coefficients A,B can be singular at the
boundary ubdy and at the horizon uH . In this case one has to perform the indicial procedure de-
scribed in section 3.1.2 yielding an asymptotic form for the solution at the horizon given by (3.22)
as
φ = (uH − u)βF (u) .
The incoming wave boundary condition determines β to be negative. Now we proceed by plugging
this Ansatz into the equation of motion (3.41) yielding a ’regular’ equation of motion for the
regular factor F (u) = F (uH) + F ′(uH)(uH − u) + . . . of the solution φ
0 = F ′′(u) + A˜(u)F ′(u) + B˜(u)F (u) . (3.42)
This has to be solved numerically with the boundary conditions
F (uH) = a0 , F
′(uH) = a1 . (3.43)
Explicit values for a0, a1 are found by plugging the asymptotic form of the regular solution near
the horizon
F (u) = a0 + a1(uH − u) + a2(uH − u)2 + . . . , (3.44)
into the equation of motion (3.42). This procedure yields an equation which we can expand around
uH and by matching coefficients of orders in (uH − u) we get recursive relations for a0, a1, . . .
to any desired order in u. Since we are free to normalize F (u), we can choose a0 ≡ 1 and
determine a1 from the recursive relations fixing our numerical boundary conditions (3.43). We
will use this method for example in chapter 5.
This method is straightforward and easy to use. We will apply it to find the correlators giving
spectral functions in chapter 5.
Matching in the bulk There are cases (such as the calculation of quasinormal modes) in which
the numerical method described in the previous paragraph fails. An alternative method to solve
the AdS-equations of motion numerically is described in [33, 34]. The basic idea is to use two
asymptotic solutions at the horizon as starting values for numerically integrating them forward
into the bulk, then doing the same with two asymptotic solutions at the AdS-boundary and to
afterwards match the two boundary solutions to the particular horizon solution which satisfies the
incoming wave boundary condition, which we already discussed in section 3.1.2. We can not
directly determine the linear combination of integrated boundary solutions which is compatible
with the boundary conditions since the incoming wave bounary condition is given only at the
horizon.
We again start out with a second order differential equation of motion for fluctuations φ as
given in (3.41) in the AdS Schwarzschild black hole background (3.12). Note that in these co-
ordinates the black hole horizon is located at u = 1 while the AdS-boundary lies at u = 0.
The coefficients A, B again depend on the dimensionless frequency w = ω/(2πT ), momen-
tum q = q/(2πT ) and on the radial coordinate 0 ≤ u ≤ 1. For definiteness we work in
the setup of [34] as a specific example where φ are fluctuations of the metric tensor. We
first have to determine the asymptotic behavior of the solution to this equation at the bound-
ary u = 0. The indicial procedure described in 3.1.2 yields the leading order asymptotic be-
havior φ ∝ u0 or φ ∝ u2 with the indicial exponents β1 = 0 or β2 = 2 corresponding to
the two possible solutions respectively. For a second order differential equation we can expand
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the asymptotic solutions ΦI , ΦII according to [107] into general series ΦII = (u − ubdy)β2A(u)
and ΦI = (u − ubdy)β2A(u) lnu + (u − ubdy)β1C(u) with the indicial exponents β1, β2 and the
functions A(u), B(u), C(u) being analytic at u = 0. So in our example we have the asymptotic
solutions for φ at the boundary u = 0
ΦI = u0
(
b
(0)
I + b
(1)
I u+ b
(2)
I u
2 + . . .
)
+ hZII ln u , (3.45)
ΦII = u2
(
b
(0)
II + b
(1)
II u+ b
(2)
II u
2 + . . .
)
. (3.46)
We obtain recursive relations for the coefficients bI , bII , h by plugging each expansion (3.45)
and (3.46) separately into the equation of motion, expanding in u around u = 0 and by then com-
paring coefficients in orders of u. The most general solution of the equation of motion is a linear
combination Φ(u) = aΦI + bΦII of the two solutions given in (3.45), (3.45) with coefficients a, b.
But since we have two boundary conditions our solution is fully determined and we give special
names to the coefficients a, b which satisfy the two boundary conditions: a→ A and b→ B, such
that
φ(u) = A(w, q)ZI + B(w, q)ZII . (3.47)
But how do we findA, B explicitly? In order to see this we also need the two asymptotic solutions
at the AdS-horizon u = 1, where we calculate the indices γ1 = iw/2 and γ2 = −iw/2. Just as we
did on the boundary, we now have to use the general expansion at the horizon φI = (1−u)γ1D(u)
and φII = (1− u)γ2 ¯D(u) giving
φI = (1− u)−iw/2
(
a
(0)
I + a
(1)
I u+ a
(2)
I u
2 + . . .
)
, (3.48)
φII = φ¯I . (3.49)
The first thing we note is that only the first solution φI is compatible with the incoming wave
boundary condition as described below equation (3.23). We again obtain recursive relations for
the coefficients aI by plugging (3.48) into the equation of motion and comparing coefficients.
Now the idea is that we determine the first two coefficients in the asymptotic horizon-expansion
of the one solution φI satisfying the incoming wave boundary condition (i.e. a(0)I and a(1)I in (3.48)).
Then we use these two values to numerically integrate φI forward into the bulk. We repeat this
procedure with the two solutionsΦI and ΦII at the boundary. Then we find that linear combination
of integrated boundary solutions ΦI and ΦII which equals the incoming horizon solution φI
AΦI + BΦII = φI . (3.50)
The values of coefficients aI , bI , bII , h are all fixed by recursive relations, with the exception
of b(0)I , b
(0)
II and b
(2)
I . Note, that we are free to normalize the solutions ΦI,II such that b
(0)
I = 1
and b(0)II = 1. Our freedom to choose b
(2)
I arbitrarily reflects the fact that the solution ΦI is still
a solution if one adds a multiple of the other solution ΦII . We choose b(2)I = 0 for convenience.
This fixes all the asymptotic expansions.
This particular procedure is more complicated and involves a few more steps than the forward
integration but in some cases such as the search for the quasinormal modes (QNMs) it is necessary
to employ a matching in the bulk see e.g. [25, section 7.2] or [48]. The problem there is that
one has to satisfy the incoming wave boundary condition, which implies that the solution near the
horizon is heavily oscillating as (1 − u)−iw/2 and on the other side at the boundary u = 0 the
solution is required to be normalizable. Numerically it would be very difficult to for example start
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at the boundary with a normalizable solution and try to match a highly oscillating solution at the
horizon by directly integrating forward. Thus the method of matching integrated solutions in the
bulk is preferred here.
3.2. Holographic hydrodynamics
There is convincing evidence [9, for a review] that the AdS/CFT correspondence maps rel-
ativistic hydrodynamics on the (thermal) field theory side to black hole physics on the gravity
side. In this section we remind ourselves of some facts about relativistic hydrodynamics (3.2.1),
we review how to introduce a chemical potential in thermal quantum field theory (3.2.2) and we
rederive a method to compute (non-equilibrium) transport coefficients like the heat conductivity
or shear viscosity (3.2.3). The understanding we gain here on the field theory side will help us
substantially interpreting the results from gravity calculations we perform in the AdS/CFT context
in the coming chapters.
3.2.1. Relativistic hydrodynamics
Relativistic hydrodynamics [108, 109] is an effective theory which describes the dynamics of
a fluid at long wave length and small frequency for fluctuations. Since this theory historically
includes dissipative effects it is formulated in terms of equations of motion and not in terms of
an action principle. These hydrodynamic equations are mostly obtained from a system of con-
servation equations an so-called constitutive equations. These constitutive equations express the
conserved quantities (e.g. tensor, vector current) in terms of hydrodynamic variables, such as tem-
perature and four-velocity of a fluid element. The thermal system is assumed to be in local thermal
equilibrium but globally the hydrodynamic variables may vary. We can define the local tempera-
ture T (~x) and the local four-velocity uµ(~x) of a fluid element in the system, where uµuµ = −1.
The simplest example of a set of hydrodynamic equations is the conservation equation for energy
and momentum
∂µT
µν = 0 , (3.51)
together with the constitutive equation for the energy-momentum tensor
T µν = (ǫ+ P )uµuν + Pgµν , (3.52)
with the (internal) energy density ǫ, the pressure P The constitutive equation (3.52) is obtained by
writing down all possible terms in an expansion in powers of spatial derivatives of hydrodynamic
variables to leading order. We can also include the next to leading order yielding
T µν = (ǫ+ P )uµuν + Pgµν − σµν . (3.53)
While the leading order (3.52) conserves entropy, the next to leading order (3.53) contains the
dissipative part σµν containing first derivatives of T (~x) and uµ(~x).
In systems with a conserved current Jµ satisfying
∂µJ
µ = 0 . (3.54)
And this current can be expressed in terms of the hydrodynamic variables by the constitutive
equation
Jµ = duµ −D(gµν + uµuν)∂νd , (3.55)
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with the charge density d in the fluid rest frame and the constant D. The terms correspond to the
processes of convection and diffusion respectively and D is the diffusion coefficient. In the fluid
rest frame this reduces to
J = −D∇d , (3.56)
which is Fick’s diffusion law.
There is an intimate relation between the poles of thermal field theory correlators and the hy-
drodynamic modes like for example the diffusion mode governed by the diffusion equation
0 = ∂td−D∇2d . (3.57)
Transformed to Fourier space this equation reads
0 = (ω + iDk2)d . (3.58)
The corresponding field theory two point correlator of a conserved current Jµ is given in Fourier
space by
G(ω,k) ∝ 1
iω −Dk2 . (3.59)
We easily verify that this two point current correlator is a Green function for the diffusion equation
or in other words a solution to the diffusion problem. Such identifications are also possible for
other hydrodynamic modes like the shear and sound modes of the energy-momentum tensor which
are identified with poles in the metric fluctuation correlators (for details the reader is referred to [9,
and references therein]).
Let us also include the relation between the thermal spectral function R and the retarded cor-
relation function GR here for completeness.
R = −2 ImGR . (3.60)
Heuristically the thermal spectral function gives the thermal spectrum of the system at finite tem-
perature. Resonances appearing in this spectral function are analogous to the spectral lines one
gets when analyzing light with a prism. The resonances are interpreted as quasi-particles produced
in the plasma. Just as it is the case for e.g. the visible light spectrum, the resonances here have a
finite width corresponding to the lifetime of the quasi-particle excitation since the thermal system
features dissipative processes. Let us write the energy ω and spatial momentum q in a four vector
~k = (ω, q) while the Green function GR may be written as
GR(ω, q) = −i
∫
d4x ei
~k~x θ(x0) 〈[J(~x), J(0)]〉 (3.61)
We may find singularities of GR(ω, q) in the lower half of the complex ω-plane, including hydro-
dynamic poles of the retarded real-time Green function. Consider for example
GR =
1
ω − ω0 + iΓ . (3.62)
These poles emerge as peaks in the spectral function,
R =
2Γ
(ω − ω0)2 + Γ2 , (3.63)
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located at ω0 with a width given by Γ. These peaks are interpreted as quasi-particles if their
lifetime 1/Γ is considerably long, i.e. if Γ ≪ ω0. We will discuss the spectral function again in
chapter 5.
Another facet of the spectral function will be made use of in the diffusion chapter 6. In its zero
frequency limit the spectral function evaluated at zero spatial momentum is related to the diffusion
coefficient D of the charge Q to which the correlated (GR ∝ 〈JJ〉) current J couples
ΞD = lim
ω→0
R(ρ, ω, q = 0)
2ω
= −2 lim
ω→0
1
2ω
ImGR(ρ, ω, q = 0) , (3.64)
where ρ is the radial AdS coordinate and the susceptibility Ξ is given by
Ξ =
∂J0(µ)
∂µ
∣∣∣∣
µ=0
, (3.65)
with the charge density J0 for the conserved charge Q and the thermodynamically conjugate chem-
ical potential µ. This provides us with a method to compute diffusion coefficients using the fluctu-
ations about a background. An alternative method makes use of the membrane paradigm in order
to compute the diffusion coefficient from metric components only (see section 6.1).
3.2.2. Chemical potentials in QFT
Since the introduction of a chemical potential µ and its thermodynamic conjugate charge den-
sity d is a central point in this work, in this section we make the heuristic statements given in
section 2.4 more precise. All the ideas explained below should be read with the QFT path integral
formalism in mind.
Introducing a chemical potential µ in a QFT at finite temperature T is formally analogous to
turning on a fictitious gauge fields time-component At 12 . Heuristically this can be seen by the
comparison of terms entering the partition function Z by turning on a chemical potential on one
hand
Z ∝ e−βH → e−β(H−µN) , (3.66)
where β is the temperature obtained from compactifying the time coordinate in the imaginary
time formalism, µ is the chemical potential and N is the number operator for a particle. We are
working in the grand canonical ensemble. On the other hand we can turn on a fictitious gauge field
Aµ belonging to a symmetry which conserves a certain current Jµ
Z ∝ e−βH → e−β(H−AµJµ) , (3.67)
where Aµ = (µ, 0). So roughly we obtain the relations
At ∼ µ , J t ∼ N . (3.68)
The next paragraph describes the above statements in greater detail.
12 The identification At ∼ µ is solely a field theory matter and has a priori nothing to do with the AdS/CFT-
correspondence.
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From the Noether theorem we know that every symmetry of a theory contributes a conserved
current
JµNoether =
∂L
∂(∂µAν)
δAν , (3.69)
which for QED equals the electromagnetic current that we observed formally above as Jµ. The
conserved charge is obtained by integrating the first component of the current over all space. This
shows that conserved currents are intimately related to charges and introduction of either implies
existence of the other. The electromagnetic current can by Maxwells equations be written as
Jµ = ∂µF
µν =
∂L
∂Aµ
, (3.70)
and can therefore be regarded as a source of the field strength or the gauge field.
Finite temperature currents and the chemical potential In the context of a non-SUSY com-
plex scalar field theory we would like to evaluate the partition function with a chemical potential µ
and show that at finite temperatures its introduction is equal to introducing a fictitious gauge field.
In the grand canonical ensemble the partition function is 13
Z = tr[ e−β(H−µN)]
= C
∫
Dπ†Dπ
∫
Dφ†Dφ e
R β
0 dτ
R
d3x
»
iπ ∂φ
∂τ
+iπ† ∂φ
†
∂τ
−H(π,φ)+µN (π,φ)
–
, (3.71)
with the Hamiltonian
H = π†π +∇φ† · ∇φ+m2φ†φ . (3.72)
The conjugate momenta are defined to be π(~x) = ∂L
∂φ˙(~x)
= φ˙†. By the Noether formula the
conserved current is Jµ = i(φ†∂µφ − φ∂µφ†). The first component of this is the conserved charge
density ρ = i(φ†π† − φπ). The integrand of the exponent in the path integral can be rewritten
i
(
π†∂τφ† + π∂τφ
)− (π†π +∇φ† · ∇φ+m2φ†φ)+ iµ (π†φ† − πφ)
= − (π† − i(∂τ − µ)φ) (π − i(∂τ + µ)φ†)− (3.73)
−(∂τ + µ)φ†(∂τ − µ)φ−∇φ† · ∇φ−m2φ†φ .
This shows that using the Euclidean time τ we can redefine the time derivative ∂τ → ∂τ −µ ≡ D0
(and equivalently (∂τφ)† → [(∂τ + µ)φ]† ≡ (D0φ)† ). From standard gauge theory we know that
this is the same as introducing a covariant derivative. But in the case at hand this gauge field has
only one non-zero, constant component, the time component Aτ . Therefore this gauge field is non
dynamical having no kinetic term.
Performing the functional integration over π and π† leads to the following expression for the
partition function 14:
Z = C ′
∫
Dφ†Dφ e−
R β
0
dτ
R
d3x [(∂τ+µ)φ†(∂τ−µ)φ+∇φ†·∇φ+m2φ†φ] ,
13 This is a standard finite temperature QFT result. See e.g. [110] for reference.
14 Note that only the first term in the integrand of the path integral is depending on π and π†. Considering−i(∂τ−µ)φ
and −i(∂τ + µ)φ† as shifts of the integration variables π and π† (these shifts do not depend on either of the
integration variables), only the second and third term survive the integration to yield the partition function as an
integral over fields φ and φ† only
54
which can be analytically continued to Minkowski space to yield an effective Lagrangian:
C ′
∫
Dφ†Dφ ei
R
dt
R
d3x [(∂t+iµ)φ†(∂t−iµ)φ−∇φ†·∇φ−m2φ†φ]
≡ C ′
∫
Dφ†Dφ ei
R
dt
R
d3xLeff . (3.74)
It is important to note that Leff is not simply L+ µN , sinceN is a function of π in addition to
φ. Instead,
Leff = ∂νφ†∂νφ+ iµ
(
φ†∂tφ− φ∂tφ†
)− (m2 − µ2)φ†φ . (3.75)
The term linear in µ is the expected µN contribution. The term quadratic in µ arises from the
modification of the conjugate momenta π = φ˙† + iµφ.
The symmetry under which the current coupling to the chemical potential is conserved could
for example be the U(1)B symmetry. In this case the conserved current N is the baryon-number-
operator density. The conserved charge is then the baryon number.
3.2.3. Transport coefficients: Kubo formula
Kubo formulae relate transport coefficients Λ in non-equilibrium thermodynamics with re-
tarded Green functions of the associated thermodynamical current J . Symbolically we can write
Λ ∝ 〈[J, J ]〉ret. . (3.76)
These relations hold up to linear order expanding in thermodynamical forces. This is called the
linear response approximation. In the following subsection the Kubo formula will be derived for
a system with energy-momentum conservation only. The principle is extended to an additional
conserved current in the next-to-next subsection.
The derivation of Kubo formulae assumes that the system under consideration has established
a local thermal equilibrium in order to define meaningful state variables like temperature T , mass
density ρ and others locally. On the other hand globally there exists a non-equilibrium, that means
there are gradients of thermodynamical state variables or potentials across the whole system.
Nonequilibrium Kubo formulae in theory with ∂µT µν = 0 This subsection generally fol-
lows [111]. Let’s imagine a thermodynamical system in which a gradient (e.g. a temperature
gradient ∂µT ) exists. This gradient will cause the system to respond by forming a current J (e.g.
a heat current). With this current the system tries to equilibrate the gradient (e.g. heat flow di-
minishes temperature gradient by levelling out temperatures in the whole system). This kind of
gradient is synonymously called a thermodynamical force F .
We can expand the response of the system (namely the current) to a gradient as a series of
powers of the gradient:
J = a0 (F )
0 + a1 (F )
1 + a2 (F )
2 + . . . . (3.77)
Since the current should vanish with vanishing gradient, the constant term has to vanish and the
linear one is the lowest order contribution with respect to the gradient-expansion. This contribution
gives the linear response of the system to the gradient F . The proportionality-factor a1 is called a
transport coefficient, which we will generally denote by Λ.
J = Λ F . (3.78)
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We now would like to establish this connection between currents J and the gradients F driv-
ing them. For this reason we will compute the thermal non-equilibrium average of the energy-
momentum tensor Tµν containing several (scalar, vector and tensor) currents. In order to be able
to use thermodynamics, we assume from now on that a local equilibrium is established and we
can thus define the state variables such as temperature and pressure locally. We can also compute
local averages and denote them by 〈.〉.
Remember that in equilibrium we can define the probability density matrix ̺eq = eβH to be
used as a calculational tool determining thermal averages of operators O
〈O〉eq = tr[̺eqO] . (3.79)
This has an analog in nonequilibrium
〈O〉non−eq = tr[̺non−eqO] . (3.80)
We are interested in the operator O ≡ Tµν and how to relate its non-equilibrium expectation value
back to quantities which are in local equilibrium (averaged by 〈.〉). Zubarev already proposed the
following construction for non-equilibrium [112]:
̺non−eq = exp{−
∫
d3xF νT0ν︸ ︷︷ ︸
=βH equilibrium
+
∫
d3x
t∫
∞
dt1e
ǫ(t1−t)Tµν∂µF ν} , (3.81)
where Tµν is the thermodynamical ’current’, ∂µF ν is the thermodynamical force (gradient), while
F ν = βuν . (3.82)
Here we have β ≡ 1/T with the temperature T , uν is the four-velocity component of the fluid
and the parameter ǫ is a small number which will be sent to zero in the end. Note that we set the
Boltzmann constant kB = 1 throughout this work. So the average over the energy-momentum
tensor can be written
〈Tµν〉non−eq = tr[exp{−
∫
d3xF νT0ν︸ ︷︷ ︸
=βH equilibrium
+
∫
d3x
t∫
∞
dt1e
ǫ(t1−t)Tρσ∂ρF σ} Tµν ] . (3.83)
Expanding the exponential to linear order in the gradient ∂ρF σ we get
〈Tµν〉non−eq≈〈Tµν〉eq +
∫
d3x′
t∫
−∞
dt′eǫ(t
′−t) (Tµν(~x, t), Tρσ(~x′, t′))︸ ︷︷ ︸
∝〈Tµν ,Tρσ〉retarded
∂ρF σ(~x′, t′) . (3.84)
The currents collected in Tµν may be separated into tensor, vector and scalar currents by means of
the thermodynamical standard form
Tµν = σµν + ǫuµuν − pgµν + puµuν + Pµuν + Pνuµ , (3.85)
where the expansion coefficients are the energy density ǫ, p the pressure, the tensor structure σµν =
[(gµρ − uµuρ)(gνσ − uνuσ) − 13(gµν − uµuν)(gρσ − uρuσ)]T ρσ and the heat current Pµ = (gµν −
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uµuν)uσT
νσ
. Note, that the latter will be absent if there is no quantity (such as a charge density)
relative to which that current could be measured. This is a consequence of relativity since the flow
of mass and the flow of heat, i.e. energy becomes indistinguishable. The bracket (., .) denotes the
quantum time correlation functions defined by
(Tµν(~x, t), Tρσ(~x
′, t′)) =
1∫
0
dτ〈Tµν(~x, t)(e−AτTρσ(~x′, t′)eAτ − 〈Tρσ(~x′, t′)〉)〉 , (3.86)
where we used the abbreviation A =
∫
d3xF ν(~x, t)T0ν(~x, t). Due to Curie’s theorem tensor
currents like σµν are only driven by ’tensor gradients’. The scalar and vector processes as well
are only related to scalar and vector gradients. Correlation functions between currents of different
tensor rank vanish. In other words to linear order in the gradients the scalar, vector and tensor
processes have nothing to do with each other. We now use this fact picking out the tensor process
to replace Tµν by the tensor current σµν But which tensor gradient drives this current? To answer
this question, we compute
Tρσ∂
ρF σ = σρσ β∂
ρuσ + βPρ(β
−1∂ρβ + uκ∂κuρ)− βp′∂ρuρ . (3.87)
Now using equation (3.85) on the left hand side of (3.84) and (3.87) on the right, we get
〈σµν〉non−eq≈〈σµν〉eq︸ ︷︷ ︸
≡0
+
∫
d3x′
t∫
−∞
dt′eǫ(t
′−t) (σµν(~x, t), σρσ(~x′, t′))︸ ︷︷ ︸
∝(tensor structuresµνρσ)×(σαβ ,σαβ)
β∂ρuσ . (3.88)
Analogous separation works for vector and scalar currents. If now the gradient β∂ρuσ varies only
slowly compared to the correlation lenght of the rest of this integral, we can pull it in front and get
an integral expression for the transport coefficient associated with tensor processes, namely the
shear viscosity
η ≡ β
5
∫
d3x′
t∫
−∞
dt′eǫ(t
′−t) (σαβ(~x, t), σαβ(~x′, t′))︸ ︷︷ ︸
〈σαβ ,σαβ〉retarded
. (3.89)
This is called a Kubo formula. The coefficients connected to scalar and vector processes are called
bulk viscosity ξ and the heat conductivity κ respectively.
Kubo formulae in theory with additional conserved current ∂µJµ = 0 This subsection is
oriented along the application to R-charged black holes discussed in [35]. Following Landau and
Lifshitz [108] one can imagine a thermodynamical system with an additionally conserved current
∂µT
µν = 0 , ∂µJ
µ = 0 . (3.90)
In such a relativistic hydrodynamic system the energy-momentum tensor and the conserved current
take the form
Tµν = pgµν + ωuµuν + τµν , Jµ = ρCuµ + νµ , (3.91)
where p is the pressure, with the heat function ω = ǫ+p. ρC is the charge density of the conserved
charge given by the first component of the conserved current J0 = ρC . The dissipative part of the
current is denoted by νµ. A contemporary application in the context of the gauge/gravity corre-
spondence is the calculation of the heat conductivity in a R-charged black hole background [35].
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According to [112] the method described in the previous subsection is completely general and
we can replace Tµν by any conserved current. So for the non-equilibrium density matrix
̺non−eq = exp{−
∫
d3xF νT0ν︸ ︷︷ ︸
=βH equilibrium
+
∫
d3x
t∫
∞
dt1e
ǫ(t1−t) Jµ︸︷︷︸
current
Xµ}︸︷︷︸
associated gradient
. (3.92)
The dissipative part νµ of the conserved current is driven by a gradient in the corresponding chem-
ical potential µ. From thermodynamical relations 15 one can obtain
νµ = −κ (gµλ + uµuλ) ∂λ µ
T
, (3.93)
which tells us that κ is the corresponding transport coefficient. By anology we conclude its Kubo
formula to read
κ ≡ β
3
∫
d3x′
t∫
−∞
dt′eǫ(t
′−t)〈να(~x, t), να(~x′, t′))〉retarded . (3.94)
But now that we know how to compute κ we should also give a physical interpretation of it. κ
certainly tells us how big the dissipative current νµ will be, given a certain gradient in the chemical
potential and temperature ∂λ µT . Like in the previous subsection τµν had been the dissipative current
connected to the velocity gradient ∂µuν , now νµ is the dissipative current connected to the chemical
potentials and the temperatures gradient. So we also know that Xλ ≡ ∂λ µT in (3.92)
Interpretation of the dissipative transport coefficient κ: The idea here is to relate the new
current νµ to the energy-momentum tensor by expressing part of Tµν by νµ. This is done in two
steps. First the new current needs to be translated into a current we know. Second, the new gradient
of the chemical potential needs to be translated.
The authors of [35] choose to set the charge currents to zero J i = 0 for the sake of interpreta-
tion. Using the form of Jµ from (3.91) this immediately tells us
J0 = ρC , 0 = Ji = ρCui + νi (3.95)
which we will use to get an expression for the velocity ui = −νi/ρC . We assume the local velocity
to be small. From equation (3.93) it is known, that neglecting terms quadratic in the velocity:
νλ = −κ∂λ µ
T
(3.96)
So we derive
ui =
1
ρC
κ∂i
µ
T
(3.97)
Also from (3.91) it is seen that the part T0i of the energy-momentum tensor (usually interpreted as
the heat current) now amounts to
T0i = pg0i + ωu0ui + τ0i = (ǫ+ p)u0ui (3.98)
15 To be more precise: from the fact that dissipative processes like the current or the shear-processes will produce
entropy. νµ and τµν can be related to the entropy they produce.
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if we can assume the stress tensor to have vanishing components here by its general interpretation
measuring spatial shear effects only. Plugging in our expression for the velocity yields
T0i = (ǫ+ p)u0
1
ρC
κ∂i
µ
T
(3.99)
This completes the first step being the sought after translation of νµ into T0i via ui.
The second step uses dµ = dp/ρC − sdT/ρC in order to translate the gradient:
∂iµ =
1
ρC
(∂ip− s∂iT ) . (3.100)
Putting the two steps together gives a well known relation
T0i = −
(
ǫ+ p
TρC
)2
κ︸ ︷︷ ︸
≡κ
[
∂iT − T
ǫ+ p
∂ip
]
(3.101)
As described in Landau and Lifshitz [108], this expression gives the relativistic hydrodynamics
heat current. Compared to the non-relativistic one it gets an extra contribution from the pressure
gradient throughout the system. The transport coefficient related to heat flow is the heat conduc-
tivity κ.
We now have two interpretations of the new κ:
1. It relates the dissipative current with the temperature and chemical potential gradient by (3.93).
This is true for general currents Jµ.
2. It also relates the heat current with the temperature and pressure gradient by (3.101). This
interpretation though only holds if the charge current vanishes, so Ji = 0.
In the application to R-charged black holes [35] the authors conclude by examining the limit
of vanishing charge current, that the dissipative part of the charge current contributes to the heat
current. Thus they identify κ to be proportional to the heat conductivity κ = κ(ǫ+ p)2/(ρT )2.
3.3. Quasinormal modes
Quasinormal modes of fields on the gravity side of AdS/CFT are intimately related to the
retarded two-point correlation functions GR of the dual operators Ø in the thermal field theory.
To be more precise the poles appearing in the correlator GR are exactly located at the frequency
values ωqn of the quasinormal modes belonging to the dual gravity field. In order to understand
this relation on a technical level, we here review the concept of quasinormal modes in gravity and
explore their relation to thermal correlators through AdS/CFT.
Quasinormal modes in gravity This paragraph follows closely the work of [113] and de-
tails may be obtained from that original work. Normal modes are the preferred time harmonic
states e−iωnt of compact classical linear oscillating systems such as finite strings or cavities filled
with electromagnetic radiation. The normal frequencies ωn of these systems are real ωn ∈ R and
the general solution can be written as a linear superposition of all possible eigenmodes n. Quasi-
normal modes in classical supergravity are the analog of normal modes but for a non-conservative
system. The quasinormal frequencies assume complex values ωqn ∈ C where the imaginary part
is associated with the dissipation. In the case of a black hole background excitations dissipate
energy into the black hole and are therefore damped when traveling through the bulk. Since we
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would like to utilize AdS/CFT, we are interested in quasinormal modes in the d dimensional AdS
Schwarzschild metric
ds2 = −h(r)dt2 + h(r)−1dr2 + r2dΩ2d−2 , (3.102)
with
h(r) =
r2
R2
+ 1−
(r0
r
)d−3
. (3.103)
This factor for large black holes with r0 ≫ R inAdS5 becomes h(r) = r2R2−
(
r0
r
)2 16
. Quasinormal
modes are the (quasi) Eigenmodes of fluctuations of fields in presence of a black hole (or black
brane) background, also referred to as the ringing of the black hole. As a simple example let us
follow [113] and consider the wave equation of a minimally coupled scalar Φ
∇2Φ = 0 . (3.104)
Assuming spherical symmetry we may use the product Ansatz
Φ(t, r, θ) = r
2−d
2 ψ(r)Y (θ)e−iωt , (3.105)
with the spherical harmonics Y on Sd−2. Splitting the radial from the spherical equation of motion
we obtain
[∂2r∗ + ω
2 − V˜ (r∗)]ψ(r) = 0 , (3.106)
where the tortoise coordinate r∗ is given by
r∗ =
∫
dr
h(r) + 1
. (3.107)
The potential V˜ (r∗) vanishes at the horizon r∗ = −∞ and diverges at r = ∞. In general this
equation has solutions for arbitrary ω. The solutions which are called quasinormal modes are
defined to be purely incoming at the horizon Φ ∼ e−iω(t+r∗) (and purely outgoing at infinity Φ ∼
e−iω(t−r
∗)
, where the boundary of AdS is located in these coordinates). This condition can only
be satisfied at discrete complex values of ω called quasinormal frequencies. In the AdS black hole
case the potential V˜ diverges at infinity r =∞, such that we require the solution to vanish at this
location.
In order to have a finite variable range we invert the radial coordinate r → 1/x. The radial
equation of motion for the minimally coupled scalar then reads
s(x)
d2
dx2
ψ(x) +
t(x)
x− x+
d
dx
ψ(x) +
u(x)
(x− x+)2ψ(x) = 0 . (3.108)
In our AdS5-case the coefficients are given by [113]
s(x) =
(x+
2 + 1)x5
x+4
+
(x+
2 + 1)x4
x+3
+
x3
x+2
+
x2
x+2
, (3.109)
t(x) = 4r0
2x5 − 2x3 − 2x2iω , (3.110)
u(x) = (x− x+)V (x) , (3.111)
V (x) =
15
4
+
3 + 4l(l + 2)
4
x2 +
9r0
2
4
x4 (3.112)
r0
2 =
x+
2 + 1
x+4
, (3.113)
16 Which is identical to the form used e.g. by Myers et al. in [59] up to a scaling with R2
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where l(l + 2) is the Eigenvalue of the Laplacian on S3. Note that we do not rewrite (3.108) such
that the factor in front of the second derivative becomes one. That is because the coefficients s, t, u
have finite expansions in (x− x+) and thus are more tractable.
We compute the quasinormal modes numerically by expanding the solution in a power series
about the horizon at x = x+. In order to find the near-horizon behavior we determine the indices
(as explained in section 3.1.2) α = 0 and α = iω/(2πT ). Only the first index describes ingoing
modes at the horizon and we discard the second one. This fixes the leading order (x−x+)0 for our
solution and we expand the remaining analytic part of it in a Taylor series about the horizon [107]
ψ(x) = (x− x+)α
∞∑
n=0
an(x− x+)n , (3.114)
Then we demand this series to vanish at infinity r =∞ equivalent to x = 0. The expansion (3.114)
is substituted in the equation of motion (3.108) in order to compare coefficients of (x − x+)n in
each order n. From this we find the recursion relations
an = − 1
Pn
n−1∑
k=0
[k(k − 1)sn−k + ktn−k + un−k]ak , (3.115)
with the expression Pn = n(n − 1)s0 + nt0 = 2x2+n(nκ − iω). Only the coefficient a0 remains
undetermined as expected for a linear equation.
Together with the condition that the solution ψ should be normalizable and therefore has to
vanish at spatial infinity ψ(x = 0) = 0, we have mapped the problem of finding quasinormal
frequencies to the problem of finding the zeroes of
∞∑
n=0
an(ω)(−x+)n = 0 , (3.116)
in the complex ω plane. Equation (3.116) can only be satisfied for discrete values of complex ω.
We approach the exact result by truncating the series at n and finding the zeroes of the partial
sum ψN (ω, x = 0) =
N∑
n=0
an(−x+)n. To be more specific, we really find the minima of the
absolute value squared |ψN (ω, x = 0)|2 of the partial sum and then check if the value at that
minimum is (numerically) zero. The accuracy can be increased by going to larger n and the error
is estimated from the change of w(n) as n is increased.
Alternative QNM computations In more complicated backgrounds (such as the D3/D7-setup)
it is hard or even impossible to write down analytical expressions as those used in the previous
paragraph, especially if some factors like the embedding function in the metric components are
only given numerically. In this case one has to reside to numerical methods.
Numerically we can compute |φ|2 directly starting with two boundary conditions at the horizon
and search its minimum. In some cases (especially if the solution is oscillating heavily on one
boundary) the numerical method of matching in the bulk [25, section 7.2] has proven more ade-
quate to find solutions φ. Numerics may also be improved by a coordinate transformation to more
tractable (non-singular) coordinates. An application of this latter method is given in [60].
Quasinormal modes in AdS/CFT In the context of AdS/CFT it has been shown [27, 106]
that the lowest lying (i.e. those with the smallest absolute value) quasinormal frequency of the
perturbation of a distinct gravity field φ coincides with the pole of the two-point function for
the operator Ø dual to this distinct field. We can see this by approaching the problem with the
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question: what is the two-point correlator of two gauge-invariant operators? As described above,
the correlator is given by
〈ØØ〉 = lim
r→rbdy
B(r)φ(r)∂rφ(r) , (3.117)
where φ(r) is the solution to the gravity equation of motion (ordinary differential equation ODE)
for the field φ dual to the operator Ø. Here we use the same radial coordinate r defined above in
equation (3.102). At the boundary the solution can be written as linear combination of two local
solutions
φ(r) = Aφ1(r) + Bφ2(r) , (3.118)
with A and B being determined by the coefficients in the differential equation for φ. The coeffi-
cientsA and B give that particular linear combination which satisfies the incoming wave boundary
condition at the horizon. Near the boundary the solution (3.118) splits into the normalizable and
non-normalizable parts
φ(r) = Ar−∆−(1 + . . . ) + Br−∆+(1 + . . . ) , (3.119)
The action quadratic in field fluctuations φ reduces to the boundary term
S(2) ∝ lim
r→rbdy
∫
dω dpq B(r, ω,q)φ(r)∂rφ(r) + contact terms . (3.120)
Applying (3.117) and assuming ∆+ > ∆−, ∆+ > 0 we obtain the two-point function of opera-
tors Ø by an expansion in the radial coordinate r and taking the boundary limit afterwards
〈ØØ〉 ∝ BA + contact terms . (3.121)
The poles of the retarded correlator thus correspond to the zeroes of the connection coefficient A.
On the other hand A is determined by the coefficients of the equation of motion for the field
fluctuation φ and therefore A = 0 is a particular choice of boundary condition for that field
fluctuation φ. As an example consider ∆− = 0, ∆+ = 2 and B(r, ω,q) ∝ r3 and rbdy =∞. Then
〈ØØ〉 ∝ lim
r→rbdy
r3
−2Br−3
A+ Br−2 + contact terms . (3.122)
Now we are ready to connect our holographic considerations back to the gravity definition of
quasinormal modes given above (3.116). Comparing the two approaches we conclude that the
condition for having quasinormal modes coming from gravity (3.116) and the boundary condition
for the field fluctuation in AdS/CFT A = 0 are identical. For this reason the quasinormal fre-
quencies of black hole excitations are identical to the poles of the retarded two-point correlator of
their AdS/CFT-dual operators.
3.4. Summary
In this chapter we have reviewed some thermodynamics and hydrodynamics in the context of
thermal quantum field theories and we have developed holographic tools to calculate thermal field
theory quantities at strong coupling. The formulation of the gauge/gravity correspondence in the
Euclidean version has been contrasted to the Minkowski version. In particular we found out that
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the Euclidean prescription is not sufficient to describe non-equilibrium processes at finite tem-
perature. Motivated by this fact we went on to develop a recipe to retrieve two-point correlation
functions in Minkowski space, which is dual to the real time formalism frequently used in ther-
mal quantum field theory. We have especially seen that correlation functions may be obtained by
analytical or numerical methods. The analytical recipe 3.1.2 relies on the hydrodynamic approx-
imation of perturbations with only small frequency and momentum. In this case we can extract
the relevant boundary term of the on-shell action (first step), solve the equation of motion for the
field which is dual to the operator which we would like to find correlations of (second step), and
finally we can use the formula GR(~k) = −2B(u)F(u,−~k)∂uF(u,~k)
∣∣
u→0 given in (3.10) (third
step). Beyond this hydrodynamic limit we have seen in 3.1.3 that we can employ two different
numerical methods to take the second step in the prescription and solve the equation of motion
for the gravity field numerically. Furthermore we have derived the Kubo formula which relates
transport coefficients to the retarded two-point correlation function. Finally the poles in the ther-
mal field theory two-point correlators of an operator Ø have been identified with the quasinormal
frequencies of the dual gravity field φ.
4. HOLOGRAPHIC THERMO- AND HYDRODYNAMICS
In this chapter I present my (partly unpublished) own work on introducing a chemical isospin
and baryon potential (cf. section 3.2.2) into the thermal N = 4 Super-Yang-Mills theory coupled
to fundamental matter as described in section 2.3. We were the first to consider the non-Abelian
part of the flavor gauge group in the context of AdS/CFT with a finite charge density [1, 2] and the
results are summarized and considerably enhanced especially in sections 4.2 and 4.4.
In the upcoming section 4.1 we will start out with an application of the Kubo formula for
heat conductivity derived in the previous chapter 3.2.3. The rest of this chapter considers the
D3/D7-brane setup with a background flavor gauge field introduced on the D7-brane as described
in section 2.3, section 2.4 and section 3.2.2. In section 4.2 we first take an analytical approach to
get some exact results for massless quarks, while in chapter 5 we will use numerical techniques.
In order to do so we have to employ a small-frequency/small-momentum approximation coined
the hydrodynamic expansion ( cf. equation (3.24), and those following it). These requirements are
then relaxed and in section 4.3 the background and its thermodynamics are generalized to non-zero
quark masses in a setup where also arbitrary frequencies / momenta of the perturbations (cf. chap-
ter 5) are treatable. The price for this generalization is that we have to use numerical techniques
in order to find the (massive) D7-brane embeddings as analyzed in [56].
In this context we will review the thermodynamics at finite U(1) baryon density [42] or fi-
nite baryon chemical potential [52] in section 4.3. Investigating the effects of isospin and the
non-Abelian part of the flavor group we will develop the thermodynamics for the non-Abelian
part SU(Nf ) of the full flavor gauge symmetry U(Nf ). We find a significant impact of isospin on
the hydrodynamics as well as on thermodynamics.
4.1. Application of the Kubo formula
The purpose of the calculation ahead is to understand and check the non-equilibrium methods
introduced in the previous chapter 3.2.3. This general understanding is needed in the coming
chapter 6 and all our asides on diffusion or other non-equilibrium phenomena. We will keep the
computation as general as possible and only in the very end we apply the result to a conformal
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field theory in order to check it. The present computation may be seen as a preparation to apply
similar calculations to more QCD-like theories in order to find their transport coefficients.
In [111] a relatively general treatment of the problem ahead is given. The problem is simply
how to (carefully) carry out the integrals inside a Kubo formula. Hosoya does this for the Kubo
formula giving the shear viscosity; whereas we are actually interested in the heat conductivity. But
having this sample calculation at hand let’s follow it and we will see that the steps for our Kubo
formula will walk exactly the same path (up to some constant factors).
The viscosity Kubo formula is [111]
η = −1
5
limǫ→0
0∫
−∞
dt1e
ǫt1
t1∫
−∞
dt′
∞∫
−∞
dk0
2π
eik
0t′Π˜(k0) , (4.1)
where Π˜(k0) is a 2-point correlation function only depending on k0 out of the integration vari-
ables. For the shear viscosity this correlator is the energy-momentum tensor 2-point function
〈TijTij〉. The ǫ appearing here comes from the non-equilibrium thermodynamics formalism and it
parametrizes the (small) deviation from thermal equilibrium. Since we will see that it formally has
exactly the same effect as an ordinary QFT regulator, I will call it the thermal regulator. Speaking
about the ordinary QFT regulators, as is common habit, in (4.1) the field theory regulator is not
explicitly written. We put it back in by k0 → (1 − iǫ0)k0 in order to keep track of all the poles
appearing.
η = −1
5
limǫ,ǫ0→0
0∫
−∞
dt1e
ǫt1
∞∫
−∞
dk0
2π
Π˜(k0(1− iǫ0))
t1∫
−∞
dt′eik
0(1−iǫ0)t′
︸ ︷︷ ︸h
1
ik0(1−iǫ0)
eik
0(1−iǫ0)t
′
it1
−∞
. (4.2)
Of the t′-integral only the upper limit (t1) remains because for the lower bound (−∞) we get
limt′→−∞eip
0(1−iǫ0)t′ = limt′→−∞ eik
0t′︸︷︷︸
oscillating
ei(−i)k
0ǫ0)t′︸ ︷︷ ︸
→0
. (4.3)
So from this integral we are left with
1
ik0(1− iǫ0)e
ik0(1−iǫ0)t1 . (4.4)
Note that the use of the regulator ǫ0 together with the integral gives us a new pole for the k0-
integration at k0 = 0. We will see that subsequent integration of this over t1 together with the
thermal regulator ǫ will give us yet a different pole structure in the complex k0-plane. Explicitly
carrying out the same procedure as before with this new expression we are left with
η = −1
5
limǫ,ǫ0→0
∞∫
−∞
dk0
2π
Π˜(k0(1− iǫ0))
ik0(1− iǫ0)
0∫
−∞
dt1e
ǫt1+ik0(1−iǫ0)t1
︸ ︷︷ ︸
1
ik0(1−iǫ0)−iǫ
[1−e(ǫ+ǫ0k0)(−∞)e−ik0)(−∞)]
. (4.5)
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This leaves us with the k0-integration and an integrand having two poles 17:
1
5(2π)(1− 2iǫ0)
∞∫
−∞
dk0
Π˜(k0(1− iǫ0))
k0︸︷︷︸
≡A
(k0 − i ǫ
1− iǫ0 )︸ ︷︷ ︸
≡B
. (4.6)
To integrate a function like this the Cauchy-Riemann formula∫
closed contour
f(z)dz
(z − z0)2 = (2πi)∂zf(z)|z=z0 , (4.7)
is usually of great help. But to apply it we first need to turn the integrand with two different
poles into one with two poles at the same position to match the form of the integrand the Cauchy-
Riemann formula. This can be done by introducing Feynman parameters a, b making use of the
formula
1
AB
=
1∫
0
da db δ(a+ b− 1) 1
(aA+ bB)2
, (4.8)
which can be verified by carrying out the integrals on the right hand side. Plugging in A = k0 and
B = k0 − i ǫ
1−iǫ0 we get
1
AB
=
1∫
0
dadb
δ(a+ b− 1)
(a+ b)2
1
(k0 − i ǫ
1−iǫ0
b
a+b
)2
, (4.9)
which displays the sought-after second order pole at k0 = i ǫ
1−iǫ0
b
a+b
. Use of the Cauchy formula
and integration over the Feynman parameter b yields
η =
i
5
limǫ0→0limǫ→0
1
1− 2iǫ0
1∫
0
da ∂k0Π˜
∣∣∣
k0=i ǫ
1−iǫ0
(1−a)
. (4.10)
Now first taking the ǫ0 ordinary field theory limit gives
i
5
limǫ→0
1∫
0
da ∂k0Π˜
∣∣∣
k0=iǫ(1−a)
, (4.11)
and afterwards the thermal regulator limit ǫ→ 0 produces
η =
i
5
∂k0Π˜
∣∣∣
k0=0
. (4.12)
This formula is true for any correlator Π˜ which introduces no new poles in k0 and which does not
depend on any of the time-variables (t′, t1). The Kubo formula for thermal conductivity will only
17 We have to assume that the function Π˜(k0(1− iǫ0)) introduces no additional poles.
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have a different numerical factor and it will contain the current correlator 〈Jai J bi 〉(~k) instead of the
energy-momentum correlator 〈TijTij〉(~k). But both are only functions of k0 as required. And from
the Fourier-transformation of (2.31) essentially given by
〈Jai J bi 〉 = −δab lim
ǫd→0
C(ǫd)~k
2+ǫd , (4.13)
with the dimensional regularization parameter ǫd and the coefficient C(ǫd) we can see, that the
conformal flavor current correlator contains no poles in k0.
Simply applying formula (4.11) to the conformal flavor current correlator (4.13) (see also [114])
we get the transport coefficient
η = limǫd→0
i
M
∂k0{δabC˜4−ǫd~k2+ǫd}
∣∣∣
k0=0︸ ︷︷ ︸
C˜4−ǫd(1+ǫd/2)~k
ǫd2k0|k0=0
= 0 , (4.14)
where M stands for the factors different from the viscosity case. The vanishing of this transport
coefficient can be traced to the thermal regulator by plugging it in before taking any of the limits
ǫd, ǫ0, ǫ → 0. Carrying out all integrations and derivatives before taking these three limits, the
coefficient vanishes exactly when taking the ’thermal’ limit ǫ→ 0.
Our interpretation of this fact is that the conformal symmetry realized in the correlator does
not allow any scale in the theory. In particular conformal symmetry does not allow introduction
of an energy scale like the temperature. Plugging in the conformal correlator essentially amounts
to setting the temperature T = 0 in the non-equilibrium theory from which the Kubo formula is
derived.
4.2. Analytical Hydrodymamics at finite isospin potential
In this section I present the first available analytical approach towards incorporating a non-
Abelian chemical potential into the context of the AdS/CFT correspondence. The solution of this
problem is a central point in this thesis and we published first results in [1]. I have extended these
calculations considerably for this thesis. In particular we will study AdS/CFT-predictions about
the hydrodynamics on the field theory side of the duality. The calculation presented in this section
builds on the achievements in the case without any chemical potential which is presented in [28].
Nevertheless, this study is the first one to take the non-Abelian effects into account. All earlier
approaches have been restricted to the U(1) baryonic part of the full flavor group U(Nf ). Also in
order to incorporate the non-Abelian structure we need to develop some new methods and ideas.
These mainly unpublished results are interpreted and compared with the published results [1]
involving an additional approximation.
We need to write down the Dirac-Born-Infeld action in this background and derive the non-
Abelian equations of motion which will be differential equations coupled through the space-time
indices ν in field components Aaν and also through the flavor indices a. We need to find the flavor
transformation (4.44) from flavor gauge fields Aa to combinations of those, which decouple the
equations of motion in the flavor indices a. Then we have to find the on-shell action to apply the
correlator prescription studied in 3.1.2. Furthermore, we need to develop a modified understand-
ing of how the incoming wave boundary condition fixes the singular behavior of the gauge field
fluctuations at the horizon. This idea amounts to a distinction of cases for the indices (4.51). In
the next four subsections I present my calculations in some detail. A comprehensive discussion
and interpretation is given in subsection 4.2.5.
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4.2.1. Calculation of transversal fluctuations
We will work in the D3/D7-setup described in section 2.4 at vanishing quark mass, i.e. with flat
D7-brane embeddings. The coordinates we use are those introduced in equation (3.12). In order
to find the effective action which suffices to describe small gauge field fluctuations we start from
the Dirac-Born-Infeld action (2.21) for a D7-brane, constant dilaton field eΦ = gs and vanishing
transversal scalars φi ≡ 0 so that we get
SD7 = −TD7
∫
d8ξ Str
√
det{g + (2πα′)Fˆ} (4.15)
where g is the pull-back of the originally ten-dimensional metric to the eight-dimensional brane
and Fˆ is the non-Abelian field strength on the brane for a field Aˆ. Making use of the determinant
expansion formula for small values of |M |√
det(1 +M) = e
1
2
tr(M− 1
2
M2+ 1
3
M3+... ) = 1 +
1
2
trM − 1
4
trM2 +
1
8
(trM)2 + . . . , (4.16)
we expand the action in gauge field fluctuations A up to quadratic order in A, which are contained
in Fˆ . The non-Abelian field strength tensor F consists of flavor components F a and representation
matrices T a as follows
Fˆµν = Fˆ
a
µνT
a = 2∂[µAˆ
a
ν]T
a + fabcAˆbµAˆ
c
ν T
a, (4.17)
and the field Aˆ is comprised of a background gauge field and fluctuations A in the context of the
background field method of quantum field theory
Aˆaν = δν0δ
a3µ+ Aaν , (4.18)
where µ is the constant time-component which is interpreted as the chemical potential at the AdS-
boundary. Using (4.16), and noting that M = g−1Fˆ so that tr(g−1Fˆ ) = 0 by tracing the symmet-
ric g together with the antisymmetric Fˆ , we obtain
SD7 = −TD7
∫
d8ξ Str{√−g
√
det[1 + g−1(2πα′)Fˆ ]}
= −TD7
∫
d8ξ Str{√−g[1 + 1
2
(2πα′)tr(gΣΣ
′
FˆΣ′Ω)
−1
4
(2πα′)2tr(gΣΣ
′
FˆΣ′Ωg
ΩΩ′FˆΩ′∆) + . . . ]} (4.19)
= −TD7
∫
d8ξ Str{√−g[1− (2πα
′)2
4
gΣΣ
′
gΩΩ
′
FˆΣΩFˆΣ′Ω′ + . . . ]} (4.20)
= −TD7
∫
d8ξ Str{√−g[1Nf×Nf −
(2πα′)2
4
gΣΣ
′
gΩΩ
′
Fˆ aΣΩFˆ
b
Σ′Ω′T
aT b + . . . ]} . (4.21)
The symmetrized flavor trace Str{. . . } applied to the first two terms in the action merely gives a
factor of Nf for the trace over unity while in the second term it gives
Str{T aT b} = trfund(Nf ){T aT b + T bT a}
= trfund(Nf ) [T
a, T b]︸ ︷︷ ︸
ifabcT c
+2trfund(Nf )(T
bT a)
= 2trfund(Nf )(T
bT a) , (4.22)
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where we have used that our flavor group generators T c are traceless. Furthermore the genera-
tors are Hermitian T a† = T a and they live in the fundamental representation of the flavor gauge
group SU(Nf ). It is in general possible to choose linear combinations of a given set {T a} such
that the trace property
trfund(Nf )(T
aT b) = kaδ
ab (no sum) , (4.23)
is satisfied [115, equation (II.7)]. The standard conventions [116] fix the factor ka = TR for
all a = 1, 2, . . . , (N2f − 1), where the Dynkin index TR only depends on the representation. For
the fundamental representation we have TR = 1/2 as we can check explicitly in the example with
Pauli matrices σa for the SU(2) isospin generators T aIso = σa/2
trfund(Nf )(T
a
IsoT
b
Iso) =
1
4
trfund(Nf )(δ
ab
1+ iǫabcσc) =
2δab
4
=
1
2
δab . (4.24)
In the hypothetical case that our flavor generators T a would live in the adjoint representation the
Dynkin index TR would equal the value of the Casimir operator CA = Tadj = Nf .
As mentioned before, we work in the fundamental representation of the flavor group SU(Nf ),
therefore we find the D7-brane action in quadratic order of gauge field fluctuations A
S
(2)
D7 = TD7
(2πα′)2
4
TR(2π
2R3)
∫
dud4x
√−ggµµ′gνν′Fˆ aµνFˆ aµ′ν′ , (4.25)
where we have already integrated over the three angular directions 5, 6 and 7 (on which none of
the fields depends) giving the factor (2π2R3). With the help of equation (2.22) the factor in front
of the action integral in (4.25) can be written as
TD7
(2πα′)2
4
TR(2π
2R3) = 2−7π−3gs−1(α′)−2R3 . (4.26)
Note, that equation (4.25) still contains cubic and quartic terms in the fluctuations but we have
deliberately chosen this covariant form since it is more compact. We will neglect cubic and quartic
contributions in a later step. The fluctuations Aaµ(t, x = 0, y = 0, z, u) without loss of generality
are assumed to depend on time t, the third direction x3 = z and the radial AdS coordinate u only
while we choose a gauge such that the field has components in the Minkowski directions only,
i.e. ν = 0, 1, 2, 3.
Fˆ aµνFˆ
aµν = 4∂[µAˆ
a
ν]∂
[µAˆν] a + 4fabc∂[µAˆ
a
ν]Aˆ
µ bAˆν c + fabcfab
′c′AˆbµAˆ
b
νAˆ
µ b′Aˆν c
′
= 4∂[µ(δ
a3δν]0µ+ A
a
ν])∂
[µ(δa3δν]0µ+ Aν] a)
+4fabc∂[µ(δ
a3δν]0µ+ A
a
ν])(δ
b3δµ]0µ+ Aµ] b)(δc3δν]0µ+ Aν] c)
+fabcfab
′c′(δb3δµ]0µ+ A
b
µ])(δ
c3δν]0µ+ A
c
ν])(δ
b′3δµ]0µ+ Aµ] b
′
)(δc
′3δν]0µ+ Aν] c
′
) .(4.27)
This expression simplifies considerably by noting that derivatives acting on the constant µ van-
ish. Furthermore the terms including more than two background fields µ vanish because of the
antisymmetrization. For example
fabc∂[µA
a
ν]δ
µ0δb3µδν0δc3µ = 0 . (4.28)
The mathematical reason for this to vanish is that more than one background gauge field term is
contracted with one single structure constant. Since every term including the background gauge
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field µ by our choice always has to contain the factor δ3a, it is clear that more than one such factor
forces two of the flavor indices in fabc to be equal to 3: f 33c = 0. Since there are at most two
different structure constants in one single term such as ffµµAA (schematically), we can have at
most two background gauge fields in one term. One of the two µ has to be contracted with the first
structure constant f the other has to be contracted with the other one. Since we are interested in
two-point functions we are also free to neglect all terms that are cubic or higher order in the field
fluctuations Ø(AAA,AAAA, . . . ). After these considerations the action factor (4.27) becomes
Fˆ aµνFˆ
aµν = 4∂[µA
a
ν]∂
[µAν] a + 4fa3cg00∂[0A
a
ν]A
ν cµ+ 4fab3g00∂[µA
a
0]A
µ bµ
+fa3cfa3c
′
µ2AcνA
ν c′ + fa3cfab
′3µ2g00Ac0A
b′
0
+fab3fa3c
′
µ2g00Ab0A
c′
0 + f
ab3fab
′3µ2AbµA
µ b′ (4.29)
= 4∂[µA
a
ν]∂
[µAν] a + 8fab3µg00∂[νA
a
0]A
ν b
+2µ2(gµµ
′
A1µA
1
µ′ + g
µµ′A2µA
2
µ′ − g00A10A10 − g00A20A20) . (4.30)
Using this simplified factor (4.30) in the quadratic action (4.25) we derive the equations of motion
for the gauge field components Aaµ using the Euler-Lagrange equation
0 = ∂κ
[
δS
(2)
D7
δ(∂κAdσ)
]
− δS
(2)
D7
δAdσ
(4.31)
= ∂κ
[
δ
δ(∂κAdσ)
(
√−ggµµ′gνν′Fˆ aµνFˆ aµ′ν′)
]
− δ
δAdσ
(
√−ggµµ′gνν′Fˆ aµνFˆ aµ′ν′) (4.32)
(4.33)
After a few simplifications by interchanging indices the equations of motion can be written as
0 = 2∂κ
[√−ggκκ′gσσ′ (∂[κ′Adσ′])]
+µf db3
[
δσ0∂κ(
√−gg00gκκ′Abκ′) +
√−gg00gσµ∂µAb0 − 2
√−gg00gσµ∂0Abµ
]
−µ2√−gg00gσσ′ [δd1(A1σ′ − A10δ0σ′) + δd2(A2σ′ − A20δ0σ′)] . (4.34)
There is one free space-time index σ which can take values in the four Minkowski directions (x0 =
t, x1 = x, x2 = y, x3 = z) and in the radial AdS-direction x4 = u as well. Therefore we can split
equation (4.34) into five distinct differential equations which are coupled with each other. There
is also one free flavor index d which we will consider in detail shortly. Let us start choosing the
free index σ = 1
0 = 2∂κ
[√−ggκκ′g1σ′ (∂[κ′Adσ′])]
+µf db3
[
δ10∂κ(
√−gg00gκκ′Abκ′) +
√−gg00g1µ∂µAb0 − 2
√−gg00g1µ∂0Abµ
]
−µ2√−gg00g1σ′ [δd1(A1σ′ − A10δ0σ′) + δd2(A2σ′ − A20δ0σ′)] . (4.35)
This equation only involves the gauge field components in the x1-direction and writing down the
other four equations we will see later, that this equation decouples from all of them and is therefore
the simplest one to solve. We note here that the inverse metric is diagonal such that gµµ′ = gµ′µ
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and it vanishes for µ 6= µ′, so we get
0 = 2∂κ
[√−ggκκ′g11 (∂[κ′Ad1])]
+µf db3
[√−gg00g11∂1Ab0 − 2√−gg00g11∂0Ab1]
−µ2√−gg00g11 [δd1A11 + δd2A21] . (4.36)
Now recall that we have chosen the geometry such that Aaµ(x0, x1 = 0, x2 = 0, x3, x4), which
implies that the derivatives of fluctuations in all other than x0, x3, x4-directions vanish
∂1,2A
a
µ ≡ 0 , ∂5,6,7Aaµ ≡ 0 . (4.37)
Considering this gives
0 = ∂κ
[√−ggκκ′g11 (∂κ′Ad1)]− 2µf db3√−gg00g11∂0Ab1
−µ2√−gg00g11 [δd1A11 + δd2A21] . (4.38)
Now we transform to Fourier space with conventions given in equation (3.15)
0 = −iω [√−gg00g11 (−iωAd1)]+ iq [√−gg33g11 (iqAd1)]+ ∂u [√−gg44g11 (∂uAd1)]
−2µf db3√−gg00g11∂0Ab1 − µ2
√−gg00g11 [δd1A11 + δd2A21] . (4.39)
We abbreviate derivatives in radial AdS-direction ∂uA = A′ and sort the equation in derivatives
of the gauge field fluctuations A, A′, A′′ and normalize it such that the second derivative has the
coefficient one
0 = Ad1
′′
+
∂u (
√−gg11g44)√−gg11g44 A
d
1
′ − g
00
[
ω2Ad1 − 2if db3ωµAb1 + µ2(δd1A11 + δd2A21)
]
+ g33q2Ad1
g44
.
(4.40)
Turning to the free flavor index d we recall that it can take the values 1, 2, 3 corresponding to the
three flavor directions we introduced by assuming an SU(Nf = 2)-isospin flavor symmetry. We
split (4.40) into three equations
0 = A11
′′
+
∂u (
√−gg11g44)√−gg11g44 A
1
1
′ − g
00
[
ω2A11 − 2if 1b3ωµAb1 + µ2(δ11A11 + δ12A21)
]
+ g33q2A11
g44
,
0 = A21
′′
+
∂u (
√−gg11g44)√−gg11g44 A
2
1
′ − g
00
[
ω2A22 − 2if 2b3ωµAb1 + µ2(δ21A11 + δ22A21)
]
+ g33q2A21
g44
,
0 = A31
′′
+
∂u (
√−gg11g44)√−gg11g44 A
3
1
′ − g
00ω2 + g33q2
g44
A31 .
By using the antisymmetry of the structure constants f 3b3 = 0, fabc = −f bac we arrive at
0 = A11
′′
+
∂u (
√−gg11g44)√−gg11g44 A
1
1
′ − g
00 [ω2A11 − 2iωµA21 + µ2A11] + g33q2A11
g44
, (4.41)
0 = A21
′′
+
∂u (
√−gg11g44)√−gg11g44 A
2
1
′ − g
00 [ω2A22 + 2iωµA
1
1 + µ
2A21] + g
33q2A21
g44
, (4.42)
0 = A31
′′
+
∂u (
√−gg11g44)√−gg11g44 A
3
1
′ − g
00ω2 + g33q2
g44
A31 . (4.43)
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Decoupling transformation These three differential equations for flavor components of the
gauge field in x1-direction are coupled in the first two flavor directions while the third equation
for the component A31 decouples from all others. We decouple the first two equations as well by a
field transformation
X1 = A
1
1 + iA
2
1 , Y1 = A
1
1 − iA21 . (4.44)
After this transformation the equations of motion for the three new fields X1, Y1, A31 are given by
0 = X1
′′ +
∂u (
√−gg11g44)√−gg11g44 X1
′ − g
00(µ− ω)2 + g33q2
g44
X1 ,
0 = Y1
′′ +
∂u (
√−gg11g44)√−gg11g44 Y1
′ − g
00(µ+ ω)2 + g33q2
g44
Y1 ,
0 = A31
′′
+
∂u (
√−gg11g44)√−gg11g44 A
3
1
′ − g
00ω2 + g33q2
g44
A31 . (4.45)
We are working in the background given by the metric (3.12) with the inverse components and
determinant
g00 = − u
b2R2f(u)
, g11 = g22 = g33 =
u
b2R2
, g44 = guu =
4u2f(u)
R2
,
√−g = b
4R5
2u3
, b = πT , (4.46)
so that the coefficients can be evaluated to
∂u (
√−gg11g44)√−gg11g44 =
f ′(u)
f(u)
, −g
00(µ∓ ω)2 + g33q2
g44
=
(m∓w)2 − q2f(u)
uf(u)2
, (4.47)
where we used the dimensionless frequency, momentum and chemical potential
w = ω/(2πT ) , q = q/(2πT ) , m = µ/(2πT ) , (4.48)
respectively, which have already been introduced at the beginning of section 3.1.2. These coeffi-
cients (4.47) are singular at the horizon u = 1 and at the boundary u = 0 just like in the example
given in section 3.1.2. Therefore we apply exactly the same steps in order to gain the indices at
the horizon
β = ∓ i
2
(w∓m) , (4.49)
where the upper sign inside the bracket belongs to the index for the field X1 and the lower one
gives the index for Y1. The indices at the boundary for both fields are given by
α1 = 0 , α2 = 1 . (4.50)
Now the question which index produces the solution that satisfies the incoming wave condi-
tion (which tells us to choose only those solutions which propagate into the black hole horizon,
see section 3.1.2 for a detailed discussion) is a bit more subtle than in the previous example. Let
us assume for definiteness that both m, w ≥ 0. So in the rest of this thesis we assume that the
chemical potential µ or m is real and writing w in order relations we mean only the real part of w.
In this case there is only one index choice for the field Y1 since w +m ≥ 0 and we know that the
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negative index β = −i/2(w + m) corresponds to the incoming wave. In contrast to this we have
to distinguish four cases for the index of X1
β =


− i
2
(w−m) forw ≥ m : incoming
− i
2
(w−m) forw < m : outgoing
+ i
2
(w−m) forw ≥ m : outgoing
+ i
2
(w−m) forw < m : incoming
, (4.51)
so fixing m we choose the incoming solution by choosing the first index if the frequency w is
greater or equal to the chemical potential m, and we choose the last index if w is smaller. Let us
carry on considering X1 first. We also need to modify the hydrodynamic expansion Ansatz (3.24).
Recall that our approach is to split the singular from the regular behavior in the solution according
to
X1 = (1− u)βF (u) , (4.52)
where F is a regular function of u. Our first choice is that the chemical potential is of the same
order as the frequency w ∼ m and therefore the small quantities to expand the solution in are (w−
m) and q2. In other words we expand in the spatial momentum q2 around zero while we expand in
the frequency w around the fixed value of the chemical potential m.
X1(u) = (1− u)β
(
F0 + (w−m)F1 + q2G1 + . . .
)
, (4.53)
X1
′(u) = −β(1− u)β−1 (F0 + (w−m)F1 + q2G1 + . . . )
+(1− u)β (F0′ + (w−m)F1′ + q2G1′ + . . . ) , (4.54)
X1
′′(u) = β(β − 1)(1− u)β−2 (F0 + (w−m)F1 + q2G1 + . . . )
−2β(1− u)β−1 (F0′ + (w−m)F1′ + q2G1′ + . . . )
+(1− u)β (F0′′ + (w−m)F1′′ + q2G1′′ + . . . ) . (4.55)
For definiteness let us consider only the case β = −i(w − m)/2 where w ≥ m. Plugging this
expansion into the equation of motion (4.45) and seperating orders Ø(1), Ø(q2) and Ø(w − m)
from each other gives
Ø(1) : 0 = F0
′′ − 2u
1− u2F0
′ ,
Ø(w−m) : 0 = i
2(1− u)2F0 +
i
1− uF0
′ + F1′′ − iu
(1− u2)(1− u)F0 −
2u
(1− u)2F1
′ ,
Ø(q2) : 0 = G1
′′ − 2u
1− u2G1
′ − 1
u(1− u2)F0 . (4.56)
Alternative hydrodynamic expansion By choosing the hydrodynamic Ansatz (4.53) we as-
sumed from the beginning that the frequency and chemical potential have to be treated at equal
footing. We can check this assumption by taking a slightly more general Ansatz
X1(u) = (1− u)β
(
F0 +wF1 +mH1 + q
2G1 + . . .
)
. (4.57)
The key point here is that we still assume w, m, q2 to be of the same order but we allow an
individual expansion coefficient H1 for the chemical potential. Using this more general expansion
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in the equation of motion (4.45) and seperating orders Ø(1), Ø(q2), Ø(w) and Ø(m) from each
other gives
Ø(1) : 0 = F0
′′ − 2u
1− u2F0
′ ,
Ø(w) : 0 =
i
2(1− u)2F0 +
i
1− uF0
′ + F1′′ − iu
(1− u2)(1− u)F0 −
2u
(1− u)2F1
′ ,
Ø(m) : 0 = − i
2(1− u)2F0 −
i
1− uF0
′ −H1′′ + iu
(1− u2)(1− u)F0 +
2u
(1− u)2H1
′ ,
Ø(q2) : 0 = G1
′′ − 2u
1− u2G1
′ − 1
u(1− u2)F0 . (4.58)
Here we see that the coefficients H1 and F1 have to satisfy the same equation of motion. This is
already clear from the start if we look at the differential equation (4.45) and the Ansatz so that
we note that m and w always appear as a sum (w−m), at least at linear order in w, m which we
solely consider here. So there is no single m or w, so both have identical factors in the equation of
motion and thus their expansion coefficients have to be identical (provided both satisfy the same
boundary conditions)
H1 = F1 . (4.59)
We have now learned explicitly that our first Ansatz (4.53) is fully justified.
Solving the hydrodynamic differential equations Our efforts have recast our problem into a
set of differential equations (4.45) which are only coupled through the leading order function F0.
Choosing F0 to be constant (with respect to the radial coordinate) F0 = C is compatible with all
the equations of motion and decouples the system
Ø(1) : F0 = C ,
Ø(w−m) : 0 = iC
2(1− u)2 + F1
′′ − iCu
(1− u2)(1− u) −
2u
(1− u)2F1
′ ,
Ø(q2) : 0 = G1
′′ − 2u
1− u2G1
′ − C
u(1− u2) . (4.60)
These are effectively first order differential equations with an inhomogeneity and we can solve
them with
F0 = C ,
F1 =
iC
2
ln
1 + u
2
,
G1 =
C
24
[
π2 + 12 lnu ln(1 + u) + 12Li2(1− u) + 12Li2(−u)
]
. (4.61)
The function Li2(u) is the double logarithm and the polylogarithm in general is defined as
Lin(u) =
n=∞∑
n=1
uk
kn
. (4.62)
Note, that we would not get these solutions (4.61) simply using Mathematica since the boundary
conditions we have to satisfy here are a bit tricky. Just as described in section 3.1.2 the general
solutions for F1 and G1 each come with two integration constants which have to be fixed by
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requiring that limu→1 F1 = 0 and limu→1 F1 = 0. In this horzion limit two terms in each solution
become divergent and one has to impose the condition that these cancel each other in order to get a
regular solution. See also equation (3.29) and the discussion below it. The constant C can now be
determined in terms of the boundary fields, momentum and frequency as described in section 3.1.2
and we get
C =
8Xbdy1
8− 4w ln 2 + π2q2 . (4.63)
Now using the solutions (4.61) and the expression for C from (4.63) in the hydrodynamic
Ansatz (4.53) we get the solution to the transversal field
X1,2 =
8Xbdy1,2 (1− u)−i
w−m
2
8 + π2q2 − 4i ln 2(w−m)
[
1 + (w−m) i
2
ln
1 + u
2
(4.64)
+
q2
24
(
π2 + 12 lnu ln(1 + u) + 12Li2(1− u) + 12Li2(−u)
)]
forw ≥ m ,
while the derivative of its finite part turns out to be
X1,2
′ = i(w−m)Xbdy1,2 forw ≥ m . (4.65)
We have also included the Minkowski index 2 here because writing down the equations of motion
for the component X2 we discover that it is identical to the equation for X1. Now recall that we
have choosen w ≥ m. Finding the solution for smaller frequencies w < m amounts to redoing the
above equation with replacing all the frequency potential brackets by absolute values (w−m)→
|w−m| = (m−w) and keeping all the signs as they are. So we only have to switch the order in
the final solution to get the small frequency solution and we can write
X1,2 =
8Xbdy1,2 (1− u)−i
m−w
2
8 + π2q2 − 4i ln 2(m−w)
[
1 + (m−w) i
2
ln
1 + u
2
(4.66)
+
q2
24
(
π2 + 12 lnu ln(1 + u) + 12Li2(1− u) + 12Li2(−u)
)]
forw < m ,
while the derivative of it’s finite part is given by
X1,2
′ = i(m−w)Xbdy1,2 forw < m . (4.67)
Similarly we get the solution for the other flavor combination fields Y1,2 by an analogous com-
putation replacing (w−m)→ (w+m)
Y1,2 =
8Y bdy1,2 (1− u)−i
w+m
2
8 + π2q2 − 4i ln 2(w+m)
[
1 + (w+m)
i
2
ln
1 + u
2
(4.68)
+
q2
24
(
π2 + 12 lnu ln(1 + u) + 12Li2(1− u) + 12Li2(−u)
)]
for anyw ,
and its derivative
Y1,2
′ = i(w+m)Xbdy1,2 for anyw . (4.69)
Finally the third flavor direction components are obtained as in [28]
A31,2
′
= iwA3 bdy1,2 for anyw . (4.70)
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Comparing our solutions with those at vanishing chemical potential µ ≡ 0 [28] we learn that
turning on a constant chemical potential m results in the substitution{
w→ (w−m) forw ≥ m
w→ (m−w) forw < m . (4.71)
This is due to the fact that the way Aν → µδ0ν + Aν in which we introduce m makes µ formally
identical to a time derivative. The easiest way to understand this fact is to note the form of the
covariant derivative appearing in the Lagrangian in time direction D0 = ∂0 + A0 = ∂0 + µ.
4.2.2. Correlators of transversal components
In this section we compute the on-shell action for transversal and longitudinal or time-like com-
ponents of the gauge field. Furthermore the correlators of transversal components are computed
here. Let us first assume w ≥ m for definiteness.
The non-Abelian on-shell action In order to apply the correlator recipe and identify the rele-
vant terms in the on-shell action to be evaluated at the boundary, we need to compute the on-shell
action first. Starting from the action (4.25) together with the explicit expression (4.30) we integrate
the action by parts to obtain
S
(2)
D7 = TD7TR(2π
2R3)
(2πα′)2
4
2
{∫
d4x
[√−gg44gνν′(∂4Aaν)Aaν′]u=1
u=0
−
∫
d4xdu
[
2∂µ′(
√−ggµµ′gνν′∂[µAaν])Aaν′
−µ2f db3f ba3√−gg00gjj′(Aaj′ − Aa0δj′0)Abj
+2µfab3
√−gg00gjj′(∂jAbj′Aa0 − ∂0Abj′Aaj )
]}
. (4.72)
Note that we recover the AdS-boundary term (the first term in equation (4.72)) which is also
present in the Abelian background. All other (Minkowski) boundary terms vanish by the standard
QFT normalizability argument for fields [Aν∇Aν ]∞~x=−∞ = 0, i.e. the field Aν(~x) has to vanish at
infinity in order for the action to be finite and for the theory to be normalizable. In addition we
have three non-vanishing terms with the full integral over the four Minkowski directions and over
the radial AdS direction.
We now identify the second and third term of this on-shell action (4.72) with parts of the equa-
tion of motion. After multiplying the equation of motion (4.34) with the field Adµ and reordering
we get
2∂µ′(
√−ggµµ′gνν′∂[µAaν])Aaν′ − µ2f db3f ba3
√−gg00gjj′(Aaj′ − Aa0δj′0)Abj (4.73)
= −µfab3
{
∂κ[
√−gg00gκκ′Abκ′)Aa0 +
√−gg00gκκ′(∂κAb0Aaκ′ − 2(∂0Abκ)Aaκ′]
}
.
Substituting this into the action (4.72) finally yields the on-shell action
S
(2)
on-shell = TD7TR(2π
2R3)
(2πα′)2
4
2
∫
d4x
{[√−gg44gνν′(∂4Aaν)Aaν′]u=1
u=0
−2µfab3
∫
du
√−gg00g33∂3Ab[3Aa0]
}
. (4.74)
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Since we transformed the solutions to flavor combinations Xµ, Yµ we also need to transform the
on-shell action to obtain correlators of the new field combinations. In order to make the result
obvious note the relations
A1j =
Xj + Yj
2
, A2j =
Xj − Yj
2i
, (4.75)
and we get the on-shell action for flavor fields X, Y and A3 in momentum space after a Fourier
transformation of each gauge field fluctuation
S
(2)
on-shell = TD7TR
(2πα′)2
4
(2π2R3)2
×
∫
d4q
(2π)4
{ √−g g44gjj′ [1
2
(Xj
′Yj′ + Yj ′Xj′) + A3j
′
A3j′
]∣∣∣∣uh=1
ub=0
(4.76)
+ µq
1∫
0
du
√−gg00g33 (X[0Y3] − Y[0X3])} .
The term in the last line merely gives contact terms which we neglect here. Our on-shell ac-
tion (4.76) superficially suggests that the off-diagonal correlators, such as GXY03 , vanish. However,
due to the fact that some of our bulk solutions Xj and Yj depend on more than one boundary
field (as we will see later in e.g. (4.106)), the time-x3-component off-diagonal correlatorsG03, G30
do not vanish.
Correlators Using the solutions (4.64) in the on shell action (4.76) as prescribed by the
recipe (3.10) gives the transversal correlators
GXY11 = G
XY
22 = (−2)TRTD7
(2πα′)2
4
(2π2)R3
√−gguug11X1
′Y1
X1Y1
∣∣∣∣
u→0
. (4.77)
The factor can be simplified to
(−2) TRTD7 (2πα
′)2
4
(2π2R3) = − R
3TR
32π3(α′)2gs
, (4.78)
which combines with factors from the metric components to give the overall factor NcTRT 2/4.
Then (4.77) yields the correlators
GXY11 = G
XY
22 = −i
NcTRT
8π
(ω − µ) 16 + π
2q2 + 4i(ω − µ) ln 2
16 + 2π2q2 + 8i(ω − µ) ln 2 + . . . . (4.79)
Expanding the fraction in a Taylor double series in (w−m) and q leaves us with
GXY11 = G
XY
22 = −i
NcTRT
8π
(ω − µ)
[
1 +
π2q2
16
+ divergentØ(q2) + . . .
]
(4.80)
= −iNcTRT
8π
(ω − µ) + . . . forw ≥ m , (4.81)
where we have renormalized all expressions in the second step (subtracted the divergent term of
order q2). Recall that we have to go through the same procedure with the other index β for small
frequencies w < m. By analogy we know that the correlator turns out to be
GXY11 = G
XY
22 = −i
NcTRT
8π
(µ− ω) + . . . forw < m . (4.82)
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The other nonzero Y X-flavor combination gives the correlatorsGY X which involve a derivative
of the field Y for which we have only one index choice β = −i(w +m)/2.
GY X11 = G
Y X
22 = −i
NcTRT
8π
(µ+ ω) + . . . for anyw . (4.83)
Gauge fluctuations pointing along third flavor direction and thus along the background gauge
field do not feel the chemical potential. Their correlations turn out to be equal to those found at
vanishing chemical potential [28] up to a different normalization (the correlators from [28] have
to be multiplied by 4 in order to match the corresponding ones computed here). Our correlators
read
G3311 = G
33
22 = −i
NcTRT
4π
ω + . . . for anyw . (4.84)
All other flavor combinations vanish since the on-shell action (4.76) does not contain any combi-
nation such as X ′X, Y ′Y .
4.2.3. Calculation of longitudinal fluctuations
Starting from the general equation of motion (4.34) we choose the free index σ = 0, 3, 4
which gives a system of three coupled equations of motion for the components of gauge field
fluctuations Aa0, Aa3
σ = 0 : 0 = Ad0
′′
+
∂4(
√−gg00g44)
(
√−gg00g44) A
d
0
′ − g
33
g44
[
q2Ad0 + ωqA
d
3 − iqµf db3Ab3
]
, (4.85)
σ = 3 : 0 = Ad3
′′
+
∂4(
√−gg33g44)
(
√−gg3g44) A
d
3
′ − g
00
g44
[
(ω2Ad3 + ωqA
d
0)
−iµf db3(2ωAb3 + qAb0)− µ2(δd1A13 + δd2A23)
]
, (4.86)
σ = 4 : 0 = ωAd0
′ − q g
33
g00
Ad3
′ − iµf db3Ab0′ . (4.87)
Recall here that our gauge choice has fixed Aa4 ≡ 0. Using the metric coefficients (4.46) of the
black hole background gives
σ = 0 : 0 = Ad0
′′ − 1
uf(u)
[
q2Ad0 +wqA
d
3 − iqmf db3Ab3
]
, (4.88)
σ = 3 : 0 = Ad3
′′
+
f ′(u)
f(u)
Ad3
′
+
1
uf(u)2
[
(w2Ad3 +wqA
d
0)
−imf db3(2wAb3 + qAb0) +m2(δd1A13 + δd2A23)
]
, (4.89)
σ = 4 : 0 = wAd0
′
+ qf(u)Ad3
′ − imf db3Ab0′ . (4.90)
These three equations for the two components Aa0, Aa3 are not independent. Equations (4.88)
and (4.90) imply (4.89). In order to see this we rewrite (4.90)
Ad0
′
= −w
w
f(u)Ad3
′
+ i
m
w
f db3Ab0
′
, Ad0
′′
= −w
w
(f ′(u)Ad3
′
+ f(u)Ad3
′′
) + i
m
w
f db3Ab0
′′
. (4.91)
Using (4.91) in (4.88) gives
0 = Ad3
′′
+
f ′(u)
f(u)
Ad3
′
+
1
uf(u)2
(
wqAd0 +w
2Ad3
)− if db3( m
qf(u)
Ab0
′′
+
wm
uf(u)2
Ab3
)
. (4.92)
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We compare this expression to the third equation in the system (4.89) and conclude that, if these
two expressions ought to be identical, the following equation has to be satisfied
− if db3
(
m
qf(u)
Ab0
′′
+
wm
uf(u)2
Ab3
)
=
1
uf(u)2
[−imf db3(2wAb3 + qAb0) +m2(δd1A13 + δd2A23)] .
(4.93)
In order to verify this relation we go one step back from the general equation of motion (4.34) and
rewrite the term quadratic in the chemical potential m in terms of structure constants f db3 of the
flavor group
m2
(
δd1A13 + δ
d2A23
)
= −m2f db3f ba3Aa3 . (4.94)
Using this identity in (4.93) we get
0 =
imf db3
qf(u)
[
Ab0
′′ − 1
uf(u)
(qwAb3 + q
2Ab0 − iqmf ba3Aa3)
]
, (4.95)
and comparing to (4.88) we find that the expression in brackets is identical to the right hand
side of the equation of motion (4.88) and therefore has to vanish. In this way we verified that
equation (4.92) implied by (4.88) and (4.90) is equivalent to (4.89). We thus effectively have two
coupled second order differential equations for two components. These we can decouple as far as
the Minkowski indices are concerned by rewriting (4.88)
Ad3 =
uf(u)
wq
Ad0
′′ − q
w
Ad0 + i
m
w
f db3Ab3 , (4.96)
and using it in (4.90) gives
0 = Ad0
′′′
+
(uf(u))′
uf(u)
Ad0
′′
+
1
uf(u)2
(
w2Ad0
′ − q2f(u)Ad0′ −m2f db3f ba3Aa0′ − 2iwmf db3Ab0′
)
,
(4.97)
which depends only on gauge fluctuation components Ad0 in time direction. This equation can be
split into three equations, one for each flavor d = 1, 2, 3 and we note that the flavor structure
couples these three equations
0 = A10
′′′
+
(uf(u))′
uf(u)
A10
′′
+
1
uf(u)2
[
(w2 − f(u)q2 +m2)A10′ − 2iwmA20′
]
, (4.98)
0 = A20
′′′
+
(uf(u))′
uf(u)
A20
′′
+
1
uf(u)2
[
(w2 − f(u)q2 +m2)A20′ + 2iwmA10′
]
, (4.99)
0 = A30
′′′
+
(uf(u))′
uf(u)
A30
′′
+
1
uf(u)2
(w2 − f(u)q2)A30′ . (4.100)
The flavor coupling can be resolved as in the transversal case by use of a flavor transformation
X0 = A
1
0 + iA
2
0 , Y0 = A
1
0 − iA20 , (4.101)
which has the same structure as (4.44), and we are left with
0 = X0
′′′ +
(uf(u))′
uf(u)
X0
′′ +
(w−m)2 − f(u)q2
uf(u)2
X0
′ , (4.102)
0 = Y0
′′′ +
(uf(u))′
uf(u)
Y0
′′ +
(w+ m)2 − f(u)q2
uf(u)2
Y0
′ , (4.103)
0 = A30
′′′
+
(uf(u))′
uf(u)
A30
′′
+
1
uf(u)2
(w2 − f(u)q2)A30′ . (4.104)
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From this point on the solution of this decoupled system of equations almost concurs with the
method applied in the transversal case 4.2.1. The only substantial difference is that because of the
equations being second order equations for the derivatives X0′, Y0′, we have to choose the Ansatz
X0,3
′ = (1− u)βF (u) , (4.105)
where F is a regular function of u which is different for X0 and X3. We have chosen an Ansatz
for the derivative of the field instead of choosing this Ansatz for the field X itself as in (4.52).
Proceeding analogously to the transversal case we obtain solutions for the derivatives directly as
X0
′ =


q2X
bdy
0 +(w−m)qXbdy3
i(w−m)−q2 + limǫ→0
ln ǫ
[
q2Xbdy0 + (w−m)qXbdy3
]
forw ≥ m
q2Xbdy0 +(m−w)qXbdy3
i(m−w)−q2 + limǫ→0
ln ǫ
[
q2Xbdy0 + (m−w)qXbdy3
]
forw < m
,
(4.106)
Y0
′ =
q2Y bdy0 + (w+m)qY
bdy
3
i(w +m)− q2 + limǫ→0 ln ǫ
[
q2Y bdy0 + (w +m)qY
bdy
3
]
, (4.107)
A30
′
=
q2A3 bdy0 +wqA
3 bdy
3
iw− q2 + limǫ→0 ln ǫ
[
q2A3 bdy0 +wqA
3 bdy
3
]
, (4.108)
for the time components and similarly for the spatial components
X3
′ =

 −
(w−m)qXbdy0 +(w−m)2Xbdy3
i(w−m)−q2 − limǫ→0 ln ǫ
[
(w−m)qXbdy0 + (w−m)2Xbdy3
]
forw ≥ m
− (m−w)qXbdy0 +(m−w)2Xbdy3
i(m−w)−q2 − limǫ→0 ln ǫ
[
(m−w)qXbdy0 + (m−w)2Xbdy3
]
forw < m
,
(4.109)
Y3
′ = −(w+m)qY
bdy
0 + (w +m)
2Y bdy3
i(w +m)− q2
− lim
ǫ→0
ln ǫ
[
(w+m)qY bdy0 + (w+m)
2Y bdy3
]
, (4.110)
A33
′
= −wqA
3 bdy
3 +w
2A3 bdy3
iw− q2 − limǫ→0 ln ǫ
[
wqA3 bdy3 +w
2A3 bdy3
]
. (4.111)
Here just as in the case for transversal fluctuations we need to choose the appropriate signs for
the solutions to the fields X0,3 in order for the index to be negative such that the incoming wave
boundary condition is satisfied as described in the tranversal case below (4.51).
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4.2.4. Correlators of longitudinal components
The longitudinal and time component correlators are evaluated in analogy to the previous sec-
tion and we obtain
GXY00 =
NcTRTq
2
8π[i(ω − µ)−Dq2] , (4.112)
GXY33 =
NcTRT (ω − µ)2
8π[i(ω − µ)−Dq2] , (4.113)
GXY03 = −
NcTRT (ω − µ)q
8π[i(ω − µ)−Dq2] = G
XY
30 , (4.114)
GY X00 =
NcTRTq
2
8π[i(ω + µ)−Dq2] , (4.115)
GY X33 =
NcTRT (ω + µ)
2
8π[i(ω + µ)−Dq2] , (4.116)
GY X03 = −
NcTRT (ω + µ)q
8π[i(ω + µ)−Dq2] = G
Y X
30 , (4.117)
G3300 =
NcTRTq
2
4π[iω −Dq2] , (4.118)
G3333 =
NcTRTω
2
4π[iω −Dq2] , (4.119)
G3303 = −
NcTRTωq
4π[iω −Dq2] = G
33
30 , (4.120)
where we have introduced the coefficient
D =
1
2πT
. (4.121)
We have not written this out here but the above correlators are understood to change sign in the
same way the transversal ones did. This means we have above correlators for ω ≥ µ but we need
to replace (ω − µ)→ (µ− ω) for ω < µ for the same reasons discussed below (4.50).
4.2.5. Discussion
This section gives a physical interpretation of the effects coming from adding a finite constant
isospin chemical potential to the N = 4 SYM theory coupled to a fundamental N = 2 hyper-
multiplet. As seen in the previous sections on the gravity side this addition amounts to adding a
background gauge field time component in the AdS-Schwarzschild black hole background. Fur-
thermore, we compare the approach presented here to the approach taken in [1] which neglects
more terms, in particular those of order Ø(m2), in the action than the present approach. We will
see that the results of [1] which appear rather cumbersome undergo a natural completion by tak-
ing into account the neglected terms of order Ø(m2). The keypoint to note is that the additional
approximation in [1] lead to a misidentification of the leading order term.
Discussion of [1] The approach taken in [1] is identical with the one presented in the previous
sections up to one additional approximation. In that earlier work [1] it was assumed that the
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chemical potential is small m ≪ 1. Therefore we expanded the action to quadratic order in
fluctuations to arrive at an equation identical to (4.30). But then we went on also neglecting the
terms of order Ø(m2) in that action which leads to the equations of motion
0 = 2∂κ
[√−ggκκ′gσσ′ (∂[κ′Adσ′])]
+µf db3
[
δσ0∂κ(
√−gg00gκκ′Abκ′) +
√−gg00gσµ∂µAb0 − 2
√−gg00gσµ∂0Abµ
]
.
The approximations taken here imply m ∼ Aµ2, (∂νAµ)2 ≪ 1.
Following the standard procedure to study the singular behavior of the solutions at the horizon,
we essentially find the same indices as before in e.g. (4.49), but with the order Ø(m2) missing
β = ∓
√
−1
4
(w∓m)2 = ∓
√
−1
4
(w2 ∓ 2wm+m2︸︷︷︸
set to 0
) . (4.122)
As a result of this the index obtains a non-analytic structure
β = ∓
√
−1
4
(w2 ∓ 2wm) = ∓iw
2
√
1∓ 2m
w
, (4.123)
inheriting this non-analytic structure to all the solutions. At this point in the earlier approach
we had to take a further approximation in order to carry out the indicial procedure and the
hydrodynamic expansion properly. The index containing the square root mixes different or-
ders of the hydrodynamic expansion parameters w, q2. Therefore we approximate the index
through m≫ w≪ 1 by
β = ∓
√
wm
2
or ± i
√
wm
2
. (4.124)
At this point an intricate contradiction with the first approximation Ø(m2) ∼ 0 taken in [1]
emerges 18. As we know from our full calculation including terms of order Ø(m2) yields ana-
lytic indices and no second approximation is needed. Nevertheless, if we would like to we can
simply take the full index (4.122) without setting m2 ∼ 0, take the full equations of motion at this
point and try to neglect the order Ø(m2) by m ≫ w ≪ 1. Doing so we are forced to conclude
that m2 ≫ w2. Therefore it becomes clear now from the full calculation that we should have
included the order Ø(m2) rather than the order Ø(w2). We also see that the term quadratic in
chemical potential is even larger than the mixed term which we considered in (4.124). Neglecting
the terms quadratic in the chemical potential Ø(m2) right from the beginning in [1] has obstructed
the clear view of the situation that our full calculation now admits.
As a result the cumbersome combination of approximations m ≫ w and w produced non-
analytic structures in the correlators which we misidentified as frequency-dependent diffusion
coefficients.
Technical interpretation and quasinormal modes We can use the intuition we have gained
from our hydrodynamic considerations in section 3.2.1 and from the example calculation in 3.1.2
to identify the coefficient D appearing in the correlators (4.112) to (4.120) on the gauge theory
18 The author thanks Laurence G. Yaffe for drawing his attention to this point and especially for all helpful discussions
of this.
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side with the diffusion coefficient for the isospin charge we have introduced. Comparing our
correlators to those at vanishing chemical potential we learn that the main effect of an isospin
chemical potential is to shift the location of poles in the correlators by ±µ. In particular this can
be seen from the dispersion relation which we read off the longitudinal correlation functions
ω = −iDq2 ± µ forw ≥ m , (4.125)
ω = iDq2 + µ forw < m and only inGXY , (4.126)
where the positive sign of µ corresponds to the dispersion of the flavor combination GXY and
the negative sign of µ corresponds to GY X . For the third flavor direction correlators G33 there
is no chemical potential contribution in the dispersion relation. Looking at the transversal flavor
directions with w ≥ m we note that the imaginary part of the pole location is unchanged while
the real part is changed from zero to the value of the chemical potential µ. So the diffusion pole
is shifted from its position on the imaginary axis to the left and right into the complex frequency
plane. According to the AdS/CFT hydrodynamics interpretation this corresponds to shifting the
hydrodynamic modes (poles in the retarded gauge theory correlator are identified with the quasi-
normal frequencies as discussed in section 3.3) or equivalently on the gravity dual side to shifting
the quasinormal modes in the complex frequency plane as shown in figure 6 for the two exam-
ples µ = 0.1, 0.2. To be more precise we observe a shift in the frequency or energy (w ± m) of
the SU(2)-flavor gauge field fluctuations. Note that the other solution for the case w < m would
produce a pole/ quasinormal frequency in the upper complex frequency plane corresponding to an
enhanced mode. This solution is unphysical since if we have the finite chemical potential m then
any perturbation introduced into the system has to have this minimum energy at least, i.e. only
perturbations with w ≥ m can form inside the plasma. Now since we are working at finite spatial
momentum q for that perturbation, the energy of that excitation needs to be even larger than m.
In figure 7 we see as an example the two spectral functions RXY00 = −2ImGXY00 (from equa-
tion (3.60)) valid in different regions (see section 3.2.1 for a discussion of the spectral function).
The red curve is the spectral function for the case w < m while the black curve shows the
case w ≥ m. In any case it is true that the spectral function is non-negative since the negative
parts are cut off because they lie outside the region of validity for that particular solution. More-
over, only the one which is cut off below w = m (black curve in figure 7 for w ≥ m) is physical,
i.e. the red curve is discarded entirely.
The right plot in figure 8 shows the dependence of the peak in the spectral function on spatial
momentum q = 0.1, 0.3, 0.5 (in units of 2πT ). Increasing the momentum shifts the peak in the
spectral function to larger frequencies while in the limit q → 0 the peak approaches w = m.
This behavior confirms the interpretation given above of an excitation having to have at least the
energy w = m in order to be produced in the plasma. The dependence on the chemical potential
is shown in the left plot of figure 8. The peaks and the frequency cut-off at w = m, even the
whole spectral function is shifted to a higher frequency by the amount of the chemical potential.
The peak appearing here is the lowest lying one in a series of resonance peaks which under certain
circumstances we will identify with quasi-particle excitations in section 5.1. It is important to note
that this particular diffusion peak is not contained in the spectra computed in section 5.1 because
in that section we set q = 0 for simplicity. Nevertheless the higher peaks and quasinormal modes
show similar behavior. In the present setup the peak is just interpreted as a resonance in the plasma
which corresponds to the diffusive hydrodynamic mode at small w, q, m≪ 1. Note that the high
frequency tail for values w 6≪ 1 is not physical since this is the region where our hydrodynamic
expansion breaks down.
The most striking feature here is that the peak in the spectral function does not appear directly
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Figure 6: Left plot: The analytically computed location of the poles in the flavor-transverse correlation func-
tions GXY and GY X at finite chemical potentials µ = 0.1 (red squares) and at µ = 0.2 (green diamonds).
The left most pole corresponds to the combination Y X, the one in the middle to 33 and the right most one
to XY . Right plot: The contour plot shows the value of the spectral function near the pole for µ = 0.1 in
the complex frequency plane.
below the pole in the complex frequency plane but slightly shifted to a higher Rew. Looking at
the contour plot this behavior can be traced back to the antisymmetric structure of the pole. The
spectral function surface R(Rew, Imw) over the complex frequency plane as shown in figure 7
is antisymmetric around the pole with the high Rew side being positive showing a pole at +∞
and the low Rew side being negative showing a pole at −∞. From figure 7 it is also obvious
that the poles in the spectral function deform the spectral function surface antisymetrically such
that the spectral function at Imw = 0 is deformed antisymmetrically accordingly receiving the
structure shown as the black (physical) curve above w = m in the left plot of figure 7. Note that
this behavior is still present if we set µ = 0 such that the diffusion pole lies on the imaginary
frequency axis, but the peak of the spectral function appears at a shifted position ω ∝ ±Dq2. A
computation of the residues (see also [49]) at µ = 0 confirms this behavior for the correlators G00
and G33 while the mixed correlator G03 gives a peak in the spectral function centered at w = 0.
Physical interpretation The physical interpretation of this frequency or energy shift leads us
into the internal flavor space. Switching on a background gauge field in the third flavor direction
only and letting the SU(2)-fluctuations about it point into an arbitrary internal direction is com-
pletely analog to the case of Larmor precession in external space-time. Larmor precession of a
particle with spin, i.e. with a finite magnetic moment in external space (Minkowski space-time)
occurs if for example an electron (spin |s| = 1/2) is placed in an external magnetic field B. If the
magnetic moment m of the electron points along the external field m||B then the electron does
not feel the field and nothing is changed. In contrast to that the transversal spin-components or
equivalently spins entirely orthogonal to the magnetic field feel a torque m × B leading to the
precession of the spin around the magnetic field B. The frequency of this precession depends
on the strength of the external field as well as on the gyromagnetic moment taking into account
quantum effects and is called Larmor frequency. Let us choose the geometry with the magnetic
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Figure 7: Left plot: The spectral function computed from the two correlators is shown versus only real
frequencies w ∈ R for the chemical potential m = 0.1. We have chosen to include the negative branches
for completeness but note that the incoming wave boundary condition always selects the positive branch
such that the spectral function is always positive. Right plot: The spectral function surface is shown over
complex values of the frequency. This plot shows the structure of the spectral function around the diffusion
pole shifted to Rew = m = 0.1. Note that the left plot is a vertical cut through the right plot along the
plane Imw = 0.
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Figure 8: Left plot: The spectral function in transversal flavor direction and longitudinal space-time di-
rection RXY00 for different values of the chemical potential µ = 0.1 (blue), 0.3 (light-blue), 0.5 (purple).
For simplicity we have chosen D = 1/(2πT ) = 1, q = 0.1 (this means that we set the temperature to
T = 1/(2π)). Right plot: This is the same picture as the left plot with the blue curve being identical to
the blue curve in the left plot but the other curves correspond to a fixed µ = 0.1 and changing momen-
tum q = 0.1 (blue), q = 0.3 (green), q = 0.5 (red).
field pointing along the third space direction, then the torque on the magnetic moment becomes
m×B =

 m2B3−m1B3
0

 . (4.127)
Our situation for the flavor field fluctuations is completely analogous except for the fact that our
precession takes place in the internal flavor space rather than in space-time 19. We have the torque
19 The author is grateful to Dam T. Son for suggesting this interpretation.
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on the flavor field fluctuations inside flavor space
 XY
A3

×

 00
µ

 =

 µY−µX
0

 , (4.128)
where the components correspond to the three flavor directions {T 1 + iT 2, T 1 − iT 2, T 3} in the
case of SU(2)-flavor. Assuming that components X, Y,A3 and µ are positive, we conclude that X
and Y are precessing with opposite sense of rotation. The flavor field Larmor frequency is given
by the chemical potential ωL = µ. The chemical potential µ is the minimum energy which an
excitation has to have in order to be produced and propagated in the plasma wmin = m.
Problem at the horizon We have introduced the chemical potential in our D3/D7-setup in
the simplest possible way by choosing the corresponding gravity background gauge field compo-
nent A0 = µ+ c/ρ+ . . . to be constant throughout the whole AdS bulk. This includes the special
case that this gravity field does not vanish at the black hole horizon. Unfortunately there remains
a conceptual problem with this simple constant potential apporach. Studying the AdS black hole
metric (3.12), we see that in these coordinates at the horizon u = 1 the time component of the
metric vanishes lim
u→1
g00 = 0. Therefore a vector in time direction such as ∂0 is not well-defined
in these coordinates. One possible solution to this problem is to claim that the background flavor
gauge field should vanish at the horizon 20. Nevertheless we can argue that the constant back-
ground field approach is still justified as a qualitative estimate. Comparing to figure 10 in the next
section where we choose a non-constant background field A˜0 which vanishes at the horizon, we
notice that the background gauge field solving the equations of motion is constant almost every-
where. Only in a small region near the horizon it has a non-zero derivative which drops quickly to
approach zero in the bulk as seen from the slope of A˜0 in figure 10. Since we are interested in the
boundary theory only, we can argue that the constant background field is a good approximation in
that region. Taking in account the non-constant behavior of the flavor background near the hori-
zon merely influences the equation of motion (not the on-shell action for correlation functions).
Solving the equations of motion for gauge field fluctuations we see that the difference is only a
shift of values at the boundary coming from integrating the peak near the horizon in ∂uA˜0.
In order to incorporate both the simplicity of a constant background field in the bulk and the
vanishing boundary condition at the horizon we could use the theta function µ(u) = Θ(u− uH)µ
with a constant µ. Nevertheless, the derivative of this potential has a delta peak at the horizon and
we have not studied yet how this influences our computation. Finally we should note that there
may be other background field configurations solving this setup which might not have to vanish at
the horizon. In order to study this point we would have to go to non-singular coordinates such as
Kruskal coordinates.
4.3. Thermodynamics at finite baryon density or potential
In this section we will review the thermodynamics of the strongly coupled thermal field theory
dual to a D3/D7-brane configuration in the AdS black hole background (3.12). This section sum-
marizes the results of the work of Myers et al. on this topic [41, 42, 52, 56] and provides a few
20 The author is grateful to Robert Myers and David Mateos for pointing this out and suggesting to work with a
non-constant background flavor gauge field.
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additional remarks. This will help us to interpret our own results within this and similar setups
that follow in the next sections and chapters.
Except from changing the radial coordinate from u to ̺ we also have to be careful with the defi-
nition of the thermodynamic ensemble in which we are working. It is crucial for the understanding
of all brane thermodynamics to understand that we can work either in the canonical ensemble or in
the grandcanonical ensemble. The canonical ensemble is in contact with a heat bath only and we
work at an arbitrary but fixed charge density nB . In contrast to this situation the grandcanonical
ensemble additionally is in contact with a particle bath such that the chemical potential is fixed at
an arbitrary value. In the thermodynamic limit both ensembles are equivalent but we will see that
there are phase space regions in one ensemble which we can not reach in the other. Therefore it is
instructive to consider both.
Brane configuration and background Let us describe the gravity dual of the canonical en-
semble first, i.e. we fix the charge density which in our case ist the baryon charge density nB . We
consider asymptotically AdS5 × S5 space-time which arises as the near horizon limit of a stack
of Nc coincident D3-branes. More precisely, our background is an AdS black hole, which is the
geometry dual to a field theory at finite temperature (see e.g. [28]). We make use of the coordinates
of [42] to write this background in Minkowski signature as
ds2 =
1
2
( ̺
R
)2(
−f
2
f˜
dt2 + f˜dx2
)
+
(
R
̺
)2 (
d̺2 + ̺2dΩ25
)
,
(4.129)
with the metric dΩ25 of the unit 5-sphere, where
f(̺) = 1− ̺
4
H
̺4
, f˜(̺) = 1 +
̺4H
ρ4
,
R4 = 4πgsNcα
′2, ̺H = TπR2.
(4.130)
Here R is the AdS radius, gs is the string coupling constant, T the temperature, Nc the number
of colors. In the following some equations may be written more conviniently in terms of the
dimensionless radial coordinate ρ = ̺/̺H , which covers a range from ρ = 1 at the event horizon
to ρ→∞, representing the boundary of AdS space.
Into this ten-dimensional space-time we embed Nf coinciding D7-branes, hosting flavor gauge
fields Aµ. The embedding we choose lets the D7-branes extend in all directions of AdS space
and, in the limit ρ → ∞, wraps an S3 on the S5. It is convenient to write the D7-brane action in
coordinates where
d̺2 + ̺2dΩ25 = d̺
2 + ̺2(dθ2 + cos2 θdφ2 + sin2 θdΩ23), (4.131)
with 0 ≤ θ < π/2. From the viewpoint of ten dimensional Cartesian AdS5 × S5, θ is the angle
between the subspace spanned by the 4,5,6,7-directions, into which the D7-branes extend perpen-
dicular to the D3-branes, and the subspace spanned by the 8,9-directions, which are transverse to
all branes.
Due to the symmetries of this background, the embeddings depend only on the radial coordinate
ρ. Defining χ ≡ cos θ, the embeddings of the D7-branes are parametrized by the functions χ(ρ).
They describe the location of the D7-branes in 8, 9-directions. Due to our choice of the gauge
field fluctuations in the next subsection, the remaining three-sphere in this metric will not play a
prominent role.
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The metric induced on the D7-brane probe is then given by
ds2 =
1
2
( ̺
R
)2(
−f
2
f˜
dt2 + f˜ dx2
)
+
1
2
(
R
̺
)2
1− χ2 + ̺2χ′2
1− χ2 d̺
2
+R2(1− χ2)dΩ23.
(4.132)
Here and in what follows we use a prime to denote a derivative with respect to ̺ (resp. to ρ in
dimensionless equations). The symbol √−g denotes the square root of the determinant of the
induced metric on the D7-brane, which is given by
√−g = ̺3f f˜
4
(1− χ2)
√
1− χ2 + ̺2χ′2. (4.133)
The table below gives an overview of the indices we use to refer to certain directions and
subspaces.
AdS5 S
3
coord. names x0 x1 x2 x3 ̺ –
µ, ν, . . .
indices i, j, . . . ̺
0 1 2 3 4
The background geometry described so far is dual to thermal N = 4 supersymmetric SU(Nc)
Yang-Mills theory with Nf additional N = 2 hypermultiplets. These hypermultiplets arise
from the lowest excitations of the strings stretching between the D7-branes and the background-
generating D3-branes. The particles represented by the fundamental fields of the N = 2 hyper-
multiplets model the quarks in our system. Their mass Mq is given by the asymptotic value of the
separation of the D3- and D7-branes. In the coordinates used here we write [59]
2Mq√
λT
=
M¯
T
= lim
ρ→∞
ρχ(ρ) = m, (4.134)
where we introduced the dimensionless scaled quark mass m.
In addition to the parameters incorporated so far, we aim for a description of the system at
finite chemical potential µ and baryon density nB . In field theory, a chemical potential is given
by a nondynamical time component of the gauge field. In the gravity dual, this is obtained by
introducing a ρ-dependent gauge field component A¯0(ρ) on the D7 brane probe. For now we
consider a baryon chemical potential which is obtained from the U(1) subgroup of the flavor
symmetry group. The sum over flavors then yields a factor of Nf in front of the DBI action written
down below.
The value of the chemical potential µ in the dual field theory is then given by
µ = lim
ρ→∞
A¯0(ρ) =
̺H
2πα′
µ˜, (4.135)
where we introduced the dimensionless quantity µ˜ for convenience. We apply the same normal-
ization to the gauge field and distinguish the dimensionful quantity A¯ from the dimensionless
A˜0 = A¯0 (2πα
′)/̺H .
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The action for the probe branes’ embedding function and gauge fields on the branes is
SDBI = −Nf TD7
∫
d8ξ
√
| det(g + F˜ )|. (4.136)
Here g is the induced metric (4.132) on the brane, F˜ is the field strength tensor of the gauge fields
on the brane and ξ are the branes’ worldvolume coordinates. TD7 is the brane tension and the factor
Nf arises from the trace over the generators of the symmetry group under consideration. For finite
baryon density, this factor will be different from that at finite isospin density.
In [42], the dynamics of this system of branes and gauge fields was analyzed in view of de-
scribing phase transitions at finite baryon density. Here we use these results as a starting point
which gives the background configuration of the brane embedding and the gauge field values at
finite baryon density. To examine vector meson spectra, we will then investigate the dynamics of
fluctuations in this gauge field background.
In the coordinates introduced above, the action SDBI for the embedding χ(ρ) and the gauge
fields’ field strength F˜ is obtained by inserting the induced metric and the field strength tensor
into (4.136). As in [42], we get
SDBI = −NfTD7̺3H
∫
d8ξ
ρ3
4
f f˜(1− χ2)
×
√
1− χ2 + ρ2χ′2 − 2 f˜
f 2
(1− χ2)F˜ 2ρ0 , (4.137)
where F˜ρ0 = ∂ρA˜0 is the field strength on the brane. A˜0 depends solely on ρ.
According to [42], the equations of motion for the background fields are obtained after Legen-
dre transforming the action (4.137). Varying this Legendre transformed action with respect to the
field χ gives the equation of motion for the embeddings χ(ρ),
∂ρ
[
ρ5f f˜(1− χ2)χ′√
1− χ2 + ρ2χ′2
√
1 +
8d˜2
ρ6f˜ 3(1− χ2)3
]
=− ρ
3f f˜χ√
1− χ2 + ρ2χ′2
√
1 +
8d˜2
ρ6f˜ 3(1− χ2)3
×
[
3(1− χ2) + 2ρ2χ′2 − 24d˜2 1− χ
2 + ρ2χ′2
ρ6f˜ 3(1− χ2)3 + 8d˜2
]
.
(4.138)
The dimensionless quantity d˜ is a constant of motion. It is related to the baryon number density
nB by [42]
nB =
1
25/2
NfN
√
λT 3d˜. (4.139)
Below, equation (4.138) will be solved numerically for different initial values χ0 and d˜. The
boundary conditions used are
χ(ρ = 1) = χ0, ∂ρχ(ρ)
∣∣∣
ρ=1
= 0. (4.140)
The quark mass m is determined by χ0. It is zero for χ0 = 0 and tends to infinity for χ0 → 1.
Figure 9 shows the dependence of the scaled quark mass m = 2Mq/
√
λT on the starting value χ0
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Figure 9: The dependence of the scaled quark mass m = 2Mq/
√
λT on the horizon value χ0 = limρ→1 χ
of the embedding.
for different values of the baryon density parametrized by d˜ ∝ nB . In general, a small (large) χ0
is equivalent to a small (large) quark mass. For χ0 < 0.5, χ0 can be viewed as being proportional
to the large quark masses. At larger χ0 for vanishing d˜, the quark mass reaches a finite value. In
contrast, at finite baryon density, if χ0 is close to 1, the mass rapidly increases when increasing χ0
further. At small densities there exists a black hole to black hole phase transition which we will
discuss in section 4.3. In embeddings where this phase transition is present, there exist more than
one embedding for one specific mass value. In a small regime close to χ0 = 1, there are more than
one possible value of χ0 for a given m. So in this small region, χ0 is not proportional to Mq. The
equation of motion for the background gauge field A˜ is
∂ρA˜0 = 2d˜
f 2
√
1− χ2 + ρ2χ′2√
f˜(1− χ2)[ρ6f˜ 3(1− χ2)3 + 8d˜2]
. (4.141)
Integrating both sides of the equation of motion from ρH to some ρ, and respecting the boundary
condition A˜0(ρ = 1) = 0 [42], we obtain the full background gauge field
A˜0(ρ) = 2d˜
ρ∫
ρ0
dρ
f
√
1− χ2 + ρ2χ′2√
f˜(1− χ2)[ρ6f˜ 3(1− χ2)3 + 8d˜2]
. (4.142)
Recall that the chemical potential of the field theory is given by limρ→∞ A˜0(ρ) and thus can be
obtained from the formula above. Examples for the functional behavior of A0(ρ) are shown in
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Figure 10: The three figures of the left column show the embedding function χ versus the radial coordi-
nate ρ, the corresponding background gauge fields A˜0 and the distance L = ρχ between the D3 and the
D7-branes at d˜ = 10−4/4. L is plotted versus r, given by ρ2 = r2+L2. In the right column, the same three
quantities are depicted for d˜ = 0.25. The five curves in each plot correspond to parametrizations of the quark
mass to temperature ratio with χ0 = χ(1) = 0, 0.5, 0.9, 0.99 (all solid) and 0.99998 (dashed) from bottom
up. These correspond to scaled quark masses m = 2Mq/T
√
λ = 0, 0.8089, 1.2886, 1.3030, 1.5943
in the left plot and to m = 0, 0.8342, 1.8614, 4.5365, 36.4028 on the right. The curves on the left
exhibit µ ≈ 10−4. Only the upper most curve on the left at χ0 = 0.99998 develops a large chem-
ical potential of µ = 0.107049. In the right column curves correspond to chemical potential val-
ues µ = 0.1241, 0.1606, 0.5261, 2.2473, 25.3810 from bottom up.
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figure 10. Note that at a given baryon density nB 6= 0 there exists a minimal chemical potential
which is reached in the limit of massles quarks.
The asymptotic form of the fields χ(ρ) and A0(ρ) can be found from the equations of motion
in the boundary limit ρ→∞,
A¯0 = µ− 1
ρ2
d˜
2πα′
+ · · · , (4.143)
χ =
m
ρ
+
c
ρ3
+ · · · . (4.144)
Here µ is the chemical potential, m is the dimensionless quark mass parameter given in (4.134), c
is related to the quark condensate by
〈ψ¯ψ〉 = −1
8
√
λNfNcT
3c , (4.145)
and d˜ is related to the baryon number density as stated in (4.139). See also figure 10 for this
asymptotic behavior. The ρ-coordinate runs from the horizon value ρ = 1 to the boundary at ρ =
∞. In most of this range, the gauge field is almost constant and reaches its asymptotic value,
the chemical potential µ, at ρ → ∞. Only near the horizon the field drops rapidly to zero. For
small χ0 → 0, the curves asymptote to the lowest (red) curve. So there is a minimal chemical
potential for fixed baryon density in this setup. At small baryon density (d˜ ≪ 0.00315) the
embeddings resemble the Minkowski and black hole embeddings known from the case without a
chemical potential. Only a thin spike always reaches down to the horizon.
Brane thermodynamics at vanishing charge density and potential In order to understand
the dual gauge theory thermodynamics of this gravity setup we have just built up, let us take one
step back and choose the baryon density to vanish, i.e. d˜ = 0. This setup was analyzed in [56]
and we briefly review the results. The most prominent thermodynamic feature of the D3/D7-setup
at vanishing charge densities is a phase transition for the fundamental matter between a confined
and a deconfined phase taking place at the temperature Tfund. Dual to this we have a geometric
transition as shown in figure 11 on the gravity side of the correspondence from a Minkowski phase
to a black hole phase, respectively. This means that at vanishing density and potential depending
on the parameter m Minkowski embeddings and black hole embeddings are both present. Looking
at the free energy (cf. figure 12) of these configurations reveals that there are actually three dif-
ferent regions: one low-temperature region where only Minkowski-embeddings (blue dotted line
in figure 12) are possible, one intermediate region where both embeddings are possible but one
is thermodynamically favored, and finally one high-temperature region (m > 0.92) where only
black hole embeddings (red line in figure 12) are present. The intersection point of the branches
with lowest free energy marks the phase transition near M¯/T = 0.766. This transition of course is
reflected in discontinuities and multi-valued regions in thermodynamic quantities such as the free
energy F , the entropy S, the internal energy E and the speed of sound vs. The free energy, entropy
and internal energy are shown for the D3/D7-setup in figure 12. These quantities are computed
using equations (2.93) and (2.94) as well as the holographically renormalized (see section 2.4)
D7-brane action. Furthermore the speed of sound can be written as a sum of contributions from
the D3 and D7-branes which we expand in Nf/Nc keeping only the leading order
vs
2 =
S
cv
=
S3 + S7
cv 3 + cv 7
=
1
3
+
λNf
(12π)2πNc
(
mc +
1
3
mT
∂c
∂T
)
+ . . . , (4.146)
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Figure 11: Schematic sketch of the three different kinds of embeddings which solve the background equa-
tions of motion at vanishing charge density and potential. This figure has been kindly provided by the
authors of [56].
with the parameter m which is related to the quark mass by (4.134) and the parameter c being
related to the quark condensate by (4.145). The numerical result is shown in figure 13.
Brane thermodynamics at finite baryon density Now we consider a finite baryon density
setup as described at the beginning of this section as was done in [42]. This paragraph’s title
already states clearly that we are working in the canonical ensemble here fixing the baryon density
to a finite value and having the chemical potential as a thermodynamic variable. Looking at the
embeddings we find numerically in figure 10, we observe that no Minkowski embeddings exist at
finite baryon density. In other words: there is always a thin spike reaching from the D7-branes
down to the black hole horizon. This spike can be characterized more closely looking at the
Legendre transformed D7-action for embeddings with a very thin spike, i.e. in the limit χ→ 1 we
find
SD7 ∼ −nqVx 1
2πα′
∫
dt d̺
√
−g00(g44 + gΘΘ(∂4Θ)2)) , (4.147)
which is the Nambu-Goto action for a bundle of fundamental strings with a density nq stretching
from the D7-brane to the horizon. This means that in the canonical setup for non-zero baryon
density we only have access to black hole embeddings. We can only reach Minkowski embeddings
in the case of vanishing baryon density nq = 0 (equivalently d˜ = 0) while the chemical potential
may be chosen arbitrarily. In contrast to this vanishing density case, in our setup developed for
finite baryon density, a vanishing density also implies that the chemical potential vanishes µ˜ = 0
as seen from (4.142). Note, that Minkowski embeddings are still possible but these always imply
vanishing density. The system at finite baryon density features an apparent phase transition. The
transition takes place from black hole embedings to other black hole embeddings which is different
from the Minkowski to black hole transition at vanishing density. Furthermore the black hole to
black hole transition ceases to exist at a critical point in the phase diagram 14 which lies at (d˜∗ =
0.00315, T ∗fund/M¯ = 0.7629). Later examinations in the grandcanonical ensemble have shown
that this black hole to black hole transition is not the thermodynamic process taking place in this
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Figure 12: The free energy, entropy and internal energy are shown as functions of the scaled temperature
at vanishing charge density and potential. This figure has been kindly provided by the authors of [56].
region. That is because there actually exists a mixed (Minkowski and black hole) phase in the
region around the transition line in figure 14 and the mere black hole embeddings considered here
do not give the thermodynamic ground state of the system. Therefore the transition takes place
between a black hole and a (possibly) mixed phase.
Brane thermodynamics at finite baryon chemical potential In order to understand the state-
ments about the correct ground state and how to find the valid phase transition, let us now turn
to the grandcanonical ensemble. We fix the chemical potential to a finite value and consider the
baryon density as our thermodynamic variable. In figure 15 we have sketched the Minkowski with
vanishing density as a grey shaded region at small temperature and chemical potential. Mean-
while the black hole phase with finite baryon density is shown in white. It is important to note
here that the separation line between these two grey and white regions does in principal not have
to be identical with the line of phase transitions. Recall that in the canonical ensemble we have
found, at least apparently, a black hole to black hole transition, so this would be a white region to
white region transition in the diagram 15. The line of phase transitions is not shown in figure 15
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Figure 13: The speed of sound shown as a function of the scaled temperature at vanishing charge density
and potential. This figure has been kindly provided by the authors of [56].
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Figure 14: The phase diagram in the canonical ensemble for a system at finite baryon density. On the
axes the scaled baryon density d˜ is shown versus the scaled temperature T/M¯ . This figure has been kindly
provided by the authors of [42].
and one has to determine it from looking at the free energy of all configurations that are possible
at a given point (T, µ) in the phase diagram. The resulting grandcanonical phase transition line
is shown as the red line in figure 16. In figure 15 we merely show some exemplary equal-density
lines in order to illustrate what region we are able to scan in the canonical ensemble. Figure 17
shows the density-temperature phase diagram which follows from a thorough examination of the
system in the grandcanonical ensemble. The red line in figure 17 shows the charge density which
is computed along the line of transitions in the grandcanonical ensemble which again is given by
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Figure 15: The phase diagram in the canonical ensemble plotted against the variables of the grandcanonical
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scaled temperature T/M¯ . This figure is taken from our work [2].
the red line in figure 16. Note that on the other side of the phase transition the density is zero and
so in the grandcanonical ensemble the charge density jumps from zero to a finite density in this
region and the intermediate densities under the red curve in figure 17 are not accessible. The blue
line shows the line of black hole to black hole phase transitions which were found in the canonical
ensemble (cf. figure 14). The grey shaded region enclosed by blue and green lines shows a region
where the present black hole embeddings are unstable against fluctuations of baryon charge, i.e.
the condition ∂nq/(∂µq)|T > 0 is not satisfied for these embeddings. Since both ensembles in the
infinite volume limit are equivalent, we need to explain why there seem to be regions which one
can only enter in the canonical ensemble but not in the grandcanonical one. The idea here is that
for the density-temperature values under the red curve in figure 17 the system stays in a mixed
phase where both Minkowski and black hole phase are present. As an analog to this we may recall
that for example water features such a mixed phase in the transition from its liquid to its gaseous
phase. Note that the region of the mixed phase (under the red curve in figure 17) is not identical
with the region where unstable embeddings exist (grey shaded region in figure 17).
Now we understand the statement that the black hole to black hole phase transition found in
the canonical ensemble is not realized. This is because that transition (blue line in figure 17) lies
entirely in the mixed phase. Since in the canonical setup we considered the pure black hole phase
to be the thermodynamic ground state, those results can not be trusted in this particular region of
the mixed phase. We would have to carry out our thermodynamic analysis with that mixed phase.
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Figure 16: The line of phase transitions in the grandcanonical ensemble for a system at finite baryon
chemical potential. On the axes the scaled chemical potential µq/Mq , with the quark mass Mq is shown
versus the scaled temperature T/M¯ . This figure has been kindly provided by the authors of [52].
4.4. Thermodynamics at isospin & baryon density or potential
Here we consider an extension of the previous section where we worked at finite baryon back-
grounds, i.e. we considered only the U(1)-part of the full U(Nf ) flavor group. Now we supple-
ment this setup by switching on a finite isospin background, i.e. the SU(Nf)-part of the flavor
group, at the same time. The results presented here are my work in collaboration with Patrick
Kerner (cf. [117]) and the results presented here are currently to be published [3]. We have to de-
velop a few new concepts and interpretations but the resulting calculations are analogous to those
in section 4.3.
The main point of the previous section was to understand the phase diagram and thermodynam-
ics of the gauge theory with finite baryon density or potential which is dual to the D3/D7-brane
setup in a non-extremal AdS-black hole background on the gravity side. We have learned in that
simple example that we need to carry out holographic renormalization (cf. section 2.4) in order to
get finite thermodynamics and we experienced that there may be unstable configurations or mixed
phases which force us to make use of the thermodynamic ensembles in a complementary way.
That is so important because now we are going to use very similar embeddings and carry out the
same thermodynamic analysis for a thermal gauge theory when an isospin and baryon chemical
potential (or equivalently their conjugate densities) are switched on simultaneously. In principle
we are free to compute thermodynamic quantities for any Nf but since we will work numerically,
we need to plug in definite numbers and for this purpose let us confine our examination to the
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Figure 17: The phase diagram in the grandcanonical ensemble for a system at finite chemical potential.
On the axes the scaled baryon density d˜ is shown versus the scaled temperature T/M¯ . This figure has been
kindly provided by the authors of [52].
special isospin case Nf = 2. The generalization to arbitrary number of flavors is accomplished in
the next section 4.5.
4.4.1. Introducing baryon and isospin chemical potentials and densities
Starting from the Dirac-Born-Infeld action
SB&I = −TD7
∫
d8ξStr{
√
det(g + (2πα′)FB&I)} , (4.148)
with the baryon and isospin background gauge field
FB&Iµν = δµ4δν0
[
F 040T
0 + F 140T
1 + F 240T
2 + F 340T
3
]
, (4.149)
with flavor group generators T a, a = 1, 2, . . . , (Nf 2 − 1). Here we have assumed that the back-
ground gauge field A has its only component in time direction A0 and that it only depends on
the radial AdS-coordinate x4 = ̺. Therefore the only non-vanishing derivative acting on the
background gauge field is the radial one ∂4A0 6= 0, while ∂0,1,2,3,5,6,7A0 ≡ 0. In general the
background field strength would be F aµν = 2∂[µAaν] + fabcAbµAcν , which with our assumptions be-
comes F aµν = δµ4δν0∂4A
a
0+ δµ0δν0f
abcAb0A
c
0 and the second term vanishes because of the antisym-
metry in indices b, c. The first term in (4.149) is the baryonic background already considered in the
previous section. The remaining three terms correspond to the three flavor directions a = 1, 2, 3
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in flavor space and the generators are T a = σa/2 with the Pauli matrices which we complete by
the identity σ0 in order to have a complete basis
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (4.150)
Now we would like to find an exact solution for the background field and the D7-brane embed-
ding and thus we rewrite the action (4.148)
SB&I = −TD7
∫
d8ξStr{
√
− det g
√
det(1 + g−1(2πα′)FB&I)} , (4.151)
= −TD7
∫
d8ξStr{
√
− det g
√
det[1 + g00g44(2πα′)2(FB&I40)2]} , (4.152)
(4.153)
and we have performed the second step by calculating the determinant
det(g + (2πα′)FB&I) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
g00 0 0 0 (2πα
′)FB&I40 0 0 0
0 g11 0 0 0 0 0 0
0 0 g22 0 0 0 0 0
0 0 0 g33 0 0 0 0
−(2πα′)FB&I40 0 0 0 g44 0 0 0
0 0 0 0 0 g55 0 0
0 0 0 0 0 0 g66 0
0 0 0 0 0 0 0 g77
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= g00g11g22g33g44g55g66g77 + g11g22g33g55g66g77(2πα
′)2(FB&I40)
2 ,
= det g
[
1 + g00g44(2πα′)2(FB&I40)
2
]
. (4.154)
Making use of the spin-representation property (Clifford algebra) of Pauli matrices
{σa, σb} = 2δab , (4.155)
we evaluate the square of non-Abelian background gauge field strengths appearing in (4.151)
(FB&I40)
2 =
[
(F 040)
2 + (F 140)
2 + (F 240)
2 + (F 340)
2
]
(σ0/2)2 +
2F 040
[
F 140σ
1/2 + F 240σ
2/2 + F 340σ
3/2
]
(σ0/2) . (4.156)
Recall that we have F40 = −F04 = ∂4A0, so we do not have to take care of the structure constant
term or any commutator. Now we observe that all terms coupling different flavor representa-
tions σiσj , i 6= j , i, j = 0, 1, 2, 3 are proportional to the baryonic piece F 0 and thus have the
form F 0σ0F aσa , a = 1, 2, 3. Thus the determinant simplifies to a sum in which the flavors are
decoupled if we set the baryonic field to zero F 040 ≡ 0. Then for pure isospin background we have
the action
SI = −TD7
∫
d8ξStr{
√
− det g
√
1Nf×Nf + (2πα′)2g00g44 [(F
a
40)
2] (σ0/2)2} ,
= −TD7
∫
d8ξStr{1Nf×Nf}
√
− det g
√
1 +
(2πα′)2
4
g00g44[(F a40)
2] ,
= −TD7Nf
∫
d8ξ
√
− det g
√
1 +
(2πα′)2
4
g00g44[(F 140)
2 + (F 240)
2 + (F 340)
2] .
(4.157)
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In this setup we can study how the three different charge densities or equivalently how the three
components of the chemical potential in flavor directions influence each other. We will elaborate
on this in section 6.5.
A slightly more complicated case emerges if none of the field-strengths vanishes F i40 6= 0 ∀ i =
0, 1, 2, 3
SB&I = −TD7
∫
d8ξStr
{√
− det g
×
√
1Nf×Nf + (2πα′)2g00g44
[
1
4
((F 040)
2 + (F a40)
2)(σ0)2 +
1
2
F 040F
a
40σ
aσ0
]}
.
(4.158)
The complicating feature here is that one has to evaluate the square root of a sum of partly non-
diagonal flavor representations. In order to simplify taking the square root inside this action we
only consider the diagonal gauge representations σ0 which gives the baryonic part and σ3 which
gives the isospin piece. This is equivalent to turning the flavor coordinate system until our chemical
potential points along the third isospin direction. In this case we get the action
SB&I3 = −TD7
∫
d8ξStr
{√
− det g
×
√√√√√√1Nf×Nf + (2πα′)2g00g444

((F 040)2 + (F 340)2)︸ ︷︷ ︸
(F 03)2
(σ0)2 + 2F 040F
3
40σ
3σ0



 .
= −TD7
∫
d8ξStr
{√
− det g
×
√√√√( 1 + (2πα′)2g00g444 [(F 03)2 + 2F 040F 340] 0
0 1 + (2πα
′)2g00g44
4
[(F 03)2 − 2F 040F 340]
)
 .
= −TD7
∫
d8ξ
√
− det g ×
[√
1 +
(2πα′)2g00g44
4
[(F 03)2 + 2F 040F
3
40]
+
√
1 +
(2πα′)2g00g44
4
[(F 03)2 − 2F 040F 340]
]
.
(4.159)
Note, that there is a term mixing the two flavor field strengths F 0, F 3 in each of the two square
roots. Since we are interested in the equations of motion for the gauge fields appearing as F i40 =
∂4A
i
0, we would end up with a set of coupled equations of motion for A00 and A30 if we simply
applied the Euler-Lagrange equation to this action. In order to decouple the dynamics right here,
we introduce the rather obvious flavor combinations
X1 = A
0
0 + A
3
0 , X2 = A
0
0 − A30 , (4.160)
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which yields the action
SB&I3 = −TD7
∫
d8ξ
√
− det g
[√
1 +
(2πα′)2g00g44
4
∂4X1
2 +
√
1 +
(2πα′)2g00g44
4
∂4X2
2
]
.
(4.161)
Substituting in the explicit metric induced on the D7-brane (4.132) gives
SB&I3 = −TD7
∫
d8ξ
√
h3
4
ρ3f f˜(1− χ2)
×
(√
1− χ2 + ̺2(∂̺χ)2 − 2(2πα′)2 f˜
f 2
(1− χ2)(∂̺X1)2
+
√
1− χ2 + ̺2(∂̺χ)2 − 2(2πα′)2 f˜
f 2
(1− χ2)(∂̺X2)2
)
. (4.162)
These are just two summed up copies of the Abelian action given in (4.137) and in order to solve
for the background gauge fields and for the brane embedding χ we have to apply the same steps
as in 4.3 to each of the two terms. This means that we find two constant of motion d1, d2 each of
which is proportional to a certain flavor charge density. Legendre transforming the action in order
to eliminate the fields X1, X2 in favor of these constants d1, d2, we obtain the action
S˜B&I3 = SB&I3 −
∫
d8ξ
(
X1
δS
δX1
+X2
δS
δX2
)
= −TD7
∫
d8ξ
√
h3
4
̺3f f˜(1− χ2)
√
1− χ2 + ̺2(∂̺χ)2(√
1 +
8d1
2
(2πα′)2T 2D7̺6f˜ 3(1− χ2)3
+
√
1 +
8d2
2
(2πα′)2T 2D7̺6f˜ 3(1− χ2)3
)
.
(4.163)
And from this the equation of motion for the embedding function χ can be deduced in the following
form
∂ρ

ρ5f f˜(1− χ2) ∂ρχ√1− χ2 + ρ2(∂ρχ)2


√√√√1 + 8d˜12
ρ6f˜ 3(1− χ2) +
√√√√1 + 8d˜22
ρ6f˜ 3(1− χ2)




=− ρ
3f f˜χ√
1− χ2 + ρ2(∂ρχ)2
{
[3(1− χ2) + 2ρ(∂ρχ)2]


√√√√1 + 8d˜12
ρ6f˜ 3(1− χ2) +
√√√√1 + 8d˜22
ρ6f˜ 3(1− χ2)


− 24
ρ6f˜ 3(1− χ2)3 (1− χ
2 + ρ2(∂ρχ)
2

 d˜21√
1 + 8d˜1
2
ρ6f˜3(1−χ2)
+
d˜22√
1 + 8d˜2
2
ρ6f˜3(1−χ2)


}
.
(4.164)
This is the equation of motion we need to solve numerically for the embedding func-
tion χ(ρ, d˜1, d˜2). The boundary conditions on χ are unchanged to those in the purely baryonic
case χ(ρH) = χ0 and χ′(ρH) = 0.
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4.4.2. Thermodynamic quantities
Let us collect the numerical results for thermodynamic quantities graphically here. We will
use a few meaningful parameter combinations to produce plots versus the mass to energy ratio in
order to understand how the finite baryon and isospin densities influence the quark condensate,
the themodynamic quantities entropy, internal energy, free energy, and the hydrodynamic quantity
speed of sound.
Let us start out by identifying the string theory objects which produce the spike which is always
present if any of the two (baryon or isospin) densities is non-zero. In the spirit of the ’strings from
branes’ approach reviewed in section 4.3 we Legendre-transformed action as
S˜ = −TD7√
2
∫
d8ξ
f√
f˜
√
1 +
̺2(∂̺χ)2
1− χ2

 Nf∑
i=1
√
d2i
(2πα′)2TD7
+
̺6f˜ 3(1− χ2)3
8

 . (4.165)
Note that χ = cos θ, which becomes χ ≃ 1 if the embedding is very near to the axis. Therefore,
the second factors in the square roots can be neglected and we get
S˜ = −VxVol(S
3)
2πα′
Nf∑
i=1
di
∫
dtdρ
f√
2f˜
√
1 +
̺2(∂̺χ)2
1− χ2
= −VxVol(S
3)
2πα′
Nf∑
i=1
di
∫
dtd̺
√
−gtt(gρρ + gθθ(∂̺θ)2) . (4.166)
Recognize the fact that the result above can be written as the Nambu-Goto action for a bundle of
strings stretching in ρ direction but free bending in the θ direction
S˜ = −V3Vol(S3)

 Nf∑
i=1
di

SNG , (4.167)
where V3 is the Minkowski space volume while Vol(S3) gives the volume of the S3.
As we have learned in section 2.4 we need to compute the counter-terms
Sct = −NNf
4
((̺2max −m2)2 − 4mc) , (4.168)
which holographically renormalize the supergravity action. This renormalized Euclideanized ac-
tion is then identified with the free energy (2.93). Here ̺max is the UV -cutoff and the factor N is
given by
N = TD7V3Vol(S
3)̺4H
4T
=
λNcV3T
3
32
, (4.169)
where V3 again is the Minkowski space volume.
We have computed all thermodynamic quantities (free energy, internal energy, entropy, speed
of sound) in analogy to the case at vanishing densities [56]. In order to accomplish this we have
made use of the thermodynamic relations given in equation (2.94) and the equations following it.
Nevertheless, here we only show selected quantities in order to keep the overview. For details
confer with [3] and [117]. Results in the canonical ensemble for the quark condensate are com-
pared in figure 18, those for the entropy can be found in 21, free energy in 20 . Results from the
grandcanonical ensemble are displayed in figures 22 and 19.
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Figure 18: Numerical results in the canonical ensemble: The dependence of the quark condensate on the
scaled quark mass m = 2Mq√
λT
at baryon densities d˜B = 0.00005 (top left), the same value but zoomed into
the region near the black hole to black hole transition (top right), d˜B = 0.5 (bottom left) and d˜B = 2 (bottom
right). Differently colored curves in one plot show distinct values of the isospin density in relation to the
baryon density present: d˜I = d˜B in orange, d˜I = 3/4d˜B in red, d˜I = 1/2d˜B in blue, d˜I = 1/4d˜B in green
and d˜I = 0 in black. These plots were generated by Patrick Kerner [117].
4.4.3. Discussion of numerical results
As an analytical result we find an accidental symmetry in the numerical results which makes
it possible to interchange baryon and isospin density. One result of this is that the numerical
embeddings are always black hole embeddings if either d˜B 6= 0, or d˜I 6= 0, or both. Again
these black hole embeddings mimic the behavior of Minkowski embeddings with a spike from the
brane to the horizon at small temperatures or large quark masses just like in the case with baryon
density only. The black hole to black hole phase transition found in the baryonic case continues
to exist at finite isospin. Nevertheless, there are some significant differences to the baryonic case
showing in the quark condensate and thermodynamical quantities upon introduction of isospin
density or potential. In particular we find signatures of a new phase transition across the line of
equal potential or density for isospin and baryon charge resembling the phase diagram found in
the case of 2-color QCD [62].
Condensates, chemical potentials and densities Figure 18 shows the quark condensate c at
different baryon densities. Different curves in the plots correspond to different values for the
isospin density in relation to the baryon density. The black curve is from now on always the case
with only baryon density. So in order to find out what the effect of isospin density is, we look for
deviations from the black curves in all diagrams. We change the isospin density in quarter steps
from d˜I = 0/4d˜B to d˜I = 4/4d˜B. Due to the accidental symmetry we can simply interchange d˜B
and d˜I for all d˜I > d˜B and we get the same pictures as for the case d˜I ≤ d˜B .
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Figure 19: Numerical results in the grandcanonical ensemble: The dependence of the quark condensate on
the scaled quark massm = 2Mq√
λT
at baryon potentials µB = 0.1Mq (top) and µB = 0.8Mq (bottom) . Differ-
ently colored curves in one plot show distinct values of the isospin potential in relation to the baryon poten-
tial present: µI/Mq = 0µB/Mq (black), µI/Mq = 14µB/Mq (green), µI/Mq = 12µB/Mq (blue), µI/Mq =
3
4µ
B/Mq (red), µI/Mq = µB/Mq (orange). The dotted purple curves correspond to Minkowski embed-
dings. These plots were generated by Patrick Kerner [117].
At small d˜B and d˜I we still observe a phase transition between distinct black hole embed-
dings (see spiraling behavior in the top right plot in figure 18). A look on the free energy diagram
given in figure 20 confirms the existence of this transition near m = 1.306 where the branches
of the free energy curve cross each other. Recall that this is the phase transition discussed in the
baryonic case which was found to be replaced by a transition from the black hole phase to a mixed
phase rather. We will study the dependence of the location of this transition on isospin and baryon
density below. In the T → 0 limit any finite density breaks the supersymmetry and the chiral
condensate asymptotes to a finite non-zero value. We find that a larger baryon density produces a
larger condensate in the limit T → 0. Furthermore we observe that the maximum appearing in the
baryonic (black) condensate curve in the bottom left plot from figure 18) vanishes with increasing
isospin density. Adding larger and larger isospin density to the baryon density asymptotes to the
case shown in the bottom right plot at large baryon density. Here the maximum has disappeared.
In the limits T → 0 and T →∞ introduction of isospin density does not seem to have any effect
on the condensate since all curves unify in these limits.
Calculating the baryon and isospin chemical potentials we find a discontinuity at the val-
ues d˜B = d˜I . We take this discontinuity as an indicator for the existence of a phase transition
along the line d˜B = d˜I . In particular for d˜B > d˜I we find
lim
m→∞
µB = Mq , lim
m→∞
µI = 0 . (4.170)
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Figure 20: Numerical results in the canonical ensemble: The dependence of the free energy on the scaled
quark mass m = 2Mq√
λT
at baryon densities d˜B = 0.00005 (top left), the same value but zoomed into the
region near the black hole to black hole transition (top right), d˜B = 0.5 (bottom left) and d˜B = 2 (bottom
right). Differently colored curves in one plot show distinct values of the isospin density in relation to the
baryon density present: d˜I = d˜B in orange, d˜I = 3/4d˜B in red, d˜I = 1/2d˜B in blue, d˜I = 1/4d˜B in green
and d˜I = 0 in black.These plots were generated by Patrick Kerner [117].
For the case d˜B < d˜I the accidental symmetry between baryon and isospin density allows to
interchange these two and we are back in the case we discussed before. Finally, in the crucial
case d˜B = d˜I we can not distinguish between the two densities and both chemical potentials
approach the same value
lim
m→∞
µB =
Mq
2
, lim
m→∞
µI =
Mq
2
. (4.171)
This means that the chemical potential has to change discontinuously when the case of equal
densities is crossed increasing or decreasing one of both densities. We will discuss this phase
transition further in [3] but we have indications that this transition is completely analogous to the
one found in the condensates in the context of 2-color QCD [62]. Here we only collect more
evidence for the transition from calculations in the grandcanonical ensemble.
In order to learn more about the structure of the isospin and baryon phase diagram, we in-
vestigate the setup in the grandcanonical ensemble. Figure 19 shows the chiral condensate and
the baryon density versus the mass parameter m. The purple dotted curve in all grandcanonical
plots shows the Minkowski embeddings while the colored curves show results for different isospin
chemical potentials and the black curve always gives the case of non-vanishing baryon chemical
potential only.
The condensate shows a discontinuity (a gap) between the Minkowski and the black hole em-
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Figure 21: Numerical results in the canonical ensemble: The dependence of the entropy on the scaled
quark mass m = 2Mq√
λT
at baryon densities d˜B = 0.00005 (top left), the same value but zoomed into the
region near the black hole to black hole transition (top right), d˜B = 0.5 (bottom left) and d˜B = 2 (bottom
right). Differently colored curves in one plot show distinct values of the isospin density in relation to the
baryon density present: d˜I = d˜B in orange, d˜I = 3/4d˜B in red, d˜I = 1/2d˜B in blue, d˜I = 1/4d˜B in green
and d˜I = 0 in black. These plots were generated by Patrick Kerner [117].
beddings. Increasing the baryon density the lower left plot in figure 19 shows that increasing
the isospin density there exist black hole embeddings for all values of m, whereas the baryonic
curve ends at a finite m where the transition to Minkowski embeddings takes place. While the
curves giving the baryon density (right column in figure 19) for different values of µI have the
same zero m limit, they split considerably increasing the mass parameter m. The isospin density
shows a similar behavior except that the splitting between curves of different isospin potential is
larger. From the baryonic case we remember that we have no phase transition for µB > Mq (com-
pare the phase transition line in figure 14). Looking at the case µB = 0.8Mq with the or-
ange (µI = µB), red (µI = 3/4µB) and blue (µI = 1/2µB) curves in figure 19 we conclude from
their monotonously ascending behavior that there is no phase transition for these combinations of
potential values. In all these cases the sum of chemical potentials satisfies (µB+µI) > Mq suggest-
ing that compared to the baryonic case the same critical value for the phase transition to disappear
exists, with the mere difference that the critical value Mq now has to be compared to the sum of
both chemical potentials. Since the black curve corresponds to (µB + µI) = (0.8 + 0)Mq < Mq
the black (baryonic) curve shows a phase transition. Note that here the introduction and increase
of isospin potential drives this system from a regime with a phase transition into a regime without
a phase transition which is definitely a considerable impact on the system. The condensate shows
the same effect.
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Figure 22: Numerical results in the grandcanonical ensemble: The dependence of the grandcanonical
potential Ω and the entropy S7 on the scaled quark mass m = 2Mq√λT . We have chosen µ˜B/Mq = 0.01 in the
two plots on top and µ˜B/Mq = 0.8 in the lower ones. Differently colored curves in one plot show distinct
values of the isospin potential in relation to the baryon potential present: µI = 0 (black), µI = 14µB (green),
µI = 12µ
B (blue), µI = 34µB (red), µI = µB (orange). The dotted purple curves correspond to Minkowski
embeddings. These plots were generated by Patrick Kerner [117].
Thermodynamic quantities Coming to the thermodynamic quantities, we only mention a few
exemplary points where the introduction of isospin has a significant impact on the quantity. The
entropy in the canonical ensemble shows such an impact since the minimum present at vanishing
isospin density in figure 21 vanishes as the isospin density is increased. It is also worthwhile to
note that in the large mass limit m → ∞ the baryonic entropy curve (black) asymptotes to zero
while the finite densities generate entropy at any temperature or equivalently mass.
In the grandcanonical ensemble the entropy and internal energy have the same qualitative be-
havior shown in figure 22. Similar to the condensate the purely baryonic curve in the black hole
phase (black curve with µI = 0) shows a maximum in entropy and energy near m = 5 before
it ends near m = 7 and the system enters the Minkowski phase following the purple dotted line
for larger mass parameter m. Increasing the isospin chemical potential as in the condensate we
see (figure 22, bottom row) that the transition again vanishes since the system remains in the
black hole phase corresponding to the monotonously increasing entropy and energy curves. This
interpretation is confirmed by our studies [3] of the grandcanonical potential shown in figure 22.
Black hole to black hole transition In figure 23 we trace the location of the black hole to
black hole phase transition in the volume spanned by baryon density d˜B, isospin density d˜I and
the mass-temperature parameter m. The result is a two-dimensional surface showing an apparent
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Figure 23: The location m of the black hole–black hole phase transition is shown as a surface over the
baryon density – isospin density (d˜B –d˜I )-plane. The approximately circular upper edge shows the line of
critical points where the transition vanishes. This plot was generated by Patrick Kerner [117].
rotational SO(2)-symmetry. Note that we show only one quadrant since the accidental symmetries
between the charge densities mentioned earlier force the other three quadrants to be identical
copies of this first one. The complete phase transition surface would be nearly circular and finite
since it terminates at the critical points on the upper edge. A close study of the seemingly circular
upper edge of this surface shows that the SO(2)-symmetry is actually broken. This upper edge
contains the critical points at which the phase transition disappears. An analysis of the inner region
moving towards the origin we see that the surface asymptotes to being rotationally symmetric.
The phase transition line at finite baryon density only corresponds to the front edge (d˜I = 0) of
the surface shown in figure 23. Thus, together with the broken SO(2) symmetry we conclude that
the two differnent densities have actually a different effect than merely taking the baryon density
to be larger. The broken symmetry shows a subtle interplay between isospin and baryon density.
It would be interesting to study the stability of these phases (or rather the stability of solutions
in them). It is not impossible that the finite isospin also influences the thermodynamics such that
the baryonic black hole to mixed phase transition is qualitatively changed or it may not even be
the favored transition anymore. We plan to study this in [3].
The diffusive part of this system’s hydrodynamics is examined in chapter 6, section 6.3. We
will extend the phase diagram from figure 23 there beyond the line of critical points tracing a
minimum appearing in the diffusion coefficient and claiming that this is a hydrodynamic transition
being a softened version of the thermodynamical transition ending at the line of critical points. The
rotational symmetry in that extended transition surface will be obviously broken to a discrete Z4-
symmetry reflecting the accidental symmetries among the charges.
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4.5. Generalization to flavor number Nf > 2
In the previous section we restricted our study of the effects of a non-Abelian background gauge
field on the thermodynamic quantities in a strongly coupled gauge theory on the case Nf = 2 for
definiteness. In the present section we show how this case can be systematically generalized to
arbitrary flavor groups U(Nf > 2).
The first step to take is to find a generalization of the diagonal flavor representations which
simplified taking the square root and the symmetrized trace over flavor representations in the
example Nf = 2. Recall that there are (Nf − 1) diagonal generators in a SU(Nf ) which form
the Cartan subalgebra. Inspired by the interpretation that a diagonal generator of SU(Nf) should
charge one brane differently with respect to all others, we write the diagonal generators belonging
to the Cartan algebra as
λi = diag(1, . . . ,
i-th position︷ ︸︸ ︷
−(Nf − 1), . . . , 1) i = 1, . . . , Nf − 1 . (4.172)
For this choice of matrices the first flavor component is treated as the reference quantity to which
all isospin charges are measured. We call the unity matrix for the baryonic part λ0. Thus, we can
generalize F 040σ0 + F 340σ3 to
F
Nf
µν = Fµν = F
0
µνλ
0 +
Nf−1∑
i=1
F iµνλ
i . (4.173)
Thus the general effective action for a geometry in which the background flavor field points along
the diagonal directions only then reads
SDBI = −TD7
∫
dξ8Str
(√
| det(gλ0 + 2πα′F )|
)
= −TD7
∫
d8ξ
√−gStr
(√
λ0 + (2πα′)2g00g44(F40)2
)
,
(4.174)
where in the second line the determinant is calculated. Since the action in (4.174) is diagonal in
the flavor space, we are able to evaluate the trace (for more details see [117]). After a redefinition
of the fields
X0 = A
0
0 +
Nf−1∑
i=0
Ai0 , Xi =
∑
j 6=i
Aj0 − (Nf − 1)Ai0 , i = 1, . . . , (Nf − 1) , (4.175)
where Xi is the i-th component of the non-Abelian gauge field ANf , the non-Abelian DBI action
becomes a sum of Nf Abelian DBI actions
S = −TD7
∫
d8ξ
√
h3
4
ρ3f f˜(1−χ2)
(Nf−1∑
i=0
√
1− χ2 + ̺2(∂̺χ)2 − 2(2πα′)2 f˜
f 2
(1− χ2)(∂̺Xi)2
)
,
(4.176)
The constants of motion are given by
di =
δS
δ(∂ρXi)
= (2πα′)2TD7
√
h3
2
ρ3
f˜ 2
f
(1− χ2)2∂̺Xi√
1− χ2 + ρ2(∂ρχ)2 − 2(2πα′)2 f˜f2 (1− χ2)(∂̺Xi)2
.
(4.177)
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From the relations of the gauge fields we can read off the relations between the conjugate charge
densities
dB = dI0 =
Nf−1∑
i=0
di , d
Ii =
∑
j 6=i
dj − (Nf − 1)di i = 1, . . . , Nf − 1 . (4.178)
We now construct the Legendre transformation of the action (4.176) to eliminate the fields Xi in
favor of the constants di
S˜ = S −
∫
d8ξ
Nf∑
i=1
Xi
δS
δXi
= −TD7
∫
d8ξ
√
h3
4
̺3f f˜(1− χ2)
√
1− χ2 + ̺2(∂̺χ)2

Nf−1∑
i=0
√
1 +
8d2i
(2πα′)2T 2D7̺6f˜ 3(1− χ2)3

 .
(4.179)
Finally we obtain the equation of motion for the embedding χ as
∂ρ

ρ5f f˜(1− χ2) ∂ρχ√1− χ2 + ρ2(∂ρχ)2

Nf−1∑
i=0
√
1 +
8d˜2i
ρ6f˜ 3(1− χ2)




=− ρ
3f f˜χ√
1− χ2 + ρ2(∂ρχ)2
{
[3(1− χ2) + 2ρ(∂ρχ)2]

Nf−1∑
i=0
√
1 +
8d˜2i
ρ6f˜ 3(1− χ2)


− 24
ρ6f˜ 3(1− χ2)3 (1− χ
2 + ρ2(∂ρχ)
2


Nf−1∑
i=0
d˜2i√
1 +
8d˜2i
ρ6f˜3(1−χ2)


}
.
(4.180)
This equation of motion completes the formulae describing the introduction of the non-Abelian
part of the flavor group SU(Nf ) in the gravity background for an arbitrary number Nf of flavors.
This may be taken as the technical starting point for future investigations of the effects of non-
Abelian chemical potentials with any desired flavor number Nf as long as we stay in the probe-
brane (or quenched) limit Nf ≪ Nc.
4.6. Molecular dynamics
Guided by the intuition obtained from dispersion effects in examples such as propagation of
light through a prism, we assume that perturbations inside the thermal medium, the plasma, with
different frequencies and momenta will not all interact with the plasma in the same way and will
not propagate in the same manner. Therefore it is reasonable that the constant transport coefficients
we have considered so far should actually be modified to incorporate a frequency and momentum
dependence. On the thermal gauge theory side this idea is developed in the context of molecular
dynamics [118]. For example the frequency-dependent generalization of the Kubo type formulae
introduced in section 3.2.3 for the general transport coefficient η is given by
η(ω) = C
∞∫
0
dt eiωt〈Jη(0), Jη(t)〉 , (4.181)
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where C is a thermodynamic constant and Jη is the zero spatial momentum limit of the current
relevant for this transport process. For example if η was the heat conductivity then Jη would be
identified with the heat current.
As described in chapter 2, the gauge/gravity correspondence states that the full gauge the-
ory is encoded in the gravity theory. Thus we can also assume that the momentum dependent
transport coefficients are encoded in the gravity theory. In contrast to our hydrodynamic (small
frequency, long wave length) approach of section 3.1.2, we can use the more general setup which
will be described and applied in chapter 5 for the computation of flavor current correlation func-
tions. These are valid for perturbations with arbitrary four-momentum. So one way to find the
momentum-dependent transport coefficients on the field theory side is to compute the correlators
using a numerical gravity calculation. These then have to be substituted into expressions such as
the generalized Kubo formula (4.181).
It would also be interesting to fit these results to the analytic expressions from molecular dy-
namics. We may discover relations between the gravity and thermal gauge theory similar to the
identification of correlator poles with quasinormal frequencies.
4.7. Summary
In this chapter I have presented some of the main results of this thesis including the analytic
form of correlators being connected to hydrodynamics. We have also seen the numerically found
thermodynamics at finite non-Abelian flavor charge densities.
The main result for the hydrodynamic case are the correlators which all are similar to
GXY00 =
NcTRTq
2
8π[i(ω − µ)−Dq2] forw ≥ m . (4.182)
The longitudinal and time component correlators all have the diffusion pole ω = ±µ− iDq2 while
transversal modes do not show this diffusive behavior. The correlators have different dependence
on the frequency and spatial momentum (cf. (4.81) and the equations following it for details). The
presence of an isospin potential mainly manifests itself in the pole structure of longitudinal (0
and 3-component) correlators through shifting the location of the pole in the complex ω-plane by
the amount of the chemical potential ±µ along the real axis. Thus the main effect of the isospin
potential is that it splits the hydrodynamic diffusion pole located on the imaginary frequency axis
into a triplet. This behavior is a direct consequence of the changed indicial structure with in-
dices β = ±i(w ± m)/2. Two directions in flavor space (a = 1, 2) are affected in this way while
the third flavor direction parallel to the chemical potential does not feel the potential. We have
developed a physical interpretation of this situation by analogy to the symmetry breaking which
occurs in the case of Larmor precession of a spin inside a real-space magnetic field.
Since the poles of the correlator correspond to quasinormal frequencies in the gravity context,
we have also analyzed the structure of these poles using the imaginary part of the correlator in
the complex frequency plane. We found an antisymmetry around the pole which translates into
an antisymmetry in the spectral function. The spectral function displays a low-energy cut-off at
the value w = m which we interpret as a minimum energy that perturbations in the plasma need
to have in order to be produced. The spectral function also shows the structure of triplet splitting
that we found in the poles. We will see exactly this behavior again in chapter 5 when we consider
spectral functions at finite quark mass at arbitrary momentum. In section 4.2.5 we have discussed
these results and compared to our earlier approach neglecting terms of order Ø(µ2) in [1].
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Furthermore, we have introduced the new concept of a full non-Abelian chemical potential,
and we have developed the necessary techniques to analyze its dynamics and the thermodynamics
produced by this setup. These methods include a flavor transformation to fields ∝ (A1 ± A2)
decoupling the flavor structure in the corresponding background equations of motion. For defi-
niteness we have applied our techniques to the example Nf = 2 but section 4.5 generalizes these
concepts and calculational methods to arbitrary flavor numberNf . In particular we study the quark
condensate, the internal energy E, the entropy S, free energy F and the speed of sound Vs. In the
two-flavor setup we find two different phase transitions. One is the black hole to black hole tran-
sition known from the baryonic case. However, the second transition is located at the line in the
phase diagrams where isospin and baryon density or potential are equal. We have strong indica-
tions that this transition is analogous to that one found for 2-flavor QCD in [62]. It might also
be worthwhile to reduce our study of the phase structure to vanishing baryon but non-vanishing
isospin density in order to be able to more directly compare our results to lattice QCD or effective
approaches such as the Gross-Neveu model [119].
Finally, we have considered transport coefficients which depend on frequency and spatial mo-
mentum of the disturbance in the context of molecular dynamics in 4.6. The gravity calculation
should contain all the information about this four-momentum dependence. Therefore, we sug-
gest to obtain correlators from gravity numerically for fixed frequency and momentum, and to
substitute these correlators into Kubo formulae to obtain the transport coefficients. Repeating
this procedure scanning through different frequency and momentum values we should obtain the
four-momentum dependence of the transport coefficient numerically.
5. THERMAL SPECTRAL FUNCTIONS AT FINITE U(Nf )-CHARGE DENSITY
In this chapter we apply numerical techniques to compute the spectral function of vector cur-
rents at finite charge densities. We analyze the spectrum for the cases of vanishing densities, finite
baryon density (section 5.1), finite isospin density Nf = 2 (section 5.2), as well as finite baryon
and isospin density at the same time (section 5.4). Especially the latter case is motivated by the
possible comparison to the phenomenology of effective two flavor models of QCD and lattice re-
sults. The spectra resulting from our gauge/gravity calculations show quasi-particle resonances
which at low temperatures can be identified with vector mesons having survived the deconfine-
ment transition. These mesons can be seen as analogs of the QCD rho-meson. A central point to
this thesis is also the discovery of a turning point in the frequency where the resonances appear
when the mass-temperature parameter m ∝Mq/T is changed (where Mq is the quark mass and T
the temperature). At high temperatures the quasi-particle interpretation of peaks in the spectral
functions has to be modified as we speculate in section 5.3 utilizing quasinormal modes.
5.1. Meson spectra at finite baryon density
Application of calculation method We now compute the spectral functions of flavor currents
at finite baryon density nB , chemical potential µ and temperature T in the ‘black hole phase’ which
was discussed in section 2.4. Compared to the limit of vanishing chemical potential treated in [59],
we discover a qualitatively different behavior of the finite temperature oscillations corresponding
to vector meson resonances.
To obtain the spectral functions, we compute the correlations of flavor gauge field fluctuations
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Aµ about the background given by (4.137), denoting the full gauge field by
Aˆµ(ρ, ~x) = δ
0
µA˜0(ρ) + Aµ(~x, ρ) . (5.1)
According to section 4.3, the background field has a non-vanishing time component, which de-
pends solely on ρ. The fluctuations in turn are gauged to have non-vanishing components along
the Minkowski coordinates ~x only and only depend on these coordinates and on ρ. Additionally
they are assumed to be small, so that it suffices to consider their linearized equations of motion.
Note, that in these conventions the field strength fluctuations Fµν = 2∂[µAν] only exist in direc-
tions µ, ν = 0, 1, 2, 3, 4. Meanwhile the anti-symmetric background field strength has only two
non-vanishing components F˜40 = −F˜04.
The fluctuation equations of motion are obtained from the effective D7-brane action (4.15),
where we introduce small fluctuations A by setting F˜µν → Fˆµν = 2 ∂[µAˆν] with Aˆ = A˜ +
A. The background gauge field A˜ is given by (4.141). Note that from now on we denote field
fluctuations with the simple symbol (e.g.A) and we provide the normalized background fields
with a tilde A˜. The main difference to the fluctuations considered in section 4.2 is the fact that
the present fluctuations now propagate on a non-symmetric background G given by the symmetric
and diagonal metric part g summed with the anti-symmetric gauge field background F˜
G = g + F˜ , (5.2)
and the fluctuation’s dynamics is determined by the Lagrangian
L =
√
|det(G+ F )|, (5.3)
with the fluctuation field strength Fµν = 2∂[µAν]. Since the fluctuations and their derivatives are
chosen to be small, we consider their equations of motion only up to linear order, as derived from
the part of the Lagrangian L which is quadratic in the fields and their derivatives. Denoting this
part by L2, we get
L2 = −1
4
√
|detG|
(
GµαGβγFαβFγµ − 1
2
GµνGσγFµνFσγ
)
. (5.4)
Here and below we use upper indices on G to denote elements of G−1. The equations of motion
for the components of A are
0 = ∂ν
[√
|detG| (GµνGσγ −GµσGνγ) ∂[γAµ] + 1
2
G[νσ]GµγFµγ
]
. (5.5)
Note, that the last term each in the quadratic Lagrangian (5.4) and in the equation of motion (5.5)
comes from the term [tr(G−1F )]2 in the determinant expansion (4.16). We recall that G−1 here
including the background gauge field F˜ is not symmetric anymore and so the trace over the con-
traction with our anti-symmetric field strength F does not vanish in general. Nevertheless, in the
geometry we have choosen here these extra terms are all proportional to the gauge fluctuation in
time direction A0 which will drop out of our considerations by the time we set the spatial momen-
tum of perturbations to zero. Let us keep these terms anyhow in order to be precise 21.
21 The author appreciates the comment on this notation issue given in [61].
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The terms of the corresponding on-shell action at the ρ-boundaries are (with ρ as an index for
the coordinate ρ, not summed)
Son-shellD7 = ̺Hπ
2R3NfTD7
∫
d4x
√
|detG|
×
((
G04
)2
A0∂ρA0 −G44GikAi∂ρAk
) ∣∣∣∣∣
ρB
̺H
.
(5.6)
Note that on the boundary ρB at ρ → ∞, the background field strength F˜40(ρB) = 0 and the
background matrixG reduces to the induced D7-brane metric g. Therefore, the analytic expression
for the on-shell action is identical to the on-shell action found in [59]. There, the action was
expressed in terms of the gauge invariant field component combinations
Ex = ωAx + qA0, Ey,z = ωAy,z . (5.7)
In the case of vanishing spatial momentum q → 0, the Green functions for the different compo-
nents coincide and were computed as [59]
GR = GRxx = G
R
yy = G
R
zz =
NfNcT
2
8
lim
ρ→∞
(
ρ3
∂ρE(ρ)
E(ρ)
)
, (5.8)
where the E(ρ) in the denominator divides out the boundary value of the field in the limit of
large ρ according to the recipe we developed and discussed in section 3.1.2 and 3.1.3. The thermal
correlators obtained in this way display hydrodynamic properties, such as poles located at complex
frequencies (in particular when E(ρ) = 0 which is the boundary condition on the equation of
motion for E obeyed by quasinormal modes, cf. 3.3). They are used to compute the spectral
function (3.60). We are going to compute the functions E(ρ, k) = Ebdy(k)F(ρ, k) numerically
in the limit of vanishing spatial momentum q → 0. The functions F(ρ,~k) from the recipe in
equation (3.10) are then obtained by dividing out the boundary value Ebdy(~k) = limρ→∞E(ρ,~k).
Numerically we obtain the boundary value by computing the solution at a fixed large ρ. Finally, the
indices on the Green function denote the components of the operators in the correlation function,
in our case all off-diagonal correlations (as Gyz, for example) vanish.
In our case of finite baryon density, new features arise through the modified embedding and
gauge field background, which enter the equations of motion (5.5) for the field fluctuations. To
apply the prescription to calculate the Green function, we Fourier transform the fields as
Aµ(ρ, ~x) =
∫
d4k
(2π)4
ei
~k~xAµ(ρ,~k) . (5.9)
We choose our coordinate system to give us a momentum vector of the fluctuation with non-
vanishing spatial momentum only in a single direction, which we choose to be the x1 component,
~k = (ω, q, 0, 0).
For simplicity we restrict ourselves to vanishing spatial momentum q = 0. In this case the
equations of motion for transversal fluctuations Ey,z match those for longitudinal fluctuations Ex.
For a more detailed discussion see [59]. As an example consider the equation of motion obtained
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from (5.5) with σ = 2, determining E = Ey = ωA2,
0 =E ′′ +
∂ρ[
√| detG|G22G44]
| detG|G22G44 E
′ − G
00
G44
̺2Hω
2E
=E ′′ + ∂ρ ln
(
1
8
f˜ 2fρ3(1− χ2 + ρ2χ′2)3/2
×
√
1− 2f˜(1− χ
2)(∂ρA˜0)2
f 2(1− χ2 + ρ2χ′2)
)
E ′
+ 8w2
f˜
f 2
1− χ2 + ρ2χ′2
ρ4(1− χ2) E.
(5.10)
The symbol w denotes the dimensionless frequency w = ω/(2πT ), and we made use of the
dimensionless radial coordinate ρ = ̺/̺H .
In order to numerically integrate this equation, we determine local solutions of that equation
near the horizon ρ = 1. These can be used to compute initial values in order to integrate (5.10)
forward towards the boundary. The equation of motion (5.10) has coefficients which are singular
at the horizon. According to standard methods [107], the local solution of this equation behaves
as (ρ− ρH)β, where β is a so-called ‘index’ of the differential equation. We compute the possible
indices to be
β = ±iw. (5.11)
Only the negative one will be retained in the following, since it casts the solutions into the physi-
cally relevant incoming waves at the horizon and therefore satisfies the incoming wave boundary
condition. The solution E can be split into two factors, which are (ρ − 1)−iw and some function
F (ρ), which is regular at the horizon. Note, that this F is different from the function F introduced
earlier. While F results from splitting the full solution E into a regular and a regulating part (see
section 3.1.2), the function F results from splitting the full solution E into a boundary and a bulk
part. The first coefficients of a series expansion of F (ρ) can be found recursively as described
in [33, 34]. At the horizon the local solution then reads
E(ρ) = (ρ− 1)−iwF (ρ)
= (ρ− 1)−iw
[
1 +
iw
2
(ρ− 1) + · · ·
]
.
(5.12)
So, F (ρ) asymptotically assumes values
F (ρ = 1) = 1, ∂ρF (ρ)
∣∣∣
ρ=1
=
iw
2
. (5.13)
For the calculation of numbers, we have to specify the baryon density d˜ and the mass parameter
χ0 ∼ Mq/T to obtain the embeddings χ used in (5.10). Then we obtain a solution for a given
frequency w using initial values (5.12) and (5.13) in the equation of motion (5.10). This eventually
gives us the numerical solutions for E(ρ).
Spectral functions are then obtained by combining (5.8) and (3.60),
R(ω, 0) = −NfNcT
2
4
Im lim
ρ→∞
(
ρ3
∂ρE(ρ)
E(ρ)
)
. (5.14)
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Figure 24: The finite temperature part of the spectral function R − R0 (in units of NfNcT 2/4) at finite
baryon density d˜. The maximum grows and shifts to smaller frequencies as χ0 is increased towards χ0 =
0.7, but then turns around to approach larger frequency values.
Results for spectral functions We now discuss the resulting spectral functions at finite baryon
density, and observe crucial qualitative differences compared to the case of vanishing baryon den-
sity. In figures 24 to 27, some examples for the spectral function at fixed baryon density nB ∝ d˜
are shown. To emphasize the resonance peaks, in some plots we subtract the quantity
R0 = NfNcT
2 πw2, (5.15)
around which the spectral functions oscillate, cf. figure 28.
The graphs are obtained for a value of d˜ above d˜∗ given by
d˜∗ = 0.00315, d˜ = 25/2nB/(Nf
√
λT 3) , (5.16)
where the fundamental phase transition does not occur. The different curves in these plots show
the spectral functions for different quark masses, corresponding to different positions on the solid
blue line in the phase diagram shown in figure 15. Regardless whether we chose d˜ to be below
or above the critical value d˜∗, we observe the following behavior of the spectral functions with
respect to changes in the quark mass to temperature ratio.
Increasing the quark mass from zero to small finite values results in more and more pronounced
peaks of the spectral functions. This eventually leads to the formation of resonance peaks in the
spectrum. At small masses, though, there are no narrow peaks. Only some broad maxima in
the spectral functions are visible. At the same time as these maxima evolve into resonances with
increasing quark mass, their position changes and moves to lower freqencies w, see figure 24. This
behavior was also observed for the case of vanishing baryon density in [59].
However, further increasing the quark mass leads to a crucial difference to the case of vanishing
baryon density. Above a value mturn of the quark mass, parametrized by χturn0 , the peaks change
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Figure 25: The finite temperature part of the spectral function R − R0 (in units of NfNcT 2/4) at finite
baryon density d˜. In the regime of χ0 shown here, the peak shifts to larger frequency values with increasing
χ0.
their direction of motion and move to larger values of w, see figure 25. Still the maxima evolve
into more and more distinct peaks.
Eventually at very large quark masses, given by χ closer and closer to 1, the positions of the
peaks asymptotically reach exactly those frequencies which correspond to the masses of the vector
mesons at zero temperature [38]. In our coordinates, these masses are given by
M =
L∞
R2
√
2(n+ 1)(n+ 2) , (5.17)
where n labels the Kaluza-Klein modes arising from the D7-brane wrapping S3, and L∞ is the
radial distance in the (8,9)-direction between the stack of D3-branes and the D7, evaluated at the
AdS-boundary,
L∞ = lim
̺→∞
̺χ(̺) ∝ Mq
T
. (5.18)
The formation of a line-like spectrum can be interpreted as the evolution of highly unstable
quasi-particle excitations in the plasma into quark bound states, finally turning into nearly stable
vector mesons, cf. figures 26 and 27.
We now consider the turning behavior of the resonance peaks shown in figures 24 and 25. There
are two different scenarios, depending on whether the quark mass is small or large.
First, when the quark mass is very small Mq ≪ T , we are in the regime of the phase diagram
corresponding to the right half of figure 15. In this regime the influence of the Minkowski phase
is negligible, as we are deeply inside the black hole phase. We therefore observe only broad
structures in the spectral functions, instead of peaks.
Second, when the quark mass is very large, Mq ≫ T , or equivalently the temperature is very
small, the quarks behave just as they would at zero temperature, forming a line-like spectrum. This
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Figure 26: The finite temperature part R − R0 of the spectral function (in units of NfNcT 2/4) at finite
baryon density d˜. The oscillation peaks narrow and get more pronounced compared to smaller χ0. Dashed
vertical lines show the meson mass spectrum given by equation (5.17).
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Figure 27: The spectral function R (in units of NfNcT 2/4) at finite baryon density d˜. At large χ0, as here,
the peaks approach the dashed drawn line spectrum given by (5.17).
regime corresponds to the left side of the phase diagram in figure 15, where all curves of constant
d˜ asymptote to the Minkowski phase.
The turning of the resonance peaks is associated to the existence of the two regimes. At χturn0
the two regimes are connected to each other and none of them is dominant.
The turning behavior is best understood by following a line of constant density d˜ in the phase
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Figure 28: The thermal spectral function R (in units ofNfNcT 2/4) compared to the zero temperature result
R0.
diagram of figure 15. Consider for instance the solid blue line in figure 15, starting at large
temperatures/small masses on the right of the plot. First, we are deep in the unshaded region
(nB 6= 0), far inside the black hole phase. Moving along to lower T/M¯ , the solid blue line in
figure 15 rapidly bends upwards, and asymptotes to both the line corresponding to the onset of the
fundamental phase transition, as well as to the separation line between black hole and Minkowski
phase (gray region). This may be interpreted as the quarks joining in bound states. Increasing
the mass further, quarks form almost stable mesons, which give rise to resonance peaks at larger
frequency if the quark mass is increased.
We also observe a dependence of χturn0 on the baryon density. As the baryon density is increased
from zero, the value of χturn0 decreases.
Figures 27 and 28 show that higher n excitations from the Kaluza-Klein tower are less stable.
While the first resonance peaks in this plot are very narrow, the following peaks show a broadening
with decreasing amplitude.
This broadening of the resonances is due to the behaviour of the quasinormal modes of the
fluctuations, which correspond to the poles of the correlators in the complex ω plane, as described
in the example (3.62) and sketched in figure 29. The location of the resonance peaks on the real
frequency axis corresponds to the real part of the quasinormal modes. It is a known fact that the the
quasinormal modes develop a larger real and imaginary part at higher n. So the sharp resonances
at low w, which correspond to quasi-particles of long lifetime, originate from poles whith small
imaginary part. For higher excitations in n at larger w, the resonances broaden and get damped
due to larger imaginary parts of the corresponding quasinormal modes.
For increasing mass we described above that the peaks of the spectral functions first move to
smaller frequencies until they reach the turning point mturn. Further increasing the mass leads
to the peaks moving to larger frequencies, asymptotically approaching the line spectrum. This
behavior can be translated into a movement of the quasinormal modes in the complex plane. It
would be interesting to compare our results to a direct calculation of the quasinormal modes of
Figure 29: Qualitative relation between the location of the poles in the complex frequency plane and the
shape of the spectral functions on the real ω axis. The function plotted here is an example for the imaginary
part of a correlator. Its value on the real ω axis represents the spectral function. The poles in the right plot
are closer to the real axis and therefore there is more structure in the spectral function. This figure was
generated by Felix Rust [120].
vector fluctuations in analogy to [48].
In [48] the quasinormal modes are considered for scalar fluctuations exclusively, at vanishing
baryon density. The authors observe that starting from the massless case, the real part of the
quasinormal frequencies increases with the quark mass first, and then turns around to decrease.
This behavior agrees with the peak movement for scalar spectral functions observed in [59, figure
9] (above the fundamental phase transition, χ0 ≤ 0.94) where the scalar meson resonances move
to higher frequency first, turn around and move to smaller frequency increasing the mass further.
These results do not contradict the present work since we consider vector modes exclusively. The
vector meson spectra considered in [59] at vanishing baryon density only show peaks moving to
smaller frequency as the quark mass is increased. Note that the authors there continue to consider
black hole embeddings below the fundamental phase transition which are only metastable, the
Minkowski embeddings being thermodynamically favored. At small baryon density and small
quark mass our spectra are virtually coincident with those of [59]. In our case, at finite baryon
density, black hole embeddings are favored for all values of the mass over temperature ratio. At
small values of T/M¯ in the phase diagram of figure 15, we are very close to the Minkowski
regime, temperature effects are small, and the meson mass is proportional to the quark mass as in
the supersymmetric case. Therefore, the peaks in the spectral function move to the right (higher
frequencies) as function of increasing quark mass.
The turning point in the location of the peaks is a consequence of the transition between two
regimes, i.e. the temperature-dominated one also observed in [59], and the potential-dominated
one which asymptotes to the supersymmetric spectrum.
We expect the physical interpretation of the left-moving of the peaks in the temperature-
dominated regime to be related to the strong dissipative effects present in this case. This is con-
sistent with the large baryon diffusion coefficient present in this regime as discussed in section 6.2
and shown in figure 42. A detailed understanding of the physical picture in this regime requires a
quantitative study of the quasipaticle behavior which we leave to future work.
Let us emphasize that it is likely that the turning point behavior is not a consequence of the
finite baryon density. In our approach it is just straightforward to investigate the T → 0 limit since
black hole embeddings are thermodynamically favored even near T = 0 at finite baryon density.
We expect that a right-moving of the peaks consistent with the SUSY spectrum should also be
observable for Minkowski embeddings at vanishing baryon density for T → 0. However this has
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not been investigated for vector modes neither in [48] nor in [59]. An extension of the analysis
presented here to perturbations with non-vanishing spatial momentum q 6= 0 has appeared in [61].
5.2. Meson spectra at finite isospin density
Radially varying SU(2)-background gauge field In order to examine the case Nf = 2 in the
strongly coupled plasma, we extend our previous analysis of vector meson spectral functions to a
chemical potential with SU(2)-flavor (isospin) structure. Starting from the general action
Siso = −TrTD7
∫
d8ξ
√
| det(g + Fˆ )| , (5.19)
we now consider field strength tensors
Fˆµν = σ
a
(
2∂[µAˆ
a
ν] +
̺2H
2πα′
fabcAˆbµAˆ
c
ν
)
, (5.20)
with the Pauli matrices σa and Aˆ given by equation (5.1). The factor ̺2H/(2πα′) is due to the
introduction of dimensionless fields as described below (4.135). In order to obtain a finite isospin-
charge density nI and its conjugate chemical potential µI , we introduce an SU(2)-background
gauge field A˜ [1]
A˜30σ
3 = A˜0(ρ)
(
1 0
0 −1
)
. (5.21)
This specific choice of the 3-direction in flavor space as well as space-time dependence simplifies
the isospin background field strength, such that we get two copies of the baryonic background F˜ρ0
on the diagonal of the flavor matrix,
F˜ρ0 σ
3 =
(
∂ρA˜0 0
0 −∂ρA˜0
)
. (5.22)
The action for the isospin background differs from the action (4.137 for the baryonic background
only by a group theoretical factor: The factor Tr = 1/2 (compare (5.19)) replaces the baryonic
factor Nf in equation (4.136), which arises by summation over the U(1) representations. We can
thus use the embeddings χ(ρ) and background field solutions A˜0(ρ) of the baryonic case of [42],
listed here in section 4.3. As before, we collect the induced metric g and the background field
strength F˜ in the background tensor G = g + F˜ .
We apply the background field method in analogy to the baryonic case examined in section 5.1.
As before, we obtain the quadratic action by expanding the determinant and square root in fluc-
tuations Aaµ. The term linear in fluctuations again vanishes by the equation of motion for our
background field. This leaves the quadratic action
S
(2)
iso = ̺H(2π
2R3)TD7Tr
∞∫
1
dρ
∫
d4x
√
|detG|
×
[
Gµµ
′
Gνν
′
(
∂[µA
a
ν]∂[µ′A
a
ν′]
+
̺H
4
(2πα′)2
(A˜30)
2fab3fab
′3Ab[µδν]0A
b′
[µ′δν′]0
)
+ (Gµµ
′
Gνν
′−Gµ′µGν′ν) ̺H
2
2πα′
A˜30f
ab3∂[µ′A
a
ν′]A
b
[µδν]0
]
. (5.23)
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Note that besides the familiar Maxwell term, two other terms appear, which are due to the non-
Abelian structure. One of the new terms depends linearly, the other quadratically on the back-
ground gauge field A˜ and both contribute nontrivially to the dynamics. The equation of motion for
gauge field fluctuations on the D7-brane is
0 = ∂κ
[√
|detG| (GνκGσµ −GνσGκµ) Fˇ aµν
]
(5.24)
−
√
|detG| ̺H
2
2πα′
A˜30f
ab3
(
Gν0Gσµ −GνσG0µ) Fˇ bµν ,
with the modified field strength linear in fluctuations Fˇ aµν = 2∂[µAaν] + fab3A˜30(δ0µAbν +
δ0νA
b
µ)̺H
2/(2πα′).
Integration by parts of (5.23) and application of (5.24) yields the on-shell action
Son-shelliso = ̺HTrTD7π
2R3
∫
d4x
√
|detG|
×
(
Gν4Gν
′µ −Gνν′G4µ
)
Aaν′Fˇ
a
µν
∣∣∣ρB
ρH
. (5.25)
The three flavor field equations of motion (flavor index a = 1, 2, 3) for fluctuations in transversal
Lorentz-directions α = 2, 3 can again be written in terms of the combination EaT = qAa0 + ωAaα.
At vanishing spatial momentum q = 0 we get
0 = E1T
′′
+
∂ρ(
√|detG|G44G22)√|detG|G44G22 E1T ′ (5.26)
− G
00
G44
[
(̺Hω)
2 + (A˜30)
2
]
E1T +
2i̺HωG
00
G44
A˜30E
2
T ,
0 = E2T
′′
+
∂ρ(
√|detG|G44G22)√|detG|G44G22 E2T ′ (5.27)
− G
00
G44
[
(̺Hω)
2 + (A˜30)
2
]
E2T −
2i̺HωG
00
G44
A˜30E
1
T ,
0 = E3T
′′
+
∂ρ(
√|detG|G44G22)√|detG|G44G22 E3T ′ − G
00(̺Hω)
2
G44
E3T . (5.28)
Note that we use the dimensionless background gauge field A˜30 = A¯30(2πα′)/̺H and ̺H = πTR2.
Despite the presence of the new non-Abelian terms, at vanishing spatial momentum the equations
of motion for longitudinal fluctuations are the same as the transversal equations (5.26), (5.27) and
(5.28), such that E = ET = EL.
Note at this point that there are two essential differences which distinguish this setup from the
approach with a constant potential A¯30 at vanishing mass followed in [1]. First, the inverse metric
coefficients gµν contain the embedding function χ(ρ) computed with varying background gauge
field. Second, the background gauge field A¯30, which gives rise to the chemical potential, now
depends on ρ.
Two of the ordinary second order differential equations (5.26), (5.27), (5.28) are coupled
through their flavor structure. Decoupling can be achieved by transformation to the flavor combi-
nations [1]
X = E1 + iE2, Y = E1 − iE2 . (5.29)
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The equations of motion for these fields are given by
0 = X ′′ +
∂ρ(
√|detG|G44G22)√|detG|G44G22 X ′ − 4G
00 (w−m)2
G44
X , (5.30)
0 = Y ′′ +
∂ρ(
√|detG|G44G22)√|detG|G44G22 Y ′ − 4G
00 (w+m)2
G44
Y , (5.31)
0 = E3
′′
+
∂ρ(
√|detG|G44G22)√|detG|G44G22 E3′ − 4G
00w2
G44
E3 , (5.32)
with dimensionless m = A¯30/(2πT ) and w = ω/(2πT ). Proceeding as described in section 5.1,
we determine the local solution of (5.30), (5.31) and (5.32) at the horizon. The indices turn out to
be
β = ±i
[
w∓ A¯
3
0(ρ = 1)
(2πT )
]
. (5.33)
Since A¯30(ρ = 1) = 0 in the setup considered here, we are left with the same index as in (5.11) for
the baryon case. Therefore, here the chemical potential does not influence the singular behavior
of the fluctuations at the horizon. The local solution coincides to linear order with the baryonic
solution given in (5.12).
Application of the recipe described in section 3.1.2, 3.1.3 and (3.60) yields the spectral func-
tions of flavor current correlators shown in figures 30 and 31. Note that after transforming to
flavor combinations X and Y , given in (5.29), the diagonal elements of the propagation submatrix
in flavor-transverse X, Y directions vanish, GXX = GY Y = 0, while the off-diagonal elements
give non-vanishing contributions. The longitudinal component E3 however is not influenced by
the isospin chemical potential, such that GE3E3 is nonzero, while other combinations with E3
vanish (see [1] for details).
Introducing the chemical potential as described above for a zero-temperature AdS5×S5 back-
ground, we obtain the gauge field correlators in analogy to [114]. The resulting spectral function
for the field theory at zero temperature but finite chemical potential and density R0,iso is given by
R0,iso =
NcT
2Tr
4
4π(w±m∞)2 , (5.34)
with the dimensionless chemical potential m∞ = limρ→∞ A¯30/(2πT ) = µ/(2πT ). Note that (5.34)
is independent of the temperature. This part is always subtracted when we consider spectral func-
tions at finite temperature, in order to determine the effect of finite temperature separately, as we
did in the baryonic case.
Results at finite isospin density In figure 30 we compare typical spectral functions found
for the isospin case (solid lines) with that found in the baryonic case (dashed line). While the
qualitative behavior of the isospin spectral functions agrees with the one of the baryonic spec-
tral functions, there nevertheless is a quantitative difference for the components X, Y , which
are transversal to the background in flavor space. We find that the propagator for flavor com-
binations GY X exhibits a spectral function for which the zeroes as well as the peaks are shifted
to higher frequencies, compared to the Abelian case curve. For the spectral function computed
from GXY , the opposite is true. Its zeroes and peaks appear at lower frequencies. As seen from
figure 31, also the quasi-particle resonances of these two different flavor correlations show dis-
tinct behavior. The quasi-particle resonance peak in the spectral function RY X appears at higher
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Figure 30: The finite temperature part of spectral functions Riso−R0,iso (in units of NcT 2Tr/4) of currents
dual to fields X, Y are shown versus w. The dashed line shows the baryonic chemical potential case, the
solid curves show the spectral functions in presence of an isospin chemical potential. Plots are generated
for χ0 = 0.5 and d˜ = 0.25. The combinations XY and Y X split in opposite directions from the baryonic
spectral function.
frequencies than expected from the vector meson mass formula (5.17) (shown as dashed grey ver-
tical lines in figure 31). The other flavor-transversal spectral function RXY displays a resonance
at lower frequency than observed in the baryonic curve. The spectral function for the third flavor
direction RE3E3 behaves as R in the baryonic case.
This may be viewed as a splitting of the resonance peak into three distinct peaks with equal
amplitudes. This is due to the fact that we explicitly break the symmetry in flavor space by our
choice of the background field A˜30. Decreasing the chemical potential reduces the distance of the
two outer resonance peaks from the one in the middle and therefore the splitting is reduced.
The described behavior resembles the mass splitting of mesons in presence of a isospin chem-
ical potential expected to occur in QCD according to calculations in the Nambu-Jona-Lasinio
model [121, 122]. A linear dependence of the separation of the peaks on the chemical potential
is expected. Our observations confirm this behavior. Since our vector mesons are isospin triplets
and we break the isospin symmetry explicitly, we see that in this respect our model is in qualita-
tive agreement with effective QCD models. Note also the complementary discussion of this point
in [58].
To conclude this section, we comment on the relation of the present results to those of our
previous paper [1] where we considered a constant non-Abelian gauge field background for zero
quark mass. From equation (5.33), the difference between a constant non-vanishing background
gauge field and the varying one becomes clear. In [1] the field is chosen to be constant in ρ
and terms quadratic in the background gauge field A˜30 ≪ 1 are neglected. This implies that
the square (w ∓ m)2 in (5.30) and (5.31) is replaced by w2 ∓ 2wm, such that we obtain the
indices β = ±w
√
1∓ A¯30(ρ=1)
(2πT )w
instead of (5.33). If we additionally assume w ≪ A˜30, then the 1
under the square root can be neglected. In this case the spectral function develops a non-analytic
structure coming from the
√
ω factor in the index.
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Figure 31: A comparison between the finite temperature part of the spectral functions RXY and RY X (solid
lines) in the two flavor directions X and Y transversal to the chemical potential is shown in units
of NcT 2Tr/4 for large quark mass to temperature ratio χ0 = 0.99 and d˜ = 0.25. The spectral func-
tion RE3E3 along the a = 3-flavor direction is shown as a dashed line. We observe a splitting of the line
expected at the lowest meson mass at w = 4.5360 (n = 0). The resonance is shifted to lower frequencies
for RXY and to higher ones for RY X , while it remains in place for RE3E3 . The second meson resonance
peak (n = 1) shows a similar behavior. So the different flavor combinations propagate differently and have
distinct quasi-particle resonances.
However in the case considered here, the background gauge field is a non-constant function of
ρ which vanishes at the horizon. Therefore the indices have the usual form β = ±iω from (5.33),
and there is no non-analytic behavior of the spectral functions, at least none originating from the
indices.
It will also be interesting to consider isospin diffusion in the setup of the present paper. How-
ever, in order to see non-Abelian effects in the diffusion coefficient, we need to give the back-
ground gauge field a more general direction in flavor space or a dependence on further space-time
coordinates besides ρ. In that case, we will have a non-Abelian term in the background field
strength F˜µν = ∂µA˜aν − ∂νA˜aµ + fabcA˜bµA˜cν̺H2/(2πα′) in contrast to ∂ρA˜a0 considered here.
5.3. Peak turning behavior: quasinormal modes and meson masses
This section serves to discuss the interpretation of resonance peaks appearing in the spectral
functions we computed previously. That interpretation is closely related to understanding the
movement of the peaks as the mass-temperature parameter m is changed, i.e. the turning of the
resonance peaks observed in section 5.1. Also the quasinormal modes play an important role here
since their location in the complex frequency plane is related to the resonance peaks appearing in
the spectral function. This is due to the fact that the quasinormal modes of a gravity field fluc-
tuation are identical to the poles in the retarded correlator of the dual gauge theory operator, as
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was first noticed for metric fluctuations in [27]. Furthermore knowing the quasinormal modes pre-
cisely, we can quantify qualitative observations in the spectral function’s behavior. Note, that one
important feature to remember about our setup is that the quark mass Mq and the temperature T do
not appear independently but always together in the form of the mass parameterm = 2Mq/(
√
λT ).
It should be kept in mind that in this present section we collect the intermediate outcomes of our
investigation and we suggest a few possible interpretations. Nevertheless, due to the intermediate
state of our studies this section is very speculative and we are working on testing the alternatives
and making our line of argument concise.
Observations The three pictures 32, 33 and 34 summarize an analysis of the turning point
appearing in vector meson spectral functions at finite baryon density at a distinct quark mass to
temperature ratio m (roughlym ∝ χ0 up to χ0 = 0.6 or m = 0.8). In order to obtain the resonance
frequency and decay width of the (quasi) mesons the spectral function peaks were locally (all the
values of the peak which are above the horizontal axis) fitted to the Lorentz shape
R−R0|near peak = AΓ
(w−wn=0,l=0)2 + Γ2 , (5.35)
with the free parameter A, the decay width Γ and the lowest vector meson resonance wn=0,l=0.
Although this is a crude approach (the resonances do not have the Lorenz shape but are deformed,
cf. [49]) the location and width of the peaks are captured quite well (optical check). The height of
the peaks might be a subject to discussion since the unknown parameter A varies roughly between
0.1 and 10 over the scanned parameter range. Nevertheless, this analysis is merely designed to
find qualitative features and for quantitative results we plan to use a different approach utilizing
quasinormal modes.
The movement of the resonance frequency visible in figure 32 suggests two distinct limits.
First, there seems to be no turning point in the case of zero density. With increasing mass param-
eter m the resonance peak moves further and further to lower frequencies. Since the turning point
should not be negative, we expect either that the curve goes back up or asymptotes to some finite
value. The latter conclusion agrees with the spectra shown in [59], where for the case of vanishing
baryon density the peaks were found to approach a distinct small frequency as the mass parameter
is increased towards its critical value χ0 → 1. The decrease of the turning point value with increas-
ing baryon density as shown in figure 34 suggests that at vanishing density the turning point would
lie at the critical embedding χ0 = 1, corresponding to a quark mass of m(d˜ = 0, χ0 = 1) ≈ 1.3.
Second, in the limit of large densities d˜ ≫ 1 we again find that the turning point disappears
but now there are only right-moving peaks approaching larger and larger frequencies as the mass
parameter is increased. Note, that this behavior agrees with what we expect if we are to identify
the resonance peaks with meson masses as discussed in section 5.1. However, the peak movement
towards smaller frequencies in the limit of vanishing density as well as at intermediate densities is
a rather unexpected feature in the context of the meson mass interpretation. We may also say that
the peak movement to smaller frequencies causes the appearance of the peak turning point. For
this reason later we will focus on explaining the movement of peaks to smaller frequencies and we
will start with the vanishing density case for simplicity below in the paragraph ‘Heuristic gravity
interpretation’.
In order to understand what causes the resonance peaks in the spectral function to move to-
wards smaller frequencies with increasing mass parameter m, we now examine the solutions to
the regular function F (cf. (5.12)) which we found numerically and from which the spectral func-
tion is essentially computed using (5.14). In figure 36 the real and imaginary part of the regular
function F (ρ) are shown versus the radial coordinate ρ. The two upper plots show the solution for
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Figure 32: The frequency of the first resonance peak (mass of lightest vector meson) in the vector spectral
function is shown depending on the mass of the quarks parametrized by χ0 for different baryon densities d˜.
For the lower curves at small density we identify a clear turning point (minimum).
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Figure 33: The frequency of the first resonance peak (mass of lightest vector meson) in the vector spectral
function is shown depending on the mass of the quarks parametrized by χ0 for different baryon densities d˜ =
0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.5, 1, 10. For the lower curves at small density we identify a clear
turning point (minimum) while the peaks at large density d˜ > 1 move to higher frequency with increasing
parameter χ0.
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Figure 34: The location of the turning point for the lowest vector meson mass is shown depending on
the baryon density. Data points read from curves such as given in figure 33 are displayed as dots, the line
shows a quadratic fit 0.98 − 1.21d˜ + 0.53d˜2. The fit should not be taken too seriously since it is more
reasonable to consider the equivalent plot for the turning point in terms of the physical parameter m shown
for pseudoscalar excitations in figure 38.
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Figure 35: The preliminary Thirring coupling versus embedding parameter χ0 in the case of d˜ = 0 (green)
and d˜ = 0.25 (red).
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a vector perturbation with energy w = 1, the two lower plots for w = 2. In all four plots the solid
black line shows results for the flat (massless) embeddingχ0 = 0, the red dashed curve is evaluated
at a finite mass χ0 = 0.4. The real and imaginary part of F (ρ) show a similar oscillation behavior
with decreasing frequency for larger ρ. The lower curves at w = 2 display more oscillations over
the entire range of ρ than the upper ones at w = 1. Note that figure 36 shows the whole radial
variable range since for the numerical solution we used the cutoffs: ρnumh = 1.00001, ρnumbdy = 105.
This means that figure 36 shows all the oscillations which are present in the solutions over the
whole AdS. This is a key observation for our interpretation since it means that there is only a finite
amount of oscillations in each solution and the number of oscillations increases with increasing
energy w. We will come back to this observation in the paragraph ‘Heuristic gravity interpreta-
tion’. From figure 36 it is also evident that the red dashed curve at larger χ0 = 0.4 does not reach
the amplitude of the solid blac flat embedding curve at χ0 = 0. One is tempted to interpret that
with growing mass parameter χ0 or equivalentlym the solution F (ρ) gets damped more and more.
Considering especially the real parts of the solutions displayed in the left column of figure 36
we observe that the amplitude of this ’streched oscillation’ near the horizon ρ = 1 first drops
rapidly to remain almost constant in the rest of the variable range 10 ∼ ρ ≤ ρbdy. Note in
particular, that all these features appear already in the massless embedding (solid black line in
figure 36). Therefore we are lead to conclude that these features of the solutions are caused by
the finite temperature background (the pure AdS solution in terms of Bessel functions would show
amplitude damping but no change of frequency).
Nevertheless, we should not forget that the coordinate ρ displayed in figure 36 is not the radial
distance which the mode experiences but the distance which is measured by an observer at infinity.
Therefore the picture might be distorted. In order to get the physical distance which a comoving
observer measures we have to transform to the proper radial coordinate
s =
∫
dρ
√
G44(ρ, χ) , (5.36)
where G is the metric induced on the D7-brane being a function of the variable ρ and the embed-
ding χ in general. Since we only have a numerical expression for χ we can not find an analytic
expression for the coordinate s. Either we get s numerically from the integration (5.36) or we re-
strict ourselves to a near horizon approximation where we know that χ(ρ) = χ0+χ2(ρ−1)2+ . . . .
We choose the numerical approach. The solution F is plotted versus the proper coordinate in fig-
ure 37 near the horizon. Note that the range of 0 ≤ s ≤ 9 shown in these plots corresponds
to a much larger range in the original coordinate 1 ≤ ρ ≤ 4000. We observe that the solution
oscillates with apparently constant frequency and an evident decrease of the amplitude. Note that
the decrease of the amplitude is very smooth here (compare the first and second maximum for
each curve). Increasing the mass parameter χ0 or equivalently m we find from the upper plot in
figure 37 that the amplitude is decreasing from curve to curve while the proper wave length grows.
We argue that this wavelenght growth is responsible for the shift of resonance peaks to smaller
frequencies. A qualitative change of this situation which confirms our suspicion happens if we
switch on a finite baryon density (cf. right plot in 37). In this case the decrease of the amplitude is
diminished and the growth of the wavelenght is stopped and we observe a turning behavior with
growing amplitude and decreasing wave length for χ0 = 0.9 (blue curve).
The proper distance (on the brane) between the horizon and a distinct point ρ in the bulk ∆s =
s−sH depends on the embedding function χ0 as seen from equation (5.36). In fact with increasing
mass parameter χ0 (or m) we find that the distance ∆s also increases. This is already obvious from
the embeddings for increasing χ0 shown in figure 10. There the spike reaching from the brane to
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Figure 36: The real and imaginary part of solutions F (ρ) are shown versus the radial AdS-coordinate ρ.
Each plot shows two curves one of which is evaluated at vanishing mass χ0 = 0 (solid black) while the
other is generated at a finite mass χ0 = 0.4 (dashed red). The two plots on top are generated by a vector
perturbation with energy w = 1 while the two lower plots show the equivalent results at the doubled
energy w = 2. A quasinormal mode would satisfy the boundary condition lim
ρ→ρbdy
|F | = 0 at the boundary.
the horizon becomes larger and larger with increasing χ0 and thus when traveling the same distance
in the coordinate ρ, on the brane or rather on the spike one travels a longer and longer distance.
Before we consider possible explanations let us record one last observation comparing the
movement of the resonance peaks and the minimum appearing in the diffusion coefficient (cf. sec-
tion 6.2). In figure 38 the lower curve shows the location of the first resonance peak in the spectral
function plotted against the density d˜. With increasing d˜ the peak moves to lower mass values m.
However, the upper curve shows that the location of the diffusion minimum with increasing den-
sity d˜ moves to larger m. This observation suggests that these two quantities are driven apart from
each other by an effect generated through the finite baryon density.
Heuristic gravity interpretation We now approach the interpretation of the left moving reso-
nance peaks from the gravity side finding out how the solutionsF to the equation of motion change
with increasing mass parameter m and how in turn this influences the spectral function peaks. So
our task is to follow a distinct peak (e.g. the first resonance peak) appearing in the spectral func-
tion at a certain Rew while we are changing the mass parameter m. The first problem that arises
is how to identify those solutions F which produce a particular peak in the spectral function. We
would have to scan all possible w for each choice of m. Therefore we take a more elegant detour
via the quasinormal modes. As we have argued before in figure 29 the spectral function can be
seen as the real frequency edge of a spectral function landscape over the complex frequency plane.
The resonance peaks we observe in the spectral function over real w are caused by poles in the
complex frequency plane appearing exactly at the quasinormal mode frequencies of the equation
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Figure 37: Imaginary part of the solution to the regular function F versus the proper radial coordinate s.
The upper plot at vanishing baryon density d˜ = 0 shows that the initially sinusodial solution is deformed as
the mass parameter χ0 is increased. Furthermore, its amplitude decreases while the wave length increases.
The upper plot shows that introducing a finite baryon density d˜ = 0.2 causes the solutions to change their
behavior with increasing χ0: While the first three curves for χ0 = 0.01, 0.5, 0.8 show the same qualitative
behavior as those in the upper plot, the blue curve for χ0 = 0.9 clearly signals a qualitative change with
its increased amplitude. Looking at the wave lengths in the lower plot we realize that already the green
curve (χ0 = 0.8) shows a decreased wave length as well as the blue curve (χ0 = 0.9). These plots have
been generated by Patrick Kerner [117].
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Figure 38: Comparison of the resonance peak movement to the motion of the diffusion minimum versus
the baryon density in the case of scalar fluctuations. This plot was generated by Patrick Kerner [117].
of motion (5.10). Although at the moment we do not have a concise quantitative relation between
the quasinormal frequencies and the exact location of the resonance peaks in the spectral func-
tion at real w, we assume that the qualitative motion of the resonance peaks is directly caused
by the corresponding motion of the quasinormal frequencies as m is changed. In other words
we assume here that if we can show that the quasinormal frequencies are shifted to smaller Rew
as m is increased, then we have also shown that the resonance peaks move to smaller Rew. This
is confirmed by observations from contour plots of the spectral function near quasinormal mode
locations such as figure 39. At the moment we will just take this as an assumption motivated by
our observations but we are momentarily working on a concise relation.
Quasinormal modes have a determined behavior at the boundary since by definition (cf. sec-
tion 3.3) they have to vanish there FQNM(ρ = ρbdy) = 0. This means that if we keep this boundary
condition satisfied by adjusting w as we dial through values of m, we always pick that particular
solution F which generates the pole in the spectral function at the quasinormal frequency. Thus
we have solved the problem how to identify those solutions responsible for generating a peak in
the spectral function.
Connecting the observation of finitely many oscillations in each solution in figure 36 with the
distinct boundary condition at the AdS-boundary, we know that each quasinormal mode solu-
tion FQNM at the complex value wQNM is fixed on both ends of the variable range (ρH , ρbdy) and
shows a finite number of oscillations in between. This behavior is very similar to that of solutions
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Figure 39: Contour plot of the flavor current spectral function surface near the lowest quasinormal mode in
the limit q = 0. Note, that this is not the diffusion pole. This plot has been generated by Felix Rust [120].
we would expect from quantum mechanics in a box. For this reason we start our line of argu-
ment with the assumption that in the case at hand AdS-space in radial direction can be seen as a
‘box’. As we have seen in figure 36, changing the mass parameter m or equivalently χ0, causes
the solution F to change. In our ‘box’ picture we now attribute this change to the change of the
size of the AdS-‘box’. Increasing m is equivalent to decreasing the temperature T which results
in shifting the location of the horizon in the dimensionful coordinate ̺ = ̺H to a smaller value
since ̺H = πTR2. This means that we increase the distance between the horizon and the boundary
which makes the ‘box’ larger. In order for the same number of oscillations 22 of F to fit into the
larger box, the effective wave length has to grow and equivalently the effective frequency of the
mode has to shrink. It is this shrinking effective frequency which we suspect to cause a movement
of the quasinormal frequency to smaller real parts and eventually to cause the left-motion of the
resonance peaks versus real w.
Note, that the heuristic description of AdS as a box with its size depending on the mass pa-
rameter is supported by our discussion of the proper length s (cf. equation (5.36)) which the mode
experiences on the brane.
Looking at the problem even more generally, we notice that the peak motion to smaller fre-
quencies appears exclusively at small values of the mass parameter m or equivalently at high
22 Different numbers of oscillations correspond to the different quasinormal modes and according to our reasoning
also to the different peaks appearing in the spectral function. Here we only want to follow one single peak in the
spectral function and therefore we keep the number of oscillations constant.
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temperatures. As we have seen in the analysis of (quasi)meson spectra in section 5.1 in this pa-
rameter range it is no longer possible to identify the resonances as quasi-particles. Due to their
large decay width we should rather consider them to be short-lived mesonic excitations in the
plasma. In this regime the finite temperature effects overcome the vacuum effects governed by
supersymmetry. Therefore it is natural to look for a thermal interpretation of the left-motion of
these resonance peaks as an effect of the plasma interacting with the probe quarks. If this inter-
action on the gravity side could be found to damp the function F and to become stronger as m
is increased, this could give an explanation for the decreasing frequency in analogy to a damped
harmonic oscillator. Exactly this is the approach we take in the next paragraph to find an analytic
solution.
Analytical results Motivated by the exact numerical solution to the fluctuation equations of
motion shown in figure 37, we suspect that this damped oscillating curve near the horizon can be
approximated by a damped quasi-harmonic oscillator, i.e. we should be able to find an approxiate
equation of motion which is a generalization of the damped harmonic oscillator equation. By
quasi-harmonic we mean that the oscillator is damped with the damping depending on the location
of the mode in radial direction. From the observations in figure 36 we have already concluded that
the amplitude changes rapidly near the horizon and ceases to change very quickly in order to
stay virtually constant until the boundary is reached. Thus it is reasonable to assume that the
damping of the mode F mainly takes place near the horizon and a near-horizon approximation can
capture this effect. In this spirit we take the near-horizon limit ̺ ∼ 1 and at the same time the
high-frequency limit w≫ 1.
Applying these limits for the flat embedding χ0 = 0 in the equation of motion (5.10) we obtain
the simplified equation of motion
yH ′′ + (−2iw− y)H ′ + iw
(
1√
7
+ 1
)
H = 0 , (5.37)
where the variable is y = 2iw
√
7
2
(̺−1) and the regular functionH(y) comes from the Ansatz E =
(̺ − 1)βF with the redefinition F = e−
√
7/2w(̺−1)H . This equation of motion has the form
of Kummers equation, which is solved by the confluent hypergeometric function of first H =
1F1[−iw(1/
√
7 + 1),−2iw, x] and second kind U . Boundary conditions rule out the second kind
solution which is non-regular at the horizon and therefore contradicts the assumptions put into the
Ansatz E = (̺ − 1)βF . Since we are interested in how the solution changes with decreasing m,
we need to choose χ0 non-vanishing. Also with this complication we still get Kummers equation
with changed parameters and the analytic solution for F is given by
F = e
−iwx
r
7
4
+
4χ2[χ0,d˜]
2
1−χ2
0 1F1

−iw

 1
2
√
7
4
+ 4χ2[χ0,d˜]
2
1−χ20
+ 1

 , −2iw, 2iwx
√
7
4
+
4χ2[χ0, d˜]2
1− χ20

 ,
(5.38)
with the near horizon expansion of the embedding function χ = χ0 + χ2[χ0, d˜]x2 + . . . where we
determine recursively
χ2[χ0, d˜] = 3χ0
χ60 − 3χ40 + 3χ20 − 1
4(1− 3χ20 + 3χ40 − χ60 + d˜2)
. (5.39)
The approximate solution for F is shown in figure 40. Furthermore we can calculate the frac-
tion ∂4E/E appearing in the spectral function near the horizon using this analytic solution. The
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Figure 40: Approximate analytic solution compared to the exact solution at w = 70 , d˜ = 0 , χ0 = 0.4.
result is displayed in figure 41. This near horizon limit is not the spectral function since we would
have to evaluate it at the boundary which lies far beyond the validity of the near horizon approxi-
mation. Nevertheless, according to our initial assumptions that the effect of damping mainly takes
place near the horizon we further assume that the limit shown in figure 41 already contains the es-
sential features of the spectral function. Indeed the fraction shows distinct resonance peaks which
move to lower frequencies if we increase the mass parameter m. The right picture shows the same
situation at a finite baryon density d˜ = 1 and we see that the peaks do not move to lower frequen-
cies as much as before. Thus also the vanishing of the turning point at large densities as observed
before is captured by this approximate solution.
The fact that we find Kummer’s equation to describe the high-frequency near-horizon dynamics
of our gravity problem is especially interesting in view of a recent thermodynamics work on the
‘Propagation of boundary of inhomogeneous heat conduction equation’ [123]. In this work exact
analytical solutions of the heat conduction equation in an inhomogeneous medium are found. That
diffusion equation which is the analog of our gravity equation of motion reads
∂tJ(ρ, t) = ρ
1−s∂ρ
[
D(ρ)ρs−1∂ρJ(ρ, t)
]
, (5.40)
with the position dependent diffusivity D(ρ). The authors of [123] show that this can be trans-
formed into Kummer’s differential equation. In our gravity equation of motion the metric factors
depend on the radial AdS postition ρ and therefore some combination of them can be seen as ana-
log to the position-dependent diffusivity D(ρ). It might be no coincidence that our gravity setup
leads us directly to a diffusion equation where the diffusion coefficient can be expressed in terms
of metric factors since exactly this is what the membrane paradigm in the context of AdS/CFT
predicts as we will discuss in section 6.1.
Gauge theory speculations On the gravity side we have found some hints that the gravity
solution can be viewed as a damped oscillation with the damping depending dynamically on the
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Figure 41: Approximate spectral function fraction near the horizon computed with the function E =
(ρ− 1)βF (ρ) and F being the analytic approximation given in equation (5.38).
radial AdS position and on the choice of the mass parameter m. Increasing the mass parame-
ter m we found that the solutions F are more damped. We attributed this damping to the metric
background and found an analytic near-horizon solution for F which is damped by coefficients
in the near-horizon equation of motion which depend on the radial position, on the embedding
function χ0 and on the finite baryon density d˜. Now an open task is to translate this geometric
gravity picture into a thermal gauge theory phenomenology. Our basic assumption here will be
that the damped gravity modes dissipating energy into the black hole horizon correspond to a dual
current dissipating energy into the thermal plasma.
In order to see the peaks and their movement at all, we need to consider the background and
the fluctuations at once. We therefore suggest that the peaks and their motion are generated by the
interaction of the metric components and the gravity field fluctuations which translates to an inter-
action between the thermal plasma and the probe quarks we introduce. Our observations suggest
that this interaction dominates the setup at small values of m and χ0 (high temperatures). The peak
motion to lower frequencies while increasing m ∝Mq/T means that at fixed temperature T as we
put more mass energy Mq into the excitations, the resulting plasma excitation (at low temperatures
identified with a meson) is less and less energetic. Minding energy conservation we have to ask
where the energy goes which we put in. A possible explanation for this behavior is that the energy
we put into the excitation is directly dissipated into the plasma. This would happen if the coupling
between the plasma and the quarks would become stronger and stronger as the mass parameter is
increased.
One could try to put these speculations into a more rigorous form by assuming that we have a
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Thirring model-like gauge theory here, which describes the self-interaction of our quarks 23. So
the idea here is that the quarks couple less and less to each other and more and more to the plasma
which could be seen as a decrease in the Thirring coupling
gThirring ∝ Γ
Ω
, (5.41)
with the (quasi)meson decay width Γ and the (quasi)mesonic excitation energy Ω. The Thirring
coupling computed with our setup at d˜ = 0, 0.25 is shown in figure 35 versus the quark mass
parameter χ0. At both finite and vanishing baryon density we observe that the Thirring coupling
decreases rapidly as the critical value χ0 = 1 is approached.
A more concise relation between the gravity and gauge setups shall be given soon [124].
5.4. Meson spectra at finite isospin and baryon density
We have successfully introduced finite baryon and isospin charges simultaneously into the dual
thermal gauge theory by the gravity background described in section 4.4. In the two previous
sections we have studied fluctuations around the two limits d˜B 6= 0, d˜I = 0 (section 5.1) or d˜B =
0, d˜I 6= 0 (section 5.2). These setups allow for a comparison to lattice QCD results [125, 126]
and effective QCD models with only one non-zero density. In order to compare our results to real
experiments or to computations in finite isospin and baryon QCD-models [127] (two-flavor QCD),
we need to compute fluctuations about the general case d˜B 6= 0, d˜I 6= 0.
We start from the Dirac-Born-Infeld action (2.21) at vanishing B-field just like in the cases
where only one density is non-zero
SDBI = −TD7
∫
d8ξStr
{√− detG [1 + 1
2
tr(G−1F˜ )− 1
4
(G−1F˜ )2 +
1
8
tr(G−1F˜ ) + . . .
]}
,
(5.42)
where the field strength
F˜µν = F˜
a
µνT
a = 2∂[µA
a
ν]T
a + fabcAbµA
c
νT
a + 2fabcA˜b[µA
c
ν]T
a , (5.43)
contains the non-Abelian gauge field fluctuations A as well as the background fields A˜0, A˜3 (given
by analogs of (4.142) which can be derived from the action (4.161) using the transforma-
tion (4.160) 24). In the case of introduced isospin, i.e. Nf = 2 with the Pauli sigma represen-
23 The author is grateful to Karl Landsteiner for suggesting this approach.
24 Note that in chapter 5 the notation for background and fluctuations is reverse compared to chapter 4. In this present
chapter A˜ denotes the background while A denotes fluctuations about the background. In chapter 4 we used A to
denote the background for simplicity since in that chapter there are no fluctuations.
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tations T a = σa completed by unity σ0 = 1 the full background is collected in G given by
G =


g00σ0 0 0 0 2∂[0A˜
α
4]σ
α 0 0 0
0 g11σ0 0 0 0 0 0 0
0 0 g22σ0 0 0 0 0 0
0 0 0 g33σ0 0 0 0 0
2∂[4A˜
α
0]σ
α 0 0 0 g44σ0 0 0 0
0 0 0 0 0 g55σ0 0 0
0 0 0 0 0 0 g66σ0 0
0 0 0 0 0 0 0 g77σ0


, (5.44)
where g is the metric (4.132) induced on the D7-brane and α = 0, 3. Note that we now have
the complication of two different (diagonal) flavor representations in the determinant √− detG
and furthermore the operators F and G do not commute since there are flavor representations
attached to each of them. By our choice the background gauge fields come only with the diagonal
representations, i.e. α = 0, 3 such that only A˜00 6= 0 and A˜30 6= 0, while the fluctuations are admitted
in any flavor direction Aaµ 6= 0, ∀a = 0, 1, 2, 3. In order to be able to compute the square roots and
the symmetrized flavor trace in the action (5.42) we need to simplify their arguments.
In order to simplify the expressions appearing in the action, we need to commute the back-
ground G with fluctuations F˜ . It is reasonable to split the background into parts which live in
distinct representations in order to have definite commutation rules. Taking into account that we
only have background fields in flavor directions α = 0, 3 the background containing metric and
background gauge fields reads
Gµν =
(
gµν + 2∂[µA˜
0
ν]
)
︸ ︷︷ ︸
=Aµν
σ0 + 2∂[µA˜
3
ν]︸ ︷︷ ︸
=Bµν
σ3 . (5.45)
Note that Aµν and Bµν both come with representations diagonal in flavor space but only Aµν com-
mutes with all flavor representations. Aµν is further composed of the metric term being diagonal in
Minkowski space and the antisymmetric 2∂[µA0ν] which has only two non-vanishing entries±∂4A00.
The non-commuting term with the coefficient Bµν is anti-symmetric in the Minkowski indices and
has only the two entries ±∂4A30. We can make use of these properties later in order to simplify the
action. For a simplified notation we abbreviate Aa0′ = ∂4Aa0.
Looking at the action (5.42) we learn that we need the inverse metric G−1 which we compute
by solving the defining equation GµνGνλ = δµλσ0. The result is
Gµν = Aµνσ0 +Bµνσ3 , (5.46)
with the inverse coefficients for the first 5× 5 entries
Aµν =


g44[(A00
′
)2+(A30
′
)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 0 0
A00
′
[(A00
′
)2−(A30′)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 g11 0 0 0
0 0 g22 0 0
0 0 0 g33 0
− A00′[(A00′)2−(A30′)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 0 0
g00[(A00
′
)2+(A30
′
)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]

 ,
(5.47)
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where the only other non-zero entries in the remaining directions are diag(g55, g66, g77) and the
other coefficient is given by
Bµν =


− 2g44A00
′
A30
′
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 0 0
A30
′
[−(A00′)2+(A30′)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
− A30
′
[−(A00′)2+(A30′)2+g00g44]
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]
0 0 0 − 2g00A00
′
A30
′
[(A00
′−A30′)2+g00g44][(A00′+A30′)2+g00g44]

 ,
(5.48)
with all other entries vanishing.
In the isospin case the action can be simplified considerably since the representation matrices
being spin representations satisfy the Clifford algebra in addition to the commutation relations
{σa, σb} = 2δab and [σa, σb] = iǫabcσc ∀a, b = 1, 2, 3 ; [σ0, σa] = 0 ∀a, b, c = 0, 1, 2, 3 .
(5.49)
The action (5.42) can now be written in terms of these inverse Aµν , Bµν and the fluctua-
tions (5.43). Using their properties along with the group structure simplifications (5.49) we
have to work out the commutation relation for G and F and apply these to simplify the action
terms. For example the term proportional to Gµµ′ F˜µνGνν
′
F˜µ′ν′ can be brought to the standard
form Gµµ′Gνν′F˜µνF˜µ′ν′ + commutators. These formulae may then be taken as the starting point
for the calculation of fluctuations about the baryon and isospin background. I have performed the
calculations necessary for this section in close collaboration with Patrick Kerner [117].
5.5. Summary
In this chapter we have computed spectral functions to explore the thermal gauge theory dual
to the D3/D7-brane setup with finite baryon and isospin densities.
Upon the introduction of a finite baryon density we found resonance peaks in these spectral
functions appearing at distinct frequencies in section 5.1. At small temperatures the energy (fre-
quency) of the resonances follows the vector meson mass formula while their width becomes
smaller and their resonance frequency larger when we decrease the temperature further. These
facts suggest the interpretation that the resonance peaks correspond to mesonic quasi-particles
formed inside the plasma. Having survived the deconfinement transition of the theory these vector
mesons are analogous to the ρ-meson of QCD.
However, at high temperatures the resonances become very broad and their frequency location
does not relate to the mass formula. These peaks also move to lower frequencies if we decrease the
temperature or equivalently increase the mass parameter m. There exists a turning point at which
the resonance peaks change their direction along the frequency axis when the temperature-mass
parameter m is changed. We speculate that in the same way in which the low-temperature (large
mass) regime is ruled by mass effects, the thermal regime is governed by temperature effects. In
order to collect evidence for this interpretation we examined the solutions of the gravity field dual
to the flavor current relevant for our spectral functions in section 5.3. We give an analytic solution
for the gravity field equation of motion and the spectral function fraction in the high-frequency
near-horizon limit. This solution is the confluent hypergeometric function 1F1 showing oscillatory
and damped behavior.
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Introducing a finite isospin density in section 5.2 we discovered a triplet splitting of the peaks.
This behavior agrees with the analytical results showing a triplet splitting of the correlator poles
in the complex frequency plane at finite isospin chemical potential for massless quarks studied
in section 4.2. The splitting depends on the size of the chemical potential. Note again that this
behavior is reminiscent of the QCD ρ-meson which is a triplet under the QCD isospin symmetry.
Finally, in the last section 5.4 we introduced the concepts needed to compute gravity fluctua-
tions and to obtain from these the correlators at finite baryon and isospin densities.
6. TRANSPORT PROCESSES AT STRONG COUPLING
Experimental results obtained at the RHIC collider suggest that the plasma state generated there
in collisions of gold ions behaves as a fluid (rather than a gas as originally assumed) is microscop-
ically governed by QCD at strong coupling and finite temperature. We thus use the AdS/CFT
duality in the present chapter in order to compute transport properties of the strongly coupled
plasma. In particular we focus on the diffusion of conserved charges such as the baryon charge
and isospin charge. Section 6.1 reviews the general membrane paradigm approach to compute
diffusion coefficients from the metric components only. We apply the formulae obtained there in
sections 6.2 and 6.3 to find the baryon and the isospin diffusion coefficients, respectively. Since
in the previous chapter we have found evidence for mesonic quasi-particle states to survive the
deconfinement transition inside the plasma, we go on studying the diffusion of such quarkonium
states in section 6.4. Finally we consider the case of a background gauge field in arbitrary flavor
direction which induces three different isospin charges on the gauge theory side. In section 6.5 we
study gradients in these three charge densities which drive thermal currents.
6.1. Membrane paradigm
Let us begin our study of the diffusion properties at finite baryon and isospin densities by
motivating the so called membrane paradigm which relates transport coefficients to components
of the background metric tensor. In our case this metric tensor will include contributions from
the background gauge fields on the D7-brane. We also restate the neccessary assumptions and put
down the most important formulae. A detailed derivation can be found in [31] while a review of
the complete subject may be found in [9].
The basic idea behind the membrane paradigm approach is to relate the hydrodynamic nor-
mal modes on the gauge theory side of the correspondence to a gravitational counterpart. This
gravitational counterpart then has to fulfill the same dispersion relations as the hydrodynamic
modes. For example the gravity mode dual to the diffusion mode should have the dispersion re-
lation ω = −iDq2. The approach used in [31] is to construct the gravity fluctuation with exactly
this dispersion property. Having done this the authors identify the diffusion coefficient with an
expression in the result depending on the metric components. This yields the diffusion formula for
a charge coupled to a conserved vector current
D =
√−g
g11
√−g00g44
∣∣∣∣
ρ=1
∫
dρ
−g00g44√−g . (6.1)
Similar formulae can be found for the gravitational tensor fluctuations dual to the shear mode [31].
There are a few assumptions to be made in order for the derivation to work. First, the metric
components all have to be independent from all coordinates but the radial AdS-coordinate x4.
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Second, the time component of the gravity vector field A0(ρ) can be expanded in a series
over q2/T 2 ≪ 1 (at least if ρ is not exponentially close to the horizon). Third, spatial gauge field
components change slower with time than the time-component varies over space |∂0A1| ≪ |∂1A0|.
6.2. Baryon diffusion
In this section we calculate the baryon diffusion coefficient and its dependence on the baryon
density. As discussed in [52], the baryon density affects the location and the presence of the
fundamental phase transition between two black hole embeddings observed in [42]. This first order
transition is present only very close to the separation line between the regions of zero and non-zero
baryon density shown in figure 15 as discussed before in section 4.3. We show that the fundamental
phase transition may also be seen in the diffusion coefficient for quark diffusion. It disappears at
a critical baryon density. Nevertheless, the diffusion coefficient shows a smoothened transition
beyond this critical density, which we will call hydrodynamic transition and which appears as a
minimum in the diffusion coefficient versus quark mass diagram.
In order to compute the diffusion using holography, we use the membrane paradigm approach
reviewed in section 6.1 developed in [31] and extended in [59]. This method allows to compute
various transport coefficients in Dp/Dq-brane setups from the metric coefficients. The resulting
formula for our background is equation 6.1 which is the same as in [59].
The dependence of D on the baryon density and on the quark mass originates from the depen-
dence of the embedding χ on these variables. The results for D are shown in figure 42.
Discussion The thick solid line shows the diffusion constant at vanishing baryon density found
in [59], which reaches D = 0 at the fundamental phase transition. Increasing the baryon density,
the diffusion coefficient curve is lifted up for small temperatures, still showing a phase transition
up to the critical density d˜∗ = 0.00315. This is the same value as found in [42] in the context of
the phase transition of the quark condensate.
The diffusion coefficient never vanishes for finite density. Both in the limit of T/M¯ → 0 and
T/M¯ → ∞, D · T converges to 1/2π for all densities, i.e. to the same value as for vanishing
baryon density, as given for instance in [31] for R-charge diffusion. Near the phase transition, the
diffusion constant develops a nonzero minimum at finite baryon density. Furthermore, the location
of the first order phase transition moves to lower values of T/M¯ while we increase d˜ towards its
critical value.
In order to give a physical explanation for this behavior, we focus on the case without baryon
density first. We see that the diffusion coefficient vanishes at the temperature of the fundamental
deconfinement transition. This is simply due to the fact that at and below this temperature, all
charge carriers are bound into mesons not carrying any baryon number.
For non-zero baryon density however, there is a fixed number of charge carriers (free quarks)
present at any finite temperature. This implies that the diffusion coefficient never vanishes. Switch-
ing on a very small baryon density, even below the phase transition, where most of the quarks are
bound into mesons, by definition there will still be a finite amount of free quarks. By increasing
the baryon density, we increase the amount of free quarks, which at some point outnumber the
quarks bound in mesons. Therefore in the large density limit the diffusion coefficient approaches
D = 1/(2πT ) for all values of T/M¯ , because only a negligible fraction of the quarks is still bound
in this limit.
Note that as discussed in [42, 52, 53] there exists a region in the (nB, T ) phase diagram at small
nB and T where the embeddings are unstable. In figure 42, this corresponds to the region just be-
low the phase transition at small baryon density. This instability disappears for large nB (compare
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Figure 42: The diffusion coefficient times temperature is plotted against the mass-scaled temperature for
diverse baryon densities parametrized by d˜ = 0.1 (uppermost line in upper plot, not visible in lower plot),
0.004, (long-short-dashed), 0.00315 (thin solid), 0.002 (long-dashed), 0.000025 (short-dashed) and 0 (thick
solid). The finite baryon density lifts the curves at small temperatures. Therefore the diffusion constant
never vanishes but is only minimized near the phase transition. The lower plot zooms into the region of the
transition. The phase transition vanishes above a critical value d˜∗ = 0.00315. The position of the transition
shifts to smaller T/M¯ , as d˜ is increased towards its critical value.
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Figure 43: The diffusion coefficient times temperature DT is plotted versus the mass-temperature param-
eter m at baryon density (a) d˜B = 5 · 10−5 and (b) d˜B = 20. Different curves in one plot show results for
distinct values of the isospin density (top down): d˜I = 0 (black), d˜I = 1/4d˜B (green), d˜I = 1/2d˜B (blue),
d˜I = 3/4d˜B (red), d˜I = d˜B (orange). These plots were generated by Patrick Kerner [117].
also figure 17).
6.3. Diffusion with isospin
In this section we consider the diffusion coefficient computed from the membrane paradigm
formula (6.1) adding a finite isospin density to the finite baryon density exclusively considered
in the previous section. The gravity dual to such a theory has already been discussed in sec-
tion 4.4. The finite isospin density enters the diffusion coefficient through the D7 embedding
function χ(ρ, d˜B, d˜I) which appears in the metric components gµν(ρ, d˜B, d˜I). We obtain the ex-
plicit embedding function by solving its equation of motion (4.164) and then simply plug in the
metric coefficients (4.132) into the diffusion formula (6.1). This procedure yields the plots given
in figure 43. The physical significance of this diffusion coefficient will be discussed at the end of
this section and for now we refer to it as the effective baryon diffusion coefficient.
Discussion The diffusion coefficient in this background with finite baryon density and with
finite isospin density (thermodynamical conjugate of the chemical potential in the third flavor
direction) behaves very similar to the case with finite baryon density only. In the limit of vanishing
densities d˜B = 0 = d˜I the diffusion coefficient reduces to the thick black line shown in figure 42
showing a sharp transition from the diffusive black hole phase to the non-diffusive Minkowski
phase at the critical mass-temperature value mcrit. Again the explanation is that neither baryon nor
isospin charges are available below the critical m. We now switch on a small baryon density and
increase the isospin density in quarter steps from zero (black curve) to d˜I = d˜B (orange curve)
in figure 43, (a). At these small densities only the case in which both densities are equal differs
significantly from the only baryon density case. The diffusion curve for this case drops up to
50 percent below the baryonic value above the transition and follows the baryonic case closely
below the transition. Zooming in on figure 43, (a) would show a spiraling behavior for all the
curves near the location of the former phase transition. The new location of the transition shifts
to smaller m as the isospin density is increased. This qualitative behavior has also been observed
when we increased the baryon density at vanishing isospin density in the previous section. Thus
we can summarize that the introduction of any of the two densities shifts the location of the phase
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transition to lower values of the mass-temperature parameter m (as may be seen in the phase
diagram 23). At a critical combination of densities the transition again vanishes.
Increasing the baryon density to d˜B = 20 in figure 43, (b) we observe a more pronounced
splitting between the different isospin density curves. Again the case d˜I = d˜B drops significantly
below the other isospin value curves. All the curves show a clear minimum near the location of
the former phase transition. We interpret this minimum structure as a smoothed version of the
previously sharp phase transition and call it hydrodynamic transition. We further identify this
transition as a crossover. Following the location mmin of the minimum when varying the two
densities we observe that the rotational symmetry O(2) formerly present at small densities in the
phase diagram 23, now at large densities is broken to a discrete Z4. All the diffusion curves
approach the value 1/(2π) in both the large and small mass limit. This evolution is shown in
the contour plot 44. Contours correspond to equal values of the mass parameter m at the phase
transition.
Figure 44: Contour plot of the location of the phase transition/crossover mass parameter over the baryon
density-isospin density plane. This plot was generated by Patrick Kerner [117].
We now come back to the question which diffusion coefficient we have actually calculated
applying the membrane paradigm formula (6.1). Since we have not changed the formula at all and
taking a closer look at its derivation, we are lead to the conclusion that we have again calculated
the baryon diffusion coefficient. Since the metric background now includes isospin density in
addition to the baryon density, this formula also incorporates the effect of the finite isospin density
on the diffusion of our baryons. So we conclude that the coefficient we have computed is the
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baryon diffusion coefficient taking in account the isospin-driven baryon diffusion, thus we call
it the effective baryon diffusion coefficient. In order to study the effects of baryon and isospin
diffusion seperately, we have to modify the membrane paradigm and also our setup to include a
non-Abelian structure in the metric background as briefly discussed in the outlook section 6.5.
6.4. Charmonium diffusion
In accordance with recent QCD lattice results [63] and investigations of [64] we observed in
the previous chapter that in our model D3/D7-theory stable quasi-particle states of quarks and
antiquarks survive the deconfinement transition of the thermal field theory (N = 4 SYM in our
case) which governs the thermal plasma under investigation. After having studied the diffusion
of individual quarks considering their isospin and baryon charge in the previous sections (see
also [128, 129, 130]), we now turn to the diffusion of those quark-antiquark bound states having
survived in the thermal plasma at vanishing densities. We will find that similar to the viscosity
bound η/s, the quarkonium diffusion at strong coupling is also significantly smaller than at weak
coupling. The energy loss of heavy quarks and their bound states is experimentally of high inter-
est [89, 131, 132, 133, 134, 135]. The most prominent example of such bound states in QCD is
charmonium (cc¯), or rather its first excited state called J/ψ. In our holographic setup we examine
an analogous configuration of fundamental fields in SYM theory at strong coupling. We start by
illustrating the general idea of our calculation with a review of the analogous QCD calculation.
Afterwards we translate the problem to SYM theory and solve it by the calculation of correlation
functions in the dual gravity theory. The result will be the quark-antiquark bound state diffusion
coefficient at strong coupling.
The content of this section collects intermediate results of the work [4] which is based on an
idea by Derek Teaney. Note that during the publication process of this thesis all the open checks
mentioned in this section have been completed and the final result can now be found in [4].
Summary of QCD results Our task is to describe the interactions of a heavy meson with the
QCD medium. We accomplish this by a dipole approximation which has yielded a good estimate
of the J/ψ coupling to nuclei [136]. Following the effective field theory calculation first carried
out in [136], we consider the sum of the pure QCD Lagrangian and an interaction Lagrangian
describing color-electric (index E) and color-magnetic ( index B) interactions
Ł = φ†viv · ∂φv +
cE
N2
φ†vØEφv +
cB
N2
φ†vØBφv , (6.2)
with v being the fixed velocity of the heavy (scalar) meson described by the field φv
ØE = −GµαAGανAvµvν , ØB = 12GαβAGαβA −GµαAGανAvµvν . (6.3)
G is the non-Abelian field strength of QCD, and cE and cB are coefficients to be determined from
the QCD dynamics. This Lagrangian may be used for describing bound states of heavy quarks
with four-velocity vµ. In the rest frame of a heavy quark bound state, v = (1, 0, 0, 0), the operators
ØE and ØB are
ØE = E
A · EA , ØB = BA ·BA , (6.4)
where EA andBA are the color electric and magnetic fields. If the constituents of the charmonium
dipole are non-relativistic it is expected that the magnetic polarizability cB is of second order in the
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four-velocity Ø(v2) relative to the electric polarizability cE . For heavy quarks we assume that cB
can be neglected and set cB = 0. For heavy quarks and large N Peskin found [137, 138]
cE =
28π
3Λ3B
, (6.5)
with the inverse Bohr radius ΛB ≡ 1/a0. Below we will generalize these results to N = 4
Super-Yang-Mills theory.
We expect the kinetics of the heavy meson dipole in the medium to be described by Langevin
equations for long time scales compared to the medium correlations
dpi
dt
= ξi(t)− ηDpi , (6.6)
〈ξi(t)ξj(t′)〉 = κδijδ(t− t′) . (6.7)
Here the ξi are components of an arbitrary force acting on the heavy dipole. The coefficient κ is
the second moment of the force applied to the dipole. The drag coefficient ηD and the fluctuation
coefficient κ are related by the Einstein equation
ηD =
κ
2MT
, (6.8)
with the mass M and temperature T .
In the regime of times long compared to medium correlations but short compared to the time
the system needs to equilibrate, we can neglect the drag coefficient in equation (6.6). Then the
fluctuation coefficient κ is obtained from the correlation of the microscopic forcesF i on the dipole,
κ =
1
3
∫
dt〈F i(t)F i(0)〉 . (6.9)
The thermodynamical forceF acting on the heavy dipole is determined by the gradientF = −∇U
of the potential U identified as the interaction part of the Lagrangian
U = Łint =
∫
d3xφ†vcE
E2
2
(x, t)φv(x, t) . (6.10)
So the fluctuation coefficient is given by
κ = − lim
ω→0
2T
3ω
c2E
N4
∫
d3q
(2π)3
q2ImGRE2E2(ω, q) , (6.11)
where
GRE2E2(ω,k) = −i
∫
d4xe−i
~k·~xΘ(x0)〈ØE
2
(x, t)
ØE
2
(0)〉 . (6.12)
The three-momentum factor q2 in (6.11) comes from the derivative in the potential gradient ∇U
and the term proportional to ω2 vanishes in the zero-frequency limit.
In the case of QCD the integral in (6.11) evaluates to
κ =
c2E
N2
64π5
135
T 9 . (6.13)
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The fluctuation coefficient κ which we identified with the second moment of the force acting on
the dipole gives the rate of momentum broadening. We also identify the coefficients cE, cB as
the electric and magnetic polarizabilities. These and analogous coefficients in the following are
called α with an appropriate index (e.g. αF , αT ).
Linear perturbations of N = 4 Super-Yang-Mills theory Our aim is to calculate the heavy
meson diffusion coefficient κ from gauge/gravity duality. This requires the calculation of the two-
point correlators as well as of the polarizabilities in N = 4 Super-Yang-Mills theory.
To set the scene we transfer the results of the preceding section to N = 4 SU(N) Super-Yang-
Mills theory. We consider the effective Lagrangian
Ł = −φ†viv · ∂φv +
αT
N2
φ†vT
µνφvvµvν +
αF
N2
φ†vtrF
2φv , (6.14)
which is a linear perturbation ofN = 4 Super-Yang-Mills theory by two composite operators. The
polarization coefficients αT , αF will be determined below from meson mass shifts in gauge/gravity
duality.
The force on the dipole now becomes
F(t) =
∫
d3xφ†v∇
[αT
N2
T µνvµvν +
αF
N2
trF 2
]
φv . (6.15)
Again there will be no cross-terms. In the gauge/gravity duality this is reflected in the fact that at
tree level in supergravity, there is no contribution to 〈T00(x)trF 2(y)〉 = δ2δg00(x)δΦ(y)W = 0, with
g00 the metric component and Φ the dilaton.
We proceed by calculating the stress tensor and trF 2 correlators from graviton and dilaton
propagation through the AdS-Schwarzschild black hole background. Moreover we determine the
polarizability αT by considering the linear response of the meson mass to switching on the black
hole. The polarizability αF is obtained by determining the linear response of the meson mass to a
perturbation of the dilaton. As an example we choose the dilaton deformation of Liu and Tseytlin
[139].
AdS/CFT setup We consider two different gravity backgrounds, the thermal and the dilaton
one. Starting with the gravity dual of N = 4 theory at finite temperature given by the AdS-
Schwarzschild black hole with Minkowski signature (see e.g. [28]). Asymptotically near the hori-
zon the corresponding metric returns to AdS5 × S5. The black hole background is needed in the
subsequent both for calculating the necessary two-point correlators 〈T00T00〉 and 〈trF 2trF 2〉, as
well as for obtaining the polarizability contribution for the linear response of the meson masses to
the temperature.
We make use of the coordinates of [37] to write the AdS-Schwarzschild background in
Minkowski signature as
ds2 =
(w
R
)2(
−f
2
f˜
dt2 + f˜dx2
)(
R
w
)2 (
d̺2 + ̺2dΩ23 + dw
2
5 + dw
2
6
)
, (6.16)
with the metric dΩ23 of the unit 3-sphere, where
f(r) = 1− r
4
H
4w4
, f˜(r) = 1 +
r4H
4w4
, w2 = ̺2 + w25 + w
2
6, rH = TπR
2,
R4 = 4πgsNcα
′2, λ = 4πNgs, g2YM = 4πgs, wH =
rH√
2
.
(6.17)
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In the next section we will work in a coordinate system with inverted radial AdS-coordinate u =
R2/r2 used in e.g. [28]. In these coordinates, the deformed AdS5 part of the metric (6.16) reads
ds25 =
(πTR)2
u
(−f(u)dx02 + dx2)+ R2
4u2f(u)
du2 , (6.18)
with f(u) = 1− u2 and the determinant square root √−g5 = R10(πT )84u3 .
A further necessary ingredient is the polarizability contribution obtained from the linear re-
sponse of the meson mass to trF 2. The gravity dual of the operator trF 2 (and its N = 2 super-
symmetric completion) is the dilaton field. Therefore, we consider a dual gravity background with
a non-trivial dilaton flow. We choose the dilaton flow of Liu and Tseytlin [139] which corresponds
to a configuration of D3 and D(-1) branes. In order to fix notation, we write down the string frame
metric of [139] in the form
ds2string = e
Φ/2ds2Einstein = e
Φ
[( r
R
)2
d~x2 +
(
R
r
)2 (
dr2 + r2dΩ25
)]
. (6.19)
The type IIB action in the Einstein frame for the dilaton Φ, the axion C and the self-dual gauge
field strength F5 = ⋆F5 reads
S =
1
2κ210
∫
d10x
√−g
[
R− 1
2
(∂Φ)2 − 1
2
e2Φ(∂C)2 − 1
4 · 5!(F5)
2 + . . .
]
, (6.20)
with the curvature scalar R and the ten-dimensional gravity constant
1
2κ210
=
1
(2π)7(α′)4g2s
. (6.21)
Solving the equations of motion derived from (6.20), we obtain the dilaton solution
eΦ = gs(1 +
q
r4
) . (6.22)
Note that the parameter q we are using here differs from that given in [139] in the following
way q = R8
λ
qLiu&Tseytlin.
The dilaton is dual to the field theory operator trF 2 appearing in the gauge theory ac-
tion Sgauge =
∫
d4xtrF 2 + . . . . So the expectation value or one-point function of this operator
is given by
〈trF 2〉 = lim
r→∞
δS
δΦ
=
N2
2π2R8
q . (6.23)
Note that we use the Minkowski version of the originally Euclidean Liu-Tseytlin background.
Correlators According to (6.11) and (6.15) the heavy meson momentum broadening is given
by
κ = − lim
ω→0
(
2T
3ω
)∫
d3q
(2π)3
q2
[(αF
N2
)2
ImGRF 2F 2(ω, q) +
(αT
N2
)2
ImGRTT (ω, q)
]
, (6.24)
where the bracket is the imaginary part of the force (6.15) correlator GRFF . We need to calculate
the retarded momentum space correlator GRTT of the energy momentum tensor component T 00
which is dual to the metric perturbation h00, and the 2-point correlator GRF 2F 2 of the operator trF 2
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dual to the dilaton Φ. On the gravity side both field correlators are computed in the black hole
background (6.16) placing the dual gauge theory operator correlation functions at finite tempera-
ture.
For simplicity in this section we work in the conventions and coordinates of [28]. Especially the
radial coordinate is changed from r to u with the horizon at u = 1. These are the same coordinates
we have used in section 3.1.2. We apply the method of [27] to find the two-point Minkowski space
correlators from the classical supergravity action as described in section 3.1.2 .
The classical gravity action for the graviton and dilaton is obtained from (6.20) as
S =
1
2κ25
∫
dud4x
√−g5
[
(R− 2Λ)− 1
2
(∂Φ)2 + . . .
]
, (6.25)
where
1
κ25
=
Ω5
κ210
=
N2
4π2R3
. (6.26)
So comparing to (3.7) we get
BΦ = − 1
4κ25
√−g5guu . (6.27)
The equation of motion derived from (6.25) in momentum space reads
Φ′′ − 1 + u
2
uf(u)
Φ′ +
w2 − q2f(u)
uf(u)2
Φ = 0 , (6.28)
with the dimensionless frequency w = ω/2πT and spatial momentum component q = q/2πT .
The equation of motion (6.28) has to be solved numerically with incoming wave boundary condi-
tion at the black hole horizon. Computing the indices and expansion coefficients near the boundary
and horizon as done in [33, 34], we obtain the asymptotic behavior as linear combination of two
solutions. We get the correlators by applying the matching method described in section 3.1.3.
Solving (6.28) and matching the asymptotic solutions, we obtain
lim
ω→0
∫
d3q
(2π)3
q2
3ω
[−2T ImGRF 2F 2(ω, q)] = N2T 9C1 . (6.29)
The corresponding result for the energy-momentum component correlator is obtained in an anal-
ogous way from the action and equations of motion already discussed in [29] . The final result
is
lim
ω→0
∫
d3q
(2π)3
q2
3ω
[−2T ImGRTT (ω, q)] = N2T 9C2 . (6.30)
The real numbers C1, C2 here are numerical values which are currently being checked. 25
Polarizabilities Looking at the meson diffusion formula (6.24) we realize that we have to
determine the polarizabilities αT , αF . In analogy to the QCD calculation we consider the effective
SYM Lagrangian (6.14) leading to the meson mass shift
δM = −αT
N2
〈
T 00
〉− αF
N2
〈
trF 2
〉
. (6.31)
25 Note that during the publication process of this thesis our checks have been completed and the final results are given
in [4].
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On the other hand the mesons are dual to the gravity field fluctuations describing the embedding of
our D7-brane (cf. section 2.3) and their masses are determined by the dynamics of the gravity fluc-
tuations. We have already reviewed how to compute meson masses from D7-brane embeddings in
section 2.3. One of the major results there is the meson mass formula for scalar excitations (2.80)
which depends on the angular excitation number l as well as on the radial excitation n. From here
on we will consider the case of the lowest angular excitation l = 0 only. Picking up the QCD idea
that the interaction with external color-fields shifts the meson mass linearly (cf. equation (??)) we
write down an analogous relation for the gauge condensate 〈trF 2〉
δM = −αF
N2
〈trF 2〉 . (6.32)
The constant of proportionality αF is identified with the polarization. It can be calculated by
determining the meson mass shift δM at a given value of the gauge condensate 〈trF 2〉 ∝ q. Let
us now determine the mass shift analytically. This requires the further assumption that q¯ = q/L4
is small. Next we derive the equation of motion for D7-brane fluctuations as shown in [140] and
subsequently linearize that equation in q, which then gives
− ∂ρρ3∂ρφ(ρ) = M¯2 ρ
3
(ρ+ 1)2
φ(ρ) + ∆(ρ)φ(ρ) , (6.33)
where the operator ∆(ρ) is given by
∆(ρ) = −4q¯ ρ
4
(ρ2 + 1)3
∂ρ . (6.34)
Setting the operator ∆ ≡ 0 returns the case of vanishing gauge condensate 〈trF 2〉 ≡ 0. So the
term ∆φ describes the meson mass shift generated by the condensate on the level of the equation
of motion. We consider the lightest of the mesons by choosing the lowest radial excitation num-
ber n = 0 and the solution at vanishing condensate is φ0. Any deviation δφ0 from the solution φ0
of the case q = 0 may be written as a linear combination of the functions φn, which are a basis of
the function space of all solutions,
φ(ρ) = φ0(ρ) +
∞∑
n=0
anφn(ρ), an ≪ 1, (6.35)
M¯2 = M¯20 + δM¯
2
0 , δM¯
2
0 ≪ 1 , (6.36)
with the meson mass M0. Plug this Ansatz into the equation of motion derived in [140], make use
of the radial fluctuation equation of motion at vanishing q (2.73) and keep terms up to linear order
in the small parameters an, q¯ and δM20 to get
ρ3
(ρ2 + 1)2
∞∑
n=0
anM¯
2
nφn(ρ) = δM¯
2
0
ρ3
(ρ2 + 1)2
φ0(ρ) + M¯
2
0
ρ3
(ρ2 + 1)2
∞∑
n=0
anφn(ρ) + ∆(ρ)φ0(ρ).
(6.37)
We now multiply this equation by φ0(ρ), integrate over ρ ∈ [0,∞[ and make use of the fact that
the φn are orthonormal and of the non-interacting lowest mode solution φ0 =
√
12/(ρ2 + 1) in
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order to rewrite
δM¯20 = −
∞∫
0
dρ φ0(ρ)∆(ρ)φ0(ρ)
= 4q¯
∞∫
0
dρ
ρ4
(ρ2 + 1)3
φ0(ρ)∂ρφ0(ρ)
= −8
5
q¯.
(6.38)
From δM¯20 = 2M¯0δM¯0 we therefore obtain
δM0 =
L
2R2
δM¯20
M¯0
= − 8
5π
(
2π
M0
)3
1
N2
〈
trF 2
〉
, (6.39)
where we inserted the meson mass formula (2.80) and switched back to dimensionful quantities.
By comparison with (6.32) we may now identify αF
αF =
8
5π
(
2π
M0
)3
. (6.40)
The calculation of the polarizability αT is completely analogous. We are now looking for the
proportionality constant of meson mass shifts with respect to deviations from zero temperature,
δM = −αT
N2
〈
T 00
〉
. (6.41)
The vacuum expectation value 〈
T 00
〉
=
1
2
π2N2T 4 (6.42)
is proportional to (temperature)4. We eventually obtain the polarizability αT as
αT =
12
5π
(
2π
M0
)3
. (6.43)
These results (6.40) and (6.43) for small values of q¯ agree very well with the numerical calculation
we performed in parallel (not shown here, see [4] for details) relaxing the assumption that q¯ needs
to be small.
Result Substituting our polarizations (6.40) and (6.43), as well as the correlators (6.30)
and (6.29) into the Kubo equation for the heavy meson momentum broadening (6.24) yields
κ =
T 3
N2
(
2πT
M0
)6 [(
8
5π
)2
C1 +
(
12
5π
)2
C2
]
= C3
T 3
N2
(
2πT
M0
)6
, (6.44)
with numerical values C1, C2, C3 which are currently being checked. 26
26 Note that during the publication process of this thesis our checks have been completed and the final results are given
in [4].
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This strong coupling result resembles the weak coupling result obtained from a perturbative
calculation at large Nc very closely
κ = C˜3
T 3
N2
(
πT
ΛB
)6
, (6.45)
where the inverse Bohr radius ΛB replaces the meson mass M0 as the characteristic energy scale.
In order to compare the weak coupling result (6.45) to the strong coupling result (6.44), we need
to divide by the corresponding mass shifts (δM)2 such that the Bohr radius and the quark mass
cancel from the results. The number C˜3 is still being checked. Nevertheless, our preliminary
results indicate that the ratio κ/(δM)2 is about five times smaller at strong coupling compared
to its value at weak coupling. It is reassuring that the viscosity to entropy quotient shows an
analogous behavior being much smaller at strong coupling [26]. After the exact values C3, C˜3 are
confirmed we will draw a more precise conclusion. 27
6.5. Diffusion matrix
This section collects a few ideas and formulae which result from working towards the compu-
tation of diffusion matrices. The basic idea here is motivated by the fact that the diffusion of a
certain charge can be induced by different gradients. A setup in which such an effect might occur
is a thermal plasma in which the three flavor charge densities are fixed to three different values.
For example in section 6.3 we found that the simultaneous presence of finite baryon and isospin
density changes the baryon diffusion coefficient in a different way than increasing a finite baryon
density alone. This motivates the idea to arrange the diffusion coefficients relating distinct gradi-
ents to distinct currents in a matrix 28. Analogous matrix structures appear in the context of Ohm’s
law at strong coupling for the heat and charge conductivity [141]. In the context of QCD calcula-
tions the importance of flavor diffusion matrices has been stressed for example in [142, 143]. We
will use the D3/D7-system with a non-vanishing isospin density in all three flavor directions as a
sample setup to study. We collect a few intermediate results and ideas in order to develop the basic
plan of the calculation.
Up to now in this work we have chosen a chemical potential µI along the third flavor direc-
tion σ3 in isospin space. The thermodynamically conjugate quantity is the charge density d˜I ≡ d˜I3
coupling to this particular flavor direction. Now in general there are two more charge densi-
ties d˜I1, d˜I2 to which the corresponding chemical potentials are conjugate. On the gravity side
of the correspondence the flavor gauge field components A1 and A2 couple to the isospin charge
densities d˜I1, d˜I2 , respectively. The action relevant for this approach including all three isospin
directions has been given in equation (4.157) already. In this section we are interested in how a
gradient in one of the three isospin charge densities d˜I1, d˜I2, d˜I3 influences the current of a differ-
ent one of these charge densities. In other words, our goal is to compute the components of the
diffusion matrix
D =

 D11 D12 D13D21 D22 D23
D31 D32 D33

 , (6.46)
27 Note that during the publication process of this thesis all the open checks have been completed and the final result
can now be found in [4].
28 The author is grateful to Christopher Herzog and Laurence Yaffe for valuable discussions on this topic.
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appearing in the diffusion equation for three isospin charges
∂0

 J10J20
J30

 =

 D11 D12 D13D21 D22 D23
D31 D32 D33

 ∂i∂i

 J10J20
J30

 . (6.47)
In this general setup all three flavor directions are equal. We have not picked any one of them to
be special as in our previous approach. So it is reasonable to assume that the diffusion induced
by a charge gradient e.g. in 1-direction drives a current in 2-direction with the same strength
as a charge gradient in 2-direction drives a 1-current, which implies D12 = D21. Therefore,
the diffusion matrix is assumed to be symmetric and can thus be diagonalized. To check this
heuristic argument we have at least two paths which could bring us to our goal: Either we extend
the membrane paradigm by flavor indices, such that we have an equation similar to (6.1) but
with flavor indices Dab = Dab(gaµν , gbρσ), or we compute the fluctuations and read the diffusion
coefficient from the zero frequency limit of the spectral functions as described in equation (3.64).
No matter which of these two approaches we choose, either one has to incorporate the flavor
structure of fields.
A trivial result? To conclude this section we briefly discuss the probable outcomes for the
calculation of different diffusion matrices. We could bring up the argument that due to the rota-
tional symmetry in flavor space we can always rotate to a flavor coordinate system in which the
isospin points along the third flavor direction for example. This is the restriction from three de-
grees of freedom d˜I1, d˜I2, d˜I3 to only one d˜I3. If this is true then the isospin diffusion matrix would
have to be proportional to unity. However, in the case of finite baryon and isospin density we have
explicitly seen that the baryon diffusion coefficient changes differently if a finite isospin density
is present. Thus we assume that at least in that case the diffusion matrix can not be proportional
to unity. In this case the explanation is that we introduce the physical baryon and isospin densi-
ties and give them different values, so that we can distinguish between them. Then we transform
to non-physical densities in which the problem simplifies. But here we keep all the degrees of
freedom we have since we transform (d˜B, d˜I) → (d˜1, d˜2). After solving the problem with these
simpler flavor coordinates we transform back to the physical baryon and isospin densities which
we had introduced in the beginning. Since we had chosen the physical baryon and isospin density
to be different, this difference reflects in the response of the system given by the baryon diffusion
coefficient being changed compared to the case of vanishing isospin density. Now we argue that
in the case of vanishing baryon but non-zero isospin densities a similar effect might occur if we
admit different, non-zero, physical charge densities for all three flavor directions.
6.6. Summary
In this chapter we have studied the diffusion of quarks and their bound states inside a ther-
mal plasma at strong coupling. We started this study by reviewing the membrane paradigm, a
holographic method to find transport coefficients merely knowing the metric components on the
gravity dual side in section 6.1. With this calculational tool at hand we found in section 6.2 the
coefficient of baryon charge diffusion in the thermal theory at finite baryon charge density which
is dual to our D3/D7-setup. That diffusion coefficient approaches a fixed value of D = 1/(2πT ) at
low and at high temperatures. At intermediate temperatures the baryon diffusion coefficient shows
a minimum which shifts to lower temperatures as the density is increased. At vanishing baryon
density the diffusion coefficient still asymptotes to the value D = 1/(2πT ) at large temperatures
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while it vanishes at the phase transition temperature and for all temperatures below it. We interpret
this by the baryon charge carriers, the quarks to vanish below the transition because they get bound
into quasi-meson states carrying no net-baryon charge. At finite baryon density by definition we
always have a finite amount of baryon charge carriers so the diffusion coefficient can not vanish
for this reason.
In section 6.3 we additionally introduced a finite isospin density to the baryon density and stud-
ied their combined effect on baryon charge diffusion. The baryon diffusion coefficient qualitatively
behaves as in the pure baryon density case studied before and increasing the isospin density ap-
pears to have the same qualitative effect as adding more baryon density. That this is not the case
can be seen from the study of the extended baryon-isospin density phase diagram 44. In this dia-
gram we have first traced the location of the (black hole to black hole) phase transition present at
small densities. Then we extended it by following the minimum in the diffusion coefficient men-
tioned above. Since the rotational symmetry in this phase diagram over the baryon-isospin density
plane is obviously broken to Z4, we clearly see that baryon and isospin density have different
effects on hydrodynamics of this theory, so there is a subtle interplay between them.
Section 6.4 extends our considerations of quark diffusion to the diffusion of their bound states.
In particular motivated by experimental and lattice results hinting at charmonium bound states
having survived the deconfinement phase transition of QCD, we examine the mesonic bound states
which we have found in chapter 5.1. We find the charmonium diffusion to meson mass-shift
quotient κ/(δM)2 to be significantly smaller at strong coupling compared to its value at weak
coupling. The calculation is still being checked, but will be published soon [4].
Collecting basic ideas and proposing some technical starting points in section 6.5 we suggest
how to introduce the concept of a flavor diffusion matrix. The matrix structure is based on the idea
that a charge density in one flavor direction might drive a current in another. In analogy to similar
effects present in classical systems with different charges studying this matrix may also elucidate
the different (baryon and isospin density-induced) contributions to the effective baryon diffusion
coefficient found in section 6.3.
7. CONCLUSION
This final chapter summarizes what we have learned in the course of this thesis about the
thermal gauge theory at strong coupling holographically dual to the D3/D7-setup described in sec-
tions 2.3 and 4.3. In particular we have studied the background introducing finite baryon and
isospin densities and chemical potentials, as well as the fluctuations around this background.
The strongly coupled thermal Super-Yang-Mills theory with finite densities or potentials serves
as our model theory for the quark-gluon plasma produced at present and future colliders (RHIC at
Brookhaven, LHC at CERN). I list all of my results and discuss their interrelations. Finally, I give
my conclusions and an outlook. Recall for the discussion that our D3/D7-setup at finite tempera-
ture is controlled by the parameter m ∝ Mq/T , thus increasing the quark mass Mq is equivalent
to decreasing the temperature T , and vice versa.
Results at a glance and discussion At finite baryon density we have discovered mesonic quasi-
particle resonances in the thermal spectral functions of flavor currents in section 5.1 (see figure 27).
These resonance peaks follow the holographic meson mass formula [38]
M =
L∞
R2
√
2(n+ 1)(n+ 2) , (7.1)
153
at large masses or equivalently at low temperature. This means that increasing the quark mass
(which increases L∞ as well) the resonance peaks move towards higher frequency. Since also
their width (inversely proportional to the lifetime of that exciatation) compared to their energy is
narrow, we identify these resonances with stable vector mesons in the plasma having survived the
deconfinement phase transition of the theory. This is in qualitative agreement with the lattice cal-
culation given in [63] and also with [64]. On the other hand, in the small mass/high temperature
regime the interpretation of spectral function maxima is still controversial (see also [61, 144]).
In this high temperature regime we find broad maxima as opposed to narrow low-temperature
resonance peaks. Moreover, these maxima do not follow the meson mass formula at all (see
figure 24). Quite the contrary is true since we observe the maxima to move towards lower fre-
quencies as we increase the quark mass. A (stable) particle interpretation is no longer justified in
this high-temperature/ small mass regime. Decreasing the temperature in order to approach the
low-temperature regime, we discover a turning point, where the maxima of the spectral functions
change their direction along the frequency axis as discussed in section 5.3. The location of the
lowest lying resonance peak is shown in figure 45 (a) versus the mass parameter χ0 (cf. figure 9).
Different curves correspond to distinct baryon densities, with the bottom curve corresponding to
the lowest density (cf. figure 33 for details). Thus, we claim that we have to distinguish between
the temperature-dominated and the mass-dominated regime. In section 5.3 we have worked to-
wards an explanation for the high temperature behavior and for the peak turning we observe. In
the limit of high frequencies we have found an analytical solution near the horizon in terms of
the confluent hypergeometric function. This analytical solution (as well as the numerical solution
for arbitrary momenta and radial coordinate values) shows oscillatory behavior and damping in
agreement with our hypothesis: In the high temperature regime there are no stable bound states of
quarks, but merely unstable excitations in the plasma which quickly dissipate their energy to the
plasma. Our analytical solution reproduces the effect of resonance peaks in the ’spectral function
fraction’ (see 5.3) moving towards lower frequencies when the mass parameter is increased. We
have also related these thoughts to quasinormal modes. Further, we commented on that we could
learn more about the inner workings of the gauge/gravity correspondence in this example by study-
ing how to relate the bulk solutions generating the peaks in the spectral function to the spectral
functions explicitely (see discussion of the quasinormal mode solutions in section 5.3 contained
in the paragraph ’Heuristic gravity interpretation’).
We have studied the fluctuations around an SU(2) isospin background as well in section 5.2.
The resulting spectral functions at finite isospin density are shown in figure 45 (c). We clearly
observe a triplet splitting of the resonance peaks. Introducing a chemical potential in a specific
flavor direction we have broken the SU(2)-symmetry and we clearly observe the splitting because
our vector mesons are triplets under the isospin group (analogous to the ρ-meson in QCD). As a
methodical achievement we have generalized all formulae describing this setup to include U(Nf )-
chemical potentials with arbitrary Nf in section 4.5. Note, that all the spectral functions we have
computed numerically are evaluated for perturbations with vanishing spatial momentum q = 0.
In this limit the correlators for transversal and longitudinal directions coincide. One effect of this
is that we are not able to identify the lowest one of the poles, i.e. the hydrodynamic diffusion
pole which should appear in the longitudinal correlators. However, in the analytical calculation in
section 4.2 we consider exclusively this pole.
In the hydrodynamic approximation, i.e. at small frequencies and spatial momenta we are
able to find correlators analytically at finite isospin chemical potential (see section 4.2). The
longitudinal correlators are particularly interesting since the diffusion pole appears in them. We
have observed a triplet splitting (see figure 45 (d)) of this diffusion pole which can also be seen
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from the dispersion relation which we read off the longitudinal correlation functions
ω = −iDq2 ± µ for w ≥ m , (7.2)
ω = iDq2 + µ for w < m and only in GXY , (7.3)
where the positive sign of µ corresponds to the dispersion of the flavor combination GXY and the
negative sign of µ corresponds to GY X . For the third flavor direction correlators G33 there is no
chemical potential contribution in the dispersion relation ω = −iDq2. We have argued that by
introducing a chemical potential along the third flavor direction and considering the fluctuations in
any flavor direction the setup in flavor space resembles that of Larmor precession in real space. The
fluctuations precede around the designated third flavor direction with the Larmor frequency ωL =
µ. This frequency we also interpret as the minimal energy any excitation needs to have in order
to be produced in the plasma. In this hydrodynamic limit we have also computed the spectral
functions corresponding to the diffusion poles, discussed the quasinormal modes and the residues.
We have also discussed the reconciliation of these present results with the approach taken in [1] in
section 4.2.
From our discussion in section 5.1 we know that the poles of a correlation function in the
complex frequency plane generate the structure in thermal spectral functions (cf. figure 29). It is
convincing that upon introduction of isospin we observe the same behavior of triplet splitting in
both the analytical approximation for the diffusion pole shown in figure 45 (d) and for the mesonic
resonances in the numerically computed spectral functions shown in figure 45 (c). We are not able
to see the effect of the diffusion pole itself in the numerical results because there we simplified
to q = 0. But the higher frequency poles obviously have the same triplet splitting as the diffusion
pole, as we can infer by looking at the spectral function peaks splitting more and more when we
increase the isospin density and with it the chemical isospin potential as well.
We have studied diffusion of quarks and their quarkonium bound states as specific examples
for transport phenomena in chapter 6. Utilizing the membrane paradigm in section 6.2 we have
found the coefficient of baryon or equivalently quark charge diffusion in the thermal theory at finite
baryon charge density which is dual to our D3/D7-setup (see figure 42). That diffusion coefficient
approaches a fixed value of D = 1/(2πT ) at low and at high temperatures. At intermediate tem-
peratures the baryon diffusion coefficient shows a minimum which shifts to lower temperatures
as the density is increased. The minimum is also lifted if the density is increased. At vanishing
baryon density the diffusion coefficient still asymptotes to the value D = 1/(2πT ) at large tem-
peratures while it vanishes at the phase transition temperature and for all temperatures below it.
This effect is caused by the baryon charge carriers, the quarks which vanish below the transition
because they get bound into meson states carrying no net-baryon charge. At finite baryon density
this effect is still present at sufficiently low temperature since there the quarks are also bound into
mesonic states as we have learned from our study of the spectral functions. Nevertheless, by def-
inition we always have a finite amount of baryon charge carriers so the diffusion coefficient can
never vanish.
The black hole to black hole phase transition present at finite and increasing baryon density is
shifted to a lower temperature as we see for example in the diffusion coefficient in figure 42. As
mentioned above, the transition is lifted in the sense that the minimum in the diffusion coefficient
increases from zero at vanishing baryon density towards 1/(2π) at large densities. This black hole
to black hole transition continues to exist also if a small isospin density is introduced additionally.
Simultaneously introducing baryon and isospin density in the background we have discovered
a further phase transition indicated by discontinuities in thermodynamic quantities. For exam-
ple the quark condensate and the baryon and isospin densities are discontinuous on the line of
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points µB = µI . This transition resembles that one found in the case of 2-flavor QCD found
in [62]. In addition we found significant changes in thermodynamic quantities through simul-
taneous isospin in section 4.4. These changes are of qualitative nature, i.e. introducing isospin
charge or potential is not identical to merely introducing more baryon density. The distinct effects
of baryon and isospin charge or potential become obvious in the hydrodynamic regime. In fig-
ure 45(b) we see a contour plot of the transition temperature parametrized by m over the (baryon
density, isospin density)-plane. This means that the contours are contours of equal transition tem-
perature. Only the innermost part of this diagram traces the black hole to black hole transition at
small densities. This transition vanishes for baryon densities above d˜B∗ = 0.00315 (see discussion
in 4.3). For larger densities we have simply traced the location of the minimum in the diffusion
coefficient which we identify as the temperature at which a softened version of the thermodynamic
transition, i.e. a hydrodynamic transition occurs. From the contour plot in figure 45(b) we clearly
see that an initial rotational symmetry at small densities suggests that baryon and isospin density
have the same effect. However at large densities the outermost contours clearly show that the ro-
tational symmetry is broken to a Z4 symmetry. This means that baryon and isospin density have
different effects on the hydrodynamics of this theory.
Extending our studies of transport phenomena to bound states of quarks, we have computed
the diffusion of quarkonium in section 6.4. Our results indicate that the diffusion to meson mass-
shift quotient κ/(δM)2 is significantly smaller at strong coupling than at weak coupling. This
resembles the case of the viscosity to entropy density quotient which takes on significantly smaller
values at strong coupling as well [26].
Conclusions & Outlook In conclusion we have reached the goal of this thesis outlined in
the introduction on page 7. We have successfully incorporated the concepts of baryon/isospin
chemical potentials and densities in the D3/D7-gravity dual modeling quarks and mesons. We
have studied the rich phenomenology of this model on a qualitative level and we have found
many interesting signatures being consistent with lattice results and effective QCD calculations.
Nevertheless, we have also found novel structures, which had not been predicted previously. Based
on our experience with its qualitative behavior it would be interesting to study this model also on
a quantitative level. In this analysis quotients of quantities could prove to be useful, which show
universal behavior, such as the viscosity to entropy ratio. Our preliminary quantitative result on
the charmonium diffusion to meson mass-shift ratio clearly confirms this belief.
Constructing the phase diagram we have shown that isospin density/potential has effects signif-
icantly different from baryon density/potential. Also in the analysis of spectral functions isospin
effects such as the triplet splitting distinguish the isospin phenomenology clearly from the bary-
onic signatures. One important extension of the work presented here will be the computation of
meson spectra at finite baryon and isospin density as described in section 5.4. Having both the
rich effects of the baryon and isospin background and the interaction with fluctuations about it
will produce a potentially rich phenomenology. The technical considerations in section 5.4 show
that this calculation is complex but feasible. Furthermore, we have restricted our analysis to vector
mesons, but it is easy to extend it to scalars and pseudoscalars as well (see [117] for parts of an
equivalent analysis). Elaborated results on the baryon and isospin background will we published
soon [3].
Nevertheless, also our studies of the setup with baryon density only, brought up interesting
relations. For example the analysis of the resonance peak turning point gives us a deeper insight
in how the gauge/gravity correspondence works in terms of a correspondence between the gravity
bulk solutions and the gauge theory spectral functions. The further study of this topic will ei-
ther confirm our speculations about the thermal origin of the resonance turning point or prove it
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Figure 45: These four plots visualize some of the main results of this thesis. (a) Frequency location of
the lowest resonance peak in the spectral function at finite baryon density d˜B 6= 0. The baryon density is
increased from d˜B = 0.01 (the bottom curve) to d˜B = 10 (the top curve). For details confer figure 33 and
its discussion in the text. (b) Contour plot of the location of the phase transition/crossover mass parameter
over the (baryon density, isospin density)-plane. (c) Triplet splitting of resonance peaks at finite isospin
density d˜I 6= 0 for vanishing spatial momentum q ≡ 0. This splitting corresponds to a triplet splitting of
the corresponding poles in the complex frequency plane. (d) Location of the diffusion pole for the three
different flavor combinations XY , Y X and 33 (cf. section 5.2) computed analytically in the hydrodynamic
limit w, q2, m≪ 1 at finite spatial momentum q 6= 0. The diffusion pole shows a triplet splitting as well.
wrong. In any case the analytic gravity solutions which we seek to construct and their direct rela-
tion to the gauge theory spectral functions encodes valuable information about the gauge/gravity
correspondence. We will develop this analysis in [124].
Analytical and numerical studies of the charge diffusion coefficients have consistently con-
firmed the interpretations we developed for our spectral functions. For example the decreasing
baryon charge diffusion coefficient at small temperature confirms the meson interpretation of the
formation of narrow resonance peaks. A further way of testing this interpretation would be the
computation of the diffusion coefficient for the quasi-mesons corresponding to the peaks in the
spectral functions. If this quasi-meson diffusion coefficient vanishes above the hard phase transi-
tion at zero densities, this would confirm that these mesons simply vanish there. At finite density
we expect this quasi-meson diffusion only to decrease as the temperature is increased well above
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the transition temperature.
The baryon charge diffusion coefficient has been computed both at finite baryon density only
and at finite baryon and isospin densities. We found that the isosin density changes the baryon
charge diffusion coefficient significantly. Due to our computational method using the membrane
paradigm we have not been able to separate the diffusive contributions generated by the finite
isospin from those generated by the finite baryon density. Therefore we suggest to study these
different contributions developing the framework of a diffusion matrix as desribed in section 6.5.
This computation will also answer the question if the effect of finite isospin density is simply
additive, i.e. if we could get its contribution to the diffusion coefficient by subtracting the diffusion
coefficient in the purely baryonic background. Based on our observations of the minimum in the
baryon diffusion coefficient shown in figure 45(b), we suspect a more subtle interplay between
baryon and isospin densities. Note, that in section 6.5 we develop the relevant formulae for three
different isospin charges rather than for one isospin and one baryon charge. Nevertheless, the
framework once developed should easily generalize to that case as well.
Now after considering the possibility that modes with different flavor might behave differently
inside the thermal plasma, we should also worry about the fact that modes with different frequen-
cies or spatial momenta propagate through the plasma in different ways. We have commented
on the possible incorporation of this idea into our setup in the context of molecular dynamics
discussed in section 4.6.
Finally, we collect a few pronounced signals which the rich phenomenology explored here pre-
dicts to be seen at colliders. A clear signature are the stable meson resonances having survived
the deconfinement transition, showing a turning behavior in their energy as the temperature is
decreased. At sufficiently high isospin density in the plasma a resonance peak triplet splitting
depending on the amount of isospin density should be visible. We further expect discontinuities
in thermodynamical quantities to show up across the line of equal baryon and isospin densities
or potentials due to the phase transition we discovered across that line. Nevertheless, since our
supersymmetric model is not QCD we should not be surprised to see different behavior in some
cases in the collider experiments. However, the high-temperature regime of the baryon diffusion
coefficient down to the thermodynamic or hydrodynamic phase transition should be taken seri-
ously. Also the small value of the charmonium diffusion coefficient is a very interesting effect to
look for, given that it resembles the viscosity to entropy ratio in its strong coupling behavior.
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Appendix A: NOTATION
Here we give an overview of the notation which we use in this thesis if not specified otherwise.
We denote three-vectors in spatial directions by minuscule letters in bold face such as x, four
vectors including the time component are given by ~x, higher-dimensional vectors are given by
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the plain minuscule letter, e.g. x. If any of the momentum components w, q appears in an order
relation such as w≪ 1 we actually mean to denote the real part Rew≪ 1. The chemical potential
is assumed to take real values µ,m ∈ R throughout the whole thesis. All mathematical sets of
numbers are given in bold face font. For example the whole numbers are given by Z, the real
numbers are given by R and the complex numbers by C. We work in natural units, i.e. we set
the reduced Planck’s constant ~ = 1 and the speed of light c = 1. Additionally the Boltzmann
constant is chosen kB = 1 for convenience.
Symbols If not specified otherwise in the text, the following symbols have been used to denote
the quantities listed below in arbitrary order
p local pressure (A1)
ǫ internal energy (A2)
Tµν energy momentum tensor (A3)
Pµ heat current (A4)
T local temperature (A5)
β ≡ 1
T
inverse temperature (A6)
F free energy in canonical ensemble (A7)
Ω grandcanonical potential (A8)
S entropy (A9)
s entropy density (A10)
S action (A11)
µ chemical potential (A12)
n charge density (A13)
d conserved charge density (A14)
uµ four-velocity of a fluid volume (A15)
c quark condensate 〈q¯q〉 (A16)
Q charge (A17)
R thermal spectral function (A18)
D diffusion coefficient (A19)
η shear viscosity (coefficient) (A20)
κ quarkonium diffusion coefficient (A21)
T a Lie group generator (A22)
Tr ∈ R representation factor (A23)
Nf number of flavors / D7-branes (A24)
N ≡ Nc number of colors / D3-branes (A25)
ρH horizon value of the dimensionless radial AdS coordinate (A26)
ρB ≡ ρbdy boundary value of the dimensionless radial AdS coordinate (A27)
̺H horizon value of the dimensionful radial AdS coordinate (A28)
̺B ≡ ̺bdy boundary value of the dimensionful radial AdS coordinate (A29)
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mq ≡Mq quark mass (A30)
χ0 horizon value of embedding function χ (A31)
u dimensionless radial AdS coordinate with 0 ≤ u ≤ 1 (A32)
w ≡ ω
2πT
dimensionless frequency (A33)
q ≡ q
2πT
dimensionless spatial momentum (A34)
m ≡ µ
2πT
dimensionless chemical potential (A35)
Furthermore, the indices B or I in dB, dI , µB, µI denote baryon or isospin charge densities and
chemical potentials, respectively.
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