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ABSTRACT
A composite graph is a finite undirected graph in which 
a positive integer known as a chromaticity is associated with 
each vertex of the graph. The composite graph coloring 
problem (CGCP) is the problem of finding the chromatic number 
of a composite graph, i.e., the minimum number of colors 
(positive integers) required to assign a sequence of consec­
utive colors to each vertex of the graph in a manner such 
that adjacent vertices are not assigned sequences with colors 
in common and the sequence assigned to a vertex has the 
number of colors indicated by the chromaticity of the vertex. 
The CGCP problem is an NP-complete problem that has appli­
cations to scheduling and resource allocation problems in 
which the tasks to be scheduled are of unequal durations.
The pigeonhole principle gives rise to a problem 
reduction technique for the CGCP and a vertex ordering used 
in the vertex-sequentia1-with-interchange (VSI) algorithm. 
LFPHI. An upper bound on the chromatic number of a composite 
graph is obtained from the definition of a color-sequential 
coloring algorithm for the CGCP.
The performances of twelve heuristic coloring algorithms 
are compared on a variety of random composite graphs. Three 
VSI algorithms (LF1I, LFPHI, and LFCDI) performed superior to 
the other algorithms on graphs having the lower numbers of 
vertices and low edge densities while two color-sequential 
algorithms (RLF1 and RLFD1) were superior on graphs having 
the higher numbers of vertices and high edge densities.
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I. INTRODUCTION
A coloring of a finite undirected graph G which has no 
loops is an assignment of a color, a positive integer, to 
each vertex of G in a manner such that two adjacent vertices 
are not assigned the same color. The chromatic number of G 
is the minimum number of colors required for a coloring of
G. The standard graph coloring problem (GCP) is the problem 
of finding the chromatic number of a graph G. The GCP has 
been applied to a variety of problems. Among these problems 
is a class of scheduling and resource allocation problems in 
which the tasks to be scheduled are of equal duration and 
use a set of serially reusable resources.
The composite graph coloring problem (CGCP) was 
introduced to solve similar scheduling and resource 
allocation problems in which the tasks to be scheduled can 
have unequal durations [1]. A composite graph is a finite 
undirected graph which has no loops and in which each vertex 
has associated with it a positive integer known as the 
chromaticity of the vertex. The chromaticity of a vertex 
indicates the number of consecutive colors that are to be 
assigned to the vertex in a coloring. A coloring of a 
composite graph G is an assignment of a sequence of 
consecutive colors to each vertex of G in a manner such that 
the sequence has the number of colors determined by the 
chromaticity of the vertex and two adjacent vertices of G 
are not assigned sequences of colors that have a color in
common. The chromatic number of a composite graph G is the 
minimum number of colors required for a coloring of G. The 
CGCP is the problem of finding the chromatic number of a 
composite graph G.
The standard graph coloring problem [2] and the 
composite graph coloring problem are NP-complete, so the 
existence of po1ynomia 1 -time algorithms that will solve 
these problems exactly is doubtful. For the GCP, several 
heuristic algorithms have been developed to color a graph 
yielding an upper bound on the chromatic number of the 
graph. This upper bound is often considered an 
approximation of the chromatic number, but the quality of 
the approximation can be rather poor [3.4].
Three such algorithms for the GCP serve as motivation 
for the algorithms for the CGCP to be discussed in this 
paper. These algorithms for the GCP are: (1 ) the largest-
first (LF) algorithm, (2) the largest-first-with-interchange 
(LFI) algorithm, and (3) the recursive largest-first (RLF) 
a Igor i thm.
The LF and the LFI algorithms use the degrees of the 
vertices as a measure to determine the order in which the 
vertices are to be colored. In these algorithms, vertices 
of higher degrees are colored prior to those of lower 
degrees. The order in which the vertices will be colored is 
determined prior to any vertex being colored. The vertices 
are ordered in decreasing order according to their degrees. 
In the LF algorithm, the vertices in this order are assigned
the least color possible. The LFI algorithm colors the 
vertices in the same fashion as the LF algorithm except when 
a vertex is to be assigned a color that has not been 
assigned previously. In this case, an interchange technique 
is used to attempt to rearrange the colors of some of the 
previously colored vertices to prevent the use of the new 
color .
Clementson and Elphick [1] presented four heuristic 
algorithms (LFI. LF2, LF1I, LF2I) for coloring a composite 
graph. The largest-f irst-by-chromaticity (EF1) and the 
1argest-first-by-chromatic-degree (LF2) algorithms are 
generalizations of the LF algorithm for the GCP. The LF1I 
and the LF2I algorithms use an interchange technique in a 
fashion similar to the LFI algorithm to reduce the number of 
colors assigned by the LFI and the LF2 algorithms, 
respectively. The measures used to determine the order in 
which the vertices are colored are the chromaticities of the 
vertices and the chromatic degrees of the vertices. These 
algorithms order the vertices in decreasing order according 
to a primary measure and suborder the vertices of equal 
primary measure in decreasing order according to a secondary 
measure. In the LFI ordering, the primary measure is the 
chromaticity of a vertex and the secondary measure is the 
chromatic degree of a vertex. In the LF2 ordering, the 
primary measure is the chromatic degree of a vertex and the 
secondary measure is the chromaticity of a vertex.
Clementson and Elphick reported that the ordering according
to decreasing chromatici ties of the vertices yielded better 
results than the ordering according to decreasing chromatic 
degrees of the vertices. These results indicate that 
vertices of high chromatici ties are reasonable candidates 
for preference when ordering the vertices for a coloring 
algor i thm.
The composite graph coloring problem inherits all the 
difficulties inherent in the standard graph coloring problem 
and includes any additional difficulties associated with the 
chromaticities. The LF and the LFI algorithms for the GCP 
achieve their results by giving preference to vertices of 
high degrees. The LFI and the LF1I algorithms for the CGCP 
achieve their results by giving preference to vertices of 
high chromaticities. The new "largest-first" algorithms for 
the CGCP to be discussed blend these strategies so that the 
chromaticity of a vertex is not the overriding factor to 
determine when the vertex is to be colored. In some 
situations, it may be desirable to color a vertex of 
intermediate (or even low) chromaticity and high degree 
prior to a vertex of high chromaticity and low degree. The 
algorithms being presented order the vertices according to a 
function of two or more of the following measures: (l) the
chromatici ties of the vertices, (2) the chromatic degrees of 
the vertices, and (3) the degrees of the vertices. The 
largest-first-by-pigeonhole-measure (LFPH) algorithm orders 
the vertices in decreasing order according to the vertices' 
pigeonhole measures. The pigeonhole measure of a vertex is
a function of the three measures mentioned above motivated 
by the pigeonhole principle. The largest-first-by- 
chromaticity-times-degree (LFCD) algorithm orders the 
vertices in decreasing order according to the product of the 
chromaticity and the degree of a vertex. This product has 
the desirable properties being sought and is a major term in 
the pigeonhole measure of a vertex. The LFPHI and the LFCDI 
algorithms use the interchange technique of Clementson and 
Elphick to reduce the number of colors assigned by the LFPH 
and the LFCD algorithms, respectively.
The RLF algorithm for the GCP does not preorder the 
vertices as do the LF and the LFI algorithms. The RLF 
algorithm proceeds through the colors in order coloring as 
many vertices as possible with a color before proceeding to 
the next color. The algorithm starts with 1 as the current 
color. The vertex of the highest degree is selected to be 
the first vertex to be colored with the current color. The 
algorithm continues to select vertices to be colored with 
the current color until all remaining uncolored vertices are 
adjacent to a colored vertex of the current color. A vertex 
to be selected is in some manner "closest" to the colored 
vertices of the current color. (The vertex is an uncolored 
vertex adjacent to the greatest number of uncolored vertices 
that are adjacent to colored vertices of the current color.) 
When no more vertices can be colored with the current color, 
the algorithm is applied to the induced subgraph on the set 
of remaining uncolored vertices using the next color as the
current color. In the RLF algorithm, the measures to 
determine the next vertex to be colored are of a dynamic 
nature. The measures are modified as the coloring 
progresses. The RLF1 and the RLFD1 algorithms are 
generalizations of the RLF algorithm using the maximum 
chromaticity of the vertices as the primary measure for 
selecting the next vertex to be colored. The remaining 
measures retain the dynamic nature evident in the RLF 
algor i thm.
The remaining two new algorithms to be presented are 
the dynamic-pigeonhole-measure (DYNPH) and the dynamic- 
float ing-point-pigeonho1 e-measure (DYNFPH) algorithms.
These algorithms use measures based upon the pigeonhole 
measure to determine the next vertex to be colored. For 
each iteration of these algorithms, the vertex with the 
largest measure is selected to be colored and is assigned 
the lowest possible sequence of colors. After the vertex is 
colored, the measures are updated to reflect the effects of 
coloring the vertex. The measures for these algorithms are 
of a dynamic nature. These measures are also dependent on 
the colors that are assigned unlike the measures used in the 
RLF1 and the RLFD algorithms.
Two problem reduction techniques for the CGCP are 
described in Chapter VIII. These techniques can be used to 
reduce the size of the graph to be colored by eliminating 
vertices from the graph that are guaranteed not to increase 
the number of colors required for a coloring. The colors
for the eliminated vertices can be determined easily after 
the remaining vertices are colored.
To compare the algorithms that have been described for 
the CGCP. the algorithms were used to color a variety of 
random composite graphs. These random composite graphs have 
various numbers of vertices, edge densities, and 
distributions of the chromaticities. The results of these 
experiments and the conclusions drawn from these results are 
presented in Chapter IX.
II. PRELIMINARY DEFINITIONS
A. NOTATION
The set of integers is denoted by Z and the set of 
positive integers by Z+ . A sequence of consecutive integers 
is represented by I[a,b] where I[a.b] denotes the set of 
integers in the closed interval [a.b].
I[a .b] = {i € Z: a * i £ b} = [a.b] D Z.
The notation (u,v) denotes an unordered pair and <u,v> 
denotes an ordered pair. So, if u * v, then (u.v) = (v.u) 
but <u . v> ? <v , u> .
B. FINITE UNDIRECTED GRAPH
A f i n i c e und i rec ted graph is an ordered triple <V.E,$> 
where V is a nonempty finite set of elements known as 
vertices. E is a finite set of elements known as edges . and 
$ is a function from E into the set of unordered pairs on V 
[5]. The endpoints of an edge e are the vertices u and v 
such that $(e) = (u.v). An edge e is inc iden t to a vertex v 
and vertex v is incident to edge e provided v is an endpoint 
of e. Two vertices u and v are adjacent provided 
(u.v) € $(E), that is, there is an edge with u and v as its 
endpoints. Two edges ê  and eg are ad iacen t provided ê  and 
eg have a common endpoint. An edge e is a loop provided 
$(e) = (v.v) for some v € V. Two distinct edges ê  and 
are multiple edges provided i ( e ^ )  = ft(eg). that is. they 
have the same endpoints. The degree of a vertex v in a 
graph G. denoted d^(v) or d(v;G), is the number of edges in
G incident to v with loops being counted twice. When the 
graph G is clear from the context, d̂ ,(v) will be written 
d(v). An isolated vertex is a vertex that is not adjacent 
to any other vertices in the graph. A complete graph is a 
graph in which every vertex is adjacent to all other 
vertices.
Figure 1 illustrates an example of a finite undirected 
graph G = <V,E,$> where V = {v i •v£•v 3 •v4}•
E = { e 1 .e « . 2 e 3 ' e 4 • e 5 'e 6 ,e ^ }, and $ is d e f i n e d  as follows:
$ ( e x ) = ’ V 2 ) ' * ( ® 2 ) • <v 2 - ' » <«3> = (v 3 ‘v 4 } *
» ( e 4 ) = . v 3 ) , $ ( e 5 ) = ( V j .v 4 ) . * ( e 6 > = (v 3 ’v 4 ) • and
* ( e7 ) = <v 2 ‘ v 2 ) ' Edge s e~ and e cO D ar e  a p air of m u l t i p l e
edges connecting vertices v^ and v^. Edge e^ is a loop
Vertex vr is an isolated vertex, o
Figure 1. Example of a finite undirected graph
A graph H = is a subgraph of a graph
G = < V , E , $ > provided
(1 ) < x in <
(2) eh -  E- and
(3) ®H<e) =: $(e) for each e € EuH
An i nduced subgraph of a graph G = <V,E,$>> on a set of 
vertices U where U C V is the graph H = <U,E^,$^> where 
= {e € E: $(e) = (u,v) for some u € U and v € U} and 
$>̂ (e) = $ (e) for each e € E^, If U C V, then the notation 
G - U denotes the induced subgraph of G = <V,E.$> on the set 
of vertices V - U. If U is a singleton, say U = {u}, then 
the shorthand notation G - u is used for G - {u}. If U C V, 
then the notation <U> denotes the induced subgraph of G on 
U.
In the graph coloring problems to be considered, 
multiple edges do not change the result of the problem. A 
group of multiple edges connecting two vertices can be 
replaced by a single edge connecting the two vertices. For 
a graph G = <V,E,$> with no multiple edges, $ maps E one-to- 
one onto $(E). In such a graph, E is "essentially" the same 
as $(E). So, G is commonly referred to as an ordered pair 
<V,E> where E is a set of unordered pairs on V.
C. STANDARD GRAPH COLORING PROBLEM
Let G = <V,E.4> be a finite undirected graph with no 
loops and no multiple edges. A co1 or ing of the graph G is a 
function from V into Z+ such that for each u € V and v £ V,
L .
if u is adjacent to v, then f(u) * f(v). The positive
integer f(u) is called the color of the vertex u. For a
coloring f of G, the highest color assigned to any vertex is 
denoted by 3C ( f ; G ) .
91(f;G) = max (f(u): u € V}.
For an integer k, a coloring f of G is a k-coloring of G 
provided 3C(f;G) i k. The graph G is k-colorable provided G 
has a k-coloring. The chroma tic number of G, denoted 91(G). 
is the minimum number of colors required for a coloring of 
G.
3C(G) = min {1 ( f ; G) : f is a - coloring of G}.
If G is k-colorable but not (k - 1 )-co1orab1e, then
91(G) = k. A coloring f of G is an optimal coloring if 
91(f;G) = 91(G). The s tandard graph c o loring problem (GCP) is 
the problem of finding the chromatic number of a finite 
undirected graph.
D. COMPOSITE GRAPH
A compos i te graph is an ordered quadruple <V,E,$,C> 
where <V,E,$> is a finite undirected graph with no loops and 
no multiple edges and C is a function from V into 2 The 
value C(v) for v € V is known as the chroma t i c i tv of the 
vertex v. The chroma tic degree of a vertex v, denoted A^(v) 
or A(v;G), is the sum of the chromaticity of v and the 
chromaticities of all vertices adjacent to v.
Ag (v ) = C(v) + C(u)
u € r(v)
where T(v) = {u € V: u is adjacent to v). When the graph G 
is clear from the context, Â ,(v) will be written A(v).
E. COMPOSITE GRAPH COLORING PROBLEM
Let G = <V,E,$,C> be a composite graph. A coloring F 
of G is a function from V into (I[a,b]-' a € Z+, b € Z+, 
a £ b} such that
(1) for each v £ V, | F(v) | = C(v) and
(2) for each v € V and u € V. if u is adjacent to v, then
F(u) (1 F(v) = *.
For a coloring F, each positive integer in the sequence of 
consecutive integers, F(v), assigned to a vertex v is a 
color of v. For a coloring F of G, the highest color used 
in the coloring is denoted by 3C(F;G).
I(F;G) = max U  f(v>
t v e v
The chroma tic number of a composite graph G. denoted 91(G), 
is the minimum number of colors required for a coloring of
G.
91(G) = min (91(F;G): F is a coloring of G).
A coloring F of G is an optimal color ing if 31 (F: G) = 91(G). 
The compos i te graph co loring problem (CGCP) is the problem 
of finding the chromatic number of a composite graph.
The composite graph coloring problem for a composite
graph with the chromat1cities of all the vertices equal to 1 
(or any positive integer) is equivalent to the standard 
graph coloring problem. Thus, the standard graph coloring 
problem is a special case of the composite graph coloring 
problem.
i i
III. REVIEW OF LITERATURE
A. HEURISTIC COLORING ALGORITHMS FOR THE STANDARD GRAPH 
COLORING PROBLEM
For the standard graph coloring problem, several 
polynomial-tine algorithms have been developed to color a 
graph and yield an approximation of the chromatic number of 
the graph. Most of these algorithms are from three types of 
coloring algorithms: vertex-sequential coloring algorithms, 
vertex-sequentia1-with-interchange coloring algorithms, and 
color-sequential coloring algorithms.
1 . Vertex-sequential Coloring Algorithms. Vertex-
sequential coloring algorithms arrange the vertices of the
graph in some order and then assign to each vertex in
sequence the least color possible. A vertex-sequential
coloring algorithm coloring a graph G whose vertices are
arranged in the order v^, Vg. v^. .... vn would generate a
coloring f for which f(v^) = 1 and f(v^) = min {i € Z+:
i / f(v.) if v. is adjacent to v, for some j € I[l,k - 1]}J J
for each k € I[2,n]. Two vertex-sequential algorithms that
are commonly discussed in the literature are the largest-
first (LF) and the smallest-last (SL) algorithms [6]. The
LF algorithm orders the vertices in order of decreasing
degrees. The SL algorithm arranges the vertices in an order
in which each vertex has the smallest degree in the induced
subgraph on the set of vertices preceding and including the
If v., v-, v_. .... v is a SL ordering of thex £. o nvertex.
1
vertices of a graph G and G is the induced subgraph of G
{Vj.Vj .Vj ,•■• ,v.} for each i € I [ 1 . n ], then
dc (V ) $ d 
1 1
(Vj) for each j € I[l.i] and i € I [ 1 . n ] . The
determining of a SL ordering for the n vertices of a graph G 
can be described recursively as follows'*
(1) Select a vertex u with the smallest degree to be the 
n-th vertex in the ordering.
(2) Order the remaining n - 1 vertices by determining a SL 
ordering of the n - 1 vertices of the graph G - u.
The LF and SL orderings are both based on the rationale that 
vertices of higher degrees should be colored before those of 
1ower degrees .
2. Vertex-sequentia 1-with-interchange Coloring 
A 1gorithms. A vertex-sequentia1-with-interchange (VSI) 
algorithm colors a graph in the same fashion as a vertex- 
sequential algorithm except when a vertex is to be assigned 
a color that has not been assigned previously. In this 
case, a VSI algorithm uses an interchange technique to 
attempt to prevent the use of the new color. The 
interchange technique searches previously colored vertices 
to determine whether interchanging two colors on some of 
these vertices can prevent the use of the new color.
Suppose G = <V,E,$> is a graph that is being colored and f 
is the coloring that is being generated. For two distinct 
vertex colors i and j, if U C V such that f(v) € {i.j} for 
each v € U, then an (i. i)-i nte rchange on U is a redefinition
of f such that for each vertex v € U which originally had
f(v) = i, f(v) is redefined to j, and vice versa.
Two interchange techniques have been presented in the
literature for the standard graph coloring problem. To
discuss these interchange techniques, let us assume that a
graph G is being colored by a VSI coloring algorithm and a
coloring f is being generated. The vertices of G are
arranged in the order v., v„, v_.....v . Suppose thei £. o n
first k - 1 vertices have been assigned colors and v^ is the
next vertex to be colored. Let M be the number of colors
used to color the first k - 1 vertices, that is,
M = max {f(v,): i € I[l,k - 1]}. Let p be the least color
that can be assigned to v^ if the colors for the previous
vertices are left unchanged, that is, p = min {i € Z+ :
1 / f(v.) if v. is adjacent to v, for some j € I[1 ,k - 1]}.J J K
If p < M, then the vertex v^ is assigned the color p, else 
an interchange technique is applied at this time.
The interchange technique described by Matula, Marble, 
and Isaacson [6] considers the colors that are currently 
assigned to exactly one vertex adjacent to v^ as the 
candidate colors to participate in an interchange. Let K be 
the set of these colors. K = {i € I[1,M]: there is exactly 
one j € I[l,k - 1 ] such that v^ is adjacent to v^ and 
f(Vj) = i}. For i.j € I[1,M], define to be the induced
subgraph of G on {v^: h € I[l,k - 1] and f(v^) e {i.j}}.
If. for some i.j € K, there is a component of G ^  
exactly one vertex adjacent to v^. then perform an
that has
( i . j )-interchange on that component of G^.. The 
(i.j)-interchange will result in either i or j not being 
assigned to a vertex adjacent to v^ • Assign v^ that color. 
If no interchange was possible, assign the color M + 1 .
The interchange technique described by Johnson [3,7] is 
an extension of the interchange technique of Matula, Marble, 
and Isaacson. In this interchange technique, if there are 
i.j € I[1 .M] such that each component of G ^  has vertices 
adjacent to v^ of only one color, then an interchange can be 
performed. Select such an i and j and perform an 
(i,j)-interchange on each component of which contains a
vertex v which is adjacent to v^ and f(v) = i. If no 
interchange was possible, assign v^ the color M + 1.
The largest-first-with-interchange (LFI) and the 
sma11est-1 ast-with-interchange (SLI) algorithms are VSI 
algorithms in which the vertices are arranged in a LF 
ordering and a SL ordering, respectively. In the 
literature, the names, "LFI" and "SLI", have referred to 
algorithms using either of the two interchange techniques.
3. Color-sequential Coloring Algorithms. Color- 
sequential coloring algorithms color a graph in a manner 
such that before a vertex is assigned a color k all vertices 
that are to have colors less than k have already been 
assigned those colors. A color-sequential algorithm 
starting with the color 1 assigns a color to as many 
vertices as possible before proceeding to assign the next 
color to vertices. Upon completion of assigning a color k
to vertices of a graph, each remaining uncolored vertex is 
adjacent to at least one vertex that has been assigned the 
color j for each j € I[l,k], Below is a pseudocode 
description of a color-sequential coloring algorithm to 
color a graph G = <V,E,$>. This description serves as a 
framework for four co 1 or-sequentia1 algorithms that have 
appeared in the literature. These algorithms differ in the 
manner in which the next vertex to be colored is selected.
In the algorithm description, U is the set of all uncolored 
vertices, initially V, i is the current color being assigned 
by the algorithm, and is the set of all uncolored 
vertices that are not adjacent to vertices of the current 
color.
Color-sequential Coloring Algorithm 
Let i = 0.
Let U = V.
WHILE U *  *  
i = i + 1 .
U1 ' U- 
WHILE Uj *
Select a vertex v € to be colored.
Assign v the color i.
= Uj - ({v} U {u € : u is adjacent to v}).
U = U - {v}.
END WHILE
END WHILE
Welsh and Powell [8] described a co1or-sequentia1 
coloring algorithm that is equivalent to the LF vertex- 
sequential coloring algorithm. The two algorithms are 
equivalent in the sense that there is a LF ordering of the 
vertices of the graph being colored for which the LF 
algorithm generates the same coloring as the Welsh and 
Powell algorithm. The Welsh and Powell algorithm selects an 
uncolored vertex that is not adjacent to a vertex of the 
current color to be the next vertex to be colored. The 
algorithm selects a vertex v € such that 
d(v) = max {d(u): u € U^}. Williams [9] refers to this 
algorithm as the "Peck-Williams heuristic procedure".
Williams described a variation of the Peck-Williams
heuristic procedure in which the next vertex to be colored
is not determined by the degree vector but by a vector
obtained by multiplying a power of the adjacency matrix of
the graph by the degree vector. If the vertices of the
graph are labelled v^, .....v^, then the degree
vector d is the vector whose components are d̂  = d(v^) for
all i € I[l,n]. Let A be the adjacency matrix of the graph
+ —being colored. For k € Z , the vector A d approximates an 
eigenvector corresponding to the dominant eigenvalue of the 
adjacency matrix of the graph. For a particular k € Z , 
calculate d^) = * d. To select the next vertex to be
colored, the algorithm selects an uncolored vertex v^ € Uj 
such that d^) - max {dj^); j € I[l,n] and v^ € U^}. 
According to Williams, for a graph having n vertices.
choosing k ~ 3V n is generally sufficient to observe a 
significant improvement in the heuristic. In [10], it was
reported that proceeding beyond k = 1 does not appear to
result in significant improvements.
Johnson [3] described a co 1 or-sequentia 1 coloring 
algorithm known as the approximately maximum independent set 
(AMIS) coloring algorithm. The AMIS algorithm exhibits a 
better worst case behavior than the previously described 
heuristic algorithms. On a graph G with n vertices, the 
AMIS algorithm uses at most 0 ( —~) X(G) colors, while the 
previously described algorithms can use 0(n) 2C(G) colors.
In the AMIS algorithm, the next vertex to be colored is an 
uncolored vertex of minimum degree in the induced subgraph 
of G on the set of uncolored vertices that are not adjacent 
to a vertex of the current color. The AMIS algorithm 
selects a vertex v € such that
d(v;<Uj>) = min {d(u;<Uj>): u € U^}. Computational
experience has shown that, on the average, the AMIS 
algorithm produces colorings that are substantially inferior 
to those produced by the LF and the SL algorithms [7],
Leighton [7] described a color-sequential coloring 
algorithm known as the recursive largest-first (RLF) 
algorithm that "combines the strategy of the LF algorithm 
with the structure of the AMIS algorithm.'* The RLF 
algorithm selects the next vertex to be colored by 
considering an uncolored vertex's relationship to two 
disjoint subsets, Uj and Ug. of U, the set of all uncolored
')
vertices. is the set of all uncolored vertices that are
not adjacent to a vertex of the current color and M ̂  is the 
set of all uncolored vertices that are adjacent to a vertex 
of the current color. The first vertex to be assigned a 
color k is a vertex of the highest degree in the induced 
subgraph on Uj. Each remaining vertex to be assigned the 
color k is selected by choosing a vertex in that is 
adjacent to the greatest number of vertices in U^. If there 
is more than one such vertex, then a vertex with the lowest 
degree in <U^> is selected from among these vertices. The 
number of vertices in adjacent to a vertex v is 
d( v;<U2 U {v}>). Below is a pseudocode description of the 
RLF algorithm to color a graph G = <V,E,$>.
Recursive Largest-first Coloring Algorithm 
Let i = 0.
Let U = V.
WHILE U / * 
i = i + 1 .
Select a vertex v € such that 
d(v;<U^>) = max {d(u;<U^>): u € U^}.
Assign v the color i.
Ug = {u € U^: u is adjacent to v}.
Uj = Uj - ({v} U {u € Uj: u is adjacent to v}). 
U = U - {v}.
WHILE U 1 * +
Let s = max {d(u;<U2 U {u}>: u € U^}.
Let Q = {u G U1: d(u;<U2 U {u} >) = s}.
Select a vertex v € Q such that
d(v;<Uj>) = min (d(u:<U^>): u € Q}.
Assign v the color i.
U2 = {u G Ux: u is adjacent to v).
U. = - ({v} U {u G Uj: u is adjacent to v}).
U = U - {v}.
END WHILE 
END WHILE
4. Other Heuristic Coloring Algorithms. The 
previously described heuristic algorithms are by no means an 
exhaustive list of the heuristic algorithms that have been 
described in the literature but a list of algorithms that 
are related to the heuristic algorithms for the CGCP to be 
discussed. A few other algorithms are described briefly 
below.
Brelaz [II] described three heuristic algorithms 
(Dsatur, DSI, Matula-Dsatur) that yielded good experimental 
results. The Dsatur algorithm selects an uncolored vertex 
of highest saturation degree to be the next vertex to be 
colored. If there is more than one such vertex, then one of 
these vertices with the highest degree in the induced 
subgraph on the set of uncolored vertices is selected. The 
saturation degree of a vertex is the number of distinct
colors assigned to adjacent vertices. The least possible 
color is assigned to the selected vertex. The DSI algorithm 
is obtained by using the interchange technique of Matula. 
Marble, and Isaacson with the Dsatur algorithm. The D s a t u r  
and SL algorithms may be used to obtain "approximately" 
maximal cliques of a graph. The Matula-Dsatur algorithm 
selects the larger of the two cliques to begin the coloring 
of the graph and completes the coloring of the graph u s i n g  
the Dsatur algorithm.
In [12], Wood described an algorithm that colors pairs 
of vertices in decreasing order of similarity. If two 
vertices are not adjacent, then the similarity of the pair 
of vertices is the number of vertices that are adjacent to 
both vertices of the pair. Otherwise, the similarity is 0.
In [13], Dutton and Brigham described an algorithm that 
determines a coloring of a graph by merging nonadjacent 
vertices until a complete graph is formed.
Schneider [14] presented a classification scheme for 
heuristic coloring algorithms for the GCP and the results of 
an experimental study of twenty-three heuristic algorithms.
B. EXACT COLORING ALGORITHMS FOR THE STANDARD GRAPH 
COLORING PROBLEM
Two articles [15,16] provide a good survey of the exact 
coloring algorithms for the GCP. Korraan gives a broad 
survey of exact coloring algorithms while Kubale and 
Jackowski provide a survey of Brown's algorithm [17] and its
v a r i a t i o n s .  T h e  topics d i s c u s s e d  by K o r m a n  include
(1) (0,1) inte g e r  p r o g r a m m i n g  f o r m u l a t i o n s  of the GCP,
(2) v e r t e x - s e q u e n t i a l  c o l o r i n g  a l g o r i t h m s  for the GCP, and
(3) c o 1o r - s e q u e n t i a  1 c o l o r i n g  a l g o r i t h m s  for the GCP. The 
G C P  can be f o r m u l a t e d  as a set p a r t i t i o n i n g  p r o b l e m  and as a 
set c o v e r i n g  pr oblem. The v e r t e x - s e q u e n t i a  1 and the c o l o r -  
s e q u e n t i a l  c o l o r i n g  a l g o r i t h m s  use i m p l i c i t  e n u m e r a t i o n  to 
find an o p t i m a l  c o l o r i n g  of a graph. The v e r t e x - s e q u e n t i a l  
c o l o r i n g  a l g o r i t h m s  include B r o w n ’s a l g o r i t h m  and a 
d i c h o t o m o u s  s e a r c h  a l g o r i t h m  based on a theo r e m  of Zykov. 
B r o w n ' s  a l g o r i t h m  first co l o r s  the v e r t i c e s  of a g r a p h  u s i n g  
a v e r t e x - s e q u e n t i a l  c o l o r i n g  a l g o r i t h m  (as d e s c r i b e d  
p r e v i o u s l y  in S e c t i o n  A of this c h a p t e r )  and then a t t e m p t s  
to i m p r o v e  the r e s u l t i n g  c o l o r i n g  by means of b a c k t r a c k i n g .  
At each level of its search, the d i c h o t o m o u s  search 
a l g o r i t h m  e i t h e r  c o a l e s c e s  two n o n a d j a c e n t  v e r t i c e s  or joins 
two n o n a d j a c e n t  v e r t i c e s  by an edge until a c o m p l e t e  g r a p h  
is cre ated. In the c o l o r - s e q u e n t i a l  a l g o r i t h m s  at each 
level of the search, the v e r t i c e s  of a m a x i m a l  i n d e p e n d e n t  
set of the c u r r e n t  u n c o l o r e d  s u b g r a p h  are all a s s i g n e d  the 
same color.
A number of the exact coloring a l g o r i t h m s  that have  
appeared in the literature are variations of Brown’s 
algorithm. A recent article of Kubale and Jackowski [16] 
presented a generalized implicit enumeration algorithm w h i c h  
serves as a framework for Brown’s algorithm and its 
variations. This article provides an excellent survey of
these algorithms and describes corrected versions of two 
erroneous algorithms [18(p. 70-71), 1 1] that have appeared
in the literature.
C. PROBLEM REDUCTION TECHNIQUES FOR THE STANDARD GRAPH 
COLORING PROBLEM
A problem reduction technique is a method of changing 
the problem of finding the chromatic number and an optimal 
coloring of a graph into the problem of finding the 
chromatic numbers and optimal colorings of one or more 
subgraphs of the original graph. The chromatic number and 
an optimal coloring of the original graph should be easily 
obtainable from the chromatic numbers and optimal colorings 
of the subgraphs. Three problem reduction techniques that 
have appeared in the literature are briefly discussed below
A rather obvious problem reduction technique is to 
remove those vertices with relatively low degrees from the 
graph being colored. The following theorem determines the 
vertices that can be removed by this technique.
Theorem. Let G = <V,E,$> be a finite undirected graph with 
no loops. Let M be a positive integer. If d^(v) < M for 
v € V, then any coloring f of G - v can be extended to a 
coloring of G in which f(v) £ M.
In a problem in which the chromatic number, 3t(G) , is being 
sought, N could be a known lower bound on 3E(G). In some 
practical applications (for examples, see [19] and [10]), a
coloring that is not op timal may be a c c e p t a b l e .  In these 
cases, M could be the largest a c c e p t a b l e  n u m b e r  of colors 
for the a p p l i c a t i o n .  A v e r t e x  v w i t h  d^,(v) < M can be
r e m o v e d  from the g r a p h  and be a s s i g n e d  a color less than or 
equal to M a f t e r  the g r a p h  G - v has been colored. Several 
v e r t i c e s  can be remo v e d  from the g r a p h  G and upon c o l o r i n g  
the r e m a i n i n g  subgraph, the removed v e r t i c e s  can be c o l o r e d  
in r e v e r s e  o r d e r  as they were removed.
A s e c o n d  p r o b l e m  r e d u c t i o n  technique [15] r e s u l t s  from 
the f o l l o w i n g  theorem.
T h e o r e m . Let G = <V,E , $ >  be a finite u n d i r e c t e d  g r a p h  with  
no loops. For eac h  v € V, let T(v) be the set of v e r t i c e s  
that a r e  a d j a c e n t  to v. If u € V a n d  v € V such that 
T(u) C T(v )  , then any c o l o r i n g  f of G - u can be e x t e n d e d  to 
be a c o l o r i n g  of G such that 3C(f;G - u) = 3t(f;G) by d e f i n i n g  
f(u) = f(v) .
By r e p e a t e d  a p p l i c a t i o n s  of the theorem, several v e r tices  
ca n  be r e m o v e d  from the g r a p h  and u p o n  c o l o r i n g  the 
r e m a i n i n g  subgraph, the re moved v e r t i c e s  ca n  be a s s i g n e d  
c o l o r s  as p r e s c r i b e d  by the theorem in reve r s e  order as they 
w e r e  removed.
Korman [15] describes another problem reduction 
technique in which the problem of finding an optimal 
coloring of a graph G can be transformed into the problems 
of finding optimal colorings of two or more subgraphs of G. 
The colorings of the subgraphs are easily combined to o b t a i n
an optimal coloring of G. Use of this problem reduction 
technique is possible if G contains a clique whose removal 
divides G into two or more disjoint components.
D. HEURISTIC COLORING ALGORITHMS FOR THE COMPOSITE GRAPH 
COLORING PROBLEM
1. Vertex-sequential Coloring Algorithms. A vertex-
sequential (VS) coloring algorithm for the CGCP arranges the
vertices of the composite graph to be colored in some order
and then assigns to the vertices in this order the lowest
possible sequence of colors. A VS coloring algorithm
coloring a composite graph G = <V,E,$,C> whose vertices are
arranged in the order v., v_ , v_, .... v would generate al / o  n
coloring F for which F(v^) = I[l,C(v^)] and, for each 
k € I[2.n] , F(vk) = I[A(vk).A(vk) + C(vk) - 1] where 
A(v,) = min {i € 2+ : I [ i . i + C(v,) - 1] fl F(v.) = $ when v.K K J J
is adjacent to vk for j € I[l.k - 1]}.
Clementson and Elphick [1] described two VS algorithms, 
LFI and LF2, which are generalizations of the LF algorithm 
for the GCP. The largest-first-by-chromaticity (LFI) 
algorithm orders the vertices in decreasing chromaticity 
order and sub-orders vertices with equal chromaticities in 
decreasing chromatic degree order. The largest-first-by- 
chromatic-degree (LF2) algorithm orders the vertices in 
decreasing chromatic degree order and sub-orders vertices 
with equal chromatic degrees in decreasing chromaticity
order.
2 . Vertex-seauential-wi th-i n terchange Coloring
Algor i thms. A vertex-sequential-with-interchange (VSI) 
coloring algorithm for the CGCP uses an interchange 
technique in a fashion similar to a VSI coloring algorithm 
for the GCP. After arranging the vertices of a composite 
graph in some order, a VSI algorithm assigns to each vertex 
in this order the lowest possible sequence of colors. When 
the sequence of colors assigned to a vertex contains a color 
greater than the colors assigned to the previous vertices, 
the VSI algorithm applies an interchange technique to 
attempt to reduce the number of colors currently assigned by 
the algorithm. Unlike the interchange techniques described 
for the VSI algorithms for the GCP in which several vertices 
can be involved in the interchange of colors, the 
interchange technique for the VSI algorithms for the CGCP 
involves changing the colors of two vertices, the current 
vertex and a vertex adjacent to the current vertex. The 
interchange technique searches for a possible recoloring of 
the current vertex and an adjacent vertex in which the 
current vertex is assigned some of the colors currently 
assigned to the adjacent vertex and for which the number of 
colors used in the coloring is reduced.
Suppose that a composite graph G = <V,E,$,C> is being 
colored by a VSI coloring algorithm and a coloring F is 
being generated. The vertices of G are arranged in the
order v^, Vg. ..... v . Suppose the first k - 1 vertices
have been assigned sequences of colors and v^ is the next
v e r t e x  to be c o l ored. Let M = max , the
r k - 1
U  F<v i)
*■ i = 1
h i g h e s t  c o l o r  a s s i g n e d  to the p r e v i o u s  ve r t i c e s .  Let
p = min {i € Z + : I[i,i + C(v, ) - 1] D F(v.) = <#> when v. isK J J
a d j a c e n t  to v^ for j € I [ 1 .k - 1]}. The VSI a l g o r i t h m  
a s s i g n s  the color s e q u e n c e  with initial color p to . that 
is, F ( v k ) = I[p.p + C ( v k ) - 1], If p + C { v k ) - 1 < M. then 
the a l g o r i t h m  p r o c e e d s  to color v k + ^- O t h e r w i s e ,  the 
i n t e r c h a n g e  t e c h n i q u e  is a p p l i e d  to a t t e m p t  to reduce the 
n u m b e r  of c o l o r s  c u r r e n t l y  b e i n g  used in the coloring. A 
d e s c r i p t i o n  of the i n t e r c h a n g e  t e c hnique is g i v e n  below.
(1) D e t e r m i n e  a set P of c a n d i d a t e  initial colors for
the v e r t e x  v, . A color i is an e l e m e n t  of P k
p r o v i d e d  e x a c t l y  one v e r t e x  a d j a c e n t  to v k has
c o l o r s  in the s e q u e n c e  I[i,i + C ( v k ) - 1].
P = {i € I [l,p - 1]: there is e x a c t l y  one
j £ I[l,k - 1] suc h  that v. is a d j a c e n t  to v, andJ K
I [ i , i + C(v ) - 1] n F (v .) * *}. If P = *. then 
k  J
no i n t e r c h a n g e  is p o s s i b l e  and the a l g o r i t h m  
p r o c e e d s  to c olor v jc+^ > Let us a s s u m e  P  ?  <p .
(2) D e t e r m i n e  p o s s i b l e  r e c o l o r i n g s  of v k and an
a d j a c e n t  v e r t e x  for each i € P. For e ach i € P, 
d e f i n e  J { i ) € I[l,k - 1] w h e r e  is the v e r t e x
that is a d j a c e n t  to vk and
I[i.i + c(vk) ~ 1] n F(vj(ij) * *• For each
i G P, define Q(i) to be the lowest permissible
initial color for vj(i) if vk were assigned the 
color sequence I[i,i + C(v, ) - 1]. For each
i e P. Q(i) = {r € Z :
I [ r . r + “ i ]  n ! [ ! • !  + C ( v k ) " 1 ] = *  and
I[r,r + c(vj(ij) ~ 1] n F(vj) = ♦ when Vj is
adjacent to Vj ^.j for j € I[l,k - 1]}. Note that,
for any i € P, the vertices v^ and could be
validly recolored by redefining
F(vk) = I[i.i + c(vk) " 1 ] and
F(Vj(i )) = I[Q{i).Q(i) + C(vJ(i)) - 1],
(3) Choose, if possible, a recoloring that reduces the 
number of colors being used for the coloring. 
Define R = {i € P: Q(i) + C^vJ(i)^ < P + c(vk)}- 
If R = ♦, then any recoloring as described above 
will not reduce the number of colors currently 
used in the coloring. So, no interchange is 
possible and the VSI algorithm proceeds to color 
vk+ .̂ Let us assume R * Choose i € R such
that max {i* + C(vk), Q(i*) + =
min max {i + C(vk), Q(i) + C(Vj ,j>)}. Recolor 
i £ R
v^ and by redefining
F(vk) = + C(vk) - 1] and
F(vJ(i*)> = + c('rj(1“)) - The
interchange technique is completed and the VSI
algorithm proceeds to color vk+i*
The LF1I and the LF2I algorithms are the VSI algorithms
corresponding to the LFI and the LF2 VS algorithms, 
respec t ively.
3. Experimental Results. Clementson and Elphick 
compared the four algorithms on a series of random composite 
graphs. The random composite graphs had 100 vertices and 
edge densities p. = 0.2, 0.3, 0.4. For a random composite 
graph having n vertices, each of the possible edges
has probability p of being placed in the graph. The 
chromaticities of the vertices were distributed according to 
the truncated Poisson distribution with parameter X = 1 .
The probability that vertex v has chromaticity k is given by
XkP(C(v) = k) = — r-- -̂-----  for k = 1, 2, 3. ...
(e - 1 )(k !)
These random composite graphs had a high percentage of 
vertices with low chromaticities. Approximately 58% of the 
vertices had chromaticity 1 and approximately 29% had 
chromaticity 2. The LFI and the LF1I algorithms yielded 
colorings superior to those of the LF2 and the LF2I 
algorithms, respectively. Each of the vertex-sequential- 
with-interchange algorithms performed better than its 
corresponding vertex-sequential algorithm. In the results 
on fifteen random composite graphs documented in the 
article, the LF1I algorithm produced colorings at least as 
good as those produced by the other three algorithms.
Results for composite graphs with other distributions of 
chromaticity were not reported.
E. APPLICATIONS OF GRAPH COLORING
1. A p p l i c a t i o n s  of the S t a n d a r d  G r a p h  C o l o r i n g  
Problem. G r a p h  c o l o r i n g  has a v a r i e t y  of a p p l i c a t i o n s .  
S c h n e i d e r  [14] listed several areas in w h i c h  g r a p h  c o l o r i n g  
has a p p l i c a t i o n s :  "code design, circ u i t  t r o u b l e s h o o t i n g ,
d e c o m p o s i t i o n  of B o o l e a n  functions and auto mata, 
d i s t r i b u t i o n  of c o m p u t e r  memory, d e s i g n  of m u l t i l a y e r  
i n t e g r a t e d  cir c u i t s ,  and q u a l i t y  control of p r i n t e d  paths, 
o b j e c t  c l a s s i f i c a t i o n ,  and t i m e t a b l i n g . "  In an a p p l i c a t i o n  
of g r a p h  c o l o r i n g ,  a g r a p h  is used to r e p r e s e n t  c o n f l i c t s  or 
i n c o m p a t i b i l i t i e s  b e t w e e n  obje c t s  or events. This g r a p h  
(its a d j a c e n c y  m a t r i x )  is r e f e r r e d  to in the l i t e r a t u r e  as a 
c o n f l i c t  g r a p h  (matrix), an i n t e r f e r e n c e  g r a p h  (matrix), or 
an i n c o m p a t i b i l i t y  g r a p h  (matrix).
As an example, let us c o n s i d e r  one of the more c o m m o n l y  
m e n t i o n e d  a p p l i c a t i o n s  of g r a p h  coloring, e x a m i n a t i o n  
t i m e t a b l i n g .  Th e  e x a m i n a t i o n  ti m e t a b l i n g  p r o b l e m  is the 
p r o b l e m  of f i n d i n g  the m i n i m u m  number of p e r i o d s  r e q u i r e d  to 
s c h e d u l e  final e x a m i n a t i o n s  for several c l a s s e s  w i t h o u t  
s c h e d u l i n g  two e x a m i n a t i o n s  for a student d u r i n g  the same 
period . For this a p p l i c a t i o n ,  a v e r t e x  r e p r e s e n t s  a final 
e x a m i n a t i o n  for a class, an edge r e p r e s e n t s  that the final 
e x a m i n a t i o n s  for two classes cannot be g i v e n  d u r i n g  the same 
pe rio d, an d  the c o l o r  to be a s s i g n e d  to a v e r t e x  r e p r e s e n t s  
the p e r i o d  in w h i c h  the final e x a m i n a t i o n  for the c l a s s  is
sc hed uled.
The GCP is directly applicable to a scheduling 
(resource allocation) problem in which (1) the tasks to be 
scheduled use serially reusable resources. (2 ) the tasks are 
of equal duration, say one time period, (3) each task 
requires a specific set of resources (one resource cannot be 
used in place of another), (4) a resource is assigned to a 
task for the duration of the task, and (5) the objective is 
to minimize the number of time periods required to complete 
the tasks. The examination timetabling problem described 
above is an example of such a problem in which the students 
are the "resources’' and the final examinations for the 
classes are the "tasks." In practical applications, a 
variety of additional constraints are necessary or desirable 
to be satisfied. Two examples of such constraints are 
preassignments of some tasks to certain time periods and 
precedence constraints that require that one task precede 
another. For examples of various additional constraints, 
see [7], [10], [20], and [21].
To provide an insight into the variety of practical 
applications that have been reported on in the literature, 
six articles are briefly described below. Each article 
provides a description of a particular practical application 
of graph coloring.
In [19], Chaitin describes a graph coloring approach to 
perform register allocation and to make spill decisions in 
an optimizing compiler.
Ambler and Trawick [22] used a graph coloring algorithm
to a l l o c a t e  p o s i t i o n s  for a t t r i b u t e s  w i t h i n  the n o d e s  of a 
D i a n a  graph. D i a n a  is an i n t e r m e d i a t e  l a n g u a g e  for Ada that 
s p e c i f i e s  a g r a p h  r e p r e s e n t a t i o n  for an A d a  program.
Garey, Johnson, and So [23] d e s c r i b e  a m e t h o d  for 
te st in g p r i n t e d  c i r c u i t  boards for p o s s i b l e  d e f e c t s  in the 
form of short c i rcuits. The p r o b l e m  of m i n i m i z i n g  the 
n u m b e r  of tests is the p r o b l e m  of find i n g  a n  op timal 
c o l o r i n g  of a spec i a l  graph, c a l l e d  a 1i n e - o f - s i g h t  graph.
B u t l e r  a n d  M a t t h e w s  [20] d e s c r i b e  an a p p l i c a t i o n  of 
g r a p h  c o l o r i n g  to s c h e d u l i n g  of wor k  at a rail w a y  depot.
The a r t i c l e  d e s c r i b e s  how several c o n s t r a i n t s  were h a n d l e d  
in the g r a p h  or in the h e u r i s t i c  a l g o r i t h m  to color the 
g r a p h .
C o l e m a n  an d  More [24] use the GCP to a t t a c k  the p r o b l e m  
of m i n i m i z i n g  the nu m b e r  of f u n c t i o n  e v a l u a t i o n s  n e e d e d  to 
e s t i m a t e  a s p a r s e  J a c o b i a n  m a t r i x  by d i f f e r e n c e s .  The 
a u t h o r s  p r o v i d e  r e s u l t s  for two sets of " r e a l - w o r l d "  
p r o b l e m s .  The a u t h o r s  give the n u m b e r  of v e r t i c e s  a n d  the 
ed ge d e n s i t y  for e a c h  of the s i x t y - t h r e e  g r a p h s  that result 
from these p r o blems.
C a r t e r  [10] p r e s e n t s  a survey of p r a c t i c a l  a p p l i c a t i o n s  
of e x a m i n a t i o n  t i m e t a b l i n g  a l g o r i t h m s .  Man y  of these 
a l g o r i t h m s  are b a s e d  on g r a p h  coloring. C a r t e r  g ives 
s t a t i s t i c s  (for e x a m p l e ,  n u m b e r  of e x a m i n a t i o n s ,  n u m b e r  of 
stu den ts, n u m b e r  of p e r i o d s  a v a i l a b l e ,  c o n f l i c t  d e n s i t y )  for 
some of the p r a c t i c a l  p r o b l e m s  to w h i c h  these a l g o r i t h m s  
h a v e  b e e n  applied.
2. Applications of the Composite Graph Coloring
Problem. The composite graph coloring problem was 
introduced to overcome the limitation of the standard graph 
coloring problem to handle school timetabling problems with 
multiple period lessons [1]. The CGCP is applicable to 
scheduling (resource allocation) problems as described for 
the GCP in which the tasks to be scheduled are allowed to 
have unequal durations.
The store economy problem can be modeled by the CGCP. 
The store economy problem involves minimizing the memory 
required by a program by determining which variables can 
occupy the same locations in store [1].
F. RELATED PROBLEMS
In our discussion of graph coloring, we have restricted 
the discussion to vertex colorings. In the literature, two 
other forms of colorings of a graph have been presented: 
edge coloring [25] in which the edges of a graph are 
assigned colors and total coloring [26] in which both the 
vertices and the edges of a graph are assigned colors. The 
problems of finding an edge coloring and a total coloring of 
a graph can be easily transformed to an equivalent problem 
of finding a vertex coloring.
The composite graph which we have defined is a vertex- 
composite graph as defined by Clementson and Elphick [1]. 
Clementson and Elphick also define an edge-composite graph 
and describe a corresponding edge coloring problem.
In a s u r v e y  of d e v e l o p m e n t s  in d e t e r m i n i s t i c  s e q u e n c i n g  
an d  s c h e d u l i n g ,  Lawler. Lenstra, and R i n n o o y  K a n  [27] 
d e s c r i b e  a d i s j u n c t i v e  g r a p h  model of the gene r a l  job shop 
p r o bl em . The GC P  and the C G C P  can be m o d e l e d  by the 
d i s j u n c t i v e  g r a p h  model. The d i s j u n c t i v e  g r a p h  can be 
o b t a i n e d  from the g raph to be c o l o r e d  by: (1) a d d i n g  two
n e w  v e r t i c e s ,  a source and a sink, w i t h  w e i g h t s  0, (2)
i n s e r t i n g  d i r e c t e d  edges from the source to e ach v e r t e x  of 
the o r i g i n a l  graph, (3) in s e r t i n g  d i r e c t e d  edges from each 
v e r t e x  of the o r i g i n a l  g r a p h  to the sink, (4) a s s i g n i n g  a 
w e i g h t  equal to the c h r o m a t i c i t y  of the v e r t e x  to e a c h  
v e r t e x  of the o r i g i n a l  graph, an d  (5) r e p l a c i n g  each edge of 
the o r i g i n a l  g r a p h  by a pair of d i r e c t e d  edges in o p p o s i t e  
d i r e c t i o n s .  An a c y c l i c  d i r e c t e d  s u b g r a p h  of the d i s j u n c t i v e  
g r a p h  in w h i c h  one d i r e c t e d  edge of e a c h  pair of o p p o s i t e l y  
d i r e c t e d  e d g e s  is s e l e c t e d  c o r r e s p o n d s  to a c o l o r i n g  that 
c o u l d  be p r o d u c e d  by a VS algorithm. The n u m b e r  of colors  
u s e d  by the c o l o r i n g  is the we i g h t  of the m a x i m u m  w e i g h t  
p a t h  from the s o u r c e  to the sink in the a c y c l i c  d i r e c t e d  
s u b g r a p h .
IV. RECURSIVE LARGEST-FIRST ALGORITHMS
T w o  c o l o r - s e q u e n t i a l  c o l o r i n g  a l g o r i t h m s .  RLF1 and 
R L F D 1 , for the C G C P  are p resented. The c o n c e p t  of a co l o r - 
s e q u e n t i a l  c o l o r i n g  a l g o r i t h m  for the C G C P  is a 
g e n e r a l i z a t i o n  of the conc e p t  of a c o l o r - s e q u e n t i a l  c o l o r i n g  
a l g o r i t h m  for the GCP. In a co 1 o r - s e q u e n t i a  1 c o l o r i n g  
a l g o r i t h m  for the CGCP^/^fhie^current c olor b e i n g  a s s i g n e d  by 
-1The a l g o r i t h m  is the initial color of the c o l o r  s e q u e n c e s  
b e i n g  a s s i g n e d  to the v e r tices. / B e f o r e  d e s c r i b i n g  the 
r e c u r s i v e  l a r g e s t - first a l g o r ithms, RLF1 and R L F D 1 , c o l o r -  
s e q u e n t i a l  a l g o r i t h m s  for the C GCP are d e s c r i b e d  m o r e  fully 
and an u p p e r  b o u n d  on the c h r o m a t i c  n u m b e r  of a c o m p o s i t e  
g r a p h  r e s u l t i n g  from the c o l o r - s e q u e n t i a l  a l g o r i t h m s  is 
p r e s e n t e d .
A. C O L O R - S E Q U E N T I A L  C O L O R I N G  A L G O R I T H M S  FOR T H E  C O M P O S I T E  
G R A P H  C O L O R I N G  P R O B L E M
C o l o r - s e q u e n t i a l  a l g o r i t h m s  to color a c o m p o s i t e  g r a p h  
a s s i g n  c o l o r  s e q u e n c e s  to the v e r t i c e s  in a m a n n e r  such that 
all v e r t i c e s  that ar e  to be a s s i g n e d  color s e q u e n c e s  with 
ini tial c o l o r s  less than a c olor k are a s s i g n e d  their color 
s e q u e n c e s  p r i o r  to the v e r t i c e s  that £>*■*> fn b*» nc«=itrnp»H
c ol or  s e q u e n c e s  w i t h  initial color k. .......... . * .......
color  1 as the c u r r e n t  color, a c o l o r - s e q u e n t i a l  a l g o r i t h m  
a s s i g n s  c o l o r  s e q u e n c e s  w i t h  the curr e n t  color as the
initial color to as many vertices as possible before
in iti al col< c o m p l e t i o n  of a s s i g n i n g  c o l o r  s e q u e n c e s
w i t h  in itial color k to v e r t i c e s  of the c o m p o s i t e  graph, 
e ac h r e m a i n i n g  u n c o l o r e d  v e r t e x  is a d j a c e n t  to at least one 
v e r t e x  that has b e e n  a s s i g n e d  the color j for each 
j € I[l,k]. B e l o w  is a p s e u d o c o d e  d e s c r i p t i o n  of a c o l o r -  
s e q u e n t i a l  a l g o r i t h m  to color a c o m p o s i t e  g r a p h  
G = <V ,E , $ , C > .  Thi s  d e s c r i p t i o n  can serve as a f r a m e w o r k  
for se ve ral a l g o r i t h m s  which differ in the manner in w h i c h  
the ne xt v e r t e x  to be c o l o r e d  is selected. The r e c u r s i v e  
l a i ^ s t - f i r s t  a l g o r i t h m s ,  RLF1 and R L F D l , to be d e s c r i b e d  are 
two su c h  a l g o r i t h m s .  In the c o l o r - s e q u e n t i a l  a l g o r i t h m s ,  a 
q u a n t i t y  LB(v) is i n t r o d u c e d  for each v e r t e x  v € V to 
i n d i c a t e  the lowest p o s s i b l e  color that can be a s s i g n e d  to 
the v e r t e x  v. In the a l g o r i t h m  d e s c r i p t i o n ,  U is the set of 
all u n c o l o r e d  v e r t i c e s ,  i is the curr e n t  c o l o r  w h i c h  is the 
initia l c o l o r  of the c olor s e q u e n c e s  b e i n g  a s s i g n e d  by the 
a l g o r i t h m ,  and is the set of all u n c o l o r e d  v e r t i c e s  that 
are  not a d j a c e n t  to a v e r t e x  that has b e e n  a s s i g n e d  the 
c u r r e n t  color.
C o l o r - s e a u e n t i a l  C o l o r i n g  A l g o r i t h m  
For e a c h  v € V, let LB(v) = 1.
Le t i = 1.
Le t U = V.
Let U = U.
p r o c e e d i n g color seq u e n c e s  w i t h  the next p o s s i b l e
WHILE U * <t>
W H I L E  U 1 # *
S e l e c t  a v e r t e x  v € to be colored.
A s s i g n  v e r t e x  v the color s e q u e n c e  I [ i .i + C(v) - 1] 
For each u € U such that u is a d j a c e n t  to v, let 
LB (u)  = max {LB(u),i + C(v)}.
= Uj - ({v} U {u € U^: u is a d j a c e n t  to v}).
U = U - {v} .
E N D  W H I L E  l M  4  
IF U j t  *  T H E N
i = m i n  { L B ( u ) : u € U } .
U. = {u € U: L B (u ) = i} .
E N D  IF
END W H I L E  \ J  +  4  
r\ie qu^.ntity\LB f o r \ e a c h  V e r t e x  '-is not ifeeded iî  the V o l o r
. Vs e q u e n t i a l  a l g o r i t h m s  for the GC P  V i n c e  eabh v e r t e x  is 
a s k ^ V n e 9 \ ^ n iVw ° n eXvCJ0 laf"A A fter a color k has b een a s s i g n e d  
to as m a n y  v e r t i c e s  as p o s sible, all r e m a i n i n g  u n c o l o r e d  
v e r t i c e s  a r e  a v a i l a b l e  to be c o l o r e d  w i t h  c olor k + 1. In 
the c o l o r - s e q u e n t i a l  a l g o r i t h m s  for the CGCP, the q u a n t i t y  
LB for e a c h  v e r t e x  is use d  to d e t e r m i n e  the nex t  initial 
c ol or  to be a s s i g n e d  and to d e t e r m i n e  those v e r t i c e s  that 
can be a s s i g n e d  c o l o r  s e q u e n c e s  w i t h  that initial color. 
A f t e r  c o l o r  s e q u e n c e s  w i t h  an initial c o l o r  k h ave b e e n  
a s s i g n e d  to as m a n y  v e r t i c e s  as p o s s i b l e ,  some ( p o s s i b l y  
all) of the r e m a i n i n g  u n c o l o r e d  v e r t i c e s  may not be a ble to
be a s s i g n e d  color s e q u e n c e s  w ith initial color k + 1.
B. AN U P P E R  B O U N D  ON T H E  C H R O M A T I C  N U M B E R  OF A C O M P O S I T E  
G R A P H
An o b v i o u s  u pper b o u n d  on the c h r o m a t i c  number of a 
c h r o m a t i c  g r a p h  G = < V , E,$,C> is the sum of the 
c h r o m a t i c i  ties of the v e r t i c e s  of G, ^  C(v). The c o l o r -
s e q u e n t i a l  a l g o r i t h m s  p r o v i d e  a tighter u p p e r  bound on the 
c h r o m a t i c  number. From the d e s c r i p t i o n  of a color-  
s e q u e n t i a l  c o l o r i n g  a l gori thm, note that, for each u n c o l o r e d  
v e r t e x  v an d  for e ach j € I[l,LB(v) - 1], there is a v e r t e x  
that is a d j a c e n t  to v and has b een a s s i g n e d  the color j. 
U s i n g  this fact, it can be shown that the m a x i m u m  c h r o m a t i c  
d e g r e e  of a ve rtex, max {A(v): v € V}, is an upper b o u n d  on 
the c h r o m a t i c  n u m b e r  of a c o m p o s i t e  g r a p h  G.
C o n s i d e r  a c o l o r i n g  F of a c o m p o s i t e  g r a p h  
G = < Y , E , $ , C >  g e n e r a t e d  by a c o l o r - s e q u e n t i a l  c o l o r i n g  
a l g o r i t h m .  Let v be any v e r t e x  of G such that 
m a x  F(v*) = 9t(F;G). Let m = m i n  F(v*). For each 
j € I [l ,m  - 1], there is a v e r t e x  a d j a c e n t  to v that has 
b e e n  a s s i g n e d  the color j. Hence,
v e v
F(v) = I[1 .m - 1].
V e r( v* )
m - 1
v € r ( v " )
I F(v) | = A (v*) - C(v*) 
v e r ( v * )
where F(v  ) = {u € V: u is a d j a c e n t  to v }.
Iu /
1(G) < ! ( F ; G )  = m + C(v*) - 1
i  (A(v**) - C(.v*) + 1) + C(v*) - 1 = A(v*)
^ m a x  (A(v): v € V}.
So. 1(G) < max (A(v): v € V}. The u p p e r  bound,
max (A(v): v € V}, on the c h r o m a t i c  number, 1(G), is m a i n l y
of t h e o r e t i c a l  i n t erest b e c a u s e  in most cases the b o u n d  is
not c l o s e  e n o u g h  to the c h r o m a t i c  n u m b e r  to be of p r a c t i c a l
interest.
C. THE  R E C U R S I V E  L A R G E S T - F I R S T  A L G O R I T H M S
The RLF1 and the RLFD1 c o l o r i n g  a l g o r i t h m s  are 
g e n e r a l i z a t i o n s  of the RLF c o l o r i n g  a l g o r i t h m  for the GCP. 
The r e s u l t s  of C l e m e n t s o n  and E l p h i c k  [1] indicate that it 
is a d v a n t a g e o u s  to give p r e f e r e n c e  to v e r t i c e s  of h i g h  
c h r o m a t i c i t y  in a c o l o r i n g  a l gorithm. The RLF1 and the 
RLFD1 a l g o r i t h m s  do this by i n t e r p o s i n g  an a d d i t i o n a l  
c r i t e r i o n  for s e l e c t i n g  the next v e r t e x  to be co lored in 
front of the c r i t e r i a  use d  by the RLF a l g o r i t h m .  As in the 
d i s c u s s i o n  of the RLF a l g o r i t h m ,  U d e n o t e s  the set of all 
u n c o l o r e d  v e r t i c e s ,  the set of all u n c o l o r e d  v e r t i c e s
that are not a d j a c e n t  to a v e r t e x  that has b e e n  a s s i g n e d  the 
c u r r e n t  color, and the set of all u n c o l o r e d  v e r t i c e s  that 
are a d j a c e n t  to a v e r t e x  that has bee n  a s s i g n e d  the c u r r e n t  
color. In the RLF1 an d  the RLFD1 a l g o r i t h m s ,  the next 
v e r t e x  to be c o l o r e d  is a vertex from w i t h  the m a x i m u m  
c h r o m a t i c i t y .  For a c o m p o s i t e  graph, the c h r o m a t i c  d e g r e e  
of a v e r t e x  is a m e a s u r e  of the n e i g h b o r h o o d  of a v e r t e x  as \3
d  v
is its degree. Th e  RLF1 a l g o r i t h m  uses the c h r o m a t i c  d e g r e e  
of a vertex in p l a c e  of the degree of the vertex as u s e d  in 
the RLF a l g o r i t h m .  The RLFD1 a l g o r i t h m  uses the d e g r e e  of a 
v e r t e x  as u s e d  in the RLF algorithm.
For a p a r t i c u l a r  initial color, the first v e r t e x  to be 
a s s i g n e d  a c o l o r  s e q u e n c e  with that initial c o l o r  is 
s e l e c t e d  to be a v e r t e x  that is " d i f f i c u l t ” to c olor and the 
r e m a i n i n g  v e r t i c e s  to b e / a s s i g n e d  color s e q u e n c e s  w i t h  that 
initial c olor are c h o s e n  to be v e r t i c e s  that are " d i f f i c u l t "  
to c ol or  and are "c lose" to the v e r t i c e s  that have a l r e a d y  
b e e n  a s s i g n e d  the c u r r e n t  color. The " d i f f i c u l t y "  to color 
a v e r t e x  is m e a s u r e d  by its c h r o m a t i c i t y .  In the RLFl 
a l g o r i t h m ,  the " c l o s e n e s s "  of a v e r t e x  u to the v e r t i c e s  
that ha ve b e e n  a s s i g n e d  the c u r r e n t  color is m e a s u r e d  by the 
sum of the c h r o m a t i c i t i e s  of the v e r t i c e s  that are a d j a c e n t  
to the v e r t e x  u a n d  als o  a d j a c e n t  to v e r t i c e s  that h a v e  been 
a s s i g n e d  the c u r r e n t  color. T his sum can be w r i t t e n  as 
£.1> ^ {u}'*) ~ C(u) an d  will be r e f e r r e d  to as the
c h r o m a t i c  d e g r e e  of u. In the RLFD1 a l g o r i t h m ,  the
' c 1o s e n e s  s '
C*o<-
o f / a  v e r t e x  u to the v e r t i c e s  that have b e e n
assigned the current 
vertices that are a d j a c e n t
is m e a s u r e d  by the n u m b e r  of 
to the v e r t e x  u and also a d j a c e n t
to vertices that have been assigned the current ce-ror. This
number can be written as @(u;<U2 U {u}>) and will be 
referred to as the Ug degree of u.
In the following discussion, two or three criteria are





h i g h e r  n u m b e r e d  c r i t e r i o n  serves as a tie b r e a k e r  in the 
ca se w h e r e  more than one v e r t e x  s a t i s f i e s  the p r e c e d i n g  
cr ite ria. If, a f t e r  all the c r i t e r i a  are a p p l i e d  an d  more 
than one v e r t e x  remains, any of the r e m a i n i n g  v e r t i c e s  can 
be sel ected. In the i m p l e m e n t a t i o n s  of these a l g o r i t h m s
the v e r t e x  that a p p e a r e d  first in the 
v e r t e x  list is selected.
In the RLF1 c o l o r i n g  a l gorithm, the first v e r t e x  to be 
a s s i g n e d  ,a_ g-o-Lo x — oequ-e-nce w i t h  the c u r r e n t  ctrfor as its
initial ê o^ cnr is s e l e c t e d  from a c c o r d i n g  to the foil owing
criteria'-
(1) m a x i m u m  c h r o m a t i c i t y  and
(2) m a x i m u m  c h r o m a t i c  d e g r e e  in the u n c o l o r e d  subgraph, < U > . 
The  r e m a i n i n g  v e r t i c e s  to be a s s i g n e d  e-e4-«rr— s'etpte-n-ces with
-o r as their initial &o-lr©-r are s e l e c t e d  fromthe c u r r e n t  cjS4
Uj a c c o r d i n g  to the f o l l o w i n g  criteria:
(1) m a x i m u m  c h r o m a t i c i t y ,
(2) m a x i m u m  c h r o m a t i c  degree, and
(3) m i n i m u m  c h r o m a t i c  d e g r e e  (the c h r o m a t i c  d e g r e e  in the 
s u b g r a p h  <U^ >).
B e l o w  is a p s e u d o c o d e  d e s c r i p t i o n  of the RLF1 c o l o r i n g  
a l g o r i  t h m .
Re‘Vurs^ive LVrees tVf i rs t Vo lor i\ne Al^orlth\ 
Usjing 6hromaVlc Decree -NRLF1 ^olori^g A Igor i thm
For e ac h v € V, let LB(v) = 1. 
Let i = 1.
&
Let U = V.
Let Uj = U.
Let U2 = *.
WHILE U * +
/* Select the first vertex to be assigned the current color 
i as its initial ccrher. *»/
Let s = max {C(u): u € U^}.
Let Q « {u € Uj: C(u) = s} .
Select a vertex v € Q such that
(£>
(a}(v ; < U > ) = max {^(u;<U>): u € Q}.
Assign vertex v the c-o Lor— sequence I [ i . i + C(v) - 1],
For each u € U such that u is adjacent to v. let 
LB(u) = max {LB(u),i + C(v)}.
U 2 = U 2 u {u € U^: u is a d j a c e n t  to v}.
U 1 - U 1 - ({v} U  {u € U j : u is a d j a c e n t
u > u - {v }•
/* Select the remaining vertices to be assigned the current
(/*&**■l.etrtor i as their initial c-e-ter. ♦*/
WHILE U1 * ♦
Le t s = max {C(u): u € Uj}.
Let Q = {u € U1 : C(u) = s}.
Le t t = max & < u;<U2 U {u}>) - C(u): u € Q>-
Le t R = (u € Q: eA(u;<U2 U {u}>) - C(u) = t>.
V>
Select a vertex v € R such that 
’(i)[v;<U1>) = min ^(u;<U1>): u € R} .
Assign vertex v the color sequence I[i.i + C(v) - 1],
For e a c h  u € U such that u is a d j a c e n t  to v, let 
LB(u) = m a x  {LB(u),i + C(v)}.
Ug = ^ € U i' u ls at*jacent t0 v )-
Uj = - ( {v} U {u € U^: u is a d j a c e n t  to v}).
U = U - { v } .
E N D  W H I L E  ^
IF U yt + T H E N
i = m i n  {LB(u): u € U}.
U x = {u € U: L B (u ) = i}.
U 2 = U - U r  
E N D  IF
E N D  W H I L E  U - H  / ^ U * < P
The RLFD1 algorithm is very similar to the RLF1
o X V algorithm except that degree is used instead of chromatic 
degree. In the RLFD1 coloring algorithm, the first vertex 
to be assigned a— co l or-sequence with the current CtrrOr as 
its initial taSi^is selected from Uj according to the 
following criteria:
(1 ) maximum chromaticity and
(2) maximum degree in the uncolored subgraph, <U>.
The remaining vertices to be assigned co+ ot— sequences"with 
the current <ciQ~er as their initial ctrH>r are selected from 
Uj according to the following criteria:
(1 ) maximum chromaticity,
(2 ) maximum U£ degree, and
(3) minimum Uj degree (the degree in the subgraph < V ) .
< 3 ^ L*-t J
Below is a pseudocode description of the RLFD1 coloring 
algori thm.
Recursive Largest-first Coloring Algorithm 
Using Degree - RLFD1 Coloring Algorithm 
For each v € V, let LB(v) = 1.
Let i = 1.
Let U = V.
Let Uj = U.
Let Ug =
WHILE U ji *
/ * Select the first vertex to be assigned the current color 
i as its initial color. */
Let s = max (C(u): u € Uj}.
Let Q = {u € Uj: C(u) = s}.
Select a vertex v € Q such that 
d(v ;<U>) = max {d(u;<U>): u € Q}.
Assign vertex v the color sequence I[i,i + C(v) - 1].
For each u e U such that u is adjacent to v, let 
LB(u) = max {LB(u),i + C(v}}.
Ug = U2 U {u € Uj: u is adjacent to v}.
Uj = Uj - ({v} U {u € Uj: u is adjacent to v}).
U = U - {v}.
/* Select the remaining vertices to be assigned the current 
color i as their initial color. */
WHILE Uj * *
Let s = max {C(u): u € Uj}.
H ̂
Let Q = {u € Uj: C(u) = s} .
Let t = max {d(u;<U2 U {u}>): u € Q} .
Let R = {u £ Q: d(u;<U2 U {u}>) = t}.
Select a vertex v € R such that 
d(v;<U1>) = min {d(u;<Uj>): u € R} .
Assign vertex v the color sequence I [i . i + C(v) - 1], 
For each u C U such that u is adjacent to v, let 
LB(u) = max {LB(u),i + C(v)}.
U 2 = U 2 ^ {u € Uj : u Is a d j a c e n t  to v}.
Uj = Uj - ({v} U {u € Uj: u is adjacent to v}).
U = U - {v}.
END WHILE 
IF U * <(> THEN
i = min (LB(u): u € U).
Uj = {u € U: LB(u) = i}.




W h e n  c o l o r i n g  a c o m p o s i t e  g r a p h  one v e r t e x  at a time.
some of the v e r t i c e s  r e m a i n i n g  to be c o l o r e d  ma y  not r e q u i r e
that any n e w  c o l o r s  be use d  to color them r e g a r d l e s s  of how
the other u n c o l o r e d  v e r t i c e s  are e v e n t u a l l y  colored. These
v e r t i c e s  c a n  be c o n s i d e r e d  to be " e a s y ” to c o l o r  and their
c o l o r i n g  m a y  be p o s t p o n e d  until after the v e r t i c e s  that are
mo re " d i f f i c u l t ” to color are colored. The p i g e o n h o l e
m e a s u r e s  to be p r e s e n t e d  a s s i g n  low v a l u e s  to v e r t i c e s  that
are ea sy to c olor as d e s c r i b e d  above and h i g h e r  v a l u e s  to
v e r t i c e s  that are likely to requ i r e  that new colors be used
in the c o l o r i n g  b e i n g  gene rated. The w o r d  " p i g e o n h o l e "  was
c h o s e n  to i d e n t i f y  these m e a s u r e s  b e c a u s e  they are b a s e d
up o n  the p i g e o n h o l e  p r i n c i p l e  of c o m b i n a t o r i c s .
The p i g e o n h o l e  p r i n c i p l e  is an e a s i l y  u n d e r s t o o d
p r i n c i p l e  w h o s e  g e n e r a l i z a t i o n s  involve some of the most
d i f f i c u l t  r e s u l t s  of c o m b i n a t o r i a l  theory. Tu c k e r  d e s c r i b e s
the p i g e o n h o l e  p r i n c i p l e  in the fol l o w i n g  manner:
"If there ar e  m ore p i g e o n s  than p i g e o n h o l e s ,  then 
some p i g e o n h o l e  must c o n t a i n  two or m ore pigeons.
More g e n e r a l l y ,  if there are more than k times as 
man y  p i g e o n s  as p i g e o n h o l e s ,  then some p i g e o n h o l e  
must c o n t a i n  at least k + 1 p i g e o n s . ” [28(p. 15)]
The f o l l o w i n g  o b s e r v a t i o n  a b o u t  the a v e r a g e  of a list of
real n u m b e r s  is c l o s e l y  r e l a t e d  to the p i g e o n h o l e  prin c i p l e :
For a list of real nu mbers, there is at least one
n u m b e r  in the list that is at least as large as
the a v e r a g e  of the list. If Xj, Xg. , ....
are real n u m b e r s  wit h  a v e r a g e  x, then there is an 
i € I[l,n] suc h  that Xj  ̂ x. In p a r t i c u l a r ,  if
xl* x2 , x3, , are integers, then there is an
i e I[l,n] such that > ffxl.
The r e l a t i o n s h i p  b e t w e e n  the p i g e o n h o l e  p r i n c i p l e  an d  the
o b s e r v a t i o n  can be seen easily by le tting n c o r r e s p o n d  to
the n u m b e r  of p i g e o n h o l e s  and x c o r r e s p o n d  to the n u m b e r  of
J
p i g e o n s  in p i g e o n h o l e  j for each j €  I[l,n].
To d i s c u s s  h o w  the p i g e o n h o l e  m e a s u r e s  ar e  o b t a i n e d  
fr om the p i g e o n h o l e  princ i p l e ,  the a s s u m p t i o n s  to be used 
n e e d  to be set forth. Let us assume a c o m p o s i t e  g r a p h  
G = < V , E , $ , C >  is p a r t i a l l y  c o l o r e d  a n d  U is the set of 
u n c o l o r e d  v e r t i c e s .  Let M be the h i g h e s t  color that we w i s h  
to use  in the c o l o r i n g  of G. In other words, if F is the 
c o l o r i n g  of G that is b e i n g  g e n e r a t e d ,  we d e s i r e  2t(F;G) < M. 
T h i s  is a goal w h i c h  may or ma y  not be attained. To 
c o n t i n u e  c o l o r i n g  G, a v e r t e x  is to be s e l e c t e d  from U to be 
c o l o r e d  next. For eac h  u n c o l o r e d  v e r t e x  v € U, de f i n e  an 
a d j a c e n t  c o l o r s  bit array, A(v), as follows: for each
j £ I [1 » M 3. if a v e r t e x  a d j a c e n t  to v has b e e n  a s s i g n e d  the 
c ol or  j, then A ( v ) [ j ]  = 1; otherwise, A ( v ) [ j ]  = 0. The term 
gap will be u s e d  to d e s c r i b e  a ma ximal c o n t i g u o u s  s e q u e n c e  
of ze r o e s  in an a d j a c e n t  co l o r s  bit array. For the 
f o l l o w i n g  d i s c u s s i o n ,  v is a s s u m e d  to be an y  u n c o l o r e d  
vertex.
If a gap in A(v) has length greater than or equal to
C(v), then some of the colors corresponding to the gap could
be used to color the vertex v. But if some vertices 
adjacent to v are colored prior to v, then the gaps may 
become smaller and v may possibly no longer be able to be 
colored with colors less than or equal to M. We desire to 
find a condition to indicate when a vertex v is guaranteed 
to be able to be colored with colors less than or equal to M 
regardless of what colors are eventually assigned to the 
remaining uncolored adjacent vertices.
If, after the vertices adjacent to v are colored, the 
average length of a gap is greater than C(v) - 1. then there 
is a gap of length at least as large as C(v) and 
consequently the vertex v can be colored with colors less 
than or equal to M. We will find a lower bound on the 
average length of the gaps after the adjacent vertices are 
colored. If this lower bound is greater than C(v) - 1, then 
v will be able to be colored with colors less than or equal 
to M regardless of the colors to eventually be assigned to 
the uncolored adjacent vertices.
Let F be any partial coloring of G in which the 
vertices in V - U have the same colors assigned by the 
partial coloring previously described, the vertices adjacent 
to v have been colored, and v has not been colored. Let 
B(v) be the adjacent colors bit array for v for the partial 
coloring F. Define g to be the average length of a gap in 
B(v), that is,
number of zeroes in B(v) 
number of gaps in B(v)
(If the number of gaps in B(v) is 0, assume g = 0.) Now, 
for the use of the.pigeonho1e principle, consider the zeroes 
in B(v) as being stored in the gaps in B(v). If there are 
any gaps in B(v), then there must be a gap with length at 
least Igl. If ttgl > C(v) or equivalently g £ C(v) - 1 . then 
v can be colored with colors less than or equal to M. To 
obtain a lower bound on g, we find a lower bound on the 
above f rac t i on.
- . minimum possible number of zeroes 
maximum possible number of gaps
For each uncolored adjacent vertex that is subsequently 
colored, a gap in A(v) could become two smaller gaps 
yielding a possible net gain of one gap per uncolored 
adjacent vertex. So, the maximum possible number of gaps is 
the current number of gaps in A(v) plus the number of 
uncolored adjacent vertices. The minimum possible number of 
zeroes is M reduced by the number of distinct colors already 
assigned to vertices adjacent to v and the number of 
distinct colors that could possibly be assigned to the 
uncolored vertices adjacent to v. In the worst case, each 
uncolored adjacent vertex could be assigned colors not 
previously assigned to other adjacent vertices. In this 
case, the number of colors used for the presently uncolored 
adjacent vertices would be the sum of the chromaticities of 
these vertices. Define the following identifiers for the 
quantities mentioned above:
UC(v) : the number of distinct colors currently
assigned to vertices adjacent to 
vertex v 
("used colors")
RCD(v) : the sum of the chromaticities of the
uncolored vertices adjacent to vertex v 
("reduced chromatic degree")
NG(v) : the number of gaps in the adjacent
colors bit array of vertex v 
("number of gaps")
RD(v) : the number of uncolored vertices 
adjacent to vertex v 
("reduced degree")
If NG(v) + RD(v) jt 0. define
L(v) M - (UC(v) + RC D(v)) 
NG(v) + R D ( v )
If NG(v) + RD(v) = 0, the colors to be eventually assigned
to vertex v must all be greater than M. In this case, 
define L(v) = L(v) is a lower bound on g that is
independent of the colors that are eventually to be assigned
to the uncolored vertices adjacent to v. If
L(v) > C(v) - 1. then i > C(v) - 1 and I g l > C(v). So. if
L(v) > C(v) - 1, then the vertex is "easy" to color.
We will refer to the quantity C(v) - 1 - L(v) as the 
floating-point pigeonhole measure of the vertex v, FPH(v). 
If NG(v) + RD(v) / 0, then
FPH(V) = (C(V) - 1)(NC(V) + ,RD(y)), t. CUC(v) + RCD(v)) - M
NG(v) + RD(v)
Otherwise, FPH(v) = +“>. If FPH(v) < 0, the vertex v is 
"easy" to color. Notice that the sign of FPH(v) is 
determined by the numerator of the fraction. We will refer
Co the quant i ty
(C(v) - 1 )(NG(v) + RD(v)) + (UC(v) + RCD(v)) 
as the pigeonhole measure of the vertex v, PH(v). If 
PH(v) < M, then the vertex v is "easy" to color. PH(v) can 
be interpreted as the highest color that could be assigned 
to an uncolored vertex adjacent to v while not leaving a g a p  
of length C(v) (taking into account the number of colors 
already assigned to vertices adjacent to v). that is, all 
present gaps and potential gaps from coloring the adjacent 
vertices being of length C(v) - 1.
The following three chapters discuss applications of 
the pigeonhole measures PH and FPH. Chapter VI discusses a 
vertex-sequential coloring algorithm and a vertex- 
sequent ia1-with-interchange coloring algorithm using the 
pigeonhole measure PH. Chapter VII discusses two coloring 
algorithms that use PH and FPH in a dynamic fashion to 
determine the next vertex to color. Chapter VIII discusses 
a problem reduction technique derived from the pigeonhole
measure PH.
VI. LARGEST-FIRST ALGORITHMS
Two VS coloring algorithms for the CGCP and their 
corresponding VSI algorithms are described. The vertex 
orderings for these algorithms are not primarily determined 
by one simple measure such as the chromaticity, the 
chromatic degree, or the degree of a vertex. For the LFI  
vertex ordering, the ordering is primarily determined by the  
chromatici ties of the vertices. For the LF2 vertex 
ordering, the ordering is primarily determined by the 
chromatic degrees of the vertices. The orderings for the 
algorithms to be discussed are compromises for giving 
preference to vertices of high chromaticity and to vertices 
of high degree (or chromatic degree). The vertex orderings 
are determined by ordering the vertices in decreasing o r d e r  
according to a function of two or more of the three measures 
mentioned above. For each of these functions, the function 
value increases as the chromaticity increases and as t he  
degree (or chromatic degree) increases.
The largest-first-by-pigeonhole-measure (LFPH) coloring 
algorithm is a VS coloring algorithm that orders the 
vertices in decreasing static pigeonhole measure order. The 
static pigeonhole measure (SPH) of a vertex is the 
pigeonhole measure of the vertex for the conditions prior to 
coloring any vertices of the graph. The number of colors to 
be used in the coloring will be at least 1 , so it is 
reasonable to consider M l 1. For a vertex v of the
composite graph to be colored, the following quantities have 
the indicated values prior to coloring any vertices:
NG(v) = 1, UC(v) = 0, RCD(v) = A(v) - C(v), and 
RD(v) = d(v). By substituting these values into the formuia 
PH(v) = UC(v) + RCD(v) + (C(v) - l)(NG(v) + RD(v)) , 
we obtain
SPH(v) = A(v) + (C(v) - 1) d(v) - 1 .
SPH(v) is the maximum number of colors that can be used in a 
coloring without guaranteeing that a gap of length C(v) 
appears in the adjacent colors bit array of the vertex v. 
This number of colors is attained if all colors assigned to 
the vertices adjacent to v are distinct and the sequences of 
colors assigned to the adjacent vertices are separated, 
preceded, and followed by gaps of length C(v) - 1. When 
coloring the composite graph, v can be colored with colors 
less than or equal to SPH(v) + 1.
The 1argest-first-by-chromaticity-times-degree (LFCD) 
coloring algorithm is a VS coloring algorithm in which t he  
vertices are arranged in decreasing order according to t he  
product of a vertex’s chromaticity and its degree. If the 
vertices of a composite graph G = <V,E,$,C> are arranged in
the order v.f Vg, ..... vn by the LFCD algorithm, then
C (v i _ i ) d(v._j)  ̂C(vl} d (v j) for each i € I[2,n]. The 
product of the chromaticity and the degree of a vertex is of 
interest because it has the properties being sought and also 
it can possibly be a large portion of the SPH of a vertex.
The LFPH and the LFCD algorithms are generalizations of
the LF algorithm for the GCP. This can be easily seen by 
noting that SPH(v) = d(v) and C(v) d(v) = d(v) when 
C(v} = 1.
The largest-f irst-by-pigeonhole-measure-wi th- 
interchange (LFPHI) and the largest-f irst-by-chromatici ty- 
times-degree-with-interchange (LFCDI) coloring algorithms 
are the VSI coloring algorithms corresponding to the LFPH 
and the LFCD algorithms, respectively.
VII. DYNAMIC PIGEONHOLE MEASURE ALGORITHMS
The dynamic-pigeonhole-measure (DYNPH) and the dynamic­
floating-point-pigeonhole-measure (DYNFPH) coloring 
algorithms use the pigeonhole measure PH and the floating­
point pigeonhole measure FPH, respectively, to determine the 
order in which the vertices of a composite graph are 
colored. For the LFPH and the LFPHI algorithms, the 
pigeonhole measure PH is calculated once for each vertex and 
is not modified during the coloring of the graph. Upon 
coloring a vertex, the dynamic pigeonhole measure algorithms 
update the pigeonhole measures of the uncolored vertices to 
reflect the effect of coloring the vertex. In the RLF1 and 
the RLFD1 algorithms, some of the measures that determine 
the next vertex to be colored are updated after the coloring 
of a vertex. The changes in these measures reflect the fact 
that a vertex has been colored but are not dependent upon 
the particular colors assigned to that vertex. The dynamic 
pigeonhole measures are dependent upon the particular 
vertices that are colored (through the quantities RCD and 
RD) and upon the particular colors assigned to those 
vertices (through the quantities UC and NG).
In the DYNPH (DYNFPH) algorithm, a vertex with the 
largest PH (FPH) is selected to be the next vertex to be 
colored. After a vertex is colored, the PH (FPH) of each 
uncolored adjacent vertex is updated. Below is a pseudocode 
description of the DYNPH coloring algorithm in which V is
the vertex set of the composite graph being colored and U 
is the set of uncolored vertices. (For selecting the 
initial value of M, see Chapter V. In our implementation. M 
is initially chosen to be 0 and subsequently increased after 
the first vertex is colored.)
Dynamic Pigeonhole Measure Coloring Algorithm 
Select an initial value for M.
Initialize PH(v) for each v € V.
U = V.
WHILE U *  *
Select a vertex v £ U such that 
PH(v) = max (PH(u): u € U).
Color the vertex v with the lowest possible sequence of 
colors.
U = U - {v}.
Update PH(u) for each u € U such that u is adjacent to v. 
IF the highest color assigned to the vertex v is greater 
than M THEN 
Update M.
Update the PH(u) for each u € U. (The color range has 
expanded. A new gap at the end of the color range may 
be created for some vertices.)
END IF
END WHILE
A description of the DYNFPH algorithm can be obtained by 
replacing the pigeonhole measure PH by the floating-point 
pigeonhole measure in the description of the DYNPH 
algori thm.
VIII. PROBLEM REDUCTION TECHNIQUES
For the CGCP, it is desirable to determine those 
vertices of the composite graph whose coloring will not 
affect the number of colors used in the coloring of the 
graph. The coloring of these vertices may be postponed 
until the other vertices in the graph are colored. Two 
problem reduction techniques will be discussed here.
The first problem reduction technique results from the 
following theorem.
Theorem. Let G = <V,E,$,C> be a composite graph. For each 
v € V. let T(v) be the set of vertices adjacent to the 
vertex v, that is, T(v) = (u € V: (u.v) € $(E)}. If u £ V 
and v € V such that C(u) < C(v) and T(u) C T(v), then 
X(G) = 3C(G - u). Furthermore, if F is a coloring of G - u, 
then F can be extended to be a coloring of G such that 
St( F ; G) = 2t(F;G - u).
Proof. Let F be a coloring of G - u. To extend F to be a 
coloring of G, define F(u) = I[A(v),A(v) + C(u) - 1] where 
A(v) = min F(v). To show that F is a valid coloring of G,
we need to show that F(u) D F(w) = $ for each w € T(u).
Since C(u) £ C(v), F(u) C F(v). Let w € T(u). Since
T(u) C T(v), it follows that w € T(v) and F(v) H F(w) = <p.
F(u) D F(w) C F(v) IT F(w). Hence, F(u) 0 F(w) =
To show that 3C(G) = I(G - u), assume F is an optimal
coloring of G - u and extend F to be a coloring of G as
I(G - u) * 3f(G).
X(G -  u )  £ X(G) $ a(F;G) = 2t(F;G - u) = 3C(G - u) .
Hence, 3C( G) = 3C(G - u).
By the theorem above, if there are vertices u and v such 
that C(u) £ C(v) and T(u) C r(v), then the graph G - u can 
be colored and the coloring of G - u can easily be extended 
to be a coloring of G without requiring any new colors. 
Several vertices may be removed from the graph G and upon 
coloring the remaining subgraph, the removed vertices can be 
assigned colors in reverse order as they were removed. 
Coloring a graph by first applying this problem reduction 
technique can be described recursively as follows.
To reduce-and-color a composite graph G :
IF there are vertices u and v of G such that 
C(u) < C(v) and T(u) C T(v) THEN
Reduce-and-co1 or the composite graph G - u.
Assign u the first C(u) colors assigned to v.
ELSE
Color the composite graph G.
END IF
The second problem reduction technique is obtained by 
means of the pigeonhole principle PH. The problem reduction 
technique requires a number M that specifies the number of 
colors that is acceptable to be used in the coloring to be
described above. Since G - u is a subgraph of G,
generated- M might be a lower bound on the chromatic number 
obtained by prior analysis of the composite graph or a 
number of c0lors that would be acceptable for a particular 
application, for example, the number of time periods 
available for a schedule in a resource allocation problem. 
Prior to coloring any vertices, the pigeonhole measure of a 
vertex v simplifies to
PH(v) = A(v) + (C(v) - 1) d(v) - 1 
where A(v) is the chromatic degree, C(v) is the 
chromaticity- and d(v) is the degree of the vertex v. If 
PH(v) < M- then the vertex v will be able to be colored with 
colors les$ than or equal to M regardless of what colors are 
assigned tq the other vertices. In this case, the graph 
G - v can ^e colored and the coloring can be extended to be 
a coloring of G by assigning the lowest possible sequence of 
colors to the vertex v. Several vertices can be removed 
from a composite graph. After the removal of a vertex, the 
pigeonhole measures of the vertices that were adjacent to 
the removed vertex can be updated to reflect the removal of 
the verte*. After the remaining vertices are colored, the 
vertices tha1- were removed can be restored to the composite 
graph and assigned colors in reverse order as they were 
removed ftqm the graph.
If coloring algorithm used to color the composite
graph does n°t recolor a vertex once it has been colored, 
then the Problem reduction technique can continue to be used 
to remove Vertices from the graph. The pigeonhole measure
PH of a vertex v is given by the formula
PH(v) = UC(v) + RCD(v) + (C(v) - l)(NG(v) + RD(v)) 
as described in Chapter V. While coloring the composite 
graph, it is reasonable to have M at least as large as the 
number of colors currently being used by the coloring and to 
update M as the number of colors increases. As before, if 
PH(v) < M for some vertex v, the vertex v can be removed 
from the graph. A pseudocode description of an algorithm 
that uses the problem reduction technique prior to and 
during the coloring of the composite graph is given below.
Pigeonhole Measure Problem Reduction Technique 
WHILE there is a vertex v in the graph such that PH(v) < M 
Remove the vertex v from the graph.
Update PH of each vertex that was adjacent to v.
Place the vertex v on the removed vertex stack.
END WHILE
WHILE some vertex in the graph is uncoiored
Select a vertex to be colored. (The vertex is determined 
by the coloring algorithm being applied to the graph.) 
Color the vertex.
Update PH for each uncolored vertex adjacent to the 
current vertex.
IF the highest color assigned to the vertex is greater 
than M THEN 
Update M.
Update the PH for each uncolored vertex. (The color 
range has expanded. A new gap at the end of the color 
range may be created for some vertices.)
END IF
WHILE there is an uncolored 
graph such that PH(v) < M 
Remove the vertex v from 
Update PH of each vertex 
Place the vertex v on the 
END WHILE 
END WHILE
WHILE removed vertex stack is 
Pop a vertex off the stack, 
Restore the vertex v to the 
Color the vertex v with the 
colors.
END WHILE
vertex v in the 
the graph.
that was adjacent to v. 
removed vertex stack.
not empty 
call it v . 
graph.
lowest possible sequence of
The updating of the pigeonhole measures of the vertices 
can involve a great deal of overhead. If the overhead is 
too great for a particular application, the overhead can be 
reduced by using the technique in a fashion that would 
potentially remove fewer vertices from the graph but is 
considerably simpler. Instead of updating the pigeonhole 
measures of adjacent vertices when a vertex is colored or a 
vertex is removed from the graph, calculate the pigeonhole
measure only when the vertex is selected to be colored, 
the PH of the selected vertex is less than M. then remove 
the vertex from the graph and select another vertex to be
colored.
IX. RESULTS AND CONCLUSIONS
A. EXPERIMENTS: COLORING RANDOM COMPOSITE GRAPHS
To assess the performance of the heuristic coloring
algorithms for the CGCP that have been described, the 
algorithms were applied to several groups of random 
composite graphs. Each random composite graph is described 
by three characteristics of the graph: yi*the number of 
vertices.^-the edge density, and^'the distribution of the 
chromaticities of the vertices. A random composite graph 
G(n.p,d) is a composite graph of n vertices in which each of 
the — possible edges has probability p of being in
the graph and the chromaticities of the n vertices are a 
random sample of size n from the probability distribution d. 
The edges of G(n,p,d) are selected by n-̂-nj~— independent 
Bernoulli trials, one for each possible edge, in which the 
probability of success (the edge being included in the 
graph) is p. The probability distributions for the 
chromaticities of the vertices used in the experiments will 
be described later.
'— -L-r~ Goals of the Experiments. The experimental results 
of Clementson and Elphick [1] were for the four coloring 
algorithms, LFI, LF2, LF1I, and LF2I. on random composite 
graphs of 100 vertices with chromaticities distributed 
according to a truncated Poisson distribution with parameter 
X = 1 and with edge densities p = 0.2, 0.3, 0.4. "Ninety
groups of random composite graphs were selected to be used ,
/ 7
"Tn mu:— x̂-p-e-M-nreTT-t-s-. Each group consisted of 25 random 
composite graphs of a type G(n.p.d). The ordered triple 
(n.p.d) can be used to identify the group of random 
composite graphs of type G(n,p,d). The ninety ordered 
triples that were selected were chosen to produce 
experiments to achieve the following goals:
(1 ) to corroborate and to expand upon the results of 
Clementson and Elphick,
(2) to investigate the effect of changing the number of 
vertices of a graph on the performance of the coloring 
algor i thms,
(3) to investigate the effect of changing the edge density 
of a graph on the performance of the coloring 
algorithms, and
(4) to investigate the effect of changing the chromaticity 
distribution of a graph on the performance of the 
coloring algorithms.
Before proceeding to describe the ordered triples (n.p.d) 
that were selected, the chromaticity distributions that were  
used need to be described.
2. The Chromaticity Distributions. Five probability 
distributions were chosen to be the distributions of the 
chromaticities of the vertices in the random composite 
graphs. These distributions were assigned three-letter 
identifiers: TRP. DNR. BIN. UNI. UPR.
The TRP distribution is the truncated Poisson 
distribution with parameter X = 1. If X is a random
v a r i a b l e  d i s t r i b u t e d  a c c o r d i n g  to the tru n c a t e d  P o i s s o n  
d i s t r i b u t i o n  wit h  p a r a m e t e r  A, then
P (X = k) = for k = 1, 2. 3.(e'' - 1 ) ( k ! )
Also, if Y is a Poisson random variable with mean A, then
P(X = k) = P(Y = k | Y ?  0) for k = 1 . 2 .  3. . . .____
The DNR distribution is what— we_have r.h.nse-n—
as a "down ramp" distribution. Consider the following
probability density function f where
2 2
t o
f(x) = - X  + w for 0 < x < w .w
This pdf is a decreasing linear function on the interval 
(O.w). We refer to this distribution as the continuous down 
ramp distribution on (O.w). We now define the discrete down 
ramp distribution on I[a,b] where a.b € Z and a < b. Let Y 
be a random variable distributed according to the continuous 
down ramp distribution on (0,w) where w = b - a + 1. A 
random variable X is distributed according to the discrete 
down ramp distribution on I[a,b] provided
P(X = k) = P(IY3 = k - a) for each k € I[a,b];






P(X = k) = — --^ ——— — for each k € I[a,b],
w
The DNR distribution is the discrete down ramp distribution 
on I[1 .10].
The BIN distribution is a shifted binomial
0
c;
distribution. Let Y be a random variable distributed 
according to a binomial distribution with parameters n and 
p. Recall that
P(Y = k) = (£) pk (1 - p)n k for each k € l[0.n].
We define the shifted binomial distribution on I[a,b] with 
parameter p as the binomial distribution with parameters n 
and p where n = b - a and the distribution has been shifted 
a units to the right. If X is a random variable distributed 
according to the shifted binomial distribution on I[a.b] 
with parameter p. then
P(X = k) = P(Y = k - a) for each k € I[a,b] 
where Y is a random variable distributed according to a 
binomial distribution with parameters n and p where 
n = b - a. The BIN distribution is the shifted binomial
distribution on I[1.10] with parameter p = 0.5.
The UNI distribution is the uniform distribution on 
I[l. 10]. So. if X is a random variable distributed 
according to the UNI distribution, then
P(X = k) = 0.1 for each k € I[l,10].
The UPR distribution is what we have chosen to refer 
as an "up ramp" distribution. Consider the following 
probability density function f where
f (x) = for 0 < x < w.w
This pdf is an increasing linear function on the interval 
(O.w). We refer to this distribution as the continuous up 
ramp distribution on (O.w). We now define the discrete up
t o
ramp distribution on I[a,b] where a,b € Z and a < b. Let Y 
be a random variable distributed according to the continuous 
up ramp distribution on (0,w) where w = b - a + 1. A random 
variable X is distributed according to the discrete up ramp 
distribution on I[a,b] provided
P(X = k) = P (It Y H = k - a) for each k € I[a.b], 
Evaluating the probability on the right hand side of the 
equation yields
P(X = k) = ?£■— ■?? * * 1 for each k € I[a,b],
w
The UPR distribution is the discrete up ramp distribution on
i [ i , io].
The TRP distribution was chosen as a chromaticity
distribution so comparisons could be made to the
2>experimental results of Clementson and Elphick. The other 
four distributions were chosen to give a variety of 
distributions of chromaticities taken from the integers from
1 to 10. For the DNR distribution, the lower integers are 
more probable. For the BIN distribution, the central 
integers are more probable. For the UPR distribution, the 
higher integers are more probable. For the UNI 
distribution, each of the integers is equally probable.
Table I contains the probabilities (to three decimal places) 
of the integers from 1 to 10 for the five distributions as 
well as the mean, the variance, and the standard deviation
for each distribution.
TABLE I
PROBABILITIES FOR THE CHROMATICITY DISTRIBUTIONS
P(X = k)
DISTRIBUTION
k TRP DNR BIN UNI UPR
1 0.582 0. 190 0.002 0. 100 0.010
2 0.291 0. 170 0.018 0.100 0.030
3 0.097 0. 150 0.070 0.100 0.050
4 0.024 0. 130 0.164 0.100 0.070
5 0.005 0 .110 0.246 0.100 0.090
6 0.001 0.090 0.246 0.100 0 .1 1 0
7 0.000 0.070 0. 164 0.100 0. 130
8 0.000 0.050 0.070 0.100 0. 150
9 0.000 0.030 0.018 0. 100 0.170
10 0.000 0.010 0.002 0.100 0.190
Mean 1.582 3.850 5.500 5.500 7.150
Var iance 0.661 5.528 2.250 8.250 5.528
Std. Dev. 0.813 2.351 1.500 2.872 2.351
I
3. The Groups of Random Composite Graphs for the
Experiments. Eighteen pairs (n.p) of a number of vertices
and an edge density were selected. For each pair (n.p),
each of the five chromaticity distributions was used to
complete the description of a group of random composite
h ygraphs. According to Leighton |77], the edge densities of 
the graphs tend to be small (generally less than 0.25) for
/ptm- Onvyf'Z* c' f ’most large-scale applications for the GCP. Leighton cited a 
particular examination timetabling application which 
resulted in a graph having 273 vertices and an edge density 
of approximately 0.18. Since similar applications should 
exist for the CGCP. the edge densities for the experiments 
were chosen with these observations in mind. /The numbers of
j vertices were chosen to be the multiples of 100 from 100 to 
I 500. For the random composite graphs of 100 vertices, it 
was decided to perform experiments for all chosen edge 
densities p = 0.10, 0.15, 0.20, 0.30, 0.40, 0.50. For the 
remaining numbers of vertices (n = 200, 300, 400, 500). the 
experiments were restricted to the edge densities p = 0.1 0, 
0.15, 0.2 0. In summary\J''fhe ordered triples (n,p,d) that 
were selected are all possible triples that satisfy the 
following conditions:
(1) n € {100, 200, 300, 400, 500}.
(2) M  n =100,
-then p € (0.10, 0.15, 0.20f: Or~3Gr 0~. 4a.-OrSO}-:
a . is. o.2a)--inrd
(3) d € (TRP, DNR, BIN, UNI. UPR).
4. The Experiments and Their Results. Each experiment
consisted of coloring each graph of a group of twenty-five
&AXlrandom composite graphs by means of the t-weTv”e heuristic
'ha-htro-rul thm . the—rrtfinfTer of coTors—trserd fo r  tire—c orTtrr-in g oT"
a'veFarge—wHsber— ©T—cc_
eua-eh- a 1 gor-i-trKTfr. U*e_Jtnjjximu-m—and— the maximurn -nu-nvhens_af
.colors used in.. -the calorings— of— the— twen-t y-- £4 -ve- graphs— were 
found for-each arlgc-r-Lthm-y— and— the—number of— w-f-n-s— f-o-r— each 
algorithm was Tmrrrd'. The number of wins for-an algorithm. Is. 
the number of times the algorithm used mr more- colors- to 
color a graph than any of theoth.er.algari.thms- _(A " ti e-"— i-s 
cartsiherch—ar~WTrir. ) Tables II through XIX summarize the 
results of the ninety experiments. In each table, the
from among the twelve colorings produced by the coloring 
algorithms. Each entry in Tables II through XIX for a 
particular group of graphs and a particular algorithm
numbers are:
JI
(1 ) the minimum number of colors used by the algorithm for / 
a coloring of any of the twenty-five graphs. /
For, e a c h  g r o u p  o X -^ cr a p h s__ th e ----
column labelled "MIN" corresponds to a
\ £that selects a coloring that uses the least number of colors
consists of four numeric values. From top to bottom, these
(2) the average number of colors used per graph by the 
algori thm.
(3) the maximum number of colors used by the algorithm for 
a coloring of any of the twenty-five graphs, and
(4) the number of wins for the algorithm.
TABLE II
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100. ii = 0.10
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
10 11 10 10 10 11 9 10 9 9 11 10 9
TRP 11.92 13.08 12.04 12.00 11.08 12.08 11.00 10.96 11.24 11.32 11.96 11.80 10.64
14 16 14 14 13 14 13 13 13 13 13 14 124 0 4 5 15 3 17 17 12 8 5 4
28 29 27 28 24 26 24 24 25 25 25 27 24DNR 31.64 34.92 33.56 32.40 29.32 30.80 28.32 29.24 30.56 30.16 32.72 31.40 27.5638 42 40 40 34 37 32 34 36 36 38 38 31
2 0 0 0 8 1 17 8 2 5 1 2
38 39 38 37 32 35 33 33 35 34 38 37 32
BIN 42.76 44.68 43.40 42.20 38.08 38.60 36.64 36.80 39.56 39.52 41.88 40.36 35.56
49 51 50 50 41 44 41 40 44 45 48 44 38
0 0 0 0 3 2 11 11 2 3 0 0
38 45 39 38 33 38 34 36 37 36 39 38 33UNI 44.04 50.48 45.28 44.76 39.80 43.16 40.32 40.24 43.44 42.04 44.72 43.20 38.2452 58 54 53 47 48 49 45 53 47 56 48 43
0 0 1 0 9 1 9 7 1 4 1 0
49 54 51 48 44 45 44 44 47 46 50 49 44
UPR 55.64 58.92 56. 16 55.12 49.36 51.00 49.40 49.04 52.80 52.40 54.60 54.88 47.3663 67 64 67 55 59 56 56 GO 58 66 64 53
0 0 0 0 9 2 6 9 1 2 0 0
'A
TABLE III
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100, jj = 0.15
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
13 13 12 13 12 12 12 11 12 12 12 12 11
TRP 14.24 16.28 14.56 14.64 13.28 14.88 13.24 13.32 13.68 13.72 14.28 14.08 12.88
18 20 17 17 16 18 16 15 17 17 16 17 15
2 0 2 1 15 4 17 15 11 9 3 3
33 36 34 33 29 32 28 27 31 30 32 31 27
DNR 39.52 44.96 39.40 38.60 35.56 39.08 34.88 35.20 37.44 37.16 39.24 38.40 33.7645 53 44 43 42 46 40 40 42 42 46 43 38
0 0 0 0 8 1 10 11 3 3 0 0
49 50 48 48 43 44 42 42 44 44 47 46 42
BIN 52.92 56.72 52.84 52.52 47.36 49.12 46.44 46.20 49.80 48.88 52.60 52.56 45.44
56 65 58 59 50 53 52 50 55 55 57 60 50
0 0 0 0 10 1 11 15 2 4 0 0
47 52 47 47 43 44 44 44 44 45 46 47 43
UNI 54.68 61.76 56.08 55.32 49.36 53.20 49.36 49.56 51.40 51.32 54.76 53.56 47.4465 76 67 65 59 60 55 57 59 62 60 60 55
0 0 0 0 9 1 8 7 5 5 0 1
62 63 58 61 55 59 54 55 56 57 62 60 54
UPR 70.40 74.56 70.80 68.88 61.96 65.04 62.64 60.76 64.16 64.72 69.32 66.44 59.64
77 83 80 76 68 73 69 66 73 73 79 78 65
0 0 0 0 6 2 7 13 3 4 0 0
TABLE IV
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100, (j. = 0.20
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
15 16 15 15 14 15 13 14 13 14 14 14 13
TRP 17.24 19.68 16.80 16.92 15.68 17.56 15.52 15.72 15.88 16.04 16.76 16.64 15.08
19 24 19 20 18 21 17 18 17 19 19 19 17
0 0 1 1 12 0 16 13 9 8 0 2
40 44 38 39 33 40 34 36 36 37 36 39 33
DNR 46.12 52.20 45.72 46.20 42.08 46.24 41.72 41.60 43.48 43.60 45.92 45.76 40.24
53 61 54 55 49 56 49 46 49 50 55 51 46
0 0 0 0 7 0 10 10 3 3 0 0
58 58 54 56 51 54 50 51 53 52 54 56 50BIN 63.12 66.40 63.08 62.68 57.08 59.40 56.08 56.00 58.00 57.28 62.04 62.20 54.32
74 74 75 71 62 65 60 61 65 64 68 72 59
0 0 0 0 6 2 9 11 3 4 1 0
58 57 56 57 54 57 51 53 56 51 56 54 51
UNI 65.36 73.40 65.52 64.84 59.56 64.64 58.44 59.20 61.68 60.16 65.56 63.16 56.88
77 85 78 72 67 79 67 66 72 69 74 75 66
0 0 0 0 5 0 14 6 3 5 0 1
74 83 73 71 67 67 67 69 65 65 73 71 65
UPR 81.04 91.44 84.32 80.72 74.24 79.72 74.68 73.32 76.08 75.48 81.48 80.20 71.20
89 104 93 91 84 88 84 80 84 87 91 89 75
0 0 0 1 7 0 4 10 5 7 0 1
TABLE V
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100, = 0.30
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF 1 RLFD1 DYNPH DYNFPH MIN
19 21 20 19 17 19 19 17 17 17 19 18 17
TRP 22.20 25.84 22.16 21.96 20.68 22.56 20.40 20.36 20.28 20.52 21.84 21.28 19.72
25 30 25 24 24 26 23 22 22 23 24 24 22
0 0 0 1 8 2 13 11 14 11 0 4
51 61 50 49 46 51 47 46 47 48 50 49 46
DNR 59.48 68.72 59.92 58.60 53.48 60.76 54.56 54.16 55.32 55.60 58.72 58.72 52.40
67 79 70 64 58 68 62 58 63 64 65 64 57
0 0 0 0 13 0 6 9 3 4 0 0
76 83 77 75 67 73 66 69 70 70 75 74 66
BIN 83.20 90.44 84. 12 82.20 75.44 79.08 75.20 73.92 75.40 75.40 83.28 80.92 72. 12
90 99 90 90 80 87 81 82 81 81 91 90 79
0 0 0 0 7 1 4 8 7 7 0 0
75 83 75 72 68 75 66 69 71 70 75 71 66
UNI 85.72 95.84 84.48 83.28 77.76 85.64 76.40 76.68 79. 12 80.68 85.04 82.48 74.72
103 122 97 94 86 92 90 90 91 98 97 97 86
0 0 1 0 7 0 10 12 1 2 0 0
94 110 98 98 88 94 90 85 89 87 92 97 85
UPR 106.16 119.96 109.04 108.68 97.60 104.56 98.36 97. 12 98.44 99.96 106.92 106.40 94.68
121 132 122 121 107 116 109 108 109 115 120 115 105
0 0 0 0 5 1 5 9 5 4 0 0
TABLE VI
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100, = 0.40
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCDI RLF1 RLFD1 DYNPH DYNFPH MIN
25 26 24 23 22 24 22 23 22 22 24 22 22
TRP 27.76 31.24 27.04 26.92 25.28 28.20 25.20 25.08 25.04 25.00 26.56 26.04 24.32
31 35 29 30 28 34 28 27 28 28 30 29 27
0 0 0 0 11 0 10 12 12 12 1 2
61 68 62 63 59 64 58 58 56 56 62 59 56
DNR 72.36 84.12 72.96 73.04 68.12 75.68 66.80 66.88 67.76 67.92 72.60 72.24 65.12
83 97 83 81 75 86 74 73 78 77 83 80 71
0 0 0 0 1 0 9 8 5 7 1 0
94 100 91 91 86 91 88 85 81 81 95 91 81
BIN 101.68 113.36 104.84 101.60 93.12 99.24 94.00 92.96 92.88 93.92 101.88 99.32 90.04
112 127 113 108 99 107 98 101 101 100 112 111 97
0 0 0 0 5 0 5 11 9 5 0 0
95 103 90 92 86 94 85 86 84 88 91 92 84
UNI 104.84 120.20 105.28 103.92 96.08 105.32 95.80 96.24 99.44 99.12 103.36 105.24 93.60124 157 125 120 112 123 113 111 115 118 124 126 111
0 0 0 0 10 0 7 9 2 2 0 0
119 136 120 120 110 122 112 111 111 113 124 118 110
UPR 130.76 148.00 135.36 132.52 120.28 131.00 121.76 122.24 123.12 124.64 133.08 129.92 117.56
143 171 148 144 131 143 133 134 137 138 142 146 128
0 0 0 0 8 0 8 5 5 3 0 0
TABLE VII
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 100, n - 0.50
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
29 33 29 30 27 29 27 26 26 26 29 27 26
TRP 33.04 37.20 32.68 32.76 30.44 33.88 30.68 30.44 30.52 30.80 32.60 31.32 29.72
36 42 36 36 33 38 34 33 34 34 36 34 32
0 0 0 0 11 0 9 12 11 8 0 4
80 86 74 74 73 77 71 70 67 70 72 76 67
DNR 89.04 100.44 87.16 88.28 81.20 91.00 80.44 81.76 80.60 80.76 86. 16 86.80 78.56
101 116 97 98 92 102 93 90 88 89 100 99 87
0 0 0 0 7 0 7 4 10 6 0 0
112 124 113 112 107 111 103 105 104 103 111 108 103
BIN 122.48 137.24 125.52 121.24 114.88 118.84 114.44 112.96 111.88 112.60 123.36 119.32 109.48
137 154 137 132 125 127 122 120 117 119 133 129 117
0 0 0 0 3 0 4 6 9 7 0 2
110 130 115 115 107 115 104 108 104 106 110 109 104
UNI 126.04 144.16 128.40 125.56 117.56 129.00 116.04 116.64 116.72 118.04 124.32 125.32 113.52
153 159 154 139 139 150 138 136 129 137 143 143 128
0 0 0 0 1 11 7 7 7 0 0
141 167 150 147 137 151 138 136 135 135 140 147 135
UPR 159.24 178.96 164.00 161.92 148.28 161.88 149.44 148.56 149.20 149.28 161.84 158.04 144.08176 196 193 179 161 181 161 161 168 172 173 169 157
0 0 0 0 3 0 4 5 8 6 0 1
TABLE VIII
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 200, )i = 0.10
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
15 17 14 15 13 15 13 14 14 14 14 15 13
TRP 16.88 20.04 17. 12 16.96 15.32 17.92 15.48 15.52 15.80 15.68 16.80 16.36 15.00
19 24 21 19 18 22 17 18 18 18 20 19 17
1 0 1 1 17 0 14 14 10 10 2 4
44 50 42 41 39 43 38 39 41 41 43 42 38
DNR 48.28 55.56 48.44 47.88 42.88 49. 16 42.60 42.80 46.00 45.36 46.92 46.84 41.68
54 64 56 53 47 56 47 47 52 52 52 52 46
0 0 0 0 11 0 13 10 3 2 0 1
60 64 60 57 53 56 53 50 54 53 59 59 50
BIN 64.64 69.04 65.08 63.56 57.68 60.28 57.16 56.48 58.72 58.36 63.76 62.60 55.20
70 75 75 67 63 66 63 61 62 65 70 69 59
0 0 0 0 6 0 7 14 2 4 0 0
60 67 62 61 55 57 52 57 56 54 61 61 52
UNI 66.24 75.04 67.20 66.56 61.20 64.96 58.48 60.16 62.28 62.44 66.68 65.64 57.56
72 82 74 72 68 75 64 67 69 72 75 72 62
0 0 0 0 1 1 17 5 3 0 0 0
76 86 77 77 69 74 70 67 71 71 78 75 67
UPR 81.88 92.72 84.72 83.52 75.00 79.84 74.28 73.52 78.20 77.84 84.04 80.96 72.24
88 100 92 89 79 89 78 80 88 84 96 87 77
0 0 0 0 5 1 9 14 2 1 0 0
TABLE IX
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 200. fi = 0.15
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
19 23 19 20 18 18 18 18 17 17 19 18 17
TRP 21.28 25.16 21.44 21.16 19.60 22.16 19.40 19.84 19.44 19.68 21.12 20.48 18.88
24 29 24 25 22 25 22 23 22 23 25 23 21
0 0 0 0 11 0 13 6 13 9 0 0
52 61 52 54 48 53 46 48 49 47 50 53 46
DNR 60.52 69.88 60.60 61.00 54.28 62.92 53.88 54.84 57.68 56.84 59.80 59.48 53.12
69 78 68 67 60 73 60 59 66 63 69 67 58
0 0 0 0 11 0 15 9 2 1 0 1
76 83 77 76 71 75 71 69 71 70 76 75 69
BIN 82.80 91.00 83.12 82.16 74.80 80.24 74.88 74.04 75.48 75.28 81.68 80.24 72.60
90 101 89 90 78 86 80 79 82 81 89 87 77
0 0 0 0 5 0 6 13 4 6 0 0
78 86 79 78 71 79 69 70 73 72 77 79 69
UNI 84.44 96.88 85.48 83.40 76.80 85.20 75.44 76.40 79.48 80.44 84.92 84.04 74.3690 105 92 91 86 90 82 83 90 89 98 90 82
0 0 0 0 8 0 12 12 2 2 0 0
100 109 100 96 89 97 92 90 92 91 100 93 89
UPR 105.32 118.16 108.12 106.04 95.28 105.80 97.60 94.92 97.92 99.92 108.08 102.88 93.56
112 133 117 114 104 116 102 101 103 110 118 111 98
0 0 0 0 11 0 3 12 4 2 0 1
TABLE X
RESULTS OF COMPOSITE GRAPH OOLORING EXPERIMENTS
n = 200. fj = 0.20
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
22 27 23 23 21 24 21 21 21 21 22 21 21
TRP 25.68 30.44 25.48 25.52 23.56 27.64 23.84 23.88 23.40 23.56 25.36 24.36 23.00
29 34 28 28 27 32 27 26 26 28 29 28 26
0 0 0 0 12 0 7 9 16 15 0 5
63 74 63 66 59 68 58 59 59 59 65 63 58
DNR 71.64 85.16 72.44 72.44 65.64 76.44 65.40 66. 12 67.24 67.68 71.72 70.96 64.04
79 96 81 79 72 82 69 73 76 76 77 79 69
0 0 0 0 7 0 12 6 5 6 0 0
96 102 97 92 84 91 87 86 84 84 94 92 84
BIN 100.32 110.60 103.08 100.08 91.12 97.92 91.64 90.92 91.52 91.88 100.56 97.72 88.76
106 119 110 106 98 106 97 98 101 99 106 102 94
0 0 0 0 6 0 7 11 10 8 0 0
94 111 94 94 86 96 85 84 85 86 93 91 84
UNI 100.72 118.52 103.12 101.28 92.20 105.36 92.04 92.20 93. 16 93.24 100.76 98.84 89.92109 129 112 110 99 115 98 104 99 104 110 107 98
0 0 0 0 7 0 11 10 5 3 0 0
123 137 123 119 111 122 109 108 109 109 118 116 108
UPR 128.28 146.96 130.88 129.24 116.16 130.84 117.24 117.20 119.68 117.88 128.96 125.24 114.12
138 157 144 144 124 141 125 126 127 126 144 133 120
0 0 0 0 9 0 6 6 2 7 0 0
TABLE XI
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 300, p = 0.10
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCDI RLF1 RLFD1 DYNPH DYNFPH MIN
20 23 20 20 18 22 18 18 18 18 19 19 18
TRP 21.56 25.92 21.56 21.76 19.76 23.76 19.96 19.76 19.60 19.96 21.16 20.84 19.28
24 29 23 23 21 26 21 22 21 22 23 23 21
0 0 0 0 13 0 11 15 18 12 1 1
53 61 55 54 48 57 49 48 50 48 54 53 48
DNR 60.20 70.40 60.16 59.68 53.96 62.32 54.28 54.00 56.24 56.12 59.28 58.92 52.80
69 80 69 66 62 69 60 61 62 62 65 65 57
0 0 0 0 12 0 10 11 2 3 0 0
78 85 78 76 72 75 73 71 69 69 78 75 69
BIN 83.64 91.20 85.60 82.64 75.88 80.28 75.60 74.44 76.76 75.52 83.12 81.80 73.40
92 97 90 91 80 88 81 78 82 81 89 89 77
0 0 0 0 6 0 5 13 3 6 0 0
78 91 80 77 70 83 74 73 74 72 79 76 70
UNI 85.04 99.08 86.68 84.40 76.92 88.88 77.84 77.84 79.68 80.28 86.32 83.04 75.7291 105 94 91 82 96 82 82 87 87 94 88 79
0 0 0 0 13 0 6 6 6 2 0 0
96 114 103 99 90 101 92 91 93 89 102 98 89
UPR 105.64 121.16 109.40 107.36 96. 12 106.60 96.96 96. 16 98.68 100.08 109.08 104.48 94.36113 136 116 115 102 115 102 100 107 109 121 111 99
0 0 0 0 12 0 4 9 2 3 0 0
TABLE XII
RESULTS OF COMPOSITE GRAPH OOLORING EXPERIMENTS
n = 300. fi = 0. 15
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RI.F1 RLFD1 DYNPH DYNFPH MIN
26 31 25 25 24 27 24 24 24 23 26 25 23
TRP 27.84 33.64 27.84 27.72 25.68 30.32 25.92 25.68 25.16 25.24 27.60 26.36 24.88
30 38 30 30 27 34 28 27 27 27 30 28 26
0 0 0 0 8 0 7 11 18 16 0 2
70 81 69 68 66 73 65 65 65 65 69 69 65
DNR 76.56 91.96 75.84 76.56 70.20 82.32 70.28 69.80 70.20 71.20 76.08 76.48 68.6085 109 84 83 78 92 79 76 77 79 83 87 76
0 0 0 0 3 0 9 8 10 2 0 0
100 114 106 102 95 102 96 95 94 92 102 98 92
BIN 107.16 121.20 112.12 108.48 99.48 107.60 100.32 98.92 99.48 98.16 109.48 105.08 97.00
114 131 120 119 105 114 106 102 108 103 117 113 100
0 0 0 0 5 0 1 5 8 13 0 1
101 120 102 103 95 108 92 91 94 97 101 100 91
UNI 110.28 131.56 113.68 111.24 102.04 115.92 101.36 100.88 102.92 102.12 111.04 108.44 99.36116 144 123 121 107 123 106 107 109 107 120 117 104
0 0 0 0 0 0 7 14 4 10 0 0
132 151 134 132 121 130 123 122 119 122 135 128 119UPR 137.76 159.68 144.16 140.04 126.96 141.12 128.32 127.92 129.00 129.80 142.48 135.72 124.72147 176 152 151 133 154 134 134 140 140 150 147 130
0 0 0 0 9 0 6 7 5 3 0 0
TABLE XIII
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 300, = 0.20
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
32 38 32 31 29 33 30 29 29 29 31 29 29
TRP 34.04 40.84 33.72 34.00 31.84 37.52 31.64 31.68 30.68 30.68 33.32 31.96 30.48
36 46 35 38 34 41 34 34 32 32 35 34 32
0 0 0 0 3 0 4 4 20 20 0 3
88 98 84 86 79 93 79 81 79 79 84 84 79
DNR 93.56 113.92 93.68 93.76 85.68 101.64 85.48 86.68 86.80 86.32 93.48 92.76 83.88106 131 101 103 94 114 95 94 98 95 104 102 94
0 0 0 0 11 0 11 3 4 7 0 0
125 138 128 128 116 129 117 116 112 112 127 121 112
BIN 133.16 149.36 136.28 133.52 122.12 134.80 122.84 121.76 119.88 119.80 134.32 129.00 118.00140 158 145 140 130 146 128 131 126 126 147 136 125
0 0 0 0 4 0 1 5 9 12 0 0
123 143 126 124 115 133 117 116 117 110 125 124 110
UNI 133.72 161.08 137.36 135.08 124.24 143.36 124.36 123.60 124.92 123.92 136.12 132.96 121.00141 176 148 146 131 152 130 129 136 133 146 142 128
0 0 0 0 7 0 4 7 4 9 0 0
157 181 168 161 145 168 153 148 144 150 161 159 144
UPR 168.32 200.16 175.88 170.72 157.04 177.56 159.88 157.92 157.28 157.44 174.92 165.48 154.08179 210 189 180 165 186 169 164 169 168 188 173 160
0 0 0 0 7 0 1 3 10 6 0 0
TABLE XIV
RESULTS OF C0NP06ITE CRAPH COLORING EXPERIMENTS
n = 400. m =0.10
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
24 28 24 24 22 26 23 23 22 22 24 23 22
TIP 25.92 31.68 25.68 25.96 23.92 28.52 23.80 24.20 23.44 23.68 25.52 24.96 23.12
28 36 28 28 26 32 26 25 26 26 28 28 25
0 0 0 0 8 0 10 6 19 12 0 0
68 81 66 68 62 71 62 61 62 62 67 68 61
DNR 73.04 86.64 72.76 72.28 66.24 76.72 65.32 66.76 67.08 67.60 72.28 72.06 64.28
77 93 79 80 72 84 71 69 73 77 77 77 68
0 0 0 0 6 0 14 8 3 3 0 0
84 106 97 96 88 91 88 86 84 87 94 92 84
B IN 99.80 112.12 102.36 100.96 91.40 99.28 91 .96 90.72 90.20 90.72 100.68 98.56 88.36
107 122 110 106 96 106 96 97 97 97 106 105 92
0 0 0 0 6 0 0 6 11 12 0 0
96 112 96 96 85 96 85 87 90 89 96 93 85
UNI 100.48 121.20 102.32 101.12 90.80 106.16 92.00 91.80 96.44 94.06 101.88 96.68 89.56
106 138 109 107 96 116 96 97 103 103 112 105 93
0 0 0 0 U 0 5 6 1 2 0 0
120 134 126 123 112 123 1 10 108 109 112 122 118 108
UPR 126.40 149.32 133.16 128 44 115 72 129 36 118. 12 115.56 1 18 04 118.92 129.08 123.92 113.92
133 162 143 134 121 138 128 124 126 124 138 130 118
0 0 0 0 12 0 3 10 4 3 0 0
TABLE XV
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 400, = 0.15
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCDI RLF1 RLFD1 DYNPH DYNFPH MIN
31 38 32 31 30 34 30 29 29 29 31 30 29
TRP 33.84 41.60 33.88 33.76 31.64 37.80 31.64 31.56 30.48 30.72 33.44 31.92 30.3636 45 37 36 34 42 33 33 32 34 37 34 32
0 0 0 0 4 0 5 5 22 19 0 1
87 103 89 88 81 96 82 82 81 79 86 90 79DNR 94.24 113.56 94.72 94.24 86.72 101.92 86.36 87.08 86.92 86.32 93.92 93.76 83.9299 127 103 101 92 114 91 93 92 92 99 98 88
0 0 0 0 6 0 7 3 6 8 0 0
126 139 127 126 117 127 118 118 113 115 130 121 113BIN 131.92 149.68 136.00 133.36 121.64 132.72 123.12 121.68 119.04 119.08 133.92 129.36 117.52139 161 144 143 130 139 130 128 126 126 140 137 123
0 0 0 0 2 0 1 2 11 10 0 0
126 144 129 125 114 130 114 116 116 113 126 121 113UNI 131.36 158.88 135.08 132.68 121.68 142.40 121.68 121.80 121.64 122.88 132.64 129.12 118.96141 172 144 142 131 157 128 130 128 130 140 136 127
0 0 0 0 5 0 7 5 8 6 0 0
161 186 167 161 146 171 147 147 145 147 165 157 145
UPR 167.28 198.76 175.24 169.00 153.68 176.96 156.48 154.28 154.16 156.68 171.64 163.84 151.84173 210 187 178 160 188 164 161 163 165 177 172 160
0 0 0 0 12 0 2 8 8 4 0 0
TABLE XVI
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 400, = 0.20
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
39 47 39 39 37 42 37 37 36 36 39 36 36
TRP 41.56 50.76 41.80 41.32 39.40 46.68 39.16 39.24 37.84 37.80 40.96 38.92 37.56
44 56 45 44 42 52 42 42 41 40 43 43 40
0 0 0 0 1 0 2 2 19 21 0 4
109 130 109 108 101 116 103 102 100 101 109 107 100
DNR 115.76 141.52 115.80 115.16 107.36 127.72 107.00 106.96 105.08 105.28 115.52 114.80 103.72
122 152 122 123 113 139 112 112 112 114 125 122 109
0 0 0 0 4 0 3 2 10 10 0 0
157 181 161 159 145 160 146 145 140 142 159 150 140
BIN 163.76 187.60 169.00 166.12 150.80 167.00 151.88 151.64 146.60 147.08 165.44 157.40 145.24
173 197 177 172 159 177 158 159 154 157 175 168 149
0 0 0 0 1 0 0 3 14 13 0 0
153 186 158 156 142 166 144 139 141 144 154 152 139
UNI 160.52 198.64 165.08 161.96 150.76 177.24 150.96 150.36 148.92 149.72 162.68 160.08 146.76
168 222 175 176 159 187 159 158 159 158 171 168 157
0 0 0 0 4 0 2 7 12 7 0 0
194 228 202 198 185 209 189 186 181 179 202 195 179
UPR 203.28 243.40 213.20 209.28 191.04 219.16 196.64 192.80 191.00 190.36 211.52 202.48 187.48
213 266 223 219 199 232 204 203 199 200 223 210 194
0 0 0 0 7 0 0 2 8 11 0 0
TABLE XVII
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 500, jj = 0.10
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
29 33 28 28 26 31 26 26 26 26 28 27 26
TRP 30.28 36.84 30. 12 30.00 27.92 33.60 27.88 27.92 27.12 27.28 29.44 28.60 26.8833 42 33 33 30 37 29 29 29 29 32 31 29
0 0 0 0 6 0 7 4 19 17 0 3
79 94 77 78 73 86 72 72 72 71 77 78 71
DNR 83.64 101.24 84.08 83.72 76.64 92.60 76.88 76.48 77.16 77.52 82.80 82.68 74.68
87 110 92 89 85 102 82 84 86 81 87 91 80
0 0 0 0 7 0 7 7 6 6 0 0
112 122 113 111 101 107 105 103 97 99 111 110 97
BIN 117.20 130.24 118.88 117.44 106.28 116.24 107.64 107.64 104.32 105.40 117.68 114.04 103.24
125 141 127 122 110 122 112 113 108 ill 125 119 107
0 0 0 0 6 0 2 2 13 8 0 0
110 129 no 108 99 116 102 101 102 98 110 108 98
UNI 116.16 140.44 118.92 116.76 107.56 125.16 107.76 107.28 109.52 108.72 117.16 114.20 105.16
126 153 128 124 114 135 116 116 123 116 127 121 110
0 0 0 0 8 0 6 8 4 6 0 0
139 164 145 142 129 147 132 130 129 128 144 137 128
UPR 145.20 171.88 153.28 147.96 134.40 154.44 138.36 136.24 137.48 136.20 152.40 144.40 132.92
151 181 168 156 143 164 144 143 145 146 159 153 139
0 0 0 0 13 0 0 5 3 7 0 0
TABLE XVIII
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 500, 11 = 0.15
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
38 44 37 37 36 42 35 35 34 34 37 35 34
TRP 39.84 48.44 39.52 39.60 37.28 44.56 37.32 37.20 35.56 35.76 39.24 37.20 35.36
44 53 43 44 40 49 41 40 38 38 42 41 38
0 0 0 0 0 0 0 0 21 19 0 1
102 126 103 103 97 114 97 97 96 94 103 103 94
DNR 109.44 134.92 110.48 109.84 102.08 122.28 101.92 101.84 101.36 100.88 109.96 108.84 99.60
116 148 117 118 109 130 108 108 110 108 118 117 108
0 0 0 0 4 0 4 5 13 14 0 0
147 163 155 150 138 152 141 139 133 129 151 142 129
BIN 154.08 176.96 160.00 156.48 142.48 156.84 144.52 143.52 138.84 138.68 156.44 149.20 137.44
158 187 166 162 148 162 149 151 147 147 164 155 144
0 0 0 0 3 0 0 0 12 13 0 0
144 172 149 148 135 159 137 134 132 134 148 141 132
UNI 152.92 188.04 156.68 155.08 142.28 168.20 143.60 142.56 141.96 142.16 154.60 151.04 139.52
161 204 167 165 151 183 150 150 151 148 164 160 148
0 0 0 0 9 0 4 5 8 5 0 0
184 221 193 190 175 196 179 178 170 174 194 184 170
UPR 192.80 231.52 201.60 197.32 180.12 207.32 184.64 182.20 181.20 180.48 201.04 190.20 177.56
209 248 212 205 184 216 194 189 193 189 211 200 184
0 0 0 0 12 0 1 2 6 9 0 0
TABLE XIX
RESULTS OF COMPOSITE GRAPH COLORING EXPERIMENTS
n = 500, = 0.20
d LFI LF2 LFPH LFCD LFI I LF2I LFPHI LFCD I RLF1 RLFD1 DYNPH DYNFPH MIN
46 56 47 47 43 51 44 44 42 42 46 43 42
TRP 49.12 60.60 49.20 49.28 46.20 55.40 46.24 46.28 44.32 44.36 48.60 46. 16 44.1253 64 53 53 50 57 49 49 47 47 52 51 47
0 0 0 0 0 0 0 0 20 19 0 1
129 155 127 128 119 139 120 120 116 117 128 127 116DNR 135.96 166.16 135.96 135.56 126.84 152.24 126.24 126.36 123.96 123.60 135.76 133.72 122.44145 183 146 148 134 163 136 133 133 129 145 141 129
0 0 0 0 2 0 3 1 11 16 0 0
183 210 190 180 172 188 176 173 167 166 185 179 166
BIN 188.80 220.60 197.36 192.68 177.96 199.40 181.84 179.04 172.88 170.84 196.00 185.32 170.08195 232 204 202 185 211 189 185 179 176 207 193 175
0 0 0 0 0 0 0 0 9 17 0 0
178 218 180 179 167 195 170 168 165 157 180 178 157
UNI 189.72 234.56 192.80 189.88 176.72 210.68 178.16 177.16 174.48 174.08 192.16 187.08 172.20
202 252 207 199 191 226 188 187 188 193 204 194 182
0 0 0 0 3 0 1 3 10 12 0 0
233 277 240 232 222 248 221 219 215 210 237 228 210UPR 241.36 293.36 249.44 243.48 227.32 259.88 230.96 227.08 224.44 223.20 247.36 237.16 221.60249 306 258 255 237 266 239 237 232 232 258 243 232
0 0 0 0 1 0 0 4 10 15 0 0
B. ANALYSIS OF THE RESULTS OF THE EXPERIMENTS
Examining Tables II through XIX, it becomes apparent 
that some algorithms rather consistently use fewer colors to 
color a group of graphs than other algorithms. Of course, 
it should be expected that a VSI algorithm would use no more 
colors than its corresponding VS algorithm to color a group 
of graphs. (In our experiments, a VSI algorithm rarely used 
more colors than its corresponding VS algorithm on a graph. 
In fact, this occurred in approximately 0.8X of the 9000 
possible instances.) Considering the cases in which one 
algorithm uses no more colors than another algorithm in at 
least 95X (86 or more) of the experiments, the algorithms 
can be ranked into three tiers:
Tier 1: LF1I. LFPHI. LFCDI, RLF1, RLFD1 ;
Tier 2: LFI, LFPH, LFCD. LF2I. DYNPH, DYNFPH; and 
Tier 3: LF2.
Each algorithm in Tier 1 used no more colors than each 
algorithm in Tier 2 in at least 86 experiments. Each 
algorithm in Tiers 1 and 2 used no more colors than the LF2 
algorithm in the 90 experiments. Table XX shows for each 
pair of coloring algorithms the number of experiments for 
which the first algorithm of the pair used no more colors 
than the second algorithm of the pair. It should be noted 
that within Tier 2 there are pairs of algorithms for which 
one algorithm could be ranked above the other using the same 
criterion used to determine the tiers. For example, the 
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The "raw" numbers as presented in Tables II through XIX 
do not provide a satisfactory means to observe various 
trends in the results. In order to more readily visualize 
various trends in the data, several graphs were plotted 
using the data in Tables II through XIX. For these graphs, 
we restricted our consideration to only those algorithms in 
Tier 1. The graphs were designed to assist in assessing the 
performance of these algorithms on the random composite 
graphs as each of the three variables, n. p, and d, is 
varied. To arrange the values of the variable d, the 
chromaticity distributions were ordered in increasing order 
according to their means and those distributions with equal 
means were subordered in increasing order according to their 
var iance s.
For the graphs, two dependent variables, the number of 
excess colors used by an algorithm and the number of wins 
for an algorithm, were chosen to measure the performance of 
the algorithm. The number of excess colors for an algorithm 
is the number of colors used for the group of random 
composite graphs in excess of the number of colors used by 
the MIN algorithm. Thirty-eight pairs of graphs were 
plotted and appear in Figures 2 through 77. The first graph 
of a pair is the graph of the number of excess colors versus 
one of the independent variables, n, p. or d. The second 
graph of a pair is the graph of the number of wins versus 
the independent variable. Each graph has a curve plotted
for each of the algorithms in Tier 1. Below an excess 
colors graph, the row of numbers labelled "TOTAL COLORS" is 
the number of colors used by the MIN algorithm for each 
value of the independent variable.
Figures 2 through 31 are the fifteen pairs of graphs 
having n as the independent variable. There is a pair of 
graphs for each ordered pair (p.d) such that 
p € {0.10. 0.15. 0.20} and d € {TRP, DNR. BIN. UNI. UPR}. 
Figures 32 through 41 are the five pairs of graphs having p 
as the independent variable. There is a pair of graphs for 
each ordered pair (n.d) such that n = 100 and 
d € {TRP, DNR. BIN. UNI. UPR}. Figures 42 through 77 are 
the eighteen pairs of graphs having d as the independent 
variable. There is a pair of graphs for each ordered pair 
(n.p) such that
n = 100 and p € {0.10, 0.15, 0.20, 0.30, 0.40, 0.50}, or 


















TRP DISTRIBUTION * LF1 1 0 LFPHI + LFCDI
1 0% EDGE DENSITY 0 RLF 1 ❖ RLFD1
re 2. Number of Excess Colors vs. Number of Vertices 
r Random Composite Graphs with \i -  0.10 and d = TRP
Figure 3. Number of Wins vs. Number of Vertices


















I R P  D I S T R I B U T I O N *  L F 1  I □  L F P H !  +  L F C D 1
1 5 %  E D G E  D E N S I T Y 0  R L F 1 o  R L F D 1
re 4. Number of Excess Colors vs. Number of Vertices 
r Random Composite Graphs with p = 0.15 and d = TRP
Figure 5. Number of Wins vs. Number of Vertices



















TRP d i s t r i b u t i o n  *  LF 1 I □ L F P H I  + L F C D !
2 0 % EDGE D E N S I T Y  0  RL F1  <8> R L F D 1
N U M B E R  OF V E R T I C E S
T O T A L
C O L O R S  3 7 7  5 7 5  7 6 2  9 3 9  1 1 0 3
re 6 . Number of Excess Colors vs. Number of Vertices 
r Random Composite Graphs with p. = 0.20 and d = TRP
Figure 7. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.20 and d = TRP
DNR DISTRIBUTION *  L F I  1 □  L F P H I  +  L F C D  1
1 0% EDGE DENSITY 0 R L F  1 ♦  R L F D 1
COLORS 689 1 042 1 320 1607 1867
Figure 8. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.10 and d = DNR
Figure 9. Number of Wins vs. Number of Vertices








DNR DISTRIBUTION *  L F 1  I □  L F P H I  +  L F C D 1
1 5% EDGE DENSITY 0 R L F  1 ♦  R L F D 1
COLORS 844 1 328 1715 2098 2490
Figure 10. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.15 and d = DNR
Figure 11. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.15 and d = DNR
DNR D I S T R I B U T I O N *  L F I  1 □  L F P H I  +  L F C D  1
2 0 %  E D G E  D E N S I T Y 0  R L F  1 ♦  R L F D 1
T O T A L
C O L O R S
T o o  2 0 0  K I O  4 0 0
N U M B E R  OF V E R T I C E S
1 0 0 6  1 6 0 1  2 0 9 7  2 5 9 3
5 0 0
3 0 6 1
Figure 12. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with fi = 0.20 and d = DNR
Figure 13. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.20 and d = DNR
V
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B i N  D I S T R I B U T I O N *  L F I  1 □  L F P H I  +  L F C D  I
1 0 %  E D G E  D E N S I T Y 0  R L F ! <8> R L F D I
Figure 14. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.10 and d = BIN
Figure 15. Number of Wins vs. Number of Vertices
for Random Composite Graphs with = 0 . 1 0  and d = BIN
B I N  d i s t r i b u t i o n  *  L F 1 I  □  L F P H I  +  L F C D !
15% EDCE D E N S I T Y  0  RL F1  <8> R L F D 1
Figure 16. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.15 and d = BIN
Figure 17. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.15 and d = BIN
BIN DISTRIBUTION * LF11 □ LFPHI + LFCD 1
20% EDGE DENSITY 0 RLF 1 ❖ RLFD1
COLORS 1358 2219 2950 3631 4252
Figure 18. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.20 and d = BIN
Figure 19. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.20 and d = BIN
i \j k
Figure 20. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.10 and d = UNI
Figure 21. Number of Wins vs. Number of Vertices
for Random Composite Graphs with p = 0.10 and d = UNI
U N I  DISTRIBUTION *  L F I  1 □  L F P H I  +  L F C D 1
1 5 % EDGE DENSITY 0  R L F  1 ♦  R L F D 1
COLORS ||86 1859 2484 2974 3488
Figure 22. Number of Excess Colors vs. Number of Vertices 
for Random Composite Graphs with p = 0.15 and d = UNI
Figure 23. Number of Wins vs. Number of Vertices
for Random Composite Graphs with i± = 0.15 and d = UNI
1 0 0  v e r t i c e s  *  LF  1 i □  L F P H !  +  L F C D
10% EDGE DENSITY 0  RL F  1 $  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  2 6 6  6 8 9  8 8 9  9 5 6  1 1 8 4
Figure 42. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 100 and p = O.IO
Figure 43. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 100 and p = 0.10
1 0 0  vert i ces  *  L F 1 I  □  L F P H I  +  L F C D I
15 % EDGE DENSITY 0  RLF  1 <5> R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  3 2 2  8 4 4  1 1 3 6  1 1 8 6  1 4 9 1
gure 44. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 100 and p = 0.15
Figure 45. Number of Wins vs. Chromaticity Distribution








100 VERTICES *  L F  1 I □  L F P H I  +  L F C D  I
20% EDGE BENSITY 0 RLFI ♦ RLFD1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
COLORS 377 1006 1358 1422 1780
gure 46. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 100 and u = 0.20
Figure 47. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 100 and p. = 0.20
1 0 0  v e r t i c e s  *  LF 1 I □  L F P H I  + L F C D I
3 0 %  EDGE DENSITY 0  R L F  1 O  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
C O L O R S  4 9 3  1 3 1 0  1 8 0 3  1 8 6 8  2 3 6 7
Figure 48. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = lOO and p = 0.30
Figure 49. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 100 and p = 0.30
1 0 0  VERTICES *  L F 1  i □  L F P H !  +  L F C D 1
4 0 %  EDGE DENSITY 0 R L F 1 «> R L F D 1
TOTAL
COLORS 608 1 628 2251 2340 2939
Figure 50. Number of Excess Colors vs. Chromaticity Distribution 




C H R O M A T I C I T Y  D I S T R I B U T I O N
Figure 51. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 100 and p = 0.40
1 0 0  V E R T I C E S *  L F 1  I □  L F P H I  +  L F C D 1
5 0 %  E D G E  D E N S I T Y 0 R L F  1 <3> R L F D 1







C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  7 4 3  1 9 6 4  2 7 3 7  2 8 3 8  3 6 0 2
Figure 52. number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 100 and p = 0.50
Figure 53. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 100 and p = 0.50
2 0 0  vertices *  L F 1  i □  L F P H I  +  L F C D I
10% EDGE DENSITY 0  R L F 1 <» R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
COLORS 375 1 042 1 380 1439 1 806
gure 54. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 200 and p = O.IO
Figure 55. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 200 and p = 0.10
2 0 0  v e r t i c e s  *  LF 1 I □  L F P H I  + L F C D I
15% EDGE DENSITY 0  RL F1  3> R L F D 1
C O L O R S  4 7 2  1 3 2 8  1 8 1 5  1 8 5 9  2 3 3 9
Figure 56. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 200 and p = 0.15
Figure 57. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 200 and p = 0.15
2 0 0  V E R T I C E S *  L F I  I □  L F P H I  +  L F C D I
2 0 %  E D G E  D E N S I T Y 0 R L F  I <§> R L F D 1
T O T A L
C O L O R S  5 7 5  1 6 0 1  2 2 1 9  2 2 4 8  2 8 5 3
gure 58. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 200 and p = 0.20
Figure 59. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 200 and p = 0.20
3 0 0  VERTICES *  L F I  I □  L F P H I  +  L F C D I
1 0% EDCE DENSITY 0  R L F t o  R L F D 1
TOTAL
COLORS 482 1320 1 835 1 893 2359
gure 60. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 300 and p = 0.10
Figure 61. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 300 and p = 0.10
3 0 0  VERTICES *  L F 1  1 □  L F P H I  +  L F C D 1
1 5% EDCE DENSITY 0  R L F  1 o  R L F D 1
Figure 62. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 300 and p =0.15
Figure 63. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 300 and p = 0.15
3 0 0  VERTICES *  L F 1  I □  L F P H I  +  L F C D 1
2 0 %  EDCE DENSITY 0 R L F  1 o  R L F D 1
Figure 64. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 300 and p = 0.20
C H R O M A T I C I T Y  D I S T R I B U T I O N
Figure 65. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 300 and p = 0.20
4 0 0  VERTICES *  L F 1 1 □  L F P H I  +  L F C D  1
1 0% EDGE DENSITY 0 R L F 1 o  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
COLORS 578 1 607 2209 2239 2848
Figure 6 6. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 400 and p = 0.10
Figure 67. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 400 and p = 0.10
1 .30
4 0 0  VERTICES *  L F 1  I □  L F P H I  +  L F C D  1
1 5% EDCE DENSITY 0  R L F  1 o  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  7 5 9  2 0 9 8  2 9 3 8  2 9 7 4  3 7 9 6
Figure 68. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 400 and p = 0.15
Figure 69. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 400 and p = 0.15
4 0 0  VERTICES *  LF 1 I □  L F P H I  +  L F C D 1
2 0 % EDCE DENSITY 0 RL F  1 ❖  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
COLORS 939 2593 3631 3669 4687
Figure 70. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 400 and p = 0.20
C H R O M A T I C I T Y  D I S T R I B U T I O N
Figure 71. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 400 and p = 0.20
1 32
5 0 0  v e r t i c e s  *  L F  1 I □  L F P H I  +  L F C D I
1 0 % E D G E  D E N S I T Y  0  R L F  1 ❖  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  6 7 2  1 8 6 7  2 5 8 1  2 6 2 9  3 3 2 3
Figure 72. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 500 and p = 0.10
Figure 73. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 500 and p = 0.10
5 0 0  V E R T I C E S *  L F 1  I □  L F P H I  +  L F C D I
1 5 %  E D G E  D E N S I T Y 0  R L F 1 ♦  R L F D 1
C H R O M A T I C I T Y  D I S T R I B U T I O N
TOTAL
COLORS 884 2490 3436 3488 4439
igure 74. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 500 and p = 0.15
Figure 75. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 500 and ju =0.15
5 0 0  V E R T I C E S *  L F I  1 □  L F P H I  +  L F C D I
2 0 %  E D G E  D E N S I T Y 0  R L F ! o  R L F D I
C H R O M A T I C I T Y  D I S T R I B U T I O N
T O T A L
C O L O R S  | | 0 3  3 0 6 1  4 2 5 2  4 3 0 5  5 5 4 0
gure 76. Number of Excess Colors vs. Chromaticity Distribution 
for Random Composite Graphs with n = 500 and p = 0.20
Figure 77. Number of Wins vs. Chromaticity Distribution
for Random Composite Graphs with n = 500 and p = 0.20
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C. CONCLUSIONS
One rather obvious conclusion concerning the results of 
the experiments is that no one algorithm of the coloring 
algorithms investigated is superior to the other algorithms 
on all composite graphs. Since the CGCP is an NP-complete 
problem, this conclusion should not come as a complete 
surprise. Some of the coloring algorithms did show 
superiority over the other algorithms for certain groups of 
the random composite graphs.
By considering the fifteen pairs of graphs in Figures 2 
through 31, the effects of changing the number of vertices 
in the random composite graphs upon the performance of the 
algorithms in Tier 1 can be seen. The LF1I, the LFPHI, and 
the LFCDI algorithms perform better for the lower numbers of 
vertices. The numbers of excess colors for the LF1I, the 
LFPHI, and the LFCDI algorithms tend to increase as the 
number of vertices increases. The numbers of wins for the 
LF1I, the LFPHI, and the LFCDI algorithms tend to decrease 
as the number of vertices increase. Opposite trends are 
seen for the RLF1 and the RLFD1 algorithms. As the number 
of vertices increase, the numbers of excess colors for the 
RLF1 and the RLFD1 algorithms tend to decrease and the 
numbers of wins tend to increase. These opposite trends 
cause the curves for the recursive largest-first algorithms, 
RLF1 and RLFD1, and the curves for the largest-first 
algorithms, LF1I, LFPHI, and LFCDI, to cross over each other 
in most of the graphs in Figures 2 through 31.
1 3 6
There is an indication that the RLF1 and the RLFD1 
algorithms improve compared to the LF1I, the LFPHI, and the 
LFCDI algorithms as the edge density increases. For the 
experiments on random composite graphs of 100 vertices, this 
trend is readily apparent for some of the chromaticity 
distributions, for examples, see Figures 34 through 37. For 
the experiments on random composite graphs of a higher 
number of vertices, the trend can be seen by comparing three 
consecutive pairs of graphs with d as the independent 
variable (the graphs in Figures 54 through 77) which are for 
a particular number of vertices and edge densities p = 0.1 0, 
0.15, and 0.20. For example, compare the three pairs of 
graphs in Figure 54 through 59 for the experiments on random 
composite graphs having 200 vertices.
The effects of these trends observed for increasing the 
number of vertices and the edge density culminate in the 
near separation in Figures 70 and 71 and the separation in 
Figures 76 and 77 of the curves for the RLF1 and the RLFD1 
algorithms from the curves for the LF1I, the LFPHI, and the 
LFCDI algorithms. In these instances, the RLF1 and the 
RLFD1 algorithms are superior to the LF1I. the LFPHI. and 
the LFCDI algorithms. In the graphs for a low number of 
vertices combined with a low edge density (for examples, see 
Figures 42 through 45). a similar separation of the curves 
for the RLF1 and the RLFD1 algorithms from the curves for 
the LFII. the LFPHI. and the LFCDI algorithms can be 
observed, but in these instances the LF1I, the LFPHI, and
1 3 7
the LFCDI algorithms are superior to the RLF1 and the RLFD1 
algori thms.
If the edge density were allowed to approach 1, the 
coloring algorithms should produce colorings that use 
approximately the same number of colors. Indeed, any of the 
coloring algorithms should produce a coloring using a number 
of colors approximately equal to the sum of the 
chromaticities of the vertices of the composite graph for 
edge densities near to 1. The numbers of excess colors for 
the algorithms should tend toward 0 for high edge densities.
Concerning the effects of changing the chromaticity 
distributions, no clear trends in the performance of one 
algorithm with respect to another algorithm were observed. 
One effect of changing the chromaticity distribution that 
should be expected and that was evident in the results is 
that as the mean of the chromaticity distribution increases, 
the number of colors used by a coloring algorithm to color a 
a composite graph increases.
Due to the large amount of data collected as results of 
the experiments, not all the data could be included in this 
document. Summarizing the data as done in Tables II through 
XIX conceals some differences in the performances of two 
coloring algorithms on a particular composite graph. Some 
observations that are possible when inspecting the entire 
data set are not possible when inspecting the summarized
data set.
1 3 8
The averages for the number of colors used by the 
algorithms in Tables II through XIX conceal differences 
between the algorithms on particular composite graphs. For 
example, Algorithm 1 may perform superior to Algorithm 2 on 
Graph A and Algorithm 2 may perform superior to Algorithm 1 
on Graph B. For the 100 vertex random composite graphs, the 
LF1I, the LFPHI, or the LFCDI algorithm produced the 
coloring using the least number of colors for most of these 
graphs. It was not uncommon for there to be a 5 to 10% 
difference between the approximations of the chromatic 
number by two of these algorithms. For several graphs, only 
one of the three algorithms produced the lowest 
approximation of the chromatic number. In a particular 
application, a 5 to 10% improvement in the approximation of 
the chromatic number produced by one of the algorithms could 
be significant. In such a situation, it could be worthwhile 
to apply the other two algorithms to the composite graph.
The three algorithms can be implemented without requiring 
three significantly different procedures. A general VSI 
algorithm can be implemented that arranges the vertices of 
the composite graph to be colored in decreasing order 
according to a measure associated with each vertex. An 
appropriate measure for a vertex v of a composite graph 







Amax + where Amax = maX <A(U): u € V>
A(v) + (C(v) - 1) d(v) - 1
C(v) d(v)
Though the five coloring algorithms in Tier 1 show 
superiorities for certain groups of random composite graphs, 
the number of excess colors used by an algorithm in most 
cases did not exceed 10% of the number of colors used by the 
MIN algorithm. The cases in which the number of excess 
colors for an algorithm exceeded 10% of the number of colors 
used by the MIN algorithm were for the RLF1 and the RLFD1 
algorithms coloring groups of random composite graphs with 
100 or 200 vertices. Table XXI shows statistics for the 
number of excess colors used by each algorithm when 
considered as a percentage of the colors used by the MIN 
algorithm. For each experiment, the value
was calculated for each algorithm. The "number of excess 
colors" is the number of excess colors used by the algorithm 
and the "total number of colors" is the number of colors 
used by the MIN algorithm to color the group of random 
composite graphs. The statistics in Table XXI were 
calculated using the values for the experiments in which 
p € {0.10. 0.15, 0.20}. For the rows indicated by (*), the 
statistics were calculated including also the values for the 
experiments in which n = 100 and p € (0.30, 0.-40, 0.50}.
number of excess colors * 100%total number of colors
1 10
TABLE XXI
STATISTICS FOR THE NUMBER OF EXCESS COLORS 
CONSIDERED AS A PERCENTAGE OF "TOTAL COLORS"
Numbe r of 
Vertices LFI I LFPHI LFCDI RLF 1 RLFD1
Mean
100 (*) 4.06 3.48 3.35 6.29 6.29
100 4.61 3.59 3.66 8.73 8.02
200 3.05 2.71 2.93 5.59 5.59
300 2.59 3.08 2.47 3.11 3.18
400 2.96 3.47 3.08 2.23 2.57
500 3.07 4.00 3.36 1 . 73 1.59
Overal1 3.25 3.37 3.10 4.28 4. 19
Ove rail (*) 3.30 3.37 3.09 4.21 4.25
Med i an
100 (*) 4.07 3.42 3.21 5.76 6.02
100 4.23 3.32 3.49 8 .35 8.18
200 2.66 2.75 2.70 5 .00 5 .68
300 2.49 2.89 2.49 3.24 2.89
400 3.34 3.16 2.84 1.53 2.42
500 2.62 3.99 2.88 1 . 32 1.29
Overal1 3.11 3.16 2.88 3.48 3.52
Overal1 (*) 3.25 3.24 2.93 3.52 3.69
Standard Deviation
100 (*) 1 . 12 0.89 0.92 3. 14 2.43
100 1.02 0.96 1 . 15 2.46 1.90
200 1 . 19 0.85 0.99 2.45 2.13
300 0.77 0.70 0.72 1.63 1.80
400 1.08 0.97 1. 02 1.65 1.43
500 1.23 1.24 1 . 17 1.09 0.99
Overal1 1.26 1.03 1.07 3.21 2.86





Vertices LFI I LFPHI LFCDI RLF 1 RLFD1
Minimum
>—» o o * 2.06 2.20 1.67 2.19 2.80
100 3.11 2.20 1.67 5.31 5.45
200 1.79 1.43 1.45 1.74 2.43
300 1.58 1.91 1.42 0.66 0.66
400 1.21 1.62 1.44 0.40 0.64
500 1 . 1 1 2.33 2.02 0.45 0.45
Overa11 1 . 1 1 1.43 1.42 0.40 0.45
Overall (*) 1 . 1 1 1.43 1.42 0.40 0.45
Maximum
100 (*) 7.09 5.44 6. 1 0 13.60 11.14
100 7.09 5.44 6 . 10 13.60 11.14
200 6.32 4.32 5.08 10.36 8.83
300 4.46 4.18 3.94 6.51 6.29
400 4.90 4.89 4.67 6.57 5.16
500 5.43 6.91 5.27 4.15 3.80
Overal1 7.09 6.91 6. 1 0 13.60 11.14
Overal1 (*) 7.09 6.91 6 . 10 13.60 11.14
1 4 2
Two comments concerning the results of the experiments 
should be noted. First, the random composite graphs used in 
the experiments may not be representative of composite 
graphs that arise from practical problems. So the 
conclusions that have arisen from these experiments may or 
may not be applicable to a composite graph arising from a 
particular practical application. Second, the 
approximations of the chromatic number produced by the 
coloring algorithms were compared to each other not the 
chromatic number. Since, at the present time, no practical 
method of finding the chromatic number of a composite graph 
having as many vertices as the graphs used in the 
experiments exists, no means are now available to compare 
the approximations of the chromatic number which are 
produced by the coloring algorithms to the chromatic number. 
No claims are made about the relative closeness of an 
approximation of the chromatic number produced by any of the 
coloring algorithms to the chromatic number.
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X. FUTURE RESEARCH
Very few articles have appeared in the literature 
concerning the area of composite graph coloring. This area 
appears rich with opportunities for investigation. Some 
suggestions for future research in this area are briefly 
described.
The investigation of heuristic coloring algorithms for 
the CGCP should be continued. As was seen from the results 
described in the previous chapter, no one coloring algorithm 
investigated so far is superior for all composite graphs. A 
collection of "good" coloring algorithms may be necessary to 
achieve acceptable results for a variety of composite 
graphs.
The Dsatur coloring algorithm [11] for the GCP yielded 
good experimental results. A generalization of this 
algorithm for the CGCP might yield similar favorable results 
for the CGCP.
The only improvement technique for vertex-sequential 
coloring algorithms for the CGCP that has been reported in 
the literature is the interchange technique described by 
Clementson and Elphick [1]. One idea for an improvement 
technique that I intend to pursue is an improvement 
technique to widen an existing gap of colors that have not 
been assigned to vertices adjacent to the vertex currently 
being colored in order that the colors in the newly widened 
gap can be assigned to the current vertex.
14-1
Analysis of the worst case behavior and the average 
behavior of heuristic coloring algorithms for the CGCP on 
all composite graphs or classes of composite graphs is 
needed.
More practical lower and upper bounds on the chromatic 
number in the CGCP and the GCP would be helpful in assessing 
the performance of heuristic coloring algorithms.
Even though any exact coloring algorithm for the CGCP 
is probably an exponentia1-time algorithm, it would be of 
interest to find an exact algorithm for the CGCP that would 
complete in reasonable time for composite graphs which have 
a small number of vertices (say up to 100) and have vertices 
with low chromaticities. One major problem in developing a 
backtracking algorithm to solve the CGCP for such composite 
graphs is that some of the results that help to eliminate 
the investigation of unprofitable colorings of the graph for 
the GCP do not generalize to the CGCP.
A major application of composite graph coloring is 
scheduling. The coloring algorithms discussed tend to 
assign the lower colors to several vertices while assigning 
the high colors to few vertices. In a scheduling 
application, such a coloring corresponds to an unbalanced 
schedule in which several tasks are assigned to the early 
time periods and few taskj are assigned to the later time 
periods. To produce a coloring that corresponds to a more 
balanced schedule, an algorithm is needed that assigns each
color to approximately the same number of vertices, that is, 
generates a balanced coloring of the graph, or that accepts 
a coloring of a composite graph and produces a new more 
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INTEGER PROGRAMMING FORMULATION 
OF THE COMPOSITE GRAPH COLORING PROBLEM
The following integer programming formulation of the 
composite graph coloring problem provides a means of finding 
an exact solution of the CGCP. Using a general-purpose ILP 
solver, only instances of the CGCP involving very small 
composite graphs can be expected to complete in a reasonable 
amount of time. By means of relaxation techniques or some 
ad hoc technique, problems involving larger composite graphs 
might be solved. Further research needs to be done in this 
area.
For the formulation, let us assume that the vertices of 
the composite graph to be colored are numbered from 1 to n. 
In the definition of the CGCP, the lowest color that can be 
assigned to a vertex is the integer 1. In the integer 
programming formulation of the CGCP, the integers to be 
assigned to the vertices begin at 0. Listed below are 
constants and variables that are to be used in our 
derivation of the formulation.
I = index set for the vertices 
= {1,2,3....n}
Jj = {j: vertex j is adjacent to vertex i and j < i}
= number of consecutive integers assigned to 
vertex i
x = lowest integer assigned to vertex i
151
yj = highest integer assigned to vertex i 
z = largest integer to be assigned to any vertex 
From the definition of the CGCP, the following 
mathematical programming problem can be obtained. The 
choice of either inequality (2a) or (2b) arises from the 




y i * z i € I
yi " X 1 - C 1 -  1 i e I ( 1 )
' xj 1 » i  * 1 (2a)
- or j € J i * i e i
- x i * yj + 1 (2b)
x i * 0.  y. > 0 i n t e g e r s i € I
Let K be a known upper bound on the chromatic number of 
the composite graph. For each pair of inequalities (2a) and 
(2b), the choice of one of the two inequalities can be 
implemented by introducing decision variables 6 ^  [29]. If 
6 = 0 .  then inequality (2a) is chosen. If 6 . = 1, then
1 J A J
i n e q u a l i t y  ( 2b )  is chosen. For any optimal solution,
0 £ Xj i K - 1 and 0 £ £ K - 1 for each i € I. So, for
any optimal solution, - y^ - 1 £ -K and Xj - ŷ  - 1 £ -K
for each j € Jj, i € I. The choice of one of the two
inequalities (2a) and (2b) can be replaced by the following
two inequalities:
1 5 2
Xj " yi " 1 6iS (~K) * 0
x j  -  y j  -  i  -  ( i  -  f i j j H - K )  i  o
(3a)
(3b)
If 5.j = 0, inequality (3a) is equivalent to inequality (2a)
and the values of x. and y from any optimal solution will
satisfy inequality (3b). If <5 . j = 1, inequality (3b) is
equivalent to inequality (2b) and the values of x and y*J 1
from any optimal solution will satisfy inequality (3a). 
Simplifying inequalities (3a) and (3b) yields
XJ - yi + K h j
xi ' yj - K 4jJ
For each i € I , e i i ^  ------- ------- —
model by using equality (1). Substituting the relationship
= y ̂ — cj + 1 obtained from equality (1) yields 
Cyj - Cj + 1} - yt + K 6ii > 1 ( y t -  c i + l ) - y j - K  <5 . . 2 -K + 1 
The composite graph coloring problem can be formulated as 
the following integer programming problem: 
minimize z 
subject to:
y i  -  Z i e I
y j  -  y i  + K 6 u  > C j j € J r i  e I
y j  -  y i  +  K h j  i K - C i j € i  € I
y t  *  o integers i € i
{ 0 . 1 } j € J r i  € I
Let us assume that an optimal solution of the integer
programming problem has been found in which yi i s the value
1 5 3
for for each i € I and z is the value of the objective
function. The corresponding coloring of the composite graph
is obtained by assigning vertex i the color sequence
I[y ̂ - Cj + 2, + 1] for each i € I and the chromatic
*number of the composite graph is z +1.
APPENDIX B
PROCEDURE LISTINGS





AVG_WIN_DIFF FLOAT BINARY(21) ,
BOTTOM_MARGIN FIXED BINARY(15) INIT(CDSORT ENTRY.CHROM_DISTRIBUT ION CHARACTERS) .CREGRAF ENTRY.DYNPH ENTRY.
DYNFPH ENTRY.EDGE_DENSITY FLOAT BINARY(21).FLOAT BUILTIN,
FREGRAF ENTRY.
GRAPH_MAX FIXED BINARY(15) .
GRAPH_MIN FIXED BINARY(15) .GRAPH_NO FIXED BINARY(15) INIT(
GROUP_NO FIXED BINARY(15) INIT(HEAD_PTR POINTER.
LAMBDA FLOAT BINARY(21).LF1SORT ENTRY.
LF2SORT ENTRY.LOWER_LIMIT FIXED BINARY(15) .
MAX BUILTIN.MAX_COLOR FIXED BINARY(15) .
MAXIMUM(13) FIXED BINARY(15) ,
MEAN(13) FLOAT BINARY(21) .METHOD_MIN FIXED BINARY(15).METHOD_NO FIXED BINARY(15) .METHOD__NAME(13) CHARACTER(6) VARYING
INIT(’LFI1. ’LF2’. ’LFPH’. ’LFCD’ . ’LFII’ . ’LF2I’
’LFCDI’.'RLF1’.’RLFD1 ’.’DYNPH’.‘DYNFPH’.’MIN
MIN BUILTIN.MINIMUM(13) FIXED BINARY(15).
NEW_SEED FIXED BINARY(31).NO_OF_COLORS FIXED BINARY(15).NO__OF_GRAPHS FIXED BINARY( 15) INIT('
NO_OF_NODES FIXED BINARY(15).NO_OF_TRIALS FIXED BINARY(15).
NO_OF_WINS( 13,13) FIXED BINARY{15).
NULL BUILTIN.OTHER_METHOD FIXED BINARY(15).
PHSORT ENTRY.PROB_OF_SUCCESS FLOAT BINARY(31),
RLFD1 ENTRY.






SYSPRINT FILE STREAM OUTPUT PRINT,
TOTAL_WIN_DIFF(13,13) FIXED BINARY(31),
UPPER_LIMIT FIXED BINARY(15);





/* PRINT TABLES UNTIL THERE ARE NO MORE GRAPHS. */
DO WHILE(HEAD_PTR-=NULL);
SEED=NEW_SEED;
/* ACCUMULATE STATISTICS FOR ONE GROUP OF GRAPHS. */
BEGIN;
DCL TABLE(13,NO_OF_GRAPHS) FIXED BINARY(15);
DO WHILE(’1’B);




/* COLOR GRAPH USING LFII ALGORITHM. */
CALL SEQINT(AUX_HEAD_PTR.MAX_COLOR):
TABLE(5,GRAPH_NO)=MAX_COLOR;




/* COLOR GRAPH USING LF2I ALGORITHM. */
CALL SEQINT(AUX_HEAD_PTR,MAX_COLOR);
TABLE(6,GRAPH_NO)=MAX_COLOR;
/« COLOR GRAPH USING LFPH ALGORITHM. */
CALL PHSORT ( HEAD_PTR . AUX_JIEAD_PTR. NO_OF_NODES ) ;
CALL SEQCOL ( AUX_HEAD_PTR. MAXSOLOR ) ;
TABLE(3,GRA PH_NO)=MAX_COLOR ;
/* COLOR GRAPH USING LFPHI ALGORITHM. */
CALL SEQINT(AUX_HEAD_PTR.MAX_COLOR);
TABLE(7.GRAPH_NO)=MAX_COLOR;




/* COLOR GRAPH USING LFCDI ALGORITHM. */
CALL SEQINT(AUX_HEAD_PTR,MAX_COLOR);
TABLE(8.GRAPH_NO)=MAX_COLOR ;
/* COLOR GRAPH USING RLF1 ALGORITHM. */
CALL RLF1(HEAD_PTR.AUX_HEAD_PTR.MAX_COLOR);
TABLE(9.GRAPH_NO)=MAX_COLOR;
/* COLOR GRAPH USING RLFD1 ALGORITHM. */
CALL RLFD1(HEAD_PTR.AUX_HEAD_PTR.MAX_COLOR):
TABLE(10.GRAPH_NO)=MAX_COLOR;








/* FREE THE STORAGE USED FOR THE GRAPH. */
CALL FREGRAF(HEAD_PTR);
/* TEST FOR THE END OF A GROUP OF GRAPHS. */
IF GRAPH_NO=NO_OF_GRAPHS 
THEN LEAVE;




*//* PRINT TABLE FOR THE GROUP OF GRAPHS.
DO GRAPH_NO=1 TO NO_OF_GRAPHS;
METHOD_MIN=TABLE(1.GRAPH_NO) ;
DO METH0D_N0=2 TO 12;
METHOD_MIN=


















FLOAT(NO_OF_GRAPHS , 21) ;
END;
/* PRINT THE HEADING FOR THE TABLE. */
PUT FILE(SYSPRINT) PAGE;
CALL TABHDG;
PUT FILE(SYSPRINT) EDIT(’GRAPH ’||(35)’*,||
• ESTIMATE OF * | | ’CHROMATIC NUMBER ’ | | (35) **• ’ ) 
(SKIP.A);
PUT FILE(SYSPRINT) EDIT(’NUMBER *.
( CENTER (METHOD_NAME(METHOD__NO) .6)
DO METHOD_NO=l TO 13))(SKIP.A.(13)(X(2).A));
PUT FILE(SYSPRINT) EDIT((14)*-----  *)(SKIP.COL(1).A);
DO GRAPH_NO=l TO NO_OF_GRAPHS;
ALGORITHM_MIN =TABLE(13.GRAPH_NO);PUT FILE(SYSPRINT) EDIT(GRAPH_NO.’ ’)
(COL(2),F(3),A);
DO METHOD_NO=l TO 12;










PUT FILE(SYSPRINT) ED IT(ALGORITHMS IN)(X(2),F(4)); 
END;
PUT FILE(SYSPRINT) EDIT(1 MINIMUM'.
(MINIMUM(METHOD_NO) DO METHOD_NO=l 
(SKIP(2).A,X(2).(13)(F(3),X(5)));
PUT FILE(SYSPRINT) EDIT('MEAN',
(MEAN(METHOD_NO) DO METHOD_NO=l TO 
(SKIP,A,X(5),(13)(F(6,2),X(2)));
PUT FILE(SYSPRINT) EDIT(’MAXIMUM’,(MAXIMUM(METHOD_NO) DO METHOD_NO=1 
(SKIP,A,X(2),(13)(F(3).X(5)));
/* PRINT ALGORITHM COMPARISON TABLE.
NO_OF_WINS(**.**) =0 ;
TOTAL_WIN_DIFF(*.*)=0;DO METHOD_NO=1 TO 13;
DO OTHER_METHOD=METHOD_NO+1 TO 13;IF METHOD_NO=OTHER_METHOD THEN GO TO NEXT_METHOD; 














TOTAL_WIN_DIFF(OTHER_METHOD.METHOD JfO) = 
TOTAL.WIN_DIFF(OTHER.METHOD.METHOD.NO)+ 























/* PROCEDURE TO PRINT ONE PAGE OF THE ALGORITHM */
/* COMPARISON TABLE */
ALGCOMP: PROC(FIRST_METHOD,LAST_METHOD);
DCL (FIRST_METHOD.LAST_METHOD) FIXED BINARY(15);
PUT FILE(SYSPRINT) PAGE;
CALL TABHDG;
/* PRINT ONE PAGE OF ALGORITHM COMPARISON TABLE. */
PUT FILE(SYSPRINT) EDIT((CENTER(METHOD_NAME(METHOD_NO),9) 
DO METHOD_NO=FIRST_METHOD TO LAST_METHOD))
(SKIP.X(6),(9)(X(3),A));
PUT FILE(SYSPRINT) EDIT((' -------- 1
DO METHOD_NO=FIRST_METHOD TO LAST_METHOD))
(SKIP,X(6).(9)A) ;
DO METHOD_NO = 1 TO 13;
PUT FILE(SYSPRINT) EDIT(METHOD_NAME(METHOD_NO))
(SKIP(2),A(6));
DO OTHER_METHOD=FIRST_METHOD TO LAST_METHOD;
IF METHOD_NO=OTHER_METHOD 
THEN DO;


















PUT FILE(SYSPRINT) EDIT(' -)(SKIP.A);
DO OTHER_METHOD=FIRST_METHOD TO LASTJMETHOD;
IF METHOD_NO=OTHER_METHOD 
THEN DO;











END; /** BEGIN */






PUT FILE(SYSPRINT) EDIT(’NUMBER OF NODES:’.NO_OF_NODES 
’EDGE DENSITY: ’.EDGE_DENSITY*100.0.‘X SEED:
SEED)(COL(I),A,F(5),X(5).A ,F(5,2),A,F(10)):
PUT FILE(SYSPRINT) EDIT(’CHROMATICITY DISTRIBUTION: 
(SKIP(2),A);
SELECT(CHROM_DISTRIBUTION);
WHEN( 'TRP ’ ) DO;
PUT STRING(STRING_ONE) EDIT(LAMBDA)( F ( 4,1 ) ) ; 





PUT STRING(STRING_TWO) EDIT(UPPER_LIMIT)(F(5jj; 
OUTPUT_EINE=’UNIFORM (’||DEBLANK(STRING_ONE)|]




PUT STRING(STRING_TWO) EDIT(UPPER_LIMIT)(F(5)): 
OUTPUT_LINE= * DOWN RAMP (’ | DEBLANK(STRING_ONE)| |
’ . ’ | |DEBLANK(STRING_TWO) |’) ’ ;
END;
WHEN(’UPR ’) DO;
PUT STRING(STRING_ONE) EDIT(LOWER_LIMIT)(F(5)) ;
PUT STRING(STRING_TWO) EDIT(UPPER_LIMIT)(F(5jj; 
OUTPUT_LINE=’UP RAMP (’||DEBLANK(STRING_ONE)||
’ , ’ | | DEBLANK(STRING_TWO) | | ') ’ ;
END;
WHEN(’BIN ‘) DO;
PUT STRING(STRING_ONE) EDIT(NO_OF_TRIALS)(F(5)); 
PUT STRING(STRING_TWO) EDIT(LOWER_XIMIT)(F(5));
PUT STRING(OUTPUT_LINE) EDIT(
•SHIFTED BINOMIAL (N = DEBLANK(STRING_ONE),
*, P = ’,PROB_OF_SUCCESS,’. SHIFT = *, 
DEBLANK(STRING_TWO).’)’)(A.A.A,F(6.4).A,A.A);
END;
i t j l
OTHERWISE SIGNAL ERROR;
END: /* SELECT */
PUT FILE(SYSPRINT) EDIT(OUTPUT_LINE)(A); 
PUT FILE(SYSPRINT) SKIP;
END TABHDG;
/* PROCEDURE TO CENTER A CHARACTER STRING. */







NO_OF_SPACES FIXED BINARY(15);NO_OF_SPACES=CENTERED_LENGTH-LENGTH(CHAR_STRING); 
LEFT_SPACES=N0_0F_SPACES/2;




/* PROCEDURE TO REMOVE LEADING BLANKS FROM A CHARACTER */ 
/* STRING. */





























































































/* 40 BYTES */ 
CHAR(40)
ON ENDFILE(SYSIN) MOREJDATA=’0’B; 
MORE_DATA=’1’B;
i -J i
/ * GET DATA FOR A GROUP OF GRAPHS. */
IF GRAPH_NO=NO_QF_GRAPHS 
THEN DO;
GET FILE(SYSIN) EDIT(NO_OF_NODES,EDGE_DENSITY. NEW_SEED,NO_OF_GRAPHS)






GET FILE(SYSIN) EDIT ( CHROMJISTRIBUT ION )(COL(1).A(5));
SELECT(CHROM_DISTRIBUTION) ;WHEN(’TRP ')
GET FILE(SYS IN) EDIT(LAMBDA)(X(1).F(4.1));WHEN('UNI ’.'DNR ’,'UPR ')
GET FILE(SYSIN) EDIT(LOWER_LIMIT.UPPERJLIMIT) 
((2)F(5));WHEN(’BIN ')
GET FILE(SYSIN) EDIT(NO_OF_TRIALS,
PR0B_0F_SUCCESS,L0WER_LIMIT)(F(5),F(5.4).F(5)): OTHERWISE SIGNAL ERROR;
END; /* SELECT */
IF N0_0F_CRAPHS=0 THEN NO_OF_GRAPHS=I;
IF NEW_SEED-=0 THEN SEED=NEW_SEED;GROUP_NO=GROUP„NO+1;
GRAPH_N0=0;
END;








/* GENERATE EDGES. */
/* CALCULATE THE DEGREE OF EACH NODE. */
EDGES(*.*) = ’0 * B ;FULL_DEGREE(*)=0;
DO N0DE_N0=2 TO NO_OF_NODES;
DO J=1 TO N0DE_N0-1;
CALL RANDU(SEED,RAND0M_NUMBER);
IF RAND0M_NUMBER <= EDGE_DENSITY 
THEN DO;
FULL_DEGREE (NODEJNO ) = FULL_J3EGREE ( N0DE_N0 ) +1 ;
i 0-1
F U L L _ D E G R E E (J )= F U L L _ D E G R E E ( J ) +1 ;
EDGES(N0DE_N0,J)=’1'B;













/h ALLOCATE SPACE FOR EACH NODE.
/* INITIALIZE INFORMATION FOR EACH NODE.
/* CREATE LINKED LIST. */
/* NOTE: ADJ_NODE_PTR(0) IS THE LINK POINTER. */
HEAD_PTR=LOCATOR(1);
NODE_PTR=HEAD_PTR;




/« DETERMINE THE CHROMATICITY OF EACH NODE. */
NODE_PTR=HEAD_PTR;
SELECT(CHROM_J)ISTRIBUTION) ;
/« GENERATE CHROMATICITIES FROM TRUNCATED POISSON */
/« DISTRIBUTION. */














/* GENERATE CHROMATICITIES FROM DOWN RAMP DISTRIBUTION. */
W H E N ( ’DNR ’) DO;





/* GENERATE CHROMATICITIES FROM UP RAMP DISTRIBUTION. */
WHEN(’UPR ’) DO;
WIDTH=UPPER_LIMIT-LOWER_LIMIT+l;







/* GENERATE THE CHROMATICITIES FROM SHIFTED BINOMIAL */
/* DISTRIBUTION. */
WHEN (’BIN ') DO WHILE(NODE_PTR->=NULL) ;SUCCESS_C0UNT = 0 ;
DO TRIAL_J<0=1 TO NO_OF_TRIALS;
CALL RANDU(SEED.RANDOM_NUMBER) ;
IF RANDOM_NUMBER <= PROB_OF_SUCCESS 




END; /* SELECT */
/* CREATE NETWORK TO REPRESENT THE GRAPH. */
DO NODE_NO=1 TO NO_OF_NODES;NODE_PTR=LOCATOR(NODE_NO);
ACCUM_DEGREE=0;












DO J=1 TO DEGREE;





/* PROCEDURE ’POISSON' GENERATES A POISSON RANDOM */ 
/* VARIATE. */ 
/* */ /* SEED - SEED FOR PROCEDURE *RANDU’ */ 
/* MEAN - MEAN OF THE POISSON DISTRIBUTION */ 
/* */ /* PROCEDURES CALLED: EXPON */
POISSON: PROC(SEED,MEAN) RETURNS(FIXED BINARY(31)) REORDER- 
DCL (SEED.COUNT) FIXED BINARY(31),
(MEAN.SUM IN IT(0.0)) FLOAT BINARY(21).
EXPON ENTRY RETURNS(FLOAT BINARY(21));





/* PROCEDURE ’EXPON’ GENERATES AN EXPONENTIAL RANDOM */ 
/* VARIATE FROM A NEGATIVE EXPONENTIAL DISTRIBUTION */ 
/* WITH MEAN 1.0. */ 
/* */ 
/* SEED - SEED FOR PROCEDURE ’RANDU’ */ 
/* */ /* PROCEDURES CALLED: RANDU */
EXPON: PROC(SEED) RETURNS(FLOAT BINARY(21)) REORDER; 







/* THE ROUTINE ’RANDU’ GENERATES A UNIFORM (0,1) * /
/* VARIATE. */
/* */
/* SEED - SEED FOR THE RANDOM NUMBER GENERATOR */
/* RANDOM_NUMBER - THE RANDOM VARIATE */
(NOFOFL) •’RANDU: PROC(SEED.RANDOM_NUMBER);
DCL SEED FIXED BINARY(31),RANDOM_NUMBER FLOAT BINARY(21); 
SEED=SEED*65539;






















































/* COLOR THE NODES SEQUENTIALLY. */
NODE_PTR=AUX_HEAD_PTR;
DO WHILE(NODE_PTR-«=NULL) ;
/h DETERMINE THE LOWEST SEQUENCE OF COLORS THAT CAN BE */ 














































/* DETERMINE WHICH COLORS ARE ADJACENT TO THE CURRENT */ 
/* NODE. */
AD J.COLORS (* ) = ’ 0 ' B :
DO 1=1 TO DEGREE:
ADJ_PTR=ADJ_NODE_PTR(I);
IF ADJ_PTR->LO_COLOR > 0
THEN DO J=ADJ.PTR->LO.COLOR TO ADJ.PTR->HI_COLOR; ADJ.COLORS(J)=’1 ’B;
END;
END;
/* DETERMINE THE LOWEST SEQUENCE OF COLORS THAT CAN BE */ 
/* ASSIGNED TO THE CURRENT NODE. «/
COLOR.COUNT=0;
UNAVAIL_COLOR=0;
































































/* COLOR THE NODES SEQUENTIALLY. */
NODE_PTR=AUX_HEAD_PTR;
DO WHILE(NODE_PTR->=NULL) ;
/* DETERMINE THE LOWEST SEQUENCE OF COLORS THAT CAN BE */
/* ASSIGNED TO THE CURRENT NODE. */
LO_COLOR=AVAIL(NODE.PTR.MAX.COLOR); 
HI_COLOR=LO_COLOR+CHROMATICITY-1;
/* IF NUMBER OF COLORS ARE INCREASED. THEN ATTEMPT AN */
/* INTERCHANGE. */
IF MAX.COLOR < HI.COLOR
THEN CALL INTCHG(NODE.PTR,AUX_HEAD_PTR.MAX.COLOR); NODE_PTR=AUX_F_JPTR;
END;
END SEQINT;




MAX.COLOR FIXED BINARY(15).SWAP_NODE_PTR PTR.
SWAP_LO_COLOR FIXED BINARY(15).
SWAP_J1I .COLOR FIXED BINARY(15).
NEf_LO_COLOR FIXED BINARY(15).
NEWJI.COLOR FIXED BINARY(15).
ORIG_LO_COLOR FIXED BINARY(15).TEST_NODE_PTR PTR.TESTJLO.COLOR FIXED BINARY(15).
TEST_HI.COLOR FIXED BINARY(15).SWAP_MAX_COLOR FIXED BINARY(15).






































/* DETERMINE POSSIBLE LOW COLORS FOR THE CURRENT NODE.
POSS_LO_COLOR=1;
ORIG_LO.COLOR=LO_COLOR;
DO WHILE(POSS.LO_COLOR < ORIG_LO_COLOR);
POSSJI COLOR=POSS_LO_COLOR+CHROMATICITY-1;
IF POSS_HI_COLOR >= SWAP.MAX.COLOR THEN LEAYE;
i i 1
TEST_NODE_PTR=NULL;
DO J=1 TO DEGREE;ADJ_PTR=ADJ_NODE_PTR(J);
IF ADJ_PTR->LO_COLOR > 0
THEN IF POSS_LO_COLOR <= ADJ_PTR->HI.COLOR & 
POSS_HI_COLOR >= ADJ_PTR->LO_COLOR 
THEN IF TEST_NODE_PTR = NULL 











TEST_LO_COLOR=AVAIL( TEST_NODE_PTR. TEST .MAX.COLOR) ; 
TEST_HI_COLOR=TEST_LO_COLOR+TEST.NODE.PTR->CHROMAT ICITY-1; 
TEST_MAX_COLOR=MAX(TEST_HI_COLOR', POSS_HI_COLOR) ;






















/* SORT THE NODE LIST IN THE ORDER:
/* 1. ORDERED ACCORDING TO DECREASING CHROMATICITY AND
/* 2. SUB-ORDERED ACCORDING TO DECREASING CHROMATIC
/* DEGREE.




NO_OF_NODES FIXED BINARY(15).NODE.NO FIXED BINARY(15).
TAG(NO_OF_NODES) PTR.AUX_TAIL_PTR PTR.
TAG_NO FIXED BINARY(15).CURRENT_TAG_NO FIXED BINARY(15).
PARENT_TAG_NO FIXED BINARY(15).CHILD_TAG.NO FIXED BINARY(15).




1 NODE BASED(NODE.PTR) .
2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15).
2 CHROMATICITY FIXED BINARY(15).
2 CHROMATIC_DEGREE FIXED BIN iRY(15).
2 LO_COLOR FIXED BINaRY(15) .
2 HI_COLOR FIXED BINARY(15).




2 ADJ_NODE_PTR(1:DEG REFER(DEGREE)) PTR;
/* INITIALIZE TAG ARRAY.
TAG(1)=HEAD_PTR;
NODE_PTR=HEAD_PTR;




/* CREATE THE INITIAL HEAP.














/* THE GREATEST NODE IS AT THE TOP OF THE HEAP. */
/* PLACE GREATEST NODE IN SORTED NODE LIST. */
AUX_HEAD_PTR=TAG(1);
AUX_TAIL_PTR=AUX_HEAD_PTR;
















END;TAG (PARENT_TAG_J)0) =TEMP_TAG ;






/* THE PROCEDURE ’GREATER’ DETERMINES WHETHER NODE-A */ 
/# BELONGS BEFORE NODE-B IN THE ORDERING: */ 
/* 1 ORDERED ACCORDING TO DECREASING CHROMATICITY AND */ 
/* 2. SUB-ORDERED ACCORDING TO DECREASING CHROMATIC */ 
/* DEGREE. */




IF TAG_A->CHROMATICITY > TAG_B->CHROMATICITY 
THEN RETURN( ’ 1 ’B);
IF TAG_A->CHROMATICITY = TAG_B->CHROMATICITY 
THENIF TAG_A- >CHROMAT IC_jDEGREE > TAG_B->CHROMAT IC_DEGREE 
THEN RETURN(’1 * B):
ELSE
IF T AG_A- > CHROMAT ICJDEGREE = TAG_B->CHROMAT I C_JDEGREE THEN IF TAG_A->NUMBER < TAG_B->NUMBER 







/* SORT THE NODE LIST IN THE ORDER: */ 
/* 1. ORDERED ACCORDING TO DECREASING CHROMATIC DEGREE */ 
/ * AND */ 












































































/* INITIALIZE TAG ARRAY. */
TAG(1)=HEAD_PTR;NODE_PTR=HEAD_PTR;
DO N0DE_N0=2 TO NO.OF.NODES;NODE_PTR=FORWARD_PTR;
TAG{NODE.NO)=NODE_PTR;
END;
/* CREATE THE INITIAL HEAP. */
DO TAG_NO=2 TO NO.OF.NODES;CURRENT_TAG_J<0=TAG JIO;
DO UNTIL(CURRENT_TAG_NO=l);
PARENT.TAG_NO=CURRENT_TAG J(0/2;
IF GREATER(TAG(CURRENT_TAG_J(0) . TAG( PARENT_TAG.NO) ) 
THEN DO;








/* THE G R E A T E S T  NODE IS AT THE TOP OF THE HEAP. */
/* PLACE G R E A T E S T  NODE IN S O R T E D  NODE LIST. */
A U X _ H E A D _ P T R = T A G ( 1) ;
A U X _ T A I L _ P T R = A U X _ H E A D _ P T R ;











IF G R E A T E R ( T A G ( R I G H T _ T A G _ N O ) ,T A G (C H I L D _ T A G _ N 0)} 

















/* THE PROCEDURE ’GREATER' DETERMINES WHETHER NODE-A */
/* BELONGS BEFORE NODE-B IN THE ORDERING: */
/* 1. ORDERED ACCORDING TO DECREASING CHROMATIC DEGREE */
/* AND */
/»♦ 2. SUB-ORDERED ACCORDING TO DECREASING CHROMATICITY. */





IF TAG_A->CHROMATIC_DEGREE > TAG_B->CHROMATIC_DEGREE 
THEN RETURN(’I * B):
IF TAG_A->CHROMATIC_DEGREE = TAG__B- >CHROMAT IC_DEGREE THEN IF TAG_A->CHROMATICITY > TAG_B->CHROMATICITY 
THEN RETURN(* 1 * B);
ELSE IF TAG_A->CHROMATICITY = TAG_B->CHROMATICITY 







/* SORT THE NODE LIST IN THE ORDER OF DECREASING
/* PIGEONHOLE MEASURE. */*/




NO_OF_NODES FIXED BINARY(15).NODE^NO FIXED BINARY(15).




1 NODE BASED(NODE_PTR).2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15).2 CHROMATICITY FIXED BINARY(15).
2 CHROMATIC_DEGREE FIXED BINARY(15).2 LO_COLOR FIXED BINARY(15).
2 HI_COLOR FIXED BINARY(15).
2 WORK_VARIABLE_SPACE. /* 40 BYTES */3 PIGEON_HOLE FIXED BINARY(31).
3 FILLER CHAR(32).3 AUX_F_PTR PTR.
2 FORWARD_PTR PTR,
2 ADJ_NODE_PTR(1:DEG REFER(DEGREE)) PTR;
/* INITIALIZE TAG ARRAY. */
TAG(1)=HEAD_PTR;
NODE_PTR=HEAD_PTR;











/* CREATE THE INITIAL HEAP. */














/* THE GREATEST NODE IS AT THE TOP OF THE HEAP. */
/* PLACE GREATEST NODE IN SORTED NODE LIST. */
AUX_HEAD_PTR=TAG(1);
AUX_TAIL_PTR=AUX_HEAD_PTR;
/* SORT REMAINING NODES AND PLACE IN SORTED NODE LIST. */
REMAINING_NODES=NO_OF_NODES:
DO WHILE(REMAINING_NODES>0);
T E M P _ T A G = T A G ( R E M A I N I N G _ N O D E S ) ;
REMAINING_NODES=REMAINING_NODES-l;
P A R E N T _ T A G _ N O = 1;
DO CHILD_TAG_N0=2 REPEAT(2«PARENT_TAG_NO)
















/* THE PROCEDURE 'GREATER DETERMINES WHETHER NODE-A 












IF TAG_A->PIGEON_HOLE > TAG_B->PIGEON_HOLE THEN RETURN( ’ 1 'B) ;
IF TAG_A->PIGEON_HOLE = TAG_B->PIGEON__HOLE 







/* SORT THE NODE LIST IN THE ORDER OF DECREASING PRODUCT */

















2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15),2 CHROMATICITY FIXED BINARY(15).
2 CHROMATIC_DEGREE FIXED BINARY(15).
2 LO_COLOR FIXED BINARY(15).
2 HI_COLOR FIXED BINARY(15),
2 WORK.VARIABLE.SPACE /* 40 BYTES */




2 ADJ_NODE_PTR(1:DEC REFER(DEGREE)) PTR
/* INITIALIZE TAG ARRAY. */
TAG(1)=HEAD_PTR;NODE_PTR=HEAD_PTR;




/* CALCULATE THE PRODUCT OF CHROMATICITY AND DEGREE FOR */ 





/* CREATE THE INITIAL HEAP.












/* THE GREATEST NODE IS AT THE TOP OF THE HEAP. */
/* PLACE GREATEST NODE IN SORTED NODE LIST. */
AUX_HEAD_PTR=TAG(1);
AUX_TAIL_PTR=AUX_HEAD_PTR;





WHILE(CHILD_TAG_NO<=REMAINING_NODES) ; IF CHILD_TAG_NO<REMAINING_NODES 
THEN DO;
RIGHT_TAG_NO=CHILD_TAG_NO+1 ;
IF GREATER(TAG(RIGHT_TAG.NO) ,TAG(CHILD_TAG_NO)) 
THEN CHILD_TAG_NO=RIGHT_TAG_NO;
END:
IF GREATER(TAG(CHILD_TAG_JIO) ,TEMP.TAG)THEN DO;










/* THE PROCEDURE 'GREATER' DETERMINES WHETHER NODE-A 
/* BELONGS BEFORE NODE-B IN THE ORDER OF DECREASING 
/* PRODUCT OF CHROMATICITY AND DEGREE.
GREATER: PROC(TAG^A.TAG_B) RETURNS(BIT(1 ) ) REORDER; 
DCLTAG_A PTR.
TAGJB PTR;
IF TAG__A->C_TIMES_D > TAG_B->C_TIMES_J)
THEN RETURN('IB):
IF TAG_^A->C_TIMES_D = TAG_J->C_TIMES_D 























































CURRENT.TOTAL_CHROM_J)EGREE FIXED. BINARY(15) 





























/* 40 BYTES */ 
TOTAL_CHROM_DEGREE FIXED BINARY( 15) , 
3 U1.CHR0M.DEGREE FIXED BINARY(15),





3 AUX.F.PTR PTR.FORWARD.PTR PTR.
ADJ_NODE_PTR( 1: DEG REFER(DEGREE) ) PTR;




/* CREATE UNCOLORED NODE LIST AND U1 NODE LIST. 
















/* SELECT NODES TO COLOR UNTIL ALL NODES ARE COLORED. */ 
DO WHILE(* 1•B ) ;
/* SELECT FIRST NODE TO BE COLORED WITH THE CURRENT */
/* COLOR ACCORDING TO: */
/* 1. MAXIMUM CHROMATICITY */










END;WHEN(NODE_CHROMATICITY = CURRENT_CHROMATICITY & 






/* COLOR THE SELECTED NODE. */
CALL COLOR_NODE:
/* SELECT REMAINING NODES TO BE COLORED WITH THE CURRENT */ 
/* COLOR ACCORDING TO: */
/* 1. MAXIMUM CHROMATICITY */
/* 2. MAXIMUM CHROMATIC DEGREE IN U2 */
/* 3. MINIMUM CHROMATIC DEGREE IN U1 */
DO WHILE(U1_HEAD_PTR-=NULL);




















CURRENT_U2_CHROM_J3EGREE = U2_CHROM_DEGREE: 
END;
WHEN
(U2_CHR0M_DEGREE = CURRENT_U2_CHR0M_DEGREE 








/« COLOR THE SELECTED NODE. */
CALL COLOR_NODE:
END;
/* U1 IS EMPTY.
/* ARE ALL NODES COLORED?
IF AUX_HEAD_PTR=NULL 
THEN DO;










IF LOWER JBOUND=CURRENT_COLOR THEN DO;
/* INITIALIZE Ul_CHROMJDEGREE OF EACH NODE IN NEW Ul */
/# LIST. */
Ul_CHROM_DEGREE=CHROMATICITY;












/tt END NEW Ul LIST. */
Ul JTAIL_PTR->U1_F_PTR=NULL;




DO 1=1 TO DEGREE;ADJ_PTR=ADJ_NODE_PTR(I);
IF ADJ_PTR->Ul_CHROMJDEGREE > 0 
THEN ADJ_PTR->U1_CHROH_DEGREE=
A D J . P T R - > U 1_ C H R O M _ D E G R E E +N O D E . C H R O M A T I C I T Y ;END;NODE_PTR=Ul_F_PTR;
END;
END;
/* COLOR THE NODE POINTED TO BY CURRENT_NODE_PTR. */
COLOR_NODE■ PROC;
NODE_PTR=CURRENT_NODE_PTR;















/* PLACE THE NODE TO BE COLORED AT THE END OF THE */










/* ADJUST DEGREE INFORMATION OF ADJACENT NODES. */




/* ADJACENT NODE IS UNCOLORED. */
ADJ_PTR->TOTAL_CHROM_DEGREE=
ADJ_PTR->TOTAL_CHROM_DEGREE-CURRENT_CHROMATICITY• IF LB > ADJ_PTR->LOWER_BOUND 
THEN ADJ_PTR->LOWER_BOUND=LB;ELSE;
IF ADJ_PTR->Ul_CHROM_DEGREE > 0 THEN DO;
/* ADJACENT NODE IS IN Ul. REMOVE IT FROM Ul. «/
ADJ_PTR->U1_CHROM_DEGREE=0;







IF NEXT_COLOR > LB 
THEN NEXT_COLOR=LB;
ELSE;
/* REDUCE Ul DEGREES. */
ADJ_CHROMATICITY=ADJ_PTR->CHROMATICITY;
DO K=1 TO ADJ_PTR->DEGREE;
ADJ2_PTR=ADJ_PTR->ADJ_NODE_PTR(K):












/* THE PROCEDURE ’GREATER’ DETERMINES WHETHER NODE-A «/
/* BELONGS BEFORE NODE-B IN THE ORDER OF DECREASING */
/* PIGEONHOLE MEASURE. */
GREATER: PROC(TAG_A.TAG_B) RETURNS(BIT(1)) REORDER;
DCLTAG_A PTR.
TAGJB PTR;
IF TAG_A->PIGEON JIOLE > TAG_B->PIGEON_HOLE THEN RETURN( ’ 1 ’B);
IF TAG_A->PIGEON_HOLE = TAGJB->PIGEON_HOLE 







/* SORT THE NODE LIST IN THE ORDER OF DECREASING PRODUCT 
/* OF CHROMATICITY AND DEGREE.





NO_OF_NODES FIXED BINARY(15).NODE_NO FIXED BINARY(15).
TAG(NO_OF_NODES) PTR.
AUX_TAII_PTR PTR.






2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15).2 CHROMATICITY FIXED BINARY(15).
2 CHROMATIC_DEGREE FIXED BINARY(15).
2 LO.COLOR FIXED BINARY(15).
2 HI.COLOR FIXED BINARY(15).2 WORK.VARIABLE.SPACE /* 40 BYTES */




2 ADJ_NODE_PTR(1:DEG REFER(DEGREE)) PTR:
/* INITIALIZE TAG ARRAY.
TAG(1)=HEAD_PTR;NODE_PTR=HEAD.PTR;











/* CREATE THE INITIAL HEAP. */











/* THE GREATEST NODE IS AT THE TOP OF THE HEAP. */
/* PLACE GREATEST NODE IN SORTED NODE LIST. */
AUX_HEAD_PTR=TAG(1);
AUX_TAIL_PTR=AUX_HEAD_PTR;
/# SORT REMAINING NODES AND PLACE IN SORTED NODE LIST. */
REMAINING_NODES=NO_OF_NODES;DO WHILE(REMAINING_NODES>0);
TEMP_TAG=TAG(REMAIN ING_NODES);
REMAIN ING_NODES=REMAIN ING_J!ODES- 1 ;
PARENT_TAG__NO=l;
DO CHILD_TAG_NO=2 REPEAT(2*PARENT__TAG__NO)
WHILE(CHILD_TAG_NO<=REMAINING_NODES); IF CHILD_TAG_NO<REMAINING_NODES 
THEN DO;RIGHT_TAG_NO=CHILD_TAG_NO+l;














/* THE PROCEDURE 'GREATER' DETERMINES WHETHER NODE-A 
/* BELONGS BEFORE NODE-B IN THE ORDER OF DECREASING 
/* PRODUCT OF CHROMATICITY AND DEGREE.
GREATER: PROC(TAC_A ,TAG_B) RETURNS(BIT(1) ) REORDER; 
DCLT AG_A PTR,TAGJB PTR:
IF TAG_A- >C_T IMES_D > TAG_B->C_TIMES_J)
THEN RETURN('1*B);
IF TAGJ^->C_TIMES_D = TAG J3->C_TIMES_D 

















AUX.TA I L.PTR PTR.MAX.COLOR FIXED BINARY( 15).
MAX BUILT IN .
NULL BUILT IN.CURRENT.COLOR FIXED BINARY(15)
NEXT.COLOR FIXED BINARY(15)NODE.PTR PTR.
DEG FIXED BINARY(15).CHROMJDEG FIXED BINARY(15),




U2.CHR0M J3EGREE FIXED BINARY(15).
CURRENT_TOTAL_CHROM_J)EGREE FIXED BINARY(1




(I.K) FIXED BINARY( 15);
:l
1 NODE BASED (NODE.PTR).
2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15).2 CHROMATICITY FIXED BINARY(15).
2 CHROMATICJDEGREE FIXED BINARY(15).
2 LO.COLOR FIXED BINARY(15).
2 HI.COLOR FIXED BINARY(15).
2 WORK.VARIABLE.SPACE. /* 40 BYTES */
3 TOTAL_CHROM_DEGREE FIXED BINARY(15)
3 U1 .CHROM.DEGREE FIXED BINARY(15).





3 AUX.F.PTR PTR.2 FORWARD.PTR PTR.
2 ADJ_NODE_PTR(l:DEG REFER(DEGREE)) PTR;




/* CREATE UNCOLORED NODE LIST AND Ul NODE LIST. 












AUX JB_PTR = U1_TAIL_PTR:




/* SELECT NODES TO COLOR UNTIL ALL NODES ARE COLORED. */ 
DO WHILE(’1’B);
/ * SELECT FIRST NODE TO BE COLORED WITH THE CURRENT */
/* COLOR ACCORDING TO: *//* 1 . MAXIMUM CHROMATICITY */






WHEN(NODE_CHROMATICITY > CURRENT_CHROMATICITY) DO; CURRENT_NODE_PTR=NODE_PTR; 
CURRENT_CHROMATICITY=NODE_CHROMATICITY; 
CURRENT_TOT AL_CHROM_DEGREE=TOT AL_CHROM_DEGREE; 
END;WHEN(NODE.CHROMATICITY = CURRENT.CHROMATICITY & 






/* COLOR THE SELECTED NODE. */
CALL COLOR_NODE;
/* SELECT REMAINING NODES TO BE COLORED WITH THE CURRENT */
/* COLOR ACCORDING TO: */ 
/* 1 . MAXIMUM CHROMATICITY */ 
/* 2. MAXIMUM CHROMATIC DEGREE IN U2 */ 
/* 3. MINIMUM CHROMATIC DEGREE IN Ul */
DO WHILE ( U 1 _HEAD_PTR-' = NULL) ;
CURRENT_CHROMATICITY=0;
NODE_PTR=U1_HEAD_PTR;





















(U2_CHR0M_DEGREE = CURRENT_U2_CHR0M JDEGREE 









/* COLOR THE SELECTED NODE. */
CALL COLOR_NODE;
END;
/* Ul IS EMPTY.
/* ARE ALL NODES COLORED?
IF AUX_HEAD_PTR=NULL
THEN DO;










IF LOWER_BOUND=CURRENT_COLOR THEN DO;
/* INITIALIZE Ul_CHROM_DEGREE OF EACH NODE IN NEW Ul */
/* LIST. */
Ul_CHROM_DEGREE=CHROMATICITY;












/» END NEW Ul LIST. */
U1_TAIL_PTR->U1_F_PTR=NULL;




DO 1=1 TO DEGREE;ADJ_PTR=ADJ_NODE_PTR(I);







/* COLOR THE NODE POINTED TO BY CURRENT_NODE_PTR. */
COLOR_NODE •' PROC;
NODE_PTR=CURRENT_NODE_PTR ;














/ * PLACE THE NODE TO BE COLORED AT THE END OF THE */









/* adjust degree information of adjacent n o d e s. */
DO 1=1 TO DEGREE;ADJ_PTR=ADJ_NODE_PTR(I);
IF ADJ_PTR->LO_COLOR=0 
THEN DO;
/* ADJACENT NODE IS UNCOLORED. */
ADJ_PTR->TOTAL_CHROM_DEGREE=
ADJ_PTR->TOTAL_CHROM_DEGREE-CURRENT_CHROMATICITY• IF LB > ADJ_PTR->LOWER_JBOUND 
THEN ADJ_PTR->LOWER_BOUND=LB;ELSE;
IF ADJ_PTR->Ul_CHROM_DEGREE > 0 
THEN DO;








IF NEXT_COLOR > LB 
THEN NEXT_COLOR=LB;
ELSE;
/* REDUCE Ul DEGREES. */
ADJ_CHROMATICITY=ADJ_PTR->CHROMATICITY;
DO K=1 TO ADJ_PTR->DEGREE;
ADJ2_PTR=ADJ_PTR->ADJ_NODE_PTR(K):


















CURRENT_CHROMATICITY FIXED BINARY(15).CURRENT_COLOR FIXED BINARY(15) IN IT ( 1 ) ,CURRENT_NODE_PTR PTR.
CURRENT_TOTAL_DEGREE FIXED BINARY(15).
CURRENT_U1 JDEGREE FIXED BINARY(15).
CURRENT JJ2 JDEGREE FIXED BINARY(15).DEG FIXED BINARY(15).HEAD_PTR PTR,
(I.K) FIXED BINARY(15).LB FIXED BINARY(15).MAX BUILTIN.





U2 JDEGREE FIXED BINARY(15);
:L1 NODE BASED(NODE_PTR) .
2 NUMBER FIXED BINARY(15).
2 DEGREE FIXED BINARY(15),2 CHROMATICITY FIXED BINARY(15).
2 CHROMATIC JDEGREE FIXED BINARY(15).
2 LO_COLOR FIXED BINARY(15).
2 HI_COLOR FIXED BINARY(15).2 WORK_VARIABLE_SPACE /* 40 BYTES */3 TOTAL JDEGREE FIXED BINARY(15).
3 Ul JDEGREE FIXED BINARY(15).







2 ADJ_NODE_PTR(1:DEG REFER(DEGREE)) PTR;




/* CREATE UNCOLORED NODE LIST AND Ul NODE LIST. 



















/* SELECT NODES TO COLOR UNTIL ALL NODES ARE COLORED. */ 
DO WHILE(•11B);
/* SELECT FIRST NODE TO BE COLORED WITH THE CURRENT */
/* COLOR ACCORDING TO: */
/* 1 . MAXIMUM CHROMATICITY */
/* 2. MAXIMUM DEGREE */
CURRENT_CHROMATICITY=0;NODE_PTR=Ul_HEAD_PTR;
DO WHILE (NODE_PTR->=NULL ) ;
NODE_CHROMATICITY=CHROMATICITY;SELECT;




WHEN(NODE_CHROMATICITY = CURRENT_CHROMATICITY & 





/ * COLOR THE SELECTED NODE. 
CALL COLOR_NODE;
/* SELECT REMAINING NODES TO BE COLORED WITH THE CURRENT */
/* COLOR ACCORDING TO: */ 
/* 1. MAXIMUM CHROMATICITY */ 
/* 2. MAXIMUM DEGREE IN U2 */ 
/* 3. MINIMUM DEGREE IN Ul */
DO WHI LE ( U 1 _HEAD_PTR-' = NULL ) ;
CURRENT_CHROMATICITY=0 ;
NODE_PTR=U1_HEAD_PTR;
DO WHILE ( NODE_PTR-' = NULL ) ;
NODE_CHROMATICITY=CHROMATICITY;
SELECT:
WHEN(NODE_CHROMATICITY > CURRENT_CHROMATICITY )
DO;





END;WHEN(NODE JDHROMATICITY = CURRENT_CHROMATICITY)
DO;U2J)EGREE=T0TAL JDEGREE-U1J3EGREE;






WHEN( U2 JDEGREE = CURRENTJJ2 JDEGREE 









/* COLOR THE SELECTED NODE. */
CALL COLORJ^ODE:
END;
/* Ul IS EMPTY.
/* ARE ALL NODES COLORED? */*/
IF AUX_HEAD_PTR=NULL 
THEN DO;











/* INITIALIZE U1_DEGREE OF EACH NODE IN NEW Ul LIST. */
U1 __DEGREE=1;











/* END NEW Ul LIST. */
U1_TAIL_PTR->U1_F_PTR=NULL;
/ * COMPUTE Ul DEGREE OF EACH NODE IN Ul LIST. */
NODE_PTR=U1_HEAD_PTR;DO WHILE(NODE_PTR-'=NULL) ;
DO 1=1 TO DEGREE;ADJ_PTR=ADJ_NODE_PTR(I);






/* COLOR THE NODE POINTED TO BY CURRENT_NODE_PTR. */
COLOR_NODE: PROC;
NODE_PTR=CURRENT_NODE_PTR;






/* REMOVE THE NODE TO BE COLORED FROM THE Ul NODE LIST. */
U1_DEGREE=0;
IF U1_F_PTR=NULLTHEN U1_TAIL_PTR=U1_B_PTR;
ELSE U 1_F_PTR->U1_JB_PTR=U 1 _B_PTR ;
IF U1_B_PTR=NULLTHEN U1_HEAD_PTR=U1_F_PTR;
ELSE U1_B_PTR->U1_F_PTR=U1_F_PTR;
/* PLACE THE NODE TO BE COLORED AT THE END OF THE */









M A X _ C O L O R = M A X (M A X . C O L O R .H I . C O L O R );
/* ADJUST DEGREE INFORMATION OF ADJACENT NODES. */
DO 1=1 TO DEGREE;AD J_PTR=AD J__NODE_PTR ( I ) ;
IF ADJ.PTR->L0_C0L0R=0 
THEN DO;
ADJACENT NODE IS UNCOLORED./* */
ADJ_PTR->TOTAL_DEGREE=ADJ_PTR->TOTAL_DEGREE-1 ;IF LB > ADJ_PTR->LOWERJBOUND 
THEN ADJ_PTR->LOWER_BOUND=LB;
ELSE;
IF ADJ_PTR->U1_DEGREE > 0 
THEN DO;









IF NEXT_COLOR > LB 
THEN NEXT_COLOR=LB;
ELSE;
/m REDUCE Ul DEGREES. */
DO K=1 TO ADJ_PTR->DEGREE;
ADJ2_PTR=ADJ_PTR->ADJ_NODE_PTR(K);



















COLORJDATA.PTR POINTER.COLOR.NO FIXED BINARY(15).
HEAD.PTR POINTER.













UC FIXED BINARY(15).UNAVAILABLE.COLOR FIXED BINARY(15);
DCL1 NODE BASED(NODE.PTR).
2 NUMBER FIXED BINARY(15).2 DEGREE FIXED BINARY(15).
2 CHROMATICITY FIXED BINARY(15).
2 CHROMATICJDEGREE FIXED BINARY(15),
2 LO.COLOR FIXED BINARY(15),
2 HI.COLOR FIXED BINARY(15).
2 WORK.VARIABLE^SPACE. /* 40 BYTES */
3 USED.COLORS FIXED BINARY(15).3 NO.OF.GAPS FIXED BINARY(15).
3 REDUCED_J)EGREE FIXED BINARY(15).
3 REDUCED.CHROMATIC.DEGREE FIXED BINARY(3 MAX_>DJ_C0L0R FIXED BINARY(15).3 HEAP.POSITION FIXED BINARY(15).
3 PH FIXED BINARY(31),3 ADJ.COLOR.PTR POINTER.
3 FILLER CHAR(16).3 AUX_FORWARD_PTR POINTER.2 FORWARD.PTR POINTER.2 ADJ-NODE_PTR(DEG REFER(DEGREE)) POINTER;
DCL
1 COLORED ATA BASED(COLOR_DATA_PTR).
2 ADJ_COLOR_SIZE FIXED BINARY(15).
2 ADJ_COLOR(NO_OF_ADJ_COLORS REFER(ADJ_COLOR_S IZE))
BIT(1 ) ;
/* ALLOCATE ADJACENT COLOR ARRAY FOR EACH NODE. */

















/* INITIALIZE LOCATOR ARRAY FOR THE HEAP. */
NODE_PTR=HEAD_PTR;





/* CREATE THE HEAP. */
DO NODE_NO=2 TO NO_OF_NODES;NODE_PTR=LOCATOR(NODE_NO);
CALL UPHEAP(NODE_PTR);
END;














/* ADJUST THE PIGEONHOLE MEASURE OF THOSE NODES WITH */
/* "NEW” GAPS AT THE END OF THE COLOR RANGE. */
IF HI_COLOR>MAX_COLOR 
THEN DO;
DO SUBSCRIPTS TO REMAINING_NODES;
TEMP_PTR=LOCATOR(SUBSCRIPT);








/* THE MAXIMUM NUMBER OF COLORS HAS INCREASED. UPDATE */ 
/* THE MAXIMUM NUMBER OF COLORS USED. */
MAX_COLOR=HI_COLOR;
END;
/* UPDATE NODES ADJACENT TO COLORED NODE. */
DO ADJ_NODE_NO=l TO DEGREE;
ADJ_PTR=ADJ_NODE_PTR(ADJ_NODE_NO);
IF ADJ_PTR->LO_COLOR>0 THEN GO TO NEXT_ADJ_NODE; 
COLOR_DATA_PTR=ADJ_PTR->ADJ_COLOR_PTR;
/* ENLARGE ADJACENT COLORS ARRAY. IF NECESSARY. */





DO COLOR_NO=l TO ADJ_PTR->MAX_>DJ_COLOR;
ADJ_COLOR(COLOR_NO)=
OLD_COLOR_DATA_PTR->ADJ_COLOR(COLOR_NO);
END:DO COLORJNO=ADJ_PTR->MAX_ADJ_COLOR+1 TO 
NO_OF _ADJ_COLORS;





/* UPDATE MAX ADJACENT COLOR. */
AD J JTR- >MAX_AD J_COLOR =
MAX(HI.COLOR.ADJ_PTR->MAX_ADJ.COLOR);
/* UPDATE ADJACENT COLORS ARRAY. NUMBER OF GAPS. AND */





ELSE PREV.COLOR J I T = ’1’B :
IF -PREV.COLOR JIT 
THEN NG=NG+1:
DO COLOR JO=LO_COLOR TO HI.COLOR;
ADJ.COLORJIT=ADJ.COLOR(COLORJO);
ADJ.COLOR (COLOR J O  ) = ’ 1 ’ B ;
IF -PREV.COLOR JIT & ADJ.COLORJIT 
THEN NG=NG-1; /* END OF A GAP. */
IF -ADJ.COLORJIT
THEN UC=UC+1; /* ANOTHER COLOR USED. */
PREV.COLOR JIT=ADJ_COLOR JIT ;
END:








/x UPDATE ALL WORK VARIABLES. */
AD J JTR- >USED_COLORS=UC;
ADJJTR->NO_OF_GAPS=NG;
ADJ JTR-> REDUCED JEGREE=AD J_PTR-> REDUCED JEGREE- 1 ;
ADJ JTR- >REDUCED_CHROMATIC JEGREE =
ADJJTR->REDUCED_CHROMATICJEGREE-CHROMATICITY;
AD J JTR- > PH=UC+AD J JTR- >REDUCED_CHROMAT IC JEGREE 
+ (NG+ADJ JTR->REDUCED JEGREE)
*( ADJ JTR->CHROMAT ICITY-1 ) ;
/* ADJUST ADJACENT NODE’S LOCATION IN THE HEAP. */
CALL DNHEAP(ADJJTR) ;
NEXT JDJ J O D E :
END;
201




/* DETERMINE LOWEST SEQUENCE OF AVAILABLE COLORS.
COLOR_DATA_PTR=ADJ_COLOR_PTR; 
UNAVAILABLE_COLOR=0;COLOR_COUNT=0;










/* COMPLETE COLORED NODE LIST. */
AUX_FORWARD_PTR=NULL;
MAX_COLOR=MAX(MAX.COLOR.HI.COLOR);










NODE.PTR NODE_jSUBSCR IPT 
PARENT.PTRPARENTJSUBSCRIPT ___________ ,























































IF NODE.PH> =CHILD_PH 
THEN LEAVE;
LOCATOR(NODeIsUBSCRIPT)=CHILD_PTR; 



















COLOR JAT A.PTR POINTER.
COLOR J O FIXED BINARY(15),
HEAD.PTR POINTER.









OLD.COLOR JAT A.PTR POINTER.
OLD.FPH FLOAT BINARY(21),
PREV.COLOR JIT BIT(l).







2 NUMBER FIXED BINARY(15),
2 DEGREE FIXED BINARY(15).
2 CHROMATICITY FIXED BINARY(15),
2 CHROMATIC JEGREE FIXED BINARY(15),
2 LO.COLOR FIXED BINARY(15),
2 HI.COLOR FIXED BINARY(15),
2 WORK.VARIABLE.SPACE, /* 40 BYTES */
3 USED.COLORS FIXED BINARY(15),
3 NO.OF.GAPS FIXED BINARY(15),
3 REDUCED JEGREE FIXED BINARY(15).
3 REDUCED.CHROMATICJEGREE FIXED BINARY
3 MAX JDJ.COLOR FIXED BINARY(15),
3 HEAP.POSITION FIXED BINARY( 15) ,
3 PH FIXED BINARY(31).
3 FLOAT.PH FLOAT BINARY(21).
3 ADJ.COLOR.PTR POINTER.
3 FILLER CHAR(12).
3 AUX JORWARD.PTR POINTER.
2 FORWARD.PTR POINTER.
2 ADJJODE.PTR(DEG REFER(DEGREE)) POINTER
2 0 - 1
DCL
1 C0L0RJDATA BASED(COLOR_DATA_PTR),
2 ADJ_COLOR_SIZE FIXED BINARY(15),
2 ADJ_COLOR(NO_OF_ADJ_COLORS REFER(ADJ_COLOR_SIZE))BIT{1) ;
/* ALLOCATE ADJACENT COLOR ARRAY FOR EACH NODE. */




















/* INITIALIZE LOCATOR ARRAY FOR THE HEAP. */
NODE_PTR=HEAD_PTR;





/* CREATE THE HEAP. */

















/* ADJUST THE PIGEONHOLE MEASURE OF THOSE NODES WITH */
/* "NEW" GAPS AT THE END OF THE COLOR RANGE. */
IF HI_COLOR>MAX_COLOR 
THEN DO;
DO SUBSCRIPTS TO REMAINING_NODES; TEMP_PTR=LOCATOR(SUBSCRIPT);






/* THE MAXIMUM NUMBER OF COLORS HAS INCREASED. UPDATE */ 
/ * THE MAXIMUM NUMBER OF COLORS USED. */
MAX_COLOR=HI_COLOR;
/* CALCULATE NEW FLOATING POINT PIGEONHOLE MEASURE FOR */ 
/* EACH NODE. MAINTAIN THE HEAP. */






/* UPDATE NODES ADJACENT TO COLORED NODE. */
DO ADJ_NODE_NO=1 TO DEGREE;
ADJ_PTR=ADJ_NODE_PTR(ADJ_NODE_NO);
IF ADJ_PTR->L0_C0L0R>0 THEN GO TO NEXT_^DJ_NODE; 
COLOR_JDAT A_PTR=AD J_PTR- > AD J^_COLOR_PTR;
/* ENLARGE ADJACENT COLORS ARRAY. IF NECESSARY. */
IF HI_COLOR>ADJ_COLOR_SIZE 





DO COLOR JO=l TO ADJ_PTR->MAX_ADJ_COLOR;
ADJ.COLOR(COLOR.NO)=
OLD_COLOR_DATA_PTR->ADJ.COLOR(COLOR J O );
END;DO COLORJO=ADJ_PTR->MAX.ADJ_COLOR+1 TO 
NO_OF_ADJ_COLORS;
ADJ.COLOR(COLOR.NO) = ’ 0 ’ B ;
END;
FREE OLD.COLOR JATA.PTR- >COLOR J A T A ;
END;
/* UPDATE MAX ADJACENT COLOR. */
ADJ_PTR->MAX_ADJ_COLOR=
MAX(HI.COLOR.ADJ.PTR->MAX_ADJ_COLOR):
/* UPDATE ADJACENT COLORS ARRAY. NUMBER OF GAPS. AND */





THEN NG=NG+1;DO COLOR JO=LO_COLOR TO HI.COLOR;
ADJ.COLOR JIT=ADJ_COLOR(COLOR JO) ;
ADJ.COLOR ( COLOR J O  ) = ’ 1 ' B ;
IF -PREV.COLORJIT & ADJ.COLORJIT THEN NG=NG-1; /* END OF A GAP. */
IF -ADJ.COLORJIT
THEN UC=UC+1; /h ANOTHER COLOR USED. * /  








/* UPDATE ALL WORK VARIABLES. */







/* ADJUST ADJACENT NODE’S LOCATION IN THE HEAP. */
IF ADJ_PTR->FLOAT_PH < OLD_FPH 




/* COLOR THE NODE OF HIGHEST PIGEONHOLE MEASURE. */
NODE_PTR=LOCATOR(1);
AUX_TAIL_PTR->AUX_FORWARD_PTR=NODE_PTR;AUX_T AIL_PTR=NODE_PTR;















/ * COMPLETE COLORED NODE LIST. */
AUX_FORWARD_PTR=NULL;
MAX_COLOR=MAX(MAX.COLOR,HI.COLOR);





































PARENT_PTR=LOCATOR(PARENT JSUBSCRIPT);IF NODE_FPH<=PARENT_PTR->FLOAT_PH 
THEN LEAVE;LOCATOR(NODE.SUBSCRIPT)= PARENT.PTR; 
PARENT.PTR->HEAP_POSITION=NODE JSUBSCRIPT; 
NODE_SUBSCRIPT=PARENT_SUBSCRIPT;
END;LOCATOR (NODE_jSUBSCR I PT) =NODE_PTR; 







































END;IF NODE_FPH>=CHILD_FPH THEN LEAVE;
LOCATOR (NODE_jSUBSCR I PT ) =CHILD_PTR;
CH I LD_PTR-> HE AP_POS IT I ON=NODE_jSUBSCR I PT ; 





/* RELEASE STORAGE FOR THE GRAPH.























/* 40 BYTES */ 
CHAR(40).
2 ADJ_NODE_PTR(0:DEG REFER(DEGREE)) PTR;
/* ADJ_NODE_PTR(0) IS THE FORWARD LINK POINTER. */
NODE_PTR=HEAD_PTR;
DO WHILE(NODE_PTR-’=NULL) ;HEAD_PTR=ADJ_NODE_PTR(0);
FREE NODE;NODE_PTR=HEAD_PTR;
END;END FREGRAF;
