Let k be an infinite field. Fix a Jordan nilpotent n × n matrix B = J P with entries in k and associated Jordan type P . Let Q(P ) be the Jordan type of a generic nilpotent matrix commuting with B. In this paper, we use the combinatorics of a poset associated to the partition P , to give an explicit formula for the smallest part of Q(P ), which is independent of the characteristic of k. This, in particular, leads to a complete description of Q(P ) when it has at most three parts.
Introduction
B are defined as follows.
C B = {A ∈ Mat n (k) | AB = BA}, N B = {A ∈ C B | A n = 0}.
It is well known that N B is an irreducible algebraic variety (see [2, Lemma 1.5 
]).
Therefore, there is a unique partition of n corresponding to the Jordan type of a generic element of N B . We denote this unique partition by Q(P ). The map P → Q(P ) has been studied by different authors (see [2] , [3] , [8] , [9] , [10] , [11] , [12] ).
The number of parts of the partition Q(P ) was completely determined by R. Basili . It is known that if chark = 0 (see [10] ) or char k > n (see [2] ), then the map P → Q(P ) is idempotent: Q(Q(P )) = Q(P ). In [11] , P. Oblak gives a formula for the index-largest part -of the partition Q(P ) over the field of real numbers. Her result was extended to any infinite field, by A. Iarrobino and the author in [8] . This, in particular, gives rise to an explicit formula for the parts of Q(P ) when it has one or two parts.
In this paper, we work with a poset D P determined by a given partition P . The poset was used in [10] and [11] , and was defined in [3] in close connection with U B , a maximal nilpotent subalgebra of the centralizer C B . In Section 1, we review the preliminaries. We first define the poset D P and then recall the classic partition invariant λ(P ) = λ(D P ) of the poset D P , defined in terms of the lengths of unions of chains in D P , and also the partition λ U (P ) associated to the poset D P , defined and studied in [8] and [9] .
In Section 2 (Theorem 2.10) we define an invariant µ(P ) of the partition P and show that it is equal to the smallest part of the partition λ U (P ). In Section 3, enumerating disjoint maximum antichains in D P , we prove that the smallest part of λ(P ) is also equal to µ(P ) (Theorem 3.19).
CN C −1 ∈ U B (see [3, Lemma 2.2] ). Thus to find the Jordan partition of a generic element of N B it is enough to study a generic element of U B .
Recall that if v and v are elements of a poset, we say v covers v if v < v and there is no element v in the poset such that v < v < v . For a partition P of n, we define a poset D P through its covering edge diagram; a digraph with vertices corresponding to the elements of D P and an edge from v to v in if and only if v covers v in D P . This poset, originally defined in [3] , is closely related to the algebra U B . In fact, the paths in the digraph of D P correspond to the non-zero entries of a generic element of U B . The study of combinatorial properties of this poset has led to results on the partition Q(P ) (see [11] 2 , [3] , [8] and [9] ). Definition 1.1. Let P be a partition of n and write P = (p 2 Although the poset DP was formally introduced later in [3] , P. Oblak implicitly worked with it using a slightly different setting in [11] .
We associate to this poset its covering edge digraph, which we also denote by D P and we visualize it as follows.
• Vertices of D P For each 1 ≤ i ≤ t, there are n p i rows, each consisting of p i vertices labeled by triples (u, p i , k) such that the first and last components of the triple are increasing when we go from left to right and from bottom to top, respectively. For each 1 ≤ i ≤ s, we refer to the set of all vertices (u, p i , k) as level p i (or the i-th level from bottom) of D P . (See Figure   1 .)
• Covering edges of D P Each edge of the digraph, corresponding to a covering relation in the poset, is one of the following.
(α) For 1 ≤ i < s, and each 1 ≤ u ≤ p i , the directed edge α i,i+1 (u) from the top vertex (u, p i , n p i ) of the u-th column of level p i to the bottom vertex (u + p i+1 − p i , p i+1 , 1) of the (u + p i+1 − p i )-th column in level p i+1 .
(β) For 1 < i ≤ s, the directed edge β p i ,p i−1 (u) from the top vertex (u, p i , n p i ) of the u-th column of level p i to the bottom vertex (u, p i−1 , 1) in the u-th column of level p i−1 .
(e) For 1 ≤ i ≤ s, 1 ≤ u ≤ p i and 1 ≤ k < n p i , the upward directed edge e p i ,k(u) from (u, p i , k) to (u, p i , k + 1) .
(ω) For any isolated p i (i.e. p i+1 − p i > 1 and p i − p i−1 > 1) and any 1 ≤ u < p i , the directed edge ω p i (u) from (u, p i , n p i ) to (u + 1, p i , 1). (See Figure 2. ) ( vertex (x, p, k) to vertex (y, q, ). Thus, by Definition 1.1 we have (x, p, k) ≤ (y, q, ) ⇔ p < q and q − p + x ≤ y, or p ≥ q and x ≤ y, or p = q, x = y and k ≤ .
Recall that for a partition P , the partition Q(P ) is defined as the Jordan type of a generic nilpotent matrix commuting with B = J P . We associate two other partitions to P in terms of its poset D P .
α: β: e: ω: First, the partition λ(P ), the classical partition associated to D P . Recall that a chain in a poset is defined as a totally ordered subset, whose length is its cardinality. In a finite poset, a chain is called maximum if there is no chain in the poset with a strictly larger cardinality. Definition 1.3. Let P be a partition and D P the associated poset. The partition λ(P ) =
, where c k is the maximum cardinality of a union of k chains in D P , for k = 0, 1 · · · .
Next, we recall the definition and properties of the partition λ U (P ), associated to D P with a similar process as in the definition of λ(P ), but only considering certain types of chains closely related to almost rectangular subpartitions of P (see [9] ). Recall that an almost rectangular partition is a partition whose largest and smallest parts differ by at most 1.
Definition 1.4. Let P be a partition of n. For a positive integer r and a set A = {a 1 , a 1 + 1, · · · , a r , a r + 1} ⊂ N such that a 1 < a 1 + 1 < · · · < a r < a r + 1, we define the r-U -chain U A as follows:
Note that each S A,i is a chain in D P and that
A maximum simple U -chain is a simple U -chain with the maximum cardinality among all simple U -chains in D P . By the definition above, if A = {a, a + 1}, then the length of the corresponding simple
Now we are ready to define λ U (P ), the third partition associated to P . Definition 1.5. Let P be a partition and D P the associated poset. The partition λ U (P ) =
Example 1.6. Let P = (6 2 , 4, 3, 2 3 , 1). Then
,6} |, and
So we have λ U (P ) = (15, 8, 3).
Definition 1.7. (Dominance partial order) Let P and Q be partitions of n. Here we
It is obvious from the definitions that for any partition P , λ U (P ) ≤ λ(P ). In [8, Theorem 3.9], we prove that the inequality λ U (P ) ≤ Q(P ) also holds.
Smallest part of λ U (P )
In this section we define a numerical invariant, µ(P ), associated to a partition P , and show that it is the smallest part of the partition λ U (P ). In the next two sections we prove that the smallest part of the partition λ(P ) and also the smallest part of Q(P ) are equal to µ(P ) as well.
Definition 2.1. Let s be a positive integer. A partition P = (p ns s , · · · , p n 1 1 ) of n such that
simply a spread. If s ≤ 2 then P is called an almost rectangular partition. In other words, P is almost rectangular if its biggest and smallest part differ by at most 1.
Notation 2.2. For a rational number a ∈ Q, a denotes the smallest integer greater than or equal to a.
Definition 2.3. For an arbitrary partition P , let r(P ) denote the minimum number of almost rectangular subpartitions of P appearing in a decomposition of P as a union of almost rectangular subpartition. Note that if P is an s-spread then r(P ) = has exactly r(P ) parts. By Definitions 1.4 and 1.5, it is also clear that λ U (P ) has r(P )
parts. In Section 3, we will show that λ(P ) has r(P ) parts as well.
For a partition P , we write λ U (P ) = (λ U,1 (P ), · · · , λ U,r(P ) (P )) as in Definition 1.5. In particular, min(λ U (P )) = λ U,r(P ) (P ).
The following proposition gives a relation between the smallest part of a partition and the smallest parts of its subpartitions. We will use this in Definition 2.6 and in the proof of Theorem 2.10.
Notation 2.4. Let P be a partition and a positive integer smaller than the smallest part of P . We write P − to denote the partition obtained from P by subtracting from each part of it.
Proposition 2.5. Let P and Q be two partitions. Let P = (p ns s , · · · , p
Proof. LetQ = Q − 2r(P ). Throughout the proof, we identify elements of DQ with elements of D R via the relabeling map ι : DQ → D R defined by ι((u, p, k)) = (u + r(P ), p + 2r(P ), k).
First note that since q 1 ≥ p s + 2, we have r(R) = r(P ) + r(Q) and
Thus r(Q) = r(Q) and therefore r(R) = r(P ) + r(Q).
So if UĀ has maximum cardinality among all k-U -chains in DQ, then by Definition 1.5 we get
In particular, setting k = r(Q) − 1, we get min(λ U (R)) ≤ min(λ U (Q)).
On the other hand, any -U -chain U in D P can be extended to an -U -chainŪ in D R by adding the first and the last r(P ) vertices of each row of
, and we also have
Thus, if U has maximum cardinality among all -U -chains in D P then we get
In particular, setting = r(P ) − 1, we get min(λ U (R)) ≤ min(λ U (P )).
Conversely, suppose that U A is an (r(R)−1)-U -chain in D R with maximum cardinality.
Since r(R) = r(P ) + r(Q), either 
This completes the proof of the proposition.
We now define our key invariant µ(P ) that we will show is equal to the smallest part of all three partitions λ U (P ), λ(P ), and Q(P ).
Definition 2.6. Let P be an s-spread with the smallest part p, so we can write P = ((p + s − 1) ns , · · · , p n 1 ), such that n i > 0 for 1 ≤ i ≤ s. Setting n s+1 = 0, we define
Note that if s is an odd number, then r(P ) = s+1 2 and therefore n 2r(P ) = 0. Thus
Now let P be an arbitrary partition. We can write P = P ∪ · · · ∪ P 1 such that each P k is a spread and the biggest part of P k and is less than or equal to the smallest part of
r(P i ). We define
The following lemma is an immediate consequence of Definition 2.6.
Lemma 2.7. Let P and P be two partitions such that the largest part of P is smaller than the smallest part of P minus 1. Then µ(P ∪ P ) = min{µ(P ), µ(P − 2r(P ))}.
Remark 2.8. Note that in general µ(P ) − r = µ(P − r). For example, let P = (4, 3 2 ) and r = 2. Then µ(P ) = 10 and µ(P − r) = µ((2, 1 2 )) = 4.
Example 2.9. Let P = (11, 10, 9 2 , 8, 6, 5, 3, 2, 1 2 ). Then P = (P 3 , P 2 , P 1 ), where
2 ), P 2 = (6, 5), and P 3 = (11, 10, 9 2 , 8).
We have r(P 1 ) = 2, r(P 2 ) = 1 and r(P 3 ) = 2 and thereforer 1 = 0,r 2 = 2 andr 3 = 3.
Thus µ(P ) = min{µ(P 1 ), µ(P 2 − 4), µ(P 3 − 6)}.
By definition
(1)} = 3, and
Therefore µ(P ) = 1.
Theorem 2.10. For any partition P of n, min(λ U (P )) = µ(P ).
Proof. Write P = P ∪ · · · ∪ P 1 such that for each k, 1 ≤ k ≤ , P k is a spread and the biggest part of P k is less than or equal to the smallest part of P k+1 minus two for
By Definition 2.6 of the invariant µ and Proposition 2.5, it is enough to prove the equality for a spread.
For the rest of the proof we assume that P = (p ns s , · · · , p
is an s-spread. So we have p i = p 1 + i − 1 and r = r(P ) = s/2 .
Let U A be an (r −1)-U -chain in D P with maximum cardinality. By definition of λ U (P ),
In this case r = 
Since P is a spread, p 2i−1 = p 1 + 2i − 1, and therefore by maximality of the size of U A , we get
So the proof is complete in this case.
Case 2. s is even.
In this case |B| = 2. Suppose that B = {p , p } such that < . By definition of U A , must be odd and must be even. If = 2i − 1 and = 2j for i, j such that
Once again, we use the fact that P is a spread and that U A is an (r − 1)-U -chain with maximum cardinality to get
This completes the proof.
Smallest part of λ(P )
In this section we study the partition λ(P ) (see Definition 1.3) and determine its number of parts as well as its smallest part.
Let D be a poset of cardinality n. Recall that an antichain in D is a subset in which no two elements are comparable.
In [6] , C. Greene proves the following theorem. It is this number that we will determine for the poset D P (Theorem 3.19).
) be a partition of n, such that p s > · · · > p 1 and
(a) Let p 1 ≤ p < q ≤ p s and assume that (x, p, k) and (y, q, ) are two elements in D P .
Then { (x, p, k), (y, q, ) } is an antichain if and only if x < y < q − p + x.
(b) Assume that A and B are antichains in
If p < q, (x, p, k) ∈ A and (y, q, ) ∈ B, then A ∪ B is an antichain if and only if
Proof. Part (a) This is a consequence of Remark 1.2.
Now assume that {(x, p, k), (y, q, )} is an antichain. By Part (a), we have
, then by choice of p, p < p and, by
Part (a), we must have
Similarly, if (y , q , ) ∈ B is such that (y , q , ) = (y, q, ), then q > q and
Using Part (a) once again, we can conclude that each element of A is incomparable to each element of B, as desired.
is an s-spread. Let r = r(P ) and 0 ≤ t ≤ r.
Note that O t (x, k) contains only vertices from odd levels 1, 3, · · · , 2t − 1 and E t (y, k )
contains only vertices from even levels 2(t + 1), 2(t + 2) · · · , 2r.
1 ) be an s-spread and r = r(P ). If A is a maximum antichain in D P , then A has r elements. Furthermore the following hold.
Since the length of O r (x, k) is r = r(P ), we get |A| ≥ r.
Therefore, the length of the maximum antichain A must be exactly r.
Part (a) Let s be odd. Then A has length r if and only if q i = p 2i−1 for all i. By Lemma 3.2 we have
Part (b) Let s be even. Then A has length r if and only if there exists t ∈ {0, · · · , r} such that q i = p 2i−1 for i ≤ t and q i = p 2i for t < i. Also by Lemma 3.2 x i < x i+1 < q i+1 − q i + x i for all i. For i < t and i ≥ t + 1, we have q i+1 − q i = 2 and q t+1 − q t = 3. So
As for x t+1 , it is either equal to x t + 1 or equal to x t + 2. Finally
and = x t+1 − x t − 1.
Proposition 3.5. Let P be a partition. All three associated partitions λ(P ), Q(P ) and λ U (P ) have r(P ) parts (see Definition 2.3). it is clear that λ U (P ) must have r(P ) parts. So it is enough to show that λ(P ) has r(P ) parts as well.
By Theorem 3.1, the number of parts of λ(P ) is equal to the maximum cardinality of an antichain in D P . Write the partition P as P ∪· · ·∪ P 1 such that each P i is an s i -spread and the biggest part of P i is less than or equal to the smallest part of P i+1 minus two.
One obviously has r P = r(P ) + · · · + r(P 1 ).
Let A be an antichain in D P and 1
On the other hand, we can take an appropriate union of maximum antichains in
By Lemma 3.2 this is an antichain in D P and has the desired cardinality r(P ).
Next we prove that min(λ(P )) = µ(P ). We will prove this by enumerating disjoint maximum antichains in D P . So our goal is to find a set A consisting of disjoint maximum antichains in D P such that A has the maximum cardinality possible. The following example shows that even if A is maximal, i.e. it is not strictly contained in any other set of disjoint maximum antichains of D P , its cardinality may be strictly smaller than the cardinality of another set of disjoint maximum antichains in D P .
Example 3.6. Let P = (4 2 , 2, 1 2 ). The following sets A and B of disjoint maximum antichains are both maximal.
The following method gives an algorithm to find the maximum possible number of disjoint maximum antichains in D P .
Definition 3.7. Let P = (p ns s , · · · , p n 1 1 ) be a partition and A be a subset of D P . For
In the example above, let A = { ( Note that the antichains in B are chosen "more uniformly" than the ones in A , and this affects the cardinality when they are extended to maximal sets of disjoint antichains, namely B and A. In fact, in Proposition 3.14 and Theorem 3.19, we give an algorithm for finding the maximum number of disjoint maximum antichains as "uniformly" as possible.
In each step of our algorithm, we chose maximum antichain so that for each level The following lemmas are key to our method. They are somewhat technical, so the reader not interested in these details could go directly to the proof of Proposition 3.14 and see how they are applied. Examples 3.9 and 3.11 also illustrate the Lemmas.
Suppose that η, θ, δ and d are
Consider the following subposet of D P : 
then X ∪ Y is the union of (p + g)θ disjoint antichains in D P , each of length 2.
(c) If δ + d < b and
Proof. By the definition of D P , in each part of the Lemma the sets X and Y are each totally ordered. So we can write
with y = c θ , and we write X c = (x c , p, k c ). By Lemma 3.2, to prove that A c is an
antichain, we need to show that
By definition of X the following equatities hold for c ∈ {1, · · · , (p + g)θ}:
Thus we have ( By the definition of X , the following equalities hold for c ∈ {1, · · · , (p + 1)θ}:
otherwise.
Thus The proof is also similar to the proofs of the previous two parts. Here, for c ∈ {1, · · · , (p + g)θ} we have the following equalities:
The following example illustrates the application of Lemma 3.8.
Example 3.9. Let p = 6, η = 4, d = 2, δ = 2, θ = 1, and let D be defined by Formula (3.4) of Lemma 3.8. So
So pη + δ = 26 and if 1 ≤ g ≤ 20 then we will have (p + g)θ ≤ pη + δ and we can use Lemma 3.8 to find (p + g)θ = 6 + g disjoint antichains each of length 2. We write g = 6a + b such that 0 ≤ a and 0 ≤ b < 6.
In Figure 4 we illustrate the vertices of X as a subset of level 
that pη ≤ (p + g)θ − . Consider the following subposet of D P : 
then X ∪ Y is union of pη disjoint antichains in D P , each of length 2. 
of length 2.
Proof. Since by assumption a ≥ 1 and b < p + g, we must have ga − b > −p. On the other hand, ga − b = p(η − a) is divisible by p. Thus ga − b ≥ 0 and therefore
We also have a η
To prove the lemma, in each case we write
such that X 1 < · · · < X pη and Y 1 < · · · < Y pη , and prove that A c = {X c , Y c } is an antichain in D P for 1 ≤ c ≤ pη.
For c ∈ {1, · · · , pη}. We can write X c = (x c , p, c − η(x c − 1)) with x c = c η . We also write Y c = (y c + 1, p + g + 2, k c ). By Lemma 3.2, to prove that A c is an antichain, we need to show that
Since b < p + g, this implies that θ ≥ a and therefore X ∪ Y ⊆ D .
By the definition of Y, the following equalities hold for c ∈ {1, · · · , pη}:
So for all c, we have a(y c − 1) − b < c ≤ a y c . Thus
By inequalities 3.7, Therefore y c − g − 1 < c η ≤ y c and the desired inequalities 3.9 follow.
So θ ≥ a and therefore X ∪ Y ⊆ D .
By the definition of Y in this case, the following equalities hold for c ∈ {1, · · · , pη}:
Now as in the proof of Part (a) above, it is enough to note that we have the inequalities a(y c − 1) − b < c ≤ a y c in this case as well.
Part (c).
The proof is similar to the proof of the previous two parts. First we note
Then we use the definition of Y in this case to get
We also have k c ∈ {1, · · · , a} if d+ +1 ≤ y c ≤ d+ +b and k c ∈ {1, · · · , a−1}, otherwise.
It is then easy to see that the inequalities a(y c − 1) − b < c ≤ a y c hold in this case too. 
(ii) There exist integers θ , and d , satisfying 0 < θ , 0 ≤ < p + g and 0
the following subposet of D P : 
we match the vertices (c + 1, p + g + 2, 1) with vertices in level p, from left to right. To do this, we write c = pk c + c such that k c ≥ 0 and 1 ≤ c ≤ p. Then
is an antichain for any c ∈ {1, · · · , g − }. Now if we set • If d ≤ g − , then for all c ∈ {1, · · · , d}, we match the vertices (c + 1, p + g + 2, 1) with vertices in level p, from left to right as we showed in Equation 3.13 above. Suppose that
So for each c ∈ {d
Finally, we will match vertices (c + 1, p + g + 2, 1) for all c ∈ {d 
The proof is then complete once Part (a) of Lemma 3.12 above is applied to D with η equal to η − k − 2, d = 0 and δ = − 1, where g − = pk + such that k ≥ 0 and
Now we have the necessary tools to prove the following proposition.
Proposition 3.14. Let the partition P of n be a spread. Then min(λ(P )) = µ(P ).
Proof. Since λ(P ) ≥ λ U (P ), and λ(P ) and λ U (P ) have the same number of parts (by Proposition 3.5), we get min(λ(P )) ≤ min(λ U (P )). So by Theorem 2.10,
(3.14)
Using Theorem 3.1, we prove the reverse inequality by finding µ(P ) disjoint maximum
Assume that P is an s-spread and write P = (p ns s , · · · , p
, with p i = p 1 + i − 1 and
For a positive integer j,
Recall from Definition 3.3 that for 1 ≤ x ≤ p 1 ,
Varying x and j, we get µ(P ) disjoint maximum antichains (each of length r) in D P , as desired.
Case 2. s is even.
Then r = s 2 and µ(P ) = min{p
note that by Lemma 3.4, a vertex (x, p 2i−1 , k) can belong to a maximum antichain only if i ≤ x ≤ p + i − 1, and a vertex (y, p 2j , k) can belong to a maximum antichain only if j ≤ y ≤ p + j. So we are going to restrict our study to the subposet D of D P that only
To complete the proof, we give an algorithm to construct a set A of disjoint maximum antichains satisfying the following two properties for some integers 1 ≤ b ≤ t ≤ r. 
Then A satisfies the two conditions (i) and (ii) above if and only if there exists b and t such that b ≤ t, n 2b−1 = o and n 2t = e. So the proof is complete if this is the case.
Otherwise, set D := D \ A and
In other words, we choose t so that the level 2t is the highest even level which is empty in D. By assumption m D 1 (x, p 2i−1 ) > 0 for all i ∈ {1, · · · , t}. By the choice of t we have m D (y, p 2j ) > 0 for all j ∈ {t + 1, · · · , r}. Note that, by the definition of A, for each ∈ {1, · · · , s}, m D (x, p ) is the same for all x. We are now going to extend A by adding
By Lemma 3.2, the problem of finding antichains of form
be reduced to the problem of finding antichains of length 2 in
Then we use Lemma 3.13 to find po disjoint antichains of the form By Lemma 3.12, for each i ∈ {1, · · · , t}, there exist integers η(i) ≥ 0 and such that
. Also for all j ∈ {t + 1, · · · , r}, each m D (y, p 2j ) decreases by e. Now we replace t by a strictly larger value as follows.
Then we use Lemma 3.13 to extend A by adding (po + δ) disjoint antichains of type
Let b is an integer in {1, · · · , t} such that η(i) = o. Then A satisfies both conditions (i) and (ii) and the proof is complete in this case.
Case 2-2-2. po + δ > (p + 1)e.
Then we use Lemma 3.13 to extend A by adding (p + 1)e disjoint antichains of type
We then set D := D \ A and repeat as in Case 2-2. Since the value of t is strictly increasing by repeating the process, it will eventually terminate by producing the desired set A.
We summarize the proof of Proposition 3.14 in the following algorithm. 
Output: A set A consisting of µ(P ) disjoint maximum antichains in D P .
• D := D \ A.
• t := max{j | 1 ≤ j ≤ r and m D (y, p 2j ) = 0 for all y}.
• For 1 ≤ i ≤ t, let η(i) ≥ 0 and 0 ≤ δ < p be such that
• o := min{η(i) | 1 ≤ i ≤ t}.
• e := min{m D (y, p 2j ) | t + 1 ≤ j ≤ r}.
• If po + δ = 0 then End.
• If po + δ > (p + 1)e then repeat with
Remark 3.16. Note that there are alternative algorithms to the one discussed in the proof above. In the proof we used Lemmas 3.13 and 3.12 with d = 0, for simplicity.
We can also follow an alternative algorithm taking antichains of type t − 1, where t is the lowest odd level that becomes empty after each step.
The following corollary summarizes some of the nice properties of the set of antichains constructed in the proof of Proposition 3.14.
Recall from Equation (2.4) in Definition 2.6, for a spread P with smallest part p,
Corollary 3.17. Let P be a spread with smallest part p and biggest part q and r = r(P ).
Suppose that µ(P ) = pm 1 +(p+1)m 2 . Then we can find a set A of µ(P ) disjoint maximum antichains such that (a) There exist non-negative integers a and δ such that δ < p, and
(b) There exists a non-negative integer b such that m A (y, p + 1) = b, for 1 ≤ y ∈≤ p + 1.
(c) There exists a non-negative integer c such that m A (x, q − 1) = c, for all
(d) There exist non-negative integers d and such that ≤ p, and
By symmetry of D P , we also have the following corollary.
Corollary 3.18. Let P be a spread with smallest part p and biggest part q and r = r(P ).
Suppose that µ(P ) = pm 1 +(p+1)m 2 . Then we can find a set A of µ(P ) disjoint maximum antichains such that (a) There exist non-negative integers a and δ such that δ < p, and (d) There exist non-negative integers d and such that ≤ p, and
We now generalize Proposition 3.14 to an arbitrary partition P .
Theorem 3.19. For any partition P of n, min(λ(P )) = µ(P ).
Proof. As mentioned in the proof of Proposition 3.14 above, to prove the theorem it is enough to find µ(P ) disjoint maximum antichains in D P .
Write P = P ∪ · · · ∪ P 1 such that each P k is a spread and the biggest part of P k is less than or equal to the smallest part of P k+1 minus two, for all 1 ≤ k < . We prove the claim by induction on .
If = 1, then P is a spread and the equality is proved in Proposition 3.14 above.
Now suppose that > 1 and assume that the desired equality holds for any union of − 1 or fewer spreads.
Consider the partitionQ = (P , · · · , P 2 ) and let D Q be the subposet of DQ obtained by removing r = r(P 1 ) vertices from each end of each row of DQ (so the corresponding partition Q =Q−2r(P 1 )). By the inductive hypothesis, there are µ(P 1 ) disjoint antichains, each of length r, in D P 1 . There are also µ(Q) disjoint antichains, each of length r(Q) =
By Definition 2.6, µ(P ) = min{µ(P 1 ), µ(Q)}. Every maximum antichain in D P is a union of a maximum antichain in D P 1 and an antichain corresponding to a maximum antichain in D Q . By Lemma 3.2 and Corollaries 3.17 and 3.18, to complete the proof, it is enough to prove the following claim:
Assume that a, b, c, d, and δ are non-negative integers such that a ≤ A, b ≤ B, c ≤ C, d ≤ D, δ < q, and < p. We define the subposet E of D P as follows:
Then there are µ(P ) disjoint antichains of length 2 in E.
We begin by matching vertices {(x, p, 1) Using a method similar to the one discussed in the proof of Proposition 3.14, we can get the following 10 disjoint maximum antichains (length-2) in D P 1 (see Figure 6 ).
, (4, 6, 1)}, E 4 = {(4, 4, 1), (5, 6, 1)},
, (4, 6, 2)}. Now suppose that P 2 = (10, 9) and P = (P 2 , P 1 ). Then µ(P ) = min{10, 9 − 2r(P 1 ) + 10 − 2r(P 1 ))} = 10.
As discussed in the proof of Theorem 3.19, to get 10 maximum antichains in D P , we will match the top vertex of a maximum antichain of D P 1 , with a vertex in level 9 or 10.
Applying Lemma 3.8(a), with p = 4, g = 1, η = 1, d = 0, δ = 3 and θ = 1, we get the following matching of vertices in levels 6 and 9. (see Figure 7) .
, 2), (6, 9, 1)} {(2, 6, 1), (3, 9, 1)}, {(3, 6, 1), (4, 9, 1)}, {(4, 6, 1), (5, 9, 1)}, {(5, 6, 1), (7, 9, 1)}
We then need to match the remaining vertices in level 6 with vertices in level 10. We do this using Lemma 3.12(b) with p = 4, g = 2, η = 0, d = 0, δ = 2 and θ = 1 (see the dashed grouping in Figure 7 ). We get A 6,10 = {(2, 6, 2), (3, 10, 1)}, {(3, 6, 2), (4, 10, 1)} . Corollary 3.21. For any partition P , min(λ(P )) = min(λ U (P )) = µ(P ).
Proof. Combine Theorem 2.10 and Theorem 3.19.
A 6,9 =      {(4, 6, 2), (6, 9, 1)} {(2, 6, 1), (3, 9, 1)}, {(3, 6, 1), (4, 9, 1)}, {(4, 6, 1), (5, 9, 1)}, {(5, 6, 1), (7, 9, 1)}      .
We then need to match the remaining vertices in level 6 with vertices in level 10. We do this using Lemma 3.12(b) with p = 4, g = 2, η = 0, d = 0, δ = 2 and θ = 1 (see the dashed grouping in Figure 7 ). We get for all i < j the entries M ij are independent transcendentals over the field k (see [4] ).
In [13] and [5] , M. Saks and E. Gansner independently proved that if chark = 0 then λ(D) is the Jordan partition of a generic matrix in the incidence algebra I(D).
The same proofs (also see [4, Theorem 6 .1]) in fact show that over an infinite field k, the Jordan partition of any nilpotent matrix M ∈ I(D) is dominated by λ(P ) (see [8, Theorem B Equation (1.7)]). Now if we fix a nilpotent matrix B ∈ Mat n (k) in Jordan canonical form with Jordan partition P , then a generic element of U P , is a nilpotent matrix in the incidence algebra I(D P ) of the poset D P (see [3, Equation 2 .18]). Thus Q(P ) ≤ λ(P ). be a partition of P . The largest part-the index-of Q(P ), i(Q(P )) is i(Q(P )) = max{an a + (a + 1)n a+1 + 2 p>a+1 n p | a ∈ N}.
Note that i(Q(P )) is the length of the longest simple U -chain in D P (see Equation (1.1)). So if r(P ) = 1, i.e. P is an almost rectangular partition, thenQ(P ) = λ(P ) = Ob(P ) = (n). If r(P ) = 2, then by Proposition 4.5 we have Q(P ) = λ(P ) = (i(Q(P )), n − i(Q(P ))).
Corollary 4.6. Let P be a partition of n. If r(P ) = 3, then Q(P ) = (i(Q(P )), n − i(Q(P )) − µ(P ), µ(P )).
Proof. Recall that µ(P ) defined by Definition 2.6 is, by Theorem 4.1, the smallest part of Q(P ). So the proof is clear by Proposition 4.5.
Example 4.7. Let P = (8 2 , 7, 6, 5 2 , 3, 2 4 ). Then r(P ) = 3 and Q(P ) has 3 parts.
By Proposition 4.5, i(Q(P )) = |U {2,3} | = |U {7,8}| = 23.
We can also write P = P 2 ∪ P 1 where P 2 = (8 2 , 7, 6, 5 2 ) and P 1 = (3, 2 4 ) are both spreads. By Definition 2.6, we have µ(P 1 ) = 11, µ(P 2 − 2) = 10, (See Example 3.20), and µ(P ) = min{µ(P 2 − 2), µ(P 1 )} = 10.
Therefore Q(P ) = (23, 17, 10).
The enumeration of antichains in D P and their comparison to parts of λ U (P ) can also lead to explicit formulas for Q(P ) when it has more than three parts. The following statement gives one such formula for special families of partitions P with r(P ) = 4.
Proposition 4.8. Let P be a partition such that Q(P ) has three parts, and let P be an almost rectangular partition. Suppose that the largest part of P is smaller than the smallest part of P minus 1. If µ(P ) ≤ µ(P − 2) then Q(P ∪ P ) = Q(P ) ∪ Q(P ).
Proof. Suppose that P is a partition of n and P is a partition of m. Let i = i(Q(P )) and µ = µ(P ). Then by Corollary 4.6 we have λ(P ) = Q(P ) = λ U (P ) = (i, n − i − µ, µ).
Also, since P is an almost rectangular partition, we have Q(P ) = (m).
By Lemma 2.7, we have µ(P ∪ P ) = m. By Definition 1.5 of λ U , in this case we have λ U (P ∪ P ) = (i, n − i − µ, µ, m). We also have λ U (P ∪ P ) ≤ λ(P ∪ P ). Thus i + a = n − b ≤ n − µ = i + (n − i − µ). Since λ U (P ∪ P ) is dominated by λ U (P ∪ P ), this implies λ U (P ∪ P ) = λ(P ∪ P ). Thus the proof of this part is complete by Equation (4.2).
Example 4.9. Let P = (10 2 , 9, 8, 7 2 , 5, 4 4 , 2 3 , 1 4 ). Then r(P ) = 4 and Q(P ) has 4 parts.
Let P = (10 2 , 9, 8, 7 2 , 5, 4 4 ) and P = (2 3 , 1 4 ). Note that P = P ∪ P . We have µ(P ) = 10 and µ(P − 2) = µ( (8 2 , 7, 6, 5 2 , 3, 2 4 ) ) = 10 by Example 4.7. Thus, by Proposition 4.8 we have Q(P ) = (Q(P ), Q(P )).
By Corollary 4.6, Q(P ) = (29, 22, 13). Thus Q(P ) = (29, 22, 13, 10).
