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Resumen
Uno de los aspectos que no ha sido considerado en forma profunda en el a´rea de
revisio´n de creencias es el de como tratar con informacio´n temporal, es decir infor-
macio´n que no solo hace referencia al tiempo, sino que tambie´n depende de e´l. Los
formalismos actuales de revisio´n de creencias utilizan principalmente un lenguaje
proposicional, sin contar con operadores modales con referencias temporales. Esto
representa una limitacio´n importante puesto que el tiempo es un factor determi-
nante para la toma de decisiones, fundamentalmente, en entornos computacionales
y en las formalizaciones de e´stos. En estos entornos, al producirse un cambio en la
informacio´n, la relevancia del cambio no esta´ so´lo puesta en el que sino tambie´n en el
cuando se produce esa modificacio´n. En este trabajo brindaremos las bases para dar
comienzo a una teor´ıa de revisio´n de creencias temporal, en la cual la representacio´n
del tiempo es adoptada en la forma de operadores modales temporales.
1 Introduccio´n
Los mecanismos para garantizar la consistencia del estado episte´mico de cualquier agente,
requiere el desarrollo de me´todos de revisio´n de creencias. Hasta el momento no se han
encontrado desarrollos tendientes a revisar conocimiento temporal, es decir, conocimiento
que esta´ afectado por el tiempo, no so´lo en cuanto al cambio, sino al momento en que tal
conocimiento es valedero.
Desde la filosof´ıa y la lo´gica se ha tratado de capturar la nocio´n de tiempo y, de esta
manera, se pueden encontrar diversas alternativas, a veces contrapuestas desde el punto
de vista filoso´fico. Se encuentran as´ı, lo´gicas temporales que se desprenden de las lo´gicas
modales y en las que la nocio´n de tiempo se encuentra capturada a trave´s de operadores.
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Las lo´gicas ma´s conocidas fueron desarrolladas por Arthur Prior [Pri67a, Pri67b]. Estas
lo´gicas han servido de base para muchos lenguajes de especificacio´n [CA00, CA99, Gab87,
BFG+96].
En el presente trabajo, se plantea como l´ınea de investigacio´n el desarrollo de me´todos
de revisio´n para lenguajes temporales basados en operadores modales.
2 Lenguaje Temporal L
El lenguaje temporal utilizado esta formado por fo´rmulas de la lo´gica de primer orden
afectadas por operadores temporales. Los operadores involucrados en el lenguaje y su
significado intuitivo son:
2+ φ “Siempre en el futuro φ”
2− φ “Siempre en el pasado φ”
2 φ 2−φ ∧ φ ∧2+φ (“Siempre en el pasado, ahora y futuro”)
3+ φ “Alguna vez en el futuro φ”
3− φ “Alguna vez en el pasado φ”
3 φ 3−φ ∨ φ ∨3+φ (“Alguna vez el pasado, ahora o en el futuro”)
⊕ φ “En el pro´ximo instante φ”
	 φ “En el instante previo φ”
S(φ, ψ) “φ desde que se verifica ψ”
U(φ, ψ) “φ hasta que se verifica ψ”
Los operadores pueden ser caracterizados por distintas propiedades, entre ellas las
siguientes:
Reflexividad: esta propiedad establece que la sema´ntica del operador debe ser involucrada
en forma directa al momento de evaluacio´n. Esto es, la fo´rmula afectada por un
operador temporal reflexivo asegurara´ la veracidad de la fo´rmula en el momento de
evaluacio´n, presente, y/o los momentos que correspondan de acuerdo al operador.
De esta manera, el hecho de que operador 3+ cumpla con esta propiedad indicara´ que
la sentencia 3+α sera´ verdadera si α es verdadera en el momento presente o si lo es
en cualquier momento del futuro. En el caso de los operadores binarios como Since
y Until la reflexividad del operador implica que, para un par de proposiciones α y
β, puede darse que β sea verdadera en el momento de la evaluacio´n de la sentencia
provocando que S(α, β) se verifique ante la veracidad de β en ese momento de
tiempo. En cambio si se pide que verifique irreflexividad, α debe, al menos, ser
verdadera en el presente, para que la proposicio´n en cuestio´n sea veraz.
Fuerte: esta propiedad asegura la existencia de un pro´ximo instante donde la proposicio´n
debe verificarse. El contrapuesto, un operador de´bil, no asegura siempre la existencia
de un pro´ximo instante de tiempo. La restriccio´n de que un operador binario como
Since(α, β) sea fuerte implica que la proposicio´n β debe ser verdadera en algu´n
momento, mientras que exigir que sea de´bil implica que puede darse el caso de que
β no sea verdadera en ningu´n momento. Esto podr´ıa darse si siempre se deduce α
y no se deduce nunca β de la base de conocimiento.
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3 Aspectos importante sobre el lenguaje temporal L
Desde el punto de vista de la implemantabilidad del sistema de revisio´n existen ciertos
aspectos que deben ser tenidos en cuenta al momento de determinar el lenguaje a utilizar.
Es claro que la posibilidad de utilizar conjuntos clausurados es inaplicable en un contexto
real de implementacio´n. Por esta razo´n, el uso de bases de conocimiento (conjuntos no
necesariamente clausurados) resulta una aproximacio´n ma´s adecuada.
Teniendo en cuenta estos aspectos de eficiencia se puede notar que el lenguaje pre-
sentado anteriormente presenta ciertas falencias que pueden llegar a comprometer la im-
plementabilidad de la teor´ıa que se intenta desarrollar. Este problema es usualmente
conocido en los medios cient´ıficos como el problema de actualizacio´n de bases de datos.
En el entorno particular planteado en este trabajo, la base de informacio´n ser´ıa una base
deductiva, utilizando las formulas lo´gicas para representar la informacio´n de una man-
era declarativa. La nocio´n de tiempo y cambio conduce a ciertos problemas. En primer
te´rmino, puede ser interesante mantener la historia de los estados previos, no so´lo el estado
actual. Esto puede aplicarse a contextos reales como la evolucio´n de pacientes en hospi-
tales (historias cl´ınicas), eventos en un entorno industrial, etc. y por otro lado aspectos
importantes de eficiencia en la toma de decisiones. Aplicando esta idea al problema de
lograr alguna forma de revisio´n, el problema cobra un sentido au´n mayor. Presenta´ndose
por otro lado los problemas eficiencia, que no son despreciables,
Desde el punto de vista de los lenguajes temporales, la capacidad de manipular esta
nocio´n se ve afectada por el grado de precisio´n temporal requerido. Adema´s, esta´ la
delicada decisio´n de que concepcio´n temporal se adoptara´ en el lenguaje. El lenguaje
elegido adopta parte de los estudios de Arthur Prior [Pri67a, Pri67b]. Prior siguio´ una de
las formas de representar el tiempo ma´s conocidas, A-series (pasado, presente y futuro).
Otros investigadores siguieron la otra representacio´n, B-series (antes, despue´s), donde
se utilizan referencias expl´ıcitas de tiempo. La lo´gica desarrollada por Rescher [RU71]
conduce a los lenguajes ma´s conocidos que formalizan esta concepcio´n temporal. Existen
circunstancias, en las cuales puede ser muy u´til contar con ambas formas de referenciar
el tiempo simulta´neamente, a pesar de que filoso´ficamente e´stas sean contrapuestas.
El problema de considerar lenguajes basados en A-series es el costo de mantener la
base actualizada. Esto se debe a que el momento presente cambia continuamente, y es
necesario que la base refleje ese cambio. Por ejemplo, todos los hechos que son verdaderos
en el presente deben modificarse para que sean verdaderos en el pasado, y algunos he-
chos del futuro pasara´n a ser verdaderos en el (nuevo) presente [Kow92]. Si el escenario
es altamente dina´mico, el proceso de mantener la base actualizada puede llegar a ser
prohibitivamente costoso desde el punto de vista computacional.
Ejemplo 1 Suponga que se cuenta con la siguiente base que almacena informacio´n sobre
vuelos de cabotaje:
BaseConocimiento1 = { 3− abordando vuelo 1,
3− vuelo 1,
3− abordando vuelo 2,
3− vuelo 2,
abordando vuelo 3,
3+ vuelo 3,
3+ abordando vuelo 4,
3+ vuelo 4}
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una actualizacio´n debe llevarse a cabo para ajustar la base a la realidad. En el ejemplo,
luego de la partida de vuelo 3, se debe actualizar BaseConocimiento1 a la siguiente base:
BaseConocimiento2 = { 3− abordando vuelo 1,
3− vuelo 1,
3− abordando vuelo 2,
3− vuelo 2,
3− abordando vuelo 3,
3+ vuelo 3,
abordando vuelo 4,
3+ vuelo 4}
Para evitar estos problemas, se pueden combinar las dos concepciones temporales men-
cionadas a trave´s del uso de un operador temporal prefijo At(α, n). Este operador liga la
sentencia α a un momento espec´ıfico de tiempo n. El significado intuitivo de este nuevo
operador es:
At(φ, n) “φ es verdadera en el momento n-e´simo”
Ejemplo 2 Utilizando este operador At(α, n) se puede ligar la informacio´n de las bases
anteriores como se muestra en BaseConocimiento3. En este caso, no se requiere ningu´n
tipo de modificacio´n una vez que el vuelo3 despego´:
BaseConocimiento3 = { At(abordando vuelo 1, 10 : 00),
At(vuelo 1, 10 : 30am),
At(abordando vuelo 2, 11 : 00),
At(vuelo 2, 11 : 30am),
At(abordando vuelo 3, 13 : 00),
At(vuelo 3, 01 : 30pm),
At(abordando vuelo 4, 13 : 15),
At(vuelo 4, 13 : 45)}
Por otro lado, si se decide mantener un lenguaje basado solo en las B-series entonces
no se permite ningu´n tipo de imprecisio´n en cuanto al momento de ocurrencia de un
evento. Este tipo de informacio´n es bastante comu´n en los entornos de razonamiento
temporal, razo´n por la cual no contar con ella supone una pe´rdida importante en cuanto
a expresividad.
Definimos luego el lenguaje LA, el cual se obtiene aplicando el operador prefijo At(α, n)
a cualquier sentencia α perteneciente a L.
4 Hacia una teor´ıa de revisio´n temporal
A continuacio´n, se presentara´n las caracter´ısticas que deben tener las operaciones de
cambio sobre bases de conocimiento temporales asumiendo la representacio´n dada an-
teriormente. Es necesario remarcar que el tiempo se puede referenciar en dos estratos
diferentes en la teor´ıa de revisio´n:
• Uno es el tiempo denotado en las sentencias del lenguaje L.
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• Otro el tiempo del sistema. Este tiempo ira´ registrando la historia del estado del
conocimiento. La estructura temporal del sistema se considerara´ discreta con un
momento inicial y sin momento final, ya que se desconoce el momento en el cua´l el
sistema dejara´ de funcionar.
Llamaremos KT a la base de conocimiento que representa el conocimiento en el mo-
mento T del sistema. La misma, esta´ compuesta por fo´rmulas temporales pertenecientes
al lenguaje LA. La base KT debe ser consistente y mantenerse de esa forma sin importar
que momento este´ representando T . Por lo tanto, frente a una sentencia α cualquiera del
sistema, se pueden adoptar las siguientes actitudes episte´micas con respecto a la base de
conocimiento actual:
• α es aceptada en KT si y solo si KT ` α
• α es rechazada en KT si y solo si KT ` ¬α
• α es indeterminada en KT si y solo si KT 6` α y KT 6` ¬α
Es decir α es aceptada en la base de conocimiento KT , si se puede inferir de e´sta, es
rechazada si se infiere su negacio´n e indeterminada si no se infiere de la base ni α ni su
negacio´n.
Las operaciones de cambio permiten cambiar la actitud episte´mica que se deter-
mina para una sentencia cualquiera del lenguaje L, definiendo operaciones de cambio.
Ba´sicamente existen tres operaciones de cambio diferentes:
Expansio´n: Sea + un operador de expansio´n. La expansio´n de KT por α sera´ notada
como KT + α. Los cambios episte´micos que pueden obtenerse son:
• Si α es indeterminada en KT entonces α es aceptada en KT + α
• Si α es indeterminada en KT entonces α es rechazada en KT + (¬ α)
Contraccio´n: Sea ∼ un operador de contraccio´n. La contraccio´n de KT por α sera´
notada como KT ∼ α. Los cambios episte´micos que pueden obtenerse luego de una
contraccio´n son:
• Si α es aceptada en KT entonces α es indeterminada en KT ∼ α
• Si α es rechazada en KT entonces α es indeterminada en KT ∼ (¬ α)
Revisio´n: Sea ? un operador de revisio´n. La revisio´n de KT por α sera´ notada como
KT ? α. Los cambios episte´micos que pueden lograrse luego de una revisio´n son:
• Si α es aceptada en KT entonces α es rechazada en KT ? (¬ α)
• Si α es rechazada en KT entonces α es aceptada en KT ? α
En las expansiones solo se permite agregar conocimiento nuevo, mientras que en las
contracciones solo se puede eliminar conocimiento. Por su parte, el operador de revisio´n
es el ma´s complejo ya que permite la incorporacio´n de nuevas creencias pero intentan-
do respetar dos hipo´tesis importantes de la teor´ıa de cambio de creencias: mantener
consistencia en la base de conocimiento y producir el menor cambio posible en el estado
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episte´mico que se obtiene. Obtener un operador de revisio´n apropiado para L no es trivial,
razo´n por la cual en las pro´ximas secciones se presentara´n las propiedades o postulados
que los operadores deber´ıan satisfacer, sin hacer referencia a la construccio´n de los mis-
mos. De esta manera se presentara´n postulados ba´sicos, basados en los presentados en
el modelos AGM [AGM85] y un conjunto de postulados nuevos, destinados a mostrar la
dina´mica de la informacio´n temporal.
4.1 Postulados ba´sicos para los operadores de cambio
Sean α y β sentencias de un lenguaje L presentado anteriormente ∼ un operador de con-
traccio´n. Reformulando los postulados de los modelos tradicionales de cambio, podr´ıamos
obtener los siguientes postulados ba´sicos para contracciones:
Clausura: Si KT = Cn(KT ) entonces KT
∼α = Cn(KT
∼α).
Inclusio´n: KT
∼α ⊆ KT .
Vac´ıo: Si α 6∈ Cn(KT ) entonces KT
∼α = KT .
E´xito: Si α ∈ KT entonces α 6∈ Cn(KT
∼α).
Recuperacio´n: KT ⊆ (KT
∼α)+α.
Preservacio´n: Si ` α↔ β entonces Cn(KT
∼α) = Cn(KT
∼β).
Es importante destacar que estos postulados esta´n basados en los presentados co-
mo parte del modelo AGM [AGM85, Ga¨88]. Se recuerda que KT representa la base de
conocimiento en el momento T del sistema.
De la misma manera, contamos con postulados ana´logos para un operador de revisio´n,
sea ? un operador de revisio´n. Reformulando nuevamente los postulados de los mod-
elos tradicionales de cambio, podr´ıamos obtener los siguientes postulados ba´sicos para
revisiones:
Clausura: Si KT = Cn(KT ) entonces KT
?α = Cn(KT
?α).
E´xito: α ∈ KT
?α.
Inclusio´n: KT
?α ⊆ KT
+α.
Vac´ıo: Si ¬α 6∈ Cn(KT ) entonces KT
?α = KT
+α.
Consistencia: Si 6` ¬α entonces Cn(KT )
?α 6= K⊥.
Preservacio´n: Si ` α↔ β entonces Cn(KT
?α) = Cn(KT
?β).
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4.2 Postulados adicionales para los operadores de cambio
Para el lenguaje L se propusieron los siguientes postulados [CF03], asumiendo que Le
representa el conjunto de sentencias espec´ıficas, esto es, aquellas sentencias de la forma
⊕α o 	α, con α ∈ L. Se cuneta entonces con los siguientes postulados adicionales:
Clausura temporal: Si ` α entonces KT
?β ` 2α, ∀β ∈ L.
Este postulado plantea la necesidad de contar con todos los teoremas en forma
temporal, esto es, los teoremas son va´lidos en todos los momentos de tiempo. Es
por eso que, sin importar con que fo´rmula β del lenguaje se este´ revisando la base
de conocimiento, se deducira´ a la misma la sentencia “siempre α”, para cualquier
teorema α.
Prioridad de informacio´n espec´ıfica: 1
En el Futuro: (a) Si KT ` ⊕α entonces KT
?β 6` 3α, ∀β ∈ L.
(b) Si KT ` ⊕α entonces KT
?β 6` 3+α, ∀β ∈ L.
En el Pasado: (a) Si KT ` 	α entonces KT
?β 6` 3α, ∀β ∈ L.
(b) Si KT ` 	α entonces KT
?β 6` 3−α, ∀β ∈ L.
Desde el punto de vista del conocimiento que se desea mantener, es de suma utilidad
tratar de mantener la mayor cantidad de conocimiento temporalmente espec´ıfico, ya
que de alguna manera representa un conocimiento ma´s fino o detallado del entorno.
Prioridad de informacio´n 3: Si KT ` 3¬α entonces KT
?β 6` 2α, ∀β ∈ (L− Le).
De manera ana´loga se tienen los siguientes postulados para sentencias de L afectadas
por los operadores 3+ o 3−:
En el Futuro: Si KT ` 3+¬α entonces KT
?β 6` 2+α y KT
?β 6` 2α, ∀β ∈ (L− Le).
En el Pasado: Si KT ` 3−¬α entonces KT
?β 6` 2−α y KT
?β 6` 2α, ∀β ∈ (L − Le).
De la misma manera que en el conjunto de postulados anteriores se prefiere la infor-
macio´n ma´s concreta, desde el punto de vista temporal, en este caso se plantea la
preferencia de la informacio´n que es verdadera “alguna vez” sobre la que “siempre”
lo es. Esto se debe a que en los entornos ma´s concretos de aplicacio´n, la informacio´n
del tipo siempre es menos probable o cre´ıble desde el punto de vista temporal. Se
puede pensar en cualquier entorno probable o conocido, donde el conocimiento de
las posibles excepciones es ma´s enriquecedor que el conocer que una determinada
cosa sea verdadera por siempre.
1El lenguaje temporal que se presento´ cuenta con operadores temporales que capturan el tiempo de
una forma imprecisa. Se cuenta con un momento de tiempo destacado, usualmente llamado “presente”, y
todas las referencias temporales hechas a trave´s de los operadores dependen de ese momento destacado.
Se puede observar que la definicio´n que la mayor´ıa de estos operadores conduce a especificaciones de
tiempo vagas. Por ejemplo, 3+α representa que α sera´ verdadera en algu´n momento del futuro pero no se
tiene precisio´n del momento de tiempo exacto en el que lo sera´. Los u´nicos operadores que proveen una
cierta precisio´n sobre el momento en el que la formula afectada por ellos es verdadera son los operadores
⊕ (en el pro´ximo momento) y 	, (en el momento previo).
CACIC 2003 - RedUNCI 1532
Excepciones:
En el Futuro: SiKT ` 2α entonces Cn(KT
?3+¬α) = Cn((KT
∼2 α)+[U(α,¬α)∧3+¬α∧2−α]).
En el Pasado: SiKT ` 2α entonces Cn(KT
?3−¬α) = Cn((KT
∼2 α)+[S(α,¬α)∧3−¬α∧2+α]).
Esta excepciones tratan con la necesidad de mantener la mayor cantidad de infor-
macio´n original como sea posible. Al conocer una determinada informacio´n α como
verdadera en todos los momentos de tiempo y revisar con respecto a la posibilidad
de que esa misma informacio´n sea falsa en algu´n momento, lo que podemos concluir
es que α seguira´ siendo verdadera desde o hasta (segu´n el caso) que se compruebe
que en determinado momento α es falsa.
Veamos gra´ficamente el resultado de revisar utilizando este postulado en su versio´n
en el futuro
Base KT que deduce 2α
Base KT
?3+¬α
Aceptacio´n de Contraejemplo: SiKT ` 2α entonces Cn(KT
?¬α) = Cn((KT
∼2 α)+(2+ α∧2− α))
Este postulado presenta la capacidad de mantener la mayor cantidad de informacio´n
temporal una vez que se produce un cambio en el momento destacado o “presente”.
De esta manera, a pesar del contraejemplo, se puede seguir manteniendo la infor-
macio´n anterior para el resto de la estructura temporal.
Es importante destacar que algunos de los postulados deben ser considerados para
otros operadores temporales del lenguaje L. Por otra parte, si tomamos el lenguaje
LA completo, en lugar del fragmento L, algunos postulados adicionales se requieren para
poder revisar correctamente la informacio´n que esta´ afectada por algu´n operador At(α, n).
Prioridad de informacio´n anterior: Si KT ` At(α, n) entonces:
1. KT
?At(α, m) = KT solo si n ≤ m
2. KT
?At(α, m) = (KT
∼At(α, n))+At(α, m) solo si n > m
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En este postulado se establece la necesidad de mantener la informacio´n en el espectro
temporal ma´s amplio posible. As´ı por ejemplo, si se revisa la base de conocimiento
con informacio´n que ya esta´ presente en la base pero ligada a un momento de
tiempo diferente, siempre se preferira´ la informacio´n ma´s antigua, desde el punto
de vista temporal. Es importante notar que el postulado 1 no respeta el postulado
de e´xito completamente, ya que de alguna forma la sentencia se puede deducir de
la informacio´n previa.
Este postulado solo es aplicable sobre aquellas sentencias α ∈ Le, es decir, aquellas
que no este´n afectadas por los operadores ⊕ y 	. Esto se debe a que su precisio´n
temporal establece un v´ınculo importante con el momento en que son afirmadas.
Descomposicio´n: Si KT ` At(2+α, n) entonces
KT
?At(¬α, m) = (KT
∼[At(α, n)])+[At(U(α,¬α), m)∧At(2+α, m)] solo si n < m
La necesidad de mantener la mayor cantidad de informacio´n temporal lleva a que
cada vez que se cuente con informacio´n temporal de la forma “siempre”, se intentara´
mantener la sentencia en la mayor cantidad de momentos posibles.
Gra´ficamente la situacio´n podr´ıa verse de la siguiente manera:
Base KT que deduce At(2+α, n)
Base KT
?At(¬α, m)
Preferencia de hechos: Si KT ` At(⊕α, n) entonces:
KT
? At(α, n+1) = (KT
∼At(⊕α, n))+At(α, n+1)
Los operadores temporales le agregan dificultad al lenguaje, es por eso que en este
postulado se establece que siempre que sea posible se preferira´ la informacio´n que
este´ afectada por la menor cantidad de operadores temporales.
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5 Conclusiones y Trabajos Futuros
En este trabajo se presentan los postulados preliminares para el desarrollo de una teor´ıa
de cambio de creencias temporal sobre conjuntos no clausurados. Es claro que los pos-
tulados presentados tambie´n son aplicables a conjuntos clausurados de sentencias pero el
hincapie´ en este trabajo esta´ en la ventaja que aportan las bases de conocimiento sobre
los conjuntos clausurados. Es necesario definir algoritmos para operadores de contrac-
cio´n y revisio´n que respeten los postulados presentados en este trabajo. Como trabajo
futuro, resta obtener teoremas de representacio´n de estos operadores, esto es, dar defini-
ciones constructivas, postulados ba´sicos, y demostrar que todo operador construido con
los algoritmos formulados satisface los postulados propuestos y viceversa.
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