Abstract: Past studies of uncertainty handling with polyhedral clouds have already shown strength in dealing with higher dimensional uncertainties in robust optimisation, even in case of partial ignorance of statistical information. However, the number of function evaluations necessary to quantify and propagate the uncertainties has been too high to be useful in many real-life applications with respect to limitations of computational cost. In this paper, we propose a simulation-based approach for optimisation over a polyhedron, inspired by the Cauchy deviates method. Thus, we achieve a computationally efficient method to compute worst-case scenarios with polyhedral clouds which we embed in a robust optimisation problem formulation. We apply the method to two test cases from space system design.
Introduction
Uncertainty modelling is an everyday task in real human life: one estimates the time to get to the workplace, one tries to assess whether the amount of fuel in the car suffices for that trip, etc. Sometimes it can be a very difficult task, and similarly finding a good mathematical description for uncertainty modelling can also encounter severe difficulties. Some of the most critical issues are lack of statistical information and the well-known curse of dimensionality (see, e.g., Koch et al., 1999) . A practical situation that lacks information is the presence of multiple uncertain parameters with little data given and without any knowledge about statistical correlations. 
The first-level problem (5) can be solved with black box optimisation techniques towards a robust optimum (see, e.g., Fuchs and Neumaier, 2009a) . In this paper, we focus on a method to solve the inner level (3) with very little effort, so the evaluation of ĝ is computationally cheaper and black box optimisation tools for equation (5) can be employed more efficiently.
Polyhedral clouds
The goal of uncertainty modelling with polyhedral clouds is to capture and model information available and without assuming precise statistical knowledge. Let ε be an n-dimensional random vector. A potential cloud is an interval-valued mapping [ ( ( )), ( ( This can be achieved by techniques similar to one-dimensional p-boxes (see Ferson, 2002) . In many real-life applications, the joint distribution of ε is unknown and there is not enough statistical data to estimate it reliably. The potential V is selected in a way to model the uncertainty information that is actually available. Intuitively, we should select V such that the level sets of V resemble the level sets of the (unknown) joint density of ε. We will soon see why.
We define the lower α-cut
α α = exists, and : 0 / C α = otherwise; we define the upper α-cut
exists and :
otherwise. This gives a nested collection of lower and upper confidence regions in the sense that Pr( )
. The terms lower and upper confidence regions refer to the following fact: the region C α contains at most a fraction of α of all possible values of ε in R, since Pr( In general, confidence regions for a given confidence are not uniquely determined. By choosing a potential function V and constructing the potential cloud, we find one possibility of a lower and upper confidence region in the above sense. The worst-case search (3) in robust optimisation searches within these confidence regions. It is preferred to have small regions that typically lead to a less conservative worst-case analysis. Hence, we try to find a potential such that the confidence region is preferably small. Adding linear constraints to an initial box is one way to achieve this given incomplete information (see Fuchs and Neumaier, 2009b) . It leads to a polyhedral-shaped potential and polyhedral clouds.
Thus, one gets an uncertainty representation of possibly incomplete or imprecise knowledge. Precise knowledge can be given, e.g. as marginal CDFs, interval bounds on single variables or real sample data. Moreover, a significant amount of imprecise knowledge can be given by expert experience, e.g. knowledge about the dependence of variables without any precise statistical correlation information.
We illustrate the method by the following example: Assume that an expert wants to provide information about two random variables that have a physical dependence. The fundamental idea is that the expert is able to provide vague information about the dependence of the variables based on his knowledge about their physical relationship. In this example, the expert only knows bounds on the variables and a bit about their dependency; however, he does not know their joint density or correlation. He guesses interactively, for example a polyhedron that approximates the unknown hidden distribution. The cloud formalism then produces lower and upper α-cuts , C Cα α (see Figure 1 ). In the figure, the hidden distribution has an ellipsoidal confidence region. The polyhedra give a reasonable approximation considering that the dependence information is given imprecisely. Also note that the information can be easily updated interactively a posteriori. cloud results in confidence regions that reasonably approximate an ellipsoidal confidence region of the hidden distribution. The information was given imprecisely by an expert. In more than two dimensions, the polyhedral information is provided by projections to one-dimensional or two-dimensional subspaces (see online version for colours) There exist several relationships between clouds and other well-known uncertainty representations (see Fuchs, 2009) . A p-box is a rigorous enclosure of the CDF F of a univariate random variable X, F l ≤ F ≤ F u , in case of partial ignorance about specifications of F (see Berleant and Cheng, 1998; Ferson, 2002) . The relation to potential clouds becomes evident, regarding V(ε) as a one-dimensional random variable and the functions , α α as a p-box for V(ε). Thus, potential clouds extend the p-box concept to the case of multidimensional ε, without the exponential growth at work in the conventional p-box approach. Furthermore, p-boxes can be approximated discretely by Dempster-Shafer structures (DS structures) see (Ferson et al., 2003) . In an analogous way, one can generate a DS structure that approximates a given potential cloud (see Fuchs, 2009) . To see an interpretation of potential clouds in terms of fuzzy sets, one considers , C Cα α as α-cuts of a multidimensional interval valued membership function defined by α and α . The major difference from clouds is the fact that clouds allow for probabilistic statements, i.e. one cannot go back and construct a cloud from a multidimensional interval valued membership function because of the lack of the probabilistic properties. If the interval valued membership function actually does have these probabilistic properties, it corresponds to consistent possibility and necessity measures (see Lodwick and Jamison, 2008) , which are related to interval probabilities (see Weichselberger, 2000) .
In the next sections, we return to the main focus of the paper, i.e. finding the worstcase scenario via equation (3). The set C will be a confidence region generated by a polyhedral cloud.
Worst-case search
Let f(ε): = g(θ, ε) for fixed θ be a computationally expensive black box as mentioned in Section 2. For a polyhedral cloud the worst-case search then becomes
We denote the solution of equation (6) 
However, the cost for the linearisation of f is in the order of magnitude of n evaluations of the black box f which may exceed the limited budget of function evaluations in many applications of robust optimisation.
In this section, we present an approach inspired by the Cauchy deviates (CD) method for interval uncertainty, i.e.
One assumes that f can be linearised. However, one avoids to linearise f explicitly, and instead one uses a simulation 'trick', sampling a Cauchy distribution. In Section 4.1, we give an introduction to CD. We will modify the approach for the case of polyhedral uncertainty in Section 4.2. Important observations and explanations about the methods are discussed in detail in Section 4.3. The seminal paper on CD is Kreinovich and Trejo (2001) . More details can be found in Kreinovich and Ferson (2004) and Kreinovich et al. (2007) .
Cauchy deviates method
The CD method consists of seven basic steps. It represents the interval
are the centre and the radius vector of the interval, respectively. It computes f c by an evaluation of f at the centre of b 0 , then evaluates f at further sample points from b 0 and eventually estimates f r statistically. In our notation, it reads as follows.
1 The first step is simply a function evaluation at the centre of b 0 , i.e. we compute
where b c is the centre of b 0 .
2 The second step is generating a sample point e i ∈ [0, 1] n from a uniform distribution.
3 The third step is a transformation of e i to a Cauchy distribution. The Cauchy distribution has the density
with the scale parameter Δ and the location parameter ℓ. The corresponding CDF of the Cauchy distribution is
and the inverse CDF reads
Hence, to transform e i to a Cauchy-distributed sample scaled with respect to b 0 , we compute
where b r is the radius of b 0 , and 4 We need a normalisation step not to violate the constraint ε ∈ b 0 . To this end, we compute the factor
The construction also implies that after normalisation, one coordinate is always exactly on the margin of [−b r , b r ], namely in the coordinate that determines the ∞-norm.
and compute the simulated deviation 1 ( )
6 Iterate the Steps 2-5 for i = 2,…, N, where N is a user-defined parameter limiting the number of function evaluations of f used to solve equation (6). Thus, we achieve the
In the seventh step, we estimate the deviation Δ ≈ f r statistically thanks to the knowledge of d 2 , …, d N . Maximum likelihood estimation leads to the following zero finding problem for Δ. 
where a zero is known to lie in the interval Δ ∈ [min i |d i |, max i |d i |] for continuity reasons.
Thus, we find an estimated solution for [ , ] f f via
Modifications towards polyhedral uncertainty
With respect to robust optimisation, the attractive property of CD is that the statistical estimation of Δ has a tractable precision which is independent of n and suitable for a limited budget of evaluations of f, also see Section 4.3. After some modifications we can adapt CD to solve equation (6): 1 As in CD the first step is a function evaluation at the centre m of the polyhedron, i.e. we compute
2 The second step in CD is generating a sample point e i ∈ [0, 1] n from a uniform distribution. We do it similarly and add a rejection step here for the case that e i is not in {C − m} := {x ∈ R n |x = y − m, y ∈C}, i.e. a centred version of C. Hence, we reject
and resample e i if 3 The third step is, as in CD, a transformation of e i to a Cauchy distribution, i.e.
The simulated sample point x i possibly lies outside {C − m}.
4 So similar to CD we need a normalisation step not to violate the constraints in equation (6). The factor in the modified method reads
thus i i x K lies in {C − m} and lies on the margin of {C − m} in one coordinate, namely in the coordinate that determines the maximum in the formula.
5 Evaluate
and compute the simulated deviation 1 ( ).
6 Iterate the Steps 2-5 for i = 2,…, N.
7
Thus, we find f 1 + Δ as our estimated solution f of equation (6).
Discussion of the methods
In this section, we discuss the questions: Why do the methods work and what are their limitations? We summarise, elaborate and remark on the ideas of the seminal paper (Kreinovich and Trejo, 2001 ) that are relevant for the methods presented.
The methods are based on the assumption that C or b 0 are reasonably small such that f can be linearised inside, although the method does not linearise f explicitly as in equation (7) 
Note that c ∈ R n is unknown due to the fact that we do not linearise f explicitly, hence
The main idea of CD is to simulate a sample such that the resulting distribution of d(δ) becomes Cauchy distributed with parameters that can represent d and , d and that can be estimated statistically. Using 
Recall the definition of characteristic functions in probability theory: Let s ∈ R n , x be an n-dimensional random vector, :
where ⋅ denotes the expectation of the statement given as argument. If ρ x is the probability density of x, then χ x (s) is the Fourier transform of ρ x . An important result from Kreinovich and Trejo (2001) adapted to our formalism is the following proposition. 
Proof: The characteristic function of
with s ∈ R, and s sc
The definition of the characteristic function implies that χδ is the Fourier transform of the density of δ, i.e. ρ. Since we assumed that ρ is the inverse Fourier transform of 
and we can find a sample 
To find the ML estimator we maximise the log likelihood, i.e. 
The derivatives with respect to Δ and ℓ are given by the following equations:
Hence, first-order optimality conditions lead to the following equations:
which can be solved numerically for Δ and ℓ.
Remark 4.3: To estimate ℓ, one could alternatively use the sample median. The sample average, as it is suggested in the seminal paper Kreinovich and Trejo (2001) , is not appropriate to estimate ℓ, since the mean of the Cauchy distribution does not exist. 
Special case of intervals

Error estimation
Using the ML estimator Δ for the parameter p, we are facing an estimation error which we now wish to quantify depending on the sample size N for the ML estimation, and depending on a confidence α for the error calculations. To this end, we simulate the estimation procedure M times as described in Kreinovich and Trejo (2001) . Assume that we know p, then we can simulate N values d 1 ,…, d N by sampling an F Cauchy (p,0) distribution and apply ML to find an estimation Δ. We repeat it M times and thus generate a sample Δ 1 ,…, ΔM, the distribution of which is unknown. Our goal is to compute the factor k(N, α) such that
It follows that
where F Δ denotes the unknown CDF of the estimator Δ. We approximate F Δ via the empirical CDF 1, , M F Δ Δ using the values Δ 1 ,…, Δ M , thus we get
It is known since Kolmogorov (1941) 
The results for the estimation error, i.e. k(N, α) − 1, for different N and α = 95% are shown in Table 1 . Based on this experience, one can choose a reasonable value of N with respect to a given application. In our applications, we use N = 20 as a default value. Note that if N > n, it is not reasonable to use the simulation-based approach, and a linearisation-based approach (7) should be preferred since it is not affected by estimation errors if f is assumed to be linear. Remark 4.5: The error for N = 5 was reported to be 400% in the seminal paper (Kreinovich and Trejo, 2001) . Our calculations could not confirm this result.
Remark 4.6: It should be highlighted that the described method can be easily parallelised via parallel function evaluations, and that N in Table 1 is independent of n, so the method is suitable for any dimensionality.
Dependency issues
In the polyhedral case, we adopt the assumptions of the interval case and end up with the modified version in Section 4.2. The assumption that the variables are independent is violated if the polyhedral constraints arise from dependency information as described in Section 3. Both the interval and the polyhedral case are affected if the variables are not independent. One can observe that this typically leads to overestimation of max C f(ε). In general, any dependence information that allows to restrict C leads to a smaller value max C f(ε), so neglecting this information leads to a more conservative worst case. In our example, the overestimation would lead to the worst case f((1,−1) T ) = 2 and the application of CD ignoring dependence would give an estimate of this worst case. If the overestimation is not far too conservative, it is fortunately not a showstopper in the situation of robust optimisation as it will not diminish the robustness of the optimal solution.
Application examples
In this section, we apply the new worst-case search technique in two applications of cloud-based robust design optimisation in spacecraft system design: the NASA's Mars Exploration Rover (MER) mission (see NASA, 2003; Erickson, 2004; Fuchs et al., 2008) and the 2004 X-ray Evolving Universe Spectroscopy (XEUS) mission of the European Space Agency (ESA) (see ESA, 2004; ESA CDF, 2004; Neumaier et al., 2007) .
The relevant characteristics of the problems are as follows: in MER we have a onedimensional design problem, i.e. n 0 = 1, with a 34-dimensional uncertainty domain, i.e. n = 34. In XEUS, we have a ten-dimensional design problem, i.e. n 0 = 10, with a 24-dimensional uncertainty domain, i.e. n = 24. In both cases, it was shown via monotonicity checks and local investigations of f that the assumption of linearity is not unreasonable, although f is not strictly linear.
In the original applications, there was no expert knowledge provided to generate polyhedral clouds that are not box shaped. However, we could add vague information on dependencies between three pairs of variables. That is, two moments of inertia and an engine moment arm were supposed to be positively correlated with a cross-sectional area within the model.
The test cases are 34 and 24 dimensional, respectively. As we use N = 20, it holds n > N, so we are saving about 50% and 10% function evaluations, respectively, compared to linearisation (7) of the black box f using N + 1 function evaluations. To compare the results of the two approaches, we perform ten full runs of robust design optimisation using the new worst-case search. Each worst-case estimation is computed twice during this process, once using linearisation (7), once using our new worst-case search. We count how often the two estimations are close to each other in the sense of Section 4.3.3, i.e. 
where the value 70% is selected according to the entry of Table 1 for N = 20. The results are shown in Table 2 . They convincingly confirm the estimation quality and confidence α = 95% indicated in Table 1 . Furthermore, we have a look at the effect of the new -more noisy (see Remark 4.4 -objective function on the optimal solution found). This will indicate the value of the new approach applied to robust optimisation. As remarked, we expect to find rather suboptimal (but still robust) solutions of equation (5) since 70% estimation error for Δ can add significant noise to the objective function ĝ . Hence, we are interested in how often we can reproduce the optimal solution lin θ found via linearisation, and how much worse are the suboptimal solutions found. To this end, we count how often we find the same results and how often the suboptimal solutions are close to the actual, i.e. the suboptimality, 
is small, where we denote the CD solutions of equation (5) by θ , and ĝ is calculated using equation (7). Table 3 shows the results for different tolerances sub and the average of sub. We rarely find identical results. In MER, we find only few suboptimal results that are very close to the actual optimum. In XEUS, the suboptimal results are often very close to the actual optimum. In both test cases, the suboptimal results are very often within a 10% tolerance of sub which is a promising performance, considering the amount of function evaluations that can be saved. Especially in XEUS, the average sub is much smaller than this tolerance.
