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の評価観点の特性を考慮したモデル [12], [13] が提案
されてきた．これらの項目反応モデルは，素点平均な
どの単純な手法と比べて高精度な能力測定が実現でき
る [10], [15], [16]．しかし，既存モデルをルーブリック
評価に適用する場合，次の問題が残る．
（ 1） ルーブリック評価で得られるデータは学習者
×課題 ×評価者 ×評価観点の 4相データとなる．し
かし，既存モデルは学習者 ×課題 ×評価者，または
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表 1 ライティング評価ルーブリック
観点 1：背景と問題 観点 2：主張と結論 観点 3：根拠と事実 観点 4：対立意見の検討 観点 5：全体構成














































































































ここで，I, J, R, C, K をそれぞれ課題数，学習者
数，評価者数，評価観点数，評価カテゴリー数とす
ると，表 1 のようなルーブリックを用いた評価デー
タ X は，課題 i ∈ I = {1, . . . , I} における学習者
j ∈ J = {1, . . . , J}のパフォーマンスに対し，評価者
r ∈ R = {1, . . . , R} が評価観点 c ∈ C = {1, . . . , C}
に基づいて与える評点 xijrc ∈ K = {1, . . . , K} の集
合として以下で定義できる．
X = {xijrc|xijrc ∈ K ∪ {−1} ,































ijk−1 − P ∗ijk, (2)




P ∗ijk = [1 + exp (−Dαi(θj − bik))]−1




ここで，θj は学習者 j の能力，αi は課題 i の識別
力，bik は課題 i において k より大きい評点を得る
困難度を表す．困難度パラメータ bik には順序制約








m=1 [Dαi(θj − βi − dim)]∑K
l=1 exp
∑l
m=1 [Dαi(θj − βi − dim)]
(4)
ここで，βi は課題 iの困難度を表す位置パラメータで




k=2 dik = 0 : ∀iと制約する．
GPCMは，評定尺度モデル (Rating Scale Model:
RSM) [25]や部分採点モデル (Partial Credit Model:
PCM) [26]などの複数の多値型 IRTモデルの一般形と
なっている．PCMはGPCMにおいて αi = 1.0; ∀iと














4. 1 課題と評価者の特性を考慮した IRTモデル
評価者パラメータを付与した代表的な IRT モデル
として，多相ラッシュモデル（MFRM: Many-Facet




における学習者 j のパフォーマンスに評価者 rが評点




m=1 [D(θj − βi − βr − dm)]∑K
l=1 exp
∑l





r=1 βr = 0，d1 = 0，∑K














ijrk−1 − P ∗ijrk, (6)
P ∗ijrk は課題 i における学習者 j のパフォーマンスに
461





P ∗ijrk = [1 + exp(−Dαiαr(θj − bik − εr))]−1 ,
P ∗ijr0 = 1, P
∗
ijrK = 0.
ここでは，αr が評価者 rの一貫性を，εr は評価者 rの
厳しさを表す．モデルの識別性のために
∏R
r=1 αr = 1，∑R








m=1 [Dαiαr(θj − βi − βr − drm)]∑K
l=1 exp
∑l
m=1 [Dαiαr(θj − βi − βr − drm)]
(7)




r=1 αr = 1，
∑R
r=1 βr = 0，及び dr1 = 0，∑K




課題パラメータ bik が，式 (7)のモデルでは評価者パ
ラメータ drk がカテゴリー k の基準を定めている．












学習者 j のパフォーマンスに対して評価者 r が評価観




jrck−1 − P ∗jrck, (8)
P ∗jrck は，学習者 j のパフォーマンスに対して評価者




P ∗jrck = [1 + exp (−Dαcαr(θj − bck − εr))]−1
P ∗jrc0 = 1, P
∗
jrcK = 0
ここで，αc は評価観点 cの識別力を表し，bck（bc1 <




r=1 αr = 1，
∑R





































































これにより θj は識別可能となる [29]．また，ステップ
パラメータ dck は，GPCM やその拡張モデルと同様
に，dc1 = 0，
∑K
k=2 dck = 0 : ∀cと制約することで識
別可能となる．しかし，提案モデルでは，これらの制
約を課しても，αiαrαc と τrdck，−βi − βr − βc の各
項において識別不能の問題が残る．
−βi − βr − βc の項については，例えば，任意の定






i=1 βi = 0，
∑C
c=1 βc = 0と制約する．
αiαrαc と τrdck の項については，例えば，αi と αr
を任意の定数 hを用いて αih，αrh としても反応確率
が不変であることから識別不能であることがわかる．
このような識別性の問題は，パラメータの積に制約を




i=1 αi = 1，
∏C








に，評価カテゴリー数 K = 4において，表 2 のパラ
メータを所与としたときの，提案モデルの項目反応曲





能力 θj を表し，縦軸が各評点への反応確率 Pijrck を
表す．図 1 から，いずれの ICCにおいても，能力が低
いほど低い評点を得る確率が高くなり，能力が高いほ
ど高い評点を得る確率が高くなっていることがわかる．
















(c) は (a) から，ステップパラメータ dck の値を変
化させた場合の ICC である．このパラメータは，隣
接する値 dck+1 − dck の差が大きくなるほど，評点 k
と評点 k + 1 の基準の乖離が大きいことを意味する．
ICC上では，評点 kへの反応確率を能力尺度の広い範
表 2 図 1 で使用したパラメータ
αc βc dc1 dc2 dc3 dc4
評価観点 1 1.0 0.0 0.0 −1.0 0.0 0.5
評価観点 2 2.0 1.0 0.0 −1.0 0.0 0.5
評価観点 3 1.0 0.0 0.0 −1.0 −1.0 1.0
αr βr τr
評価者 1 1.0 0.0 1.0
評価者 2 2.0 1.0 1.0
評価者 3 1.0 0.0 2.0
評価者 4 1.0 0.0 0.5
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図 1 表 2 のパラメータを適用した場合の項目反応曲線
囲で高くすることでこの特性が表現される．例えば，























例えば，τr が大きい (e)の ICCでは，τr が小さい (f)
の ICCと比べて，4段階カテゴリーの平均値付近にあ
たる評点 2と 3への反応確率が能力尺度の広い範囲で














（MCMC: Markov Chain Monte-Carlo）を用いた期










J I R C θj αi αr αc βi βr βc τr dck Avg. θj αi αr αc βi βr βc τr dck Avg.
30 3 5 5 0.22 0.04 0.18 0.12 0.08 0.08 0.06 0.09 0.23 0.12 0.01 0.00 0.11 0.00 0.00 0.01 0.00 0.00 0.00 0.01
10 0.15 0.04 0.12 0.10 0.10 0.05 0.05 0.03 0.15 0.09 0.00 0.00 0.10 −0.01 0.00 −0.01 0.00 0.01 0.00 0.01
10 5 0.12 0.02 0.21 0.06 0.01 0.10 0.03 0.14 0.14 0.09 −0.02 0.00 0.10 0.01 0.00 −0.01 0.00 0.02 0.00 0.01
10 0.10 0.02 0.09 0.07 0.08 0.06 0.05 0.11 0.12 0.08 −0.01 0.00 0.07 −0.01 0.00 −0.01 0.00 0.00 0.00 0.00
5 5 5 0.10 0.09 0.05 0.09 0.03 0.03 0.01 0.13 0.15 0.08 0.00 0.01 0.00 0.02 0.00 −0.01 0.00 0.02 0.00 0.00
10 0.11 0.07 0.09 0.09 0.06 0.12 0.04 0.06 0.15 0.09 0.03 0.00 0.09 0.00 0.00 0.02 0.00 0.00 0.00 0.02
10 5 0.09 0.03 0.07 0.03 0.02 0.07 0.03 0.05 0.05 0.05 0.01 0.00 −0.03 0.00 0.00 0.02 0.00 0.02 0.00 0.00
10 0.10 0.03 0.06 0.03 0.04 0.09 0.01 0.05 0.07 0.05 0.03 0.00 0.06 0.00 0.00 0.02 0.00 0.00 0.00 0.01
50 3 5 5 0.14 0.02 0.08 0.12 0.09 0.09 0.01 0.08 0.21 0.09 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00
10 0.14 0.05 0.09 0.12 0.09 0.06 0.04 0.10 0.13 0.09 0.00 0.00 0.09 −0.02 0.00 0.01 0.00 0.02 0.00 0.01
10 5 0.10 0.03 0.13 0.06 0.06 0.09 0.04 0.10 0.11 0.08 0.01 −0.01 0.05 0.00 0.00 −0.01 0.00 0.02 0.00 0.01
10 0.10 0.03 0.09 0.03 0.08 0.07 0.03 0.05 0.10 0.06 −0.01 0.00 0.09 0.00 0.00 −0.01 0.00 0.02 0.00 0.01
5 5 5 0.12 0.06 0.13 0.04 0.09 0.10 0.04 0.10 0.11 0.09 0.01 0.00 −0.12 0.00 0.00 0.00 0.00 0.01 0.00 −0.01
10 0.13 0.04 0.11 0.06 0.02 0.03 0.03 0.06 0.07 0.06 −0.03 −0.01 −0.09 0.01 0.00 0.00 0.00 0.03 0.00 −0.01
10 5 0.12 0.01 0.08 0.04 0.07 0.08 0.01 0.07 0.08 0.06 0.01 0.00 0.07 0.00 0.00 −0.01 0.00 0.00 0.00 0.01
10 0.04 0.05 0.05 0.04 0.02 0.03 0.02 0.03 0.08 0.04 0.01 −0.01 −0.02 0.00 0.00 0.02 0.00 0.00 0.00 0.00
ある反面，目標分布への収束が遅いという問題があ
る [32], [33]．

















布は θj , βi, βr, βc, dck, log αi, log αr, log αc, log τr
∼ N(0.0, 1.02) とした．ここで，N(μ, σ2) は平均 μ，
標準偏差 σ の正規分布を表す．本研究では，MCMC








（ 1） モデルパラメータの真値を 5. 3に示した分布
に従ってランダムに生成した．
（ 2） 手順 (1)で生成したパラメータを所与として，
データXを式 (9)の提案モデルから生成した．
（ 3） 生成したデータから MCMC を用いてパラ
メータ推定を行った．
（ 4） 得られたパラメータ推定値と手順 (1)で生成
したパラメータ真値との平均平方 2 乗誤差（RMSE:
Root Mean Square Error）とバイアスを算出した．
（ 5） 以上を 30回行い，RMSEとバイアスの平均
と標準偏差を求めた．
上記の実験を，学習者数 J = 30, 50，課題数
I = 3, 5，評価者数 R = 5, 10，評価観点数 C = 5, 10
の場合において行った．カテゴリー数は K = 4 とし
た．これらの実験条件は次章で行う実データ実験の規
模と同程度となるように選定した．




に従うサンプルの 99.73%が含まれる範囲（−3 ∼ 3）
の 1.7% と 3.3% に相当し，十分に小さい値と解釈で
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評価観点 c = 1 c = 2 c = 3 c = 4 c = 5
αc 1.130 0.916 1.210 0.810 0.986
βc −0.541 −0.143 0.052 0.750 −0.117
dc2 −2.336 −1.383 −2.041 −1.496 −2.408
dc3 −0.048 −0.438 0.041 −0.094 −0.383
dc4 2.385 1.821 2.001 1.591 2.791
評価者 r = 1 r = 2 r = 3 r = 4 r = 5
αr 0.821 0.469 0.698 0.597 0.816
βr −0.489 −1.211 −0.228 −1.498 −0.232
τr 0.882 1.520 0.459 1.033 0.578
評価者 r = 6 r = 7 r = 8 r = 9 r = 10
αr 0.752 0.847 0.992 0.254 0.780
βr −0.295 0.053 −0.315 −0.236 1.360
τr 0.815 0.658 0.731 2.020 3.438
課題 i = 1 i = 2 i = 3 i = 4
αi 0.841 1.018 1.086 1.075
βi −0.031 −0.054 0.075 0.009





（ 1） 4相データを 3相データに変換
一つ目の方法は，従来モデルに適用できるように 4相
データを 3相データに変換する方法である．具体的に
は，ルーブリック評価の 4相データ Xを，学習者 ×
課題 × 評価者の 3 相データ X′ = {mode({xijrc|c ∈
C})|i ∈ I, j ∈ J , r ∈ R} に変換して r-GRM と
r-GPCM を適用する．ここで，mode(S) は集合 S
の最頻値を返す関数とする．同様に，4 相データ
X を学習者 × 評価者 × 評価観点の 3 相データ
X′′ = {mode({xijrc|i ∈ I})|j ∈ J , r ∈ R, c ∈ C}に
変換して r-MGRMを適用する．
（ 2） 4相データに適用できるモデル定義に拡張
二つ目の方法は，4相データ xijrc ∈ Xに対して反応
確率が定義されるようにモデル式を変更する方法で
ある．具体的には，r-GRM の式 (6) と r-GPCM の
式 (7)の左辺を Pijrkから Pijrckに変更し，r-MGRM
の式 (8)の左辺を Pjrck から Pijrck に変更する．これ
は，r-GRM と r-GPCM では，評価観点 c にかから
わず，式 (6)右辺及び式 (7)右辺で反応確率を計算し，
r-MGRM ではいずれの課題 i についても，式 (8) 右
辺で反応確率を計算することを意味する．
また，提案モデルで新たに導入した評価者パラメー




















3 相データ 4 相データ
r-GRM r-GPCM r-MGRM r-GRM r-GPCM r-MGRM 提案 w/o τr 提案モデル 素点平均
情報量 WAIC 2278.18 2255.39 2837.81 14112.59 13982.13 13279.27 13286.24 13033.21 -
規準 ML 2211.41 2183.64 2766.27 14044.36 13907.34 13208.19 13207.10 12943.06 -
能力 平均 0.350 0.362 0.317 0.369 0.396 0.395 0.390 0.450 0.347
測定 標準偏差 0.137 0.144 0.157 0.145 0.136 0.136 0.135 0.130 0.147
精度 3 相 r-GPCM p < .001 - - - - - - - -
データ r-MGRM p < .001 p < .001 - - - - - - -
4 相 r-GRM p < .001 p = .141 p < .001 - - - - - -
データ r-GPCM p < .001 p < .001 p < .001 p < .001 - - - - -
r-MGRM p < .001 p < .001 p < .001 p < .001 p = .999 - - - -
提案 w/o τr p < .001 p < .001 p < .001 p < .001 p = .501 p = .869 - - -
提案モデル p < .001 p < .001 p < .001 p < .001 p < .001 p < .001 p < .001 - -








3 相データ適用では r-GRM と r-GPCM のみ比較可
能であり，4相データ適用時と 3相データ適用時の結
果は比較できないことに注意してほしい．





































（ 4） n 番目の欠測データから推定された能力値
θn と n′ 番目の欠測データから推定された能力値
θn′ との相関係数 Cor(θn, θn′) を n ∈ {1, . . ., 100}，
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ではその効果が顕著であることが読み取れる．これ

























7. む す び
本研究では，ルーブリック評価で得られる学習者 ×
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int <lower=0> N;//n samples
int <lower=1, upper=J> ExamineeID [N];
int <lower=1, upper=I> ItemID [N];
int <lower=1, upper=R> RaterID [N];
int <lower=1, upper=C> RubricID [N];
int <lower=1, upper=K> X [N];
}
transformed data{




real<lower=0> alpha i [I−1];
real<lower=0> alpha r [R];




vector[K−2] beta ck [C];
real<lower=0> tau r [R−1];
}
transformed parameters{
real<lower=0> trans alpha i[I];
real<lower=0> trans alpha c[C];
vector[I] trans beta i;
vector[C] trans beta c;
real<lower=0> trans tau r[R];
vector[K−1] category est[C];
vector[K] category prm[C, R];
trans alpha i[1] = 1.0 / prod(alpha i);
trans alpha c[1] = 1.0 / prod(alpha c);
trans beta i[1] = −1∗sum(beta i);
trans beta c[1] = −1∗sum(beta c);
trans tau r[1] = 1.0 / prod(tau r);
trans alpha i[2:I] = alpha i;
trans alpha c[2:C] = alpha c;
trans beta i[2:I] = beta i;
trans beta c[2:C] = beta c;
trans tau r[2:R] = tau r;
for(p in 1:C){
category est[p, 1:(K−2)] = beta ck [p];
category est[p, K−1] = −1∗sum(beta ck [p]);
for(r in 1:R){
category prm[p, r] = cumulative sum(append row





trans alpha i ˜ lognormal(0, 1);
alpha r ˜ lognormal(0, 1);
trans alpha c ˜ lognormal(0, 1);
trans beta i ˜ normal(0, 1);
beta r ˜ normal(0, 1);
trans beta c ˜ normal(0, 1);
trans tau r ˜ lognormal(0, 1);
theta ˜ normal(0, 1);
for (p in 1:C) category est [p,] ˜ normal(0, 1);
for (n in 1:N){
X[n] ˜ categorical logit(1.7 ∗trans alpha i[ItemID[n
]]∗alpha r[RaterID[n]]∗trans alpha c[RubricID[
n]]∗(c∗(theta[ExamineeID[n]]−trans beta i[







for (n in 1:N){
log lik[n] = categorical logit log(X[n], 1.7 ∗
trans alpha i[ItemID[n]]∗alpha r[RaterID[n]]∗
trans alpha c[RubricID[n]]∗(c∗(theta[
ExamineeID[n]]−trans beta i[ItemID[n]]−
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