Abstract. We show that asymptotic (valued differential) fields have unique maximal immediate extensions. Connecting this to differential-henselianity, we prove that any differential-henselian asymptotic field is differential-algebraically maximal, removing the assumption of monotonicity from a theorem of Aschenbrenner, van den Dries, and van der Hoeven [1, Theorem 7.0.3]. Finally, we use this result to show the existence and uniqueness of differential-henselizations of asymptotic fields.
Introduction
The basic objects of this paper are valued differential fields with small derivation and their extensions, by which we mean valued differential field extensions with small derivation. The issue of uniqueness of maximal immediate extensions of such objects was first considered by Scanlon, who obtained a positive result for monotone fields with many constants and linearly surjective residue field [6] . (In that result, and throughout this paper, all valued differential fields are assumed to be of equicharacteristic 0.) Aschenbrenner, van den Dries, and van der Hoeven generalized this to monotone fields with linearly surjective residue field [1, Theorem 7.4.3] . In [2] , the same authors conjectured that any valued differential field with small derivation and linearly surjective residue field should have unique maximal immediate extensions. Van den Dries and the present author removed monotonicity from the previous result but required the value group to be the union of its convex subgroups of finite archimedean rank [3] . Here, we prove the conjecture when the valued differential field is asymptotic, a condition opposite in spirit to monotonicity.
Theorem A. If an asymptotic valued differential field K has small derivation and linearly surjective residue field, then any two maximal immediate extensions of K are isomorphic over K.
Theorem C. Suppose K is an asymptotic valued differential field with small derivation and linearly surjective residue field. Then K has a differential-henselization. Moreover, any two differentialhenselizations of K are isomorphic over K.
Basic definitions and notation.
To understand these results, we define the necessary conditions after setting up basic notation, which we keep close to that of [1] . We let d, i, j, m, and n be in N = {0, 1, 2, . . . }. In the rest of this introduction, we let r ∈ N, but afterwards, we also allow r to be ∞ > N but restrict it to r 1. Throughout, K will be a valued differential field, that is, a field together with a surjective map v : K × → Γ and a map ∂ : K → K satisfying, for all x, y in their domain: Here, Γ is a (totally) ordered abelian group called the value group of K. We introduce a symbol ∞ / ∈ Γ and extend the ordering to Γ ∪ {∞} by ∞ > Γ. We also set ∞ + γ = γ + ∞ := ∞ for all γ ∈ Γ. This allows us to extend v to K by setting v(0) := ∞. We also set Γ = := Γ \ {0}. We let O := {a ∈ K : v(a) 0} be the valuation ring of K and O := {a ∈ K : v(a) > 0} its (unique) maximal ideal. We also set O = := O \ {0} and O = := O \ {0}. Then k := O/O denotes the residue field of K. As it is often more intuitive, we define for a, b ∈ K:
Regarding the derivation, we usually write a ′ for ∂(a) if the derivation is clear from context, and the field of constants of K is denoted C := {a ∈ K : ∂(a) = 0}. For another valued differential field L, we apply the subscript L to these symbols; for example, O L denotes the valuation ring of L.
Recall that a valued field extension L of K is said to be immediate if k L = k and Γ L = Γ, where we identify k with a subfield of k L and Γ with an ordered subgroup of Γ L in the usual way. We call a pseudocauchy sequence a pc-sequence and refer the reader to [ . . ] denote the ring of differential polynomials over K and set K{Y } = := K{Y } \ {0}. Let P range over K{Y } = . The order of P is the smallest r such that P ∈ K[Y, Y ′ , . . . , Y (r) ]. Its degree is its total degree. If r is the order of P , m its degree in Y (r) , and n its total degree, then the complexity of P is the triple c(P ) := (r, m, n); complexities are ordered lexicographically. For i = (i 0 , . . . , i r ) ∈ N 1+r , we set Y i = Y i 0 (Y ′ ) i 1 . . . (Y (r) ) ir . If P has order at most r, then we decompose P as i P i Y i , where i ranges over N 1+r . We also sometimes decompose P into its homogeneous parts, so let P d denote the homogeneous part of P of degree d and set P d := i d P i and P >d := i>d P i . Letting |i| := i 0 + · · · + i r , we note that P d = |i|=d P i Y i . The multiplicity of P , denoted mul P , is the least d with P d = 0. We often use, for a ∈ K, the additive and multiplicative conjugates of P by a defined by P +a (Y ) := P (a + Y ) and P ×a (Y ) := P (aY ). For convenience, we also write P −a for P +(−a) . The multiplicity of P at a is mul P +a . Note that (P d ) ×a = (P ×a ) d , which we denote by P d,×a for simplicity. For more on such conjugation, see [1, §4.3] . We extend the derivation of K to K{Y } in the natural way, and we also extend v to K{Y } by setting v(P ) to be the minimum valuation of the coefficients of P . The relations , ≺, ≍, and ∼ are also extended to K{Y } in the obvious way. We recall how v(P ) behaves under additive and multiplicative conjugation of P in §2. 5 .
There are two conditions we sometimes impose connecting the valuation and the derivation. First, we say K is asymptotic if, for all f , g ∈ O = ,
If K is asymptotic, then ∂ is continuous with respect to the valuation topology on K [1, Corollary 9. 1.5] . It follows immediately from the definition that if K is asymptotic, then v(C × ) = {0}, in which case we say that K has few constants. This weaker condition is assumed in some lemmas, so as to delay the assumption that K is asymptotic until §6. The class of asymptotic fields includes for example the ordered (valued) differential field of logarithmic-exponential transseries studied in [1] , and, more generally, the class of differential-valued fields introduced by Rosenlicht [5] . The second condition is more basic and is assumed throughout: We say K has small derivation if ∂O ⊆ O. Small derivation also implies that ∂ is continuous; in fact, ∂ is continuous if and only if ∂O ⊆ aO for some a ∈ K × [1, Lemma 4.4.7] . It also implies ∂O ⊆ O [1, Lemma 4.4.1], so ∂ induces a derivation on k. Let r 1. Then we say that k is r-linearly surjective if, for all a 0 , . . . , a r ∈ k with a i = 0 for some i, the equation a 0 + a 1 y + · · · + a r y (r) = 0 has a solution in k. We call k linearly surjective (or ∞-linearly surjective) if k is r-linearly surjective for each r. Generalizing the notion of henselianity for valued fields, we say K is r-differential-henselian (r-d-henselian for short) if: (rDH1) k is r-linearly surjective, and (rDH2) whenever P ∈ O{Y } has order at most r and satisfies P 0 ≺ 1 and P 1 ≍ 1, there is y ≺ 1 with P (y) = 0. We say K is differential-henselian (d-henselian for short) if it is r-d-henselian for each r. We use ∞-d-henselian as a synonym for "d-henselian." These definitions are due to Aschenbrenner, van den Dries, and van der Hoeven [1, Chapter 7] , although earlier notions were considered by Scanlon for monotone fields [6] and F.-V. Kuhlmann for differential-valued fields [4] . Connecting this to asymptoticity, we note that if K is r-d-henselian and has few constants, then it is asymptotic [1, Lemma 9.1.1].
Throughout, by an extension of K we mean a valued differential field extension of K with small derivation, for the sake of brevity; similarly, embedding means "valued differential field embedding." In analogy with the notion of a henselization of a valued field, we defined with van den Dries the notion of a differential-henselization of a valued differential field in [3] : We say an extension L of K is a differential-henselization (d-henselization for short) of K if it is an immediate d-henselian extension of K that embeds over K into any immediate d-henselian extension of K. Finally, we call K maximal if it has no proper immediate extension and differential-algebraically maximal (d-algebraically maximal for short) if it has no proper differentially algebraic immediate extension. Recall from [1, Chapter 7] that if the derivation induced on k is nontrivial, then K is d-algebraically maximal if and only if every pc-sequence in K of d-algebraic type over K has a pseudolimit in K (see §2.3 for this notion). It is also worth pointing out that by the main result of [2] , K is maximal in this sense if and only if K is maximal as a valued field in the usual sense, or, equivalently, that every pc-sequence in K has a pseudolimit in K.
1.2.
Outline. The main tool used to prove Theorems A, B, and C is Proposition 3.0.1. However, one of its hypotheses is that the value group is divisible, so a variant is needed. We remove the divisibility assumption by passing to the algebraic closure, but to get around some technical issues, henselianity is assumed, leading to Proposition 3.1.2. The main results are proven in §3, assuming Proposition 3.0.1: Theorem A is Theorem 3.2.2, Theorem B is Theorem 3.2.3, and Theorem C is Theorem 3.2.5. Preceding §3 is a section with further definitions and lemmas used later; some are borrowed from [1, 2, 3] . The sections following §3 build towards the proof of Proposition 3.0.1, which is completed in §7. The strategy closely follows the approach taken to prove [1, Proposition 14.5.1], which is an analogue of Proposition 3.0.1 in the setting of ω-free H-asymptotic differential-valued fields with divisible value group.
First, we adapt their differential newton diagram method to the setting of valued differential fields with small derivation and divisible value group in §4, which relies in an essential way on the Equalizer Theorem [1, Theorem 6.0.1]; this is where divisibility is used. The main results are Proposition 4.0.5 and Corollary 4.0.6, and these are connected to pc-sequences in §4.1.
From there, we proceed to study asymptotic differential equations in §5, with the main technical tool being that of an unraveller. There are three key steps in this section. First, the existence of an unraveller that is a pseudolimit of a pseudocauchy sequence in Lemma 5. . But throughout, the notion of dominant degree replaces its more subtle variant, newton degree, leading to the simplification of some proofs. Since we do not assume in these sections that K is asymptotic, let alone H-asymptotic, the most significant change is to replace the convex valuation on Γ = given by v(g) → v(g ′ /g) with that given by considering archimedean classes. The necessary lemmas are proven in §2.5.
The penultimate section, §6, is quite technical, combining many results from the previous sections, and culminates in Proposition 6.0.1 and its Corollary 6.5.1, which is essential to the proof of Proposition 3.0.1. One of the main steps here is Lemma 6.3.2, which allows us to use Lemma 5.2.2 to reduce the degree. This section is based on [1, §14.4] , but a number of changes are made, since some powerful theorems proven under the hypotheses of that section are not available here.
1.3. Review of assumptions. Throughout, K is a field with nontrivial (surjective) valuation v : K × → Γ and nontrivial derivation ∂ : K → K. The valuation ring is O with maximal ideal O, and we further assume that K has small derivation, i.e., ∂O ⊆ O. Then the differential residue field is k = O/O. The field of constants is denoted C. Additional assumptions will be specified where needed. In particular, we sometimes assume Γ is divisible or that the induced derivation on k is nontrivial. "Extension" is short for "valued differential field extension with small derivation" and "embedding" is short for "valued differential field embedding." We let d, i, j, m, and n be in N = {0, 1, 2, . . . }, and r ∈ N ∪ {∞} with r 1.
Preliminaries
Throughout this section, we let P ∈ K{Y } = .
2.1. Dominant parts of differential polynomials. We present in this subsection the notion of the dominant part of a differential polynomial over K when K has a monomial group M, i.e., a subgroup of K × that is mapped bijectively onto Γ by v. This assumption yields slightly improved versions of lemmas from [1, §6.6] , where this notion is developed without the monomial group assumption. All the statements about dominant degree and dominant multiplicity given here remain true in that greater generality, and we freely use them later even when K may not have a monomial group. The proofs are essentially the same, so are omitted.
Whenever we have a monomial group, we let d P ∈ M be the unique monomial such that
Definition. Since d −1 P P ∈ O{Y }, we define the dominant part of P to be the differential polynomial
For Q = 0 ∈ K{Y }, we set D Q := 0 ∈ k{Y }. Then deg D P deg P and ord D P ord P . We call ddeg P := deg D P the dominant degree of P and dmul P := mul D P the dominant multiplicity of P .
Note that if P is homogeneous of degree d, then so is D P .
Proof. Part (2) is not in [1] , so we give a proof. Suppose P ≍ Q and P +Q ≍ P , so
It follows from (2) that ddeg P ×g and dmul P ×g only depend on vg, for g ∈ K × . The next five results are exactly as in [1, §6.6 ], but are recalled here for the reader's convenience.
Below, we let E ⊆ K × be nonempty and such that for f , g ∈ K × , f g ∈ E implies f ∈ E. In this case, we say E is -closed, and we consider the dominant degree of P on E defined by:
Note that -closed sets correspond with nonempty upward-closed cuts in Γ. If for some γ ∈ Γ, E = {f ∈ K × : vf γ}, then we let ddeg γ P := ddeg E P . For any g ∈ K × with vg = γ we set ddeg g P := ddeg γ P , and by the previous result we have ddeg g P = ddeg P ×g . We define ddeg >γ P and ddeg ≺g P analogously.
We associate to each pc-sequence (
Throughout, a := c K (a ρ ). Note that c K (a ρ + y) for y ∈ K depends only on a and y, so we let a + y denote c K (a ρ + y) and a − y denote c K (a ρ − y). Similarly, c K (a ρ y) for y ∈ K × depends only on a and y, so we let a · y denote c K (a ρ y).
Definition.
The dominant degree of P in the cut of (a ρ ), denoted ddeg a P , is the natural number d P, (a ρ ) from the previous lemma.
Lemma 2.2.3 ([3, 2.3]).
The dominant degree in a cut has the following properties:
(1) ddeg a P deg P ; (2) ddeg a P +y = ddeg a+y P for y ∈ K; (3) if y ∈ K and vy is in the width of (a ρ ), then ddeg a P +y = ddeg a P ; [2] but are incidental here, and mentioned only since they occur in the corresponding lemmas of [2] .
Let ℓ / ∈ K be an element in an extension of K such that v(ℓ − K) := {v(ℓ − x) : x ∈ K} has no largest element (equivalently, ℓ is the pseudolimit of some divergent pc-sequence in K). We say that P vanishes at (K, ℓ) if for all a ∈ K and v ∈ K × with a − ℓ ≺ v, ddeg ≺v P +a 1. Then Z(K, ℓ) denotes the set of nonzero differential polynomials over K vanishing at (K, ℓ).
In particular, ddeg a P 1 ⇐⇒ P ∈ Z(K, ℓ).
The following conditions on P are equivalent:
(1) P ∈ Z(K, ℓ) and has minimal complexity; (2) P is a minimal differential polynomial of (a ρ ) over K. 
. Note that v φ and φ also appeared in [1, §9.4], where they indicated a different coarsening of v. We first recall how v(P ) changes as we additively and multiplicatively conjugate P .
Item (2) allows us to define the function v P : Γ → Γ by vf → v(P ×f ). The main property of this function is recorded in the following lemma. Here, for α, β ∈ Γ we write
Lemma 2.5.2 ([1, 6.1.3 and 6.1.5]). Let P , Q ∈ K{Y } = with P = P m and Q = Q n . For α, β ∈ Γ with α = β, we have
and if m > n, then v P − v Q is strictly increasing.
The lemmas from the rest of this subsection will play an important role in the main technical proposition, Proposition 6.0.1. Lemmas 2.5.3-2.5.8 are variants of lemmas from the end of [1, §9.4] . The first two are facts about valued fields, not involving the derivation.
Lemma 2.5.5. Suppose P is homogeneous of degree d, and let g ∈ K × with g ≍ 1.
Then
Proof. By Lemma 2.5.
Proof.
by Lemma 2.5.5. In view of
Lemma 2.5.7. Suppose g ∈ K × with g ≻ 1 and d = ddeg P = ddeg P ×g . Then gP >d g P .
Proof. If P >d = 0, then the result holds trivially, so assume P >d = 0. Take i > d such that P i ≍ P >d . Then Lemma 2.5.5 and the fact that g ≻ 1 give
using Lemma 2.5.5 again. Hence P g gP >d .
Lemma 2.5.
, we get f ≍ g 1, and thus P ×f ≍ g P d P , so P ×f g P . Now, apply the same argument to P ×f and f −1 in place of P and f , using that
, to get P = (P ×f ) ×f −1 g P ×f , and hence P ≍ g P ×f .
In the next two lemmas, we return to the situation in which M is a monomial group for K, and we let m, n range over M. These two lemmas are based on [1, Lemma 13.2.3 and Corollary 13.2.4].
Lemma 2.5.9. Suppose n = 1 and
Corollary 2.5.10. Suppose n ≻ 1 and ddeg P = ddeg
Proof. Let R := P − Q = P >d . Then Lemma 2.5.7 gives
Let g 1. Then R +g ≍ R and P +g ≍ P by Lemma 2.5.1(1). Thus we have R +g ≺ n P +g , so it remains to apply the previous lemma.
Main results
Assume in this section that the induced derivation on k is nontrivial. Here, we prove the main results of this paper concerning the uniqueness of maximal immediate extensions, the relationship between d-algebraic maximality and d-henselianity, and the existence of d-henselizations, assuming Proposition 3.0.1. We return to the proof of this proposition in §7.
3.1. Removing divisibility. In the next lemmas, we construe the algebraic closure K ac of K as a valued differential field. The derivation of K extends uniquely to K ac [1, Lemma 1.9.2] and we equip K ac with any valuation extending that of K. This determines K ac as a valued differential field extension of K up to isomorphism over K, with value group the divisible hull QΓ of Γ and residue field the algebraic closure k ac of k. If K is henselian, then its valuation extends uniquely to K ac (see [1, Proposition 3.3 .11]). By [1, Proposition 6.2.1], K ac has small derivation.
Proof. We may suppose that (a ρ ) is divergent in K, the other case being trivial. Then (a ρ ) must still be divergent in K ac . If it had a pseudolimit a ∈ K ac , then we would have Q(a ρ ) 0, where
. But since K is henselian, it is algebraically maximal (see [1, Corollary 3.3 .21]), and then (a ρ ) would have a pseudolimit in K. Now suppose to the contrary that Q is a minimal differential polynomial of (a ρ ) over
(see [1, Corollary 3.3 .49]), so we have a valuation basis
. That is, B is a basis of L over K, and for all a 1 , . . . , a n ∈ K,
a i e i = min
Then by expressing the coefficients of Q in terms of the valuation basis,
where 
Q(a) = 0. Finally, by passing to a cofinal subsequence, we take i with
0 and c(R i ) < c(P ), contradicting the minimality of P .
Note that a corollary of this lemma is that minimal differential polynomials over henselian K (with nontrivial induced derivation on k) are absolutely irreducible, by [ 7), ddeg a G = 1.
Main results.
The next results now follow from Proposition 3.1.2 similarly to how the main results in [3] followed from the corresponding lemma. Identical proofs are omitted, but some proofs require arguments using henselizations and are presented slightly modified.
Lemma 3.2.1. Suppose K is asymptotic and henselian, and k is linearly surjective. Let
(a ρ ) be a pc-sequence in K with minimal differential polynomial G over K. Let L be a d-algebraically maximal extension of K such that k L is linearly surjective. Then there is b ∈ L with a ρ b and G(b) = 0.
Theorem 3.2.2. Suppose K is asymptotic and k is linearly surjective. Then any two maximal immediate extensions of
Proof. Let L 0 and L 1 be maximal immediate extensions of K. By Zorn's lemma we have a maximal isomorphism µ :
where "maximal" means that µ does not extend to an isomorphism between strictly larger such valued differential subfields. First, F i is asymptotic by [1, Lemmas 9.4.2 and 9.4.5], and k F i is linearly surjective, as F i is an immediate extension of K for i = 0, 1. Next, they must be henselian, because the henselization of F i in L i is an algebraic field extension of F i , and thus a valued differential subfield of L i for i = 0, 1. Now suppose towards a contradiction that F 0 = L 0 . Then F 0 is not spherically complete, so we have a divergent pc-sequence (a ρ ) in F 0 .
Suppose (a ρ ) is of d-transcendental type over F 0 . The spherical completeness of L 0 and L 1 then yields f 0 ∈ L 0 and f 1 ∈ L 1 such that a ρ f 0 and µ(a ρ ) f 1 . Hence by Lemma 2.3.2 we obtain an isomorphism F 0 f 0 ∼ = F 1 f 1 extending µ, contradicting the maximality of µ.
Suppose (a ρ ) is of d-algebraic type over F 0 , with minimal differential polynomial G over F 0 . Then Lemma 3.2.1 gives f 0 ∈ L 0 with a ρ f 0 and G(f 0 ) = 0, and f 1 ∈ L 1 with µ(a ρ ) f 1 and G µ (f 1 ) = 0. Now Lemma 2.3.3 gives an isomorphism F 0 f 0 ∼ = F 1 f 1 extending µ, and we have again a contradiction. Thus F 0 = L 0 and hence F 1 = L 1 as well.
The proof of the second statement is the same, using only Lemma 2.3.3. 
In fact, the argument shows that K dh as in the proof of Theorem 3.2.5 embeds over K into any (not necessarily immediate) asymptotic d-henselian extension of K.
Corollary 3.2.6. Suppose K is asymptotic and k is linearly surjective. Then any immediate
d-henselian extension of K that is d-algebraic over K is a d-henselization of K.
Additional results.
We also record versions of the above results relativized to differential polynomials of a given order. The proofs are the same as above, except without arguments involving henselizations, since we do not have an order-specific version of Proposition 3.1.2.
Recall that r ∈ N ∪ {∞} with r 1. For technical reasons, we call K r-d-algebraically maximal if the derivation induced on k is nontrivial and every pc-sequence in K with minimal differential polynomial over K of order at most r has a pseudolimit in K. Note that K is ∞-d-algebraically maximal if and only if it is d-algebraically maximal and the derivation induced on k is nontrivial. 
Newton diagrams
We develop a differential newton diagram method for valued differential fields with small derivation. This approach is closely modelled on the differential newton diagram method for a certain class of asymptotic fields developed in [1, §13.5] . In §4.1, we connect this to dominant degree in a cut, adapting two lemmas from [1, §13.6] .
The assumption of divisible value group allows us to use the Equalizer Theorem, which underlies this method: 
In particular, ddeg ≺m P = dmul P ×m .
Proof. For n ≺ m, let e = nm −1 ∈ M. Then P +f,×n = P ×m,+m −1 f,×e , so by replacing P with P ×m and f with m −1 f , we may assume m = 1. Set Q := P +f , so by Lemma 2.1.
It follows that
by Lemma 2.1.4, so ddeg ≺1 Q d, as desired.
In the next lemma, we use the notion of dominant weight of a differential polynomial P , denoted dwt P . This notion plays no role in the rest of the paper, so we refer the interested reader to [1, §4.5] for a definition. Proof. By replacing P with P ×m and f with m −1 f = u, we may assume that f = u ≍ 1. By scaling P , we may assume that P ≍ 1. Then D P (f ) = P (f ) = 0. Now, if dwt(P ) = 0, then D P ∈ k[Y ] = , but since it has a nonzero root in k, it cannot be homogeneous. This lemma motivates several definitions. We call y an approximate zero of P if, for m := d y and u := u y , D P ×m (ū) = 0. If y is an approximate zero of P , we define its multiplicity to be mul(D P ×m ) +ū . We say that m is a starting monomial for P if dwt(P ×m ) 1 or D P ×m is not homogeneous. In particular, if m is a starting monomial for P , then ddeg P ×m 1. The previous lemma shows that zeroes of P are approximate zeroes of P , and also that if y is an approximate zero of P , then d y is a starting monomial for P .
Only a special kind of starting monomial plays a role in this paper: We call m an algebraic starting monomial for P if D P ×m is not homogeneous. Note that m is an algebraic starting monomial for P if and only if m/n is an algebraic starting monomial for P ×n . By Corollary 2.1.3, P has at most deg P − mul P algebraic starting monomials.
The existence of algebraic starting monomials is an easy corollary of the Equalizer Theorem, and is crucial to what follows. Proof. By Theorem 4.0.1, there is a unique m such that P ×m ≍ Q ×m . Then
For P and Q as in Lemma 4.0.4, we let e(P, Q) denote the unique monomial that lemma yields and call it the equalizer for P , Q. We are interested in the case that these two differential polynomials are homogeneous parts of P . Let J := {j ∈ N : P j = 0} and note that ddeg P ×m ∈ J for all m. For distinct i, j ∈ J, let e(P, i, j) := e(P i , P j ), and so any algebraic starting monomial for P is of the form e(P, i, j) for some distinct i, j ∈ J.
In the next two results, let E ⊆ K × be -closed. Recall this means that E = ∅ and f ∈ E whenever f g with g ∈ E.
Proposition 4.0.5. There exist i 0 , . . . , i n ∈ J and equalizers
(1) the algebraic starting monomials for P in E are the e(P, i m , i m+1 ) for m < n; (2) for m < n and m = e(P, i m , i m+1 ), we have dmul P ×m = i m and ddeg P ×m = i m+1 .
Proof. Let i, j range over J and d = ddeg E P . Then mul P d deg P , and we proceed by induction on d − mul P . If d = mul P , then for all m ∈ E, D P ×m is homogeneous of degree d, so there is no algebraic starting monomial for P in E. Now assume d > mul P and take i < d such that e := e(P, i, d) e(P, j, d) for all j < d. First, we show that e ∈ E. We have P d,×e ≍ P i,×e by the previous lemma, so
To obtain e ∈ E, take g ∈ E with ddeg P ×g = d, so e g.
Next, we show ddeg P ×e = d. If ddeg P ×e = j < d, then P d,×e ≺ P j,×e . By Lemma 2.5.2 again, the function v P d − v P j is strictly increasing, so it follows that e ≺ e(P, j, d), contradicting the maximality of e.
From this and
and hence e is an algebraic starting monomial for P . In fact, e is the largest algebraic starting monomial for P in E. Suppose to the contrary that n ∈ E is an algebraic starting monomial for P with n ≻ e. Then d = ddeg P ×e ddeg P ×n by Corollary 2.1.3, so ddeg P ×n = d. It follows that n = e(P, j, d) for some j < d, contradicting the maximality of e.
If i > dmul P ×e , then for j := dmul P ×e , the uniqueness in Lemma 4.0.4 yields e(P, j, d) = e. By replacing i with j, we assume i = dmul P ×e . Then by Lemma 4.0.2, we also have ddeg ≺e P = i. To complete the proof, we apply the inductive assumption with {g ∈ K × : g ≺ e} replacing E.
The tuple (i 0 , . . . , i n ) from Proposition 4.0.5 is uniquely determined by K, P , and E. Note that if mul P = ddeg E P , then n = 0 and the tuple is (mul P ). For 1 m n, set e m := e(P, i m−1 , i m ). We now show how dmul P ×g and ddeg P ×g behave as g ranges over E. Corollary 4.0.6. Suppose mul P = ddeg E P , so n 1. Let g range over E. Then dmul P ×g and ddeg P ×g are in {i 0 , . . . , i n } and we have:
Proof. We first prove the third equivalence, so let 1 m < n. Then for e m ≺ g ≺ e m+1 , Proposition 4.0.5 and Corollary 2.1.3 give
which yields the right-to-left direction since if g ≍ e m+1 , then dmul P ×g = dmul P ×e m+1 = i m . For the converse, note that similarly, if g e m , then dmul P ×g dmul P ×em = i m−1 , and if g ≻ e m+1 , then dmul P ×g ddeg P ×e m+1 = i m+1 . The fourth equivalence is proven in the same way. For the first equivalence, if g ≺ e 1 , then
and if g ≍ e 1 , then dmul P ×g = dmul P ×e 1 = i 0 . The converse follows as in the third equivalence. The remaining equivalences are proven similarly.
Application to dominant degree in a cut.
Lemma 4.1.1. Suppose (a ρ ) is a pc-sequence in K with a ρ 0. Let
Proof. Set γ ρ := v(a ρ+1 − a ρ ). By removing some initial terms, we may assume that γ ρ is strictly increasing and v(a ρ ) = γ ρ ∈ Γ for all ρ. Then by Lemma 2.1.5,
so ddeg a P is the eventual value of ddeg P ×aρ . If P is homogeneous, then ddeg P ×g = deg P = mul P for all g ∈ K × , so the statements about ddeg a P are immediate. Suppose now that P is not homogeneous, so mul P < deg P . If E = ∅, we may then use Corollary 4.0.6 with K × in the role of E, and we have the tuple (i 0 , . . . , i n ) with i n = deg P . By removing further initial terms, we may assume that ddeg P ×aρ is constant. If ddeg P ×aρ = i 0 , then a ρ ≺ e 1 . Thus for any g ∈ E, we have g ≺ e 1 , and hence ddeg E P = i 0 . If ddeg P ×aρ = i m for any 1 m n, then e m a ρ . As γ ρ is strictly increasing, e m ≺ a ρ for all ρ, so e m ∈ E. Hence ddeg E P ddeg P ×em = i m . But by Corollary 2.1.3, ddeg P ×aρ ddeg E P , so ddeg E P = i m .
If E = ∅, let i 0 := mul P . Then for all i > i 0 , by Lemma 2.5.2,
As γ ρ is cofinal in Γ, we thus have 
Proof. Set a ρ := b ρ − b. By Lemma 2.2.3(2), we have ddeg b P = ddeg a+b P = ddeg a P +b .
It remains to apply the previous lemma with P +b in place of P .
Asymptotic differential equations
In this section, we continue to assume that K is equipped with a monomial group M, and let m range over M. For the most part, we do not require the divisibility of Γ in this section, but we do assume that Γ has no least positive element. We let P ∈ K{Y } = with order at most r. An asymptotic differential equation over K is something of the form
where E ⊆ K × is -closed. That is, it consists of an algebraic differential equation with an asymptotic condition on solutions. If E = {g ∈ K × : g ≺ f } for some f ∈ K × , then we may write Y ≺ f for the asymptotic condition instead of Y ∈ E, and similarly with " ." For the rest of this section, we fix such an asymptotic differential equation (E). Then the dominant degree of (E) is defined to be ddeg E P . A solution of (E) is a y ∈ E such that P (y) = 0. An approximate solution of (E) is an approximate zero of P that lies in E, and the multiplicity of an approximate solution of (E) is its multiplicity as an approximate zero of P . The following is used frequently and follows from Lemma 4.0.2.
Corollary 5.0.1. Let y ∈ E. Then
(1) y is an approximate solution of (E) ⇐⇒ ddeg ≺y P +y 1; (2) if y is an approximate solution of (E), then its multiplicity is ddeg ≺y P +y .
A starting monomial for (E) is a starting monomial for P that lies in E. An algebraic starting monomial for (E) is an algebraic starting monomial for P that lies in E. If y = 0 is an approximate solution of (E), then d y is a starting monomial for (E) by Lemma 4.0.3. In particular, if ddeg E P = 0, then (E) has no approximate solutions. By Proposition 4.0.5, if Γ is divisible and mul P < ddeg E P , then there is an algebraic starting monomial for (E) and ddeg E P = ddeg P ×e , where e is the largest algebraic starting monomial for (E).
It will be important to alter P and E in certain ways. Namely, let E ′ ⊆ E be -closed and let f ∈ E ∪ {0}. We call the asymptotic differential equation
a refinement of (E). Below, (E ′ ) refers to a refinement of this form. By Lemma 2.1.5,
so the dominant degree of (E ′ ) is at most the dominant degree of (E). Note also that if y is a solution of (E ′ ) and f + y = 0, then f + y is a solution of (E). The same is true with "approximate solution" replacing "solution," provided that y ∼ −f . Here is a criterion for checking whether something is an approximate solution.
Lemma 5.0.2. Let f = 0 with f ≻ g for all g ∈ E ′ , and suppose ddeg E ′ P +f = ddeg E P 1.
Then f is an approximate solution of (E).
Proof. We have, using Lemma 2.1.5 for the equality, ddeg E ′ P +f ddeg ≺f P +f ddeg f P +f = ddeg f P ddeg E P.
Hence ddeg ≺f P +f = ddeg E P 1, so f is an approximate solution of (E).
By the previous proof, ddeg ≺f P +f ddeg E P for all f ∈ E. The strictness of this inequality, for all f ∈ E, plays an important role via the notion of an unraveller. Here are equivalent formulations. (1) ddeg ≺f P +f < d for all f ∈ E; (2) ddeg ≺f P +f < d for all f ∈ E with ddeg P ×f = d; (3) there is no approximate solution of (E) of multiplicity d.
Proof. The equivalence of (1) and (3) is given by Corollary 5.0.1. Now, let f ∈ E and suppose ddeg P ×f < d. Then, using Lemma 2.1.5 for first the equality,
This gives (2) =⇒ (1), and the converse is trivial. We now introduce unravellers and partial unravellers, which correspond to special refinements of (E). In Proposition 5.0.5, we construct a sequence of partial unravellers ending in an unravelled asymptotic differential equation. Suppose d 1, and let f ∈ E ∪ {0} and E ′ ⊆ E be -closed. We say that (f, E ′ ) is a partial unraveller for (E) if ddeg E ′ P +f = d. By Lemma 2.1.5, (f, E) is a partial unraveller for (E) for any such f . Note that if (f, E ′ ) is a partial unraveller for (E) and (f 1 , E 1 ) is a partial unraveller for (E ′ ), then (f + f 1 , E 1 ) is a partial unraveller for (E). Then an unraveller for (E) is a partial unraveller (f, E ′ ) for (E) with unravelled (E ′ ).
We say that (E) is unravelled if d := ddeg
The following is routine but used later.
Lemma 5.0.4. Suppose ddeg E P 1. Let a ∈ K × and set aE := {ay ∈ K × : y ∈ E}. Consider the asymptotic differential equation
(1) The dominant degree of (aE) equals the dominant degree of (E).
is an unraveller for (aE). (4) If a ∈ M, then the algebraic starting monomials for (aE) are exactly ae, where e ranges over the algebraic starting monomials for (E).
The next proposition is about the existence of unravellers, and is a key ingredient in the proof of Proposition 3.0.1. Proof. We construct a sequence (f λ , E λ ) λ<ρ of partial unravellers for (E) indexed by an ordinal ρ > 0 such that:
For ρ = 1, we set (f 0 , E 0 ) := (0, E) and these conditions are vacuous. Below, we frequently use that by (2) we have
First, suppose that ρ is a successor ordinal, so ρ = σ + 1, and consider the refinement
of (E). If (E σ ) is unravelled, then (f σ , E σ ) is an unraveller for (E) and we are done, so suppose (E σ ) is not unravelled. Take f ∈ E σ such that ddeg ≺f (P +fσ ) +f = d. Then
is a partial unraveller for (E σ ). Thus, setting f ρ := f σ +f , we have that (f ρ , E ρ ) is a partial unraveller for (E). Condition (1) and (3) on (f λ , E λ ) λ<ρ+1 are obvious. For (2), it is sufficient to check that f λ+1 − f λ ≻ f ρ − f σ = f for λ < σ, which follows from the fact that f λ+1 − f λ / ∈ E σ . Now suppose that ρ is a limit ordinal. By (2), (f λ ) λ<ρ is a pc-sequence in K, so we let f := c K (f λ ) and claim that ddeg f P = d. To see this, set g λ := f λ+1 − f λ for λ with λ + 1 < ρ. By (3), we have, using Lemma 2.1.5 in the second line,
Thus ddeg g λ P +f λ = d for all λ < ρ, so ddeg f P = d. By Lemma 2.4.3 and Corollary 2.4.4, (f λ ) λ<ρ has a minimal differential polynomial over K of order at most r, so since K is r-d-algebraically maximal, we may take f ρ ∈ K with f σ f ρ . Now set
where the equality follows from (3) . If E ρ = ∅, then by Corollary 4.1.2,
contradicting the hypothesis. So E ρ = ∅, and thus Corollary 4.1.2 yields (1) is obvious and condition (3) is unchanged. For (2), it is enough to check that
This inductive construction must end, and therefore there exists an unraveller for (E).
Behaviour of unravellers under immediate extensions.
In this subsection, we fix an immediate extension L of K, and we use the monomial group of K as a monomial group for L. We consider how unravellers change under immediate extensions and connect this to pseudolimits of pc-sequences. Lemma 5.1.3 is a key step in the proof of Proposition 3.0.1. Given E, the set E L := {y ∈ L × : vy ∈ vE} is also -closed with E L ∩ K = E. Consider the asymptotic differential equation
over L, which has the same dominant degree as (E), i.e., ddeg E L P = ddeg E P . Note that y ∈ K is an approximate solution of (E) if and only if it is an approximate solution of (E L ). If so, its multiplicities in both settings agree. Thus if (E L ) is unravelled, then (E) is unravelled. For the other direction, if y ∈ L witnesses that (E L ) is not unravelled, then so does any z ∈ K with y ∼ z, and hence such an element witnesses that (E) is not unravelled. The next lemma follows from this. Proof. Let Q ∈ K{Y } = be of lower complexity than P . If Q(ℓ) = 0, then by Lemma 2.3.1 and Lemma 2.4.2, Q ∈ Z(K, ℓ), which contradicts Corollary 2.4.4. Hence Q(ℓ) = 0 for all Q of lower complexity than P . In particular, S P (ℓ) = 0, where S P := ∂P/∂Y (r) and r is the order of P . To see that mul(P +ℓ ) 1, write
and
Since S P +ℓ = (S P ) +ℓ , from S P (ℓ) = 0 we get mul F 1 = 0, and thus mul P +ℓ 1.
Lemma 5.1.3. Suppose Γ is divisible and the derivation induced on
k is nontrivial. Let (a ρ ) be a divergent pc-sequence in K with minimal differential polynomial P over K, and a ρ ℓ ∈ L. Suppose L is r-d-algebraically maximal and ddeg a P 2. Take a ∈ K and v ∈ K × such that a − ℓ ≺ v and ddeg ≺v P +a = ddeg a P ,
by Lemma 2.4.3, and consider the asymptotic differential equation
Then there exists an unraveller (f, E) for (5.1) over L such that:
Proof. We first reduce to the case a = 0. Take g ∈ K × with a − ℓ ∼ −g, so g ≺ v. Then, using Lemma 2.1.5, we have ddeg ≺g P +a+g ddeg ≺v P +a+g = ddeg ≺v P +a = ddeg a P.
Conversely, as (a + g) − ℓ ≺ g, Lemma 2.4.3 gives ddeg a P ddeg ≺g P +a+g , so ddeg a P = ddeg ≺v P +a = ddeg ≺g P +a+g .
Also, P +a+g is a minimal differential polynomial of a ρ − (a + g) over K and, by Lemma 2.2.3(2), ddeg a−(a+g) P +a+g = ddeg a P.
We can replace P , (a ρ ), ℓ, and v with P +a+g , a ρ − (a + g) , ℓ − (a + g), and g, respectively, to arrange a = 0. To see that this works, suppose E ⊆ L × is -closed in L with E ≺ g, and (h, E) is an unraveller for the asymptotic differential equation
h + z for all z ∈ E ∪ {0}. In particular, h ≺ g, so g + h = 0, and it is clear from ddeg ≺v P +a = ddeg ≺g P +a+g that (g + h, E) is an unraveller for (5.1). Condition (3) is also obvious. For condition (2) , note that as h ≺ g, using Lemma 2.1.5 in the middle equality, ddeg ≺g+h P +a+g+h = ddeg ≺g P +a+g+h = ddeg ≺g P +a+g = ddeg a P, Thus it remains to show that there is an unraveller (f, E) for (5.1) in L (with a = 0) such that a ρ f + z for all z ∈ E ∪ {0}. Consider the set
For any z ∈ Z ∪ {0}, we have a ρ z + ℓ, so by Lemma 5.1.2,
By Corollary 4.1.2, Z = ∅, so Z is -closed and ddeg Z P +ℓ = ddeg a P . Then Proposition 5.0.5 yields an unraveller (s, E) for the asymptotic differential equation
is an unraveller for (5.1) with a ρ f + z for all z ∈ E ∪ {0}.
Reducing degree.
In this subsection, we consider a refinement of (E) and then truncate it by removing monomials of degree higher than the dominant degree of (E). Given an unraveller for (E), we show how to find an unraveller for this truncated refinement in Lemma 5.2.2, an essential component in the proof of Proposition 6.0.1. Suppose in this subsection that Γ is divisible, d := ddeg E P 1, and we have an unraveller (f, E ′ ) for (E). That is, the refinement
of (E) is unravelled with dominant degree d. Now suppose d > mul(P +f ), so (E ′ ) has an algebraic starting monomial, and let e be its largest. Suppose g ∈ K × satisfies e ≺ g ≺ f , and consider another refinement of (E):
Proof. First, since e is the largest algebraic starting monomial for (E ′ ), Proposition 4.0.5 gives
Note that f − g ∼ f ∈ E. Now, by Lemma 2.1.5 we obtain
and thus the asymptotic differential equation
which is a refinement of both (E g ) and (E ′ ), has dominant degree d. Finally, since (E ′ ) is unravelled, the pair (g, E ′ g ) is an unraveller for (E g ). We now turn to ignoring terms of degree higher than the dominant degree of (E). First, some notation. Recall that for F ∈ K{Y }, we set
of (E g ) as an asymptotic differential equation over K. We have, for all m g,
so (E g, d ) has the same algebraic starting monomials and dominant degree as (E g ). Next, we show that under suitable conditions the unraveller (g, E ′ g ) for (E g ) from the previous lemma remains an unraveller for (E g, d ) . Recall that [γ] denotes the archimedean class of γ ∈ Γ and that such classes are ordered in the natural way; see §2.5.
, and e is the largest algebraic starting monomial for the unravelled asymptotic differential equation
Proof. First, we reduce to the case g ≍ 1: set g := d g and replace P , f , g, E, and E ′ by P ×g , f /g, g/g, g −1 E, and g −1 E ′ , respectively, and use Lemma 5.0.4. Note now that e ≺ 1 ≺ f and [ve] < [vf ].
Since F = P +f −g and g ≍ 1, we have ddeg we may thus apply Corollary 2.5.10 with F and d f in place of P and n to get
In particular, this holds if e m ≺ 1, as then
. Thus e is the largest algebraic starting monomial for (E ′ g, d ), since it is the largest such for (E ′ ). For (g, E ′ g ) to be an unraveller for (E g, d ), we now show:
g , then by Corollary 4.0.6 and (5.2) we have
For (2), let h ∈ E ′ g , so h ∈ E ′ and h ≺ 1. Set h := d h and u := h/h. Applying Lemma 4.0.2, we have
First suppose e h, so then combining (5.2), for m = h, with (5.3) and (5.4) we have 
which completes the proof of (2).
Finding solutions in differential-henselian fields.
We now use d-henselianity to find solutions of asymptotic differential equations. Given an element of an extension of K, when K has few constants we find a solution closest to that element. We say that (E) is quasilinear if ddeg E P = 1. Note that if K is d-henselian and (E) is quasilinear, then P has a zero in E ∪ {0} by [1, Lemma 7.1.1]. Note that even in this case, (E) may not have a solution, since those are required to be nonzero. By Lemma 2.1.2, we also have dmul P ×m,+u ddeg P ×m,+u = ddeg P ×m = 1.
Thus dmul P ×m,+u = 1, so as K is r-d-henselian, there is z ≺ 1 with P ×m,+u (z) = 0. Setting y := (u + z)m, we have P (y) = 0 and y ∼ um = g. Now let f be an element of an extension of K. We say a solution y of (E) best approximates f (among solutions of (E)) if y − f z − f for each solution z of (E). Note that if f ∈ K × is a solution of (E), then f is the unique solution of (E) that best approximates f . Also, if f ≻ E, then y − f ≍ f for all y ∈ E, and so each solution of (E) best approximates f . First, we see that this is preserved under multiplicative conjugation. Proof. By the comment above Lemma 5.3.2, we may assume that f ≻ E. Thus we may take g ∈ E with f g such that (E) has a solution y g and ddeg P ×g = ddeg E P = 1. By Lemma 5.3.2, we may replace P by P ×g and E by O = in order to assume E = O = . Suppose f is not best approximated by any solution of (E). Then for each i we get y i = 0 such that:
(1) y i is a solution of (E), i.e., P (y i ) = 0 and y i 1;
Lemma 5.3.4. Suppose K is r-d-henselian, (E) is quasilinear, and f ∈ E is an approximate solution of (E). Then (E) has a solution y 0 ∼ f , and every solution y of (E) that best approximates f satisfies y ∼ f .
Proof. By Corollary 5.0.1, ddeg ≺f P +f 1. By Corollary 2.1.5 we have, ddeg ≺f P +f ddeg E P +f = ddeg E P = 1, so ddeg ≺f P +f = 1. By [1, Lemma 7.1.1], there is z ≺ f in K with P (f + z) = 0, so y 0 := f + z is a solution of (E) with y 0 ∼ f . If y is a solution of (E) that best approximates f , then y ∼ f , as
For the next lemma, recall from §5.1 that given an immediate extesion L of K, we extend the 
Proof. The case f = y being trivial, suppose f = y and set m := d f −y . As f −y ∈ E L , we have m ∈ E. Now suppose towards a contradiction that f − y / ∈ E ′ L . Then E ′ L ≺ m ∈ E, so by quasilinearity and Lemma 2.1.5,
Hence the asymptotic differential equation
over K is also quasilinear. Also, by the quasilinearity of (E ′ L ), we have
so f − y is an approximate solution of (5.5) over L, by Corollary 5.0.1. Take g ∈ K × with g ∼ f − y, so g is an approximate solution of (5.5) over K, and, by the quasilinearity of (5.5), ddeg P +y,×g = ddeg m P +y = 1.
Then by Lemma 5.3.1 there is z ∼ g ∼ f − y in K such that P (y + z) = 0. We must have y + z = 0, as otherwise f ≺ y − f , contradicting y f . From y f , we also obtain y + z f , so y + z ∈ E.
Since y + z − f ≺ y − f , this contradicts that y best approximates f .
Reducing complexity
This is a technical section whose main goal is Proposition 6.0.1. This proposition, or rather its consequence Corollary 6.5.1, is the linchpin of Proposition 3.0.1, and its proof uses all of the previous sections and some additional results from [1] . In this section, we continue to assume that K is equipped with a monomial group M and let m, n range over M. Now we also assume that Γ is divisible. As usual, we let P ∈ K{Y } = with order at most r. As in the previous section, let E ⊆ K × be -closed, so we have an asymptotic differential equation
over K. Set d := ddeg E P and suppose d 1. We assume further that K is asymptotic and k is linearly surjective, and we fix an immediate asymptotic r-d-henselian extensionK of K and use M as a monomial group ofK. All told, these conditions on K subsume all previous ones, making the results of all sections available. LetÊ := EK = {y ∈K × : vy ∈ vE}, so we have the asymptotic differential equation
overK with dominant degree d. Suppose (Ê) is not unravelled, and that this is witnessed by an f ∈Ê such that (f ,Ê ′ ) is an unraveller for (Ê). That is, ddeg ≺f P +f = d, and the refinement
of (Ê) is unravelled with dominant degree d. By Lemma 5.0.3, d 2. By Corollary 5.0.1,f is an approximate solution of (Ê) of multiplicity d. Note also thatÊ ′ = E ′K for the -closed set E ′ :=Ê ′ ∩K ⊆ E. Since (Ê) is not unravelled, neither is (E) by the discussion preceding Lemma 5.1.1. Suppose also that mul P +f < d, so by Proposition 4.0.5, (Ê ′ ) has an algebraic starting monomial; let e be the largest such.
The goal of this section is to prove the following proposition. 6.1. Special case. We first prove Proposition 6.0.1 in the special case that ddeg E P = deg P and later reduce to this case using Lemma 6.4.2. Below, we consider the differential polynomial P +f ,×e ∈K{Y };
note that ddeg P +f ,×e = d by the choice of e. Let s r be the order of P . For i ∈ N 1+s , we let 
Note that, when no parentheses are used, we intend additive and multiplicative conjugation of Q to take place before ∆ is applied, in order to simplify notation. Now, choose i ∈ N 1+s such that deg(∂ i Y j ) = 1 for some j ∈ N 1+s with |j| = d and
In particular, |i| = d − 1 and
We consider the partial differential operator ∆ := (∂ i ) ×e onK{Y }. We have 6.2. Tschirnhaus refinements. Set f := df , and we now consider the differential polynomial
If e f, then the first case of Proposition 6.0.1 holds for f := 0 and A := Y , so in the rest of this subsection we suppose e ≺ f. Then we have, by the choice of e and Lemma 2.1.5,
and thus ddeg P ×f = d. Now, choose i ∈ N 1+s so that deg(∂ i Y j )=1 for some j ∈ N 1+s with |j| = d and (P ×f ) j ≍ P ×f . Thus we have |i| = d − 1 and
and so ddeg ∂ i P ×f = 1. We consider the partial differential operator ∆ := (∂ i ) ×f onK{Y }. 
so the multiplicity of ∂ i D P ×f atū is 1. In view of
f is an approximate solution of (6.2).
Let f ∈K with f ∼f , so ddeg ≺f P +f = ddeg ≺f P +f = d by Lemma 2.1.5. That is, the refinement 
of (6.2) is also quasilinear.
Definition
. A Tschirnhaus refinement of (Ê) is an asymptotic differential equation (T) overK as above withf ∼ f ∈K such that some solution f 0 ∈K of (6.2) overK best approximatesf and
Definition. Let f ,ĝ ∈K and m satisfy
so in particular f ∼f . With (T) as above, but not necessarily a Tschirnhaus refinement of (Ê), we say the refinement P +f +ĝ (Y ) = 0, Y m (TC) of (T) is compatible with (T) if it has dominant degree d andĝ is not an approximate solution of (∆T). 
and (TC) has dominant degree d. Thenĝ is an approximate solution of (T) and of
Proof. First,ĝ is an approximate solution of (T 0 ) by Lemma 5.0.2, since m ≺ĝ and
From f 0 − f ≺ f −f ĝ and m ≺ĝ, we obtain, using Lemma 2.1.5 in the first equality,
soĝ is an approximate solution of (T 0 ) by Corollary 5.0.1.
Thenĝ is an approximate solution of (∆T) if and only ifĝ is an approximate solution of
Proof. Again, since f 0 − f ≺f − f ĝ, by Lemma 2.1.5 we have ddeg ≺ĝ ∆P +f 0 +ĝ = ddeg ≺ĝ ∆P +f +ĝ .
The result then follows from Corollary 5.0.1, sinceĝ ≺ f.
Note that, for any f 0 ∼ f , the equation (∆T 0 ) in the previous lemma is quasilinear by Lemma 2.1.5, since (∆T) is. We now exhibit simple compatible refinements of (T) when e ≺ f −f .
Lemma 6.2.5. Suppose (T) is a Tschirnhaus refinement of (Ê)
. Suppose e ≺ f −f . Then, witĥ g :=f − f and m := e, the refinement (TC) of (T) is compatible with (T).
Proof. Since e is the largest algebraic starting monomial for (Ê ′ ), ddeg e P +f +ĝ = ddeg e P +f = ddeg P +f ,×e = d, and so (TC) has dominant degree d. As (T) is a Tschirnhaus refinement of (Ê), let f 0 ∈K be a solution of (6.2) that best approximateŝ f and satisfies f −f ∼ f 0 −f . Suppose towards a contradiction thatĝ is an approximate solution of (∆T), so by Lemma 6.2.4,ĝ is also an approximate solution of (∆T 0 ). Then by Lemma 5.3.4, (∆T 0 ) has a solution y ∼ĝ ∼f − f 0 . Thus ∆P (f 0 + y) = 0, so f 0 + y is a solution of (6.2), since f 0 + y f. But also f 0 + y −f = y − (f − f 0 ) ≺f − f 0 , contradicting that f 0 best approximatesf . Henceĝ is not an approximate solution of (∆T), and so (TC) is compatible with (T).
In fact, the proof above shows that (∆T 0 ) has no approximate solution h with h ∼f − f 0 . We now consider the effect of multiplicative conjugation by f on the asymptotic differential equations considered so far.
Lemma 6.2.6. Consider the asymptotic differential equation
overK, and ddeg ≺1 (P ×f ) +f −1f = d = ddeg f −1Ê P ×f . Moreover, if (T) is a Tschirnhaus refinement of (Ê), then
is a Tschirnhaus refinement of (f −1 Ê). If (TC) is a compatible refinement of (T), then (P ×f ) +f −1 (f +ĝ) (Y ) = 0,
is a compatible refinement of (f −1 T).
Proof. The claims in the second sentence follow directly from Lemma 5.0.4. The other claims are direct but tedious calculations; however, it is important to recall that ∆ = (∂ i ) ×f , so depends on f, and, by [1, Lemma 12.8.8],
6.3. The Slowdown Lemma. In this subsection, we assume that (T) is a Tschirnhaus refinement of (Ê) and (TC) is a compatible refinement of (T). Set g := dĝ, withĝ as in (TC Proof. Let f 0 ∈K be a solution of (6.2) that best approximatesf and satisfies f −f ∼ f 0 −f ; in particular, f 0 ∼ f ∼f ≍ 1. For this proof, set Q := ∆P . Since (TC) is compatible with (T),ĝ is not an approximate solution of (∆T), and thus, with u :=ĝ/g, D Q +f,×g (ū) = 0.
This yields
Q +f (ĝ) = Q +f,×g (u) ≍ Q +f,×g . Now, since f − f 0 ≺ g, Lemma 2.5.1(1) gives Q +f,×g = Q ×g,+f /g ∼ Q ×g,+f 0 /g = Q +f 0 ,×g .
As f 0 is a solution of (6.2), we have mul Q +f 0 ,×g = ddeg Q +f 0 ,×g = 1 by Lemma 6.2.1. Using Lemma 2.5.6 and Lemma 2.5.1(1) again, we get
Finally, we obtain the desired result by combining these steps:
Using this result, we now turn to the proof of the Slowdown Lemma. The idea, as Aschenbrenner, van den Dries, and van der Hoeven note, is that "the step from (E) to (T) is much larger than the step from (T) to (TC)" [1, p. 661 or arXiv p. 565].
Lemma 6.3.2 (Slowdown Lemma). With m the monomial appearing in (TC), we have
Proof. By Lemma 6.2.6, we may assume that f = 1, so m ≺ f −f g ≺ 1 and ∆ = ∂ i . Set F := P +f and note that ddeg F +ĝ = ddeg F = d by Lemma 2.1.2(1). If (T) is a Tschirnhaus refinement of (Ê), then
overK. Then applying Corollary 6.5.1 to (a ρ − a) and P , we obtain f ∈K and A ∈ K{Y } such thatf − f e, A(f ) = 0, and c(A) < c(P ). But by Corollary 4.0.6, we must have e ∈Ê, so f −f ∈Ê ∪ {0}. But then a ρ − a f , so applying Lemma 2.3.1 to A and f contradicts the minimality of P .
Finally, we reduce to the case that K has a monomial group. ConsiderK as a valued differential field with a predicate for K and pass to an ℵ 1 -saturated elementary extension of this structure. In particular, the new K has a monomial group [1, Lemma 3.3.39] . In doing this, we preserve all the relevant first order properties: small derivation, r-linearly surjective residue field, divisible value group, asymptotic, r-d-henselianity ofK, and that G ∈ Z(K, ℓ) but H / ∈ Z(K, ℓ) for all H ∈ K{Y } with c(H) < c(G).
However, it is possible thatK is no longer d-algebraically maximal, in which case we pass to an immediate d-algebraically maximal extension ofK (and hence of K). It is also possible that (a ρ ) is no longer divergent in K, in which case we replace (a ρ ) with a divergent pc-sequence ( 
