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1 Введение
Из всех типов пост-трансляционных модификаций (ПТМ) изучению фосфорилиро-
вания было отведено наибольшее внимание. Фосфорилирование играет ключевую роль
в качестве “молекулярного переключателя” во множестве типов регуляторных процес-
сов в эукариотической клетке [1–3].
Для экспериментального изучения фосфорилирования и других ПТМ за последние
три десятилетия учеными было разработано множество методов. Их можно разделить
на две группы: низкопропускные и высокопропускные [4]. Объектом исследования низ-
копропускных методов является, как правило, один или несколько интересующих ис-
следователя белков, в то время как высокопропускные методы, такие как тандемная
масс-спектрометрия, позволяют проводить изучение ПТМ, а в частности, фосфорили-
рования полноценных клеточных протеомов.
В результате широкомасштабного использования высокопропускных эксперимен-
тальных методик за последние годы было накоплено большое количество фосфопро-
теомных данных. Последние сегодня доступны для широкому кругу пользователей по-
средством открытых баз данных в сети Интернет. Несмотря на то, что большинство дан-
ных были вручную извлечены экспертами из соответствующих научных статей, лишь
немногие из баз данных в достаточной мере обеспечивают свое содержимое сопроводи-
тельной информацией, касающейся экспериментального базиса, использованного для
обнаружения того или иного сайта ПТМ. Частое отсутствие подобных аннотаций в
совокупности с аккумуляцей экспериментальных результатов, значительно отягощает
оценку качества записей. Особенно явно это проявляется в случае использования вычис-
лительных методов идентификации сайтов ПТМ, так как подобные методы базируются
в подавляющем большинстве случаев на алгоритмах машинного обучения, эффектив-
ность которых напрямую зависит от качества выборки, используемой для обучения
модели.
Точное предсказание сайтов ПТМ при помощи алгоритмов машинного обучения яв-
ляется крайне желаемой альтернативой экспериментальным техникам по причине де-
шевизны, доступности, легкости в использовании. На протяжении последних двадцати
лет множество усилий было затрачено на создание подобных моделей, и сегодня на сай-
те Omictools.org [5] предлагается более пятидесяти моделей, подходящих для задачи
предсказания сайтов фосфорилирования. Тем не менее, в данном списке отсутствует
предиктор, способный к киназо- и таксоно- неспецифичным предсказаниям. Помимо
этого, зачастую авторы прекращают поддержку моделей по истечении нескольких лет
после публикации, что делает работу с ними попросту невозможной. В силу того, что
машстаб протеомных исследований со временем увеличивается, необходимой является
и способность предиктора работать с большими массивами данных.
Поэтому создание киназо-неспецифичного предиктора, работа которого основана на
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Рис. 1: Количество сайтов фосфорилирования, мутации в которых соответствуют заболеваниям
человека.
Использованы данные с PhosphoSitePlus. Отображены только заболевания, для которых описано более 30 сайтов.
современных алгоритмах машинного обучения, способного к максимально точным пред-
сказаниям, и не ориентированного на работу в рамках узкой филогенетической груп-
пы является востребованной на сегодняшний день задачей. Подобная модель могла бы
быть полезна в широком кругу актуальных в современной науке проблем: от дизайна
лекарств и тестирования гипотез, основанного на результатах предсказания, до различ-
ного рода широкомасштабных статистических и филогенетических исследований. Кро-
ме того, множество заболеваний человека ассоциировано с мутациями в области сайтов
фосфорилирования. Так, в созданной экспертами ресурса PhosphoSitePlus на основе
научных статей регулярно обновляемой выборке на момент написания данной работы
указано более 1100 мутаций в области сайтов фосфорилирования, приводящих к 208
различным заболеваниям человека (см. Рис. 1). Создав модель, важно также проанали-
зировать, насколько эффективность её работы зависит от критериев отбора, предъяв-
ленных к записям из открытых баз данных в процессе формирования тренировочных
выборок. Также, с целью минимизации потенциальных ложных результатов предсказа-
ний, в силу отсутствия таксономической специфичности, важно отдельно указать, для
каких таксономических групп созданная модель работает наиболее эффективно.
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2 Обзор литературы
На данный момент времени существует множество вычислительных моделей, осу-
ществляющих предсказания тех или иных сайтов ПТМ [6]. Так как фосфорилирование
является наиболее изученной ПТМ, ему посвящено большинство экспериментальных
данных. Как следствие, параллельно с накоплением последних происходила разработ-
ка вычислительных методов для предсказания сайтов фосфорилирования.
Среди существующего множества предикторов, лишь четыре были найдены в той
или иной степени соответствующими заявленым во Введении критериям, а также ак-
тивно поддерживаемыми на данный момент, и способными к работе с относитель-
но большими объемами данных. А именно GPS3.0 [7], MUSITE [8], PHOSFER [9] и
PhosPredRF [10].
Таблица 1: Модели, использовавшиеся для сравнения и основная информация о них.
Название,
год
публикации
Киназо-
неспецифичность
Размер
тренировочной
выборки
Базы данных Модели
для сравнения
GPS, 2008 Нет ∼ 3∗103 P.ELM6.0 Scansite;
KinasePhos1.0;
KinasePhos2.0;
NetPhosK;
pkaPS
Musite, 2010 Да* - P.ELM8.2;
Swiss-Prot;
PhosphoPep;
PhosPhAt;
TAIR
-
PHOSFER, 2013 Да ∼ 62∗103 Uniprot;
TAIR;
Phospho.ELM;
PhosphoSitePlus;
P3DB
PhosPhAt;
PlantPhos
PhosPredRF, 2015 Да ∼ 6∗103 P.ELM9.0;
PPA 3.0
GPS 2.1;
NetPhos;
PPRED;
Musite;
PhosphoSVM
* - Musite способен как к киназо-специфичным, так и к киназо-неспецифичным предсказаниям.
GPS (Group-based Prediction System) среди данного списка является единственным
в чистом виде киназо-специфичным предиктором; также им можно пользоваться в виде
отдельного приложения с графическим интерфейсом. GPS основан на разработанным
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автором алгоритме - Group-based Phosphorylation Scoring Method Algorithm. Данный
алгоритм использует широко известные в биоинформатике матрицы, описывающие ча-
стоту замен одного элемента последовательности на другой - BLOSUM62. При помощи
последней происходит поиск в пределах последовательности сайтов подпоследователь-
ностей длиной в 7 аминокислотных остатков и наиболее соответствующих им сайтов
фосфорилирования. Другими словами, в каждую 7-подпоследовательность вносятся
случайные мутации, и после внесения каждой мутации в попарной манере на осно-
ве BLOSUM62 вычисляется коэффициент сходства между ней и известными сайтами
фосфорилирования. В GPS2.0 для сравнения используются сайты фосфорилирования
71 группы протеин-киназ. Алгоритм был разработан авторами в конце прошлого века,
и это единственный найденный предиктор, никак не использующий методы машинного
обучения. Публикация, сопутствующая выходу GPS версии 3.0, отсутствовала на мо-
мент написания, поэтому информация об использумых для тренировки и оценки модели
выборках была взята из публикации, соответствующей версии 2.0. GPS2.0 был натре-
нирован и протестирован на приблизительно трех тысячах сайтах фосфорилирования,
в основном принадлежащих белкам млекопитающих, взятых из базы данных P.ELM
(6.0).
Musite, как и GPS3.0 доступен в виде отдельного приложения. Программа может
быть использована как для киназо-специфичных предсказаний, так и для киназо- неспе-
цифичных. Алгоритмической основой работы Musite является метод опорных векторов
(от англ. Support Vector Machine, или SVM). Три параметра были выбраны автора-
ми для репрезентации последовательностей: 1) KNN (K Nearest Neighbor) scores; 2)
Disorder scores; 3) Частоты нахождения аминокислот в области известных сайтов фос-
форилирования. Параметры 1 и 2 были также использованы авторами iPhos-PseEn, и
их краткое описание дано ниже. Выборка, используемая для тренировки модели, была
скомпилирована на основе различных баз данных, таких как Swiss-Port, P.ELM, PPA
и др., однако не была опубликована авторами. Данный аспект значительно осложняет
независимую оценку Musite, особенно учитывая, что были взяты последовательности
основных модельных эукариотических организмов.
PHOSFER (PHOsfrorylation Site FindER) был разработан с целью предсказания сай-
тов фосфорилирования в первую очередь растительных белков. Для выбора способа
репрезентации последовательности, авторы воспользовались методом, предложенным
в [11] методом, заключающимся в кластеризации (fuzzy clustering) аминокислотных де-
скрипторов, взятых из базы данных AAIndex, и последующим выборе свойст, наиме-
нее коррелирующих друг с другом. Таким образом, 544 коэффициента AAIndex были
редуцированы до всего лишь 8 как наиболее репрезентативных. В основу тренировоч-
ной и тестировочной выборок были взяты фосфопротеомные данные многих модель-
ных эукариотических организмов, однако авторами были введены специальные индек-
сы, регулирующие вклад каждой последовательности в значение функции ошибки в
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зависимости от таксономической принадлежности белка (более точно, коэффициенты
отражали сходство между последовательностями различных таксонов, вычисленное с
использованием BLOSUM62). Другими словами, чем менее сходны белки организма с
растительными белками, тем меньший вклад они вносили в функцию ошибки в проессе
обучения модели. Это и позволяет считать PHOSFER моделью, ориентированной на ра-
боту с белками растений. Так же, как в случае с Musite, восстановить тренировочную
выборку не представляется возможным.
Наиболее новой моделью среди данного списка является PhosPredRF. В качестве
дескрипторов аминокислотной последовательности были выделены четыре группы: 1)
Коэффициенты, основанные на информационной теории - энтропия Шэннона, относи-
тельная энтропия Шэннона и разница между данными коэффициентами; 2) Перекры-
вающиеся свойства - 10 категориальных переменных, таких как заряд, гидрофобность
и т.п., закодированные в бинарный 10-мерный вектор; 3) Разнонаправленные 20-мерные
векторы, представляющими каждую аминокислоту в форме унитарного двоичного ко-
да (также известного как one-hot encoding); 4) 21-мерные векторы содержащие раз-
личные физические характеристики аминокислот. Авторами было проведено сравне-
ние посредством 10-кратной кросс-валидации с более ранними альтернативами, такими
как NetPhos [12], PPRED [13], PhosphoSVM [14], в результате которого было показано
превосходство данной модели. Выборки для тестирования и тренировки были скомпи-
лированы на основе P.ELM (9.0) и PPA (3.0), однако были взяты не все сайты фосфо-
рилирования, и критерии их отбора не являются прозрачными. Довольно оригинален
и выбор самих баз данных, так как P.ELM (9.0) содержит в основном фосфопротеом-
ные данные человека, а PPA (3.0) - A. thaliana. Детали, касающиеся выбранных для
сравнения предикторов даны в Таблице 1.
Стоит отдельно отметить некоторые из предикторов, не вошедших в группу моде-
лей, выбранных для сравнения. iPhos-PseEn [15], созданный относительно недавно, ос-
нован, как и PhosPredRF, на алгоритме случайных лесов (от англ. random forest; далее
RF [16]). RF является мощным алгоритмом, часто применяемым для различных задач
классификации и регрессии в вычислительной биологии для, был использован авторами
как ensemble-метод (ensemble от англ. ансамбль). В качестве дескрипторов элементов
последовательности белка были выбраны: Disorder Score (disorder от англ. неупоря-
доченность), являющийся характеристикой локальной стабильности белка; K Nearest
Neighbor Score (KNNS), основанный на применении метода k-ближайших соседей и
описывающий аминокислотное окружение (5 окружающих аминокислотных остатков)
каждого элемента последовательности; 20-мерный вектор, содержащий частоты каж-
дого остатка в пределах последовательности; Position Weight Amino Acid Composition
(PWAAC), являющейся локальной характеристикой аминокислотного окружения, успеш-
но примененной в [17] для идентификации сайтов фосфорилирования в последователь-
ностях вирусных белков. Авторы провели сравнение предложенного метода на незави-
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симой тестовой выборке. Данное сравнение, в частности, показало, что предложенный
авторами метод, является более точным, нежели Musite. Однако отсутствие отдельного
приложения и возможности работы веб-сервера с более чем пятью последовательностям
не позволяют провести независимую оценку работы данной модели.
Еще одним методом, основанным на алгоритме случайных лесов, разработанным па-
раллельно с iPhos-PseEn, и превзошедшим Musite и PHOSFER на независимой тестовой
выборке, является RF-Phos [18]. Сервер, указанный авторами в публикации, недосту-
пен, поэтому, как и в случае с iPhos-PseEn, провести независимую оценку модели не
предоставляется возможным. Авторами была проведена большая работа по разработ-
ке эффективной репрезентации последовательности для использования с алгоритмом
RF. Все особенности, среди которых средняя кумулятивная гидрофобность (от англ.
Average Cumulative Hydrophobicity), энтропия Шэннона, доступная сольвенту площадь
(SASA - Solvent Accessible Surface Area) и другие, были сконкатенированы в вектора
с размерностью в 593. Таким образом, каждая последовательность были представле-
на массивной L×593 матрицей, где L - длина последовательности. Исследовательская
ценность работы состоит также в том, что авторами были проанализированы использо-
вавшиеся для репрезентации особенности и выделены те, которые в наибольшей степени
способствовали точной классификации (в частности, все вышеназванные входят в дан-
ную выборку).
Авторы PPRED [13] подошли к проблеме репрезентации иным способом. Вместо
дескрипторов, отражающих те или иные физические свойства аминокислот, была ис-
пользована эволюционная информация, отражающая консервативность тех или иных
аминокислотных остатков. Её можно отразить, проведя множественное выравнивание
последовательности интереса против выбранной протеомной базы данных. Таким об-
разом, для каждой последовательности с использованием PSI-BLAST были получе-
ны PSSM-профили (Позиционная весовая матрица, от англ. Position-Specific Scoring
Matrix), широко примениямые в биоинформатике для анализа нуклеотидных и бел-
ковых последовательностей, и отражающие относительные частоты замен элементов
последовательности. При анализе полученных данных, было сделано наблюдение, что
в окружении сайтов фосфорилирования PSSM-профили последовательностей имеют
сходства. В качестве алогоритма для обучения модели был использован метод опор-
ных векторов. Модель была разработана для киназо-неспецифичных предсказаний, и
доступна через веб-сервер, который, однако способен к однократной обработке лишь
одной последовательности.
С технической точки зрения все представленные выше модели полагаются на вы-
бранные авторами вручную способами представления последовательности белка. Дру-
гими словами, разработчику модели необходимо принять решение в пользу того или
иного варианта репрезентации, и данное решение не может быть названо тривиаль-
ным. Ко всему прочему, требуется проведение значительного объема работы по пре-
8
добработке данных и анализу полученных результатов (с целью выявления наиболее
эффективного варианта репрезентации).
В то же время, конволюционные нейронные сети (CNN - Convolutional Neural Networks)
способны к автоматическому позиционно-инвариантному извлечению локальных осо-
бенностей (в данном случае, в области сайта фосфорилирования) в тренировочных
данных. Уже была показана их эффективность при решении разного рода задач, возни-
кающих как в вычислительной биологии, так и за её пределами. Так, с использованием
конволюционных нейронных сетей были созданы модели по предсказанию контактной
карты (от англ. contact map) белка [19], его вторичной структуры [20, 21] и фермента-
тивной функции [22]. Помимо этого, CNN с большим успехом применяются в области
компьютерного зрения, анализа изображений, и даже для моделирования биологиче-
ского зрения [23].
Хотя, как таковые, сайты модификации являются локальными особенностями по-
следовательности белка, хорошая модель, с целью уменьшения количества ложно -
положительных результатов, должна учитывать и более общие особенности первич-
ной структуры, то есть охватывать максимально широкую область аминокислотной
последовательности. Таким образом, задача определения сайтов фосфорилирования на
самом деле является задачей последовательной классификации, сродни определению
вторичной структуры белка или же классификации частей речи предложения в обла-
сти обработки естесственного языка (от англ. NLP - Natural Language Processing). Тем
не менее, ни один из вышеописанных предикторов не содержит в своей основе алгорит-
мов, ориентированных на последовательную классификацию элементов. Таковыми, в
свою очередь, являются рекурентные нейронные сети (от англ. RNN - Recurrent Neural
Networks). Более того, как было показано в [24] на примере определения субклеточной
локализации белка, гибридные CNN-RNN модели справляются с поставленной задачей
лучше, чем каждая из архитектур по отдельности.
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3 Материалы и методы
3.1 Используемые данные
В работе были использованы следующие базы данных: PhosphoSitePlus (PSP) [25],
Phospho.ELM (P.ELM) [26], dbPPT [27], dbPSP [28] и dbPAF [29]; их краткое описание
дано в Таблице 2.
Таблица 2: Количественное описание баз данных (кроме
dbPSP).
PSP P.ELM9.0 dbPAF dbPPT
Кол-во сайтов 360728 57390 483001 82175
Кол-во
последовательностей
56126 11175 54148 31012
Кол-во ссылок на PMID -* 2569 15154 78
Среднее кол-во ссылок
в расчете на сайт
6.54 1.26 3.74 2.02
*Данные отсутствуют в публичном доступе.
Данные для dbPAF, dbPSP и dbPPT, как утверждается авторами в [27–29], были из-
влечены главным образом из публикаций в PubMed посредством поиска по ключевым
словам, и затем проанализированы экспертами в области. dbPPT содержит около 80
тысяч сайтов фосфорилирования в 30 тысячах белках растений 20 различных видов.
dbPSP содержит исключительно прокариотические данные, в то время как в dbPAF
агрегированы сайты фосфорилирования основных модельных организмов, таких как
H. sapiens, D. melonogaster, S. cerevisae (отдельно стоит отметить отсутствие после-
довательностей растительных белков). В Phospho.ELM содержатся данные о сайтах
фосфорилирования в белках преимущественно позвоночных животных, большинство
из которых принадлежат человеку. Три из вышеуказанных ресурсов (кроме dbPSP)
предоставляют лишь ссылки на публикации в виде PMID, на основе которых был сде-
лан вывод о наличии сайта фосфорилирования, не указывая, какого рода исследования
лежали в основе его обнаружения. PSP же, напротив, не предоставляет PMID, однако
содержит информацию об экспериментальных методах в виде трех классов: LT, MS и
MS CST (Рис. 3).
3.2 Предобработка данных
На основании пяти данных ресурсов были созданы три различных выборки. В силу
выбранной архитектуры модели (а именно, наличия конволюционных слоев; см. ниже),
для длин последовательностей были заданы нижняя и верхняя границы. Аминокис-
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Рис. 2: Количество сайтов фосфорилирования*, находящееся в базе данных PhosphoSitePlus на
момент написания работы, агрегированное в соотвествии с экспериментальными методами.
Рис. 3: MS CST - Mass Spectrometry Cell Signaling Technology [30]. MS - Mass Spectrometry. LT - Low Throughput,
сборная категория для низкопропускных методов. *Суммарное количество завышено, в силу того, что один и тот же
сайт может быть определен разными методами.
лотные последовательности каждой из выборок были прокластеризованы при помощи
cd-hit [31], и из каждого кластера, руководствуясь максимальным количеством сайтов
фосфорилирования, было отобрано по одной последовательности. Детальное описание
выборок находится в Таблице 3.
Таблица 3: Детали формирования выборок.
Выборка I II III
Ограничение
длины последо-
вательности
100-2000 100-1500 100-2000
Кол-во последо-
вательностей*,
103
85/66 42/30 39/25
Процент иден-
тичности для
кластеризации
90 95 70
Базы данных dbPAF;
dbPPT; dbPSP
PSP PSP; P.ELM9.0;
dbPAF; dbPPT
*До/После кластеризации
Из выборки II, основанной лишь на PSP, были исключены все сайты фосфорилиро-
вания, имевшие менее одной ссылки на низкопропускные методы и менее трех ссылок
на высокопропускные. Данный выбор был сделан на основании рекомендаций, опубли-
кованных на ресурсе PhosphoSitePlus.org. Аналогичным образом, из выборки III были
исключены сайты, имеющие менее трех ссылок в виде PMID (кроме данных из dbPSP,
где PMID отсутствуют: в этом случае применение подобных критериев было невоз-
можно, поэтому были взяты все прокариотические последовательности). От каждой из
выборок в случайном порядке было отобрано 5% последовательностей с целью созда-
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Рис. 4: Диаграмма типа box plot, иллюстрирующая распределение длин последовательностей в
каждой из выборок.
ния тестовых наборов данных для сравнения эффективности разрабатываемой модели.
Так как GPS3.0 и PhosPredRF были натренированы на подмножестве сайтов фосфо-
рилирования, взятых их P.ELM, все соответствующие последовательности из тестовых
выборок были исключены.
Все аминокислоты в последовательностях белков были закодированы целыми чис-
лами от 1 до 21. Несмотря на способность рекурентных нейронных сетей работать с
последовательностями произвольной длины, из соображений вычислительной эффек-
тивности, а также в целях включения в архитектуру конволюционных слоев, все недо-
стающие до максимального значения длины элементы были представлены нулевыми
значениями. Таким образом, все последовательности в каждой из сформированных вы-
борок были объединены в единую матрицу с целыми числовыми значениями в диа-
пазоне от 0 до 21. Так как распределение длин последовательностей заметно скошено
(Рисунок 4), с целью повышения вычислительной эффективности, и уменьшения разре-
женности данных, внесенной добавлением нулевых значений, последовательность была
разделена с использованием скользящего окна размером N с шагом s. При оценкие
работы модели на тестовой выборке все результаты объединялись, после чего вычисля-
лось арифметическое среднее полученных моделью вероятностей в перекрывающихся
областях.
Процесс предобработки данных был выполнен с использованием языка Python3.5
преимущественно с использованием библотек Pandas и Numpy. В работе по исследованию
используемых данных были также использованы технология Jupyter Notebook и язык
программирования R.
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3.3 Архитектура модели
Характер задачи определения сайтов фосфорилирования относится к той группе за-
дач, которая в зарубежной литературе известна как seq2seq (sequence-to-sequence): для
каждого элемента последовательности на входе нейронная сеть вычисляет вероятность
его принадлежности к положительному классу на выходе. Другими словами, входом и
выходом для модели служат последовательности числовых значений.
Каждый из элементов последовательности, подаваемой модели на вход, кодирует-
ся в вектор определенной длины: так называемый “эмбеддинг” (от англ. embedding -
вложение). То есть, каждому аминокислотному остатку, как уникальному классу, соот-
вествует представление в K-мерном векторном пространстве (где K является гиперпа-
раметром), причем конкретные значения каждого из векторов являются изменяемыми
в процессе обучения модели параметрами. Таким образом, вместо того, чтобы выбирать
некоторые особенности аминокислот, кажущиеся репрезентативными, вручную, модель
в автоматической манере подстраивает их внутреннее представление таким образом,
чтобы последнее максимально эффективно соответствовало решаемой задаче.
Векторные эмбеддинги затем в параллельной манере подавались в две группы од-
номерных конволюционных слоев (1D CNN), каждая из которых характеризовалась
различным размером и количеством конволюционных фильтров. Размер в одной из
групп превосходил размер в другой, что позволяло проводить извлечение особенностей
последовательности в двух различных масштабах.
Для обработки извлеченных особенностей при помощи конволюционных слоев были
добавлены рекуррентные слои (RNN). Последние, в отличие от стандартных слоев ней-
ронной сети, представляют собой последовательную модель, тренируемую посредством
обратного распространения ошибки (back-propagation) через серию временных шагов
(time-steps) [19]. Не столь давно были разработаны расширения рекуррентных нейрон-
ных сетей, способные к учету долговременных зависимостей, а в частности, LSTM (Long
Short-TermMemory) [32] и GRU (Gated Recurrent Unit) [33]. После экспериментирования
с обеими вышеназванными архитектурами (LSTM и GRU), выбор был сделан в поль-
зу GRU как не уступающей LSTM по части эффективности, но содержащей меньшее
количество параметров.
Для решения проблемы переобучения, были применен метод регуляризации, извест-
ный как Dropout [34]. Инициализация весов была проведена по методу Glorot Uniform
[35] с использованием рекомендованных параметров. В качестве функции потери бы-
ла использована бинарная кросс-энтропия, H(p,q) =−∑x p(x) logq(x) а её оптимизация
происходила с использованием алгоритма Adam [36].
Код модели был выполнен с использованием Python3.5 и библиотек Keras 2 [37]
и TensorFlow 1.5 [38]. Тренировка моделей происходила на видеокартах Titan X и
GTX1080 с использованием CUDA.
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Рис. 5: Архитектура модели.
На первом этапе в эмбеддинг-слое аминокислотная последовательность обретает внутреннее представление в виде
набора векторов с изменяемыми в процессе тренировки параметрами. Затем в параллельной манере происходит подача
эмбеддингов в CNN-слои с фильтрами размером 7 и 3. После извлечения локальных особенностей последовательности,
происходит конкатенация результатов обеих частей CNN, а результат конкатенации затем обрабатывается
рекуррентной частью. Последняя представлена тремя двунаправленными GRU-слоями, последовательно
обрабатывающими серию тайм-степов в прямом и обратном направлениях. За рекуррентной частью модели следует
выходной слой в виде бинарного классификатора с сигмоидной функцией активации.
3.4 Метод оценки работы модели
В силу значительного дисбаланса положительных и отрицательных классов в сто-
рону последних в качестве основной метрики для оценки работы модели был выбран
F1-score.
TPR=
TP
TP+FN
TPR (от англ. True Positive Rate) вычисляется как отношение числа верно предсказан-
ных положительных классов (TP от англ. True Positive) к общему числу числу поло-
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жительных классов - TP+FN (FN от англ. False Negative).
PRC =
TP
TP+FP
PRC (от англ. Precision) вычисляется как отношение числа верно предсказанных поло-
жительных классов (TP) к общему числу классов, предсказанных, как положительные
(TP+FP, где FP от англ. False Positive).
F1 =
2∗TPR∗PRC
TPR+PRC
F1-score является частным случаем F-метрики в случае бинарной классификации, и
вычисляется как гармоническое среднее между точностью (PRC) и чувствительностью
(sensitivity, или TPR).
4 Результаты
4.1 Выбор гипер-параметров
В процессе работы с общей архитектрурой модели, описанной выше, было проте-
стировано несколько наборов гипер-параметров, По причине большого количества воз-
можных комбинаций, а также учитывая время, необходимое для тренировки модели,
проведенные эксперименты нельзя назвать исчерпывающими.
Как бы то ни было, значительный вклад в эффективность работы модели внесло
включение в модель конволюционных слоев, следующих за входным слоем. Сравнение с
эквивалентной по количеству слоев моделью, где последние представлены только рекур-
рентными слоями, продемонстрировало значительное повышение скорости вычислений
без какого-либо ущерба точности предсказаний. Положительно сказалось и разделение
конволюционных слоев на две независимые группы: с узкими (покрывающими 3 эле-
мента последовательности) и широкими (покрывающими 7 элементов последовательно-
сти) фильтрами. Как было указано выше, в качестве регуляризации был использован
метод Dropout. Его суть заключается в выключении нейронов с определенной вероятно-
стью, которая, в свою очередь, является гипер-параметром. Для последней следующие
значения были найдены эффективными: 0.3 для конволюционных слоев и 0.1 для ре-
куррентных.
В эмбеддинг слое, следующим за входным слоем и осуществляющим реализацию
внутреннего представления последовательности, гипер-параметром является размер-
ность пространства, в которое помещается последовательность. Как было указано в
выше, некоторые из современных моделей имеют крайне массивные представления, до-
стигающие размерности более 500. В результате экспериментирования с размерностью
представления, эффективные его значения соответствовали 20.
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Были испробованы различные параметры размера N и шага s скользящего окна для
каждого из наборов данных. Так, эффективные значения N оказались равными 120,
160, 100 для выборок I-III, соответственно. Эффективные значения s варьировали в
пределах 5-10.
В силу того, что количество сайтов фосфорилирования для Ser, Thr и Tyr неодина-
ково, их численный вклад при вычислении функции ошибки неравнозначен. Значитель-
но на результат работы модели повлияло введение численных коэффициентов - весов,
вычисляемых динамически для каждой группы подаваемых во входной слой последо-
вательностей. Для более сбалансированного назначения весов было применено их ло-
гарифмическое сглаживание в соотвествии с функцией f (weight,base) = logbase(weight+
base−1). Всем аминокислотным остаткам, кроме Ser, Thr и Tyr, при вычислении функ-
ции ошибки были присвоены нулевые значения.
4.2 Эффективность модели
В силу того, что восстановить тренировочную выборку для GPS3.0, Musite и PHOSFER
на основе соответствующих публикаций было невозможно, результаты данных предик-
торов на тестовых выборках, скорее всего, являются завышенными. С другой стороны,
Musite был натренирован на выборке, в которой отсутствовали последовательности про-
кариотических белков как таковые, а PHOSFER задумывался авторами как предиктор,
ориентированный на работу с последовательностями белков растений. Также отдельно
стоит отметить, что Musite является киназо-специфичным предиктором, и натрениро-
ван на соответствующей выборке. Причина, по которой Musite был использован для
сравнения, заключается в возможности выбора модели “Eukaryote.ser.thr.tyr”, которую
авторы рекомендуют использовать для киназо-неспецифичных предсказаний.
Результаты сравнения работы предикторов на тестовых выборках представлены в
Таблице 4.
4.3 Доступность модели
Так как целью данной работы являлось создание доступного пользователю при-
ложения, весь программный код был выложен в открытом репозитории на ресурсе
GitHub [39]. Приложение может быть использовано посредством коммандной строки,
и было протестировано на операционной системе Ubuntu Linux 16.10. Возможен выбор
одной из трех моделей (по умолчанию используется модель, натренированная на вы-
борке II, как показавшая науилучшие результаты), для каждой из которых возможены
три режима работы: тренировка, оценка и, собственно, предсказание. Таким образом,
пользователь может как адаптировать для своих целей путем её перетренировки на
собственной выборке, так и, при наличии необходимых знаний, модифицировать архи-
тектуру и изменять гипер-параметры модели.
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Таблица 4: Точность (PRC), чувствительность (TPR) и F1-score,
соответственно, вычисленные на тестовых выборках наборов данных I-III
(описание дано в Материалах и методах). Модель, созданная в работе,
обозначена как CNN-RNN.
CNN-RNN GPS 3.0∗ PhosPredRF MUSITE∗ PHOSFER∗
Dataset I
Bacteria 0.14/0.13/0.13 0.02/0.99/0.03 0.02/0.09/0.03 0.06/0.10/0.08 0.02/0.37/0.03
Eukaryotes 0.31/0.33/0.32 0.04/0.99/0.07 0.05/0.16/0.09 0.19/0.26/0.22 0.06/0.70/0.11
Metazoans 0.28/0.33/0.30 0.04/0.99/0.08 0.07/0.14/0.09 0.21/0.26/0.23 0.07/0.61/0.13
Mammals 0.28/0.31/0.29 0.04/0.99/0.09 0.08/0.13/0.10 0.22/0.23/0.23 0.08/0.58/0.13
Human 0.29/0.22/0.25 0.05/0.99/0.10 0.08/0.12/0.10 0.22/0.17/0.19 0.08/0.51/0.14
Dataset II
Eukaryotes 0.33/0.39/0.36 0.03/0.99/0.07 0.06/0.64/0.11 0.19/0.24/0.21 0.06/0.57/0.11
Metazoans 0.35/0.47/0.40 0.03/0.99/0.07 0.06/0.64/0.11 0.19/0.24/0.21 0.06/0.57/0.11
Mammals 0.39/0.48/0.43 0.04/0.99/0.07 0.06/0.64/0.11 0.19/0.24/0.21 0.06/0.57/0.11
Human 0.36/0.50/0.42 0.05/0.99/0.10 0.08/0.57/0.14 0.24/0.17/0.20 0.08/0.50/0.14
Dataset III
Eukaryotes 0.26/0.42/0.32 0.03/0.99/0.06 0.05/0.78/0.09 0.17/0.32/0.23 0.05/0.73/0.10
Metazoans 0.26/0.42/0.32 0.03/0.99/0.05 0.05/0.77/0.09 0.17/0.36/0.23 0.05/0.70/0.09
Mammals 0.26/0.42/0.32 0.03/0.99/0.06 0.05/0.73/0.09 0.18/0.32/0.23 0.05/0.65/0.10
Human 0.39/0.32/0.36 0.03/0.99/0.05 0.05/0.70/0.09 0.18/0.30/0.22 0.05/0.62/0.10
* Результаты могут быть завышены (подробности в тексте).
Для повышения эффективности работы модели рекомендуется использование гра-
фических процессоров с 8GB VRAM, поддерживающих CUDA, а также наличие по-
рядка 32GB оперативной памяти для проведения вычислений на больших массивах
данных.
5 Обсуждение
Несмотря на возможное преувеличение результатов некоторых предикторов, срав-
нение работы на всех тестовых выборках (см. Таблицу 4) демонстрирует значительное
превосходство созданной модели по значению F1-score.
Результаты работы всех моделей, выбранных для сравнения, кроме Musite, далеки
от наилучших. Налицо отсутствие баланса между значениями PRC и TPR. Так, зна-
чение TPR в случае GPS3.0 достигает 99%, однако значение PRC не превышает 10%,
что объясняет такие низкие показатели F1-score. Тем удивительнее результаты предска-
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заний для белков человека, показанные PHOSFER, более высокие, нежели таковые у
предикторов филогенетически более общего назначения GPS3.0 и PhosPredRF.
Наиболее низкие результаты, что справедливо для всех сравниваемых моделей, были
показаны для прокариотических последовательностей. Возможно, это связано с отсут-
ствием возможности фильтрации данных по количеству ссылок на экспериментальные
источники, а также с совокупностью отличия последовательностей белков про- и эу-
кариот и меньшим количественным их вкладом в выборку I (около 4.5%). Все модели
имеют наилучшие показатели при работе с последовательностями белков человека. Со-
зданная модель, а также Musite, являются исключением: максимум их значений F1-score
был достигнут в рамках более общей филогенетической группы млекопитающих. Одна-
ко даже в этом случае F1-score созданной модели более чем в 2 раза превосходит таковой
для Musite. В целом, практически все модели имеют наилучшие результаты на выбор-
ке II. Именно при формировании данной выборки были применены наиболее строгие
критерии отбора сайтов фосфорилирования, что указывает на необходимость их приме-
нения при подготовке данных. Это также имплицирует важность наличия подробных
сопроводительных аннотаций для записей в базах данных, посвященных ПТМ, что рас-
ширило бы возможности по созданию качественных выборок для тренировки моделей,
подобных выполненной в данной работе.
6 Выводы
Задача точного определения сайтов фосфорилирования вычислительными метода-
ми не является простой сама по себе и при этом значительно осложняется отсутствием
возможности введения строгих критериев на этапе формирования выборки. Базы дан-
ных продолжают интенсивно расти, поэтому введение подробных сопроводительных
аннотаций в значительной мере повысило бы эффективность создаваемых вычисли-
тельных моделей, ориентированных на предсказания сайтов пост-трансляционных мо-
дификаций, что было успешно продемонстрировано в данной работе.
Существующие вычислительные методы предсказания сайтов фосфорилирования
на сегодняшний момент не отличаются высокой точностью работы, а также по ряду
причин, подчеркнутых в данной работе, являются устаревшими. Несмотря на много-
численные успешные применения методов глубокого обучения в различных областях
вычислительной биологии, поиски актуальных на сегодняшний момент предикторов,
основанных на данных методах, не увенчались успехом. По этой причине была пред-
ложена гибридная модель, основанная на новейших результатах в области глубокого
обучения - конволюционных и рекуррентных нейронных сетях. Созданную модель от-
личает ряд важных особенностей, среди которых неспецифичность по отношению к
определенной группе киназ или филогенетической группе, высокая вычислительная
эффективность, простота в использовании, открытость и модифицируемость. Её пре-
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восходство было продемонстрировано путем сравнения её с существующими решениями
на независимых тестовых выборках, сформированных на основе наиболее свежих экс-
периментальных данных. Это же, в свою очередь, показывает высокую эффективность
примененных методов, что позволяет предположить плодотворное их применение для
создания моделей, ориентированных на предсказания и других сайтов ПТМ. Отдель-
но стоит отметить способность нейронных сетей обучаться без выделения каких-либо
репрезентативных особенностей в тренировочных выборках. Созданная модель была
дополнена интерфейсом в виде коммандной строки, а весь сопутствующий программ-
ный код и созданные выборки данных были опубликованы в открытом репозитории на
ресурсе GitHub [39].
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