Abstract. As video data from a variety of different domains (e.g., news, documentaries, entertainment) have distinctive data distributions, crossdomain video concept detection becomes an important task, in which one can reuse the labeled data of one domain to benefit the learning task in another domain with insufficient labeled data. In this paper, we approach this problem by proposing a cross-domain active learning method which iteratively queries labels of the most informative samples in the target domain. Traditional active learning assumes that the training (source domain) and test data (target domain) are from the same distribution. However, it may fail when the two domains have different distributions because querying informative samples according to a base learner that initially learned from source domain may no longer be helpful for the target domain. In our paper, we use the Gaussian random field model as the base learner which has the advantage of exploring the distributions in both domains, and adopt uncertainty sampling as the query strategy. Additionally, we present an instance weighting trick to accelerate the adaptability of the base learner, and develop an efficient model updating method which can significantly speed up the active learning process. Experimental results on TRECVID collections highlight the effectiveness. C 2011 Society of PhotoOptical Instrumentation Engineers (SPIE).
Introduction
Video concept detection is an important problem in video retrieval, aimed at automatic detection of the relevance of a semantic concept (e.g., car, person, building, etc.) to a video shot. Recent studies on this topic have yielded many automatic detection methods, among which the most popular one uses a binary classifier to predict whether a concept exists in a given video shot or not.
The explosive growth of video data in daily life makes video concept detection more and more challenging because the data comes from a variety of domains (e.g., news, documentaries, entertainment). Data from different domains are mostly with different distributions, which can make a classifier trained on one domain (source domain) perform poorly on another domain (target domain). For example, in, Fig. 1 , the concept "Studio" has different distributions on the CNN and CCTV 1 channels, in terms of the different appearance of the presenter and different background settings. Therefore, a classifier trained from the CNN video will 0091-3286/2011/$25.00 C 2011 SPIE achieve poor detection performance for the concept Studio on the CCTV 1 video. A simple way to tackle this crossdomain problem is to build a new classifier for each new domain. However, obtaining labels for the new domain data is time-consuming and expensive. It would be more meaningful if we could reuse the labeled data from the source domain while selecting only a small set of data for labeling from the target domain.
In this paper, we apply the active learning 1 approach to this problem. Active learning is a recent machine learning framework, which can significantly reduce the labeling cost by selecting the most informative samples for labeling. In a typical active learning setting, a base learning model is iteratively refined by querying the labels for a few unlabeled samples using a certain query strategy. Various query strategies have been proposed in literatures, among which uncertainty sampling is one of the most commonly used strategies. When the base model is support vector machines (SVMs) 2 , an often-used classifier in video concept detection, the uncertainty sampling strategy queries the samples closest to the decision boundary. However, this strategy may not be effective enough in a cross-domain setting, in which the target domain has a different distribution to the source domain. Due to the difference in distribution, the decision boundary learned from the source domain may lead to a bad separation of the target domain data. As a result, those samples close to the source domain decision boundary may not be the most informative ones to query labels for training a classifier for the target domain. In this paper, we address this problem by building a classifier which not only takes into account the source domain distribution but also considers the target domain distribution. Our intuition is that uncertainty sampling with respect to this classifier will be more useful for training the target domain classifier.
How can we build a classifier that can consider both source and target distributions? One way is to define a graph whose nodes represent the data points in both domains. Since the source domain data are fully labeled and the target domain data are unlabeled, we can take any graph-based semisupervised learning model as the base model. 3 In this paper, we use the Gaussian random field method proposed in Ref. 4 , which smoothly propagates the labels from the source domain data to the unlabeled target domain data through a graph. This graph can effectively explore the data distributions of both domains. Thus the uncertainty sampling strategy applied to this graph-based model can potentially select more informative samples for the target domain, than the base model initially learned from the source domain alone.
It is worth noting that directly using the Gaussian random field model as the base learner is not suitable since our cross-domain setting is different from the standard semisupervised learning one which assumes that labeled and unlabeled data have the same distribution. Therefore, to quickly adapt the base learner to the target domain, we need to put more weight on the labeled target domain samples/instances. We will show that such an instance-weighting trick can be easily implemented.
In addition, we also propose an efficient model-update method to speed up the active learning process. This is very useful, because in active learning, a base learner needs to be updated iteratively when new labeled instances are obtained. For the Gaussian random field model, the retraining process involves the inversion of a u×u matrix, which has O(u 3 ) time complexity, where u is the number of unlabeled instances. Using our efficient update method, however, the complexity can be reduced to O(k 3 ), where k is the number of instances that have been queried in each iteration. This is a significant speedup since k is much smaller than u.
This paper makes three contributions: First, we propose a new cross-domain active learning approach for video concept detection. In our method, we use Gaussian random field as the base model which constructs a graph by taking samples from the source and target domain as its nodes, and we can obtain the label predictions of the target domain data through a solution of harmonic function which will be introduced in the later sections in Sec. 3. Then we query samples of the target domain using the most uncertain strategy to make the base model adapt to the target domain efficiently. Second, we present an instance-weighting trick, which enables a Gaussian random field model to be adapted quickly to the target domain distribution. Third, we develop an efficient modelupdate method which significantly reduces the complexity of refining the base model when new labeled samples are added to the training set. Since the second and third contribution are used to improve the effectiveness and the efficiency of the base model, we take the first contribution as our main contribution. Experimental results on TRECVID collections 5 have shown that our method significantly outperforms the SVM-based active learning method in a cross-domain setting and two other related transfer learning methods, by using a Gaussian random field as the base learner which can jointly explore the source domain and target domain data.
Section 2 reviews the related work. Section 3 presents our method in detail. Section 4 shows the experimental results. Section 5 presents conclusions and future work.
Related Work
Most work in cross-domain video concept detection is based on transfer learning, which aims to automatically transfer the knowledge learned from a source domain to a related but different target domain. 6 Jiang et al. 7 trained an SVM classifier using both target domain data and support vectors from the source domain, and assigned the weights of the support vectors according to their distance to the target domain data. Yang et al. 8 proposed an adaptive SVM that seeks a new decision boundary close to the source domain boundary while achieving a good separation on target domain samples. Duan et al. 9 developed a multiple kernel learning method by minimizing the risk of both the distribution mismatch between the two domains and SVM. A drawback of these transfer learning methods is that they rely on strong assumptions that may not hold on real data. 10 For example, when the distributions of both domains are different, the methods of both Jiang et al. and Yang et al. may fail because the boundaries of the source and target domains can differ significantly. Dai et al. 11 extended the boosting-based learning algorithm to generate a transfer learning framework, which adjusts the weights of samples according to their effectiveness of boosting the model performance. Another related work is the learning under sample selection bias. This category of work focuses on the learning task when the training and test data are with different distributions. Different from most of the previous works that mainly explore the difference between distributions, Ren et al. 12 proposed a method to discover the structure of the target domain distribution which can correct different types of sample selection bias.
In recent years, active learning has gained increasing attention due to its value in both application and theory. It has also been widely explored in the multimedia research community for its capability of reducing human annotation effort. 13 As the main issue in active learning, query strategies have been extensively studied in the past two decades. For example, Freund et al.
14 proposed a committee-based query strategy that queries samples on which the committee classifiers most disagree. Tong et al. 15 presented a strategy which queries samples that can minimize the version/hypothesis space of SVM efficiently. Settles et al. 16 put forward querying the samples that can lead to maximal model change. Though these query strategies are shown to be effective, they are based on the assumption that the training and test data are drawn from the same distribution. When we come to the cross-domain setting, the effectiveness of these query strategies can be weakened if we do not take into account the difference in distributions of both domains. Note that Li et al. 17 also addressed the cross-domain problem by proposing a combined query strategy. Their work differs from ours in that they focus on developing a better query strategy while we attempt to improve the base learner. Shi et al. 18 proposed a framework to actively transfer knowledge from a source domain to a target domain which can help reduce the labeling cost from the experts.
The idea of combining semisupervised learning and active learning is not new. [19] [20] [21] However, such a combination in cross-domain video concept detection has not been studied. Also, previous combination methods have not taken into account the characteristics of cross-domain data. y 1 ) , . . . , (x l , y l )} are taken as the source domain data which are fully labeled, and {(x l+1 , y l+1 ), . . . ,(x l+u , y l+u )} are taken as the target domain data, of which the labels are unknown.The intuition of the Gaussian random field model is that data points in a neighborhood tend to have similar labels. Building the model consists of two steps: graph construction and model learning. 
Graph construction
The graph is built by treating each sample as a single node, and connecting them by weighted edges. In our cross-domain setting, samples are from both the source and target domain. The edge weight can be determined by Euclidian distance or other distance metrics. In this paper we use the following weight definition:
Here x denotes the feature vector of each node (sample), d is the index of each dimension, n is the length of the feature vector, x id represents the value of the d'th dimension of the i'th sample, and σ is a smoothing parameter. It is easy to see that w i j measures the closeness of the node i and j. The larger the weight is, the closer the two connected nodes are. Here σ is the critical parameter for constructing a good graph. We will present the parameter learning method we have used after introducing the model learning method.
Model learning
With the graph constructed above, the Gaussian random field can be viewed as learning a real decision value function f on the graph W . The loss function can be written as the sum of two components:
where L G represents the loss on the graph, which requires the f values to be smooth with respect to the graph (closer nodes have similar labels); L T represents the loss on the labeled instances, which requires the f values to be close to the ground truth; λ is a tradeoff parameter balancing the value of L G and L T . It can be seen that, if we set λ = 0, the f minimizing this loss function is harmonic: the following equation is satisfied for the unlabeled data:
Here is the Laplacian matrix defined as
is a diagonal matrix with the entries d i = j w i j , and W is the weight matrix. A property of the harmonic function implies that the value of each unlabeled node is the average of its neighboring nodes.
The harmonic solution can be computed by matrix operations. We can split W into the block form after the l ' th row and column:
Expressing f as [
] where f l are the label values on labeled samples of the source domain and f u are the label prediction values on unlabeled samples of the target domain. In binary classification task, f ∈ [0, 1]. Then we can get the solution:
Note that the model learning requires the inversion of uu , which has the time complexity O(u 3 ). Previously we assumed that the weight matrix W is given and fixed. Now we will introduce a cross-validation method to learn σ which is the smoothing parameter in Eq. (1) from both the labeled source domain and unlabeled target domain data. The details are as follows. We separate the labeled dataset into five folds and use one fold as an evaluation set at each time. The evaluation set will be put into the unlabeled dataset and obtain their label predictions through the solution Eq. (5). Then, a least square error can be calculated between the truth label values and the prediction values of the evaluation set, which is shown as Eq. (6). We select the best σ that can minimize this error sum on the five folds.
where p i is the truth label vector of the i'th fold taken as the evaluation set, and f i u is the prediction vector of the i'th fold.
denotes the parameter selection set and we set = {2 m |m ∈ [−4, 4]} in our experiments. Experimental results in Section 4 have shown the utility of this parameter selection method.
Insertion into the Active Learning Framework
In the framework of active learning, we adopt the Gaussian random field as the base model. Initially, the base model is trained on the fully labeled source domain and unlabeled target domain data. Then the model assigns each unlabeled instance in the target domain a function value f , where f ∈ [0, 1] since we are dealing with a binary classification problem. f can be interpreted as the confidence of the prediction: f → 1 means a high confidence of predicting the label as class 1; f → 0 means a high confidence of predicting the label as class 0; f → 0.5 represents a low confidence (high uncertainty). With this observation, it is natural to use the uncertainty sampling strategy for querying informative instances.
In each iteration of active learning, we sort the f values on all unlabeled instances based on their closeness to 0.5. Then, we select the queried instance according to the following criterion:
If there are k instances for query in each iteration, we simply pick up the top k instances satisfying Eq. (7). After obtaining their labels, we will remove these instances from the current unlabeled set U and add them to the labeled set L. The base model is then updated. And these new labeled samples will be weighted in an efficient manner, which will be discussed in Secs. 3.3 and 3.4. It is worth pointing out that there are more advanced query strategies for the Gaussian random field model, 4, 19 and there are also many strategies specially designed for batch instance queries which query several instances in one iteration. We do not, however, explore them in this paper since our goal is to demonstrate how to achieve active learning effective in a cross-domain setting.
Instance Weighting
As semisupervised learning assumes that the labeled and unlabeled data have the same distribution, it often treats all instances with equal weight. But in a cross-domain setting, we focus on learning a model for the target domain, thus we should weight the target domain data more importantly. This can make the base model adapt to the target domain more quickly, which is particularly important when we only have a small number of labeled target domain samples. Note that in the Gaussian random field model, there is weight on edges but no weight on nodes. Therefore, we need to transform node weights into edge weights.
It turns out that a very simple trick can implement our goal. When adding queried instances to the labeled set, we can set a weight for them by simply multiplying their corresponding rows with a weight factor:
where Q denotes the set of queried instances and τ > 1 is the weight factor. Intuitively, by increasing the edge weight to its neighbors, an instance has a larger influence on the f values of its neighbors.
Efficient Model Updates
Assume that W is arranged in the block form as Eq. (4). The harmonic solution is presented by f u = −1 uu W ul f l where uu = D uu − W uu . In our cross-domain setting, f l represents the label vector of the source domain and f u represents the label prediction vector of the target domain. Labels of the source domain through the Gaussian random field model will be propagated to the unlabeled target domain data. After performing active learning query strategy, we remove k instances from the unlabeled target domain data. And in the next iteration we need to recompute −1 uu and W ul , with the k rows/columns removed. In this section, we will introduce an efficient way to do this recomputation.
Assume that k unlabeled instances, corresponding to the row indexes i 1 , . . . , i k in W , are queried. Then, the weight matrix is updated by multiplying the corresponding rows by a weight factor τ (instance weighting). Following this step, we re-arrange the weight matrix into:
and compute the corresponding diagonal matrix D . Based on these matrixes, the model can be updated to recompute the labels: by swapping some rows or columns. Also, we have:
Thus, in the following, we only need to consider the special case of removing the first k rows/columns of a matrix. Let us write B as:
where we have defined:
We will transform B into a block diagonal form in two steps. First, let
where
where I is the identity matrix and 0 is the zero matrix. By Woodbury matrix identity, 22 we have:
Since B −1 is already known (in fact it can be directly obtained from A −1 as discussed above), we only need to compute (C −1 + V B −1 U) −1 which has the time complexity O(k 3 ).
Next, let
Again, by Woodbury matrix identity, we have:
where G = (B (1) ) −1 . Since (B (1) ) −1 is already computed, we only need to compute (C −1 + V GU ) −1 which has the complexity of O(k 3 ). Finally, since (B (2) )
we have
which shows that computing (B ¬1,...,k ) −1 has the complexity O(k 3 ) if we know B −1 . Note that we have ignored the time complexity for matrix multiplication and row or column swap operations, because in practice the matrix inversion operation dominates the overall computation time.
Recall that uu can be obtained by simply removing k rows and columns from uu . Thus, using the results of Eqs. (13), (16) , and (18) ( uu ) −1 can be computed with the complexity O(k 3 ), if we reuse the result of
uu only the complexity of matrix inversion is considered.
Experimental Results
We investigate the cross-domain video concept detection problem on the benchmark collection TRECVID 2005 and TRECVID 2007. 5 The development collection of TRECVID 2005 contains 61,901 video shots extracted from international broadcast news videos. TRECVID 2007 contains 21,532 video shots extracted from news magazines, documentaries, science news, and educational videos. Obviously, TRECVID 2005 and TRECVID 2007 collections are drawn from two different domains, containing different types of videos, while they share the same concepts. Thirty-six concepts defined by LSCOM-Lite lexicon 23 have been manually annotated on both collections. Each video shot is represented by one keyframe, which is expressed by a 346-dimensional feature vector. The feature vector consists of three standard low-level visual features: a 225-dimensional grid-color moment feature, a 48-dimensional Gabor texture, and a 73-dimensional edge direction histogram. And each dimension of the feature vector will be scaled to [0, 1 for training and test.
To illustrate the distribution difference between these two collections, we split each collection to two subsets and then calculate the KL-divergences on the feature space between different subsets. Although KL-divergence 24 is a nonsymmetric measure, it has been commonly used to measure the difference between two distributions. Table 1 shows the results. TV2005 D1 and TV2005 D2 are the two subsets from To compare the performance of different methods, we generate 10 datasets from the 2 collections. For each dataset, we randomly sample 1000 samples from the TRECVID 2005 collection (source domain) and 3000 samples from the TRECVID 2007 collection (target domain). We treat the detection of each concept as a binary classification problem and use average precision (AP) as the performance metric. AP is a standard evaluation metric in TRECVID, which is calculated based on the rank list inferred from the outputs of a classifier. For a given concept, we first compute the APs on 10 datasets and then report the average value as a single AP. Additionally, we compute the mean AP over 36 concepts and refer to it as mean average precision (MAP).
We conduct three sets of experiments. The first set compares different active learning based models on each concept:
r Gaussian random field with active learning (GRF AL): the base model is GRF, with target domain instances weighted more than source domain instances (weight factor τ = 50). The smoothing parameter σ for graph construction is set to 1 after parameter learning. Uncertainty sampling is used as the query strategy. r Gaussian random field with random query (GRF RAND): is the same as GRF AL except random sampling is used as the query strategy.
r Support vector machine with active learning (SVM AL): the base model SVM is initially trained on the source domain data. Uncertainty sampling is used as the query strategy. The regularization parameter C is set to 10 and γ in the RBF kernel function
2 is set to 8, based on the cross-validation results on the source domain data.
For each method, we conduct 10 iterations for each query model, and query 50 samples in each iteration. Figure 2 shows the performance of the final iteration in terms of AP for all 36 concepts. We can see that: 1.) for 13 concepts, AP GRF AL > AP SVM AL > AP GRF RAND . The main reason that GRF AL performs better than SVM AL is it considers both of the labeled data (source domain) and unlabeled data (target domain) to initialize the training set while the latter one does not utilize the unlabeled data. And GRF AL also provides an instance weighting strategy for the classifier to adapt to the target domain data more effectively. 2.) For 9 concepts, AP GRF AL > AP GRF RAND > AP SVM AL . This shows the potential that GRF based method even with random sampling from the target domain still works better than SVM with active learning. Intuitively, SVM is not a learning method designed for cross-domain setting. 3.) For 4 concepts, AP SVM AL is best. They are "Chart," "Desert,""Explosion Fire," and "Office." The main character of these four concepts is they are all highly unbalanced concepts, which means there are only very few positive samples in the training set for them. Like for concept "Chart," there is only at most one positive sample in each 10 source domain data setting. It will cause a bad initial graph for GRF AL. As SVM is a standard discriminative learning method which is fit for a small sample problem, it shows better performances on these concepts. The second set of experiment studies the effect of instance weighting, which is proposed in our method to accelerate the model shift from the source domain to the target domain. We denote the GRF AL method without instance weighting step as GRF AL NW. Table 2 shows the overall performance in terms of MAP of all models. As we can observe, GRF AL achieves better MAP than GRF AL NW in early iterations, which illustrates the utility of instance weighting. Note that at the tenth iteration, the MAP of GRF AL NW and GRF AL are very close because at that stage there are already enough labeled target domain instances.
Besides the comparison with the baseline method SVM AL (an active learning-based method), we also design the third set of experiments to evaluate our proposed method GRF AL by comparing it with two transfer learning methods which are commonly adopted in the research community. One is AcTraK which has been proposed by Shi et al. 18 to actively transfer knowledge cross domains. The other one is TrAdaBoost which has been designed for transfer learning by extending the AdaBoost algorithm by Dai et al. 11 For AcTraK, the maximum number of samples labeled by experts is set to 50 which is the same as in GRF AL. And in order to fairly compare it with GRF AL, the most uncertain sampling is adopted as the active learner in AcTraK. For TrAdaBoost, SVM is used as the basic learner and the iteration is set to be 100. Since both AcTraK and TrAdaBoost use a few labeled training data from the target domain, we also change the setting of GRF AL to GRF AL P, in which 20 samples with their labels from the target domain have been added to the labeled set. It means that in the initial labeled set, besides the fully labeled source domain data, there are also 20 labeled samples from the target domain. Figure 3 plots the performance comparison in 10 iterations. As we can see from the figure, in the first few iterations, TrAdaBoost outperforms the others since it tunes the weights of each sample in the training set according to their effectiveness of boosting the confidence of the learned model for the target domain. It is worth noting here that TrAdaBoost is performed on a fixed data set which consists of the labeled source domain data and the 20 labeled target domain data. Thus, its performance will not change in the 10 iterations. In the latter iterations, it performs worse than all of the other methods mainly because it does not query more labeled data from the target domain. Comparing with AcTraK, both GRF AL P and GRF AL perform better. This result can be explained as follows. The main advantage of AcTraK is that it can actively choose when to use the knowledge learned from the source domain to label the target domain data in order to save the cost of experts labeling. It is noted that AcTraK does not explicitly add the source domain data into the training set, which limits its ability in our cross-domain setting. However, GRF AL updates the graph model by both labeled data from the source domain, and more queried samples from target domain ensures its better performance. We note that although GRF AL has to query 50 samples in each iteration, this number is still much smaller than the size of the whole unlabeled target domain set in video concept detection scenario. Saving experts labeling cost is still practical by using GRF AL. Due to the prior knowledge for the target domain provided by the 20 labeled target domain samples, GRF AL P obviously outperforms GRF AL. How the number of initially labeled samples from the target domain will influence the performance can be studied in future work.
Efficiency of the model update is another aspect of performance. Table 3 summarizes the average model update time of 36 concepts in the odd number iterations for using the model update method proposed in Sec. 3.4 and without using it. In the table, GRF AL NU denotes without using the model update method and GRF AL denotes using it. The update time for GRF AL is basically identical since the time cost mainly depends on the number of queries k in each iteration, which is a fixed number in our experiments. However, the update time for GRF AL NU depends on the size of unlabeled samples U in the target domain which becomes smaller as more samples have been labeled after querying. Therefore, the update time for GRF AL NU will decrease after several iterations. Since k |U |, the time cost of GRF AL is much smaller than GRF AL NU in each iteration. This shows the efficiency advantage of GRF AL.
Conclusions
We have developed an active learning method for the crossdomain concept detection problem. Our proposed method differs from the existing active learning approaches in that it takes into account the difference in distributions of both source and target domains. A Gaussian random field model has been built to jointly explore the distribution of two domains. By selecting its most uncertain samples from the target domain, it can adapt to the target domain data efficiently. Furthermore, we have enhanced the efficiency of the method in two aspects. We sped up the model adaption to the target domain by instance weighting. We also sped up the model refinement when new labeled data are added. Experimental results on TRECVID collections have demonstrated the effectiveness of the proposed method compared to using a traditional active learning method and two other related transfer learning approaches.
It will be particularly interesting to explore two directions in our future work: 1.) constructing a better initial graph with applying different weights to the source and target data; 2.) investigating different query strategies to study their effectiveness in cross-domain setting.
