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SPECTRAL TRIPLES ON ON
MAGNUS GOFFENG AND BRAM MESLAND
Abstract. We give a construction of an odd spectral triple on the Cuntz algebra ON ,
whoseK-homology class generates the oddK-homology groupK1(ON ). Using a metric
measure space structure on the Cuntz-Renault groupoid, we introduce a singular integral
operator which is the formal analogue of the logarithm of the Laplacian on a Riemannian
manifold. Assembling this operator with the infinitesimal generator of the gauge action on
ON yields a θ-summable spectral triple whose phase is finitely summable. The relation to
previous constructions of Fredholm modules and spectral triples on ON is discussed.
1. Introduction
We give a geometrically inspired construction of spectral triples on the Cuntz algebra
ON with non-trivial K-homological content. One reason such spectral triples have been
elusive is Connes’ construction of traces from finitely summable spectral triples [1]. Purely
infinite C∗-algebras such as ON are traceless and should thus be viewed as infinite dimen-
sional objects, at best carrying θ-summable spectral triples. Another difficulty is presented
by the fact that the K-homology of ON is torsion, so the index pairing cannot be used to
detect K-homology classes.
In the literature, several approaches to noncommutative geometry on Cuntz-Krieger
algebras have been explored. The crossed product C∗-algebra associated to the action of
a free group on its Gromov boundary gives rise to a Cuntz-Krieger algebra, and in [5]
that geometric picture is used to establish the existence of θ-summable spectral triples on
such C∗-algebras. On the other hand, twisted noncommutative geometries [3] circumvent
the obstruction to finite summability whereas semifinite noncommutative geometries [19]
allow for the extraction of index-theoretic invariants.
Recent years have seen explicit constructions of spectral triples on Cuntz-Krieger alge-
bras [12] and more generally on Cuntz-Pimsner algebras [13], originating in the dynamics
of subshifts of finite type. Their classes in K-homology were computed in [12] using
Poincaré duality and extension theory (see [14, 15]), thus bypassing the difficulties dis-
cussed above. These spectral triples have the remarkable feature that they are θ-summable,
but their bounded transforms χ(D), using a suitably chosen function χ ∈ Cb(R) such that
limt→±∞ χ(t) = ±1, are finitely summable. Providing a geometric context and under-
standing the distinct dimensional behaviours of bounded and unbounded Fredholm mod-
ules over ON is the main problem motivating this paper.
Using the metric and Patterson-Sullivan measure on the full N -shift, we equip the
Cuntz-Renault groupoid with the structure of a metric measure space. Then we consider
a singular integral kernel formally similar to that of the logarithm of the Laplacian on a
closed Riemannian manifold. We explicitly relate the associated integral operator to the
depth-kore operator from [13], yielding a geometric construction of a K-homologically
non-trivial noncommutative geometry on ON .
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2. Statement of results on ON
Before stating our results, we recall several notions from noncommutative geometry.
The reader familiar with summability properties in noncommutative geometry and the
groupoid model of ON can proceed to page 4 for the main results.
Let A be a unital C∗-algebra. A spectral triple is a triple (A,H , D) where A acts
unitally on the Hilbert space H and D is a self-adjoint operator with compact resolvent
on H such that
LipD(A) := {a ∈ A : aDom(D) ⊆ Dom(D) and [D, a] is bounded} ⊆ A is dense.
A spectral triple is sometimes called an unbounded Fredholm module. A bounded Fred-
holm module is a triple (A,H , F ) as above safe the fact that F is a bounded operator
assumed to satisfy that F 2 − 1, F − F ∗, [F, a] ∈ K(H ) for any a ∈ A.
Dimensional properties of (un)bounded Fredholm modules are described in terms of
operator ideals. For a compact operator T on a Hilbert space H , we denote by µk(T ) its
sequence of singular values. Given p ∈ (0,∞), let L p(H ), denote the p-th Schatten ideal
and Li1/p(H ) ⊂ K(H ) the symmetrically normed ideal defined by
Li1/p(H ) := {T ∈ K(H ) : µk(T ) = O((log k)−1/p)}.
An unbounded Fredholm module (A,H , D) is said to be p-summable if (D ± i)−1 ∈
L p(H ) and θ-summable if (D±i)−1 ∈ Li1/2(H ). Note that θ-summability is equivalent
to requiring that e−tD2 ∈ L 1(H ) for all t > 0. A bounded Fredholm module (A,H , F )
is said to be p-summable if
F 2 − 1, F − F ∗ ∈ L p/2(H ), and [F, a] ∈ L p(H ),
and θ-summable if
F 2 − 1, F − F ∗ ∈ Li(H ), and [F, a] ∈ Li1/2(H ),
for all a in a dense subalgebra of A.
We emphasize the difference between the two definitions. Summability of an un-
bounded Fredholm module is a property of the operator D, whereas summability of a
bounded Fredholm module is a property of the operator F and of its commutators with
the algebra A. The two notions are related as follows. If (A,H , D) is a p-summable
(resp. θ-summable) unbounded Fredholm module, then (A,H , χ(D)) is a p-summable
(resp. θ-summable) bounded Fredholm module if χ ∈ Cb(R) is a function satisfying
χ2 = 1 + O(|x|−2) as |x| → ∞. Conversely, a θ-summable bounded Fredholm module
can be lifted to a θ-summable unbounded Fredholm module, see [2, Chapter IV.8, Theo-
rem 4]. This result fails for finite summability, as is shown in particular by the examples
in this paper.
Any K-homology class on a Cuntz-Krieger algebra is represented by a finitely summa-
ble bounded Fredholm module [12]. In general, Cuntz-Krieger algebras admit no finitely
summable spectral triples, as discussed above. This phenomenon is widespread and, for in-
stance, occurs for boundary crossed product algebras of hyperbolic groups [7]. The action
of a free group on its Gromov boundary falls into the class of examples considered in both
[7] and [12]. To our knowledge, obstructions to finite summability at the bounded level
have not been studied. At present, the example [12, Lemma 6, page 95] of a K-homology
class not admitting finitely summable bounded representatives is the only one known to
the authors.
Before stating our main results, we recall some facts about ON that we review in more
detail in Section 3. For N > 1, the Cuntz algebra ON [6] is defined as the universal
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C∗-algebra generated by N isometries with orthogonal ranges. As the C∗-algebra ON
is simple, it can be constructed in any of its Hilbert space realizations. That is, for any
operators S1, . . . , SN such that S∗j Sk = δjk and 1 =
∑N
j=1 SjS
∗
j , ON is canonically
isomorphic to the C∗-algebra generated by S1, . . . , SN .
An important realization of ON is as the groupoid C∗-algebra of the Cuntz-Renault
groupoid GN introduced in [20, Section III.2]. The unit space of GN is the full one-sided
sequence space ΩN := {1, . . . , N}N. We equip ΩN with the product topology in which it
is compact and totally disconnected. Elements x ∈ ΩN are written x = x1x2 · · · where
xj ∈ {1, . . . , N}. The shift σ : ΩN → ΩN is defined by σ(x1x2x3 · · · ) = x2x3 · · · and
is a surjective local homeomorphism. For a finite word µ = µ1µ2 · · ·µk ∈ {1, . . . , N}k
we define the cylinder set
Cµ := {x ∈ ΩN : x = µx
′ for some x′ ∈ ΩN}.
We call |µ| := k the length of µ. As a set, the Cuntz-Renault groupoid is given by
(1) GN := {(x, n, y) ∈ ΩN × Z× ΩN : ∃k σn+k(x) = σk(y)}⇒ ΩN ,
with domain map dG : G → ΩN , range map rG : G → ΩN and product · defined by
dG (x, n, y) := y, rG (x, n, y) := x, (x, n, y) · (y,m, z) = (x, n+m, z).
The space GN admits an extended metric ρG defined below in Definition 3.2. The étale
topology described in [21] coincides with the metric topology on GN induced by ρG (see
Section 3, Proposition 3.3).There is an isomorphism ON ∼= C∗(GN ) (see [20, 21]) and an
expectation Φ : C∗(GN ) → C(ΩN ) induced by the clopen inclusion
(2) ΩN ⊂ GN , x 7→ (x, 0, x).
The algebra ON admits a unique KMS-state φ (see Section 3.2), and we write L2(ON ) :=
L2(ON , φ) for its GNS-representation (see below in Subsection 3.2). Under the isomor-
phism ON ∼= C∗(GN) we have L2(ON ) = L2(GN ,mG ) for the measure mG := d∗GmΩ
induced by the Patterson-Sullivan measure mΩ on ΩN , characterized by mΩ(Cµ) :=
N−|µ|. We often write g = (x, n, y) for an element of GN . Note that the Hausdorff
dimension of ΩN , and hence of GN , equals logN .
2.1. Definition. We define the densely defined operators c, T and PF on L2(ON ) as
follows.
(1) Define c0 byDom(c0) = Cc(GN ) and c0f(x, n, y) := nf(x, n, y) and let c denote
the closure of c0.
(2) Define T0 by letting Dom(T0) be the compactly supported locally constant func-
tions and
T0f(g) :=
1
(1 −N−1)
∫
GN
f(g)− f(h)
ρG (g, h)log(N)
dmG (h),
and let T denote the closure of T0. The extended metric ρG is defined below in
Definition 3.2.
(3) Define the set
(3)
XF := {(x, n, y) ∈ ΩN × N× ΩN : ∃µ ∈ {1, . . . , N}
n s.t. x ∈ Cµ and σn(x) = y} .
Let PF denote the integral operator on L2(GN ) with integral kernel χXF (the
characteristic function of XF ).
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There is an isomorphism K1(ON ) ∼= Z/(N − 1)Z defined from Poincaré duality for
Cuntz-Krieger algebras [14] and the isomorphismK0(ON ) ∼= Z/(N −1)Z. We denote by
[̂1] ∈ K1(ON ) the class Poincaré dual to [1] ∈ K0(ON ) and sometimes refer to this class
as the generator of K1(ON ). The generator of K1(ON ) is represented by the extension
considered in [8]. In the sequel we will use the operator T from Definition 2.1 to construct
spectral triples representing the K-homology class [̂1].
In the statement of our main result we will make use of the so called dispersion oper-
ator B : L2(ON ) → L2(ON ) which is a bounded operator defined below in Lemma 5.2
(see page 9). The dispersion operator measures how non-diagonal the operator T is in a
particular ON-basis of L2(ON ). We also make use of a certain projection Q defined just
before Theorem 5.3.
2.2. Theorem. The operators c, T and PF from Definition 2.1 are well defined self-adjoint
operators. In factPF is an orthogonal projection, T is positive andD := (2PF−1)|c|−T
is a self-adjoint operator with compact resolvent. Moreover,
(1) (ON , L2(ON ), D) is a spectral triple whose class coincides with [̂1] ∈ K1(ON )
and e−tD2 is of trace class for all t > 0, i.e. D is θ-summable.
(2) Up to finite rank operators, PF = χ[0,∞)(D) and for any p > 0,
(ON , L
2(ON ), 2PF − 1)
is a p-summable Fredholm module whose class is [̂1] ∈ K1(ON ).
(3) The operator D˜ := D − B + (N − 1)−1Q also defines a spectral triple on ON ,
where B is the dispersion operator (see Lemma 5.2) and Q is a projection (see be-
fore Theorem 5.3). For any extended limit ω ∈ L∞[0, 1]∗ at 0 there is a probability
measure m˜ω on ΩN such that
φ˜ω(a) := ω
(
Tr(ae−tD˜
2
)
Tr(e−tD˜2)
)
, a ∈ ON ,
is computed from φ˜ω(a) =
∫
ΩN
Φ(a)dm˜ω .
2.3. Remark. The importance of part 3 of Theorem 2.2 is in the context of the states
constructed from θ-summable spectral triples in [10]. The assumption [10, Assumption
5.4] requires the associated states to be tracial. This condition clearly fails in the purely
infinite case.
A key ingredient in the proof of the theorem is the notion of the depth-kore operator
from [13]. The depth-kore operator κ is a self-adjoint operator on L2(ON ) which together
with c facilitates a decomposition L2(ON ) =
⊕
n,k Hn,k into finite-dimensional sub-
spaces with an explicit ON-basis. As we will see below in Proposition 3.10 of Section 3.2,
PF is the orthogonal projection onto the free Fock space F := ⊕∞n=0 Hn,0 ∼= ℓ2(VN )
where VN = ∪∞k=0{1, . . . , N}k.
The structure of the paper is as follows. In Section 3 we describe the geometry of the
Cuntz-Renault groupoid GN and the GNS representation of the KMS state of the Cuntz
algebra in terms of the Cuntz-Renault groupoid. We compare the κ-function on GN (cf.
[12, Section 5]) to the κ-operator on its L2-space (cf. [13, Lemma 2.13]) in Section 4. The
integral operator T is computed in Section 5 and we assemble these ingredients to spectral
triples in Section 6. The proof of Theorem 2.2 is found in Section 6 and 7.
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3. Metric measure theory on ON
In this section we will set the scene for the paper and describe the relevant objects. Most
of this material reviews previously published results. The context we present, which to our
knowledge is novel, sheds a new light on them.
3.1. The groupoid GN as a metric measure space. The groupoid GN was defined as a set
with algebraic structure in Equation (1) and we now describe its topology in more detail.
Define the functions κG : GN → N and c : GN → Z by
κG : (x, n, y) 7→ min{k ≥ max{0,−n} : σ
n+k(x) = σk(y)}, c : (x, n, y) 7→ n.
For g ∈ GN and composable g1, g2 ∈ GN it holds that
c(g1 · g2) = c(g1) + c(g2), κG (g1 · g2) ≤ κ(g1) + κ(g2), c(g) + κG (g) ≥ 0.
In summary, c is a cocycle, κG is submultiplicative and their sum is a positive function.
We equip GN with the smallest topology making c, κG , rG and dG continuous. It is
readily verified that a basis for the topology on GN is given by the sets
Xµ,ν := {(x, |µ|−|ν|, y) ∈ GN : x ∈ Cµ, y ∈ Cν , σ
|µ|(x) = σ|ν|(y)}, for µ, ν ∈ VN .
The groupoid GN is étale in this topology. An étale groupoid over a totally disconnected
space is again totally disconnected, so the space of compactly supported locally constant
functions is dense in Cc(GN ). For µ, ν ∈ VN we use the notation Sµ := Sµ1 · · ·Sµ|µ| ,
S∗µ := (Sµ)
∗ and χµ,ν for the characteristic function of Xµ,ν . The following result is
proven in [20, 21].
3.1. Theorem. The C∗-algebras ON and C∗(GN ) are isomorphic via a ∗-homomorphism
ON → C∗(GN ) that maps SµS∗ν to the compactly supported locally constant function
χµ,ν ∈ Cc(GN).
1. Notation. For g = (x, n, y) ∈ GN we have σn+κG (g)(x) = σκG (g)(y). We will use the
notation z(g) := σκG (g)(y), µG (g) will denote the word of length n + κG (g) such that
x = µG (g)z(g) and νG (g) will denote the word of length κG (g) such that y = νG (g)z(g).
In particular, we have
g = (µG (g)z(g), c(g), νG (g)z(g)), ∀g ∈ GN .
Clearly, z : GN → ΩN and µG , νG : GN → VN are continuous. When there is no risk of
confusion with fixed finite words, we write simply µ(g) and ν(g). We also write y(g) := y.
The compact space ΩN is metrized by the metric ρΩ defined by
ρΩ(x1x2 · · · , y1y2 · · · ) := inf{e
−l : x1x2 · · ·xl = y1y2 · · · yl},
with the convention that ρΩ(ix2 · · · , jy2 · · · ) = 1 if i 6= j.
3.2. Definition. We define ρG : GN × GN → [0,∞] by
ρG (g1, g2) :=
{
∞, if κG (g1) 6= κG (g2) or µ(g1) 6= µ(g2),
ρΩ(y(g1), y(g2)), if κG (g1) = κG (g2) and µ(g1) = µ(g2).
For µ ∈ VN and k ∈ N, we define the set
(4) Cµ,k := {g ∈ GN : µG (g) = µ, κG (g) = k}.
The set Cµ,k is homeomorphic to a clopen subset of ΩN via the domain mapping dG . We
can clearly partition
GN = ∪˙µ,kCµ,k.
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Moreover, for a fixed g1 ∈ GN we have
{g2 ∈ GN : ρG (g1, g2) <∞} = Cµ(g1),κ(g1).
3.3. Proposition. The function ρG is an extended metric on GN and the topology induced
by ρG coincides with the étale topology on GN . The functions c, κG , rG and dG as well
as any compactly supported locally constant function are uniformly Lipschitz continuous
with respect to ρG .
Proof. We start by giving the argument for why ρG is an extended metric. If ρG (g1, g2) =
0 then y(g1) = y(g2), κG (g1) = κG (g2) and µG (g1) = µG (g2) so c(g1) = c(g2) and
we conclude that g1 = g2. The function ρG is clearly non-negative and symmetric. The
triangle inequality follows from the fact that given µ ∈ VN and k ∈ N, the set Cµ,k is
bi-Lipschitz homeomorphic to a clopen subset of ΩN via the domain mapping dG . The
remainder of the proposition are direct consequences of the construction of the extended
metric. 
3.4. Remark. We note that rG and dG are locally bi-Lipschitz homeomorphisms between
GN and ΩN so any local metric invariant, e.g. Hausdorff dimension, remains the same for
the two spaces.
It is often fruitful to think of ΩN as the Gromov boundary of the discrete hyperbolic
space VN . Here we think of VN as a rooted tree, with root ∅ ∈ {1, . . . , N}0 = {∅} and
given a directed graph structure by declaring an edge from µ to µj for any µ ∈ VN and
j ∈ {1, . . . , N}. We write V N := VN ∪ ΩN for the corresponding compactification of
VN ; we topologize V N in such a way that VN ⊆ V N is a discrete subspace and for any
µ ∈ VN , the set {ν ∈ VN : ν = µν0 for some ν0 ∈ VN} ∪ Cµ is open. Let δµ denote the
Dirac measure at µ ∈ VN and for s > log(N) define probability measures on V N via
ms :=
∑
µ∈VN
e−s|µ|δµ∑
µ∈VN
e−s|µ|
.
The measures ms are supported in VN . The following construction of the Patterson-
Sullivan measures on ΩN is well-known, see for instance [4].
3.5. Proposition. The net of measures (ms)s>log(N) has a w∗-limit mΩ as s → log(N).
The measure mΩ is supported on ΩN ⊂ V N and coincides with log(N)-dimensional
Hausdorff measure. It satisfies mΩ(Cν) = N−|ν| for any ν ∈ VN .
3.2. The representation associated with the KMS state on ON . We will now approach
ON from an operator theoretic viewpoint. The cocycle c gives rise to a U(1)-action on ON
by (z · f)(g) = zc(g)f(g) for f ∈ Cc(GN ). Under the isomorphism of Theorem 3.1, this
action is given on the generators of ON by z · Si = zSi. The functional
φ(f) :=
∫
ΩN
f(x, 0, x)dmΩ,
extends to a state on ON . Indeed, φ(SµS∗ν ) = δµ,νN−|ν|. The state φ is the unique
KMS state on ON (equipped with the action defined above) and its inverse temperature is
log(N), see [18].
3.6. Proposition. We consider the measure mG := d∗GmΩ on GN . The isomorphism
of Theorem 3.1 uniquely determines a unitary isomorphism L2(ON , φ) → L2(GN ,mG )
compatible with the left ON -action.
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The proposition follows using the fact that 1 ∈ ON , which corresponds to χΩ ∈
Cc(GN ) ⊆ C∗(GN ), satisfies φ(f) = 〈1, f ∗ 1〉L2(GN ,mG ). Motivated by this result,
we identify L2(ON , φ) with L2(GN ,mG ) and write simply L2(ON ).
3.7. Definition. For a finite word µ ∈ VN we write t(µ) := µ|µ| for µ non-empty and
t(∅) = ∅. We define (eµ,ν)µ,ν∈VN ⊆ L2(ON ) by e∅,∅ = χΩ and
eµ,ν :=

N |ν|/2SµS
∗
ν , t(µ) 6= t(ν),
N |ν|/2
√
N
N−1
(
SµS
∗
ν −N
−1SµS
∗
ν
)
, t(µ) = t(ν) 6= ∅.
Here we have written µ = µt(µ) and ν = νt(ν).
3.8. Proposition (Lemma 2.13 of [13]). The collection (eµ,ν)µ,ν∈VN ⊆ L2(ON ) is an
ON-basis.
3.9. Definition. Following [13], we define the depth-kore operator κ on L2(ON ) as the
densely defined self-adjoint operator such that
κeµ,ν = |ν|eµ,ν .
We define the operator c on L2(ON ) as the densely defined self-adjoint operator such that
ceµ,ν = (|µ| − |ν|)eµ,ν .
We note that by construction, c commutes with κ on a common core and c+κ is positive.
We define the Nn+2k-dimensional space
(5) Hn,k := ker(c− n) ∩ ker(κ− k) = l.s.{eµ,ν : |µ| = n+ k, |ν| = k}.
3.10. Proposition. Let XF denote the set from Equation (3) and PF the integral operator
with kernel χXF . The operator PF is the orthogonal projection onto the Fock space
F := kerκ =
⊕∞
n=0 Hn,0. Moreover, PF preserves the domain of c and κ and commutes
with c and κ on their respective domains.
Proof. The integral kernel of the orthogonal projection onto the Fock space F is given by
the function
∞∑
n=0
∑
|µ|=n
eµ,∅(g1)eµ,∅(g2) =
∞∑
n=0
∑
|µ|=n
χXµ,∅×Xµ,∅(g1, g2) = χ∪µXµ,∅×Xµ,∅(g1, g2).
The proposition follows from the fact that XF =
⋃
µ
(
Xµ,∅ ×Xµ,∅
)
. 
3.11. Remark. The isometry v : ℓ2(VN ) → L2(ON ), δµ 7→ eµ,∅ surjects onto the
Fock space F = ker(κ) (compare [12, Remark 2.2.4]). We also note that there is
an isometry L2(ΩN ,mΩ) → L2(ON ) mapping surjectively onto the “anti-Fock space"
Fan := ker(c+ κ) via χCµ 7→ SµS∗µ. The “anti-Fock space" is often a source of trouble,
see [13, Proof of Theorem 2.19]. The basis (eµ,µ)µ∈VN for L2(ΩN ,mΩ) ⊆ L2(ON ) is
related to the wavelet basis studied in [9].
In [13] the operators c, κ and PF were assembled into a spectral triple. We defineDκ as
the closure of (2PF −1)|c|−κ. It was proven in [13] that (ON , L2(ON ), Dκ) is a spectral
triple whose class coincides with [̂1] ∈ K1(ON ). The explicit construction is motivated
by the K-homological information carried by the projection PF ≡ χ[0,∞)(Dκ). The aim
of this paper is to give a more geometric construction of a spectral triple on ON , with the
same K-homological content.
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4. The κ-function and κ-operator on ON
An important aspect in the noncommutative geometry of the Cuntz algebra ON is the
distinction between the depth-kore function κG in the groupoid GN and the depth-kore
operator κ. Both are invariants of Cuntz-Pimsner constructions of ON : the depth-kore
function from ON as a Cuntz-Pimsner algebra with coefficients C(ΩN ) and the depth-
kore operator from ON as a Cuntz-Pimsner algebra with coefficients C. These two models
are discussed in [13], notably in [13, Section 2.5.3].
Let us go into the details of the other approach using C(ΩN ) as coefficients. The details
can be found in [12, 13]. Let ΞN denote the C(ΩN )-Hilbert C∗-module completion of
Cc(GN ) in the C(ΩN )-valued inner product 〈f1, f2〉C(Ω) := Φ(f∗1 ∗ f2) where Φ denotes
the conditional expectation Cc(GN) → C(ΩN ) onto the unit space obtained from the
inclusion (2). Multiplication by the functions c and κG define self-adjoint regular operators
on ΞN . The Fock module FΩ := kerκG ⊆ ΞN is complemented and the adjointable
projection
PΩ = χ{0}(κG ) : ΞN → ΞN ,
satisfies FΩ = PΩΞN . Following the recipe above, we define a self-adjoint regular oper-
ator DΩ on ΞN as the closure of (2PΩ − 1)|c| − κG . Then PΩ = χ[0,∞)(DΩ) and this
operator projects onto the C(Ω)-Hilbert C∗-submodule spanned by {Sµ : µ ∈ VN}. The
triple (ON ,ΞN , DΩ) defines an unbounded (ON , C(ΩN ))-Kasparov module. In this in-
stance, (ON ,ΞN , DΩ) can be thought of as a bundle of spectral triples over ΩN . We recall
the following result from [12, Theorem 5.2.3].
4.1. Theorem. Let w ∈ ΩN and denote the discrete dG -fiber by Vw := d−1G (w) ⊆ GN .
TheC∗-algebraON acts on ℓ2(Vw) via the groupoid structure. DefineDw as a self-adjoint
operator on ℓ2(Vw) by
Dwf(x, n, w) := |n|(2Pw − 1)f(x, n, w)− κG (x, n, w)f(x, n, w),
wherePw denotes the projection onto the closed linear span of the orthogonal set {χXµ,∅ |Vw :
µ ∈ VN} ⊆ ℓ2(VN ). Then (ON , ℓ2(VN ), Dw) is a θ-summable spectral triple whose
phase Dw|Dw|−1 defines a finitely summable Fredholm module representing the class
[̂1] ∈ K1(ON ).
A key step in proving that (ON ,ΞN , DΩ) is a Kasparov module is the study of the
submodules Ξn,k := ker(c − n) ∩ ker(κG − k) ⊆ ΞN . The modules do in this instance
carry geometric content as
Ξn,k = C(Gn,k), where Gn,k = c−1({n}) ∩ κ−1G ({k}) ⊆ GN .
The set Gn,k is compact and C(Gn,k) is a finitely generated projective C(ΩN )-module.
Later in the paper, we will need to make use of the interaction between the depth-kore
function κG and the depth-kore operator κ.
4.2. Definition. For two finite words µ, ν ∈ VN we write µ ∧ ν for the longest word such
that µ = µ0(µ ∧ ν) and ν = ν0(µ ∧ ν) for some words µ0 and ν0. We define
κV (µ, ν) := |ν| − |µ ∧ ν|.
4.3. Proposition. For µ, ν ∈ VN , κG eµ,ν = κV (µ, ν)eµ,ν . In particular, eµ,ν ∈ Ξn,k if
and only if n = |µ| − |ν| and k = κV (µ, ν).
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The proof consists of a long inspection to verify that supp(eµ,ν)∩Gn,k 6= ∅ if and only
if n = |µ| − |ν| and k = κV (µ, ν). A key point in the proof, putting the two cases in
Definition 3.7 on equal footing, is the identity:
κV (µi, νj) = δi,jκV (µ, ν) + (1− δi,j)(|ν| + 1).
Using the fact that 0 ≤ κV (µ, ν) ≤ |ν| we deduce the next Corollary from Proposition
4.3.
4.4. Corollary. As self-adjoint operators onL2(ON ), the operatorκG is relatively bounded
by κ with relative norm bound 1. Moreover, κG and κ commute on a common core.
5. An integral operator on ON
In this section, we define the singular integral operator that is used to construct spectral
triples on ON . The singular integral operator will at large behave like the depth-kore
operator κ.
5.1. Definition. Define C∞c (GN ) ⊆ Cc(GN ) as the subspace of all compactly supported
locally constant functions. Define the operator T0 : C∞c (GN) → L2(GN) by
T0f(g1) :=
1
1−N−1
∫
GN
f(g1)− f(g2)
ρG (g1, g2)log(N)
dmG (g2).
In the integrand, we apply the convention that c∞ = 0 for any finite number c.
We will compute T0 in the basis eµ,ν of L2(ON ) and since C∞c (GN ) = span{eµ,ν}.
The computation shows that T0 is well-defined and maps C∞c (GN ) into L2(ON ). More
precisely, the computation shows that T0 is up to a bounded operator diagonal in the basis
eµ,ν , and as such we can extend T0 to a densely defined self-adjoint operator
T : Dom T ⊂ L2(ON )→ L2(ON ),
with C∞c (GN) ⊆ Dom T .
First we define the so called dispersion operator. For two words µ, ν ∈ VN we write
µ ∨ ν for the finite word of maximal length such that µ = (µ ∨ ν)µ0 and ν = (µ ∨ ν)ν0
for some finite words µ0, ν0 ∈ VN .
5.2. Lemma. Define the dispersion operator B on L2(ON ) by the formula
Beµ,ν = (1 −N
−1)−1(1− δt(µ),t(ν))
∑
m 6=t(µ)
|ν|−1∑
ℓ=0
∑
|γ|=|ν|−1, |γ∨ν|=ℓ
N ℓ−|ν|eµ,γm.
Then the operator B is a well defined bounded self-adjoint operator commuting with κ, c
and κG on a common core. In fact κ|(kerB)⊥ = κG |(kerB)⊥ .
Proof. The operator B is defined on an ON-basis and it is clear from the expression that
B is self-adjoint if B is bounded. The only non-trivial fact to prove is therefore that B is
bounded. We compute that
‖Beµ,ν‖
2 = (1−N−1)−2(1− δt(µ),t(ν))
∑
m 6=t(µ)
|ν|−1∑
ℓ=0
∑
|γ|=|ν|−1, |γ∨ν|=ℓ
N2ℓ−2|ν|
= (1− δt(µ),t(ν))
N
N − 1
|ν|−1∑
ℓ=0
N ℓ−|ν| = (1− δt(µ),t(ν))
N
(N − 1)2
(1−N−|ν|).
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It follows that B is bounded. Since (kerB)⊥ is spanned by basis vectors eµ,ν where
t(µ) 6= t(ν) and κV (µ, ν) = |ν| if t(µ) 6= t(ν), Proposition 4.3 implies κ|(kerB)⊥ =
κG |(kerB)⊥ . 
We define Q as the orthogonal projection onto the closed linear span of the set {eµ,ν :
0 ≤ κV (µ, ν) < |ν|}. That is, eµ,ν ∈ QL2(ON ) if and only if t(µ) = t(ν) 6= ∅.
5.3. Theorem. As an operator on C∞c (GN ), we have that
T0 = κ−
1
N
κG + (N − 1)
−1Q−B.
In particular, T0 is a well-defined operator with dense domain and extends to a self-adjoint
operator T on L2(ON ) with discrete spectrum and T − κ is relatively bounded by κ and
T with relative norm bound 1/N .
The proof of this theorem will occupy the rest of this section. To prove the theorem, it
suffices to prove that it holds when acting on basis elements eµ,ν : they span the compactly
supported locally constant functions. For g1 ∈ GN and ℓ ∈ N, we introduce the notation
Xℓ(g1) := {g2 ∈ GN : ρG (g1, g2) = e
−ℓ}.
Note that (Xℓ(g1))ℓ∈N is a clopen partition of Cµ(g1),κG (g1). In fact, for any g1 ∈ GN , we
can make a disjoint clopen partition GN = {g2 : ρG (g1, g2) =∞}∪ (∪∞ℓ=0Xℓ(g1)). From
this discussion, it follows that
(6) T = 1
1−N−1
∞∑
ℓ=0
N ℓTℓ, where Tℓf(g1) :=
∫
Xℓ(g1)
(f(g1)− f(g2))dmG (g2).
To compute T in the ON-basis, we first compute Tℓ on the characteristic functions χXµ,ν .
To ease notation, we write χµ,ν = χXµ,ν ∈ Cc(GN ) and χν = χCν ∈ C(ΩN ). We have
that
Tℓχµ,ν(g1) = mG (X
ℓ(g1) ∩Xµ,ν)(χµ,ν(g1)− 1)
+mG (X
ℓ(g1) \ (X
ℓ(g1) ∩Xµ,ν))χµ,ν(g1).
We now proceed to compute the relevant volumes appearing in this expression.
5.4. Lemma. For g1 /∈ Xµ,ν ,
mG (X
ℓ(g1) ∩Xµ,ν) = N
−|ν|
∑
|γ|=κV (µ,ν)=κV (µ,γ)
χµ
n+|γ|
,γ(g1)(χνℓ(y1)− χνℓ+1(y1)),
where νℓ and νℓ+1 denotes the first ℓ and ℓ + 1 letters of ν and µn+|γ| the first n+ |γ| =
n+ κV (µ, ν) letters of µ. We interpret νℓ = ν if ℓ ≥ |ν|.
Proof. Take g1 /∈ Xµ,ν . Firstly, suppose that g1 ∈ ∪|γ|=κV (µ,ν)=κV (µ,γ)Xµn+|γ|,γ and
that y1 ∈ Cνℓ \ Cνℓ+1 . This means precisely that the domain mapping defines a measure
preserving bi-Lipschitz homeomorphism Xℓ(g1) ∩ Xµ,ν → Cν . Conversely, if g1 /∈
∪|γ|=κV (µ,ν)=κV (µ,γ)Xµn+|γ|,γ or y1 /∈ Cνℓ \ Cνℓ+1 then X
ℓ(g1) ∩ Xµ,ν is empty, so
Xℓ(g1) ∩Xµ,ν has measure zero. 
5.5. Lemma. For g1 ∈ Xµ,ν ,
mG (X
ℓ(g1) \ (X
ℓ(g1) ∩Xµ,ν)) =

0, ℓ ≥ |ν|,
N−ℓ −N−ℓ−1, κG (g1) ≤ ℓ < |ν|,
N−ℓ−1(N − 1)2, 0 ≤ ℓ < κG (g1).
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Proof. Take g1 /∈ Xµ,ν . A computation with cylinder sets shows that
mG (X
ℓ(g1) ∩Xµ,ν) =
{
0, ℓ < |ν|,
N−ℓ −N−ℓ−1, ℓ ≥ |ν|,
and mG (Xℓ(g1)) =
{
N−ℓ −N−ℓ−1, κG (g1) ≤ ℓ,
N−ℓ−1(N − 1)2, 0 ≤ ℓ < κG (g1).
The result follows by subtracting the two expressions. 
From these computations, we deduce a simple special case of Theorem 5.3. A short
computation shows that Tℓχµ,∅ = 0 for any finite word µ and ℓ ∈ N. Therefore
T eµ,∅ = 0.
We now turn to the general case.
Proof of Theorem 5.3. Using the decomposition (6), Lemma 5.4 and Lemma 5.5 we write
(1−N−1)Tχµ,ν =
|ν|−1∑
ℓ=0
∑
|γ|=κV (µ,ν)=κV (µ,γ)
N ℓ−|ν|χµ
n+|γ|
,γ(g1)(χνℓ+1(y1)− χνℓ(y1))
+
κG (g1)−1∑
ℓ=0
N−2(N − 1)2 +
|ν|−1∑
ℓ=κG (g1)
(1−N−1)
χµ,ν(g1)
=
|ν|−1∑
ℓ=0
∑
|γ|=κV (µ,ν)=κV (µ,γ)
N ℓ−|ν|χµ
n+|γ|
,γ(g1)(χνℓ+1(y1)− χνℓ(y1))
+ (1−N−1)
(
−
κG (g1)
N
+ |ν|
)
χµ,ν(g1).(7)
Take two words µ, ν ∈ VN with t(µ) = t(ν) 6= ∅. Up to normalization, eµ,ν coincides
with χµ,ν − N−1χµ,ν . Here we are using the notation of Definition 3.7, and hence |ν| =
|ν| − 1 whenever |ν| > 0. We compute that
(1−N−1)T (χµ,ν −N
−1χµ,ν)
=(1−N−1)
(
−
κG (g1)
N
+ |ν|
)
χµ,ν(g1)
− (1−N−1)
(
−
κG (g1)
N
+ |ν| − 1
)
N−1χµ,ν(g1)
+N−1
∑
|γ|=κV (µ,ν)=κV (µ,γ)
χµ
n+|γ|
,γ(g1)(χν(y1)− χν|ν|−1(y1))
+
|ν|−2∑
ℓ=0
∑
|γ|=κV (µ,ν)=κV (µ,γ)
N ℓ−|ν|χµ
n+|γ|
,γ(g1)(χνℓ+1(y1)− χνℓ(y1))
−N−1
|ν|−2∑
ℓ=0
∑
|γ|=κV (µ,ν)=κV (µ,γ)
N ℓ−|ν|+1χµ
n+|γ|
,γ(g1)(χνℓ+1(y1)− χνℓ(y1)).
In the last line we are using that if |γ| = κV (µ, ν) then |γ| < |µ| and κV (µ, γ) =
κV (µ, γ). If t(µ) = t(ν) then κV (µ, ν) = κV (µ, ν) and the last two terms cancel each
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other. We proceed with the remaining sums:
=(1−N−1)
(
−
κG (g1)
N
+ |ν|
)
χµ,ν(g1)
− (1−N−1)
(
−
κG (g1)
N
+ |ν| − 1
)
N−1χµ,ν(g1)
+N−1
∑
|γ|=κV (µ,ν)=κV (µ,γ)
χµ
n+|γ|
,γ(g1)(χν(y1)− χν|ν|−1(y1))
=(1−N−1)
(
−
κG (g1)
N
+ |ν| − 1 +
N
N − 1
)
(χµ,ν −N
−1χµ,ν)
−N−1χµ,ν +N
−1
∑
|γ|=κV (µ,ν)=κV (µ,γ)
χµ
n+|γ|
,γ(g1)χν(y1)
+N−1χµ,ν −N
−1
∑
|γ|=κV (µ,ν)=κV (µ,γ)
χµ
n+|γ|
,γ(g1)χν(y1)
= (1−N−1)
(
−
κG (g1)
N
+ |ν|+
1
N − 1
)
(χµ,ν −N
−1χµ,ν).
Since Beµ,ν = 0 if t(µ) = t(ν) the theorem follows in this case. We now consider the
case of two words µ, ν ∈ VN with t(µ) 6= t(ν). In this case, we simply note that Equation
(7) implies that
(1−N−1)Tχµ,ν =
|ν|−1∑
ℓ=0
∑
|γ|=κV (µ,γ)=|ν|
N ℓ−|ν|χµ
n+|γ|
,γ(g1)(χνℓ+1(y1)− χνℓ(y1))
+ (1−N−1)
(
−
κG (g1)
N
+ |ν|
)
χµ,ν(g1)
=−
∑
m 6=t(µ)
|ν|−1∑
ℓ=0
∑
|γ|=|ν|−1, |γ∨ν|=ℓ
N ℓ−|ν|χµ,γm(g1)
+ (1−N−1)
(
−
κG (g1)
N
+ |ν|
)
χµ,ν(g1)
=(1−N−1)
(
−
κG (g1)
N
+ |ν| −B
)
χµ,ν(g1)
The only case left to consider is µ = ν = ∅ which holds trivially. This proves the
theorem. 
6. A spectral triple on ON
We are now ready to assemble our operators into spectral triples on ON . In [13] a
spectral triple was constructed by defining the operator Dκ = (2PF − 1)|c| − κ. We
proceed similarly and define D as the closure in L2(ON ) of the operator (2PF −1)|c|−T
with initial domain C∞c (GN ). In the same way, the operator D˜ is defined as the closure of
(2PF − 1)|c| − T −B + (N − 1)
−1Q : C∞c (GN )→ L
2(ON ).
We note that D˜ = (2PF − 1)|c| − T˜ where
(8) T˜ eµ,ν =
(
−
κV (µ, ν)
N
+ |ν|
)
eµ,ν .
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The following two propositions prove part 1 and 2 of Theorem 2.2.
6.1. Proposition. The triples (ON , L2(ON ), D˜) and (ON , L2(ON ), D) are spectral triples
representing the class [̂1] ∈ K1(ON ).
Proof. Since D − D˜ is a bounded self-adjoint operator, Dom(D) = Dom(D˜) and D
defines a spectral triple if and only if D˜ does. It is easily verified from Corollary 4.4
and Equation (8) that (i ± D˜)−1 is a compact operator. Moreover, the generators Si ∈
ON preserve Dom(D˜). The operator D˜ has bounded commutators with the generators
Si, which is seen from combining [13, Theorem 3.19] in the model over C and in the
model overC(ΩN ); the latter gives bounded commutators with κG and the former bounded
commutators with Dκ = D˜ + κGN . Thus D and D˜ define K-cycles for ON . To identify
their class in K1(ON ), observe that the operator inequalities
(9) 0 ≤ (1−N−1)κ ≤ T˜ ≤ κ, 0 ≤ |c|+ (1−N−1)κ ≤ |c|+ T˜ ≤ |c|+ κ,
hold true on the core C∞c (GN ) and hence on all of Dom T˜ = Dom κ as well as on
Dom (|c| + T˜ ) = Dom (|c| + κ). By positivity, we have kerκ = ker T˜ = imPF and
thus T˜PF = PF T˜ = 0 as well as
ker(|c|+ T˜ ) = ker |c| ∩ ker T˜ = ker |c| ∩ kerκ = ker(|c|+ κ).
We can thus write the operator D˜ and its phase D˜|D˜|−1 as
D˜ = (2PF − 1)|c| − T˜ = (2PF − 1)(|c|+ T˜ ), D˜|D˜|
−1 = Dκ|Dκ|
−1 = 2PF − 1,
which shows that [D] = [D˜] = [Dκ] = [̂1] ∈ K1(ON ), by [8], [14] and [13, Theorem
3.19]. 
6.2. Proposition. The spectral triples (ON , L2(ON ), D˜) and (ON , L2(ON ), D) are θ-
summable, PF = χ[0,∞)(D˜) = χ[0,∞)(Dκ) and the difference PF −χ[0,∞](D) is a finite
rank operator. Moreover, for any p > 0, the set
Sump(ON , PF ) := {a ∈ ON : [PF , a] ∈ L
p(L2(ON ))},
is a dense ∗-subalgebra of ON . In particular, (ON , L2(ON ), 2PF − 1) is a p-summable
generator of K1(ON ) for any p > 0.
Proof. It suffices to prove θ-summability for D˜. This follows since Hn,k is Nn+2k-
dimensional and −2(|n| + k) ≤ D˜|Hn,k ≤ 2(|n| + k). The identity PF = χ[0,∞)(Dκ)
follows from the construction using PFL2(ON ) = ker(κ). Since D˜|D˜|−1 = Dκ|Dκ|−1,
we have χ[0,∞)(D˜) = χ[0,∞)(Dκ). Moreover, for C = ‖B‖, we have the operator in-
equalities
D˜|Hn,k − C ≤ D|Hn,k ≤ D˜|Hn,k + C, ∀n, k.
Thus, by compactness of resolvents and the fact that the sign of D˜|Hn,k is determined
purely by n and k, it follows that χ[0,∞)(D) − χ[0,∞)(D˜) is a finite rank operator. The
remaining statements follow from [12, Proposition 2.2.5], which uses methods from [11,
14]. 
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7. The Fröhlich functionals on ON
In [10], Fröhlich et al associated a state with θ-summable spectral triples. If (A,H , D)
is a θ-summable spectral triple, one defines the state on a ∈ A as
φDt (a) :=
tr(ae−tD
2
)
tr(e−tD2)
, t > 0.
The assumption that an extended limit of φDt as t → 0 is tracial is used in [10]. This
is clearly an unrealistic assumption if A admits no traces. In [17, Corollary 12.3.5] it is
shown that under certain finite dimensionality conditions on (A,H , D), which are slightly
stronger than finite summability, extended limits of φDt are tracial. This provides interest-
ing connections between the tracial property of the states introduced by Fröhlich et al and
Connes’ tracial obstructions to finite summability.
Since D, D0 and Dκ are θ-summable, they allow for the definition of Fröhlich func-
tionals on ON . For t > 0 we define the following states on B(L2(ON )):
φt(T ) :=
tr(T e−tD
2
)
tr(e−tD2)
, φ˜t(T ) :=
tr(T e−tD˜
2
)
tr(e−tD˜2)
and φκt (T ) :=
tr(T e−tD
2
κ)
tr(e−tD
2
κ )
.
A state ω ∈ L∞[0, 1]∗ is said to be an extended limit at 0 if ω(f) = 0 whenever f = 0 near
0. For an extended limit ω at 0, we define φω := ω ◦ φt, φ˜ω := ω ◦ φ˜t and φκω := ω ◦ φκt .
The next result proves part 3 of Theorem 2.2.
7.1. Proposition. For any extended limit ω, there exists probability measures m˜ω and mκω
on ΩN such that for a ∈ ON
φ˜ω(a) =
∫
ΩN
Φ(a)dm˜ω and φκω(a) =
∫
ΩN
Φ(a)dmκω .
Using the fact that Φ(SµS∗ν ) = δµ,νSµS∗µ the proposition is immediate from the next
lemma which in turn is a computational exercise.
7.2. Lemma. For any finite words µ, ν, σ, ρ ∈ VN ,
〈eµ,ν ,SρS
∗
σeµ,ν〉L2(ON )
=

δρ,σδ|σ∨µ|,min{|µ|,|σ|N
min{0,|µ|−|ρ|}, t(µ) 6= t(ν),
(N − 1)−1δρ,σ
(
δ|σ∨µ|,min{|µ|,|σ|(N − 2)N
min{0,|µ|−|ρ|}+ t(µ) = t(ν)
δ|σ∨µ|,min{|µ|−1,|σ|N
min{0,|µ|−|ρ|−1}
)
.
.
Here µ starts with µ and |µ| = |µ| − 1.
7.3. Remark. It is reasonable to expect that φω , φ˜ω and φκω are in fact related to the KMS
state φ. We have not been able to prove this. A simple induction procedure, or using
uniqueness of KMS states on ON combined with [16], shows that it suffices to prove that
φω(SνS
∗
ν) = Nφω(SνjS
∗
νj) for any finite word ν ∈ VN and j = 1, . . . , N .
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