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Abstract. Finite state transduction is a simple and effective tool for the efficient analysis and 
transformation of large bodies of text. However, transductions may yield more than one output 
for some inputs, an inconvenience in some applications. In principle, multiple output values can 
be treated in one of the following ways: 
(1) Consider any input leading to multiple outputs in error. 
(2) Select the shortest output and consider the input in error if ties remain. 
(3) Select the genealogical minimum of the possible outputs (minimum length with iexico- 
graphic minimum in case of ties). 
(4) Select the lexicographic minimum of the possible outputs. 
In cases (3) or (4) a lexicographic order based on a partially-ordered alphabet could be used, 
with ties resolved ds in case (2). A naive implementatiol- of this approach would compute the 
complete set of outputs and then apply the selection procedure. However, it is possible to combine 
the selection with the left-to-right computation of the set of outputs using a straightforward 
algorithm specified in terms of a *-semiring defined for the strategy selected. The correctness 
proofs then follow from simple properties of the particular *-semirings. 
1. Introduction 
The lexical analysis of natural and artificial languages involves a great deal of 
character-by-character processing which must be done efficiently. On the other hand, 
the nature of the processing can be quite complex and would be more conveniently 
described in a powerful high-level anguage. This is especially the case where naive 
users wish to specify these transformations directly as in an on-line environment 
where full-text searching of large texts is combined with pattern matching, parsing, 
or user-defined views. In such environments a model is needed which 
(1) allows the specification of transformations in a natural and readable way, and 
(2) yields efficient implementation possibly after optimization. 
A model based on finite state transduction [4,6,9, lo] has a number of advantages: 
(1) Many transformations occurring in practice can be modelled as finite trans- 
ductions. 
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(2) Pattern matching methods based on regular sets [3, 16) can be treated in a 
natural manner as finite transductions. 
(3) A finite transduction can be specified in a high-level language based on a 
generalization of regular expressions and yet can be “compiled” into a transducer, 
that is, an automation with inputs and outputs. 
(4) Since finite transductions are closed under composition, complex models can 
be formed by cascading simpler transformations. 
(5) Efficient algorithms are available for applying a single-valued transduction 
(specified in transducer form) to a text, even in the presence of ambiguity requiring 
unbounded lookahead. 
(6) Single-valued finite transductions with bounded lookahead cu be imple- 
mented using subsequential transduction [6, 11, 191, sometimes resulting in a 
significant speedup. 
On the other hand, there are also some difficulties to be overcome. For example, 
applications requiring transformations usually expect hem to yield a single output 
for each input, that is, they require single-valued “mappings”. However, multiple 
outputs occur as a result of ambiguous interpretations or a side-effect of under- 
specifying the transformation to avoid state explosion. What is desired in the first 
case is detection and reporting of the ambiguity. In the second case what is needed 
is the use of a mechanism external to the transducer which removes the ambiguity 
using a systematic procedure. Thus, although single-valuedness i  decidable for 
finite transductions 17, 181, there may be reasons to prefer a more general model. 
In principle, inputs which cause multiple output values to be generated can be 
handled in one of the following ways: 
(1) Consider the input to be in error if it leads to multiple outputs. 
(2) Select the shortest output. Consider input in error if there is more than one 
outgut of the shortest length. 
(3) Select the genealogical minimum of the possible outputs (minimum length 
with lexicographic minimum in case of ties). 
(4) Select the lexicographic minimum of the possible outputs. 
Note that (1) and (2) cause the domain of the transduction to be redefined to be 
that part which does not cause an error. The domain can also be restricted in case 
(4) since the lexicographic minimum is not always defined. For example, the set 
a*b has no minimum element if Q < 6. It is possible to base the lexicogra,phic order 
in cases (3) and (4) on a partially ordered alphabet in which case ties can be handled 
as in (2). 
Of course, one would not like to be forced to compute the set of possible outputs 
and then perform the selection, but would rather combine the selection with the 
transduction process itself. In many cases this can be done, resulting in huge savings. 
The technique for this is described below as a generic one-pass algorithm which 
scans its input from left to right and writes output symbols as soon as they can be 
determined. The strategies are implemented by providing appropriate *-semirings 
as implementation for an abstract data type used in the generic algorithm. 
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Single-valued finite transductions have been used successfully in the compute& 
zation of the Oxford English Dictionary, in particular, for the tag enhancement and 
analysis of the raw text. It also promises to be a key component in a query processing 
facility to allow efficient ad hoc access. 
This paper is organized as follows: Sections 2 and 3 provide the necessary 
background of *-semirings and * -semiring automata to fix notation and provide a 
basis for further discussion. Section 4 outlines the generic one-pass algorithm which 
is used to achieve all of the above disambiguations. Section 5 introduces the 
single-value *-semiring which is used to implement strategy (1) in conjunction with 
the method of Section 4. Sections 6, 7, and 8 address trategies (2), (3) and (4) by 
defining appropriate *-semirings. 
2. *-Semirings 
A *-semiring is a system (S, 0, 0, *, 0,l) where S is a set closed under the binary 
operations 0 (addition) and 0 (multiplication), the unary operation l (asteration), 
and there are elements 0 and 1 such that the following laws are satisfied for all 
a, b, CE S: 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9 
a@(b@c)=(a@b)@c, 
a@b=b@a, 
aOO=a, 
a 0 (b 0 c)=(a 0 b) a c, 
a 0 1=10 a=a, 
aaO=OQa=O, 
a 0 (b@c)=(a 0 b)O(a 0 d, 
(a@b) 0 c=(a 0 c)O(b 0 c), 
a*=(a 0 (a*))@l=((a*) 0 a)@& 
0 is associative, 
0 is commutative, 
0 is an identity for 0, 
0 is associative, 
1 is an identity for 0, . 
Oisazerofor 0, 
0 is left distributive over 0, 
0 is right distributive over 0, 
* is an asterate for 0 and 0. 
An idempotent *-semiring is one which, in addition, satisfies: 
(10) a 0 a = a, 0 is idempotent. 
With slight variations *-semirings or idempotent *-semirings have been discussed 
by a number of authors [l, 2, 5, 14, 15, 171. 
Multiplication will usually be indicated by juxtaposition and will be assumed to 
have a higher priority than addition. Asteration is assumed to have higher priority 
than multiplication. If no confusion will result 0 will be written as +. With these 
convenGons, law (9) becomes a* = aa* + 1= a*a + 1. 
Example 2.1. The Boolean *-semiring 9 = ({0,1 j, +, 9, *, 0,l) is an idempotent 
*-semiring where 
0+0==0~0=0* 1= 1 l o=o, 
0+1=1+0=1+1=1*1=0*=1*=1. 
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Example 2.2. The class (R-(X*), u, l , *, 0, {e}) of regular languages over an 
alphabet C is an idempotent *-semiring. 
The set of m by m matrices whose elements are from a *-semiring K is again a 
*-semiring: (Km”“, @,a, *, 0, I). Here @ and 0 applied to matrices are the usual 
definitions of matrix addition and multiplication where the base elements use the 
operations from K The matrix 0 is an m by m matrix containing only the value 0. 
The matrix I is an m by m matrix containing the value 1 on the principal diagonal 
and 0 elsewhere. The asterate X = A* of a matrix A is a particular solution to the 
system AX01 = X. The value of A* may be found using a modified Gaussian 
elimination or Gauss-Jordan reduction or using the idea of eliminants [1,5,8,15]. 
Note that Km”‘” will be idempotent if K is. 
A *-semiring morphism is a mapping between *-semirings which preserves all of 
the operations. Thus if S1 and S2 are * -semirings and f is a mapping from S1 to S2, 
then f must satisfy, for all a, b, c E S, : 
f(a@b) =f(d@f@), f(cr 0 b)=f(a) 0 f(b), 
f (a*) =f (a)*, f(O) “0, f(l) = 1. 
Note that S2 must be idempotent if S1 is. Any expression of the form f(E) where 
E involves only elements and operations from SI can then be replaced by an 
expression E’ where each element from S1 has been replaced by its image in S2 and 
each operator from S1 has been replaced by the corresponding operator in S2. If 
the structure of S2 is simpler than that of S, , this can yield a saving in computation 
cost. 
Example 2.3. The mapping from Reg(B”) to 3 which maps 0 to 0 and anything 
else to 1 is a morphism. 
Example 2.4. Morphisms from Reg(Z*) to Reg( A *) can be specified by identifying 
the image for each letter from 2. These mappings can be used to encode one alphabet 
into another, to alias letters from 2, or to erase letters from 2, 
Since we have a notion of multiplication, we can introduce a notion of divisibility. 
We will say that u left divides v (written ulv) if there is a w such that u 0 ‘SV =v. 
If this value is unique, then we will call w the left quotient of u into v and write 
w = u\v. Left divisibility satisfies the reflexive property (z.&) and the transitive 
property (if u)v, v) w, then ~1 w). Any elements u and v satisfying uI v and VI u are 
called associates. Associate classes define an equivalence relation. 
A common (left) divisor fof two elements II and v is any element w such that 
wlu and wlv. Note that 1 is always a common divisor. A greatest common left divisor 
w of u and v satisfies: 
44 WI9 if zluz Z]U, then 1 Z,W. 
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Thus the greatest common divisor is a common divisor which any other common 
divisor must divide. If it exists, it will be unique up to associate class. We can then 
introduce the operation w = u A o which yields for any values u and v a distinguished 
associate, that is, one chosen to represent the class. 
Whenever A is defined, it will satisfy the following laws: 
(0 a h (b h c) = (a h b) n c, h is associative, 
(2) aAb=bhq h is commutative, 
(3) aha=a, I\ is idempotent, 
(4 ahl=l. 1 is a zero for A. 
Since A is commutative and associative, it makes sense to talk about the /\ of a set 
of elements. A *-semiring for which A is always defined will be called a GCLD 
*-semiring. 
It is possible that the greatest common left divisor does not exist or is inappropriate 
for our purposes. In such cases we will identify a particular common left divisor 
for consideration. This designated common left divisor of u and v will be denoted 
u i v. The only required property of this operation will be that w = u x v implies 
wlu and wlv and that w is in some, perhaps weak, sense maximal for this property. 
Since this operation will be applied to a set of values, commutativity and associativity 
are desired. Otherwise the a of a set of values will depend on the order of evaluation. 
3. *-Semiriog automata 
A K-Nondeterministic Finite Automaton (K-NFA) T = (2, K., 8, s, F) is a quintuple 
where C is a finite alphabet, K is a *-semiring, 6 : Z v {E}- K mxm is a mapping 
from 2 u {E} to square matrices over K, s E K Ixm is a row vector of elements from 
K, and FE KmX’ is a column vector of elements from K. 
It is then possible to define the closure of S as 6(x) = 6(x)6*(~) for all x E C. 
Here S*(E) is the unique solution X to the system of equations S(E)X + I = X and 
usually equivalent o the infinite sum 
I+S(&)+S2(&)+S3(&)+54(E)+* l l . 
The mapping 8 can be extended to C* by defining s^( ux) = &u&x) for all u E c* 
and x E C and &E) = I. The closure of s will be defined as s^ =G*(E). The behaviour 
[ T( of T is then defined to be a mapping from E* into 52 lTf(w) = s^s1( w)F for all 
w E C*. Thus T associates with each word in C* a K-value according to ihe above 
computation. 
Note that for input x1x2x3. . . x, the computed value is exactly 
s~“(E)~(x,)~*(E)~(x~)S*(E)~(X~)~*(E). . .S(X~)S*(E)F. 
Thenrem 3.1. Let T = (2, K, 8, s, F) be a K-NFA and f be a *-semiring morphism 
from K to KC ~Furthermore, ler S’ be Q mapping from C w {E} to K lrn x m satisfying 
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s’(~)~=f(S(x)~) and let si=f(si) and F:=f(F;,) for all i,j<m. Finally, let T’= 
(2, K’, S’, s’, F’). Then, for every w E C*, 1 T’l( w) = f (I T](w)). 
Proof, For any w E C* the definition of 1 T)(w) yields an expression E in terms of 
elements of the *-semiring K. The expression E can be transformed to an expression 
in K’ equal to f(E) by replacing each K element by its image in K’ and each 
operation in K by the corresponding operation in K’. This transformed expression 
will be I ~‘ljw). •I 
Note that when S(E) =0, we have that S*(E) = I. The above expression then 
simplifies to 
sS(x,)S(x2)S(x3). . S(x,,)F. 
Example 3.2. If K is the Boolean *-semiring, then the definition of %Nondeter- 
ministic Finite Automaton is exactly the standard Nondeterministic Finite 
Automaton as described in [12,13]. The state set is the set of m index values. The 
vectors s and F identify a set of start states and final states respectively. There is 
a path from state i to state j not beginning with E and with label u exactly when 
8(U)G = 1. The result ITI< w) will equal 1 exactly when there is a path from a start 
state to a final state with label w. 
4. Left to right recognition 
Suppose that we are given a K-NFA T and an input word and wish to compute 
PI< X1X2X3. . . x,,). This can be done by forming the product from left to right as in 
(. . . (((@x,))&x,))s^(x,)). . . &x,)F). 
If the routine read-character obtains the input from w one character at a time, 
yielding --I when the input is exhausted, the computation for 1 T/( w j may be represen- 
ted by the following algorithm. 
Algorithm 4.1 
X:2; v:KIXm; 
v s^; := 
x := read-character; 
1( w ile x # i do begin 
v := v&x); 
.X := read_ character 
end; 
write( vF); 
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Note that the computation of z&x) will depend on the nature of the *-semiring. 
The details, though interesting in themselves, are out of scope for this paper. 
If K is a GCLD *-semiring, then the following observation can be used to yield 
a modified algorithm that often has better performance without sacrificing correct- 
ness. Suppose that at some point in the execution there is a value z which left 
divides all of the components of v. Since one of the components of v must left 
divide the result value and left division is transitive, we can immediately write out 
z and replace v by the result of the left division of v by the scalar value z: 
Algorithm 4.2 
x:2; z:K; v:IPm; 
V := g; 
while true do begin 
Z := A 0; 
write(z); 
V := z\v; 
x := read-character; 
if x = i then exit loop; 
v := v&x) 
end; 
write( vF); 
Here Au is the value v1 I\ v2 A v3 I\ l l . A v,, and z\v is the vector formed by left 
dividing each element of v by z. If K is not a GCLD *-semiring, then A may be 
replaced by ic as discussed in Section 2. 
The approach taken in the next five sections will involve the definition of a number 
of idempotent *-semirings which are each the image of a *-semiring morphism 
applied to Reg( A *) (the family of regular sets over A *). Then, given a morphism 
from Reg(A*) to K, Theorem 3.1 will allow any Reg(A*)-NFA to be transformed 
to a K-NFA which will behave like the original machine followed by the morphism. 
Then Algorithm 4.2 can cje used to perform the computations in K, saving time if 
K has a simpler structure. 
5. Censoring multiple-valued outputs 
The first approach to making a transduction single-valued is to simply throw away 
the multiple-valued part, that is, report a domain error in cases where an input 
value can produce more than one output. This will be achieved using the Single-Value 
*-semiring SV( A*) together with Theorem 3.1 and Algorithm 4.2. 
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The algebra SV(A*) =(A*u{O, T},@, 0, *, 0, E) Ts formed by adding to the free 
monoid A* the two elements 
0: indicating the absence of a value, and 
T: indicating a multiplicity of values. 
The multiplicative operation 0 is that of the free monoid for elements from A*. 
Multiplication of elements from A* u {T} on either side by T yields T, and multiplica- 
tion of elements from A* u (0, T} on either side by 0 yields 0. It is easily shown 
that 0 is associative, has E as an identity (left and right), and 0 as a zero (left and 
right). 
The additive operation 0 is idempotent so that any value added to itself yields 
the same value. Addition of distinct values from A* yields T, as does anything 
added to T on either side. The element 0 is a left and right identity. It is easily 
shown that 0 is associative, commutative, idempotent, and has 0 as an identity. 
The star of 0 and E is E. The star of other values is T. The star property 
((x* Ox)@& = (x 0 x*)Oe=x*) is easily verified. 
Tables l-3 summarize 0, 0, and *. Here u and o are arbitrary distinct elements 
from A+. 
Table 1 
0 E u v T 0 
0 E U V T 0 
E E T T T E 
u T u T T U 
v T T v T V 
T T T T T T 
8 Table 2 Table 3 
0 E u V T l 
0 0 0 0 0 0 
0 E u v T E 
0 u uu uv T U 
0 v vu vv T V 
OTTTT T 
E 
E 
T 
T 
T 
Lemma 5.1. The distributive laws 
u o (v@w)=(u 0 v)@(u Ow) and 
(vow) a u=(v 0 u)O(w 0 u) 
hold for any u, v, w E SV(A*). 
Proof. The left distributive law is easily established by case analysis: 
v = w or w = 0: both sides reduce to u Q v. 
v = 0: both sides reduce to u 0 w. 
TV = 6: both sides equal 0. 
u # 0, v0 w = T: the left side is T. If v or w is T, the right side is T. If V, w E A*, 
v # w, then the right side is UVQ uw = T. 
The right distributive law follows by an analogous argument. Cl 
V(A”) is an ide otent * -semiring. 
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Proof. The above discussion establishes that the additive structure of W(P) is an 
idempotent commutative monoid, the multiplicative structure is a monoid, the 
additive identity is a multiplicative zero, and the star property holds. The distributive 
laws hold by Lemma 5.1. q 
Let Q be the following mapping from R&A*) to SV(A*): 
0 ifL=Q) 
Q(L) = u if L=(u) for all L~Reg(d*). 
T if IL122 
Theorem 5.3. Q is a *-semiring morphism. 
Proof. It is necessary to show that this mapping preserves the operations of a 
*-semiring: 
~(0) = 0: given. 
Q t(E)) = E: immediate from definition. 
Q( u u u) = Q(U)@ Q(U): both u and @ are idempotent. ‘The result follows 
immediately if u = ZJ or one of za and v is the empty set. Otherwise, if u and v are 
distinct singleton sets or one of u and v contains two or more elements, then both 
sides yield T. 
Q( uv) = Q(U) 0 Q(V); the concatenation of singleton sets is a singleton set. The 
concatenation of a set with two or more elements with another nonempty set, on 
either side, is a set with two or more elements. The concatenation of the empty set 
with another set, on either side, is the empty set. In each case both sides agree. 
Q( u*) = Q(U)*: Both sides yield E if u = 0 or u = E. Otherwise both sides yield 
T. q 
If both u and v are from A *, then ~1 v iff u is a prefix of v. Otherwise, any element 
in A* u (0, T} divides 0 and any element in A * u {T} divides T. 
If ult) where u, VE A*, then u\v equals the suffix of v which remains after u is 
removed. Otherwise, any element in A* u {T} divided into 0 yields 0 and any element 
in A* divided into T yields T. The cases O\O and T\T are multi-defined and will 
be conventionally assigned the values 0 and T respectively. Tables 4 and 5 summarize 
1 and \. Here u, v, and z are arbitrary elements from A+ satisfying v = uz. 
Table 4 Table 5 
1 OEUVT \ 0 EUUT 
- 
0 J 0 (0) 
E J J J J J & 0 EUVT 
U J J J J U 0 E z T 
V J a/ J C 0 E T 
T J J T 0 (T) 
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We czLn define the A of elements of A* as their greatest common prefix. The A 
of 0 or T with T is T and 0 A 0 = 0. Table 6 summarizes the A opertion. Here U, v, 
trary ele.ments from A+ satisfying v = uz. 
Table 6 
0 OEUUT 
E E E E E E 
U U E U U U 
V V E U V V 
T ,T E U ZY T 
Lemma 5.4. A defines a GCLD operation with respect to I. 
Proof. Let u = vt A v2 and consider the following 
vl, v2e A*: if z divides v1 and v2, it must be 
divide u. 
cases: 
a common prefix and must thus 
vl E A*, v2 E (0, T}: if z divides v1 it must be a prefix of q. 
vl = T, v2 E (0, T}: if z divides T it must be in A* u {T}. 
v1 = 0, v2 = 0: any z divides 0. 
The other cases follow by commutativity of the definitions. 0 
The above process can be summarized by the following algorithm for computing 
/‘\A where A is a possibly infinite subset of SV( A*): 
If A has at least one element from A *, then /j A is the longest common 
prefix of the A” elements. Otherwise, if T E A, then /jA = T. Otherwise, 
A = (0) and /\A = 0. 
Theorem 5.5. SV(A*) is a GCLD *-semiring. 
Theorem 3.1 and Algorithm 4.2 may then be used to transform any finite transducer 
to a SV(A*)-NFA and apply it to an input. If a result from A * is obtained, then 
this is the output. Otherwise, a value of 0 or T is obtained and a domain error 
reported. The overall effect is to restrict he transduction to the single-valued part. 
6. Selecting the shortest output 
The second approach to making a transduction single-valued is to throw away 
all outputs which are longer than the shortest output. If this leaves a multiplicity 
of values, a domain error is reported. Otherwise the single output remaining is 
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taken. This will be achieved using the Length-Minimum *-semiring LM( A*) together 
with Theorem 3.1 and Algorithm 4.2. 
First of all we define the length partial order c on A*: 
u<v iff lz++l, UQ.J iff u<~)~fu=v. 
Note that u s v is more restrictive than the condition lul G IvJ. 
The celgebra LM(A*) = (A* c) (0) u {T}+, @,a, l , 0, E) is then A* extended with 0 
and nonempty strings of T elements. 
The multiplicative operation a is that of the free monoid for elements from A*. 
Multiprication of any element by 0 on either side yields 0. Multiplication on either 
side of any element u E A* by a T’ yields T’+l’! The product of T’ and Tj is T’? 
It is easily shown thai 0 is associative, has E as an identity (left and right), and 0 
as a zero (left and right). 
The additive operation 0 applied to elements u and v of A* u {T)+ yields the 
shorter of the two if they have different lengths and TIM1 if they have the same length. 
The sum of T’ and Ti is Tmin(? The element 0 is a left and right identity. It is 
easily shown that @ is associative, commutative, idempotent, and has 0 as an identity. 
The star of any element is E. The star property is easily verified. 
Tables 7-9 summarize 0, 0, and l .Here u, v, and w are arbitrary distinct elements 
of AC where lul= Iv1 = i and lul< IwI =j. 
0 
& 
u 
8 
W 
‘j-i 
Tj 
0 
0 
E 1 u V W T’ Tj 
Table 7 
0 E u v w T’ T’ 
0 E u v w T’ T’ 
E E E E E E E 
U E U T’ u T’ u 
V E T' V V T' v 
W E U V W T’ Tj 
Ti E Ti Ti Ti Ti Ti 
Tj E ti V Tj T’ Tj 
OE u V 
Table 8 Table ? 
W 
00 0 0 
OE U V 
0 u uu uv 
0 v vu vv 
0 w wu wt’ 
0 Ti T2i + 
0 Tj Tii i s-i+j 
0 
W 
uw 
VW 
ww 
T i+j 
T2j 
0 0 0 
T’ T’ E 
T2i Ti+j U 
T2i Ti+j V 
T i+j T2j W 
T2i Ti+j T’ 
Ti+j T2j Tj 
Lemma 6.1. l%e distributive laws 
u 0 (vOw)=(w 0 v)O(u 0 w) and 
(VOW) 0 u=(v 0 u)O(w 0 u) 
hold for any u, v, w E LM(A*). 
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Proof. The left distributive law is easily established by case analysis: 
v < w or w = 0: both sides reduce to u 0 v. 
w G v or v = 0: both sides reduce to u 8 w. 
u = 0: both sides equal 0. 
u # 0, v@ w = T!“I: both sides are T I4+lui 
The right distributive law follows by an’analogous argument. 0 
Summing up these observations we have the following theorem. 
Theorem 6.2. LM(A*) is an id4mpotent *-seilniring. 
Let e be the following mapping from R&A*) to LM(A*): 
ifuELandu<xforallxEL 
if 3u, VE L such that lul= Iv1 = i and 1x13 i for all x E L 
for all LE Reg(A*). 
Theorem 6.3. c is a * -semiring morphism. 
Proof. It is necessary to show that this 
*-semiring: 
e(0) = 0: given. 
5(H) = E: immediate from definition. 
mapping preserves the operations of a 
e( u v v) = e(u) 0 e(v): both u and CB are idempotent. The result follows immedi- 
ately if one of u or v is the empty set or contains a word shorter than any in the 
other set. Otherwise, if u and v have shortest words of the same length i, then both 
sides yield Ti. 
5w = s(u) a J‘w: since the shortest words in uv will be composed of the 
shortest words from u and v, consider only the shortest words from u and v. The 
concatenation of singleton sets is a singleton set. The concatenation of a set with 
two or more elements with another nonempty set, on either side, is a set with two 
or more elements. The concatenation of the empty set with another set, on either 
side, is the empty set. In each case both sides agree. 
c( u”) = e(u)*: both sides yield e. 0 
If both u and v are from A *, then ulv iff u is a prefix of v. Otherwise, any element 
divides 0 and any non-zero element shorter than i divides ?. Any T’ divides T’ if 
isj. 
If 210 where u, VEA*, then u\v equals the suffix of v which remains after u is 
removed. Otherwise, any non-zero element divided into 0 yields 0 and any element 
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in u E A * SW& that ]ul C i divided into T’ yields T i-Ju! The case T’\fi is undefined 
when i 3 j. The cases O\O and T’\T’ when i <j are multi-defined and will be 
conventionally assigned the values 0 and Ti-’ respectively. Tables 10 and 1 f summar- 
ize 1 and \. Here U, v, and z are arbitrary elements from A+ satisfying v = uz and 
such that lul= i and Iv1 = j. 
Table 10 Table 11 
1 I 
0 e u II T’ T’ \ 0 E u u T” T/ 
0 
E 
U 
V 
T’ 
Tj 
J 
JJJJJJ 
J JJ J 
J J 
J JJ 
J J 
0 (0) 
E 0 e u u T’ Tj 
U 0 E z Tf 
u 0 e 
T’ 0 E (Tj’i ) 
cw . I) 0 & 
We can define the A of elements of A* or from T+ as their greatest common 
prefix. The A of an element u E A* with an element T’ E {T}+ is u truncated to i - 1 
characters if IuI * i. The A of 0 or T’ with 1” is T’ and 0 h 0 = 0. Table 12 summarizes 
the A operation. Here ti, v, and z are arbitrary elements from A+ satisfying v = uz 
and such that IuI = i and lel = j and u’ is the first i - 1 characters of u and v’ is the 
first j - 1 characters of v. 
A 
0 
E 
U 
V 
T' 
Tj 
Table 12 
0 E u o T’ Tj 
0 E u v T’ Tj 
E & E E E E 
U E u u d U 
V e u 0 ut 0’ 
T’ e u’ II’ T’ T’ 
Tj E u v’ T’ T’ 
Lemma 6.4. A defines a GCLD operation with respect to 1. 
The proof follows a case analysis similar to Lemma 5.4. 
The process can be summarized by the followiny algorithm for computing l\A 
where A is a possibly infinite subset of LM(A*). 
IF A has at least one element from A*, then l\A is the longest common 
prefix of the A* elements truncated to length i - 1 where T’ is the 
shortest element in {T}? A. Otherwise, if Ti E A, then l\A is the 
shortest Ti. Otherwise A = (0) and l\A = 0. 
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Theorem 6.5. LM(A*) is a GCLD *-semiring. 
Theorem 3.1 and Algorithm 4.2 can then be applied, to allow the computation 
of the shortest of the possible outputs for a given input. If a result from A* is 
obtained, then this is the output. If the value produced is a power of T, then there 
remains a multiplicity of values and a domain error is reported. The overall efIect 
is to disambiguate a transduction by selecting the shortest word and report an error 
if a multiplicity of outputs still remain. 
7. Selecting the genealogical minimum 
The third possibility involves a refinement of selecting the shortest output. If there 
is a tie, select that word which is earlier in lexicographic ordering. This will be 
achieved using the Genealogical-Minimum *-semiring GM( A *) together with 
Theorem 3.1 and Algorithm 4.2 
The genealogical order I= on A* is defined as follows: u I= u iff either 
(I) lr+l~l or 
(2) lul= Iv1 and there are X, u’, ZJ’E A* and Q, 6~ A such that u =xau’, v =xbu’, 
and cz < b in some prespecified order on A. 
Then u E v iff u c v or u = v. If < is a total order on A, then c is a well order on A*. 
The genealogical minimum x of a set S E A* is then defined as the unique value 
w E S (when < is a total order) which precedes all other values in S (if u E S, then 
w c u). For convenience, we will define ~(0) = 0, where 0 will indicate the absence 
of a value. 
Considering first the simpler case where < is a total order we can introduce the 
algebra GM(A*) = (A* u {0}, @, 0, *, 0, P) as A* extended with the 0 element. 
The multiplicative operation 0 is that of the free monoid for elements from A*. 
Multiplication of elements from A* on either side by 0 yields 0. It is easily shown 
that 0 is associative, has E as an identity (left and right), and 0 as a zero (left and 
right). 
The additive operation 0 applied to elements of A* yields the genealogical 
minimum. The element 0 is a left and right identity. It is easily shown that 0 is 
associative, commutative, idempotent, and has 0 as an identity. 
The star of any element is E. The star property is easily verified. 
Tables 13-15 summarize 0, 0, and *. Here u and v are arbitrary distinct elements 
of A+ and z = x({u, v}): 
Table 13 Table 14 Table 15 
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Lemma 7.1. The distributive laws 
u 0 (vOw)=(u 0 v)O(u 0 w) and 
(VOW) 0 u=(v 0 u)O(w 0 u) 
hold for any u, v, w E GM(A*). 
Proof. Since v0 w must equal either v or w and addition is idempotent, both sides 
of the left distributive law reduce to u 0 v or u 0 w respectively. Similarly, both 
sides of the right distributive law reduce to v 0 u or w 0 u respectively. q 
Summing up these observations we have the following theorem. 
Theorem 7.2. GM(A*) is an idempotent *-semiring. 
Theorem 7.3. x is a *-semiring morphism. 
Proof. It is necessary to show that x preserves the operations: 
x(0) = 0: by definition. 
X((E)) = E: immediate. 
x( u u v) = x(u) Ox(v): both sides yield the genealogical minimum element from 
u v v. 
x(uv) =x(u) 0 x(v): the words of minimum length from uv are formed by 
concatenating the shortest words from u with the shortest words from v. Since all 
of the minimum length uv words then factor into u and v wcrds at the same point, 
the genealogical minimum of the uv words will be exactly the geneal 
u word concatenated with the genealogical minimum v word. 
x(u*) =x(u)*: both sides equal E. El 
If both u and 8 are from A *, then ult) if and only if u is a prefix of v. Then U\V 
equals the suffix of v which remains after u 
16 and 17 summarize 1 and \. Here u, v, 
satisfying v = uz. 
Table 16 
1 OEUV 
- - 
0 d 
E J J J J 
U 
V I 
J J J 
J J 
is removed. Any string divides 0. Tables 
and z are arbitrary elements from A+ 
Table 17 
\ 0 EUV 
0 (0) 
+ 
E 0 EUV 
u 0 E 2 
V 0 E 
We can ckfine P cz I\ of elements of A* as their greatest common prefix and the 
A of a u E A* with 0 is u. Table 18 summarizes the A operation. Here u, v, and z 
are arbitrary elements from A+ satisfying v = uz. 
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A 
0 1 & U 0 
Table 18 
0 & u v 
0 & u 0 
& E E E 
u E u u 
u & u v 
Lemma 7.4. h defines a GCLD operation with respect to I. 
The proof follows a case analysis similar to Lemma 5.4. 
This process can be summarized by the following algorithm for computing E\A 
where A is a possibly infinite subset from GM(A*). 
If A has at least one element from A*, then l\A is the longest common 
prefix of the A* elements. Otherwise, A = (0) and l\A = 0. 
Theorem 7.5. GM(A*) is a GCLD *-semiring. 
Theorem 3.1 and Algorithm 4.2 can then be applied, to allow the computation 
of the genealogical minimum of the possible outputs for a given input. That is, for 
input w and finite transducer T, we can compute x( 1 T/(w)). 
If < is not a total order ‘n A, then we can define x(S) = e(S) when it does not 
yield a single value. In this case Ae algebra GM( A*) = (A* u (0) u {T}+, 0, 0, *, 0, E) 
is A* extended with 0 and nonempty strings of T elements as in Section 6. The 0 
operation is modified so that u 0 v = x( { u, v}) and the 0 operation is that of LM( A *). 
The above arguments then generalize along the lines of Section 6. 
8. Selecting the lexicographic minimum 
The fourth approach involves selecting the lexicographic minimum output. This 
will be achieved using the Lexicographic-Minimum *-semiring XM( A *). 
The lexicographic order gr on A* is defined as follows: u + v iff either 
(1) u is a prefix of v or 
(2) there are x, u’, v’ E A* and a, b E A such that u = xau’, v = xbv’, and a -C 6 in 
some prespecified order on A. 
Thenu=&viff U~iSoru=v. 
It will be convenient for our purposes to define a partial order x as the second 
part of this standard definition: u < v iff it is possible to write u = xau’ and v = xbv’ 
where x, u’, vkA*, and a,bEA where a<b. Then u<v if uiv or u=v. 
Then we will define a mapping @ which maps a set of words S over A* to the 
largest subset which are not preceded by other words in S: 
u E q?(S) iff u E S and there is no v E S such that v < u. 
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Note that then the following will always hold when < is a total order on A: 
If u, tl belong to e(S), then either u is a prefix of v or 
v is a prefix of 24, 
Thus all of the words in e(S) will be prefixes of some possibly infinite word. 
Lemma 8.1. If R E Reg( A*), then e(R) is un effectively computable regular set. 
Proof. If R is effectively presented, then we can construct a deterministic finite 
automaton for it. We then discard all transitions from any state which correspond 
to letters which are not the lexicographic minimum letters exiting that state. Then 
we can discard any states which are not accessible from the start state or from which 
a final state cannot be reached. The resulting trim DFA then recognizes e(R). To 
see this, note that it satisfies the above prefix property since every state has only 
one successor so that all words in the set must be a prefix of some, possibly infinite, 
word. Secondly,, words are deleted as a result of removing transitions, and it is easy 
to see that every word removed as a result of breaking a particular transition is 
lexicographically greater than any word obtained by taking the one remaining 
outgoing transition instead of the broken one. Cl 
Note that the structure of the resulting deterministic finite automaton will have 
one of two forms: 
(1) If the longest word in e(S) is finite, then the DFA will be a string of states 
which recognizes this word with other states marked as final to indicate the selected 
prefixes. 
(2) If there is no longest word in +6(S), then the DFA will be a string of states 
that loops back on itself with at least one of the states in the loop marked as final. 
Thus although the possible structures for e(S) is not as simple as in the *-semirings 
introduced in preceding sections, it is still the case that it is simpler than Reg(A *). 
Before we introduce the *-semiring XM(A*) it will be useful to show a number 
of technical emmas. These together will show that we can drop any e’s except he 
last from an expression involving u, l , *, and $. These results hold for any language 
although we will subsequently restrict attention to regular languages. 
Lemma 8.2. ~(aub)=~(~(a)ub)=~(au~(b)) forda, bcA*. 
Proof. We will prove directly +(a u 6) = #($(a) u 6). The equality #(a u 6) = 
$( a u @( 6)) will follow from commutativity of u. 
(E): Let x E #(a u 6). Then x E a u b and there is no y E a u 6 such that y < x. If 
x E: a, then x E #(a) since there is no y E a such t,hat y -C x. Thus x E +(a) u 6. Since 
thereis noyq4(a)ub such thaty<x, xE#(+(a)ub). 
(2): Let x E #(+(a) u 6). Then x E +(a) u b and there is no y E $(a) u b such 
that y i x. Then x E a u 6 and the only way x could fail to be in @(a u 6) is if there 
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were a z in a - #(a) such that z < x. But then there would be some y E JI( a) such 
that y < z and thus, by transitivity, this y in #(a) u b satifies y < x. ‘This contradicts 
the hypothesis. Cl 
Lemma 8.3. #(ab) = #(#(a)b) for all a, bc A*. 
Proof. (s): Let a E #(ab). Then X E ab and there is no y E ab such that y < x. Then 
x must be in q(a) b since otherwise x = x1x2 where x1 E a - #(a) and x2e b, so that 
there would be a z E #(a) satisfying z < x1, and zx2 < x. Since x E #(a) b and there 
is no y E #(a)b such that y ix it must be the case that x E +(#(a)b). 
(2): Letx~~(~(a)b).ThenxE~(a)bandthereisnoyE~(a)bsuchthaty<x. 
Then x E ab and x E q( ab) unless there is a y E (a - #( a))b satisfying y < 4. But 
then y = yly2 where y, E a - I!( a) and y2 E b and there must be a z E #(a) such that 
z < y, . Since then zy2 -C x, our hypothesis is contradicted. 0 
Lemma 8.4. @(ab) = #( a@( 6)) for all a, b s A*. 
Proof. (c): Let x E #(ab). Then x E ab and there is no y E ab such that y < x. Then 
x must be in a$( b) since otherwise x = x1x2 where xl E a and x2 E b - e(b), so that 
there would be a z E e(b) satisfying z < x2 and x2 z < x. Since x E a+(b) and there 
is no y E a#( 6) such that y i x, it must be the case that x E +(a$( b)). 
(2): Let x E #(a#( b)). Then x E a+(b) and there is no y E a@( 6) such that y -C x. 
Then x E ab and x E +( ab) unless there is a y E a( b - $(b)) satisfying y < x. But then 
y = yly2 where y1 E a and y2 E b - t,h( b) and there must be a z E e(b) such that z -C y2. 
Since then ylz -C x, our hypothesis is contradicted. 0 
Lemma 8.5. #(a*) = +($(a)*) for all a E A*. 
Proof. (E): Let x E $(a*). Then x E a* and there is no y E a* such that y ix. Then 
x must be in +(a)* since otherwise x =x,x,. . .xk where xl, x2,. . . , xi_1 E @(a), 
XiE4-#(a),and Xi+l,...,XkEa forsome i 3 1, so that there would be a z E +(a) 
satisfying z I Xi, and x1x2. . . Xi-12 S x. Since X E #(a)* and there is no y E #(a)* 
such that y -C X it must be the case that X E +( #(a)*). 
(2): Let XE t@(a)*). Then XE #(a)* and there is no YE #(a)* such that y<X. 
Then X E a* and XE +(a*) unless there is a y E #(a)‘-‘(a - t,h(a))a* satisfying y (: X. 
But then y = yly2. . . yk where y, , y2 ,oo=,yi-lE~(~),YiEa-_(a),andYi+l,==~,YkE 
a for some i 2 1 and there must be a z E q(a) such that z -C yi. Since then yly2. . . z -C x, 
our hypothesis is contradicted. 0 
The algebra XM(A*) = (+(Reg(A*)), 0, 0, *, 0, {E}) where #(Reg(A*)) is the set 
of regular sets over A * in the image of I,$ and 0, 0 9 and * are the images of u, l , 
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and * respectively. 
a@b=#(aub), a 0 b=#(ab), a*=#(a*), VQ, b E W&A*)). 
Theorem 8.6. XM( A *)) is an idempotent *-semiring. 
Proof. This follows from the Lemmas 8.2,8.3,8.4, and 8.5 and the observation that 
Reg(A*) is an idempotent * -semiring. For example, to verify the left distributive 
law we can write: 
u 0 (vow)=~(u~(vuw))=~(u(vvw)) 
= #(uvv uw) = ~(~(uv)v f/quw)) = (u a v)O(u a w). 
Similar arguments work for each of the other nine laws. Cl 
Theorem 8.7. ql is a *-semiring morphism. 
Proof. It is necessary to show that this mapping preserves the operations of a 
*-semiring: 
G(0) = 0: immediate. 
@({E}) ={E): immediate. 
9+(14~0)=4?(u)@@(v): immediate from ~(uuv)=+(~(u)u~(v)). 
#(uv) = VW 0 rtr( ) v : immediate from #( uv) = $(#( u)$( v)). 
$( u”) = e(u)*: immediate from #(u*) = +( #( u)*). El 
Theorem 8.8. XM( A *) is not a GCLD *-semiring. 
Proof. Let A = {a, b, c} with chosen order a i b < c and consider the sets u = {E, a} 
and v = {E, b}. Then u and v are both divisible by the {E, c} and {E, cc}, neither of 
which divides the other. 
1% 4 @ 1% 4 = b, 49 I&, 4 0 1% w = (5 bl, 
(E, cc} 0 (E, a) = (E, a), {E, cc} 0 (E, b) = (E, b). 
If w = {E, c} 0 X, however, x must contain E so that w must contain c or a word 
beginning with a or b. Thus (E, c}${E, cc}. Similarly, we can show {E, CC}${E, cl. Cl 
It will be useful for our purposes to let u K v to be the greatest common prefix 
of the shortest words from u and v. Clearly, the operation K is uniquely defined 
and satisfies the commutative and associative la-+vs. 
Using Theorem 3.1 and Algorithm 4.2 with *-semiring XM( A*) will yield, for a 
given input w and finite transducer T, a set of words as output. If there is a word 
that is the prefix of all the other words (guaranteed if < is a total order on A), then 
the answer is that word. 
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9. Conclusions and further work 
The techniques outlined in the previous sections seem to be quite general and 
unify a collection of ideas. The mechanisms of *-semirings and K-automata allow 
several techniques for disambiguating (i.e. making single-valued) finite transductions 
and provide new insights into rational and subsequential functions. 
However, there are a number of questions which remain: 
(1) Is the *-semiring Reg(A*) a GCLD *-semiring? 
(2) The techniques were described as pure strategies. In practice, however, a 
number of techniques need to be combined. How should this best be achieved? 
(3) Are there any other *-semirings which are useful? 
(4) What are the best ways of actually implementing these algorithms? 
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