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Abstract
We obtain local existence and Gevrey regularity of 3-D periodic Navier–Stokes equations in
case the sequence of Fourier coefﬁcients of the initial data is in p (p < 3/2). The p norm
of the sequence of Fourier coefﬁcients of the solution and its analogous Gevrey norm remains
bounded on a time interval whose length depends only on the size of the body force and the
p norm of the Fourier coefﬁcient sequence of the initial data. The control on the Gevrey norm
produces explicit estimates on the analyticity radius of the solution as in Foias and Temam
(J. Funct. Anal. 87 (1989) 359–369). The results provide an alternate approach in estimating
the space-analyticity radius of solutions to Navier–Stokes equations than the one presented by
Grujic´ and Kukavica (J. Funct. Anal. 152 (1998) 447–466).
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1. Introduction
In this article, we consider the Navier–Stokes equations (NSE) with space-periodic
boundary condition. A method for estimating the space-analyticity radius of solutions
of NSE in this setup was introduced by Foias and Temam in [FT]. The basic idea
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in [FT] of interpolating between a suitably deﬁned analyticity (Gevrey) norm and a
Sobolev norm leads to a very simple energy method, eliminating the need of traditional
estimates on higher order derivatives (for example, as in [M]). This also provides an
explicit estimate of the radius of analyticity in terms of the Sobolev H 1-norm of the
initial data and the size of the forcing term. Subsequently, in [GK], Grujic´ and Kukavica
provided an estimate of the analyticity radius, where they assumed the initial data to be
in Lq (q > 3). Unlike in [FT], instead of estimating the Gevrey norm directly, Grujic´
and Kukavica achieve the relevant estimates on the analyticity radius by interpolating
between the Lq norm of the initial data and the Lq norm of the complexiﬁed solution.
As mentioned before, we consider the 3-D NSE with space-periodic boundary con-
dition. In this setup, the NSE can be reformulated in terms of its Fourier coefﬁcients.
The resulting system can be regarded as a nonlinear evolution equation in an appropri-
ate sequence space. This is the so-called wavevectors formulation of the NSE (see [F]
for a detailed exposition). We assume that the initial data is such that the p (p < 32 )
norm of its sequence of Fourier coefﬁcients (which henceforth will be referred to as the
p norm of the periodic function) is ﬁnite. By employing only elementary Functional
Analytic techniques which completely bypasses the Sobolev inequalities, we prove that
there exists a local in time solution of the 3D-NSE with bounded p and Gevrey norms.
It should be noted here that the Hausdorff–Young inequality states that for 1p2,
the p norm of a periodic function dominates its Lq norm, where q is the Hölder
conjugate of p. Thus our assumption on the initial data is stronger than that in [GK]
in case of estimate of analyticity radius, and that of [FK] and [GM] in case of local
existence results. However, since we control the p norm of the solution, our conclusion
is also similarly strengthened. Consequently, the results in [FK,GK] or [GM] do not
directly imply the results presented here. Moreover, our results provide generalization
of those obtained using energy methods by Foias (see [F]), where it was assumed that
the initial data is in 1. The proof given here employs ﬁxed point methods and is
motivated by [FK,K,GM].
The paper is organized as follows. In Section 2, we establish notation and discuss
some preliminary material. In Section 3, we ﬁrst obtain a local in time solution which
is bounded in p (p < 32 ) norm, in case the initial data also belongs to p (p <
3
2 ).
Subsequently, we show that this solution is regular. Finally, in Section 3, we obtain local
in time solution, which is bounded in the Gevrey norm. This provides an alternative
approach to that of [GK] and is more in the spirit of the results in [FT]. The treatment
here is essentially self-contained and elementary.
2. Notation and preliminaries
We consider the Navier–Stokes equations of viscous incompressible ﬂuids in  =
[0, L]3 with space periodic boundary condition:
u
t
(x, t)− u+ (u · ∇)u+ ∇p = f, (2.1)
∇ · u = 0. (2.2)
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The unknown (real-valued) functions are the vector-valued velocity function u(x, t) =
(u1(x, t), u2(x, t), u3(x, t)) and the scalar-valued pressure p = p(x, t), x ∈ R3, t0.
The volume force f(x, t) = (f1(x, t), f2(x, t), f3(x, t)) is given and  > 0 is the
kinematic viscosity. For notational simplicity, henceforth, we will set  ≡ 1. We assume
that f,u, p are periodic in space variables with period L. For a L-periodic complex-
valued scalar or vector function  which is integrable over , we deﬁne its Fourier
coefﬁcients by
ˆ(k) = 1
L3
∫

e−
2™
L
k·x(x) dx, (k ∈ Z3),
and its corresponding Fourier series is deﬁned by
∑
k∈Z3
ˆ(k)e−
2™
L
k·x.
If , are two complex vector functions, square-integrable on , Parseval’s identity
says that
1
L3
∫

(x) · (x)∗ dx =
∑
k∈Z3
(k) · (k)∗,
where for a,b ∈ C3
b∗ = (b¯1, b¯2, b¯3), a · b = a1b1 + a2b2 + a3b3.
Also, for scalar- or vector-valued function  = (x, t) : R3×[0, T ] → Cn, T ∞, n ∈
N, L-periodic in the space variable, we denote by ((k, t))
k∈Z3 the sequence of Fourier
coefﬁcients of the function (·, t).
Rewriting (2.1) and (2.2) in terms of its Fourier coefﬁcient as is done in [F], one
obtains the so-called wavevectors formulation of the NSE as follows:
d
dt
u(k, t) = f(k, t)− 2™
L
kp(k, t)−
(
2
L
)2
|k|2u(k, t)−Q[u,u](k, t), (2.3)
k · u(k, t) = 0 (k ∈ Z3), (2.4)
where, for two C3 or R3-valued sequences (u(k))
k∈Z3 , (v(k))k∈Z3 ,
Q[u, v](k) = 2™
L
∑
h∈Z3
(k · u(k))v(k − h).
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Note that if the sequences (u(k))
k∈Z3 and (v(k))k∈Z3 are square-summable, Q[u, v](k)
is well deﬁned for each k ∈ Z3. Since the functions u, f, p are all real, we also have
u(−k, t) = u(k, t)∗, p(−k, t) = p¯(k, t), f(−k, t) = f(k, t)∗, (k ∈ Z3, t0).
Moreover, without loss of generality (see [T]), we may also assume
u(0, t) = f(0, t) = 0, p(0, t) = 0, (k ∈ Z3).
Using (2.4) and taking dot-product with k on both sides of (2.3), one readily obtains
2™
L
p(k, t) = [k · f(k, t)− k ·Q[u,u](k, t)]/|k|2.
Reintroducing this in (2.3) we obtain
d
dt
u(k, t) = g(k, t)−
(
2
L
)2
|k|2u(k, t)− B[u,u](k, t),
k · u(k, t) = 0 (k ∈ Z3),
where
B[u, v](k, t) = Q[u, v](k, t)− k(k ·Q[u, v](k, t))|k|2 , g(k, t) = f(k, t)−
k(k · f(k, t))
|k|2 .
In view of the above discussion, following the treatment in [F], one may thus obtain an
inﬁnite dimensional ODE formulation of Navier–Stokes equations in sequence space.
We describe the set-up below in detail.
Let
K = {v = {(v(k))
k∈Z3 : v(k) ∈ C3, v(0) = 0, v(−k) = v(k)∗, k · v(k) = 0}.
The vector space K, endowed with the topology of coordinate wise convergence, is a
Frechet space with respect to the metric
d(v1, v2) =
∑
k∈Z3
|v1(k)− v2(k)|
1+ |v1(k)− v2(k)| 2
−|k|2 .
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For 0 and p1 deﬁne
V,p =

u ∈ K : ‖u‖,p :=

∑
k∈Z3
[|k||u(k)|]p


1/p
<∞

 .
Clearly, V1,p ⊂ V2,p if 12 and in this case,
‖u‖2,p‖u‖1,p (u ∈ V1,p). (2.5)
In case  = 0, for notational simplicity, we will refer to V0,p as Vp and the corre-
sponding norm ‖ · ‖0,p is denoted by ‖ · ‖p. For u, v ∈ Vp, deﬁne Q[u, v] and B[u, v]
by
Q[u, v](k) = 2™
L
∑
h∈Z3
(k · u(k))v(k − h),
B[u, v](k) = Q[u, v](k)− k ·Q[u, v](k)|k|2 k. (2.6)
We will ﬁrst state here Young’s inequality for convolution. For u, v ∈ p(Z3) and p2,
Young’s inequality implies that the convolution w = u ∗ v
w(k) =
∑
h∈Z3
u(h)v(k − h), w ∈ r(Z3), r = p2− p , ‖ w‖r‖u‖p‖v‖p. (2.7)
Note that by Young’s inequality, for all u, v ∈ Vp, Q[u, v](k) is well-deﬁned for each
k ∈ Z3. Moreover, it can be easily checked that
|B[u, v](k)| |Q[u, v](k)| (k ∈ Z3) (2.8)
and B[u, v] is in K.
Let A be the positive, unbounded, densely deﬁned operator on Vp given by
Au =
((
2
L
)2
|k|2u(k)
)
k∈Z3
, (u ∈ Vp).
We note here that for any v ∈ V+2,p for some 0 and 0
‖Av‖,p =
(
2
L
)2
‖v‖+2,p. (2.9)
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For T <∞ denote
L1([0, T ];V,p) =
{
v(·) : [0, T ] → V,p : v(·) measurable,
∫ T
0
‖v(s)‖,p ds <∞
}
and
L∞([0, T ];V,p) =
{
v(·) : [0, T ] → V,p : v(·)measurable, sup
0 sT
‖v(s)‖,p <∞
}
.
For a function v(·) : [0, T ] → V,p, for each k ∈ Z3, we denote by v(k, t) the kth
“coordinate” of v(t). Moreover, C([0, T ];X), X = V,p or K, denotes the set of all
X-valued continuous function on [0, T ], where the continuity is with respect to the
norm topology if X = V,p and, with respect to the “coordinate wise convergence”
deﬁned before, if X = K.
Deﬁnition 1. Given u0 ∈ Vp, p2 and g(·) ∈ L1([0, T ];Vp), a measurable function
u(·) is said to be a weak solution of the Navier–Stokes initial value problem if it is in
C([0, T ];K) ∩ L∞([0, T ];Vp) and satisﬁes
d
dt
u(k, t) = g(k, t)−
(
2
L
)2
|k|2u(k, t)− B[u, u](k, t),
u(k, 0) = u0(k), (t > 0, k ∈ Z3). (2.10)
For u(·) ∈ C([0, T ];Vp), we denote the sup norm
‖u(·)‖ = sup
0 tT
‖u(t)‖p.
The space C([0, T ];Vp), equipped with the sup norm, is a closed subspace of L∞
([0, T ];Vp) and is a Banach space.
Deﬁnition 2. Given u0 ∈ Vp, p2 and g(·) ∈ L1([0, T ];Vp), a function u(·) is said
to be a mild solution of the NSE if it is in C([0, T ];Vp) and satisﬁes the integral
equation
u(t) = e−tAu0 +
∫ t
0
e−(t−s)A g(s) ds −
∫ t
0
e−(t−s)AB[u(s), u(s)] ds. (2.11)
Deﬁnition 3. We say that u is a Leray-strong solution of the NSE if it is a weak
solution which moreover satisﬁes
u(·) ∈ L∞([0, T ];V1,p). (2.12)
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Remark 1. From our results in the next section, it will follow that if u0 ∈ Vp, 1p <
3
2 and for adequate g(·), there exists a weak solution as in Deﬁnition 1 which moreover
satisﬁes supt∈[,T ] ‖u(t)‖1,2 < ∞ for any  > 0. From [T], it then follows that the
function u(x, t) := ∑
k∈Z3 u(k, t)e
2™
L
k·x belongs to V for t ∈ [, T ] and is thus a
smooth classical solution of the Navier–Stokes equation in that interval. Here, following
[T], we denote by V the set of all periodic, divergence free functions on  = [0, L]3
which are in the Sobolev space H1.
3. Local existence and regularity
Let g(·) ∈ L1([0, T ′];Vp) where 0 < T ′ <∞. For u0 ∈ Vp deﬁne
G(t) = e−tAu0 +
∫ t
0
e−(t−s)A g(s) ds, 0 tT ′. (3.1)
Remark 2. Since e−tA is a contraction semigroup on Vp we have
‖ G(t)‖M := ‖u0‖p +
∫ T ′
0
‖g(s)‖p, (t0). (3.2)
The assumption g(·) ∈ L1([0, T ′];Vp) and the fact that e−tA is a contractive semigroup
on Vp implies that G(·) belongs to C([0, T ′];Vp).
The main results of this section, stated below, give existence and regularity of solu-
tions to Navier–Stokes equations in the space L∞([0, T ];Vp), 1p < 3/2, where the
existence time T depends on the initial data (assumed to be in Vp), and the size of
the body force.
Theorem 1. Assume that 1p < 32 and M be as in (3.2). Let p =  > 0 if 1 <
p < 32 and 1 =  = 0 for p = 1. Then, for an adequate constant C = C(p, ) and
T < min{T ′, C
M2p/(3−2p)+ }, there exists u(·) in C([0, T ];Vp) with sup0 tT ‖u(t)‖ <
2M which satisﬁes (2.10) and (2.11). For 1 < p < 32 , the constant C may depend on
p and  only as p → 32 and  → 0.
The next theorem concerns the regularity of the solutions obtained in Theorem 1.
Theorem 2. Assume that the force g(·) satisﬁes
sup
0 tT
‖g(t)‖p <∞ (3.3)
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and the initial data u0 is in Vp, 1p < 3/2. The mild (as well as weak) solution
u(t) obtained in Theorem 1 is in fact a strong solution on any interval [, T ],  > 0,
which moreover satisﬁes
sup
0 tT
t/2‖u(t)‖,p <∞ (3.4)
for all 01.
In order to prove the theorems stated above, we will need some more notation.
Deﬁne
E = {v(·) ∈ C([0, T ];Vp) : ‖v(·)− G(·)‖ = sup
0 tT
‖v(t)− G(t)‖pM}. (3.5)
Note that
‖v(·)‖2M for all v(·) ∈ E. (3.6)
Let S : E → C([0, T ];Vp) be the map deﬁned by the formula
(Sv)(t) = G(t)−
∫ t
0
e−(t−s)AB[v(s), v(s)] ds, (v ∈ E). (3.7)
We will show below that S maps E to E. We ﬁrst state an elementary inequality which
will be used repeatedly. For a > 0, b > 0, we have
f () = ae−b
(a
e
)a 1
ba
for all  > 0. (3.8)
Lemma 1. Assume that u, v ∈ V,p for some 0 and let 	 > 0. For 1 < p < 2, let

 > 3(p−1)
p
; and for p = 1, let 
 = 0. Then, there exists a constant C = C(p, ,
)
such that
‖e−	AB[u, v]‖,pC 1
	
(
+1)
2
‖u‖,p‖v‖,p (3.9)
Proof. Recalling (2.8), we have
‖e−	AB[u, v]‖p,p
=
∑
k
|k|pe−p	( 2L )2|k|2 |B[u, v](k)|p
∑
k
|k|pe−p	( 2L )2|k|2 |Q[u, v](k)|p
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=
∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
(k · u(h))v(k − h)
∣∣∣∣∣
p

(
2
L
)2∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
|k||u(h)||v(k − h)|
∣∣∣∣∣
p
=
(
2
L
)2∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣|k|
∑
h
|u(h)||v(k − h)|
∣∣∣∣∣
p
. (3.10)
Continuing from (3.10), we obtain
‖e−	AB[u, v]‖p,p
C
∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
(|h| + |k − h|)|u(h)||v(k − h)|
∣∣∣∣∣
p
(3.11)
C
(∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
|h||u(h)||v(k − h)|
∣∣∣∣∣
p
+
∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
|u(h)||k − h||v(k − h)|
∣∣∣∣∣
p)
. (3.12)
To obtain (3.11) and (3.12) above, we used the inequality (a+b)C(a+b), a, b0,
where the constant C may depend only on .
Let w1(k) =∑h |h||u(h)||v(k − h)| and w1 = (w1(k))k∈Z3 . By Young’s inequality
for convolution, we have
‖ w1‖r‖u‖,p‖v‖p‖u‖,p‖v‖,p, r = p2− p . (3.13)
Now suppose 1 < p < 2 and 
 > 3(p−1)
p
. The ﬁrst term in the inequality in (3.12) is
∑
k
|k|pe−p	( 2L )2|k|2
∣∣∣∣∣
∑
h
|h||u(h)||v(k − h)|
∣∣∣∣∣
p
=
∑
k
|k|p|k|
pe−p	( 2L )2|k|2 |w1(k)|
p
|k|
p 
C
	
(
+1)p
2
∑
k
|w1(k)|p
|k|
p
 C
	
(
+1)p
2
‖ w1‖pr
(∑
k
1
|k| 
prr−p
) r−p
r
 C
	
(
+1)p
2
‖u‖p,p‖v‖p,p, (3.14)
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where to obtain the inequality in the second last line above we used (3.8), and to obtain
the ﬁrst inequality in the last line above we applied Holder’s inequality. To obtain the
last inequality we used (3.13) and the fact that ∑k 1
|k|

pr
r−p
<∞ if 
pr
r−p > 3. This is
indeed the case since r = p2−p and 
 > 3(p−1)p .
When p = 1 we obtain the same inequality as in (3.14) with 
 = 0. To see this,
note that the ﬁrst term in the inequality in (3.12) gives
∑
k
|k|e−	( 2L )2|k|2
∣∣∣∣∣
∑
h
|h||u(h)||v(k − h)|
∣∣∣∣∣  C	 12
∑
k
|w1(k)| C
	
1
2
‖u‖,1‖v‖,1,
where to obtain the ﬁrst inequality above, we used (3.8) and to obtain the last inequality,
we used (3.13).
A similar computation shows that for the second term in (3.12) we have
∑
k
|k|e−	( 2L )2|k|2
∣∣∣∣∣
∑
h
|u(h)||k − h||v(k − h)|
∣∣∣∣∣  C	 12 ‖u‖,1‖v‖,1. (3.15)
Putting together inequalities (3.12), (3.14) and (3.15), the proof of the lemma is now
complete. 
We will now prove that the map S deﬁned in (3.7) takes E into C([0, T ];Vp). Note
ﬁrst that if p < 3/2, then there exists 3(p−1)
p
< 
 < 1.
Lemma 2. Assume that 1p < 32 and let 
 = 0 for p = 1; and 3(p−1)p < 
 < 1 for
1 < p < 32 . For v ∈ E, we have Sv is in C([0, T ];Vp) and a constant C = C(p,
)
such that
‖(Sv −G)(t)‖pCM2T (1−
)/2. (3.16)
Proof. For v ∈ E and t < T using Lemma 1 (with  = 0) we have
‖(Sv −G)(t)‖p =
∥∥∥∥
∫ t
0
e−(t−s)AB[v(s), v(s)] ds
∥∥∥∥
p

∫ t
0
‖e−(t−s)AB[v(s), v(s)]‖p ds
 C
∫ t
0
1
(t − s)(
+1)/2 ‖v(s)‖
2
p ds
 8C
1− 
M
2T (1−
)/2,
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where, to obtain the inequalities in the last line, we used (3.9) and (3.6). This establishes
that Sv is in L∞([0, T ];Vp). In fact, the above calculations also show that Sv belongs
to C([0, T ];Vp). 
Lemma 3. Assume that 1p < 32 and let 
 = 0 for p = 1; and 3(p−1)p < 
 < 1 for
1 < p < 32 . For v, w ∈ E, and adequate C = C(p,
), we have
‖(Sv − S w)(t)‖pCMT (1−
)/2 sup
0 tT
‖(v − w)(t)‖p. (3.17)
Proof. Note that by linearity,
B[v, v] − B[ w, w] = B[v, v − w] + B[v − w, w]. (3.18)
For 0 tT , using (3.18) and Lemma 1, we have
‖(Sv − S w)(t)‖p 
∫ t
0
‖e−(t−s)AB[v(s), (v − w)(s)]‖p ds
+
∫ t
0
‖e−(t−s)AB[(v − w)(s), w(s)]‖p ds
 C
∫ t
0
1
(t − s)(
+1)/2 ‖(v − w)(s)‖p(‖v(s)‖p + ‖ w(s)‖p) ds
 8C
1− 
 MT
(1−
)/2 sup
0 tT
‖(v − w)(s)‖p,
where in the last inequality, we used (3.6). 
We are now ready to prove Theorem 1.
Proof of Theorem 1. Recall that C([0, T ];Vp) is a Banach space with respect to the
norm ‖u(·)‖ = sup0 tT ‖u(t)‖p. With  as in Theorem 1, set

 = 3(p − 1)+ 	
p
, where 	 = (3− 2p)
2
2p + (3− 2p) .
Note that 
 = 0 if p = 1 and for 1 < p < 32 , 
 satisﬁes 3(p−1)p < 
 < 1. Moreover,
2/(1−
) = 2p/(3−2p)+ for 1p < 3/2. By Lemmas 2 and 3, if T < C
M2p/(3−2p)+
for appropriate C, then the map S deﬁned in (3.7) is a contractive map from E into
E. Thus, by Banach ﬁxed point theorem, there exists a u(·) in E ⊂ C([0, T ];Vp)
satisfying (2.11).
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From (2.11) and the deﬁnition of the operator A, it follows u(·) satisﬁes
u(k, t) = e−t ( 2L )2|k|2 u0(k)+
∫ t
0
e−(t−s)(
2
L
)2|k|2 g(k, s) ds
−
∫ t
0
e−(t−s)(
2
L
)2|k|2B[u(s), u(s)](k)ds, (k ∈ Z3). (3.19)
Note that for any vectors w, v ∈ Vp, p2 we have
|B[ w, v](k)|  |Q[ w, v](k)| |k|
∑
h∈Z3
| w(h)||v(k − h)|
 |k|

∑
h∈Z3
| w(h)|2


1/2
∑
k∈Z3
|v(k)|2


1/2
 |k|‖ w‖p‖v‖p,
(3.20)
where to obtain the ﬁrst inequality in the second line of (3.20) we used Cauchy–
Schwartz, while the last inequality in (3.20) follows from the fact that for 1pq
and v ∈ Vp, ‖v‖q‖v‖p. Since u(·) is in C([0, T ];Vp), from (3.20) it immediately
follows that for every k ∈ Z3, the map s → B[u(s), u(s)](k) is continuous on [0, T ].
Thus we may differentiate (a.e.) under both the integral signs in (3.19) to conclude
that u satisﬁes (2.10) a.e.
Remark 3. If p = 1, this is precisely the result obtained in [F].
We will now show that the mild solution u(·) obtained in Theorem 1 is indeed a
strong solution. We will need the following lemma.
Lemma 4. Let u ∈ V,p. Then, for 0, 0, 	 > 0 and p1, there exists a constant
C = C(, , p) depending only on ,  and p such that
‖Ae−	Au‖,pC 1
	
‖u‖,p. (3.21)
Proof. The proof is a straightforward calculation as shown below.
‖Ae−	Au‖p,p =
∑
k
|k|p
(
2
L
|k|
)2p
e−	p(
2
L
)2|k|2 |u(k)|p
 C 1
	p
∑
k
|k|p|u(k)|p
= C 1
	p
‖u‖p,p,
where to obtain the inequality above we used (3.8). 
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We now proceed to prove Theorem 2.
Proof of Theorem 2. Using (2.9) and (3.21), for all 0 we have
sup
0 tT
t/2‖e−tAu0‖,p =
(
2
L
)−
sup
0 tT
t/2‖A/2e−tAu0‖pC‖u0‖p. (3.22)
Furthermore, once again using (2.9) and (3.21), for 01, we have
∥∥∥∥
∫ t
0
e−(t−s)A g(s) ds
∥∥∥∥
,p
=
(
2
L
)− ∥∥∥∥A/2
∫ t
0
e−(t−s)A g(s) ds
∥∥∥∥
p

(
2
L
)− ∫ t
0
‖A/2e−(t−s)A g(s)‖p ds

∫ t
0
1
(t − s)/2 ‖g(s)‖p ds
 CT (1−/2) sup
0 tT
‖g(t)‖p <∞.
To obtain the inequalities in the last line above, we used (3.21) and the fact that for
01,
∫ T
0
1
	/2 d	 = 22− T (1−/2).
In view of the above estimates, for all 01, we have
sup
0 tT
t

2 ‖ G(t)‖,p <∞. (3.23)
We will now bootstrap regularity from a lower order bound. Assume (3.4) holds for
some 00 < 1. Recall that by our assumption that p < 32 , and thus,
3(p−1)
p
< 1. Set
 = 1−
4 , where

 = 0 for p = 1 and 
 = 4p − 3
2p
for 1 < p < 3/2. (3.24)
Note that (
 + 1)/2 +  < 1 and moreover, 3(p−1)
p
< 
 < 1 for 1 < p < 32 . Thus,
 > 0 for 1p < 3/2. We have
‖A(S u−G)(t)‖0,p
=
∥∥∥∥A
∫ t
0
e−(t−s)AB[u(s), u(s)] ds
∥∥∥∥
0,p

∫ t
0
‖Ae−(t−s)AB[u(s), u(s)]‖0,p ds
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=
∫ t
0
‖Ae− 12 (t−s)Ae− 12 (t−s)AB[u(s), u(s)]‖0,p ds

∫ t
0
C
(t − s) ‖e
− 12 (t−s)AB[u(s), u(s)]‖0,p ds (3.25)

∫ t
0
C
(t − s)+(
+1)/2 ‖u(s)‖
2
0,p ds (3.26)

(
sup
0 tT
t0‖u(t)‖20,p
)∫ t
0
C
(t − s)+(
+1)/2
1
s0
<∞. (3.27)
To obtain (3.25) above we used (3.21), and to obtain the inequality in (3.26), we
used (3.9). In order to obtain the ﬁniteness of the term in (3.27), we used induction
assumption and the fact that 0 < 1, (
 + 1)/2 +  < 1 thus leading to the ﬁniteness
of the integral in that term. From (3.27) and (3.23), it immediately follows that (3.4)
holds for all 01. This ﬁnishes the proof. 
4. Gevrey regularity
We will now proceed to obtain solution of NSE which is in Gevrey class. For p1
and 0, the Gevrey class XGv(),p is deﬁned as
XGv(),p =

u ∈ K : ‖u‖Gv(),p := ‖eA
1/2 u‖p =

∑
k∈Z3
ep
2
L
|k||u(k)|p


1/p
<∞

 .
Obviously, XGv(),p ⊂ Vp, and in fact, ‖u‖p‖u‖Gv(),p for all 0.
We will need a Young-type inequality for Gevrey norms.
Lemma 5. Let u, v ∈ XGv(),p and let w = (w(k))k∈Z3 be deﬁned by w(k) =∑
h |u(h)||v(k − h)|. Then, for p < 2,
‖ w‖Gv(),r =
(∑
k
e
r
(
2
L
)
|k|
w(k)r
)1/r
‖u‖Gv(),p‖v‖Gv(),p, r = p2− p . (4.1)
Proof. Since u and v are in XGv(),p, the vectors u1, v1 deﬁned by
u1(k) = e 2L |k||u(k)|, v1(k) = e 2L |k||v(k)|, (k ∈ Z3)
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are in p(Z3) and clearly,
‖u1‖p = ‖u‖Gv(),p and ‖v1‖p = ‖v‖Gv(),p.
Consequently, by Young’s inequality, the vector w1 = u1 ∗ v1 is in r(Z3), r = p2−p
and
‖ w1‖r‖u1‖p‖v1‖p‖u‖Gv(),p‖v‖Gv(),p. (4.2)
Using the inequality |k| |h| + |k − h| and noting that w1(k) = (u1 ∗ v1)(k) =∑
h e
 2
L
|h||u(h)|e 2L |k−h||v(k − h)| we have
∑
k
er
2
L
|k|w(k)r =
∑
k
[
e
2
L
|k|
(∑
h
|u(h)||v(k − h)|
)]r

∑
k
[∑
h
e
2
L
|h||u(h)|e 2L |k−h||v(k − h)|
]r
=
∑
k
w1(k)r
= ‖ w1‖rr‖u1‖rp‖v1‖rp‖u‖rGv(),p‖v‖rGv(),p.
Thus we obtain (4.1). 
The following lemma, which plays the role of Lemma 1, provides an estimate of the
nonlinear term in Gevrey norm.
Lemma 6. Let u, v ∈ XGv(),p, 1p < 2 and 	 > 0. Let 
 = 0 for p = 1 and

 > 3(p−1)
p
for 1 < p < 32 . Then, there exists a constant C (which may depend on
p, 
) such that
‖e−	AB[u, v]‖Gv(),pC 1
	
(
+1)
2
‖u‖Gv(),p‖v‖Gv(),p. (4.3)
Proof. Let u, v be as in the lemma and let w = (w(k))
k∈Z3 be deﬁned by
w(k) =
∑
h
|u(h)||v(k − h)|.
Then for 1 < p < 3/2 we have
‖e−	AB[u, v]‖pGv(),p 
(
2
L
)p∑
k
e−	p(
2
L
)2|k|2ep
2
L
|k|
∣∣∣∣∣
∑
h
(k · u(h))v(k − h)
∣∣∣∣∣
p
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
(
2
L
)p∑
k
e
−	p
(
2
L
)2|k|2
ep
2
L
|k||k|p|w(k)|p
=
(
2
L
)p∑
k
|k|(
+1)pe−	p( 2L )2|k|2 1|k|
p e
p 2
L
|k||k|p|w(k)|p
 C
	
(
+1)p
2
∑
k
1
|k|
p e
p 2
L
|k||w(k)|p
 C
	
(
+1)p
2
(∑
k
1
|k| 
prr−p
) r−p
r
(∑
k
er
2
L
|k||w(k)|r
) p
r
= C
	
(
+1)p
2
‖ w‖pGv(),r
C
	
(
+1)p
2
‖u‖p,p‖v‖p,p, (4.4)
where to obtain the inequality in (4.4) we used (3.8). The two subsequent inequalities
were obtained by ﬁrst using Holder’s inequality and then (4.1).
For p = 1, and 
 = 0, we proceed exactly as the derivation of the inequality in
(4.4) to obtain
‖e−	AB[u, v]‖Gv(),1  C
	
1
2
∑
k
e
2
L
|k||w(k)|
= C
	
1
2
‖ w‖Gv(),1 C
	
1
2
‖u‖,1‖v‖,1,
where the last inequality follows from (4.1). This ﬁnishes the proof of the lemma. 
Throughout this section, we assume
0 
L
.
Deﬁne the Banach space
CG =
{
u(·) ∈ C([0, T ];Vp) : ‖u(·)‖Gv := sup
0 tT
‖etA1/2 u(t)‖p
= sup
0 tT
‖u(t)‖Gv(t),p <∞
}
. (4.5)
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Let G(·) be as in (3.1) and assume that
M := ‖ G(·)‖Gv = sup
0 tT
‖etA1/2 G(t)‖p <∞. (4.6)
Remark 4. Since  
L
, the condition (4.6) is satisﬁed if
u0 ∈ Vp, and
∫ T
0
‖esA1/2 g(s)‖p ds <∞.
Let E1 ⊂ CGv be deﬁned as
E1 = {v(·) ∈ CGv : ‖v(·)− G(·)‖GvM}. (4.7)
Lemma 7. Assume that 1p < 32 and let 
 = 0 if p = 1 and 3(p−1)p < 
 < 1 for
1 < p < 32 . For v(·) ∈ E1, we have Sv is in CGv and
‖(Sv −G)(·)‖GvC(p,
)M2T (1−
)/2. (4.8)
Proof. Recall that for any  > 0 we can write ‖u‖Gv(),p = ‖eA1/2 u‖p. Moreover,
since  
L
e−
[
1
2A−A1/2] (
 > 0) is a contraction on Vp. (4.9)
‖(Sv −G)(t)‖Gv(t),p = ‖etA1/2(Sv −G)(t)‖p

∫ t
0
‖etA1/2e−(t−s)AB[v(s), v(s)]‖p ds

∫ t
0
‖e(t−s)A1/2e− (t−s)2 Ae− (t−s)2 AesA1/2B[v(s), v(s)]‖p ds

∫ t
0
‖e− (t−s)2 AesA1/2B[v(s), v(s)]‖p ds
=
∫ t
0
‖e− (t−s)2 B[v(s), v(s)]‖Gv(s),p ds
 C
∫ t
0
1
(t − s)(
+1)/2 ‖v(s)‖
2
Gv(s),p dsCM2T (1−
)/2,
where in the last inequality, we used Lemma 6 with 	 = (t − s)/2 and  = s as well
as the fact that sup0 sT ‖esA1/2 v(s)‖p2M . 
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We will next need a lemma which shows that S is a contraction on E with respect
to the Gevrey norm on CGv .
Lemma 8. For v, w ∈ E1, and for p and 
 as in Lemma 7, we have
‖(Sv − S w)(·)‖GvCMT (1−
)/2 sup
0 tT
‖etA1/2(v − w)(t)‖p. (4.10)
The proof of this lemma is analogous to the previous one and is omitted.
Theorem 3. Let 1p < 32 ,  <

L
and M be as in (4.6). Let p =  > 0 if 1 <
p < 32 ; and 1 =  = 0 for p = 1. Then, for an adequate constant C = C(p, ) and
T < C
M2p/(3−2p)+ , there exists u(·) in CGv with ‖u(·)‖Gv = sup0 tT ‖esA
1/2 u(s)‖ <
2M which moreover satisﬁes
d u(t)
dt
= −Au(t)+ g(t)− B[u(t), u(t)], u(0) = u0 a.e. 0 tT . (4.11)
The constant C depends on p only as p → 32 and on  only as  → 0.
Proof. For 1p < 32 , set

 = 3(p − 1)+ 	
p
, where 	 = (3− 2p)
2
2p + (3− 2p) .
Note that 2/(1−
) = 2p/(3−2p)+ and 
 = 0 for p = 1. Moreover, for 1 < p < 32 , 

satisﬁes 3(p−1)
p
< 
 < 1. By Lemmas 7 and 8, if T < C
M2p/(3−2p)+ then for appropriate
C, the map S deﬁned in (3.7) is a contractive map from E1 into E1. Thus, by Banach
ﬁxed point theorem, there exists a u in E1 ⊂ CGv such that
u(t) = e−tAu0 +
∫ t
0
e−(t−s)A g(s) ds −
∫ t
0
e−(t−s)AB[u(s), u(s)] ds.
The conclusion of the theorem now follows quite easily as in Theorem 1. 
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