This paper considers the design of quadrature mirror lter (QMF) banks whose analysis and synthesis lters are FIR and have linear phase. The design criterion is of least-squares type. An iterative computation algorithm is proposed, and its convergence is proven that o ers new insight to the design of QMF banks, and relates it to a more general nonlinear optimization problem.
Introduction
The design of QMF banks nds applications in subband coding and telecommunication systems 2, 4, 12] . Many design algorithms can be found in 11] and its references therein. One particular design problem is formulated as minimization of the linear combination of the reconstruction error for the QMF banks and stop band error for the prototype low pass lter, measured in quadratic norm 7] . Because the quadratic form of the reconstruction error is a fourth order function of the prototype lter coe cients, the minimization problem is a nonlinear one that is di cult to solve numerically. Several algorithms have been developed in the literature. The most notable ones are the iterative algorithms developed in 1, 6] which have the appealing property that the minimum solution at each iterative step is easy to compute. However there does not exist convergence analysis in the literature, and thus it is not clear whether or not the two iterative algorithms in 1, 6] are convergent in general.
This paper considers the convergence issue for the iterative algorithms developed in 1, 6] on the design of QMF banks. Our main contributions are the new proposed iterative algorithms generalized from 1, 6] , and the convergence analysis of the proposed iterative algorithm as well as those in 1, 6] . The new proposed iterative algorithms, though motivated by the results in 1], are di erent from those of 1, 6] . It is shown that the rst proposed algorithm is monotonically convergent, and its convergence is independent of the initial guess. Moreover, it is quasi-Newton, and thus converges superlinearly in the vicinity of the local minimum 8]. A second algorithm is also proposed that is modi ed from 6], with a proof of the convergence. It is emphasized that the convergence results in this paper are most general and apply to other similar nonlinear optimization problems as well. Clearly our results also apply to the improved iterative algorithm discussed recently in 13]. 
Perfect reconstruction (PR) requires that T(z) 1, or equivalently T(e j! ) = h H 0 (e ?j! ) H 0 (e ?j(!+ ) )
i "
H 0 (e j! ) H 0 (e j(!+ ) ) # = 1; 8 !: (4) It is noted that a lter H 0 (z) achieving perfect reconstruction has trivial frequency response implying that good frequency response such as low pass can not be achieved simultaneously. Thus it is desirable to design H 0 (z) such that it minimizes the error function 7] E = (1 ? )E r + E s ; 0 < < 1; (5) where E r is the reconstruction error de ned by 
and E s is the stop band energy related to the low pass prototype lter H 0 (z) de ned by
with ! s the stop band edge. Denote I k as an identity matrix of size k, and 0 i a column of i zeros. De ne h := : (8) Proposition 2.1 Let h, S, and M be as in (8) . Then the error in (5) can be expressed as
where Q can be found in 5] (See also 3, 10, 13] for di erent expressions of E).
The design problem is now converted to the synthesis of a vector h of size m such that E is minimized.
Clearly this is a nonlinear optimization problem. In the next section, we consider a more general nonlinear optimization problem and propose an iterative algorithm that is generalized from the one developed in 1]. The associated convergence issue will be studied accordingly. (12) for k = 1; 2; :::; m ? 1. Thus minimization of E is a special case of minimization of J(x). It should be clear that the iterative algorithm in 1] is not applicable to this more general nonlinear optimization problem in the form of (10) . We propose the following new iterative algorithm generalized from 1].
Iterative Algorithm (A):
Step 1: Choose initial guess x = x 0 6 = 0 such that J 0 = J(x 0 ) < 0.
Step 2: For i = 0; 1; 2; :::, do the following: End. 
Its di erence from the optimal solution of (13) (17) according to (13) . Finally the assumption J(x 0 ) < 0 excludes the possibility of x = 0 as the limit.
The next result indicates that the proposed iterative algorithm (A) is quasi-Newton. It is noted that Algorithm (A) proposed in this paper is di erent from that in 1]. In particular the error function in 1] is given byẼ ( ) = E r + E s :
The next result clari es the di erence. the error index in 6] can be converted into the form of (10) . An iterative algorithm is proposed in 6]. However its convergence is not proven. In this section we propose a new algorithm, and prove its convergence.
Iterative Algorithm (B):
Step 2 (23) which is exactly the necessary condition for J(x) under the constrain x 0 x = 1. Since Q > 0, and P x ; x ] 0, the Hessian is positive de nite which proves that it is a local minimum.
The next result is similar to Proposition 3.3, and thus the proof is omitted. Note that all the eigenvalues of ?1 (2P xi; xi] + Q) are positive real due to P xi; xi] 0 and Q > 0, > 0.
Conclusion
This paper examined two iterative algorithms proposed in 1, 6] for the design of QMF banks. Complete convergence results are obtained for the two iterative algorithm modi ed from those in 1, 6] , In fact the algorithms discussed in this paper are more general and are applicable to more general nonlinear optimization problem in the form of (10). Our contributions include two new iterative algorithms that are convergent, whose limits solve the above mentioned nonlinear optimization problem.
