Migration data remains scarce, largely inconsistent across countries, and often outdated, particularly in the context of developing countries. Rapidly growing internet usage around the world provides geo-referenced online search data that can be exploited to measure migration intentions in origin countries in order to predict subsequent outflows. Based on fixed effects panel models of migration as well as machine learning and prediction techniques, we show that our approach yields substantial predictive power for international migration flows, while reducing prediction errors considerably. We provide evidence based on survey data that our measures indeed reflect genuine emigration intentions. Our findings contribute to different literature by providing 1) a novel way for the measurement of migration intentions, 2) an approach to generate close to real-time predictions of current migration flows ahead of official statistics, and 3) an improvement in the performance of conventional migration models that involve prediction tasks, such as in the first stage of a linear instrumental variable regression.
Introduction
With profound effects on both origin and destination countries, the topic of migration has become one of the most important and most contested policy issues for developed and developing countries alike. There is a large literature dedicated to analyzing the determinants of international migration, which has identified demographic factors, income differences, and violent conflicts to be among the main push-and pull-factors. However, a lack of migration data is still plaguing the discipline: the high costs of collecting nationally representative data on migration, inconsistent measures and definitions across data sources worldwide, as well as data publishing lags of several years still pose severe restrictions on migration research. This is especially the case for developing and emerging countries in which administrative or survey-based indicators are often unavailable, making many forms of analysis impossible.
1
As information technology is spreading rapidly around the world, geo-referenced online search data provides new and practically infinite opportunities for measuring and predicting human behavior through revealed information demand (Varian 2014) . The use of such big data sources is becoming increasingly important in applied economic research (Einav and Levin 2014) and scientific and technical advances have generated powerful tools, referred to as machine learning, that help analyzing this complex data (Mullainathan and Spiess 2017) .
There is a growing literature that uses big data from social networks and online search engines to predict economic outcomes across a large range of fields. In their seminal work, which was first released in 2009, Choi and Varian (2012) suggest that online search data has a large potential to measure users' interest in a variety of economic activities in real time, and demonstrate how it can be used for the prediction of home and automotive sales as well as tourism. One of the most prominent applications so far has been published by Ginsberg et al. (2009) , who show that levels of influenza activity can be predicted by the Google Flu Trend indicators with a reporting lag of only about one day. Despite a number of initial criticisms (Lazer et al. 2014) , the literature has since grown quickly, including applications to the prediction of aggregate demand (Carriére-Swallow and Labbé 2013) and private consumption (Schmidt and Vosen 2009) , the number of food stamp recipients (Fantazzini 2014) , stock market trading behavior and volatility (Da et al. 2011 , Preis et al. 2013 , Vlastakis and Markellos 2012 , commodity prices (Fantazzini and Fomichev 2014) , and even phenomena such as obesity (Sarigul and Rui 2014) . The most frequent application to date is using Google Trends to predict unemployment, with applications in the context of France (Fondeur and Karamé 2013) , Germany (Askitas and Zimmermann 2009) , and the USA (D'Amuri and Marcucci 2017).
There is a small number of recent applications that have tried to use internet meta data to measure migration dynamics and patters. Zagheni et al. (2014) use geo-referenced data of about half a million users of the social network "Twitter" in OECD countries and Zagheni and Weber (2012) relies on IP addresses of about 43 million users of the email service provider "Yahoo" to estimate international migration rates. The contribution of these studies is mainly methodological in the sense that they seek to provide an approach to infer trends about migration rates from highly selective samples obtained from online sources. Their user bases are heavily self-selected. These rather specialized online services thus cannot be used to infer general migration patterns.
2 Furthermore, the data used in these studies is proprietary and, therefore, their analysis cannot be replicated or used in other contexts by external researchers.
Approaches that can help measuring migration intentions and providing accurate predictions of recent flows are relevant to academics and policy makers alike. For these reasons, we propose a novel and direct measure of migration intentions using aggregate online search intensities, measured by the Google Trends Index (GTI) for migrationrelated search terms.
3 Empirical evidence shows that aspiring migrants acquire relevant information about migration opportunities online, in their country of origin, prior to departure (Maitland and Xu 2015) . This implies that demand for information can be used as a proxy for changes in the number of aspiring migrants. Consequently, surges in online search intensities for specific keywords related to the topic of migration can indicate an increase in the demand for migration, reflecting aspirations, and can thus help predicting migration flows. Relying on Google search data, an engine which is estimated to be used by over a billion users worldwide, provides a high level of representativeness and, therefore, can help offering a general tool for the prediction of migration. We define keywords related to the topic of migration based on a set of expressions which is semantically linked to the topic of "migration" and "economics" through their cooccurrence within the Wikipedia encyclopedia. We then extract the GTI indicators for each individual keyword in the official language of the respective country of origin. We test the predictive power of our GTI migration indicators first by augmenting a standard fixed effects panel model of international migration decisions from a large range of origin countries to the OECD destination countries with our tailor-made measures. Controlling for a large number of potential push-and pull-factors from the migration 2 The Twitter sample is constituted predominantly by young male users and the user profile of Yahoo seems to be selected on factors such as age, sex, and level of internet penetration in the country.
3 The GTI data consists of high-frequency time series capturing the relative search intensities for any keyword performed through the Google search engine across the globe. The GTI is by far the most representative data source for online searches worldwide with Google having a market share of more than 80% on desktop devices. This figure increases to 97% once considering mobile and tablet devices. Source: https://www.netmarketshare.com/, accessed November 2017.
literature, we find that our approach yields substantial improvements in the predictive power of international migration flows. In the most conservative specification, the inclusion of our measures yields a 100% increase in the explained variability of migration flows as measured by the within-R 2 . We also explore the heterogeneity of these results with respect to origin country characteristics. Reassuringly, we find that this performance improves further when restricting the sample to relatively homogeneous origin countries with respect to their official language, to middle-and high-income origins, and those with high internet penetration. 4 Using machine learning techniques, we also test the robustness of these results to in-sample overfit by applying dimension reduction algorithms and out-of-sample predictions. The results confirm that our approach systematically yields substantial improvements in the goodness of fit for international migration models. Last but not least, we also provide evidence based on survey data that our measures indeed reflect genuine emigration intentions. The contribution of our paper is threefold. First, we propose a universal approach to improve the measurement of migration intentions with consistent and representative indicators that are freely available at close to universal geographic coverage. So far, the availability of data on migration intentions is severely restricted to selective and exclusive surveys. Easing this data constraint can help facilitating migration research, especially in the context of developing countries. Second, our approach is capable of providing shortterm predictions of current migration flows ahead of official data release lags, which amount up to several years.
5 This approach could, for example, be used for short-term policy prediction exercises in the case of humanitarian crises. Third, it can improve the performance of conventional models of the determinants of migration flows 6 in application that involve prediction tasks, such as in the first stage of a linear instrumental variable regression, when estimating heterogeneous treatment effects, or flexibly controlling for observed confounders. The remainder of the paper is structured as follows. Section 2 describes the data used in the empirical part, with a particular emphasis on our specific GTI measures of migration intentions. In Section 3, we describe the panel estimation model used in the analysis of the determinants of migration and, subsequently, introduce machine learning techniques, which help dealing with the econometric challenges from the former approach. Section 4 provides the results from the panel estimations and Section 5 those from the machine learning techniques. We discuss the value of our findings for empirical applications and policy recommendations in Section 6, and Section 7 concludes. 4 The rationale for these trade-offs being that our measures can be expected to perform better in countries in which the official language is more representative of the total population, in countries with relatively low financial migration barriers, and those with high internet penetration.
5 For example, in the case of the International Migration Database of the Organisation for Economic Co-operation and Development (OECD), the lag is between two to three years.
6 See, for example, Beine et al. (2016) and Docquier and Rapoport (2012) for an overview of this literature, and Mayda (2010) and Ortega and Peri (2013) for specific applications.
Data

Google Trends Data
Google Trends data are freely accessible at https://www.google.com/trends/ and generally available on a daily basis, starting on January 10, 2004.
7 The database provides time series of the search intensities of the user's choice of keywords, which we call the Google Trends Index (GTI). In the current version of Google Trends, the GTI can be restricted by geographical area, date, a set of general search categories such as "Jobs & Education" or "Travel", and by the type of search, i.e. standard web search, image, etc. We use the first two restrictions based on web searches to create a country-specific, yearly time series of online search intensity. We proceed as follows. The GTI captures the relative quantities of web searches through the Google search engine for a particular keyword in a given geographical area (r) and during a specific day (d) in a specified time period. For privacy reasons, the absolute numbers of searches are not publicly released by Google. The share S d,r of searches for a specific keyword in geographical area r and during day d is given by the total number of web searches containing that keyword (V d,r ), divided by the total number of web searches in that area and during a specific day (
. Since migration flows are typically recorded in yearly intervals between countries, we adapt our GTI measure accordingly to reflect yearly variations as well, based on the simple average of the daily shares per year S d,r . In addition, the indicator provided is normalized and effectively ranges between 0 and 100, with the top value being assigned to the time period during which it reaches the maximum level of search intensity over the selected timespan. Consequently, the GTI measure for a specific keyword in year a and country of origin o used in this paper is calculated by: GT I a,o = 100 maxa (Sa,o) S a,o . In essence, our measure of internet search intensity reflects the probability of a random user inquiring a particular keyword through the Google search engine in a given country of origin and in a given year. Geographical attribution is achieved through IP addresses and are released only if the number of searches exceeds a certain -undeclared -minimum threshold. Repeated queries from a single IP address within a short period of time are disregarded by Google, for example to suppress potential biases arising from so-called internet bots searching the web. Finally, the index is calculated based on a sampling procedure of all IP addresses which changes over time and, thereby, introduces measurement error into the time series. As a consequence, the indices can vary according 7 Extracting large quantities of Google Trends data through the website is, however, time consuming. Google offers access to their the database through an Application Programming Interface (API) for registered users and non-commercial purposes. This approach provides an automated and efficient way of extracting the required data for our application and we rely on this API for the construction of our panel database (Google Inc. 2016) . Due to the aggregate nature of the data their use does not infringe on individual privacy rights.
to the day of download. However, time series extracted during different periods are nearly identical, with cross correlations always above 0.99.
In order to operationalize the use of the GTI for our particular application and setting, we are faced with two non-trivial decisions regarding the extraction of data: which keyword to choose and in which language to extract them for? With respect to keyword selection, existing studies show a huge variety, depending on each context, which can range between one to several thousand keywords for which time series of the GTI are extracted. For instance, D'Amuri and Marcucci (2017) simply use the term "jobs" in order to predict unemployment in the US. Carriére-Swallow and Labbé (2013) use a set of nine automobile brands in order to predict car sales. By contrast, Da et al. (2011) use a set of over 3.000 company names to predict stock prices. Technically speaking, the quantity of possible keywords and resulting data is close to infinity and only limited by computing infrastructure.
In the absence of a general pre-defined search category related to migration, we are left with the task of selecting individual keywords, which we believe to be predictive of migration decisions in origin countries. Due to the multidimensionality of migration processes and motives, this task is more challenging than in other applications, where the set of potential keywords is rather narrow, such as in the case of car sales, oil prices, and unemployment registries. Given that for migration and topics of similar diversity, the identification of a specific search term is ambiguous, we rely on a broader set of keywords, the exact composition of which is determined by an exogenous source.
In particular, we take advantage of semantic links between words in the Wikipedia encyclopedia related to the overarching topic of migration. We use the website "Semantic Link" (http://semantic-link.com/), which analyzes the text of English language Wikipedia and identifies pairs of keywords which are semantically related.
8 The website displays the top 100 related words for each query and we retrieve those for the keyword "immigration". Since the majority of migration decisions tend to follow economic motives, we also retrieve a second list of semantically related words based on the keyword "economic". Based on the two lists of 200 semantically related words in total, for tractability reasons, we chose the subset of the top third most related keywords from each list (i.e. a total of 68). As for the English language there may be varying spellings for the same keyword in the American and British form, we include both versions if applicable. Similarly, users might be searching for both singular as well as plural forms of a keyword, we include both forms for nouns. Different versions of the same keyword can be combined with the Boolean operator "OR", which allows us to retrieve the joint search intensity from Google Trends. Finally, we are left with the empirical decision in which languages to extract GTI data for our list of keywords. We restrict the set of languages to the three official UN languages with Latin roots, i.e. English, French, and Spanish. For simplicity, we do not include the other official UN languages Arabic, Chinese (Mandarin), and Russian since the use of non-Latin characters imposes an additional difficulty when extracting data. Based on this restriction and according to the "Ethnologue" database (https://www.ethnologue.com/statistics/size), we thereby capture the search behavior of an estimated 842 million speakers from 107 countries of origin in which at least one of the three selected languages is officially spoken. Other languages with more than 200 million speakers that we do not cover include Hindi and Portuguese. Nevertheless, an extension into any type of language is technically feasible following our approach, provided that adequate translations are available. The final list of keywords in the three chosen languages is included in the Appendix Section B.1. Based on the operational procedure described above, we proceed to download GTI time series data for 68 keywords, in 107 countries of origin, and over 10 years each, which amounts to a total of 72,760 keyword-country-year observations. For countries with speakers of at least two of English, French and Spanish, we select the time series in the language with the larger respective number of speakers.
We need to take into account a number of methodological pitfalls to which studies using Google Trends data tend to be subject to. First, it is not at all certain that people searching for information online, based on the list of keywords chosen, in a given country of origin and at a given moment in time, are genuinely interested in emigration. They may as well just follow a local or global search trend, which could eventually have been ignited by news on migration or other topics on the media that spark interest in that direction. In other words, the change in search intensity could be driven by a diffusion of interest for an exogenous and unrelated topic and not by genuine intentions to migrate. This argument has been put forward and illustrated by Ormerod et al. (2014) who investigated the precision of Google search activity to predict flu trends, originally proposed by Ginsberg et al. (2009) . They find that social influence, i.e. the fact that people may search for a specific keyword in a specific moment simply because many others are, may negatively affect the reliability of the GTI as a predictor for contemporaneous human behavior. This may be a problem, especially when relying on a small number of search terms. Therefore, we try to capture migration-related information demand by using a medium sized set of keywords that are related to the topic, which can help smoothing out such herding behavior in online search trends while avoiding the risk of selecting arbitrarily related keywords from hundreds of thousands of available ones.
Another potential risk of this approach pointed out by Lazer et al. (2014) , are changes in Google's search algorithms. Since Google is a commercial enterprise, it constantly adopts and changes its services in line with their business model. This could (and if effec-tive should) affect the search behavior of users and, thereby, change the data-generating process as well as the representativeness of the specific keywords chosen in this study over time. Due to this issue, we cannot rule out that search intensities increase due to adjustments made in the underlying search algorithms rather than increased interest in migration. In other words, the index we create by the choice of our keywords in this exercise is carrying the implicit assumption that relative search volumes for certain search terms are statically related to external events. However, search behavior is not just exogenously determined, as it is also endogenously cultivated by the service provider. This may give rise to a time-varying bias in the predictive power of our GTI variables and we account for this potential issue by including a set of year dummies in our empirical specification.
Migration and Country Data
We merge data from a panel of bilateral migration flows with macroeconomic indicators and other information on the respective origin countries for which we intend to capture migration intentions through the GTI. Migration data comes from the OECD International Migration database, which provides yearly immigrant inflows into the OECD countries by foreign nationalities. Since this database is fed by population, residence, and employment registers from the OECD member countries, it covers only legal immigration, i.e. workers, asylum seekers, and other types of legal immigrants. The sample includes almost all countries of origin worldwide, both from the group of developing and developed countries. One issue in the use of such flow data is the presence of zeros, which are particularly prevalent in the case of small countries of origin with low population. Despite migration flow data being available for earlier periods, we focus on the period starting in 2004, the year the GTI data starts, until 2015, which is the last year of OECD migration flow data available.
We match this panel of migration flows with macroeconomic indicators of the origin country from the World Development Indicators (WDI) (World Bank 2016). In the benchmark setup, we use only GDP and population control variables in order to not restrict our sample of origin countries. By including these covariates we intend to control for the most important push-and pull-factors that have been emphasized in the migration literature (Mayda 2010) . Many other predictors have been used in the literature as additional control variables. In an extension, we include additional origin country controls such as the unemployment rate, the share of the young population, the share of internet users (per 100 people), and mobile phone subscriptions (per 100 people) from the WDI. We also include the number of weather and non-weather disasters from the EM-DAT database (Guha-Sapir 2016). To control for political factors, we include the Polity IV Autocracy Score and the State Fragility Index (Marshall et al. 2016) . Furthermore, since our approach relies heavily on language choice and its effective use among the native population in the countries of origin, we also use data on the share of the native population that commonly speaks the official languages in origin countries (Melitz and Toubal 2014) . These allow us to restrict the analysis to a subset of countries of origin, which is particularly homogeneous in terms of the use of the official language in which we extracted the GTI time series for. However, most of these indicators are partly unavailable, especially for smaller countries.
Given that the GTI data we rely on vary at the country of origin level, we collapse the matched panel data set at the level of the OECD destination countries. In other words, we consider all migration flows from a given origin to all OECD countries simultaneously. Thus, we implicitly focus on the general migration decision of the country of origin and abstract from the sorting decision, i.e. the decision which destination country to immigrate to. This provides the advantage that we can discard the problem of multilateral resistance related to gravity models of international migration (Bertoli and Fernández-Huertas Moraga 2013) . Furthermore, it also helps alleviating issues related to the presence of zero observations in the flow of migrants (Beine et al. 2016) . Proceeding along these lines and accounting for missing values in the GTI data, in our benchmark sample we are left with the aggregated migration decisions towards the OECD countries from a sample of 98 countries of origin over 12 years (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) . Due to the inclusion of a one year lag in our preferred specification (equation 1 below), the corresponding total sample size is 1,068 country of origin-year observations. Due to missing values in our control variables for certain countries, in the extended specification, we are left with 70 origin countries and 680 observations.
Methodogy
In order to investigate the predictive power of our GTI measures for migration-related keywords in origin countries for the estimation of migration decisions, we proceed as follows: First, as a benchmark specification, we estimate a standard fixed effects model of migration flows from approximately 100 origin countries to the OECD. This model includes destination-year fixed effects as well as origin fixed effects, thus eliminating all explanatory factors at the destination country level as well as time invariant ones. Subsequently, we augment this benchmark specification with our GTI time series of origin country-specific variables, capturing the internet search intensities for the selected keywords. The estimated regression equation is:
with o indexing the country of origin and t is time. The dependent variable, Y ot+1 , is the logarithmic transformation of migration flows from the origin country to the OECD in a given year. All right hand side variables are lagged by one period in order to account for concerns about reverse causation. T ot represents our GTI measures for a given origin country with respect to a specific keyword in a given year. O ot is a vector of originspecific control variables, D t a vector of destination-specific controls, and δ o stands for origin country-specific fixed effects. τ t are time dummies and ε ot represents a robust error term, which is clustered at the origin country level. Given the use destination-year fixed effects, we do not include control variables at the destination level. The would only increase model complexity and are statistically insignificant. Adding the GTI variables for a large number of single keywords to this model increases the risks of in-sample overfit, i.e. of picking up a spurious correlation between the time series and the outcome variable. Adding several time series that contain only statistical noise would be likely to yield some statistically significant predictors, reducing the predictive power of our model out-of-sample. In order to deal with this potential problem, we apply two techniques to guard against in-sample overfit (Varian 2014 , Kleinberg et al. 2015 . First, we estimate out-of-sample predictions using k-fold cross-validation techniques. Second, we apply shrinkage methods to show that, when penalizing larger numbers of covariates in a model, the applied algorithms tend to include a considerably larger number of regressors than what could be expected if the within-variation only consisted of noise.
Panel estimation
The results from the fixed effects estimations based on equation 1 are reported in Table 1 . Column (1) displays the coefficients for our benchmark regression specification, without any GTI predictors. Based on this basic model of migration flows, the resulting within-R 2 is relatively low (7.7%). However, once we augment this model by our migration-related GTI variables in column (2), the R 2 increases to 20.8%, suggesting that the additional covariates possess substantial predictive power. Column (3), in turn, reports the results when including GTI predictors related to economic keywords. As we can observe, the R 2 also increases substantially to 16.7%, but with a smaller magnitude compared to the previous specification. Finally, when augmenting the model by all GTI variables including both migration-and economic-specific keywords, the fit of the model increases even further to 25.8%. Taken together, these results suggest that the predictive power of our benchmark model as measured by the within-R 2 can be improved strongly (ranging between 115 to 235%) when including the internet search intensities in origin countries for migration and economic search terms.
In Table 2 , we repeat the same exercise for the group of origin countries which are relatively homogeneous in terms of their spoken languages. Since our GTI measures depend on a certain term in a specific language, it is important for the estimation that the official language is also commonly used when performing online searches. In other words, we expect the predictive power of our GTI variables to increase with the share of the native population in the country of origin that commonly uses the official language. Therefore, in panel A, we restrict the sample to countries in which at least 20% of the native population uses the official language commonly. This results in the exclusion of 16 countries of origin compared to the benchmark specification, such that the remaining number of countries included in the sample is 82 in this specification. In column (1), we find that the coefficient of determination in the basic setup only increases slightly to 9% due to sample composition effects. Comparing columns (2) to (4) to the same columns in Table 1 , however, we observe a general increase in R 2 in line with our expectations.
In other words, this suggests that the GTI variables are more predictive for migration flows in countries where the three languages we use are more widely spoken. Comparing the results in columns (2) to (4) with column (1), we find that the relative increase in the predictive power resembles the one from Table 1 , ranging between 120 to 220%, with the combined keywords for migration and economic terms yielding the highest predictive power.
In panel B, we restrict our sample even further, focusing only on the origin countries in which the majority of the population commonly speaks the official language. Doing so excludes 31 countries of origin from our benchmark sample, which do not fulfill this criterion. Similarly as in panel A, we observe that the resulting levels of R 2 increase once again for all specifications including the GTIs, while they remain constant in column (1), the basic setup. Comparing the coefficients of determination across columns (2) to (4), consequently, we find that they increase more strongly, here between 140 to 250%, with the combined model including both migration and economics search terms performing the best. For the data generation process we rely on the general availability and the use of the internet technology among the local population of the origin country is crucial. We observe marked differences in the number of internet users across countries, which are positively correlated with the economic development at the origin. According to data from the International Telecommunication Union, the rate of internet users among the general population was only 12% for low-income economies in 2016, compared to 42% in middle-and 82% in high-income economies, respectively.
9 Since internet search intensity turns out to be zero or is measured noisily in countries with low internet usage, we expect the predictive power of the GTI's to be stronger in countries with higher internet penetration. In order to test this hypothesis we perform an additional exercise in which we drop the subsample of low-income origin countries or restrict it to those countries with at least 10% of the general population having access to internet (Table 3 , panels A and B respectively). Focusing on panel A, we find similar results as in Table 2 (panel B) in the sense that there is a general increase of the absolute level of within-R 2 as well as a stronger relative increase with respect to the basic setup in column (1). Panel B shows that this trend becomes even more pronounced when focusing on the countries with at least 10% of the general population having internet access. Absolute levels of R 2 relative to any previous table and relative increases across the different are once again stronger, with the latter ranging between 160 to 265% here.
In Table 4 we also test the robustness of our results with respect to an extended set of country of origin controls. Compared to the benchmark specification in Table 1 with only origin GDP and population size as control variables, here we add the unemployment rate, the share of young population, the State Fragility Index, the Polity IV Autocracy Score, the share of mobile phone subscriptions and internet users over the general population, as well as the incidence of weather and non-weather related disasters over time. In this extended control setup, we find that the level of within-R 2 increases especially for the basic specification in column (1), absorbing some of the relative performance increase of the GTI variables. However, this comes at a high price: due to the lack of control variables for around 28 countries, our sample size shrinks to only 70 origins. Nevertheless, the relative performance in the predictive power of the GTI remains strong, ranging between 50 to 115%, with the combined keywords for migration and economics still yielding the highest predictive power.
In sum, the results show that in the panel regression framework, the GTI variables provide substantial increases in the goodness of fit for international migration flows estimations. Reassuringly, we find evidence that this effect becomes stronger when restricting our sample to origins for which we expect the GTIs to be more predictive based on economic development, the penetration of information technology, and the common use of the official language. This increase is also robust to including a host of additional control variables, despite with a lower magnitude as the controls absorb some of the signal which is captured in the GTIs. However, one important thing to note in this context is that the availability of many additional control variables is often poor, especially among classic countries of origin in the developing world. This implies that, beside the additional predictive power of internet search activity, data availability is another crucial argument in favor of our approach. This applies particularly to prediction settings, i.e. when the objective of the application is to obtain an estimation of the outcome variable y as compared to parameter estimations where the focus is on the effect of x on y.
Machine Learning and Prediction Methods
Any attempt to link an arbitrary keyword to an outcome variable without providing strong evidence of a causal link may rightly be criticized for suffering from an underlying and undeclared variable selection problem. That would result, among other issues, in standard errors that are too small. Essentially, the problem we are trying to solve can be summarized as "large X, small N , small T ", with the number of countries or origin N with yearly migration data and a short panel dimension T being the main data restrictions, while the number of potential predictors X can be considerably larger than the number of observations N ·T . In such a setting, overfit can occur for purely mechanical reasons when a large number of potential predictors X with a low signal-to-noise ratio are used to fit a model. As discussed in the data section, we use a set of keywords, which is determined by an exogenous algorithm which helps determining the choice of keywords as well to reduce the number of predictors considerably before starting estimations. In what follows, we first use a variable selection procedure to show that an algorithm that internally prices added complexity also suggests added value of adding data on search volumes. Following this, we conduct the most important test: We show that the improvements in the goodness of fit our model achieves in the within dimension are not due to in-sample overfit, but also holds out-of-sample.
Variables selection
A way of receiving an external assessment of the importance of our right hand side variables are variable selection models. In these procedures the underlying algorithms are designed to optimize models while incorporating a penalty term serving as the "price" of additional complexity. This can help choosing parsimonious specifications. Many such approaches, however, can yield unstable results when many of the variables to choose from are highly correlated. When the main risk of additional predictors is to include statistical noise, these approaches can be very helpful.
Shrinkage methods such as the least absolute selection and shrinkage operator (LASSO) and the least-angle regression (LARS) algorithm 10 systematically shrink small coefficients towards zero in order to reduce the high variance commonly introduced when predicting outcomes with a linear regression model. 11 Thereby, LASSO combines the idea of 10 LASSO, proposed by Tibshirani (1996) , is a popular technique of variable selection. It is an OLSbased method with a penalty on the regression coefficients, which tends to produce simpler models. LARS, proposed by Efron et al. (2004) , is a method that can be viewed as a vector-based version of the LASSO procedure to accelerate computations.
11 Ridge regression cannot perform variable selection because it never shrinks coefficients to non-zero values by using a squared penalty function. This makes it not ideal if we expect coefficients to be exactly zero and will therefore not be considered here. For our purpose, our choice is thus more conservative. Furthermore, we do not use naïve stepwise model selection (such as the "step" package in R) because it is known to yield unstable models across datasets and folds. Instead we use penalized regression, which shrinkage with variable selection using an absolute, linear penalty.
12
Just as OLS and other standard techniques, LASSO and LARS rely on correlations and thus do typically not yield a model of causal relationships when used with observational data. Multicollinearity of independent variables is likely to result in actually relevant relationships being biased towards zero. The methods we use in this section do not "build" models, for example by testing non-linearities and interactions as curve fitting approaches. They are blunter and only provide an indication of whether extra variance can be explained by adding specific variables.
We follow the literature by using Mallows' Cp as the main information criterion.
13
It optimizes the mean squared prediction error and thus trades off the number of extra predictors and the residual sum of squares. To reflect the panel approach, we calculate first differences of all variables before running the model. Both the LASSO and the LARS models suggests a model with 15 migration keywords out of 37 as the combination that yields the lowest mean squared prediction error. In addition log population, log GDP and year fixed effects are kept. Adding economic keywords does not result in a model with higher R 2 and lower Cp at the same time. The results from these variable selection approaches, thus, support the view that migration-related GTI predictors are systematically related to migration flows. However, variable selection models such as the ones used here potentially overfit the model in-sample. In the next subsection, we therefore study out-of-sample performance.
Out-of-sample exercise
The potential impact of overfit can be reduced by using out-of-sample measures of fit, for example, the out-of-sample R 2 (OOS-R2) and the out-of-sample root mean squared error (OOS-RMSE). Imprecise out-of-sample predictions lead to a particularly high penalty when using the OOS-RMSE due to the error terms being squared. In contrast to in-sample estimations, unrelated predictors are less likely to yield any improvement in predictive power out-of-sample, because a spurious relationship would only continue to hold in this setting by mere chance. Overfitting variables with a low signal-to-noise-ratio, by contrast, would be likely to lead to systematically higher OOS-RMSE's and typically no improvement in OOS-R2, compared to a baseline model without GTI predictors, even if having a higher in-sample R 2 .
In order to provide evidence of the out-of-sample performance of our models, we apply a standard technique from the machine learning literature: k-fold cross-validation. This yields far more stable results.
12 When allowing an intercept, the LASSO is defined asβ lasso = argmin|y − β 0 -Xβ| 2 2 + λ|β| 1 , where λ is the tuning parameter which controls the parsimony of the model. 13 Mallow's Cp is a technique for model selection in regression proposed by Mallows (1973) . The Cp-statistic is defined as a criteria to assess fits when models with different numbers of parameters are being compared.
procedure is closely related to the idea of bootstrapping that is well known in economics. Choosing an arbitrary number k = 10, we split up our data into 10 random folds. We then train the regression model on 90% of the data and calculate the in-sample and outof-sample R 2 , the latter on the remaining 10 percent of the data. This is done for each of the ten folds, yielding ten estimates of out-of-sample performance. We use the same benchmark model from the previous section, consisting of the basic control variables of origin countries (GDP and population size), dummies for origin countries and years, as well as the different sets of GTI's. Figure 1 depicts the out-of-sample R 2 results from this exercise for different models and Figure 2 plots the root mean squared error. Note that this is a rigid test as the model needs to perform well in the time dimension in order to improve upon the baseline specification. The label "basic" indicates that the model includes only the benchmark variables without any GTI. Migration and economic keywords as well as a combination of both are added successively in the same way as in the previous estimations. All models including GTI controls perform significantly better than in the basic model as indicated by the increased out-of-sample R 2 in Figure 1 . The relative gains across the different models are similar in magnitude compared to the in-sample estimations in Table 1 , with the combined migration and economic keywords performing the best. Furthermore, as depicted in Figure 2 , the models using GTI variables have a lower root mean squared error than the basic model. Combining both goodness of fit measures, Figure 3 shows that there is no trade-off between higher predictive power and lower prediction error involved. The models with GTI included perform better, on average, than the basic one, explaining more of the variation in the migration outcome measure and, at the same time, producing fewer errors. Again, the best performance comes from the model including both sets of GTI. Hence, the predictive power of online search intensities for next year's migration flow remains strong, even in the artificial out-ofsample experiment. This suggests that the GTI provide genuine predictive power for migration outcomes in the within dimension.
In Figure 4 we add the extended set of control variables and rerun the k-fold crossvalidation on the smaller sample. The results show that the model with extended controls generally produces fewer prediction errors compared to those with basic controls depicted in Figure 2 . This is partly due to the additional control variables and partly to sample selection as several countries of origin drop out, for which the extended controls are unavailable. Simultaneously, the inclusion of the GTI variables again leads to a significant increase in the out-of-sample R 2 , while the additional reduction in the RMSE is less pronounced compared to the extended benchmark model without GTI. Again, the best performance is obtained from the combined set of migration and economic GTI. This highlights another advantage of using GTI: data availability is not an issue and potentially data are also available at far higher frequency and a finer spatial resolution, margins at which standard macro variables are often unavailable, especially in developing countries.
Beyond Predictive Power?
We have presented evidence that our tailor-made GTI measures lead to significant increases in the predictive power of models of current international migration flows, both in-sample and out-of-sample. In this setting, machine learning techniques are helpful to deal with the high dimensionality of the GTI data and provide a solid benchmark to quantify the predictive power of these additional regressors. As emphasized by Mullainathan and Spiess (2017), the prediction objective (i.e. generating a prediction of outcome y based on independent variables x) should not be confounded with the one of classic parameter estimations, where the focus is on the effect of x on y. In other words, the results provided so far testify to a robust correlation but are agnostic about causality. A remaining open question is therefore the one about the underlying causal mechanism between changes in the GTI and real-life migratory movements. In other words, what are the GTI measures effectively capturing: demand for or supply of migration? Relating to recent criticism in the context of the Google Flu Index, Lazer et al. (2014) and Ormerod et al. (2014) have shown that such models are susceptible to overprediction due to herding behavior. With respect to migration decisions, this translates into a situation in which many people start searching for migration-related topics despite having any personal migration intentions a priori (e.g. due to media reports about the Syrian refugee crisis). Such a situation might lead to an erosion of the predictive power of our approach. However, such a phenomenon might also occur in an environment of high migration prevalence, i.e. can be the result of reverse causality (e.g. people searching for migration topics because many of their fellows have left the country). If that situation led to an increase in migratory movements, it would usually be described as a migration network effect or chain migration in the literature. On the other hand, it might also purely be driven by curiosity without any realization of migration. The same can happen in a low migration environment, due to an unrelated third event that might trigger a general interest in the topic. In essence, from the causal perspective of parameter estimation, it is an empirical challenge to distinguish these cases in our context and to separate demand from supply as well other third factors that might determine the search behavior for migration-related keywords.
In order to shed some light on these questions, we use a global dataset on migration intentions. This analysis relies on individual-level data from the Gallup World Poll (GWP), which has been implemented starting in 2006. Each survey is conducted in varying intervals of one up to several years, depending on the country. Note that each sample is independent in the sense that it constitutes a repeated cross-section instead of a panel. The data consists of a stratified random sample of typically around 1,000 respondent per country and is deemed nationally representative.
14 We rely on three migration related questions in the Gallup World Poll which are designed to assess individuals' migration intentions to different degrees. In particular, these questions are:
1. Ideally, if you had the opportunity, would you like to move permanently to another country, or would you prefer to continue living in this country? And, if yes: To which country would you like to move?
2. Are you planning to move permanently to [COUNTRY] in the next 12 months?
3. Have you done any preparation for this move? For example, have you applied for residency or a visa, purchased the ticket, etc.?
Note that the framing of these questions is such that they reflect an increasing migration aspiration intensity. 15 While question one indicates the respondent's potential and abstract demand for migration in general, number two indicates whether individuals plan to realize their this intention in the short-term, and number three whether they have started to prepare already. Aggregating the data across countries, the descriptive statistics indicate that approximately 675 million people worldwide had general migration intentions according to question one in 2008, compared to 703 million in 2014. In terms of absolute migration demand China, Nigeria, and India lead the ranking in each year. In relative terms of the share of adult population at origin, it is most often small countries such as Haiti, Sierra Leone, and the Dominican Republic that have the highest migration intentions among the general population. The most popular destination countries tend to be the United States, Great Britain, and Saudi Arabia. In 2010 only about 4% of the sample stated to actively plan migrating during the following 12 months and approximately half of those also reported to have started preparing their move at the time of the survey. Hence, out of 675 Million individuals who indicate a general intention to migrate in 2008, 2% or 14 million individuals were reportedly in a stage of preparation at that time. In 2014, this share increased to about 3.5% of the sample or 25 million individuals worldwide. In order to compare the Gallup survey data of migration intentions to our GTI measures, we augment our regression specification 1 to include each of the variables corresponding to the three questions one by one. Given time gaps in the survey data for certain countries, we follow a recommendation from Gallup and compute rolling averages based on the three questions over time and match them on our main data set. Note that the results are not directly comparable to the ones from the panel specification for two reasons: first, due to the time gaps, the sample size is reduced massively such that we have to rely only on only 330 observations in this exercise. Second, the Gallup data is a repeated cross-section and its within dimension is not very accurate. For these reasons, the findings from this exercise should rather be interpreted as suggestive evidence.
In cross-sectional regressions without our GTI measures, we find that the GWP variables are generally positively and significantly correlated with migration flows from our sample countries. Reassuringly, this correlation is increasing with the intensity of migration intentions as captured by above questions. The point estimates indicate that a 1 percentage point increase in the GWP variables is associated with a 0.18 to 0.26 point increase in migration flows from the origin to the OECD countries. When including our GTI measures simultaneously, the magnitudes of the Gallup coefficients decreases considerably to 0.09 to 0.11 points, but remain statistically significant. This indicates that there is a positive correlation between the GTI and the GWP variables, but also that they are not collinear. In other words, one possible interpretation is that part of the GTI appears to reflect "real" demand for migration as measured by the Gallup data. When estimating the same regression in a panel specification with fixed effects, however, the coefficients for the Gallup variables become insignificant and close to zero. This seems to be mainly due to the low accuracy of the within-variation, which prevents us from directly comparing our GTI prediction results to the Gallup specification in this section.
In summary, these preliminary tests provide some evidence that our GTI measures are indeed capturing a demand for migration or, in other words, genuine migration intentions among the origin population. On the other hand, this exercise also demonstrates that, despite the increasing importance of international migration, there is still a general lack of data on migration intentions across countries. The GWP as the only existing survey with near universal coverage worldwide (147 countries) provides a good overview across countries, but is not very useful when comparing country trends over time. Furthermore, the dataset is proprietary. Given the general absence of reliable and comparable data, our GTI approach offers a promising way for improvement along these lines.
Conclusion
We have presented evidence that GTI-based indicators for migration-related online search terms provide substantial predictive power for international migration decisions, both inand out-of-sample. In line with our expectations, these results become stronger when restricting our sample to more developed origins, and those with higher penetration of information technology and common use of the official language. We also provided suggestive evidence based on observational survey data that our GTI measures partly reflect genuine migration intentions.
Can a GTI-based approach be feasible for the prediction of international migration flows in the long-run? The experience of the Google Flu Trends for the United States has shown that there are several obstacles, even if predictive power can be established convincingly. The predictive power of the composition of keywords that we employ in this study to capture migration intentions is changing over time. Changing associations between individual keywords and the outcome variable are likely to affect the composition of the "optimal" prediction model in the future. Surging interest in a particular keyword may cause its worth for prediction to plummet. Therefore, we advocate to apply an approach based on a broader set of keywords in order to smooth out potential biases that could occur for specific keywords over time. Furthermore, especially when concerned with short-run predictions of migration flows in a particular country context, it should be worthwhile to refine both the semantic links of migration-related words in that particular language context as well as for the particular time period to increase or update the predictive power of the GTI indicators. Here, a combination with text analysis tools, e.g. based on media reports, could be helpful to capture other sources of semantic links. An interesting empirical test for future work could be to investigate the impact of an exogenous shock on migration-specific GTI measures and on migration flows in a subnational setting, which would allow us to calibrate the coefficients and to measure the association between the shock on the one hand, and migration intentions according to the GTI and real-life migration realizations on the other.
Our findings contribute to different areas in the migration literature related to measurement and prediction of international and domestic migration. First, we propose this methodology as a universal approach to improve existing data on migration intentions with consistent, representative, and high-frequency indicators that are freely available at close to universal geographic coverage. So far, the availability of data on migration intentions is severely restricted to selective and exclusive surveys, often providing inconsistent data at very low-frequency. By constructing GTI measures based on keywords with semantic links to other topics, our methodology could even serve as a general guideline of how to make use of the GTI to be applied for prediction purposes in other contexts. Second, our approach can be used to generate short-term predictions of current migration flows ahead of official data release lags, which can amount up to several years.
16 This could, for example, be used for policy applications in the case of humanitarian crises in order to deliver real-time monitoring of migration intentions ahead of their realization to organize humanitarian responses. This is comparable to recent applications in the political economy literature demonstrating that newspaper text can be used to predict armed conflict ahead of time (Mueller and Rauh forthcoming) . Third, our approach also contributes to conventional models of parameter estimation in migration studies that involve prediction tasks. For example, it can help improve performance in the first stage of a linear instrumental variable regression, when estimating heterogeneous treatment effects, or flexibly controlling for observed confounders.
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Notes: The figure reports out-of-sample estimates from 10-fold cross-validation. Each boxplot thus covers ten out-of-sample R 2 s. The basic model contains controls for log GDP and log population, and origin as well as year dummies. In addition, migration keywords, economic keywords or both are added in the respective models. Notes: The figure reports out-of-sample estimates from 10-fold cross-validation. Each boxplot thus covers ten out-of-sample RMSEs. The basic model contains controls for log GDP and log population, origin fixed effects and destination-year fixed effects. In addition, migration keywords, economic keywords or both are added in the respective models.
Figure 2: Out-of-sample RMSE based on 10-fold cross validation Notes: The figure reports out-of-sample estimates from 10-fold cross-validation. There are thus 10 estimates of OOS-R 2 and OOS-RMSE for each model. The basic model contains controls for log GDP and log population and origin as well as year dummies. In addition, migration keywords, economic keywords or both are added in the respective models. Notes: The figure reports out-of-sample estimates from 10-fold cross-validation. There are thus 10 estimates of OOS-R 2 and OOS-RMSE for each model. The extended contains controls for log GDP, log population, unemployment rate, share of young population, state fragility, the Polity IV autocracy score, population percentage of cell phone and internet users, the number of weather as well as non-weather related catastrophes, origin and year dummies. In addition, migration keywords, economic keywords or both are added in the respective models. Dependent variable is the logarithm of the annual aggregated flow of migrants from a given origin country to OECD. Given the within transformation of the estimator, the dependent variable captures the change in migration flows between the origin country and the OECD between period t and t − 1., while the independent variables capture the change with a lag of one year, i.e. between period t − 1 and t − 2. Heteroskedasticity-robust standard errors, clustered at the origin country level, in parentheses. *** p<0.01, ** p<0.05, * p<0.1. We restrict the samples to countries in which the share of the population which is commonly speaking the official language for which the Google Trends data has been extracted (English, French, or Spanish) is larger than the 20% and 50% threshold in panel A and B, respectively. Each column displays the result of a separate regression based on equation 1. Dependent variable is the logarithm of the annual aggregated flow of migrants from a given origin country to OECD. Given the within transformation of the estimator, the dependent variable captures the change in migration flows between the origin country and the OECD between period t and t − 1., while the independent variables capture the change with a lag of one year, i.e. between period t − 1 and t − 2. Heteroskedasticity-robust standard errors, clustered at the origin country level, in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Given the within transformation of the estimator, the dependent variable captures the change in migration flows between the origin country and the OECD between period t and t − 1., while the independent variables capture the change with a lag of one year, i.e. between period t − 1 and t − 2. Heteroskedasticity-robust standard errors, clustered at the origin country level, in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Sources: OECD International Migration database 2004-2015, World Development Indicators, Polity IV, State Fragility Index, EMDAT disasters and Google Trends Indices. Notes: All explanatory variables refer to the origin country. Each column displays the result of a separate regression based on equation 1 with additional controls. The unemployment rate and the share of young population cause the largest reduction in sample size. Disaster variables count the number of events of each type as covered in the EMDAT dataset. The dependent variable is the logarithm of the annual aggregated flow of migrants from a given origin country to OECD. Given the within transformation of the estimator, the dependent variable captures the change in migration flows between the origin country and the OECD between period t and t − 1., while the independent variables capture the change with a lag of one year, i.e. between period t−1 and t−2. Heteroskedasticity-robust standard errors, clustered at the origin country level, in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
