Abstract-Land cover (LC) refers to the physical state of the Earth's surface in terms of natural environment such as soil, vegetation, water, etc. Since most LC features occur at spatial scales much finer than the resolution of the primary satellites, LC mapping at subpixel level is required to obtain abundance maps of each category in a given pixel. These abundance or fractional maps are obtained using linear mixture model, which assumes no interaction between materials and a pixel is treated as a linear combination of signatures with relative concentrations. The model allows a number of different LC types to be present, each contributing a fraction of its unique spectrum corresponding to the area occupied by that LC type in a pixel. The linear model is inverted to produce estimates of those fractional abundances. The optimal solution of the mixture models can be either an unconstrained or partially constrained or a fully constrained solution depending on whether the constraints have been imposed. In this paper, we discuss the implementation and comparative analysis of an unconstrained, partially constrained and fully constrained least squares linear mixture models for LC class quantification using a series of computer simulations and Landsat data experiments to assess their performance.  Index Terms-land cover, linear mixture model, endmember, subpixel classification, algorithm
I. INTRODUCTION
Land cover (LC) refers to the physical and biological cover present over the surface of the land, including water, vegetation, bare soil, and/or artificial structures and is a way of portraying the surface of the Earth. However, many landscape features occur at spatial scales much finer than the resolution of the primary satellites used for continental or global LC mapping. Therefore, observed data are mixture of spectral signatures of individual objects resulting in mixed pixels. Regardless of the spectral resolution of the remotely sensed data, the Manuscript received March 12, 2015; revised July 8, 2015. spectral signals collected by most satellite sensors are undoubtedly mixtures of different class signatures within the sensor's IFOV (instantaneous field of view). This scale-resolution mismatch is one of the greatest challenges in modeling LC changes, where the spatial resolution of detail is less than what is required and the pixels consist of a mixture of multiple LC classes. The solution to mixed pixel problem typically centers on spectral unmixing techniques [1] that estimate the proportion of each class within individual pixels. The main objective is to find out the proportion of each category in a given pixel, or to unmix the pixel to identify the categories present.
During the last two decades, numerous methods have been proposed ranging from modeling the component mixtures to solving the linear combinations to obtain abundances through geometrical, statistical and sparse regression-based approaches [2] , [3] . Commonly used approaches to mixed pixel classification have been linear spectral unmixing [4] , [5] , supervised fuzzy-c means classification [6] , ANN -artificial neural networks [7] , Gaussian mixture discriminant analysis [8] , linear regression and regression tree [9] , and spatial correlation based unmixing [10] , which use linear mixture model(LMM) to estimate the abundance fractions. LMM assumes that the reflectance spectrum of a mixture is systematic combination of the component reflectance spectra in the mixture (called endmembers). The combination of these endmembers is linear if component of interest in a pixel appear in spatially segregated patterns, i.e., no interaction between materials is assumed, and a pixel is treated as a linear combination of signatures with relative concentrations, where these concentrations or fractions correspond to the area occupied by that LC type. Generally two constraints are imposed on the abundance fractions obtained from a LMM: 1) abundance nonnegativity constraint (ANC) and 2) abundance sumto-one (ASC) constraint. ANC restricts the abundance values from being negative and ASC confines the sum of the abundance values of all the classes to one. In the absence of ANC and ASC, the unconstrained solution does not reflect the true abundance fractions and thus cannot be used for LC class quantification. Therefore, a partially constrained LMM implements either ANC or ASC and a fully constrained LMM implements both ANC and ASC simultaneously to provide accurate and reliable class quantification.
In this paper, we perform a comparative analysis of an unconstrained, partially constrained and fully constrained least squares unmixing models based on the evaluation of the derived LC fractional estimates. The methods considered in this study are Unconstrained Least Squares, Sum-to-one Constrained Least Squares, Normalized Sum-to-one Constrained Least Squares, Nonnegative Constrained Least Squares, Normalized Nonnegative Constrained Least Squares, Fully Constrained Least Squares, and Modified Fully Constrained Least Squares. In the first set of experiments, the fraction estimates of different endmembers obtained from the unmixing algorithms on computer simulated noise-free data and noisy data of different signal to noise ratio were evaluated. In separate tests, Gaussian noise (a random variable with 0 mean and fixed variance) was added to the data to judge the robustness of the algorithms. In the second and third set of experiments with the real world data, 11 Landsat scenes of an agricultural environment (near Fresno, California, USA), and a Landsat scene of an urban setup (San Francisco, California, USA) were used to evaluate the algorithms. The data pertaining to the agricultural landscape were analyzed by comparing image derived vegetation fractions with the ground cover vegetation fractions. The abundance maps obtained from Landsat data of the urban area were validated by comparing endmember fractions with respect to the high-resolution World View (WV) 2 abundance maps. The results were evaluated using descriptive statistics, Pearson productmoment correlation coefficient (cc), root mean square error (RMSE), probability of success and bivariate distribution function (BDF).
The paper is organized as follows: Section II formulates linear spectral unmixing problem and discuses the unconstrained, partially and fully constrained unmixing models while Section III details about the data and endmembers used in this study. Section IV presents the experimental results and discussion with concluding remarks in Section V.
II. UNMIXING ALGORITHMS
At the outset, if there are M spectral bands and N classes, then associated with each pixel is a Mdimensional vector y whose components are the gray values corresponding to the M bands. Let E = [e 1 , …e n-1 , e n , e n+1 ..., e N ] be a M×N matrix, where {e n } is a column vector representing the spectral signature (endmember) of the nth target material. The abundance or fraction of the nth target material present in the pixel is denoted by α n , and these values are the components of the Ndimensional abundance vector α. Assuming LMM [11] for each pixel, the observation vectory is related to E by alinear model written as (1):
where accounts for the measurement noise. Noise vector are zero-mean random variables that are i.i.d. (independent and identically distributed). Therefore, covariance matrix of the noise vector is σ 2 I, where σ 2 is the variance, and I is M×M identity matrix.
A. Unconstrained Least Squares (UCLS)
The conventional approach [12] to extract the abundance values is to minimize ‖ − ‖:
Which is termed as UCLS estimate of the abundance. The value of is the abundance of the nth class in an abundance map.
B. Sum-To-One Constrained Least Squares (SCLS)
If no constraints are imposed on abundance, the estimated abundance fractions may deviate with a wide range. To avoid such conditions, ANC as given in (3) and ASC as expressed in (4) are imposed on the model:
This allows proportion of each pixel to be partitioned between classes. Imposing the unity constraint on the abundance values as in (4) while minimizing ‖ − ‖, gives SCLS estimate of the abundance given by (5),
where
The SCLS solution may have negative abundance values but they add to unity.
C. Normalized Sum-to -One Constrained Least Squares
(NSCLS) Here, the negative values are considered to be 0 and the abundance fractions of the remaining target signature are normalized to 1 resulting in normalized SCLS (NSCLS) solution. The abundance values range from 0 to 1.
D. Nonnegative Constrained Least Squares (NCLS)
NCLS utilizes NNLS (Nonnegative Least Squares) algorithm to minimize ‖ − ‖ subject to ≥ 0. The N-vectors x and z specify the working dimension, and index sets ℘ and Z are adjusted during execution. Variables indexed in Z are initialized to zero and variables indexed in ℘can take any non-zero values. In case the variable in ℘ takes negative value, the algorithm either assumes a positive value for the variable or assigns it to zero and moves its index from ℘ to Z. Once the algorithm terminates, is the solution vector and x is the dual vector. Algorithm NNLS (M, N, y, E, , x, z, ℘,Z) is briefly summarized below [13] :
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Step 1: Set ℘ = NULL, Z={1, 2, ..., N}, and = 0
Step 2: Compute = ( − ) Step 3: If = Φ or ≤ 0 ∀ ϵ , stop ( is the solution).
Step 4: Find an index ∈ : = max { : ∈ } Step 5: Move the index k from Z to ℘.
Step 6: Let ℘ denote the M matrix defined by:
Compute N-dimensional vector z as least squares solution of ‖ ℘ − ‖. Note that only the components z , ϵ ℘ are determined by this problem. Define = 0 ∀ ∈ .
Step 7: If > 0 ∀ ∈ ℘, then = . Go to step 2.
Step 8: Find an index such that:
Step 9: Let = −
Step 10: Let = + ( − ).
Step 11: Move all indices ∈ ℘ from set ℘ to set Z for which α j = 0. Go to Step 6.
Step 12: Exit
E. Normalized Nonnegative Constrained Least Squares (NNCLS) The normalized NCLS (NNCLS) solution is obtained by dividing each class abundance ( ) of the NCLS
solution by the sum of all the abundances ( 1 +…+  n-1 +  n +  n+1 +…+  N ) in that pixel resulting in abundance values adding to unity.
F. Fully Constrained Least Squares (FCLS)
As discussed earlier, for a SCLS solution, the target class signatures with negative abundances can be discarded and the abundance fractions of the remaining target signatures can be normalized to unity, resulting in a NSCLS solution. The NCLS results can be normalized to unity to obtain NNCLS solution. However, Chang (2003) [3] claims that neither NSCLS nor NNCLS yields optimal solutions since the two constraints ANC and ASC are carried out sequentially and not simultaneously. A FCLS solution [3] can be obtained by extending the NNLS algorithm (discussed above) by including ASC in the signature matrix E by a new signature matrix (SME) and by replacing pixel vector y with s given by (7) and (8), where θ regulates ASC.
where:
Abundance values range from 0 to 1 in any given pixel and there are as many abundance maps as the number of classes. 0 indicates absence of a particular class and 1 indicates presence of only that class in a particular pixel. Intermediate values between 0 and 1 represent a fraction of that class. For example, 0.4 may represent 40% presence of a class in an abundance map and the remaining 60% could be other classes.
G. Modified Fully Constrained Least Squares (MFCLS)
ANC is a major problem in solving constrained linear unmixing problems as it forbids use of Lagrange multiplier. Chang (2003) [3] advocates the replacement of ≥ 0 ∀ : 1 ≤ ≤ with absolute ASC (AASC),
. AASC allows usage of Lagrange multiplier along with exclusion of negative abundance fractions leading to optimal constrained least squares solution satisfying both ASC and AASC with all nonnegative fractions. This method is called MFCLS, expressed as (9):
Subject to ∆={ | ∑ = 1
=1
and ∑ | | = 1 =1 }. It turns out that the solution to (9) is given by (10):
which is the unconstrained solution as in (2) . The ASC and AASC constraints are used to compute λ 1 and λ 2 by replacing with ̂U CLS with the following constraints:
, and
, where ( ) = ( 1 , 2 , … −1 , , +1 … ) and:
Step 1: Set ̂M FCLS =̂S CLS from (5).
Step 2: Compute λ 1 and λ 2 Step 3:
Step 4: If ̂M FCLS has any negative value, go to step 2 else exit.
MFCLS algorithm utilizes the SCLS solution.
Step 4 terminates the algorithm when all the components are nonnegative.
The above algorithms were implemented in C++ programming language with Open CV package (http://opencv.org/) and boost C++ libraries (www.boost.org) on the NASA Earth Exchange at the NASA Advanced Supercomputing Facility. GRASS GIS was used for visualization of results and statistical analysis was carried in R statistical package.
III. DATA

A. Computer Simulations
One of the major problems involved in analyzing the quality of fractional estimation methods is the fact that exact ground truth information about the real abundances at subpixel level for all the classes is difficult to obtain in real scenarios [14] . In order to avoid this shortcoming, simulation of imagery was carried out as a simple and intuitive way to perform preliminary evaluation of the techniques. A set of global spectra of the three endmember libraries [15] were used to generate three abundance maps. Then the linear mixture model in ( 
247
× N ∈ ℘ was inverted (with ANC and ASC imposed) to generate computer simulated synthetic noise free data of 6 bands of size 512×512. In a separate set of experiments, error in the estimate was examined as the noise power (variance) was set to 2, 4, 8, 16, 32, 64, 128 and 256. This noise is a random number drawn from Gaussian distribution where the mean of each endmember is set to 0 and the variability is controlled i.e., Gaussian noise = mean + random perturbation; random perturbation is a Gaussian random variable of specific variance. [16] . The atmospheric reflectance was converted to surface reflectance correcting for atmospheric effects [17] . The surveyed field for the ground observations was located within an area of about 25×35km southwest of the city of Fresno representing an agricultural scenario/environment in the remote sensing data. 74 surveyed field polygons of the fractional vegetation cover were generated from digital photographs taken with a multispectral camera mounted on a frame at nadir view pointed 2.3m above the ground at the commercial agricultural fields of the San Joaquin Valley (in central California) on 11 dates mentioned above, except for one date when the Landsat acquisition preceded the ground observation by one day.
B. Landsat Data
A second set of a pair of coincident clear sky Landsat TM data (30m resolution) and WV2 data (2m resolution) for an area of San Francisco (SF) were used to assess the algorithm. SF is chosen for the test site because of its urbanized landscape. WV2 data were acquired a few minutes after the Landsat TM data acquisition on May 1, 2010 for an area near the Golden Gate Bridge, SF. The spectral range of the first four bands of Landsat data have a good correspondence with the WV2 bands 2, 3, 5 and 7 in terms of the wavelength range so they have a similar mixing space. WV2 data were converted to Top of Atmosphere (TOA) Reflectance values using the python program [18] in GRASS GIS 7.1. The Landsat unmixed images were compared with the corresponding WV2 fraction images for accuracy assessment.
C. Endmember Generation
Global mixing spaces were sampled by Small and Milesi (2013) [19] using a spectrally diverse LC and diversity of biomes with 100 Landsat ETM+ scenes. This defined a standardized set of spectral endmembers of substrate ("S"-endmember 1 or E1), vegetation ("V" -endmember 2 or E2), and dark objects ("D" -endmember 3 or E3). Vegetation refers to green photosynthetic plants, dark objects encompass absorptive substrate materials, clear water, deep shadows, etc., and substrate includes soils, sediments, rocks, and non-photosynthetic vegetation. The SVD endmember coefficient, with dates and locations of each subscene are available at [20] .
For validation of the computer simulated data, the estimated class proportion maps were compared with the synthetic true abundance maps using visual checks and various other measures such as descriptive statistics(minimum and maximum fractional estimates), cc, RMSE, probability of success ( s ) and BDF. s is an estimate of the probability that the relative error power is smaller than a certain threshold [21] i.e. s ≡ ( ‖̂− ‖ 2 ‖ ‖ 2 ≤ threshold). If threshold is 10, and s = 1, it suggests that the total relative error power of proportional abundances is less than 1/10 with a probability of 1. Estimation result is accepted when ‖̂− ‖ 2 ‖ ‖ 2 ≤ 0.95(5.22dB). 0.95 is the average of the 99 th percentile of all the abundances of the three endmembers for noise variance 8. At this noise variance, the signal-to-noise ratio which is the logarithm to the base 10 of the ratio of sum of the square of the true abundances to the sum of the square of the difference between the estimated and the true abundances turns out to be 5.22dB. Empirically, we found that when s =1, then 1dB ≤ the SNR for the entire pixels in the abundance≤8dB for our dataset. Fig. 1(a)-Fig. 1(c) show noise free synthetic abundance maps for endmember 1, 2 and 3. Fig. 1 (d)-Fig. 1(f) show estimated abundance maps obtained for each signature class (for the three endmembers) corresponding directly to the gray scale values for each image from UCLS, (g-i) from SCLS, (j-l) from FCLS and (m-o) from MFCLS with the range of abundance fraction values specified in square bracket [minimum abundance value -maximum abundance value] underneath each figure. Visual inspection of all the abundance maps revealed that they were similar and the relative fractions of the classes looked alike. Also, from the detection point of view, all the methods performed likewise. Table I reveals that for the noise free data, all the models have high cc, low RMSE and = 1. For noise variance 256, only SCLS, NSCLS and FCLS have highest cc, lowest RMSE for all three endmembers and = 1. The details of other noise variances are omitted due to space constraints. It is evident that the partially and fully constrained methods with ANC and ASC are better than unconstrained solution. For endmember 1 and 2, all the models showed high cc (close to 1) when variance in the noise was increased till 32, beyond which cc gradually decreased and reached a minimum of 0.17 for UCLS, 0.12 for NCLS and 0.28 for NNCLS at maximum noise level for endmember 3. To a certain noise level (noise variance 32), all the algorithms are robust, however as noise increases in the data, they tend to produce higher RMSE. In short, RMSE for all the algorithms and endmembers follow a hyperbolic curve. Overall, FCLS had highest accuracy among the constrained algorithms followed by SCLS/NSCLS with lower accuracy marginally (at a higher decimal order), and MFCLS with slightly lower
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Computer Simulated Data
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B. Landsat Data -An Agricultural Setup
Each of the 11 atmospherically corrected Landsat scene was unmixed with SVD endmembers using different models to obtain the abundance estimates within each pixel. For each scene, the proportions of vegetation fraction in the image were compared with the ground observations. Fig. 2 This indicates that all the mixture models except NNCLS were able to accurately reproduce the proportions of SVD endmembers in the 11 scenes under investigation.
C. Landsat Data -An Urban Scenario
Landsat and WV2 data of SF were unmixed with the same set of global endmembers (SVD) using FCLS, since FCLS was robust against noise with the synthetic data and performed superior among the techniques in the Landsat data analysis of the agricultural setup. The 2m WV2 fractions were convolved with a Gaussian low pass filter having 30m full width half maximum, with the point spread function of the Landsat sensor and resampled to 30m. Field data for the Fresno area were gathered in the absence of topography, so soils from two different field conditions may differ, causing minor errors in abundance estimates of substrate and dark objects. This difference is anticipated to be more with lower vegetation fraction cover than at dense vegetation sites, but the image derived fraction estimates from the different mixture models closely matched the ground observations on sparse vegetation conditions, appreciating the fact that vegetation fraction from the image is modeled only for the portion that is illuminated by sunlight and the shaded portions of the canopy are likely to be assigned to the dark fractions. For the SF area, most of the urban pixels were either mixed with vegetation (urban forest), roads, shadows or appear like dark objects because of the different materials used in the construction of the terrace. Error in SF Landsat data fraction estimation could be either due to error in estimates from different models or geo-registration or both. UCLS does not impose any constraint on the abundance vector, so it only offers an unconstrained solution that may not provide accurate estimate of the abundance fractions. However, unconstraint algorithms have applications in target detection, discrimination and classification. It is often the case that in target detection applications, fully constraints solutions are not as efficient as unconstrained or partially constrained solutions since the fractional abundance range between 0 and 1 confines the target detection solution.
Among the constrained algorithms, SCLS imposes ASC on the abundance fractions with no ANC. It minimizes the observation error subject to the constrained that sum of abundances add to one at every pixel. Therefore, actually it is possible that abundance may be greater than one for an endmember and negative for other endmembers, in order to equate the sum of the abundances to one. The ASC in SCLS is sometimes a disadvantage and the algorithm performs unsatisfactorily in object detection in a scene with interferers, while trying to constrain the solution. The situation worsens when many target signatures are present in the image. This is avoided by either normalizing the abundance values through NSCLS or by imposing ANC through NCLS (via NNLS algorithm). NCLS requires the abundance fractions of the target signature to be nonnegative, but discards the abundance sum-to-one constraint. As a result, both methods without either ANC or ASC are not able to estimate target abundance fractions accurately. However, it is justifiable to say that the estimated abundance fractions with either ANC or ASC are more accurate than the unconstrained model and can be used for target detection. ANC and ASC are imposed simultaneously through FCLS or MFCLS approaches that use SCLS to obtain a fully constrained solution [3] . FCLS and MFCLS algorithm used here have higher accuracy among all the models assessed. Constrained algorithms are better than unconstrained algorithms in target abundance estimation because they enforce the fractions to be nonnegative and sum-to-one, which is a more practical way of looking and interpreting LC proportions as one does expect to have minus 10% water class in a pixel or 125% of water + park + building classes added together in a pixel, which are obviously meaningless and difficult to interpret. The results obtained from FCLS and MFCLS were quite accurate and promising. This work reinforces that pixel unmixing enables a better estimation of LC proportion than perpixel classification. The outcome of this study clearly indicates that the large repository of Landsat data can be used to quickly assess state and distribution of SVD classes. Mapping of time series SVD classes as a periodic investigation tool would provide valuable information for planning and can be used for physical process models requiring biophysical responses.
V. CONCLUSION
Soft classification analyses have attracted considerable attention as a means of reducing mixed pixel problem that is often encountered in remote sensing applications. The exact nature of the unmixing results derived is a function of the classification algorithm and endmember definitions. In this paper, an unconstrained, partially and fully constrained unmixing model was investigated for subpixel classification in the absence and presence of ANC and ASC imposed on the abundance fractions. The goal was to analyze the potential of various unmixing models in spectral unmixing. The models were tested on computer simulated data with different levels of noise, 11 Landsat scenes of an agricultural landscape and a Landsat data of an urban scenario. The outcomes of this study reveal a strong conclusion that the constrained models could adequately model the data for unmixing better than unconstrained and partially constrained methods.
