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ABSTRACT
High pressure has been used to study e lectrica l transport 
properties o f GaAs, InSb and In, Ga As P, grown la tt ic e  matched
I " X  X  j  I jr
to InP.
The pressure dependence of the effective mass has been 
determined in InSb at ^ 160 K to ^ 14 kbar and in GaAs at *  300 K 
to *  22 kbar, using measurements of the magnetophonon e ffec t in 
the transverse magnetoresistance. The pressure coefficients obtained 
are:
InSb (160 K): dm* = 6.2 + 0.2 % kbar'1
dP
GaAs (300 K): dm* = 0.63 + 0.05 % kbar"1
dP
Good agreement is acquired between the observed m* variation in 
InSb and simple three band k..£ theory. For GaAs reasonable 
agreement is obtained using the simpler j<.£ theory but the agree­
ment becomes worse as a more refined theory is considered which 
takes account of higher lying minima.
The electron mobility in high purity InSb has been studied at 
room temperature as a function of hydrostatic pressure to 15 kbar.
The m obility, which reduced by *  50% to 15 kbar, is shown to be 
dominantly controlled by polar optical scattering and electron 
scattering by holes. The direct energy gap pressure coeffic ient 
fo r InSb is measured to be:
dEQ = (14.6 + 0 .2) x 10 '3 eV kbar"1
dP
The electron and hole mobilities in n -‘ and p-type samples of
the quaternary alloy In-. Ga As P-, grown lattice-matched to ,I “X x y i
semi-insulating Fe doped (100) InP substrates have been studied 
as a function of hydrostatic pressure to 16 kbar, at room 
temperature. The electron mobility reduced by ^ 20% to 15 kbar 
fo r samples with y = 0.5 , while the hole mobility reduced by 
approximately a f i f th  of the electron mobility values to 15 kbar. 
These results confirmed the presence of alloy scattering.
The temperature dependence of the Gunn threshold in GaAs 
has been investigated, with Monte Carlo calculations giving 
reasonable agreement to experimental results. The temperature 
coefficient obtained is
1 dl = -  2.4 x lO"3 K'1 
I (300 K) dT
which is independent of carrier concentration, and
1 dVp is positive and decreases with 
Vp(300 K) dT
increasing carrier concentration. The results support a r-L-X 
ordering of the band structure of GaAs at atmospheric pressure.
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CHAPTER 1
INTRODUCTION
In physics research, temperature and pressure are very 
important variables, though the la t te r  o f these has tended to 
receive re la tive ly  less attention than the former. In this  
thesis use is made particu larly  of pressure in a study of some 
semiconductors. I t  should be noted that pressure measurement 
is reversible and re lia b le .
Application of pressure causes the semiconductor band 
structure to change, the various minima moving at d iffe ren t rates 
and in d ifferen t directions. Consequently the effective masses 
associated with each minima also change as a function of pressure. 
The change of e ffective  mass can be d irec tly  measured using the 
magnetophonon e ffe c t, as described in Chapter 5. The variation  
of effective mass with pressure is of theoretical importance and 
also the dependence of mobility on effective mass can give 
interesting information about the scattering mechanisms in 
operation.
A general review of the crystal and band structures of 
I I I -V  compound semiconductors is given in Chapter 2, followed by 
an account in Chapter 3 of the transport properties, including 
the charge carrier scattering mechanisms and transferred electron 
effects. Chapters 4 and 5 discuss the effects of temperature, 
pressure and magnetic fie lds on semiconductors. The apparatus 
and experimental arrangements are described in Chapter 6. The 
measurement of the rc effective mass in InSb and GaAs as a
l
function of pressure is presented in Chapter 7 and the results
provide a test fo r k . p  theory predictions. The pressure 
variation o f effective mass is used in Chapter 8 to examine 
the dominant scattering mechanisms in high purity InSb and the 
quaternary alloy In-j_x^ax^sy ^ l-y * ^^aPter 9 deals with the 
temperature dependence of the Gunn threshold in GaAs, comparing 
experimental results with Monte Carlo calculations. F ina lly , a 
summary and conclusions are presented in Chapter 10.
The work reported in this thesis was carried out at Surrey 
University, at the S.E.R.C. High Pressure F a c ility , Standard 
Telecommunication Laboratories, Harlow, and at the Clarendon 
Laboratory, Oxford.
CHAPTER 2
BAND STRUCTURE OF I I I -V  COMPOUNDS AND THEIR ALLOYS
2.1 CRYSTAL STRUCTURE AND BINDING
All the well-known I I I -V  and many of the I I -V I  compound 
semiconductors crys ta llize  into the zinc-blende (sphalerite) 
structure, Figure 2 .1 , which is sim ilar to the diamond structure 
of the group IV elements diamond, s ilicon , germanium and grey tin .  
The difference between the two structures is that the la t te r  is  
composed of atoms of ju s t one species, whereas in the former there 
are two constituent atoms, and each atom is adjacently bonded to 
an atom of a d iffe ren t type. So, fo r the I I I - V  semiconductors, 
group I I I  atoms occupy alternate la tt ic e  sites to the group V 
atoms, and each atom is surrounded by four nearest neighbours of 
the other group, forming a regular tetrahedron. The crystal 
structure thus consists of two interpenetrating face-centred cubic 
la ttic e s , each cubic la ttic e  consisting of atoms of the same type. 
Many semiconductors, including some I I I -V  compounds, c rys ta llize  
into the wurtzite structure which also exhibits a tetrahedral 
nearest-neighbour arrangement, but can be considered as two 
interpenetrating hexagonal close-packed la ttic e s .
Each prim itive cell of the zinc-blende and diamond la ttic e  
contains two atoms, the atoms in the former being of the two 
d ifferen t types. The d ifferen t atoms on adjacent sites in the 
zinc-blende la ttic e  destroys the inversion symmetry which exists 
in the diamond la t t ic e .
The group I l lb  atoms possess three electrons in an s 2 p l  
configuration outside a core of closed shells, and the group Vb
•  h i  O  v
FIGURE 2.1 THE ZINC-BLENDE (SPHALERITE) STRUCTURE
atoms have five  electrons in an s 2 p3 configuration outside a 
closed-shell core. I f  each V atom donates one electron to a I I I  
atom then each atom w ill have an average of four valence electrons, 
and in this situation sp3 hybrid orbita ls  w ill be favoured, 
resulting in covalent bonding (s im ilar to that in group IV 
elements), with a small ionic contribution to the bond because of 
the extra -e charge on the I I I  atom and +e on the V atom. I f  a ll 
three valence electrons from the I I I  atom are donated to the V 
atom, each crystal atom is in a closed-shell configuration, and 
the atoms are held together purely by the e lectrostatic  force; 
that is , ionic bonding. A continuous range of bond character is 
possible between the two extremes presented above.
Figure 2.2 shows the f i r s t  B rillou in  zone of the zinc-blende 
and diamond la ttic e s , which is the same as-that of the face- 
centred cubic la t t ic e , and is represented by a truncated octahedron 
with fourteen plane faces, eight hexagonal and six square. The 
most important synmetry points and lines are shown, and as can be 
seen there are eight equivalent L points and six equivalent X 
points.
2.2 BAND STRUCTURE OF I I I -V  COMPOUNDS
The band structures, that is , the energy-momentum (E-k_) 
relationships, of semiconductors, exhibit a forbidden energy region 
in which no allowed states can ex ist. Above and below this energy 
gap are allowed energy regions or bands, the conduction and valence 
bands respectively.
The band structures of the group I I I -V  and group IV 
semiconductors are sim ilar. The differences between them are due
FIGURE 2.2 THE FIRST BRILLOUIN ZONE OF THE ZINC-BLENDE AND 
DIAMOND (FACE-CENTRED CUBIC) LATTICES
to the absence of inversion symmetry in the I I I - V  compounds.
Figure 2.3 shows the band structure diagram of GaAs along the [ i l l ]  
and [100] directions. The conduction band consists of a number of 
sub-bands, the minimum of which can occur a t r (k=0, the Brillouin  
zone centre), or along the ( l l l ^  directions (A or L ), or along the 
(lOO) directions (A or X ). Except fo r GaP, the phosphides, 
arsenides and afltimonides of gallium and indium have th e ir  lowest 
minimum at the zone centre, and the next lowest minima in a ll of 
them occurs along the ( i l l }  d irections^ .
As in germanium and s ilicon , the I I I - V  valence band is 
degenerate at the zone centre, with a heavy-hole band (the wider 
band with smaller a 2E/ak 2 ) and a light-ho le band (the narrower 
band with larger a 2 E/ak 2 ) ,  and in addition to these there is a 
band s p lit  o ff by spin-orbit interaction. The valence band maxima 
actually l ie  a small distance from the exact centre of the 
B rillou in  zone.
The valence band has p -like  symmetry, that is , the sum of the 
atomic orbitals making up the valence band is p -lik e . However, in 
the conduction band, the r-minimum wave function has s -like  
symmetry, the X-minima wave functions have p -like  symmetry, and the 
L-minima wave functions have a mixture of both s- and p -like  
symmetry.
2.3 BAND STRUCTURE OF THE QUATERNARY ALLOY
2.3.1 Introduction
S ilica  core optical fibres are manufactured with lowest loss 
and optical dispersion in the wavelength region around A = 1.3 ym
nOAD (0,0,0) 2n (1,0,0) 
a aL r X
REDUCED W AVE VECTOR k
FIGURE 2.3 THE BAND STRUCTURE OF GaAs ALONG THE [ i l l ]  AND [100] 
DIRECTIONS
and 1.7 y m ^  and therefore semiconductor lasers which emit in this 
wavelength range are desirable. Since the photon energy E(eV) is 
given by (where c is the velocity of lig h t and h is Planck's constant)
E = hc/A(ym), )
)
that is ) (2 .1)
)
E -  1.24/A(ym), )
the above wavelength range implies the use of semiconductors with 
band gaps of around 0.73 eV to 0.95 eV. Semiconductor alloys can be 
grown with such band gap values. Lattice mismatch between the alloy  
layer and the substrate leads to a large formation of la tt ic e  
defects which results in adverse effects in the laser, such as 
reduction in the radiative recombination efficiency and operating 
life tim e. Quaternary alloys generally have better la tt ic e  matching 
than ternary alloys.
The quaternary alloy GaxIn-|_xASyP-|_y can be grown fo r a ll 
values of x from 1 to 0 and a ll values of y from 1 to 0. The 
resulting direct band gap varies from 0.55 eV to 2.23 eV. For good 
la ttic e  match the substrate has to be InP or GaAs. The quaternary 
results to be presented u tilize d  material grown on InP substrates.
For such a la ttic e  match the ra tio  of Ga to As has to be very 
carefully controlled, and to a f i r s t  order the condition for this 
la ttic e  match is
x = y/2.1 (2 .2)
Thus properties of the quaternary la ttic e  matched to InP, that 
vary with composition, can be expressed by y , the proportion of 
As, alone.
2.3 .2 Band Structure
Figure 2.4 shows the variation at 300 K of the d irec t band 
gap and subsidiary minima of GaxI ni -xAs as a function of 
composition^). The band gap has its  largest value of 1.34 eV at 
y = 0 and decreases almost lin early  to a minimum value of 0.78 eV 
at,the ternary boundary. This variation has been confirmed by 
photoluminescence and photoconduction experiments^"^).
2.4 BAND STRUCTURE CALCULATIONS
2.4.1 The j<.j3. Method
A number of methods exist to calculate band structures and 
parameters in semiconductors. One of these-is the semi empirical 
]c.£■ methodW=, which was o rig in a lly  derived to examine the 
properties of the energy bands and wave functions in the v ic in ity  
of s ignificant points in J< space. I f  Jc is near = £ , perturbation 
theory can be applied, and assuming only a three-band in teraction ,
that is , a coupling between just the lowest conduction band
• • c vminimum, r , and the upper valence band maxima, r , as shown in
1 5
Figure 2 .5 , the following can be obtained, to determine the effective
r
mass, m*, of electrons in the r minima;
m = 1 +
_o _R
m* 3
2 +
E En + A o o o
(2 .3 )
I t  was deduced^"^) that the momentum matrix element, E ,
P
coupling the bands in this three-level model, was constant within 
certain groups of semiconductors; a ll those in the I I I - V  group
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FIGURE 2.5 SCHEMATIC DIAGRAM OF THE BAND STRUCTURE NEAR k = 0 IN A 
CUBIC DIRECT-GAP SEMICONDUCTOR
with the zinc-blende structure, fo r example, with a value of 
Ep = 23 eV.
Following Cardona^2) ,  Lawaetz^3^, u tiliz in g  some work of 
Van Vechten and Phillips (see Quantum D ie lectric  Theory, la te r in 
this chapter), used a fiv e -leve l lk.£ analysis to develop a 
semiempirical model and obtained reasonable agreement with 
experimental results. An important feature of Lawaetz's 
calculations was incorporating the dependence of the principle  
momentum matrix elements on d-core electrons, and fo r the I I I -V  
group of semiconductors his calculated values of Ep ranged from
17.7 eV for A1P to 25.7 eV fo r GaAs. (With a value of 20.4 eV 
fo r InP).
Hermann and Weisbuch^^ determined values of the momentum
..matrix elements experimentally from measured effective masses and 
*
Lande factors (spectroscopic sp littin g  factors). From Hermann 
and Weisbuch we can write
m ■= 1 + o
m*
+ C (2 .4)
using the notation in Figure 2.5 . As before E relates to the
r
coupling between the r c conduction band minimum and the rv
1 ; 5
valence band maxima, while E relates to the coupling between
r
c cthe conduction band minimum and the higher lying r  conduction
band minima. C is a correction term which takes account of a ll 
the other concerned conduction and valence bands, and its  value 
can be assumed constant and equal to -2 . Hermann and Weisbuch 
conclude that E and E vary from material to m aterial. Table
r  r
2.1 compares some values of Ep calculated by Lawaetz with the 
values of Ep and Ep obtained by Hermann and Weisbuch.
2.4.2 Quantum D ie lectric  Theory
This very useful theory, introduced by P h i l l ip s ^ )  and
extended by him and Van V e ch te n ^ - ^ ,  can be used to calculate
many semiconductor properties, and is particu larly useful to
estimate th e ir  pressure-dependence. The theory is confined to
crystals which are tetrahedrally coordinated, with the chemical 
N 8-Nformula A B , N  being the number^of valence electrons present 
on each atom. (These crystals have diamond, zinc-blende and 
wurtzite structures).
The results of the d ie lec tric  method may be summarized in 
the seven following p o s tu la te s ^ ), with reference to Figure 2.6 .
(1) A ll d irect energy gaps E ., in the absence of a f i l le d  
d-shell in one of the constituent atoms, that is , in the absence 
of d-state perturbations, is given by
E. = E. .i i ,h 1 +
i
o
1
ro
 
__
l
.Ei,h ]
where E^   ^ is the value of the gap i f  the crystal was homopolar, 
and is calculated using postulate (2 ) . (The subscript h denotes 
homopolar variables in a ll cases). 'C is  defined as the screened
--V A C U U M  LE V E L-
(X,)
era f
(L3) L
(n)
FIGURE 2.6 ENERGY BAND DIAGRAM FOR ANB8' N SEMICONDUCTORS. THE SYMMETRY 
POINTS GIVEN ARE FOR THE ZINC-BLENDE AND DIAMOND STRUCTURES 
WHICH ARE IN BRACKETS
TABLE 2.1
MOMENTUM MATRIX ELEMENTS DUE TO LAWAETZ^ 13)■AND HERMANN AND 
WEISBUCH^ 14)
LflWAETZ HERMANN AND WEISBUCH 
I I I - V  COMPOUND E (eV) E (eV) E ' (eV)
r  r  r
GaAs 25.7 28.9±0.9 6
GaSb 22.4 27.9±1 9
InP 20.4 20.7±1.5 2.1
InAs 22.2 22.2±0.5 0.2
InSb 23.1 24.4±0.6 10.5
Coulombic potential difference (the electronegativity difference) 
due to the ion cores of the two atoms in a binary compound 
forming a bond a t the bond s ite , that is , a t the point of contact 
of the covalent ra d ii:
C = b za
"
exp " "  ks ' ra + r e ‘
ra r 3 2
(2 .6 )
Z and Z are the atomic numbers (valences) of elements a and 3
CC p
respectively. ra and r^ are the covalent rad ii of elements a and 
3 respectively. k$ is the linearized Thomas-Fermi screening wave 
number, which may be given by
ks = 4k,
ira
(2.7)
where
3 2kp = 3ir N* (2 .8)
is the Fermi wave number for a ll the valence electrons and N'is 
eight per unit c e ll. aQ is the Bohr radius. In equation (2 .6) 
b is a scaling factor introduced because ks is a long-wavelength 
approximation and would over-estimate the screening on the scale
of the bond length considered in this theory. Empirically i t  is
fo u n d ^ ) that b = 1.5 + 10%.
Equation (2 .6) is modified for ternary semiconductor 
a l lo y s ^ ) .  For quaternary alloys C can be estimated from the 
formulae in the remaining postulates.
(2) I t  is assumed that the E^  ^'s and a ll other homopolar
variables are simple power-law functions of the nearest-neighbour 
distance d only, and are therefore normally determined by 
comparison with the values obtained in s ilicon:
Ei , h = [Ei,h ] Si Ei,h (2 .9)
dSi
where | e . is the appropriate homopolar energy fo r s ilicon , 
d is the nearest-neighbour (normal covalent) distance in the 
material under consideration and d^. is the nearest-neighbour 
distance in s ilicon . For a binary compound,
(2.10)
d and d„ being the nearest-neighbour distances of the two
CX p
elements. Sc is a parameter, the logarithmic derivative defined 
i jh
in reference (19), appropriate to the energy and obtained by
noting the variation in E.  ^ from silicon to germanium. Relevant 
parameters are lis ted  in Table 2.2 .
(3) The ionization potentia l, that is , the difference in 
energy between the top of the valence band a t the B rillou in  zone 
centre and the vacuum lev e l, is given by
( i .p . )  = ( i . p . ) h ' 1  + c 2 -| I (2.11)
( I . p . ) h
where ( I .P .) .  is the homopolar value calculated as in (2) above.
- 1 9 -  
TABLE 2.2
QUANTUM-DIELECTRIC THEORY PARAMETERS^ 19^
LOGARITHMIC
PARAMETER VALUE FOR Si (eV) DERIVATIVE
( i . P . ) h 5.17 - 1.3077
Vac - 8.63 - 1.43
Eo,h 4.10 - 2.75
El,h 3.60 -  2.22
E2»h 4.50 - 2.3821
Eo,h 3.40 -  1.92
Ei 5.90 -  1.67
AEo 12.80 -  5.07
AE-j 4.976 -  4.97
CRYSTAL d (A) C (eV) °AV
Si 4.444 0 1.0
Ge 4.630 0 1.267
GaAs 4.626 2.90 1.235
GaP 4.460 3.30 1.152
GaSb 5.006 2.10 1.306
InSb 5.302 2.30 1.417
In As 4.940 2.74 1.354
InP 4.802 3.339 1.270
AlSb 5.020 2.90 1.171
GeSi 4.536 0.25 1.122
AlAs 4.632 2.688 1.121
A1P 4.460 3.135 1.0
AIN 3.576 7.30 1.0
GaN 3.674 7.64 1.110
(4) The energy of the top of the valence band a t the 
B rillou in  zone edge in the [100] direction, the (X ^ state, 
re lative  to the vacuum le v e l, is assumed to be a property only 
of the rows of the Periodic Table to which the constituent atoms 
belong, that is , independent of io n ic ity  (independent of C), and 
is given as a function of nearest-neighbour distances only. As 
in (2) above we have
Vac - Ex = Ex V d5 4 b
Si -dSi_
(2 .12)
where •x
Si
is the energy o f the X level below the vacuum level
b
in silicon and 6  ^ is the logarithmic derivative appropriate to 
b.
the energy given in Table 2.2 .
b
(5) The energy of the top of the valence band a t the L
symmetry point, the state, is half way between the values for
r and X.
V  y
(6) In heteropolar crystals, the sp littin g  of the
conduction-band X levels, X and X , (AX), is assumed to be a
1 3
linear function only of C.
(2.13)
EX " EX = ( constant) xC
3 1
(2.14)
Van vechten states:
AX = 0.071C (2.15)
(7) The e ffec t of the f i l le d  d band as a perturbation on
the s -like  levels of most in terest, and L^, is represented by
decreasing the En ( r  v rc) and E (Lv Lc) energy gaps from
3 o v 1 5 1 1 3  l
the values given by (1) above, using the following:
Et = Ei,h  '  [DAV_1]  AEi 1 + c
2 '
—I
E4 h_ i »h _
(2.16)
where here i = 0 or 1 and aE. is a parameter which is a function 
only of d as in (2) above. That is , aEq and AE^  are given by
iEi = [iEi] Si
dSi
1
(2.17)
D is the factor introduced fo r the effects of d-core states, and 
is the square of the ra tio  of the effective plasma frequency to 
free-electron value calculated assuming four electrons per atom.
is the valence (atomic number) weighted average of the D value 
of the crystals containing the constituent atoms and that of the 
corresponding atom from the same row in the Periodic Table.
So for example,
DAV(InAs) = ID(InSb) + |D(GaAs) (2.18)
With no f i l le d  d band, D = D^ y = 1, then equation (2.16) reduces 
to equation (2 .5 ) . Some values for D y^ are lis ted  in Table 2.2.
I f  Ne^  is the effective concentration of valence electrons, 
then D is defined b y ( ^  D = Ng^ /N  where N is the density of 
valence electrons, that is , 4 per atomic volume. Hence D " Ne ff /4  
With no d-electrons in the core, = N .
CHAPTER 3 
TRANSPORT PROPERTIES OF I I I -V  
COMPOUNDS AND THEIR ALLOYS
3.1 SCATTERING MECHANISMS
3.1.1 Introduction
When an e lec tric  f ie ld ,  £ , is applied to a semiconductor 
crystal, the conduction band electrons and valence band holes are 
alternately accelerated by the f ie ld  and scattered by one or more 
of the following: la t t ic e  vibrations (phonons), ionized
impurities, neutral im purities, space charge regions, alloy  
disorder, dislocations, vacancies and in te rs t it ia ls . The charge
carriers move wi-th an average d r i f t  veloci ty v = superimposed 
on th e ir random thermal velocity. The m obility, p, of the current 
carriers is determined by the various scattering mechanisms 
present. At ordinary temperatures phonon scattering is usually 
dominant in semiconductors. The phonon dispersion curves for 
GaAs in two principle crystal directions are shown in 
Figure 3.1 (a fte r Waugh and D o l l in g ^ ) ) .
3.1.2 Polar Optical Phonon Scattering
In I I I -V  compounds the most important scattering mechanism 
is polar optical. In crystals with polar la tt ic e s , optical 
vibrations of the la tt ic e  w ill set up e le c tric  fie lds  which 
scatter the electrons. These phonons are longitudinal optical 
(LO), and this is a long-range Coulomb interaction. Transverse 
optical phonons do not produce macroscopic e le c tric  fie ld s . The 
mobility lim it associated with polar optical phonon scattering was
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FIGURE 3.1 THE PHONON DISPERSION CURVES FOR GaAs IN THE [ i l l ]  AND 
[100] DIRECTIONS (AFTER WAUGH AND DOLLING^20' )
developed by Ehrenreich^^ and subsequently by F o rtin i, Diguet 
and Lugand^22) and can be given as
lP0 = 0.199 e
2
m*
_ J
2(1022M)(1023fl)(10‘ 13ui ) T
e* ™0 300
j e x p ( z ) - l ^ G ( z)
2 -1 -1era V s (3 .1)
where e* is the Callen effective charge, M is the reduced ion mass
3in g, ft is the volume of the prim itive cell in cm , is the 
longitudinal optical frequency in rad. s ~ \  T is the la tt ic e  
temperature in K, and
z = 1iaj£ = 0 (3 .2)
V7 t
0 is the polar phonon temperature in K.
( 21)The function G(z) has been given by Ehrenreichv 1 and la te r  by 
F o rtin i, Diguet and Lugand^22) and is shown in Figure 3.2 as 
continuous functions of z fo r various values of Wp/w .^ ojp is  
the electron plasma frequency and is obtained (in MKS units) from
(3.3)2 n o 2o)p = ne
e m*CO .
3
where n, the electron concentration, is in m , and e is the highoo
frequency d ie lec tric  constant.
Equation (3 .1) can be w ritten, with M in Kg and ft in m3 , as
G(z) 4
0.52 -
0.8 
0.7 -  
0.6  -
1 2 30 4 5 6 7
z = haV kBT
FIGURE 3.2 THE FUNCTION G(z) VERSUS z FOR VARIOUS VALUES OF a> /w 0v ' p 2,
AS GIVEN BY:
  EHRENREICH^ 21)
 FORTINI ET AlJ22)
Up0 = (2.6 x 1051)
c r a W 1 (3 .4)
3.1 .3 Nonpolar Optical Phonon Scattering
An optical deformation potentia l, is obtained from
the re la tive  displacement of the sublattices associated with the 
optical phonon in nonpolar crystals, and this electron-phonon 
interaction is short range. However, i t  is valid  fo r p -like  
band minima but is very weak for s -lik e  band minima, and 
consequently the optical deformation potential interaction  
disappears fo r scattering near, the conduction band r-minima in 
I I I -V  compounds and silicon (but not in germanium).
The m obility lim it  fo r nonpolar optical phonon scattering  
is given by C o n w e ll^ 9^  as
PNP0 = (6.345 x 10"5) pu| (exp (e /T )-l) S(e/T)
2 - 1 - 1  cm V s 1 (3 .5)
where p is the mass density, u  ^ is the longitudinal sound 
«•
velocity , ENpQ is the nonpolar optical deformation potentia l, and 
S(e/T) has a complex temperature-variation tending to T~  ^ a t high 
temperatures.
2 2
e m* T
e* ro . 3000
M a e fexp(z) -1] G(z)
3 .1 .4  Acoustic Phonon Scattering (Deformation Potential 
Scattering)
Long wavelength acoustic phonons produce la tt ic e  distortion  
which can be thought of in terms of a deformation potential.
This electron-phonon interaction, a short range one, is an 
in travalley process, and the scattering is re la tiv e ly  weak in 
I I I -V  compounds at room temperatures.
Deformation potential scattering can occur in non-ionic, 
that is , nonpolar, crystals with inversion symmetry such as 
germanium and s ilicon . I f  the minimum of energy band is  at the 
Brillouin zone centre then coupling of the electrons is to 
longitudinal acoustic phonons only, because, by symmetry, such a 
minimum is not affected by shear forces, or transverse vibrations. 
Transverse vibrations can cause energy changes away from the zone 
centre so that in silicon and germanium the conduction band 
electrons are coupled to transverse acoustic phonons. The 
mobility lim it  due to acoustic phonon scattering as given by 
Wolfe, Stillman and L in d le y ^ ) is
where u is the average velocity of sound in the semiconductor, k„D
I I  4 2
A^C  ^ 22 -7r2 e "h p u (3 .6)
is Boltzmann's constant, and EAC is the acoustic deformation 
potential (eV).
3.1 .5  Ionized Impurity Scattering
Electron scattering by ionized impurities (e lastic  
scattering) is sim ilar to Rutherford scattering, the scattering 
of charged particles by nuclei. In most semiconductors ionized 
impurity scattering dominates below 100 K, and may be important or 
even dominant a t room temperature in heavily doped materials.
According to Brooks and H e r r in g ^ ) ,  for non-degenerate 
semiconductors, the mobility lim it  due to ionized impurity 
scattering is given by
lI I
7
2
= 2 4ire^
0_
2
y .
3_
In  (1 + b) -  b
1 k..... I 1 u
3 1 L -1
7r2 e N.j |m* |2
where
b = 6
2 2 
i r t  e n1
(3 .7)
(3 .8)
n' = n + (ND - Na -  n) (n + NA)/N Q (3.9)
and
Nj = n + 2Na . (3.10)
-3N. is the concentration of ionized impurity centres in cm ,
and Na are the densities of donors and acceptors respectively,
-3 -3in cm , n is the free carrier concentration in cm , and e is theo
static  (low frequency) d ie lec tric  constant.
Equations (3 .7) and (3 .8 ) can be written respectively as
yn  = (3.28 x 1015) eo T In (1 + b)
_3 
2 2
b
1 + b
(3.11)
where
b = (1.29 x 1014) eQ (n1) ' 1 n£ T2 (3.12)
3.1 .6 Neutral Impurity Scattering
Electron scattering by neutral impurities may appear only 
at very low temperatures, when most free electrons are "frozen 
out", that is , captured, a t im purities, and i t  is quite sim ilar 
to the scattering of electrons by hydrogen atoms. By modifying 
the theory of the la t te r ,  E rg in so y^ ) calculated the m obility due 
to neutral impurity scattering alone to be
where is the density of neutral impurities and e is the 
effective d ie lec tric  constant.
In practice, neutral impurity scattering is seldom important, 
even when most free electrons have frozen out, because there are 
usually both donor and acceptor impurity centres present which 
therefore remain charged even a t very low temperatures.
(3.13)
3.1 .7 Electron-Hole Scattering
The scattering of electrons by holes may be important, as 
in narrow band gap semiconductors, such as InSb which w ill be 
dealt with la te r . I f  the ratio  of the electron m obility to the 
hole mobility is particu larly  large, that is , the hole effective  
mass is much greater than the electron effective mass, then the 
m obility due to the (e lastic ) scattering of electrons by holes 
can be calculated using the Brooks-Herring formula fo r scattering 
by ionized im purities, equations (3 .7 ) to (3 .12 ). Using this 
formula fo r the scattering of electrons by holes in in trin s ic  
materials we can write
N- = number of holes = p = n , )
) (3.14)
Np = n and = 0 j
and then the mobility lim it  due to the scattering of electrons by 
holes in in trin s ic  materials can be written as
3
PEH = (3.28 x 1015) eQ2 T 2 In (1 + b) -  b
1 1 + b
n m*/m0 2
(3.15)
where
b = (1.29 x 1014) eQ n '1 T2 (3.16)
3 .1 .8  Electron-Electron Scattering
Electron-electron scattering is more in v o lv e d ^ ) than
electron-hole scattering. Large numbers o f carriers can cause 
screening of the la tt ic e  atoms and impurities which reduces th e ir  
scattering effects . Electron-electron scattering can e ffec tive ly  
redistribute momentum amongst the electrons and in this way can 
influence other mechanisms of momentum loss.
3.1 .9 Piezoelectric Scattering
Like p iezoe lectric ity , piezoelectric scattering is lim ited  
to crystals which lack inversion symmetry, and such semiconductors 
are usually also ionic or partly  ionic and so optical mode 
scattering is  then much more important than piezoelectric  
scattering. I f  the crystal is p iezoelectric , acoustic phonons 
of low frequency, producing regions of compression and rarefaction, 
set up e le c tric  fie ld s . Hence the electrons are coupled to the 
acoustic phonons, which can be e ither longitudinal or transverse. 
The mobility lim it  due to piezoelectric scattering has been given
where k is the electromechanical coupling constant.
In pure polar semiconductors a t low enough temperatures 
piezoelectric scattering may become important in determining the 
m obility, but in polar semiconductors with im purities, ionized
by R o d e^) as
1
upE = 16(2)2 tt
3
(3.17)
impurity scattering w ill probably dominate.
3.1.10 Scattering Due To Dislocations, Vacancies And 
In te rs tit ia ls
Dislocations, both edge and screw, are also scattering
centres for charge carriers because of the d ila tion  they produce
in the la t t ic e , and can lead to anisotropic scattering. Dexter
and S e i t z ^ )  calculated that the probability for this scattering
2is proportional to the number of dislocation lines per cm and 
also to the temperature T.
3.1.11 In terval!ey Scattering
I f  a semiconductor has several equivalent conduction band 
minima, fo r example in silicon and germanium, electrons may be 
scattered from one band minimum to another (in terva lley  
scattering) or scattered within the same band minimum (in trava lley  
scattering). In tervalley scattering involves a large change in 
electron momentum, and so requires phonons, both acoustic and 
optical, of large wave vector and consequently large energy 
(short wavelength). In tervalley scattering has a temperature 
dependence sim ilar to optical-mode scattering.
I f  the electrons are energetic enough scattering between 
non-equivalent minima is also possible (non-equivalent in terva lley  
scattering).
From group selection r u l e s a p p l i e d  between symmetry 
points, both L0 and LA phonons take part in r-L  transitions, and 
L0 phonons only take part in r-X transitions. However,
Herbert e t . a l ^ ^  have indicated that because transfer occurs
from lower symmetry points in the r-v a lle y , the selection rules 
should be relaxed and a ll phonons considered in the transitions.
3.1.12 Alloy Scattering
When ternary and, more p a rtic u la rly , quaternary alloys are 
considered, two further scattering mechanisms become s ig n ifican t. 
F irs t ly , the random location of the atoms of each species on the 
la ttic e  sites in the alloy crystal leads to a consequent 
randomness in the atomic potentials throughout the la t t ic e ,  
resulting in electrons experiencing (random potential) a lloy  
scattering. The concept of this scattering was proposed by 
Nordheim^^ in 1931, and M o t t ^ ) ,  in 1936, considered the 
effects of substitution in d ilu te  alloys.
L ittle john e t a l ( ^ ,  followed the (unpublished) calculations 
of Brooks and derived the alloy scattering lim ited m obility , which 
can be written as
where S(a) refers to the degree of randomness of the atoms on each 
sub-lattice, and AU is the alloy scattering potential in eV and 
is a measure of the magnitude of the fluctuations caused by the 
variations in the atomic d istribution .
S(a) is equal to unity when there is total disorder but 
becomes zero in a perfectly ordered structure. P ic k e rin g ^ )  
investigated the re fle c tiv ity  of a range of quaternary alloys, and 
in In-|_xGaxA S y P -|fo u r types of phonons were used to in terpret
l
(8 x 104) 22 t 4 (3.18)
the data, with frequencies corresponding to phonons present in
the four binary compounds InP, InAs, GaAs and GaP. The variation
of the re la tive  contribution of these four phonons with composition
indicated a high degree of disorder in the samples, and thus i t
could be concluded that the disorder parameter, S (a )9 should be
close to unity. A value of unity fo r S(a) was assumed in the
analysis of the In1 GaJ\s P, results, la te r .i -x  x y  I ~y
3.1.13 Space Charge Scattering
The second important scattering mechanism when considering 
ternary and quaternary alloys is space charge scattering, which 
may be caused by the e ffec t of regions of inhomogeneity in the 
m aterial, due, fo r example, to clustering of im purities, producing 
re la tive ly  large regions of space charge. Assuming the electrons 
cannot penetrate the space charge regions the scattering can be 
treated as a simple co llis ion  problem. Following W eisberg^) 
the space charge lim ited m obility can be written in the form
where N<* and A are the density and scattering cross-section of the 
space charge centres respectively.
3.1.14 Hole M obility
The analysis of hole transport is more complicated than that 
of electron transport because of the more complex structure o f the 
valence band than the conduction band near k = 0. W ile y ^ ^ , fo r
ySC " (3.19)
l i ^ i  l
example, gives a good account of hole transport.
Electron scattering mechanisms in the conduction band
are derived assuming that the carriers have atomic s -lik e  
character, but the constant energy surfaces for holes are not 
spherical but have a strong p -like  symmetry. Taking this into 
account, and also scattering between the heavy and lig h t hole 
bands, the m obility lim its  due to polar optical phonon scattering, 
(Uh)po» and ionized impurity scattering, for holes, become
m*HH anc* m*LH are ^ie ^eavy anc* 1 TQht hole e ffective masses 
respectively. ypQ and y j j  are obtained from equations (3 .1 ) and
(3 .7) respectively using the heavy hole effective mass m *^ .
space charge scattering, (v^sc* f ° r  holes, become, taking into 
account scattering between the heavy and lig h t hole bands but not 
the p -like  symmetry of the hole wave function:
(3.20)
1 3
(3.21)
3
where
(3.22)
was given graphically by Kranzer^40  ^ and is shown in Figure 3.3 . 
The m obility lim its  due to alloy scattering, (p^ al and>
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h'AL
5 l
r 2 P 1 + r 2 P-l
3- 2
1 + r 2 P
yAL (3.23)
h'SC
5 l*
= r 2 P 1 + r 2 P J
3- 2
1 + r 2 P
lSC (3.24)
The re la tiv e ly  large heavy hole effective mass means that
acoustic phonon scattering becomes s ignificant when considering
hole m obilities. Nonpolar optical scattering is also s ign ifican t.
These two scattering mechanisms may be combined to.give a m obility
(39Vlim it  fo r holes of the formv ‘
(^h)h'NPO + AC
5
r 2 P 1 +
f
r 2 P -*
3* 2
1 + r 2P
pu2
je,n,T|
(3.25)
where and eJ^q are suitably defined acoustic deformation and 
optical deformation potentials respectively, in the valence band, 
n = (enpc/ EAC^* and S(e >n»T) 1S a function given graphically by
,(41)Wiley and DiDomenicov ' ,  and shown in Figure 3.4 .
3.1.15 Total M obility
I f  the scatterings involved in a particu lar material are 
essentially independent processes, then the actual, to ta l,  
m obility, yjQT» for N'scattering mechanisms, w ill be given by 
Matthiessen’s R u le ^ ) ;
N'
1 = y J_ (3.26
yT0T . yi
where i represents the m obility lim it  due to each scattering 
process.
3.2 EFFECTS OF HIGH ELECTRIC FIELDS
3.2.1 Introduction
With no applied e lectric  f ie ld  the electron gas is in 
equilibrium with the la tt ic e  through the action of the various 
scattering mechanisms, with the average energy or temperature of 
the electrons given by the ambient temperature of the crysta l.
In the presence of an e lectric  f ie ld  the energies of the electrons 
increase, and a higher effective electron temperature can be 
defined, as a new equilibrium is attained via the scattering  
mechanisms, such that the rate a t which the electrons gain energy 
from the f ie ld  equals the rate a t which they lose i t  to the la t t ic e .  
Eventually, a c r it ic a l f ie ld  is reached beyond which the electrons 
gain energy from the fie ld  faster than they can lose i t  to the 
la t t ic e , until a new mechanism appears to provide a means fo r  
re-establishing equilibrium. Two such mechanisms are impact 
ionization and electron transfer, the band structure generally
establishing which one w ill occur.
3 .2 .2  Impact Ionization
Impact ionization is also referred to as avalanche breakdown. 
S uffic iently  energetic electrons may excite other electrons across 
the fundamental energy gap. An energetic electron, in this 
process, loses a considerable fraction of its  kinetic energy to a 
valence electron which is then raised to the conduction band, 
leaving a free hole in the valence band. In this way one electron 
can create two additional charge carriers . In p r in c ip le ^ ) , 
higher order processes are possible, in which more than one hot 
electron is involved in creating an electron-hole pa ir.
Impact ionization occurs in bulk materials such as InSb and 
InAs where the. fundamental energy gap is su ffic ien tly  smaller than 
the sub-band gap. The small energy gap in these materials means 
that the threshold fie lds  for ionization are re la tiv e ly  low, of 
the order of a few hundred volts cm"^  for InSfr and <vl kV cm”  ^ for 
InAs.
At the c r it ic a l f ie ld , impact ionization rapidly increases 
the number of electrons in the conduction band and the current in 
the observed current-voltage (I-V ) characteristic shows a 
corresponding increase (though the electron velocity may not be 
increasing).
3.2.3 Electron Transfer (Gunn Effect)
In 1963 J.B. G unn^) discovered that microwave current 
oscillations were produced in n-type GaAs on application of high 
electric  fie ld s . The mechanism responsible for these oscillations
was la te r  established to be the transferred electron e ffec t
proposed e a rlie r  by Ridley and W a t k i n s a n d  H ilsu m ^ ^ . The
Gunn e ffec t has been widely trea ted ^ '^ * 47-49) ancj a S1*mp”je
picture of i t  follows employing GaAs as an example, using density
of states effective masses given by Aspnes^^ a t 295 K.
In GaAs the conduction band electrons normally occupy the
lowest conduction band minimum, r c , situated a t the centre of the
1
B rillouin zone, with an effective mass of 0.063 mQ. The s a te llite  
minima, occurring a t higher energies, have higher effective masses 
The next highest minima are in the <111> directions, the minima 
with an effective mass of 0.55 mQ, (4 equivalent minima), and then 
in the <100> directions, the Xc minima have an e ffective  mass of
l
0.85 mQ (assuming 3 equivalent minima).
Electrons in the v a lley * which have-a-relatively high 
m obility, gain energy from an applied e lec tric  f ie ld ,  and are 
accelerated. At su ffic ien tly  high fie ld s , *3 - kV cm \  at 300 K for 
GaAs, some electrons w ill atta in  energies greater than the 
sub-band energy gap and transfer to the higher valleys with 
re la tive ly  large densities o f states, in which the electrons move 
with a much lower m obility due to the higher e ffective  masses and 
the influence of equivalent in tervalley scattering. The re lative  
involvement of the two higher lying minima in the transfer depends 
on the coupling between each of them. In the calculations
presented la te r  fo r GaAs i t  was assumed that the major in terval!ey
8 9coupling constants were 2.0 x 10 eV and 1.1 x 10 eV fo r the r-L
and r-X transitions respectively.
As the electrons transfer to the upper valleys the average
mobility of the conduction electrons decreases with increasing
e le c tric  f ie ld ,  that is , a negative d iffe re n tia l m obility (NDM)
(or a lte rn ative ly , negative d iffe ren tia l resistance, NDR) results, 
and microwave oscillations are produced. These oscillations  
occur a t a threshold f ie ld , Fy, defined as the f ie ld  beyond which 
the average electron velocity decreases with increasing e lectric  
f ie ld . Figure 3.5 shows the ve lo c ity -fie ld  characteristic with 
the Gunn e ffec t.
In the region of NDM the current flowing through the material 
becomes unstable due to the formation of high f ie ld  domains, 
explained simply with the aid of Figure 3 .6 . In the NDM region, 
any local f ie ld  inhomogeneity, due to a random fluctuation in 
carrier density, Figure 3.6(a) and (b ), w ill grow rather than decay, 
because the velocity of electrons irr this region is less than the 
veloc ity-o f those entering or leaving i t ,  Figure 3 .6 (c ). The 
leading edge of the region becomes depleted, and an accumulation 
of carriers forms behind i t ,  as indicated in Figure 3 .6 (d ), with 
the resulting f ie ld  pro file  shown in Figure 3 .6 (e ). I f  the 
voltage across the material is kept constant, the f ie ld ,  and 
therefore d r if t  velocity, of the electrons outside the domain w ill 
decrease. The domain ceases to grow and becomes stable when its  
velocity equals the velocity of the electrons outside the domain, v^, 
because only then w ill the number of electrons entering the domain 
equal the number of electrons leaving i t .  The peak f ie ld  to which 
a stable domain grows, FQ, can be related to the f ie ld  outside the 
domain, Fq , by the equal areas r u le ^ ^ ,  by which the shaded areas 
in Figure 3.5 are equal. So when a domain is formed, the current 
through the material w ill decrease to a value given by J = nevQ.
The domain moves to the anode where i t  decays, resulting in an
F, F. F
ELECTRIC FIELD
(For GaAs at 300 K, Fy ~ 3 kV cm-  ^ and v-j- ~ 2 x 10  ^ cm s"^.)
FIGURE 3.5 THE VELOCITY-FIELD CHARACTERISTIC WITH THE GUNN EFFECT
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(n -  carrier density, F -  e lec tric  f ie ld , v -  electron velocity)
FIGURE 3.6 THE FORMATION OF HIGH FIELD DOMAINS IN THE GUNN EFFECT
increase in the current, and simultaneously another domain is 
nucleated near the cathode, and the process is repeated. Hence 
the sample current oscillates between two values, the oscilla tion  
frequency being determined by the domain transit-tim e across the 
active region of the sample (or diode). Typically, a domain 
velocity is ^1 0  ^ cms”\  and fo r a diode of active length 10 ym 
the current oscilla tion frequency is /vl0 GHz, which is in the 
microwave region.
For the Gunn e ffec t to occur in a material the sub-band gap 
must be smaller than the fundamental energy gap, otherwise impact 
ionization w ill take place before the onset of electron transfer.
Apart from GaAs, the Gunn e ffec t also occurs, fo r example, in 
InP, CdTe and ZnSe. In the production-of semiconductor alloys the 
band structures can be "engineered11so that,electron transfer w ill 
occur, such as in the ternaries Ga In, Sb and In Ga, As, and the
A I “ A A I " a
quaternary In ]_xGaxAsyp-|_y -
3 .2 .4  Monte Carlo Technique For Calculation Of Velocity-Field  
Characteristics
Most methods for calculating the v e lo c ity -fie ld  characteristics 
involve consideration of a ll the electrons a t a fixed time. However, 
a very re lia b le , numerical procedure is the Monte Carlo technique, 
in which the behaviour of one electron undergoing many scattering 
events is calculated, and f i r s t  used by K u r o s a w a t o  evaluate 
free carrier distribution functions in semiconductors, and la te r  
developed by Fawcett e t a l^5^  to calculate high f ie ld  transport 
properties of GaAs. The Monte Carlo method is now well established 
as a most powerful technique employed in the evaluation of non-
equilibrium carrier distributions and hot electron properties of 
semiconductors^6 54-58)^
The Monte Carlo computer program used in this work was 
sim ilar to that described by Fawcett e t a l ^ ) .  I t  was o rig ina lly  
supplied by W. Fawcett, and la te r  modified by him to include 
impurity scattering and two sets of s a te llite  minima, a three-level 
model (as opposed to the e a rlie r  two-level model). This program 
was thus adopted to calculate the v e lo c ity -fie ld  characteristics  
of GaAs a t various temperatures.
This Monte Carlo technique simulates the motion of a single 
electron in J<-space (momentum space), this motion consisting 
alternately of a d r i f t  with constant velocity in the applied 
elec tric  f ie ld  and then being scattered by any of a number of 
scattering mechanisms, until the electron velocity averaged over 
thousands of such events reaches a steady value. The time that 
the electron spends in each element of k.-space during its  f l ig h t  
is noted, and these times are proportional to the distribution  
function in the elements. The time which the electron d r ifts  in 
the e lectric  f ie ld , the type of scattering process and the fina l 
state are a ll random quantities (which can be represented by 
computer-generated random numbers) and have probability  
distributions which can be completely expressed in terms of the 
electric  f ie ld  strength and the transition rates, or probab ilities , 
due to the various scattering processes. These probability  
distributions, though, can be quite complex, particu larly  that for 
the d r i f t  time. However, i t  is re la tiv e ly  simple to generate by 
computer random numbers with equal probability over some f in ite  
range, and techniques exist to convert this equal probability
distribution into the complex distributions required.
The method used to overcome these d iff ic u lt ie s  was by the 
addition of an extra, f ic t it io u s , "self-scattering" process f i r s t  
described by R e e s ^ ’ ^ .  This extra process has the e ffec t of 
altering the probability distribution of fre e -flig h t times to a 
simpler negative exponential d istribu tion , which simulates an 
electron motion that has a constant, energy-independent, relaxation  
time. The total scattering rate becomes constant, but the calculated 
distribution function is not a ltered. In the process of s e lf­
scattering the electron wave vector remains unchanged, and thus 
this process has no physical significance.
The process of electron d riftin g , and scattering is repeated 
until the electron energy attains a stable value, and in this work 
2 0 , 0 0 0  real scattering events were u tiliz e d , while the s e lf-  
scattering typ ica lly  ranged from ^ 50,000 to 'v, 225,000 events.
Three separate histograms are set up in jc-space, one for  
each of the r ,  L and X valleys. During the course of the free 
fligh ts  in the e lec tric  f ie ld , counts proportional to the time that 
the electron spends in each "cell" ( f in ite  range of k-values) of 
a histogram are recorded. When in tervalley scattering takes place 
the electron switches from one histogram (valley) to another. The 
ratio  of the times that the electron spends in the three histograms 
equals the ratio  of the electron populations in the three valleys.
The time that the electron spends in a particular cell or k-state  
is proportional to the distribution function at that point in 
k-space.
CHAPTER 4
EFFECTS OF TEMPERATURE AND PRESSURE ON SEMICONDUCTORS
4.1 Introduction
Temperature and pressure are very important research 
parameters. The use of pressure has been re la tiv e ly  neglected, 
but together the temperature and pressure variations of many 
properties can provide a very powerful investigative technique.
A good example is the establishment of the dominating scattering 
mechanism in the Gax In-j_xAsyP-jsemiconductor a lloy materials as 
discussed la te r . The temperature variation of the electron and 
hole m obilities in this material showed the presence of a 
scattering mechanism with a T 2 dependence which could be interpreted  
.as e ither alloy or space charge scattering. However, with increase 
of pressure the m obilities changed as m* 2 , thus confirming the 
domination of a lloy scattering, as opposed to space charge scattering 
with its  m* 2 dependence.
4.2 BAND STRUCTURE
4.2.1 Effect Of Temperature
Experimentally i t  is found that the band gaps of most 
semiconductors increase with decreasing temperature. I t  is known 
theoretically that the temperature variation of the energy gap of 
semiconductors arises mostly from the two following mechanisms:
(1) The greater contribution comes from the change in the 
re la tive  position of the conduction and valence bands because of 
a temperature-dependent e lectron -la ttice  interaction which le a d s ^ -66)
to:
(4.1)
and
AEP « T fo r T »  0 , (4 .2)
where aEq is the difference between the energy gaps a t temperatures 
T arid 0 K and 0 q is the 0 K Debye temperature of the semiconductor. 
The constants of proportionality in these two equations are 
characteristic of the semiconductor and to date are not yet 
theoretically  known.
(2) The change in the re la tive  positions of the conduction 
and valence bands due to temperature is  also caused by the 
_ temperature-dependent d ila ta tion  o f the l a t t i c e ^ 9^ . I t  has 
been shown theoretica lly^*^  that a t high temperatures this e ffec t 
is linear with temperature, and in that region this mechanism 
accounts fo r about 25% of the total variation of the energy gap 
with temperature. At low temperatures the thermal expansion 
coeffic ient varies non-linearly with temperature (in  fac t fo r some 
diamond structure solids^e ’^ ’ ^  i t  even becomes negative over a 
certain temperature region), and consequently the temperature- 
dependence of the energy gap is also non-linear.
the temperature-dependence of the energy gap in semiconductors:
V a rs h n i^ ) proposed the following empirical relation for
Eg(T) = eg(0) -  « _ £ (4 .3)
T + 3
where Eq(T) is the energy gap a t T K, which may be d irect or 
ind irect, Eq(0) is its  value at 0 K, and a and 3 are constants,
given by Varshni^0  ^ fo r a number of semiconductors. I f  i t  is 
assumed that p ^ eQ then equation (4 .3) is  consistent with the 
theoretical results. Panish and Casey^^ s lig h tly  modified 
Varshni's formula, equation (4 .3 ) , fo r GaP and GaAs.
A lternatively , Ravindra and Srivastava^2  ^ presented the 
following empirical re la tion , which is expressed in terms of ju s t  
one fundamental solid state parameter, ©pi
Eq(T) = Eg(0) -  [(2.25 x 10~5 e0) -  (4.275 x 10-3 )] T2 (4 .4)
5 (T + 5 eD -  1135)
Figures (4 .1) and (4 .2) show the calculated temperature 
variations of the energy gaps of GaAs and InSb respectively.
4 .2 .2  E ffect Of Pressure
The application of hydrostatic pressure does not a ffec t the 
symmetry of a crystal, i f  there is  no phase trans ition , and thus 
no symmetry degeneracies are removed. The hydrostatic pressure 
simply causes a decrease in the volume of the crystal and therefore 
a decrease in la ttic e  constant. Hence band edges may be moved with 
respect to one another, except those required by symmetry to be 
degenerate, although these degeneracies may be removed by 
application of uniaxial stress.
I t  might be expected, very simply, that decreasing the la ttic e  
constant, that is , decreasing the interatomic spacing, would cause 
the wave function overlaps to broaden, thereby broadening the atomic 
energy levels and hence decreasing the forbidden energy gaps.
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However, experimentally i t  has been observed that the energy gaps 
either increase or decrease, depending on the symmetry of the 
lowest conduction band minimum ( r ,  L or X ). From a comparison of 
the pressure coefficients of several semiconductors, P a u l^ ^  
formulated the empirical ru le , which states that the pressure 
coeffic ient of the energy difference between two states of given 
symmetry is approximately independent of the material in which i t  
is measured. Table 4.1 lis ts  the pressure coefficients for a
number of semiconductors. Relative to the valence band maximum,
c -3 - Ithe pressure coefficient of the minimum is ^ 10 x 10 eV kbar
that of the Lc valleys ^ 5 x 10”  ^ eV kb ar~ \ and that of the Xc
l l
valleys is *  -1 .5  x 10”  ^ eV kbar”^.
The empirical rule seems reasonable considering the 
s im ila rities  in band structures in d iffe re n t materials of the same 
crystal structure.
Paul and B r o o k s a s s o c i a t i n g  the electrons in the r c and
l
X< valleys with s- and p -like  wave functions respectively, 
suggested that pressure would have more e ffe c t on the re la tiv e ly  
large volume, spherically symmetric, s-levels than on the more 
complex p-levels, and that the s-state energy would increase and 
the p-state energy decrease. From the results of de Alvarez and 
Cohen^) i t  can be predicted that the s-levels have stronger 
deformation potentials than the p -leve ls , and hence the larger 
pressure coeffic ient for the valleys than for the X  ^ valleys.
The valleys have contributions from both s- and p-type wave 
functions, with a corresponding pressure coeffic ient between that 
of the and X  ^ valleys. This property of s-levels to have a 
stronger deformation potential than p-levels is possibly general
TABLE 4.1
PRESSURE COEFFICIENTS OF CONDUCTION BAND EXTREMA RELATIVE TO THE 
VALENCE BAND MAXIMUM IN SOME DIAMOND, ZINC-BLENDE AND MURTZITE 
TYPE SEMICONDUCTORS^ 111’ 128)
^ L  dE*
dP dP dP
(x I 0 ' 6 eV bar ) (x I 0 ' 6 eV bar”^) (x I 0 ' 6 eV bar” * )
Theory Exp; Theory Exp. Theory Exp.
Si 3.7 5.2 1 . 2 - -  0 . 1 -  1.5
Ge 14.3 14.2±1.2 5.4 5.0 -  0 . 1 -  (1 ,3±0 .3)
GaSb 14.7 14.7 4.8 5.0 -  0 . 6 -  1 . 0 *
GaAs 11 1 1 . 2 ± 0 .5 2 . 8 - -  0 . 8 -  2.7
InSb 15.8 15.7±1.3 5.5 5.0* - 0.9 -
GaP 9.2 10.4±0.4 2 . 8 - - 0 . 8 -  1 .1
InAs 1 2 . 2 1 0 . 0 6 . 0 5.0* -  0 . 1 -
InP 9.5 9.3±0.8 3.4 2.5* - 1 . 0 -  2 . 0 *
AlSb 13.5 1 0 . 0 ±2 . 0 2.5 - -  1 . 0 -  (1 . 8 ±0 . 2 )
GaN 6.3 4.2 1 . 2 _ -  0.7
*  These are values which have been used to f i t  available  
experimental data, and are not d irec tly  measured results.
because i t  is also true for structures with a s ix -fo ld  
coordination, such as in the lead salts studied by 
Schluter et a l ^ ) .
M e lz ^ )  used a pseudopotential method and found some 
ju s tifica tio n  fo r the empirical ru le . Pressure coefficients in 
reasonably good agreement with experiment were calculated by 
Camphausen e t al^®^ using the d ie lec tric  theory of the chemical 
bond introduced by P h i l l ip s ^ )  and developed by Van V e c h te n ^ " ^  
(see Chapter 2, Section 2.4 .2)
In group IV , I I I - V  and I I -V I  compounds there are 8  valence 
electrons per atomic pa ir, fo r example Ge — Ge, Ga — As or Zn — Se.
4 electrons are s and 4 are p. The 8  electrons can together form the 
low energy closed shell system as exemplified by the in e rt gases.
When the atoms approach one another the atomic energy levels 
broaden, and a t a particular separation, say r^, the s and p levels 
s ta rt to overlap, and i t  is energetically favourable to form hybrid 
bonds. This is illu s tra ted  simply in Figure 4 .3 . 1 electron is
3
promoted from s to p to form an sp hybrid. The valence band is
3
then made up from sp bonding states, while the conduction band is
3
made up from sp antibonding states. As the interatomic spacing 
is decreased, as with the application of pressure, the energy 
between the conduction and valence bands a t a particu lar symmetry 
point, r ,  L, X, w ill increase. That is , the pressure coefficients  
dEQ/dP, dE-j/dP, dE^/dP are a ll positive, referring to Figure 4 .4 . 
However, although the energy gap, E^, a t the X-point, increases 
with pressure, the valence band also broadens. That is , the energy 
of X5 (X^) increases, which makes dE2/dP approximately zero or even 
negative. The valence band broadening is not so marked at the L
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point, and so the increase in energy of L3 does not cause dE-j/dP 
to become negative.
Measurements of pressure coefficients can establish which 
conduction band minima are lowest a t atmospheric pressure. 
Increasing pressure causing band movement enables studies of these 
bands to be made; band cross-over can occur with the subsequent 
electron transfer to other minima as they become lower than the 
normally lowest minima a t atmospheric pressure. Also, "trap out" 
of charge carriers to impurity levels as a function of pressure 
gives information about these impurities.
4.3 TRANSPORT PROPERTIES
4.3.1 Effect Of Temperature
Since the conductivity is given by
c r = n e y e + p e y h (4 .5 )
where yg and y^ are the m obilities of the electrons and holes 
respectively, then the change in conductivity with temperature 
depends on the thermal variations of the carrier densities and 
m obilities.
At low temperatures, and in most semiconductors up to room 
temperature and above, the carrier concentration is determined by 
the number of ionized donors and acceptors. At the very lowest 
temperatures the mobility is sometimes determined by neutral 
impurity scattering which is independent of temperature, but as 
soon as a few impurities become thermally ionized, ionized impurity 
scattering becomes the dominant process and the m obility increases
with increasing temperature. Above about 100 - 200 K, depending 
on purity and other factors, phonon scattering becomes the 
dominant process, the mobility now decreasing with increase in 
temperature. However, in semiconductor alloys, between *  50 K and 
*  300 K, depending on alloy composition, alloy scattering may 
dominate, the m obility also decreasing with increasing temperature. 
When in trin s ic  conduction becomes important the conductivity rises 
very rapidly with temperature because of the rapid increase in 
total (electron plus hole) carrier density. The variation of 
carrier concentration with temperature can be calculated using 
formulae in the next Section, i f  the position of.the Fermi level 
is known as a function of temperature.
4 .3 .2  E ffect Of Pressure
In general, the semiconductor conductivity w ill be affected 
by pressure i f  e ither the properties of the band minimum normally 
occupied by the charge carriers change or the carriers transfer to 
another energy state.
An example of the former is the change in effective mass with 
pressure, due to the change in energy gap. This can be calculated 
using Jc.£ theory as described in Chapter 2. I f  the energy gap 
increases with pressure then the effective mass w ill also increase, 
and this causes a change in the m obility , since y « (m*)^ where q, 
depends on the scattering mechanisms present. In most cases the 
mobility w ill decrease with increase of m*; fo r instance, for 
polar optical scattering, q, = -3 /2 . I f  the m obility decreases then 
so does the conductivity.
The re la tive  positions of the band minima can change under
- 5 9 -
pressure and affec t the distribution of electrons in the bands and 
any impurity states. The electron m obilities in the d iffe ren t  
bands may be very d iffe ren t.
The number of electrons in each minimum, n, is given by 
Fermi-Dirac s ta tis tic s ,
n = Nc
T EF ~ EC
kB T
where Fj is the Fermi-Dirac i n t e g r a l g i v e n  by 
1
(4 .6 )
l
Fi  (<f>f ) 
2
= 2 d<j)
1 + exp ( 4, -  * )
(4 .7 )
where
and
* = E -  E,
kB T
~ EF ~ EC 
kB T
(4.8)
(4 .9 )
E^  and Ep are the energies of the conduction band edge and the 
Fermi level respectively. is the effective density of states 
given by
Ne = 2 2 *  (m*p)e kB T 
h2
where (m*^)e is the electron density of states effective mass. 
When n < equation (4 .6) can be approximated by
n = exp
that is , fo r nondegenerate semiconductors, when the Fermi lev e l, 
Ep, is at least several kgT below E^, and Boltzmann s ta tis tics  
apply.
S im ilarly , fo r holes, again under nondegenerate conditions
(4.12)
(4.13)
Here, Ey is the energy of the valence band edge and (m*[))u is 
the hole density of states effective mass, given by'®^
( i » y H =
where m*HB and m*^ are the heavy hole and lig h t hole effective  
masses respectively.
For two bands (or states), from equation(4.11) i t  follows
(4.14)
p = Nv exp Ev - e f
kB T
where Ny is given by
Nv = 2 2if (m*D) H kB T
h2
EF ‘ EC
k g f
(4.11)
(fo r nondegenerate semiconductors, of course), where and Ng 
are the densities of states in bands (or states) 1 and 2 
respectively, and AE is the separation between them. I f  the 
conductivity in state 1 is given by a-j = n-j e y-j and in state 2 
by e then the total conductivity
ct-j-qj = (jj + (*2 = e (n-j y^  + n2 1*2 ) (4»16)
w ill change with pressure as the re la tive  populations of these 
states change.
The carrier concentration may also be controlled by one or 
more deep impurity levels fo r which y = 0. I f  the level stays 
fixed re la tive  to the valence band, and the conduction band 
minimum moves away (from the valence band) with applied pressure, 
electrons w ill “trap out" to the impurity le v e l, or leve ls , and 
consequently the conductivity w ill decrease because of carrier loss 
to these "traps". This appears to be quite an important mechanism 
in many samples of GaAs, as discussed la te r .
CHAPTER 5
EFFECT OF MAGNETIC FIELDS ON SEMICONDUCTORS
5.1 LOW MAGNETIC FIELD
5.1.1 Hall E ffect
• An e le c tr ic  f ie ld ,  £ , which produces a current, I_, in a 
semiconductor, causes a force e£ to act on each electron. When a
low magnetic f ie ld  (o f the order of a few kG), B^, is applied a t 
righ t angles to the direction of the current, a magnetic or 
Lorentz force, e (v X B) also acts on each electron, where is 
the electron velocity . See Figure 5 .1 . Each electron is deflected 
towards one side of the semiconductor sample, and so an e lectrica l 
charge builds up a t the sample surface. This produces an additional 
electric  f ie ld , F^, the transverse Hall f ie ld . Thus the so-called  
Hall voltage is generated.
Under equilibrium conditions,
e FH = e v B (5 .1 )
Basically, using J = n e v ,
^ H = ^ H ^ ^  ' I  ( 5 * 2 )
R^ l is the Hall constant defined as
Rh = _r_  (5 .3 )
n e
where r is a constant (of the order of 1 ) and allows for the fact
i
| that the Hall mobility is s ligh tly  d ifferen t to the d r if t  mobility, 
j From Figure 5.1, F^  = V /^w and J = I/w t, where w is the sample width 
! and t  its  thickness, and so
bi
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FIGURE 5.1 THE FORCES ON AN ELECTRON IN A SEMICONDUCTOR PLACED IN 
A MAGNETIC FIELD, ILLUSTRATING THE HALL EFFECT
The above is valid  for current carried predominantly by 
majority carriers. (For holes substitute p fo r n ). Since the 
conductivity, a = n e y , the Hall mobility can be defined as
y PI = Rh o  - (5.5)
For a Van der Pauw (clover lea f shape) sample, the shape 
widely used in Hall e ffec t experiments, the re s is tiv ity  can be 
given b y ^ ^
Pr  = ir R$ t  (5 .6)
In 2
where R^-is-the-resistance of the sampTe. Using equations (5 .4) 
and (5 .6 ) for such a sample,
yH = r  VH (In  2) (5 .7)
B I TT R$
An r can be defined fo r electrons and holes separately, 
given by the ratios of the Hall m obilities to the d r i f t  m obilities  
fo r electrons and holes such that
re = M e  (5-8)
'‘e
and
r h (yH^ h ( 5*9)
v\\
respectively. A lternatively, r  can be related to x, the mean free 
time between carrier collisions, which depends on the carrier  
energy, by
For in trin s ic  semiconductors, where both electrons and holes 
play an important role in the m obility, the Hall constant is given 
by(80 )
RH = p r h -  n r e v * e  (5-11}
e (p uh + n ue)
Note that for a heavily doped n-type sample,
n e
. and for a heavily doped p-type sample,
( rh>p “ ^ _  ( 5- 13)
p e
that is , the sign of the Hall constant, and therefore the Hall
voltage, reveals which charge carrie r is  dominant.
For the Hall e ffec t treatment the magnetic f ie ld  strength, 
j3, is assumed small enough not to a ffec t the re s is tiv ity  of the 
sample. With strong values of jl the re s is tiv ity  increases. This 
is generally referred to as the magnetoresistance e ffe c t.
5.2 HIGH MAGNETIC FIELD
5.2.1 Magnetoresistance
In a solid body, as in free space, the tra jectories of 
electrons are changed in a magnetic f ie ld  £  by the deflecting  
Lorentz force, e (v^X B). Then even in an isotropic body, the
current and e le c tric  f ie ld  are not in the same d irection. I f  £  
is perpendicular to the direction of the e lec tric  current, the 
angle between the (average) direction of motion of the electrons 
and the e le c tric  f ie ld  is e^, the so-called Hall angle. Generally 
the specific resistance of a semiconductor in a magnetic f ie ld  is 
d ifferen t - increased -  from that with no magnetic f ie ld .  This 
can be fundamentally explained as follows, referring to Figure 5.2 
Figure 5.2(a) shows the path of an electron in free space under 
the influence of both a D.C. e le c tric  fie ld  F in the negative 
x-direction and of a perpendicular magnetic fie ld  in the 
z-d irection, the partic le  starting with zero velocity a t the 
coordinate system orig in . The electron moves along a cycloid path 
in the x-y plane with a mean velocity F/B in the y -d irection . 
However, in a semiconductor, the electron tries  to follow the 
cycloid path of Figure 5 .2 (a ), but soon undergoes a co llis ion  with 
a la ttic e  vibration and loses some of its  velocity, point I in 
Figure 5 .2 (b ). Then the electron starts following the cycloid 
path again, accelerated in the x-direction by F_ and deflected more 
and more in the y-direction by B^ until i t  again loses velocity by 
a co llis ion , a t point I I .  This process is repeated, a t point I I I ,  
and so on. On the average, the electron moves a t an angle to 
the direction of motion in the absence of a magnetic f ie ld ,  e^, 
the Hall angle, is related to the Hall m obility, (y^)e » of the 
electrons, by
tan 0 H = (pH)e B (5.14)
(yH)e is  given by
- o / -
l~ I
CD
fd
o<C
cd
coo
_ i
LUi—i
U_
(_>
CD
o
o
i—i
O ' I— 
C_> 
LU 
— I 
LU
Q
LU
CO
COOC£O
O
cm
o
LU
LU
Ll_O
CD
LUZHI—
C\J
LT>
LU
cmzn
CDt-H
Lt_
oto
Q
<
where is the Hall constant, defined e a r lie r , and pg is the 
specific resistance of the sample in a magnetic f ie ld  EL
In the considerations above the thermal velocity of the 
electrons was neglected, which is usually large compared to the 
additional velocity due to the externally applied e le c tr ic  f ie ld .  
This additional velocity is superimposed onto the thermal velocity , 
and because the la tte r  does not contribute to the current i t  can 
be neglected here.
5.2 .2 Landau S plitting
From classical mechanics, i f  an electron of e ffective  mass 
j  m* is subjected to a magnetic fie ld  B in the z-d irection, by equating 
the Lorentz force to the centripetal force, the electron motion in 
the x-y plane w ill be a c ircu lar o rb it, with angular frequency
wc = e B (5.16)
m*
ojc is  known as the cyclotron frequency. This c ircu lar path is the 
same as mentioned in the description of magnetoresistance, Section 
5 .2 .1 . Quantum mechanically^82^, i t  can be shown that although the 
motion in the z-direction is unrestricted, only particu lar
quantized orbits are allowed in the x-y plane, with the energies
of a harmonic osc illa to r, given by
E = (n + J) t i u>c (5 .17)
where n is an integer. Electrons absorbing radiation of 
frequency wc make transitions between the nth and (n+l)th  s tate .
Such experiments in solids are called cyclotron resonance.
The e ffec t of a magnetic f ie ld  on the semiconductor is to 
cause the continuous distribution of energy levels in each 
conduction and valence band valley to coalesce into groups or 
sub-bands, known as Landau levels^e *^’ shown schematically 
in Figure 5 .3 (a ). The larger the magnetic f ie ld ,  the more states 
per sub-band, the wider the energy range from which this sub-band 
is drawn, and the larger the steps of energy between successive 
sub-bands for a given kz , the component of k_ in the z-d irection.
For a simple band (E « |k| ) the energy, o f the system is given by 
the set of parabolas
E = (n + | )  t  (oc + 1i2 kz2 (5.18)
2 m*
where n = 1 ,2 ,3 . . . .  The Landau levels are separated in energy by
“fTo>c, upon each of which is superimposed the kinetic energy 
2 2■ft kz /2m* due to motion along the direction of the magnetic f ie ld .  
Equation (5.18) omits the effec t of spin. Each Landau level w ill 
be s p lit  into two sub-levels, which correspond to electron spin 
magnetic moments aligned parallel and an ti-p ara lle l to the magnetic 
f ie ld . The magnitude of this s p littin g  w ill be given by
g p D B = g e t B  (5.19)
2mo
where g is the spectroscopic sp littin g  facto r, or Lande g-factor, 
and yg is the Bohr magneton. So to the rig h t hand side of 
equation (5.18) must be added a spin term + \  g B. Note that 
the magnetic fie ld  raises the bottom of the conduction band by 
JtTa) , or £heB/m* , where m* is the electron effective mass. Also
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the top of the valence band is lowered by jtTeB/m*^, where m*  ^ is 
the hole effective mass.
For B = 0, N(E) « E^dE, that is , with no magnetic f ie ld ,  
the density of states, N(E), is the parabola drawn as a dashed 
line in Figure 5 .3 (b ). For B > 0, the density of states becomes 
a set N(E) « E"^dE^e *^* ^  each starting at the bottom of a 
Landau leve l, as shown in Figure 5 .3 (b ). At the bottom of each 
level N(E) -*■ «.
The above is valid  for isotropic effective masses. Non­
isotropic effective masses cause level-broadening, which is also 
caused by the following:
( i )  scattering, where the electrons are unable to complete a
 large^ number of o rb its , (life tim e  broadening),
.. ( i i )  -the. presence of im purities, and 
( i i i )  thermal vibrations.
For strong magneto-transport e ffects , i t  is required that the
separation of the Landau levels , ticoc , is greater than the energy
broadening due to the uncertainty principle, 1i ( 1 / t ) ,  that is
I t &j > “h (1 /x )  ‘ (5.20)
This leads to the condition
uc t > 1 (5.21)
where t is the relaxation or quantum-state life tim e . Condition 
(5.21) means that the electrons describe a su ffic ien t part of th e ir  
circular orbits before being scattered. Generally this means 
that experiments to measure magneto-transport effects must be 
performed at low temperatures, in large magnetic fie ld s  and in 
very pure materials.
I t  is the large densities of states at the bottom of each 
level which is the origin of many of the magneto-transport 
phenomena.
5.2 .3 Magneto-Transport Effects
5.2.3.1 Shubnikov-de Haas Effect
The Shubnikov-de Haas e ffec t was f i r s t  observed by
Shubnikov and de H a a s ^ ) in 1930. For degenerate semiconductors,
that is doped with re la tive ly  high concentrations (above 
16 -3'v 10 cm" ) of shallow donor or acceptor im purities, discrete
impurity levels no longer ex is t, and a ll electrons or holes present
remain in the conduction or valence bands down to very low
temperatures. In this case the Fermi energy,* Ep, lie s  in the
conduction or valence band, and, measured re la tive  to the
relevant band edge, is ^ 10 meV a t 100 K. Therefore the carriers
are a ll located in the region of k-space close to the band
minimum, or minima i f  there are multi ply-degenerate band edges.
For such systems electrical conduction is dominated by carriers
close to Ep, the Fermi leve l. Then i t  is possible to observe
the Shubnikov-de Haas effect provided the temperature is low
enough so that both Ep > kgT and tfu)c > kgT, along with the
condition w t  >  1. c
On application of the magnetic f ie ld , B^, the Landau levels 
form and th e ir  separation increases with increasing When the 
Fermi level coincides with the bottom of one of the Landau levels 
then both the density of states and the scattering rate diverge.
As B is varied the Landau levels pass through the Fermi le v e l,
then a series of Shubnikov-de Haas oscillations can be seen in 
the e lectrica l conductivity, which are nearly periodic in 1/B.
The period ic ity , assuming i t  to be constant, is given by
Ep = (n + ip) "ft ojc (5.22)
where n = 1 ,2 ,3 . . . .  and $ is a phase factor. From this periodicity
the .number of charge carriers contributing to the conductivity
and the cross-sectional area of the Fermi surface can be determined.
The amplitudes of the Shubnikov-de Haas oscillations are
strongly temperature-dependent, and the ra tio  of the amplitudes,
A, of the oscillations a t two temperatures T-j and T^  is given 
by (83-,85)
A(T-|) = X] /  sinh Xl (5.23)
A(T2) x2 /  S1'nh X2
where
xi = 2 * 2 kB Ti (5.24)
"h a)c
Therefore the effective mass can be determined, since w = Be/m*,c
and this is particu larly  useful fo r materials which can only be 
obtained with re la tiv e ly  high electron concentrations where i t  is 
more d if f ic u lt  to carry out a d irect cyclotron or magnetophonon 
effect measurement (see la te r ) .  Equation (5.23) is true for a 
constant Dingle temperature, T p ^ ) ,  defined as
T° = ft (5.25)
T Y fT c
where t c  is the collision broadening relaxation time.
By studying samples with larger or smaller carrier
concentrations, and hence Fermi levels, the change in effective
mass can be studied as the carriers move higher into the band,
that is , the non-parabolity can be examined.
Note that fo r narrow-gap semiconductors the conditions
Er > kDI  and > kDT are easily fu l f i l le d .F B c B J
5 .2 .3 .2  Magnetophonon Effect
Shubnikov-de Haas oscillations are strongly suppressed by 
higher la tt ic e  temperatures. However, fo r very pure samples of 
semiconductors, t  may be long enough for Landau levels to be w ell- 
formed even a t re la tiv e ly  high temperatures.
In pure polar materials scattering is dominated by LO phonons 
above ^ 77 K. These phonons have a well defined energy, 1To> , a t 
which this scattering can occur, since is almost independent of 
k around k_ = 0 . When this energy equals the separation of any 
pair of Landau levels, that is
■h Uj = N t  uc (5.26)
where N is an integer, then both the in it ia l  and the fin a l levels 
w ill have a large density of states, and scattering w ill be 
enhanced. A series of peaks nearly periodic in 1/B is then seen 
in the resistance of the sample. The periodicity A (l/B ) is given 
by
A(l/B ) = _ e _  (5.27)
“ i m*
This magnetophonon e ffec t was f i r s t  predicted by Gurevich and
F irso v ^ ^  in 1961 and f i r s t  observed by Puri and G e b a lle ^ ) in
1963 as a series of oscillations in the magnetoresistance of
- / u
InSb at 77 K.
The sample temperature should be large enough so that there 
is a s u ffic ien tly  large thermal population of LO phonons 
(typ ic a lly  with energies of ^ few 100 K), but not so high that the 
Landau levels are smeared out due to acoustic phonon scattering. 
The optimum temperature is usually in the range 50 - 150 K, 
depending on the LO phonon energy and the sample purity . In this 
range of temperatures, the oscilla tion  magnitudes are typ ica lly
'v few per cent or less of the zero fie ld  resistance. Therefore,
the second derivative of the resistance with respect to the 
magnetic fie ld  is recorded, since this suppresses the monotonic 
background, the magnetoresistance, and the amplitude of the 
magnetophonon oscillations is enhanced. The positions of the 
resonances are given by
= N «c = N e Bn (5.28)
m*
since w = eB/m*, and hence c
m* -  e N Bn (5.29)
where B^  is the value of the magnetic f ie ld  fo r magnetophonon 
peak N. The quantity (NB^) is known as the fundamental f ie ld  
and is a constant for each semiconductor compound and element.
The minima of the oscillations can also be used in the calculation  
of m*, and for this case
m* = e (N + j )  Bn+  ^ (5 .30)
where BN+^  are the positions of the magnetic fie ld  minima.
Figure 5.4 shows typical magnetophonon oscillations in the 
magnetoresistance.
There are two types of experimental configurations in which 
the magnetophonon e ffec t is observed in the Ohmic magnetoresistance
( i )  the transverse configuration, in which the applied magnetic 
f ie ld  B^ is perpendicular to the applied e le c tr ic  f ie ld ,  F, 
and
( i i )  the longitudinal configuration, in which E[ is paralle l to F. 
The magnetophonon structure arises fo r d iffe ren t reasons for both 
these cases. In the transverse situation , the series of resistance 
maxima occur as the resu lt of strong scattering between states with 
kz ^ 0. Figure 5.5 shows three Landau level diagrams fo r magnetic 
fie lds  near the o)^  -  resonance. The diagonal and vertical 
arrows represent optical phonon emission and absorption processes 
ending at kz = 0, the in f in ite  density of states region with no 
Landau level broadening. At resonance, Figure 5 .5 (b ), the in it ia l  
and fin a l states are both a t kz = 0; this produces a strong 
singularity in the scattering probability , resulting in a 
conductivity maximum. At lower fie ld s , level broadening w ill be
a greater fraction of the spacing between Landau levels . So at 
lower fie ld s , this makes the transverse conductivity maxibia f in ite  
and tends to cause the oscilla tory  character to become more 
sinusoidal.
In the longitudinal configuration, the e le c tr ic  f ie ld  and 
therefore the current are in the z-d irection , the same direction  
as
Hence there are no "vertical" transitions as such of
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Figure 5 .5 (b ). So scattering between states with both in it ia l  
and fin a l values of kz = 0 do not take place in the longitudinal 
orientation. States with f in ite  kz must be involved, and a two- 
stage scattering process is usually re q u ire d ^ ) . Thus:
( i )  The amplitude of the magnetophonon oscillations in the 
longitudinal configuration are approximately an order of 
magnitude less than fo r the transverse configuration at 
the same temperature in the same sample.
( i i )  The minima are observed close to but not precisely at the 
resonant fie lds  given by = Na>c . (For the transverse case 
i t  is the maxima observed at these positions).
( i i i )  A series of extra minima ex ist a t magnetic fie lds  given by 
2(0^  = Na>c. The reasons fo r these extra minima are discussed, 
fo r example, in an a rtic le  by P e te rs o n ^ ), and i t  seems two 
optical phonons are involved with a total energy equal to 
2tTu> .
In semiconductor ternary and quaternary alloys magnetophonon 
oscillations have been measured but are complicated by the presence 
of more than one LO phonon, and series of oscillations fo r each 
phonon mode are recorded.
The hot electron magnetophonon e ffec t arises as follows. As 
the la tt ic e  temperature fa l ls ,  the magnetophonon oscillations  
disappear as the number of LO phonons fa l ls ,  so scattering can no 
longer occur. I f  the e lectric  f ie ld  along the sample is increased 
new oscillations appear which are due to emission of phonons by 
very hot electrons. These electrons have been heated out of 
equilibrium with the crystal la tt ic e  by the e lec tric  f ie ld ,  and 
may possess energies of hundreds of degrees while the la tt ic e
remains at a much lower temperature. When the reasonance condition 
occurs, the large densities of states in the in it ia l  and fin a l 
levels cause a rapid emission of phonons which results in a 
cooling of the hot electron gas. This "hot electron magnetophonon 
effect" was f i r s t  observed by Stradling and Wood^^ in 1968 in 
the magnetoresistance of GaAs. By this method investigations can 
be made of the mechanisms by which electrons lose th e ir energy.
The magnetophonon measurements carried out in this work used 
the transverse configuration.
In addition to the a r tic le  by P e t e r s o n t h e  
magnetophonon e ffec t was substantially covered by Harper e t a l ^ )  
and particu larly  from an experimental point of view by Stradling 
and W ood^).
5 .2 .3 .3  Magneto-Impurity Resonance
This effect^e’^* arises in a very sim ilar way to hot 
electron magnetophonon resonance and is due to loss of energy by 
free carriers to shallow donor or acceptor im purities. Resonances 
occur whenever the separation between two impurity levels is equal
to a number of Landau level spacings, that is ,
N t oi = E] -  E2 (5.31)
where E-j and are the impurity level energies. At these magnetic 
fie lds  electrons are excited from one level to the other by the
collision of a free carrier with the impurity, and thus the carrier
loses energy. The impurity levels involved are very sharp and 
hence fine structure has been observed in several materials which 
is due to the d ifferen t chemical nature of the im purities. For
this e ffec t i t  is necessary to be in the hot electron regime with 
either high e lec tric  f ie ld  or photo-excitation of carriers across 
the energy gap. Magneto-impurity resonance is observed a t low 
temperature.
5.2 .4 Corrections To The Effective Mass
5.2.4.1 Introduction
When a magneto-transport experiment is carried out and 
equation (5.29) used to calculate the effective mass using 
experimentally-determined parameters, two corrections must be 
applied to this formula in order to render the band edge effective  
mass.
5 .2 .4 .2  Polaron Enhancement
. The smaller correction concerns polaron enhancement. When 
an electron travels through a crystal i t  interacts with the la tt ic e  
through the Coulombic force. The combined state of an electron 
plus its  associated distortion is called a polaron. The polaron 
is mobile in the solid but its  effective mass is enhanced by the 
in ertia  of the displaced ions. This means the effective mass 
measured in the magnetophonon experiment, Tor instance, is
larger than the band edge effective mass. For a three-dimensional 
polaron, the polaron effective mass, m*p, is given by perturbation 
th e o ry ^ ) to be
u c .
. it
provided ap is small. ap is the dimensionless Frohlich coupling 
constant defined by
(5.33)
where is the high frequency or optical d ie lec tric  constant and 
eQ is the low frequency or s ta tic  d ie lec tric  constant. However, in 
these magneto-transport e ffects , the number of degrees of freedom 
o f the systems is r e s t r ic te d ^ )  and equation (5.32) is s lig h tly  
m o d ifie d ^ ) to
m*MP = m*P = m*
For GaAs, a = 0.06 and fo r InSb a = 0 .0 1 6 ^ ) .
p  p
5.2 .4 .3  Non-Parabolicity
The relation Nfao = lTa)n assumes that the in i t ia l  and fin a l c i
states of the electrons are exactly at the band edge. However, 
this is not the case fo r the electrons involved in the experimental 
measurement. These electrons occupy states above the band edge 
and consequently have a larger effective mass. Equation (5.29) is 
valid fo r parabolic bands, and so a correction must be applied to 
take account of non-parabolicity and reduce the measured m *^ to 
the band edge effective mass, m*. For a spherical va lley , taking 
account of the non-parabolicity, the energy E can be related to the 
wave-vector k b y ^ )
ti2 k2 = E (1 + aE E) (5.35)
2 m*
where
+  a  
_£
(5.34)
= z ~ 1 _  -  l _ ” m*
1t e»  e0 _ i
ro e
1
(5.36)
Eg is the energy gap.
A fu lle r  discussion of the non-parabolicity correction used 
in the magnetophonon measurements w ill be presented la te r . Note 
that this correction is more important fo r small band gap materials; 
a t atmospheric pressure, the correction is *  16J% fo r InSb, but 
*  4|% fo r GaAs.
CHAPTER 6
APPARATUS AND EXPERIMENTAL TECHNIQUES
6.1 Introduction
The range of true hydrostatic pressure is normally lim ited  
because the most commonly used pressure-transmitting flu ids freeze 
around or below 30 kbar a t room temperature. However recently a 
methanol: ethanol mixture in the ra tio  4:1 has been successfully 
u s e d ^ * ^  to achieve pressures of *  100 kbar a t room temperature. 
More r e c e n t ly ^ ) ,  using this medium in a diamond anvil c e ll ,  a 
pressure ^ 250 kbar was achieved.
Pressures beyond 30 kbar are normally obtained by using 
solid pressure-transmitting media such as expoxy resin or NaCl. 
Below ^ 1 5  kbar these systems produce non-hydrostatic stresses, 
but as the pressure goes beyond this value the media begin to flow 
and a good approximation to hydrostatic conditions is produced 
allowing pressures greater than 100 kbar to be achieved.
Some of the work in the studies presented here was carried 
out using apparatus developed by the Standard Telecommunication 
Laboratories (S .T .L .) High Pressure Group at Harlow, Essex, for Hall 
effec t and re s is tiv ity  measurements. F irs tly  a piston and 
cylinder device was used for attaining tru ly  hydrostatic pressures 
up to 18 k b a r ^ ^  and secondly a Bridgman opposed anvil device 
for u t iliz in g  quasi-hydrostatic pressures up to *  100 k b a r ^ ^ * ^ 2 .^
6.2 THE PISTON AND CYLINDER APPARATUS
Figure 6.1 shows a schematic diagram of the piston and
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cylinder apparatus which u tilize s  a liquid  pressure-transmitting 
medium to achieve true hydrostatic pressures. The hot-worked die steel 
cylinder has an outer diameter of 15 cm and a height of 8.75 cm, and is 
held in a steel ring, of outer diameter 37.5 cm, on a 1° taper angle.
This outer ring is supported on the floor of the die set by 4 steel 
columns and held down by a steel frame-work to prevent i t  rising when 
the load is decreased. Safety spacers are also placed between the ring 
and die to prevent crushing a t a sudden leakage of the pressure- 
transmitting f lu id . The cylinder is e lastic  to 12 kbar and has an 
anticipated bursting pressure greater than 25 kbar.
The hardened tool steel thrust piston, 3.8 cm in diameter, is 
shown in Figure 6 .2 . The end of the piston incorporates 8 evenly 
arranged contact terminals of hardened s ilver steel ground into ceramic 
sleeves from which leads are passed through holes into a larger hole 
down the.centre of the piston. The major weakness in this piston 
design is the possible extrusion of the s ilver steel terminals into  
these holes. A 100 n manganin gauge to monitor the pressure is connected 
to 2 of the terminals w hilst 2 more can be used to accommodate a solenoid 
magnet. A lternatively a thermocouple could be attached. The manganin 
wire has a resistance dependence of 0.2473 n kbar’ ^. Hence pressures 
in the cell can be measured accurately and d irec tly . The magnet produces 
a fie ld  of *  T kG for a current of 100 mA. At such currents, which 
were only switched on for re la tiv e ly  short periods, heating effects on 
the coil can be neglected. S im ilarly the variation of the magnetic f ie ld  
with pressure can also be neglected in the pressure range em ployed^*^. 
The pressure-load curve is linear and is shown in Figure 6 .3 . ,
The liquid pressure-transmitting medium used is a 1:1 
mixture of amyl alcohol and castor o il which is suitable for
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pressures up to 18 kbar, above which i t  freezes. (Castor o il alone 
freezes a t 12.5 kbar).
A neoprene "O-ring" and a phosphor bronze ring together 
provide the sealing between the piston and cylinder. The “O-ring" 
alone achieves the sealing below 4 kbar, above which pressure the 
phosphor bronze ring expands until i t  provides e ffic ie n t sealing 
by 'v* 8 kbar. Between 4 and 6 kbar the sealing efficiency of the 
rings is a t its  lowest, and most leakage occurs in this range.
Rapid increase of pressure to *  8 kbar sometimes stops the leakage, 
otherwise the pressure has to be released and the neoprene ring 
replaced. The extrusion of the phosphor bronze ring also presents 
a lim ita tion  to the pressure attainable.
The steel piston-backing pads are screwed to the "floor" 
and-"ceiling" of the 4-columned die set, the top pad having a 
U-groove for the e lectrical leads.
The piston with the sample connected to i t  is carefully
immersed in the liquid  medium in the cylinder bore, which had.been
s ligh tly  o verfilled  so that excess liq u id  is allowed to ooze 
out to minimise trapped a ir . The top of the die set is then 
cautiously lowered onto the piston. A 500 ton press is employed 
to apply pressure to the die set, and measurements are made on 
increase and decrease of pressure which is held steady for 10 to 
15 minutes a fte r each pressure change to allow thermal equilibrium  
to be reached.
6.3 THE BRIDGMAN OPPOSED ANVIL APPARATUS
The Bridgman opposed anvil equipment used is shown
schematically in Figure 6.4. The tungsten carbide anvils were
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FIGURE 6.4 SCHEMATIC DIAGRAM OF THE OPPOSED ANVIL HIGH PRESSURE 
APPARATUS
3.8 cm in diameter with a 6° taper leading to 1.6 cm diameter 
f la ts . Anvils made of high speed tool steel (10% cobalt) could 
also be used but this material has a higher compressibility than 
tungsten carbide and so lim its  its  use to ^ 70 kbar. The s tee l, 
though, saturates magnetically a t ^ 15 kG, while tungsten carbide 
saturates a t ^ 8 kG, so the former would be useful in the 
application of higher magnetic f ie ld s . The anvils were held in
10.2 cm diameter mild steel jackets. These not only provide 
support for the anvils but also enhance the magnetic flu x  obtained 
by magnetic coils as shown in Figure 6 .4 . When these 2 co ils , 
consisting of 600 turns of 24 S.W.G. copper w ire, were e ffective ly  
wound around each jacketed an v il, the la t te r  could become the 
poles of a magnet fo r Hall e ffec t experiments. In addition, low 
temperature measurements could be made-by pumping: !iq u id  nitrogen 
through an insulated copper coil surrounding the anvils between 
the solenoid co ils . See Figure 6.4 . The 500 ton press applied 
load to the mild steel 4-column die set which housed the anvil 
arrangement. The load was measured by a strain gauge load-cell.
6.3.1 The High Pressure Solid Cell
The sample to be pressurised was encapsulated in epoxy 
resin a t the centre of an epoxy-loaded magnesium oxide ring or 
gasket as shown in Figure 6.5 .
6.3.1.1 Preparation Of The High Pressure Rings
Two sizes of epoxy-loaded MgO rings were used. F irs t ly , the 
standard ring as employed by P itt^e ,g * 12.7 mm overall
diameter, with inner ring diameter of 4 mm, and 1.25 mm in height.
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This was for use with the standard Bridgman opposed anvil apparatus 
as described previously. Secondly, a ring of smaller dimensions 
was developed to enable higher pressures to be obtained fo r lower 
loads in the hand-press system for magnetophonon measurements.
These smaller rings had an overall diameter of 9 mm, inner ring 
diameter of 3 mm, and a height of 1.2 mm.
The size of the magnetophonon apparatus was restricted  
because of the size of the bore of the magnet available a t the 
Clarendon Laboratory, Oxford. Since i t  was in i t ia l ly  desired to 
measure the X-valley electron effective mass in GaAs, pressures 
in excess of *  35 kbar were required, to render the X-valley the 
lowest in energy thus allowing measurements to be made of that 
valley . The hand press pressure equipment using standard MgO 
loaded rings o n ly  e n a b le d .^  15-kbar to be reached. Smaller rings 
of various dimensions were made and a comparison between them was 
carried out by measuring in each ring the change of re s is tiv ity  
with pressure of samples of n-type GaAs. The pressure-variation 
of the re s is tiv ity  of this material is well k n o w n ^ ^ . The 
smallest rings obviously enabled the highest pressures to be 
reached, but presented d iff ic u lt ie s  with the small sample size 
required. The rings f in a lly  chosen and used in the magnetophonon 
measurements allowed a maximum pressure to be achieved in which 
the re s is tiv ity  in n-type GaAs samples had reached a su ffic ien tly  
constant value a fter band cross-over.
Apart from the mould used in each case, the manufacture of 
both types of ring used was identical. The MgO used must be 
industrial grade. The course grain size and presence of some 
impurities are important, the particles in this case not sliding
over one another under pressure as much as the fin e r particles of 
MgO normally used for chemical purposes. Rings made using the 
la t te r  were found easily expandable and consequently did not 
withstand higher pressure. The standard ring preparation was 
developed a t S .T .L .. Ground MgO was dried for 48 hours a t *  200°C 
to remove moisture. Dry film  lubricant was sprayed onto the PTFE 
moulds, and when this had dried the MgO powder was poured into  
the mould and tamped down. The liquid ara ld ite , which had been 
in a vacuum to remove a ir  bubbles, was poured over the powder.
The mould with its  contents was put into a vacuum fo r ^ 4 5  minutes, 
a fte r which i t  was taken out, warmed s lig h tly  (a t *  80°C) fo r a 
few minutes, then returned to the vacuum. This was repeated 
several times, using a small probe to gently s t ir  out any bubbles 
and f i l l  in any holes. A fter a final-evacuation the curing was 
carried out; normally v  2 hours at 80°C, then 20 hours a t 120°C. 
When the solid rings were removed from the mould abrasive paper 
was used to bring the rings to the required thickness, care being 
taken to keep the opposite faces p a ra lle l.
Grooves were cut to about ha lf the height of the ring fo r  
location of the sample leads and thermocouple i f  used. With a 
sheet of mylar underneath the ring the sample was placed a t its  
centre with the leads positioned in the grooves, and epoxy resin 
which had been evacuated to remove most of its  a ir  bubbles was 
carefully poured round the sample, f i l l in g  the ring including the 
grooves. I f  a ir  bubbles are present the pressure is lower, by an 
unknown amount, for a given load than i f  there are no bubbles. So 
any a ir  bubbles had to be removed. A second mylar sheet was placed 
on top of the c e ll,  which was then clamped between the 2 mylar
r r o -
sheets and cured according to the type of epoxy resin used, 
typ ica lly  ^ 2 hours at 80°C then 20 hours a t 120°C. Afterwards, 
the mylar sheets were removed and both sides of the cell roughened 
with abrasive paper then coated with a dispersion of jew ellers' 
rouge in methanol. When the la t te r  had evaporated the rouge 
formed a uniform layer with high fr ic tio n  to prevent slipping 
between the anvils and the gasket, 2 sheets of thin p lastic or 
mylar, with holes the size of the ring , were used to surround the 
cell and support and insulate the e lectrica l leads. F ina lly  the 
cell was placed centrally  between the 2 anvil faces.
The MgO-loaded epoxy resin gasket extrudes as the load is 
applied, and accordingly, the shear movement of the central epoxy 
resin, the pressure-transmitting medium, exerts a tensile stress 
on the c rys ta l. Eventually however, a t higher-loads the gasket 
locks onto the anvil faces by fr ic tio n  and a superimposed 
compressive stress comes into play. Above 25 kbar the pressure 
is a very close approximation to hydrostatic, when compared with 
the hydrostatic re s is tiv ity  variation of s i l ic o n ^ ^ *  103)^ 
Measurements were carried out with increase of load only, because 
samples tended to fracture on unloading since the gasket 
arrangement is not e lastic  and there are d iffe ren t stresses 
produced with loading and unloading.
6 .3 .1 .2  Pressure Calibration Of The Solid Cells
The pressure calibration for the larger, standard cell had 
been carried out by observing the load required fo r Bi and T1 to 
undergo phase transitions. The transition fo r Bi I - I I  occurs at
25.4 kbar, fo r Bi I I I - V  at 76 kbar, and fo r T1 I - I I  a t 37 kbar.
The calibration curve is approximately lin ear between these points. 
Using tungsten carbide or steel anvils gives a d iffe re n t 
calibration curve, since the higher compressibility of steel leads 
to lower values of pressure a t a given load.
Below 25 kbar the pressure calibration was estimated by 
comparing the results of piezoresistance measurements on GaAs 
crystals with measurements in the liqu id  medium (tru ly  hydrostatic) 
apparatus ^ .
The calibration curve is shown in Figure 6 .6 . Pressure 
reproducibility in the standard ring was estimated to be ± 2 kbar.
The smaller rings were calibrated by comparing measurements 
carried out on InSb samples in the pressure equipment described 
above and irr the smaltaring hand pump equipment developed fo r  
magnetophonon measurements. This w ill be described la te r .
6 .3 .2  Liquid Pressure-Transmitting Media In Solid Rings
The system in which samples are embedded in solid epoxy in 
the high pressure rings has three disadvantages. F irs t ly , a t low 
loads the pressure is not purely hydrostatic. Secondly, i t  is 
d if f ic u lt  to remove the sample from the epoxy for further 
investigations. F in a lly , the method is irreversib le -  measurements 
can only be made on loading.
The f i r s t  of these d iff ic u lt ie s  was overcome using liquid  
pressure-transmitting media in the ring , although the retrieval 
of the sample was often made impossible by the cell exploding on 
unloading. Both the standard and smaller rings were used with the 
liquid media, which was mostly liq u id , uncured, epoxy resin, or 
sometimes a 4:1 mixture of methanol: ethanol.
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FIGURE 6.6 THE PRESSURE CALIBRATION OF THE STANDARD CELL IN THE 
BRIDGMAN APPARATUS
The greater viscosity of the former made i t  the easiest to use
in practice. However i t  was s t i l l  not easy to use this technique
with the magnetophonon hand press apparatus. Measurements of the
re s is tiv ity  variation with pressure of a sample of n-type GaAs
using liquid ( I )  and solid ( I I )  media in the MgO-loaded rings are
shown in Figure 6 .7 . Compared with the results of P i t t ^ ^  and
Vyas et a l ^ ^  trap-out of carriers to impurity levels were an
important feature in the majority of samples investigated. In the
low pressure region, the gradual decrease in mobility is due to
the increase in the rc effective mass as the band gap increases.
1
The steep slope, where the m obility decreases re la tive ly  quickly,
indicates band transfer of electrons to the heavier mass Xc minima
1
I f  impurity levels are present then carriers are trapped out to 
these and the m obility decrease is more dramatic.
6 .3 .3 Optical Fibres In The High Pressure Systems
An important development was the introduction of optical 
fibres into the high pressure ring s y s te m ^ ^  so that 
photoconductivity measurements could also be made as a function of 
pressure. In addition, optical fib re  bundles have been passed 
through a lower anvil of the magnetophonon pressure apparatus 
described la te r .
Also, note that a piston and cylinder apparatus has been 
developed a t Surrey University enabling 8 kbar to be achieved 
using the 60 ton hydraulic press available. A sapphire window is 
provided on the piston face, and a bundle of optical fibres is fed 
through a central hole in the piston.
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6.4 MAGNETOPHONON HAND PUMP APPARATUS
The e lectrical techniques used in the measurement of the 
magnetophonon e ffec t a t atmospheric pressure are reasonably routine. 
However, such measurements a t high pressures and low temperatures 
present a number of problems. The foremost of these is the 
d iff ic u lty  of f i t t in g  the required system into the re la tive ly  
small bore of a magnet of high enough magnetic f ie ld .
The apparatus employed here was basically that f i r s t  used by 
P it t  e t a l ^ ^  changed to allow measurements to be made a t higher 
pressures and low temperatures. Indeed, the apparatus presented
r
here was modified to fa c il ita te  the measurement of the X effective
1
mass in GaAs, fo r which lower temperature and higher pressure was 
necessary compared to measurements of the effective m a s s ^ ^ .
The highly stressed sections had to be non-magnetic and were 
constructed from titanium, the strength of which rapidly increases 
at low temperatures and has no b r itt le -d u c tile  transformation.
The less highly stressed portions were made from non-magnetic 
aluminium.
Figure 6 . 8  shows the high pressure magnetophonon apparatus 
used. Two anvils were placed a t the bottom of a 22.3 cm long,
51 mm wide (outer diameter), blank ended titanium cylinder. The 
outer surface of the cylinder was covered with a thin mylar layer 
to provide insulation against the m etallic  magnet core i f  any of 
the sample leads were bared and touching the cylinder apparatus by 
mistake.
Various anvils were used. O rig inally these were made of 
titanium (titanium alloy 6A1-4V from Titanium Metal and Alloys 
Ltd.) but la te r tungsten carbide (P ro lite  grade PN 10(2/A), 5.5% Co
Ti RAM
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FIGURE 6 . 8  THE NON-MAGNETIC HIGH PRESSURE MAGNETOPHONON 
APPARATUS
binder) anvils held in stainless steel jackets were used. Because 
this la tte r  anvil system exhibited s light magnetic saturation, a 
correction had to be applied to the value of the magnetic f ie ld  
used in the magnetophonon calculations. The size of the f la ts  on 
the anvil faces were 1.5 cm. The lower anvils were modified 
compared to those used by P it t  e t a l ^ ^ .  Two grooves cut round 
the sides and lower face allowed the introduction of liquid  
nitrogen via a two-sectioned pipe f it te d  to the centre of the 
anvil's  lower face.
Samples were embedded in the high pressure MgO-loaded epoxy 
rings which were placed centrally between the anvil f la ts .  A 
chromel-alumel thermocouple embedded near the samples was used to 
monitor the temperature.
Leads from the samples were fed via 4 grooves round the side
and top of the top anvil then through a central hole in a 20 cm
long titanium plunger. The leads were then seated in 4 grooves 
rad ia lly  cut into the top face of the plunger.
In addition to the introduction of liquid nitrogen, the other
major difference to the experimental set-up of P it t  e t a l ^ ^  was 
the use of the smaller MgO-loaded epoxy rings, described e a r lie r ,  
to obtain higher pressures.
The pressure was applied via a small, compact titanium ram 
assembly which was capable of exerting a force of ^ 14 ton. This 
ram assembly was held in a small aluminium frame. Oil was supplied 
under pressure from an Enerpac (20 ton) hydraulic hand pump 
connected to an Enerpac gauge. The hand pump was connected to the 
ram via a fle x ib le  stainless steel tube.
The high pressure magnetophonon apparatus described above was
designed to be used with a 9 Tesla water-cooled solenoid magnet 
with its  axis v e rtic a l, a t the Mullard Cryomagnetic Laboratory 
at Oxford.
6.5 SAMPLE PREPARATION
Clover lea f shaped samples were prepared using e ither a 
photolithographic etching technique or by ultrasonic cutting. In 
the la t te r  case a brass cylinder with a clover lea f shape hollowed 
out from one end was screwed on to an ultrasonic v ib ra tor. The 
sample slice to be cut had its  substrate fixed to a glass slide  
with shellac wax, and was positioned under the cutting to o l. Fine 
granules of tungsten carbide in water were put on to the area to 
be cut and acted as the abrasive m aterial.
Ohmic contacts were made using several methods a fte r each 
sample had been thoroughly cleaned using methanol and 
trichloroethylene. F irs t ly , by m etallic evaporation, in which Au 
with 'v 5% Sn (fo r n-type m aterial) or ^ 5% Zn (fo r  p-type m aterial) 
was evaporated on to the sample which was masked with aluminium 
fo il to ensure that only the desired areas were contacted. A thin  
film  of Ni followed to help the contacts stick to the surface.
Then the deposited Au-Sn was alloyed in for typ ica lly  3 minutes a t 
525°C (GaAs), or 5 minutes at 450°C (InGaAsP).
Since phosphorus has a high vapour pressure and so can 
evaporate at high temperatures such as those used in alloying, 
InGaAsP samples could become depleted of phosphorus in this process 
To reduce this e ffe c t, these samples were alloyed in a glass capsul 
with an InP-lined in te r io r, and the samples were loaded into the 
alloying capsule with their epilayers covered by InP.
Secondly, Ohmic contacts were made by using a soldering iron
ju s t hot enough to melt Sn or an In-Sn alloy (fo r  n-type material)
or an In-Zn alloy (fo r p-type m aterial) and using the soldering
iron to attach the contact material to the sample. Then these
contacts were alloyed into the sample in a hydrogen/nitrogen
atmosphere a t a temperature ju st above the contact material melting
point fo r 2 minutes.
Thirdly, Ohmic contacts were made using ion implantation and
2
laser annealing. Samples were attached to 1 cm aluminium plates 
with s ilv e r dag. Aluminium fo il was used to mask the samples, with
holes made a t the positions where contacts were required, n-type
1 5 - 2  +GaAs samples received a dose of 1 - 1.5 x 10 cm of 100 keV Se
ions, at 8 ° to the surface normal to avoid channeling. The
irrad ia tion  was performed at room temperature. The samples were
then annealed using a multi-mode Q switched ruby laser. The energy
-2density was 0.84 J cm and the pulse width ^ 25 ns. Au-Sn was 
then evaporated on to the contacts and the samples were thermally 
annealed.
15 -2The Mn-doped InGaAsP samples received a dose of 1 x 10 cm
of 150 keV Zn~ ions, a t 8 ° to the surface normal, at room
temperature. Annealing was carried out as before, with an energy
-2density of 0 .8  J cm and pulse width ^ 25 ns. Au-Zn could then 
be evaporated on to these contacts and the samples thermally 
annealed.
Gold wires were generally attached to the sample contacts 
using a pulse tip  bonder, but sometimes gold or copper wires were 
soldered on.
CHAPTER 7
MAGNETOPHONON STUDIES OF THE PRESSURE DEPENDENCE OF THE EFFECTIVE 
MASS OF ELECTRONS IN INDIUM ANTIMQNIDE AND GALLIUM ARSENIDE
7.1 Introduction
There are many band structure parameters involved in the 
interpretation of carrier transport and the transferred electron 
effec t in semiconductors. One such important parameter is the 
electron effective mass, and a suitable means of determining this  
has been provided by the magnetophonon e ffec t. The semiconductor 
band structure varies considerably with pressure. Studies of the 
pressure dependence of the electron effective mass, m*, therefore 
affords a useful test of the J<.£ theories which d irec tly  re late  
~m* to the band gaps. Additionally, as. pressure is increased and 
those minima which were higher-lying a t atmospheric pressure are 
lowered, then i t  should be possible, in suitable materials, to 
measure m* in these minima.
The details of the high pressure magnetophonon apparatus 
used here were described in Chapter 6 .
7.2 MAGNETOPHONON MAGNETORESISTANCE MEASUREMENT PROCEDURE 
The magnetophonon magnetoresistance measurements were
carried out using the c irc u it developed by Stradling and W ood ^^  
in which the second derivative of the sample magnetoresistance was 
plotted as a function of the magnetic f ie ld  using an X-Y p lo tte r.
The d ifferen tiation  was accomplished by using two simple RC circu its  
to generate the second derivative of the magnetoresistance with 
respect to time whilst the magnetic f ie ld  was swept lin early  in time.
The d iffe ren tia l technique is very sensitive to any components of 
resistance which vary rapidly and so the magnetophonon oscillations  
are enhanced with respect to the slowly varying magnetoresistance 
background.
Measurements were made with samples in the transverse 
configuration. The magnetic f ie ld  was increased to 9 T in a 
continuous sweep taking typ ica lly  1 to 2 minutes, and then decreased 
in the same time. The extrema on the up and down sweeps were 
displaced re la tive  to each other because of the time constants 
involved in the d ifferen tia ting  and recording instrumentation.
The magnetic f ie ld , B^, for each magnetophonon peak, N, was taken 
as the mean of each of the two extrema positions on up and down 
sweeps.
I f  low temperature was required in the magnetophonon 
measurement, liquid  nitrogen was pumped round the pressure cell 
a fte r each required pressure had been attained. When the desired 
temperature had been reached,-the magnetophonon oscillations and 
other measurements were recorded, and then, when the pressure 
apparatus had reached room temperature again, the pressure was 
increased. The procedure was repeated until a number of 
measurements a t various pressures had been made.
The samples were mostly bar-shaped, typ ica lly  'u 1.5 mm long, 
with 4 contacts, but standard Van der Pauw clover lea f shapes 
were also used.
7.3 INDIUM ANTIMQNIDE
7.3.1 Experimental Results
InSb, with its  high mobility and low electron effective  mass,
is a convenient material in which to study the magnetophonon e ffec t.
The high purity n-type InSb used in this work was bulk grown
13 -3and had a conduction electron concentration of 5 x 10 cm and a
5 2 - 1 - 1mobility of 5 x 10 cm V s a t 77 K, and a conduction electron
l r  Q A O
concentration of 1 .6 x 10 cm” and a mobility of 7.6 x 10 cm 
V' 1 s_1 a t 300 K.
Good magnetophonon oscillations were observed as the
temperature was lowered, and the measurements were made a t ^ 160 K.
The oscillations remained clear a t pressures up to about 14 kbar. 
Figure 7.1 shows typical magnetophonon oscillations fo r InSb a t  
two pressures. The difference in the amplitudes a t the d iffe ren t 
pressures is due to a difference in the y gain of the X-Y p lo tter  
when each recording was made. Note that the values of magnetic 
f ie ld  indicated in Figure 7.1 are lower than the actual magnetic 
f ie ld  because of the magnetic saturation of the. anvils used in the 
pressure apparatus. Hence a value of ^ 0.178 T had to be added to 
each value of B^. Listed below in Table 7.1 are the values of 
(NB )^ used to calculate the effective masses given by the black 
circles in Figure 7 .2 . These (NB^)s are the mean values fo r  
several peaks.
PRESSURE
kbar
2.7 4.6 5.4 8 .1 1 0 . 8 13.5
( nbn)
T
3.562 3.936 3.943 4.312 4.850 5.239
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FIGURE 7.1 TYPICAL MAGNETOPHONON OSCILLATIONS IN THE MAGNETORESISTANCE 
OF InSb AT TWO PRESSURES AT i  160 K (TRANSVERSE 
' CONFIGURATION)
7.3.2 Analysis Of Results
In the case of a nonparabolic band the effective mass obtained 
by substitution of the experimentally determined values of (NB )^ 
into equation (5 .29 ), m* = e (NBn)/oj£, w ill be higher than the 
conduction band effective mass. With InSb the correction for 
nonparabolicity is much greater than that fo r GaAs, and in addition, 
with InSb the sp in-splitting is large, amounting to about one th ird  
of the Landau level spacing. Taking account of th is , the effective  
mass, m*n, a t the bottom of the nonparabolic band, calculated from 
the la s t magnetophonon peak (N = 1 ) ,  was given b y ^ ^
where Eq is the direct band gap, gQ is the spectroscopic sp littin g  
factor fo r the band edge electrons and y  ^ is the Bohr magneton
is calculated using the value of B^  at N = 1, that is the 
magnetophonon extremum due to scattering between Landau levels 
E (L = 0) and E (L = 1). The values of B^  a t N = 1 used in the
work presented here were estimated from the mean of values of
(NBjyj) fo r several peaks. Note that the peak at N = 2 corresponds 
to the resonance transition of electrons between the levels 
E (L = 0) and E (L = 2 ), N = 3 corresponds to transitions between
E (L = 0) and E (L = 3 ), and so on.
At atmospheric pressure this nonparabolic correction term is 
^ 1 6 ,  but the effect of pressure had to be considered.
Eq increases with increasing pressure. A value of
m*n = e <NBN> E0 (7 .1)
m,o
which is equal to 5.7883786 x 1 0 ~ 5 eV T ~ \ m*n in equation (7 .1)
—  I  » u
dEQ = 14.6 x 10' 3 eV kbar' 1 
dP
was used; as obtained from measurements of the pressure variation  
of re s is tiv ity  and carrier concentration, described in Chapter 8 . 
From Figure 4 .2 , EQ = 0.209 eV at 160 K and atmospheric pressure. 
gQ is pressure-dependent and was calculated f r o m ^ ^
%  = 2 1 -  E 2 Ap 0
3  En ( En + O '  0 v 0 0
(7 .2)
where Ep is the square of the momentum matrix element coupling the
conduction and valence band and aq is the spin splitting of the
valence band. The atmospheric pressure value of gQ fo r InSb is
'v -52 at 4 K and -74 a t 300 The pressure variation of
Art fo r InSb was not taken into account. The e ffec t of dA /dP o o
would have been negligible because of the re la tiv e ly  large value 
o f aq (~  0.81 eV) compared to E-* In these corrections Ep was 
assumed constant.
Buchenauer e t a l ^ ^  measured doi /dP = 0.16% kbar~* for
AJ
GaAs, and this value was used fo r InSb in this work. I t  is lik e ly  
the e ffec t fo r InSb is s lig h tly  d iffe re n t, but the values of 
dw /^dP are quite sim ilar fo r a number of materials lis ted  by 
Buchenauer e t a l ^ ^  and in an a rtic le  by M a r t in e z ^ ^ . The 
value of a t 160 K was taken to be 3.79 x 10 ^  rad. s~^  (39 ,93 )  ^
The effect of electron spin and the transitions between the 
Landau levels was considered, fo r example, by Lax et a l ^ ^ ,  and 
Stradling and W o o d ^). However, the la t te r  two authors inferred  
that the re lative  contributions of transitions in which spin was 
changed and transitions in which spin remained unchanged was
unknown. Note that since gQ is negative for InSb, +2gQygBEo 
corresponds to a lower energy than - 2g0nBBE0, and using +2gQyBBEo 
in equation (7 .1) gave values of the non-parabolicity correction
for InSb sim ilar to those o f Stradling and Wood(93)
F ina lly  the effective mass determined by the magnetophonon 
e ffe c t, m*yjp, was corrected fo r polaron enhancement. The relation
nr MP = m * 1 + na, (7 .3)
was determined experimentally by Mears et al ( 112) who found
n = 0 .8 , and a sim ilar relation was derived theoretically  by
Palmer(113) who found n = 0.73. This is in good agreement with
equation (5.34) (96) Hence
m1MP = m* 1 + a_E.
(7 .4)
was used in the work presented here. At atmospheric pressure
a *  0.016 for In S b ^ )  and a pressure variation of a of 0 .0 1 %
P P
kbar"^ was assum ed^^.
A fter the corrections were made, the pressure variation of 
the band edge electron effective mass m* was obtained and is shown 
in Figure 7.2 for two samples of InSb. This variation corresponds 
to
dm* = 6 . 2  + 0 . 2  % kbar 
dP
- 1
at a temperature of 'v 160 K.
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FIGURE 7.2 EFFECTIVE MASS VERSUS PRESSURE AT *  160 K FOR InSb
In InSb Eq »  EQ (see Figure 2.5) and equation (2 .4 ) ,  
the Hermann and Weisbuch^^^ re la tion , can simply be written  
neglecting the higher bands as
(7 .5)
which is the simple three band j<.£ theory result (equation (2 .3 ) ) .
-3 -1Assuming dEQ/dP = 14.6 x 10 eV kbar as derived in Chapter 8 , 
and Ep = 24 eV, the theoretical effective mass variation is 
obtained shown as a solid lin e  in Figure 7.2 , and this is  in very 
good agreement with experiment. This provides a good confirmation 
of the pressure calibration of the system.
These results are in good agreement with those of 
Itskevich et a l ^ ^  and Akselrod et a l ^ ^ ,  which were the f i r s t  
stress experiments involving magnetophonon measurements.
7.4 GALLIUM ARSENIDE
7.4.1 Experimental Results
Samples of high purity ep itaxial n-type GaAs grown on
semi-insulating GaAs were used, with conduction electron
14 -3concentrations of typ ica lly  'v 10 cm a t 300 K, and m obilities
2 -1
of around 8500 cm V s and above,, at 300 K, and around 
100,000 cm2 V' 1 s' 1 a t 77 K.
Reasonable measurements of the electron effective mass were 
made from magnetophonon oscillations up to a pressure of about 
22 kbar. Good traces were obtained a t room temperature. Figure
7.3 shows the measured magnetophonon oscillations in a GaAs
%  = 1 + 5e
m* 3
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FIGURE 7.3 TYPICAL MAGNETOPHONON OSCILLATIONS IN THE MAGNETORESISTANCE 
OF GaAs AT TWO PRESSURES AT *  300 K (TRANSVERSE 
CONFIGURATION)
sample at two pressures. As in the InSb case, the magnetic f ie ld  
values indicated in Figure 7.3 are lower than the actual magnetic 
f ie ld  by a value of *  0.178 T. Listed below in Table 7.2 are the 
values of (NB )^ used to calculate the e ffective masses given by 
the black circles in Figure 7.4 . These (NB^)s are the mean values 
fo r several peaks.
PRESSURE
kbar
0 2.7 5.4 5.4 8 .1 1 0 . 8
( nbn)
T
22.46 22.75 23.07 23.33 23.52 23.77
PRESSURE
kbar
13.5 16.2 18.9 18.9 18.9 2 1 . 6
( nbn)
T
24.28 24.89 25.54 25.43 25.24 25.81
TABLE 7.2
7.4 .2 Analysis Of Results
The analysis fo r the GaAs results-was sim ilar to that for 
the InSb. The effect of nonparabolicity was taken into account 
by using equation (7 .1 ) . At atmospheric pressure this 
nonparabolic correction term is ^ 4|% for GaAs.
The pressure coeffic ient dEQ/dP has been measured by 
Welber e t a l ” 15) and can be taken to be
. dE0 = 11.5 x 10" 3 eV kbar' 1 
dP
This value is in good agreement with other reports of this
coeffic ient, and was used in the calculations presented here,
with an atmospheric pressure value of EQ = 1.435 eV a t 300 K.
, gQ and its  pressure-dependence was calculated using
equation (7 .2 ) ,  although the effective g value in the conduction
band of GaAs is only ^ 0 .5 ,  and consequently the spin s p littin g
of the Landau levels is more than f i f t y  times smaller than the
spacing between individual Landau levels. The pressure variation
of aq has been measured by Melz and O rten b u rg er^^  to be 
- 3 - 11.4 x 10 eV kbar and this was used here, with a value of 
Aq = 0.34 eV a t atmospheric pressure. Ep was assumed constant in 
these corrections.
F inally  a value of dw /^dP = 0.146 % kbar~* was taken as 
measured by Trommer et a l ^ ^ ,  with = 5.59 x 10 ^  rad. s”^
at atmospheric pressure.
Equation (7 .4) was used to correct fo r polaron enhancement.
At atmospheric pressure cip =* 0.06 fo r G aA s^) and a pressure 
variation of ap of 0 . 0 1% kbar"^ was assumed, according to 
P it t  e t a l ( 105L
The variation of the effective mass ratio  m*/m0 with pressure, 
afte r corrections, is shown for four samples in Figure 7.4 . The 
change is
dro* = 0.63 + 0.05 % kbar”  ^
dP
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FIGURE 7 .4  THE VARIATION OF THE EFFECTIVE MASS RATIO ra*/n»0 WITH PRESSURE, 
AFTER CORRECTIONS, FOR GaAs (300 K). CURVES I ,  I I  AND I I I  ARE 
VARIOUS THEORETICAL VARIATIONS
In order to obtain a theoretical interpretation o f these 
results the J<.£ method as presented by Hermann and Weisbuch^^ 
was considered, as given by equation (2 .4 ). This can be written  
as
m = 1 +
_2. _P
m* 3
2 +
+ A o o
• E 2 +
Eo-Eo E0-VE0j
-  2 (7 .6)
The energy levels are illu s tra ted  diagrainnatically in Figure (2 .5 ). 
Hermann and Weisbuch concluded that fo r GaAs Ep = 28.9 eV and
Ep = 6 ^  .
In order to calculate the pressure variation of the parameters 
shown in equation (7 .6) a combination was employed of the approaches 
adopted hy Cardona^^), Van V e c h te n ^ - ^  and Law aetz^) and the 
experimental values of dEQ/dP and dAQ/dP of Welber e t a l ^ ^  and
Melz and Ortenburger (116) respectively. Using the approach of
Van Vechten and Lawaetz Eq is given by
eo = K h >2 + <c'> f  = ‘o,h (S i)
dc . Si
-1.92 + (C y (7 .7)
where En u(Si) is the value of E^  . fo r s ilico n , d is the interatomic o,rr ' o,h
spacing and d^. is that of silicon at atmospheric pressure. That is 
d^. is independent of pressure. C = 1 .2 5 C ^ ) ,  with a zero pressure 
c o e f f ic ie n t^ ) .  With EQ ^ (S i) = 3.4 e V ^ ) ,  d iffe ren tia ting  
equation (7 .7) with respect to pressure, P, leads to
-119-
_ l
dE  ^ = 22.1952 "d " -4.84 11.56 “ d " “ 3 ‘ 84 + (1.25C)2 2 d(d/ds i )
dP dc . _ Si_ _dSi_ dP
The compressibility, Ky, is defined as
V dP
(7 .8)
(7.9)
where V is the volume of m aterial. Assuming a cube of material 
with sides of length nd, where n is a large number, then
3V = (nd)
Substituting (7.10) into equation (7 .9) gives
(7.10)
dd = -  Kv d 
dP "T"~
(7.11)
for the rate of change of interatomic spacing with pressure. 
Substituting equation (7.11) into equation (7 .8) leads to
dE  ^ = 7.3984 Ky "d " -3.84 11.56 "d " - 3 - 8 4  + (1.25C)2"
dP dc . .  Si_ dc -. Si_
_ _ i_
a
(7.12)
-3 -1With the compressibility of GaAs equal to 1.34 x 10 kbar , and
0 0 H91values of d and d^ .. equal to 4.626 A and 4.444 A respectively^ ' ,
*
the pressure coeffic ient of EQ is given by
. dE  ^ = 1.8 x 10‘ 3 eV kbar- 1  
dP
According to Lawaetz (13)
Using this and the value of dAQ/dP of Melz and Ortenburger^113^, 
then
dAQ = 0.9 x 10" 3 eV kbar" 1 
dP
The variation of Ep and Ep with pressure have not been measured,
to date. According to Cardona(118) they would be expected to be
inversely proportional to the square of the la ttic e  spacing and 
from equation (7 .11 ),
dd = -  2.1 x 10" 3 A kbar" 1 
dP
-1which leads to an increase in E and E of 0.1 % kbar . However,
r  r
Lawaetz^13) suggests that the e ffec t of d-core electrons must be 
taken into account. Therefore, using the approach of Van Vechten
Ep can be given by(13)
EP = y si) 1 + «c (D -  1) dSi
i Q
.
1
(7.14)
where E (S i) is the value of E„ fo r s ilicon and a„ is a constant pv ' p c
of order unity. The term (D - 1) which takes into account d-core 
electrons also appears in calculations of the direct band gap and
its  pressure coefficients as given by Camphausen et al 
these the following can be obtained^3):
Y n  ^ - i X
(78) From
(D - 1) = RA
where Y = 13.3 and X = 2.1.
dc .L Si J
D - f i ] (7.15)
is a constant and f .  is the fraction of ionic character, or 
io n ic ity , defined by Phillips^13) as
q  = C2 (7.16)
( Eo ,h ) 2 + C2
where C is the io n ic ity  parameter, defined in equation (2 .6) and 
Eq  ^ is the homopolar contribution to the band gap the magnitude 
and pressure coefficients of which can be calculated from 
equation (2 .9 ) , EQ  ^ = Eq ^(S i) (d/d<*.) and equation (7.11) as
dEo ,h = 3 - 7 58  v
dP
(.19)
dc . Si
-2.75 (7.17)
where EQ ^(S i) = 4.1 eVu  . The pressure variation of (D -  1) can
be obtained from d ifferen tia tion  of equation (7.15) with respect to
pressure (see equation (8 .2 0 )). The pressure variation o f C, the
ionic contribution to the band gap,, can be taken as zero^3 .^
Taking ac = 1.23 according to Lawaetz^113) i t  can be calculated
that £ l  + «c (D -  1) jj decreases by 0.09% kbar 1 while (d^./d)^
increases by 0 . 1% kbar” 1 resulting in a negligible change in Ep
*
with pressure. A sim ilar change in Ep is expected.
Now, dm*/dP was calculated using equation (7 .6 ) and the 
results are shown by the dotted lin e , curve I ,  in Figure 7.4 . 
Clearly there is quite a large discrepancy between experiment 
and theory. I t  is therefore interesting to modify equation (7 .6 ).
** u
F irs tly  the E and C (= - 2) terms in this equation were neglected,
r
that is the effect of the higher minima. The new value of E was
P
calculated d irectly  from the measured value of m* a t atmospheric
pressure and the resu lt is given by curve I I  in Figure 7 .4 . I f  
the effec t of d-core electrons is also now ignored and Ep is 
allowed to increase by 0 . 1% kbar-1 as o rig in a lly  suggested by the 
work of Cardona then the broken curve I I I  in Figure 7.4 is obtained 
and this can be considered to be in re la tive ly  good agreement with 
the experimental results.
I t  is of considerable in terest that the results presented 
here agree re la tiv e ly  well with the simpler k . p  theory but that 
this agreement steadily worsens as more recent refinements to the 
theory are introduced.
a
The least well known parameter in equation (7.6) is E and
r
i t  is interesting to calculate what pressure variation of Ep would 
be required to give agreement with the experimental results. The 
change derived is 3% k b a r" \ which is very large compared to the 
0.1% kbar”  ^ suggested by Cardona's work and the 0.01% kbar"* 
calculated on the more detailed theory of Lawaetz.
In the above analysis the weakest experimental link  is 
probably the determination of the absolute values of the pressure. 
This has been achieved by calibration of the epoxy-loaded MgO cell 
as a function of the load by comparing changes in a variety of 
semiconductor parameters using the magnetophonon pressure apparatus 
with those observed using liqu id  pressure transmitting media in the 
piston and cylinder apparatus and Bridgman anvil apparatus at 
Surrey University and at the S.E.R.C. high pressure fa c i l i ty  at 
S .T .L .. In particular the results with InSb samples were used in 
this ca libration. Additional experimental uncertainty is then 
added by deriving the value of EQ from the measured pressure 
coefficient of Welber et a l ^ ^ .  A fa r  better arrangement would
clearly be obtained by d irec tly  measuring EQ and m* using pressure 
as the dummy variable. To this end an optical fib re  has been 
introduced into the magnetophonon pressure apparatus through a 
lower anvil. Using this system the movement of the photoconductive 
edge with pressure has been clearly observed at Surrey University 
and preliminary measurements of the movement with pressure of the 
photoconductive edge and effective mass simultaneously have been 
made at the Clarendon Laboratory, Oxford.
Above a# 22 kbar the magnetophonon oscillations became too 
noisy for re liab le  calculations of m* to be made, and the re s is tiv ity  
started to increase by orders of magnitude. This is interpreted 
as due to trap-out to impurity levels below the minima as has 
already been reported by P it t  and L e e s ^ ^ .  Assuming band 
crossing at 32 kbar as reported by them and an in i t ia l  sub-band 
gap of 0.48 eV as given by Aspnes^^ then the sub-band gap at 
22 kbar is 0.15 eV. Assuming transfer to the levels occurs from 
electrons with kgT of energy places the levels a t approximately
c
0.124 eV below the A^  minima. This is in reasonable agreement 
with the results of P it t  and Lees and is one confirmation that the 
pressure calibration used is correct.
I t  was hoped that measurements of the electron effective  
mass in the Ac minima could have been made, once these minima
l
were the lowest, above 32 kbar. However, although not proving 
this to be impossible, i t  was shown to be practica lly  very 
d if f ic u lt .  A variety of high purity samples have now been 
measured and a ll showed the trap-out mentioned. Such levels 
almost certainly ex ist therefore in commercial GaAs Gunn effect 
oscilla tors, and i t  would be interesting to speculate about the ir
possible influence i f  the minima are involved in the Gunn 
effect as some calculations have suggested.
7.5 CONCLUSION
cThe variation of the r e ffective  mass with pressure has 
been determined in InSb at *  160 K to *  14 kbar and in GaAs at 
^ 300 K to *  22 kbar. The pressure coefficients obtained are:
InSb (160 K): dmf_ = 6.2 + 0.2 % kbar' 1
dP
GaAs (300 K): = 0.63 + 0.05 % kbar' 1
dP
I t  should be noted that more scatter exists in the GaAs 
results of Figure 7.4 than those of InSb in Figure 7 .2 . The 
electron m obility and hence wct is greater in InSb than in GaAs, 
and consequently Landau levels are more readily set up in the 
former. This leads to better defined magnetophonon oscilla tion  
extrema fo r InSb and therefore less error in the effective mass 
estimation.
Another source of error in these experiments is the 
positioning of the samples in the pressure cell with respect to 
the anvils and the magnetic f ie ld .
CHAPTER 8
VARIATION OF MOBILITY WITH EFFECTIVE MASS
8.1 Introduction
The total scattering rate for charge carriers in a material 
can be calculated using Matthiessen's ru le ^ 2  ^ in which the total 
scattering rate is simply the sum of the scattering rates related 
to each scattering mechanism. This results in the overall mobility 
y ^ ^  being given by combining individual m obilities y . by 
( y ^ ) " ^  = J (y-j)"*- R od e^) considered the errors in using 
Matthiessen's rule in some binary compound semiconductors. However, 
Pearsall e t a l ^ 2^  concluded that this rule could be used to 
in terpret mobility data for the ternary alloy GaQ 4711^  53AS given 
by Takeda and Sasaki^2^ .  Marsh et a l ^ 22  ^ used Matthiessen's 
rule to determine the parameters fo r best f i t  to the experimental 
variation of mobility with temperature and then used these parameters 
in th e ir Monte Carlo program to reconstitute the temperature 
variation of m obility. They concluded that the agreement between 
the experimentally measured and the computed m obilities was 
"invariably close". I t  seems reasonable therefore to use 
Matthiessen's rule as a simple analytic technique. Moreover, 
Matthiessen's rule allows clear graphical displays of the mobility 
lim its  associated with each individual scattering mechanism.
8.2 MEASUREMENT PROCEDURE
The standard Van der Pauw techn iqu e^) was used fo r  
re s is tiv ity  and Hall e ffect measurements. The clover lea f shaped 
sample and the c irc u it used for these measurements is shown in
Figure 8 .1 .
A constant current, I $ , of typ ically  1 or 2 mA was passed 
through the sample using a bank of batteries and a 10 kft 
resistance decade box in series to act as a current adjuster. A 
d ig ita l multimeter across a standard 1 ft resistor monitored the 
sample current. The output voltage from the sample was measured 
by a Keithly 172 d ig ita l multimeter. A 4-port/12 terminal switch 
in the c irc u it allowed measurements to be made across d iffe ren t 
lobules around the clover lea f and with current reversal. Eight 
resistance measurements including current reversal, and four Hall 
voltage measurements including current and magnetic f ie ld  reversal, 
were made. The magnetic f ie ld ,  B, was typ ica lly  ^ 1 kG supplied 
from the toroid described in Chapter 6 .
For re s is tiv ity  measurements the mean of the eight resistance 
readings were taken, and the re s is tiv ity , ^calculated fro m ^ ^
IT t rab, cd + rbc,da f rab, cd
In 2 2 . rbc, da .
where t  is the thickness of the sample (the epilayer thickness i f  
the material is e p ita x ia l) , and R^ g is the mean resistance 
obtained by passing a current in both directions through contacts 
A and B and measuring the potential difference across C and D.
RBC DA 1S s1mi' 1arly defined. The function f  is given graphically  
by Van der Pauw ^^, and is equal to unity to within ^ 1% fo r
ratios of R^ g CD^ RBC DA e^ss t *ian *  ^  ~  ^ was taken f ° r  the
samples investigated here.
The Hall voltage, V^, was calculated from the mean of the 
four Hall voltage readings, and the carrier concentration, n or p,
k  V D ■ VC  j\
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FIGURE 8.1 CLOVER LEAF SHAPED SAMPLE AND THE CIRCUIT USED FOR 
THE LOW FIELD (RESISTIVITY AND HALL VOLTAGE) 
MEASUREMENTS
derived from
n or p = B I, (8 . 2)
where is negative for electrons and positive fo r holes. The 
Hall m obilities, (uH)e (electrons) and (yH) h (holes) were then 
calculated from
( V e  = re )
n e p
( V h  " rh
p e p
(8 .3)
rg and r^ were discussed in Chapter 5
8.3 PRESSURE DEPENDENCE OF ELECTRON MOBILITY IN INDIUM ANTIMONIDE
8.3.1 Introduction
A study was made of the pressure dependence of the re s is tiv ity  
and Hall constant of InSb, at room temperature, using samples of 
the high-purity InSb used in the magnetophonon measurements 
described in Chapter 7. The re s is tiv ity  and Hall constant were 
measured to 15 kbar using the piston and cylinder liquid  medium 
apparatus at the S.E.R.C. fa c il i ty  a t S .T .L ., Harlow. The results 
were used as one means of determining the pressure-load calibration  
of the magnetophonon pressure apparatus.
8.3 .2  Experimental Results
The measured variation of carrier concentration, n, with 
pressure is shown in Figure 8.2 fo r two samples of InSb. Figure
8 . 3  shows the measured variation of re s is tiv ity ,, p with pressure 
for the same two samples, and the measured variation in Hall 
m obility, y^, with pressure is shown in Figure 8 .4 . The values 
of p^  and y^ are normalized to the atmospheric pressure values 
for each sample. The agreement between the measurements of the 
two samples is good.
8.3 .3 Analysis Of Results
In such high purity InSb the material remained in tr in s ic  
even to 15 kbar. Under these conditions the H all constant w ill 
be given by^®^
RH = UH = p v h " n  ^ e (8 -4)
a  , . x2e (p yh + n y0)
assuming r^ and re to be equal to unity (see Chapter 5 ). y  ^ and 
yg are the hole and electron m obilities respectively. However, in 
InSb yQ »  y  ^ and therefore i t  may be assumed that the measured 
y  ^ is equal to. y0 .
The total conductivity may be written in the form
a = n e y e + p e y h ( 8 . 5 )
The high purity InSb used remained in trin s ic  under the conditions 
existing in these measurements and therefore p = n. However, 
since yg »  y^ the effect of holes is not as important as the
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effec t of electrons, except in th e ir  influence on through 
electron-hole scattering as discussed la te r .
The in trin s ic  carrier concentration, n.., is obtained from 
equations (4.11) and (4 .12):
n . =  n p = Ny exp - E
kB T
(8.6)
or
ni = (Nc Ny)2 exP -E .
2 k B T
(8 .7)
and Ny are the effective density of states in the conduction 
and valence bands respectively, given by
Nc = 2 2 it (« *D)e kB T (8 .8)
N„ = 2 2 ir (m*D)H kg T (8 .9 )
where (m*p)e and are the density of states e ffective  masses
of the conduction and valence bands respectively. Using equation 
(8 .7 ), keeping Ny constant and using the measured pressure 
variation of electron effective mass (Chapter 7) to calculate the 
change of N^  with pressure, the data in Figure 8.2 yielded
r»
In this in trin s ic  case, the re s is tiv ity  p can be written as
r  rp = Pq exP -  Eo
2 kB T
(8. 10)
where is the re s is tiv ity  at atmospheric pressure. Using this 
the data in Figure 8.3 gave
dE = 14.7 x 10' 3 eV kbar' 1 
dP
The two values of dEQ/dP are in good agreement with each 
other, and the following was used in Chapter 7 as the pressure 
coeffic ient of EQ for InSb:
dE = (14.6 + 0.2) x 10' 3 eV kbar' 1 
dP
I t  should be noted that, since is dominated by polar optical 
scattering in which « (m*) /z  -j^s decrease with pressure tends 
to somewhat cancel the contribution to the conductivity of the 
increase with pressure of the density of states in which 
Nq « (m*) .
The electron mobility at room temperature in InSb was 
assumed to be controlled by two dominant scattering mechanisms, 
namely polar optical and electron-hole scattering. F irs t ly , the 
m obility lim it due to optical scattering can be w ritten a s ^ ’ ^
( ^ P O  = 0-199 e
2
m*e 2 ( 1 0 22M )(1 0 23!J)(1 0 ' 13Ujl) T'
e* 300
V
2 .
|exp (z)-l|G (z)
(8.11)
where the parameters were defined fo r equation (3 .1) with m*e the 
electron effective mass, and the values used fo r InSb were as 
follows e*/e  = 0 .16, M = 9.81 x 10' 23 g, !J = 6 . 8  x 10' 23 cm3 and 
^  (P = 0) = 3.72 x 1013 rad. s '1.
Secondly, electron scattering by holes was considered. This 
was done assuming the Brooks-Herring formula for scattering by 
ionized im purities^6*27)^ This can be ju s tif ie d  since the 
effective mass of the electrons is much less: than that of the 
holes. Then the mobility l im it  due to electron hole scattering can 
be written
(ve)EH = 3-28 x 10,5 % ^ In (1 + b) -  b 
1 + b
- i- l (8. 12)
where ,14 -1b = 1.29 x 10 ^  n" [m*e/ m0J T
where n is the electron density (which equals the hole density) in 
cm
The previously derived measured variation of n with pressure 
(Figure 8.2) was used, along with the measured variation of m* 
with pressure (Figure 7.2) suitably adjusted to include 
nonparabolic and temperature effects. A value o f dw /dP = 0.16%
Xr
kbar*^ was assumed as discussed in Section 7 .3 .2 . The calculated
variation of normalized mobility with pressure, using equations 
(8.11) and (8.12) is shown by the fu ll  curve in Figure 8.4. As 
can be seen, there is good agreement between theory and experiment.
A self-consistent picture emerged fo r the interpretation of 
the results for InSb obtained using both the liquid  and solid  
pressure-transmitting media. These results were used in the 
calibration of the magnetophonon pressure apparatus.
8.4 PRESSURE DEPENDENCE OF ELECTRON MOBILITY IN THE QUATERNARY
ALL0Y »»i . W h
8.4.1 Introduction
The electron mobility in the quaternary semiconductor alloy  
In-,_ Ga AS /Pi has been previously studied^23-125) ^  ^  function
I " X  X  y  I “ Jr
of both temperature and alloy composition. The experimentally 
determined mobility of samples lattice-matched to InP substrates 
does not vary lin early  with the a lloy composition parameter y , but 
exhibits a marked downward b o w i n g ^ S i n c e  i t  has been 
s h o w n t h a t  the electron effective mass in these alloys varies 
almost lin early  with y , then the observed m obilities have to be 
explained in terms of the scattering processes in the m aterial.
The temperature dependence of the m obility provides an indication  
of which scattering processes are sign ifican t. Figure 8.5 presents 
experimental d a t a ^ ^  fo r the electron mobility at temperatures 
from 77 to 300 K for two quaternary alloy layers grown by liquid  
phase epitaxy in the manner described by Greene et a l ^ ^ .
Figure 8.5(a) shows data fo r a quaternary sample with y = 0.5 and
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(a) y = 0 .5 , n (300 K) = 2.1 x 1016 cm' 3
n (300 K) = 2.1 x 10^  cm”'*, and Figure 8.5(b) shows data for a 
sample with y = 0.91 and n (300 K) = 2.8 x 10 ^  cm”'*. In
addition, the Figure shows how these m obility data can be matched
theoretically  by a combination of three scattering mechanisms, 
using Matthiessen's ru le. The electron effective masses m*. were 
taken to be 0.06 mQ for y = 0.5 and 0.0448 mQ fo r y = 0.91 as 
measured by Nicholas et a l ^ ^ .  The mobility l im it  imposed by 
polar optical phonons was calculated on the basis of a single
phonon of 442 K, which was derived from a linear interpolation of
data fo r binary materials. F a irly  recent in fra-red re fle c tiv ity  
m easu rem en tsh ave  indicated that such an interpolation is a 
good f i r s t  approximation. Although the electron m obilities in 
many binary compound semiconductors in the temperature range 77 to 
300 K ean be interpreted simply in terms of polar optical (P0) and 
ionized impurity ( I I )  scattering, no value of the ionized impurity 
concentration was able to provide a satisfactory f i t  to the 
experimental data presented in Figure 8 .5 . However, a calculated 
curve closely matched to the experimental data was obtained by 
the inclusion of a third scattering mechanism with a m obility lim it  
proportional to T~^.
The theory of a lloy scattering developed L ittle john  et a l ^ ^  
predicts this type of temperature dependence, but at least one 
alternative mechanism, space charge s c a t te r in g ^ ) , is sim ilar in 
this respect. The calculated lim its  (ye)AL and (ye)sc imposed on 
the mobility by the mechanisms o f a lloy  and space charge scattering 
respectively do, however, d if fe r  in the ir dependence on effective  
electron mass, as follows:
where the parameters were defined in Chapter 3.
The application of hydrostatic pressure to a semiconductor 
increases the d irect band gap, EQ, and therefore m*e which can be 
evaluated by the k .p  method described in Chapter 2. So the use of 
pressure can help to distinguish between the two scattering  
mechanisms.
Table 8.1 lis ts  the values of parameters of binary compounds 
used as a basis for interpolated estimates of parameters in the 
quaternary a lloy , and fo r the electron (and hole) m obilities .
8.4 .2 Direct Band Gap Pressure Coefficients
The rate of change of EQ with pressure fo r a ll four binary 
compounds InP, InAs, GaP and GaAs is approximately 10 yeV bar”^ ^ ,  
so the application of pressures of a few kbar is predicted to 
produce appreciable changes in m*e in the quaternary alloy
I nl_xGaxASyPi_y which can, in a sense, be thought of as a mixture 
of those four semiconductors.
P a t e l m e a s u r e d  the pressure dependence of the 
photoconductive edge using a piston and cylinder apparatus with a 
sapphire window. Light from a spectrometer was guided through the
TABLE 8.1
VALUES OF PARAMETERS OF BINARY COMPOUNDS USED AS A BASIS FOR 
INTERPOLATED ESTIMATES OF THE PARAMETERS' IN THE'QUATERNARY ALLOY
In As InP GaAs GaP
a x 1010 (m) 6.059 5.869 5.654 5.451
x TO6 (bar-1 ) 1.72 1.38 1.34 1.13
e*/e 0 . 2 2 0.27 0 . 2 0 0.24
m*HH/mo 0.60 0.85 0.62 0.79
m*LH/m0 0.027 0.089 0.074 0.14
e (K) 350 498 421 582
M x 1026 (Kg) 7.4 3.99 5.92 3.515
eo 14.55 12.35 12.9 1 1 . 1
u (m s ) 3090 3810 3900 4760
p (Kg m-3 ) 5667 4787 5307 4130
eac <eV> 3.2 3.6 3.5 3.5
enpo (eV> 5.7 6.3 6.5 6.7
A0 (eV) 0.38 0.13 0.34 0.08
Generally, the units used above permit the parameters to be d irec tly  
applied to the mobility equations in Chapter 3 to give m obilities in
“  I H  1 “
high pressure cell to the sapphire window using an optical fib re  
bundle. The lig h t was chopped a t a fixed frequency between 15 and 
200 Hz and standard phase sensitive detection techniques were 
employed. D irect interband transition was well defined by a sw ift 
rise in the photo-current. The change in the photoconductive 
edge with pressure was negligible so dEQ/dP could be measured 
quite accurately without knowing the absolute value of Eq from
_3
the edge shape. dEQ/dP was found to vary from (8.5 + 0 .5) x 10 
eV kbar"^ a t y = 0 to (12.5 + 0 .5) x 10"^ eV kbar"^ at y = 1, as 
shown in Figure 8 . 6 . The dashed line  in this Figure is the resu lt 
of a linear interpolation procedure to calculate the quaternary 
pressure coefficients from the binary values. Clearly this does 
not give good agreement with the measurements. To explain the 
results a theoretical determination of dEQ/dP was undertaken by 
the authors o f Reference 104 using the quantum d ie lec tric  theory of 
P h i l l i p s ^ 5^ ^  and Van. V ech ten ^”^  (see Chapter 2) as follows.
Using equation (2 .16),- E- is given by
where EQ^  and aEq depend on the nearest neighbour distance d 
according to
l
Eo = [ Eo,h -  (°AV -  ■» AEo ]  I 1 + <C/ Eo,h ) 2 ] 2 (8-15>
(8.16)
(8.17)
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where is the nearest neighbour distance in silicon a t 
atmospheric pressure. Since EQ  ^ and AEQ depend only on la tt ic e  
spacing they can be taken as equal to the values of EQ  ^ and 
aEq fo r InP (the substrate m aterial) across the alloy range at 
atmospheric pressure. The term (D^y -  1) aEq allows fo r the 
narrowing of the band gap due to d-core electrons and was 
determined using
Dav =• I  [D, (1 -  x) + D2 x] + |  [d2 y + D3 (1 -  y )] (8.18)
where D-j, and Dg are the D values fo r InSb, GaAs and A1P
respectively as given by Van Vechten and Bergstresser (19) (Table
2 .2 ). dEQ/dP was given by Camphausen e t al 
of equation (8.15) as
(78) b y  d i f  fe ren t i  a t i  on
dE = 
0 1 + ~C
2 "
1
2 dE0)h -  AE0 d(DAV -  1 ) -  (Dav -  1) dAEo'
dP _E°,h_ ■ dP dP dP
1 + -,2'o,h
1 dC - 1 dE
C dP
o,h
‘o,h dP
(8.19)
The magnitude of C was obtained d irec tly  from the measured values 
of Eq at atmospheric pressure using equation (8 .15).
Camphausen et al (78) argued that dC/dP = 0 or is at least negligible
To determine the pressure dependence of D^y, d iffe ren tia tion  of 
equation (7.15) with respect to pressure P leads to
using dEQ ^/dP (equation (7 .17)) and dd/dP (equation (7 .1 1 )),
(see Section 7 .4 .2 ) , and a linear interpolation of the measured 
compressibilities for the constituent binary compounds was assumed 
(using values given by Camphausen e t al^®^ lis ted  in Table 8 .1 ).
Best overall f i t  with Y = 13.3 and X = 2.1 in equations (7.15) and 
(8 . 2 0 ) was given by considering the measured pressure coefficients of 
Ge, InP, ZnS and GaAs. The value of dEQ/dP shown by the fu ll curve 
in Figure 8 . 6  was c a lc u la te d ^ ^ , giving fa ir  agreement between 
theory and experiment.
8.4 .3 Experimental Results
Hall e ffec t and re s is tiv ity  measurements were made at S.T.L. 
on Van der Pauw clover lea f samples of n-type In-j_xGaxAsyPi UP 
to 16 kbar in the piston and cylinder liquid medium apparatus 
described in Section 6 .2 , with a magnetic f ie ld  of *  0.1 T, at 
room temperature. Figures 8.7 and 8 . 8  show the m obility re la tive  
to that at 1 kbar fo r two quaternary compositions. One, with 
y = 0.5 (actual values used ranged from y = 0.50 to 0.53)
(Figure 8 .7 ), represents the composition at which the additional 
scattering mechanism (with mobility « T~^) is most dominant. The 
other, with y = 0.91 (Figure 8 . 8 ) ,  was chosen because dm*e/dP, is 
greatest a t large values of y. The measured m obility changes were 
reversible and repeatable and an example of the la t te r  is shown 
in Figure 8.7 , where the data represented by black and white 
squares are fo r two separate experimental runs using the same sample.
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The carrier concentration, n, remained constant to within 
experimental error in the temperature and pressure ranges employed.
8 .4 .4  Theoretical Results
Theoretically predicted m obility changes associated with 
either alloy scattering (solid curves) or space charge scattering  
(dashed curves) are also shown in Figures 8.7 and 8 . 8 . The 
calculation takes into account not only equations (8.13) and 
(8.14) but also contributions of polar optical phonon scattering 
(equation 3.1) and of ionized impurity scattering (equation 3 .7 ) , 
using a constant ionized impurity concentration derived from the 
measurement of mobility in the temperature range down to 77 K.
I t  is clear that the experimental mobility data are in much 
better agreement with the predictions based on alloy scattering  
than with predictions based on space charge scattering. The 
reproducibility of measurements with each individual sample is 
much better than the estimated possible error indicated in the 
Figures and the s ligh t but d is tin c t curvature predicted by the 
theory is found. This suggests that the mobility changes are 
indeed prim arily related to the changes in electron effective  
mass, as assumed.
I t  can therefore be concluded that both the temperature 
dependence and the pressure dependence of the electron m obility  
in In-|_xGaxASyPi_y can be interpreted in terms of the alloy  
scattering mechanism combined with scattering by polar optical 
phonons and ionized impurities.
Note that when the measured Hall mobility is analysed in 
terms of the individual theoretical mobility lim its  fo r each
scattering mechanism i t  is assumed that the Hall m obility is 
equal to the d r i f t  m obility. This is a valid  assumption in the 
temperature range considered, according to results of 
Greene et a l ^ 2^ ,  Marsh e t a l ^ 22  ^ and Bhattacharya et a l^ 3 0 )# 
F in a lly , i t  should be noted that the values of a ll the alloy  
scattering potential fo r electrons, All in equation (8.13) were 
taken as ^ 0.66 eV fo r y = 0.5 and ^ 0.71 eV fo r y = 0.91 ^ 27^.
8.5 PRESSURE DEPENDENCE OF HOLE MOBILITY IN THE QUATERNARY 
ALLOY I n1- xGaxAsyP1-y
8.5.1 Introduction
The hole m obility in the quaternary semiconductor
I nl»xGax^syPl-y  Tattl*ce“matched to InP (y - 2 . 1  x) has been 
reported previously^3^  as a function of composition y and temper­
ature T. Hall e ffec t and re s is tiv ity  measurements had been 
H27 1311carried outv 9101J on Van der Pauw clover le a f p-type samples
of In-, Ga As..P-, over a range of temperatures, from 77 to 300 K. i “"X x y i ~y
Figure 8.9 presents mobility d a ta^27  ^ a t normal atmospheric 
pressure fo r two samples as a function of temperature. Figure 
8.9(a) shows data fo r a Zn-doped sample with y = 0.64 and
ID o
p (300 K) = 2 x 10 cm , and Figure 8.9(b) gives data for a 
Mn-doped sample with y = 0.8 and p (300 K) = 5 x 10^6 cm-3 . The 
experimental m obility data could not be sa tis fac to rily  interpreted 
by considering only ionized impurity scattering ( I I )  and three 
types of phonon scattering, that is polar optical (P0), nonpolar 
optical (NP0) and acoustic (AC), that is , the usual binary
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compound hole scattering mechanisms. However, as fo r electrons, 
the inclusion of an additional scattering mechanism with an effect 
on m obility proportional to T~*  permitted the theoretical curves 
to be f it te d  to the experimental data. Account was taken of the 
degeneracy and non-spherical symmetry of the valence b a n d ^ ) .
The additional T~* scattering mechanism was tenta tive ly  
ascribed to alloy scattering, but as in the electron m obility case, 
another mechanism, space charge scattering, with the same form of 
temperature dependence, could not be ruled out. Again, the 
ambiguity in the interpretation o f the data for m obility as a 
function of temperature can be resolved by the study of the 
pressure dependence because alloy and space charge scattering  
depend d iffe re n tly  on hole effective mass-m*^. The hole mobility 
lim its  (i^ A L  anc* (yh^ SC lrnPosec* by alloy s c a tte r in g ^ '* ) and 
space charge s c a t t e r in g r e s p e c t iv e ly  are related to 
temperature T and effective mass m*  ^ by the following equations:
5_ i_ 1 _5_
(V a l  = rp + rp2) (8 x 1t)4) 2? ^  T"2 2 (8-21)
2 _1 
(1 + r  2 J2 3 i i i e  kB2 S(a) (aU) 2
2 1 - 1 1  
K>sc* rP2 0 + rP2> e T’2 (">V~2 <8-22>
2 1 1  
( l  + r p2 ) 2 2 2 Ng A kg2
where the parameters were defined in Chapter 3.
8.5 .2  Experimental Results
Hall e ffec t and re s is tiv ity  measurements were made a t S.T.L. 
on Van der Pauw clover lea f samples of p-type In, Ga As P, at
1 “ X  X  j  I “ jr
room temperature a t pressures up to 16 kbar in the piston and 
cylinder liqu id  medium apparatus described in Section 6 .2 , with a 
magnetic f ie ld  of *  0.1 T. Figures 8.10 and 8.11 show the 
experimental values of the re la tive  hole mobility as a function of 
pressure fo r two d ifferen t quaternary alloys, with compositions 
given by y = 0.64 and 0.80 respectively. The samples used were 
the same as those used in the measurements of the temperature 
variation of the hole mobility shown in Figure 8 .9 . The sample 
details were given in Section 8 .5 .1 .
The scatter of the results in Figures 8.10 and 8.11 appear 
large but the to ta l change in m obility is only about 5% to 15 kbar. 
I t  has been subsequently shown that the scatter is largely due to 
the fluctuation as a function of pressure of the magnetic fie ld  
of the solenoid on a steel core.
8.5.3 Theoretical Results
I t  can be assumed that only the m*H term in equations (8.21) 
and (8 .2 2 ) is altered s ign ifican tly  by variation of pressure^*2^). 
For lig h t holes the change can be estimated in the same way as for 
electrons by the use of Kane‘ s j<.£ theory^8) (Section 2 .4 .1 ). 
However, fo r heavy holes an alternative method is required. 
Lawaetz^8) has shown that the theory of Van Vechten^8 -* 8) and 
Phillips^*8) (Section 2 .4 .2 ) can be used to determine the parameters 
necessary to obtain the Luttinger valence band param eters82)
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from which the heavy hole effective mass can be calculated.
For the valence band edge at the r  point, following 
Dresselhaiis, Kip and K it t e l^ 33^, Lawaeitz introduced the following 
parameters, which are suitably rewritten (using the notation of 
Figure 2 .6 );
= -  Ep (8.23)
9 mo
F1 = 2 || < r  |
.25 px l r > , ‘  :
rao
Er -
2
- Er '
25
Hi = -  1 | < /25 " V  r„ > l 2
rao
Er
1
"  Er '
5 .25:
CM 
j 
1 IICD < r "  |
25 p 1 r" > | 2X' 12
mo E r -
12 - V 25
H2 = -  2 |< r "
.25: lpy'
rao Er
.25
~  Er"
.25:
l< r "  |P j  r > | 2 ,25 y 15 4o = -  2 H1
(Er -  Er . ) 2
15 25
9 Ec
Eo
= -  ^  (8.24)
Eo
(8.25)
(8.26)
(8.27)
where Px and P are the appropriate momentum operators. These 
parameters have been considerably sim plified by ignoring a ll  but
-100-
the terms closest in energy, that is  where the denominator is
I t  is possible to express F1, G, H-j and H2 in terms of the 
interatomic spacing d, which was taken at the values appropriate 
for InP (the substrate m ateria l). dd/dP was derived in  
Section 7 .4 .2* and the quaternary compressibility was estimated 
from the binary compound values using the linear interpolation  
procedure.
Following Lawaetz,
smallest. From the above the Luttinger valence band parameters0 3 2 ).
Y = -  T  (F* + 2G + 2H-j + 2H2) -  1 + (8.28)
Y2 = -  j  ( P  +  2G -  H1 -  H2) - j q  (8.29)
Y3 = - i  (F* -  G + H1 -  H2) + r q  (8.30)
(8.31)
(8.32)
(8.33)
(8.34)
d
G - G(Si) z [1 + 1.23 (Dav - 1)J lds .l2 (8.35)
d
— I J U
where
Ep = Ep(s i)  t1 + 1,23 {dav " 1}] Si (3 + (1 - 3) z )  (8.36)
and
Ep(s1) t1 + ’ -23 (DAV -  ])J dc . Si -,Z (e + ( i  -  e) z )  (8.37)
where M S i )  = -  0 .19, G(Si) = -  0 .75, E (S i) = 21.6 eV and
r
Ep(Si) = 14.4 eV. d is the nearest neighbour distance of the 
material at the pressure considered, d<j. is that of s ilicon at 
atmospheric pressure. EQ and its  pressure coeffic ient are given 
by equations (8.15) and (8.19) respectively.
Lawaetz suggests
a;  * 0.64 AO 0 (8.38)
A^  was kept constant, but this is a reasonable assumption when
calculating the pressure dependence of q, considering some 
measurements of dAQ/dP by Melz and O rte n b u rg e r^ ^ . 3 = 1 or
0.5 fo r polar materials depending i f  they are same row or skew 
respectively, z, is given by
* = Eo + Eo,h
2 E l
(8.39)
where
Eo = [(Eo,h>2 + (C'>2] (8.40)
and
En h = 3«4o,h
r   ^ t ! .92
dc . Si
(8.41)
C = 1.25 C (8.42)
where C, the electronegativity difference, was calculated from 
equation (2 .1 6 ), with a zero pressure coefficient^78^. The
composition dependence of C was taken as (127)
= Eo,h Eo W
2
-  1
. Eo,h -  (°Av M  -  AEo .
(8.43)
The energies EQ ^and AE  ^ are-again-oniy functions of nearest 
neighbour distance, given by equations (8.16) and (8 .17 ). A lin ear  
variation of D y^ from 1.270 (InP) to 1.302 (In Q 536^0  4 7 AS) was 
assumed^27) a t atmospheric pressure, using equation (8 .18 ). D y^ 
changes as equation ( 8 . 2 0 ) .
Thus the Luttinger valence band parameters, equations (8.28) 
to (8 .30 ), could be calculated a t d iffe ren t pressures. From these 
the lig h t and heavy hole effective masses, m *^ and m *^ respectively, 
can be calculated:
m*LH = (Yj + y ) 1 (8.44)
nr - \ - lHH * (Y “ Y) 0  + 0-05 yh + 0.0164 yh2 ) (8.45)
nr
where
and
y = (2y  ^ + 2y ^ ^  (8.46)
2 2
Yh s 6 (^32 -  r22 ) (8.47)
Y (y -  y)
Note that i t  is further possible to calculate the electron 
effective mass m*e using
m0 = 1 -   ^ (1 -  y -  X  ) + f  (8.48)
n f
where
y %  (8.49)
3 (E„ + A ) v 0 o'
and
and
x *  ». Eo Eo - Eo,h (8- 5° )
U + (1 - 6 )  *  (E0'  - E 0 ) 2 E ;
F’" = -  2.0 (8.51)
Using the calculated pressure-induced changes in the lig h t  
and heavy hole effective masses, the mobility lim its  imposed by 
each scattering mechanism were estimated over the pressure range 
up to 15 kbar. Using Matthiessen's rule these m obility lim its  
were then combined to predict the overall variation of m obility. 
Figures 8.10 and 8.11 also show the predicted values of the 
re la tive  hole m obility as a function of pressure fo r the two 
d iffe ren t p-type quaternary alloys, with y = 0.64 and 0.8
respectively. The theoretical predictions including alloy  
scattering are s o^wn as a lin e , and the predictions
including space charge scattering (v ^ )^  are shown as a broken 
lin e . The change of the low f ie ld  hole mobility in the pressure 
range used is only about one f i f t h  as great as that found for 
electrons discussed e a r lie r , but the experimental data clearly  
indicates that the model which includes alloy scattering is to 
be preferred to the one which includes space charge scattering 
instead.
Note that i f ,  for example, the change in electron mobility 
with pressure was due to a change o f space charge regions with 
pressure then the pressure change of could be sim ilar to that 
of v
8.6 CONCLUSION
The electron mobility at room temperature in high purity  
InSb has been studied as a function of hydrostatic pressure to 
15 kbar, and the mobility is shown to be controlled by two 
dominant scattering mechanisms, namely polar optical scattering 
and electron scattering by holes. The pressure coeffic ien t of 
the d irect energy gap for InSb was measured to be
dEQ = (14.6 + 0 .2 ) x 10"3 eV kbar"1 
dP
The electron and hole m obilities a t room temperature in the 
quaternary Ini_xGaxAsyp-|-y grown lattice-matched to semi-insulating 
Fe (100) doped InP have been studied as a function of hydrostatic
pressure to 16 kbar. The electron m obility was sa tis fac to rily  
interpreted by a combination of polar optical phonon scattering, 
alloy scattering and ionized impurity scattering. For the case of 
hole m obility, acoustic and nonpolar optical scattering had also 
to be considered.
CHAPTER 9
TEMPERATURE DEPENDENCE OF-THE GUNN THRESHOLD IN.GALLIUM ARSENIDE
9.1 Introduction
The temperature variation of. the peak current in GaAs and 
the e lec tric  f ie ld  a t which i t  occurs is of some importance in the 
operation of transferred electron oscillators and in f ie ld -e ffe c t  
transistors.
In it ia l  work on theoretical considerations of the Gunn e ffec t
in GaAs assumed that the Xc minima were lower than the Lc minima,
1 l
but la te r work^e *^' 134 »1 »135 9136 ) SUggested a re-ordering of these 
conduction band minima and placed the L° below the Xc minima.
l l
Aspnes et a l ^ ^  used Schottky-barrier electro reflectance 
measurements, while P ic k e r in g ^ ^ , Vinson et a l ^  and 
Adams et a l ^ 6 )  used the results of high e lec tric  f ie ld  measurements 
with hydrostatic pressure or uniaxial stress. The temperature- 
dependence of the Gunn effec t acts as a useful complement to the 
pressure-dependence ju s t mentioned.
9.2 EXPERIMENTAL ARRANGEMENT
Measurements of the temperature dependence of the Gunn 
threshold for transferred electron in s ta b ilitie s  in GaAs had been 
carried out by Edouard et a l ^ ^ .  The samples were prepared from 
both vapour and liquid  phase epitaxial n-type material grown on 
semi-insulating substrates. The layer thickness was typ ica lly  
between 5 and 10 ym and the carrier concentration n of the slice  
was determined by measuring the Hall constant using the Van der Pauw 
technique. H -s h a p e d ^ ^ , h igh-fie ld  samples, with narrow strips
of active material 0.5 -  1.0 mm in length were used. Au-Sn, 
evaporated on to the surface and alloyed in , provided Ohmic 
contacts. Measurements were made in a standard res is tive  
c ir c u it^ 38) ,  using the triggered mode^39  ^ with square voltage 
pulses of typ ica lly  30 ns duration, the samples forming the termin­
ation of a 50 transmission lin e . The pulses were applied to the 
specimens from a pulse generator which consisted o f a 50 fi delay 
line charged to the required voltage and switched into the c irc u it  
by a mercury-wetted relay. The current and voltage waveforms were 
observed using a Hewlett Packard 141A dual beam X-band sampling 
oscilloscope coupled to an X-Y recorder. The samples were mounted 
on a copper block in an evacuated copper can immersed in liqu id  
nitrogen. By heating the block, or by allowing the whole system 
to slowly warm, the temperature, could-be varied between 77 and 
300 K.
9.3 EXPERIMENTAL RESULTS
The variation of peak current Ip with temperature is shown
normalized to the 300 K value in Figure 9.1(a) fo r three samples
of carrier concentrations 3 x 10^  cm 3 , 1.5 x 10^8 cm 3 and 
16 -33.5 x 10 cm” . As can be seen, Ip increases by about 50% down 
to 77 K from 300 K, and there is no appreciable difference between 
the samples. Samples with higher carrier concentrations tended to 
suffer destructive avalanche break-down.
The threshold voltage Vp as a function of temperature fo r a
16 -3sample with a carrier concentration of 1.5 x 10 cm” is shown
normalized to the 300 K value in Figure 9 .1 (b ). Measurements were 
also made on several samples with carrier concentrations in the
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n '  1014 cm'3)
-164-
1014 cm-3 range but these showed considerable fluctuations in
Vp, and, to avoid confusion, these results are depicted by the
shaded area in Figure 9.1(b) into which a ll the normalized results
f e l l .  I t  is not clear why such a scatter existed, but i t  may be
due to inhomogeneities in doping, in the degree of compensation,
14 -3or in both. However, fluctuations at the 10 cm level would
16 -3of course be negligible in the 10 cm- doping range. From
Figure 9.1(b) i t  is  clear that Vp tends to decrease more quickly
with decrease of temperature in the lig h tly  doped samples.
1 fi -3Samples in the mid 10 cm range showed re la tiv e ly  l i t t l e  
decrease in Vp with diminishing temperature.
974 MONTE CARLO SIMULATION
In order to -try  to simulate the results shown in Figure 9.1 
Monte Carlo ve lo c ity -fie ld  (v-F) calculations were undertaken
16assuming an ionized impurity concentration of n = N^  = 1.5 x 10
_3
cm corresponding to the particular experimental points shown in
Figure 9.1 . The band structure model taken assumed r-L-X
ordering^ and Table 9.1 lis ts  some of the parameters used in
the Monte Carlo calculations fo r GaAs. As w ill be shown, the
ordering of the minima is c learly  indicated when using this Monte
Carlo simulation but a range of values of certain parameters gave
acceptable f i t  to the data, as in the pressure dependence case
studied by Adams et a l ^ 3^ .  Thus i t  was not possible to use this
method to determine absolute values of the r c -  Lc (AE  ^ . ) and
l  l  r - L 7
c cr -  X^  (AEr ^ )  energy separations.
Various sub-band gaps were tr ie d , around the values 
AEr _^  = 0.33 eV and AEr_  ^ = 0.45 eV. These energies are typical
TABLE 9.1 
• MONTE'CARLO GaAs PARAMETERS'•
INTERVALLEY 
COUPLING CONSTANT 
Dc x 108 (eV cm"1)
2.0 
0.5 
11
0.67
5.5 
1.8 
10
PHONON ENERGY (K)
TO LO LA TA
AT L: 377 344 301 89
AT X: 363 347 327 113
p = 5.37 g cm 3 u = 5.22 cm s 1
e = 12.53 0 = 410 Ko
e = 10.8200
TRANSITION . PHONON PHONON
BRANCH ENERGY
(K)
LO TO LA 340
r-L
TA 89
LO TO LA 344
r -x
TA 113
L-X LO TO LA TA 320
L-L LO LA 337
X-X LO 347
o f, and fa l l  w ithin, the range of values quoted by d iffe ren t 
a u t h o r s ^ '2 9136,54,57,58)  ^ j^ e number 0f  equivalent valleys
are 1 and 4 for the and minima respectively while the number
of valleys is not so clear. Pinczuk e t a l ^ ^  have reported 6
minima in the Ac direction, at 10% away from the zone boundary, 
i
and this number was largely used in the Monte Carlo calculations 
presented here. Otherwise, 3 equivalent minima were used.
The conductivity effective masses, m* 9 were calculated from data 
given by A spnes^, and were as follows: m*c(r )  = 0.063 mQ, 
m*c(L) = 0.22 mQ and m*c(A) = 0.26 mQ or m*c(X) = 0.41 mQ. Apart 
from m*c(r )  these effective masses are not well known. However, 
i t  is the ra tio  of the values that is more_important here. The 
-non-parabolicity of the minimum was calculated from equation
(5.36) as 0.576 eV"  ^ and assumed to be zero in the and
Xc minima.
l
The acoustic deformation potentials were assumed to be 7 eV
fo r each va lley , from values in germanium.
F ina lly , the coupling constants given in Table 9.1 were
derived from consideration of the pressure dependence of
transferred electron effects by P ic k e rin g ^ -^  and Adams e t a l ^ * ^ .
The Monte Carlo calculated variation of the peak electron
16  - 3velocity in GaAs fo r the sample with n = 1.5 x 10 cm" is shown 
by the solid curve in Figure 9 .1 (a ). As can be seen, the agreement 
between theory and experiment is quite good. The solid curve in 
Figure 9.1(b) shows the corresponding calculated decrease in 
threshold f ie ld . Again, the agreement is not unreasonable. The 
results are compared with sim ilar calculations which were under­
taken ignoring the presence of the L minima and assuming
AE y = 0.36 e V ^ ^ ,  that is , using a two-band level model.
I “ A
1 6  ““3Such a calculation fo r a sample with n = 1.5 x 10 cm is shown 
by the dashed line  in Figure 9.1(b) and clearly  the agreement 
with experiment is not so good as with the r-L-X ordering, the 
three level model. There was usually considerable scatter in the 
calculated points of the v-F characteristics around the threshold 
values. This was due to the electron particles in the program 
taking a longer time to reach equilibrium as they transferred to 
the upper valleys. The shape of the v-F curves makes i t  easier 
to obtain a re la tive ly  more accurate value o f peak current than 
threshold f ie ld . A considerable amount of computing time was 
required to determine the threshold f ie ld  a t each temperature and 
therefore this was not undertaken fo r comparison with samples of 
low carrier concentration where the (experimental) scatter was 
large, or for high carrier concentrations where the change with 
temperature was small. However, some further calculations of the 
peak current, which can be determined with fa r  fewer computed 
points, did tend to confirm that i t  is re la tiv e ly  independent of 
carrier concentration, as observed experimentally.
The temperature coeffic ient of the normalized peak current 
was calculated to be the following:
1 dl = -  2.4 x 1 (f3 K '1 
___________ E.
Ip(300) dT
This value is in reasonable agreement with the previous results 
of Acket et a l ^ O ) ,  H ig a s h isa k a^ l) and Mojzes et a l^ 4 2 )# as 
shown in Figure 9.2 which presents curves based on these results.

9.5 CONCLUSION
The peak current and threshold voltage in GaAs have been 
measured experimentally and calculated using a Monte Carlo computer 
simulation, with reasonable agreement between experiment and theory. 
The temperature coeffic ient
1 dl = -  2.4 x lC f3 K"1
___________E
Ip(300) dT
is independent of carrier concentration, and
1 dV is positive and decreases with increasing
_________ E
Vp(300) dT 
carrier concentration.
The results support a r-L-X ordering of the band structure 
of GaAs at atmospheric pressure.
I t  must be stressed that many of the parameters in the model 
described here are not very well known, but nevertheless agree­
ment between experiment and theory I is not too bad. |
CHAPTER 10
CONCLUSIONS
The pressure dependence of the effective mass of electrons 
in InSb and GaAs has been studied using measurements of the 
transverse magnetophonon magnetoresistance. For this purpose 
apparatus was developed enabling magnetophonon measurements to be 
made to ^ 45 kbar and down to 77 K. The variation of the r c
l
effective mass in InSb was determined a t ~ 160 K to *  14 kbar and 
in GaAs at ~ 300 K to ~ 22 kbar, and the following pressure 
coefficients were obtained:
- InSb (160 K): dm* = 6.2 + 0.2 % kbar-1
dP
GaAs (300 K): dn£ = 0.63 + 0.05 % kbar-1
dP
These results were compared with calculations using k_.£ theories. 
For InSb very good agreement between experiment and Jc.£ theory 
was acquired. For GaAs simpler j<.£ calculations, that is , based 
on a three band interaction, gave better agreement with experiment 
than more refined k_.£ calcu lations^'^* ^  in which i t  is claimed 
that the higher lying minima should be taken into account. The 
major uncertainties in these measurements are probably the absolute 
values of f i r s t ly  the pressure and secondly the energy gap. A 
better arrangement would be to measure d irec tly  the effective mass 
as well as the energy gap, using pressure as the "dummy" variable. 
Hence optical fib re  bundles have been introduced into the
- 1 / 1 -
magnetophonon pressure system so that the photoconductive edge 
and magnetophonon e ffect can both be measured. Preliminary results 
using GaAs seem to confirm the conclusions reached in Chapter 7 
but further investigation is required, using also d iffe ren t 
material. Moreover, i t  is s t i l l  quite possible that a measurement 
of the effective mass in GaAs could be made, provided suitable 
material could be procured. However in the samples already studied 
clear magnetophonon oscillations were observed to 22 kbar above 
which the oscillations became too noisy for re lia b le  measurement 
and the re s is tiv ity  began to increase by orders of magnitude.
This is interpreted as due to carrier trap-out to impurity levels 
below the A^  minima as previously reported by P it t  and L e e s ^ ^ .
I t  would be useful to carry out further work using liquid  
pressure-transmitting media in the epoxy-loaded MgO high pressure 
solid ce lls . This would o ffer tru ly  hydrostatic pressure and also 
make possible the retrieval of samples.
The variation of mobility with effective mass has been 
studied in InSb and the quaternary alloy In^_xGaxAs^P-|_  ^ grown 
lattice-matched to InP. The electron mobility in high purity 
InSb was investigated a t room temperature as a function of 
hydrostatic pressure to 15 kbar, and this mobility is adequately 
shown to be dominantly controlled by polar optical scattering and 
electron scattering by holes. The pressure coeffic ient of the 
direct energy gap fo r InSb was determined as
dEQ = (14.6 + 0 .2) x 10 '3 eV kbar'1
dP
The m obilities of electrons and holes in In-, Ga As P, growni —x x y  i " j
lattice-matched to InP have been studied as a function of 
hydrostatic pressure to 16 kbar, at room temperature. The results 
augmented previous investigations of the composition and 
temperature dependence of the m o b ilit ie s ^ ^ - ^ ’^ ^ .  The use 
of pressure tended to confirm the importance in the quaternary of 
alloy scattering as opposed to space charge scattering. A 
satisfactory interpretation of the electron mobility was obtained 
by a combination of polar optical phonon scattering, a lloy scattering 
and ionized impurity scattering. For hole m obility, acoustic and 
nonpolar optical scattering had to be considered as w ell. I t  
would be possible to s ign ifican tly  reduce the scatter in the 
experimental hole mobility data by using a solenoid core with less 
magnetostriction than that of the steel core used in the measure­
ments.
I t  should be noted that the physical interpretation of the 
alloy scattering potential AU in the alloy scattering m obility  
l im it  derived by L ittle john et a l ^ ^  used in the quaternary 
mobility calculations is not yet fu lly  understood. This has been 
discussed to some extent elsewhere^e*^’ 127)^ a more detailed  
analysis of the origin and physical interpretation of All would be 
helped by the investigation of other quaternary alloy systems.
The temperature dependence of the Gunn threshold in GaAs 
has been studied, in the temperature range 77 to 300 K. Reasonable 
agreement between experiment and results of Monte Carlo calculations 
was obtained, corroborating a r-L-X ordering of the band structure 
at atmospheric pressure and complementing previous studies of the 
pressure d e p e n d e n c e ^ *134,1,136)^ temperature coeffic ient
- 1 16-
1 dl = -  2.4 x IC f3 K"1 
 ;______ P.
Ip (300) dT
is independent of carrier concentration, and
1 dVp is positive and decreases with
Vp(300) dT
increasing carrier concentration. I t  would be useful to carry out 
further calculations for the temperature variation of particu larly  
the threshold f ie ld  for other carrier concentrations. In addition, 
of course, a measurement of the A0 effective mass in GaAs using 
the magnetophonon effec t would have been valuable in these 
calculations^--More ra liab le  values of other parameters in the 
Monte Carlo model ara also required.
The Quantum D ie lectric  Theory o f P h i l l ip s ^ )  and 
Van V ech ten ^”^  has been of great value in many calculations 
and its  use o f la t t ic e  spacing as a major parameter makes i t  
particularly  useful in the evaluation of pressure dependences.
Both temperature and pressure are valuable variables in the 
determination of many semiconductor properties.
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