Abstract -The goal of this research is to explore and compare two fuzzy algorithms that extract modular IF-THEN rulesFuzzy PRISM and Fuzzy AQR learning strategy. The article describes the historical need for algorithms obtained in a different induction process -it points out the weak spots of ID3 algorithm and the necessity for improvements. PRISM algorithm is proposed as an improvement to ID3 algorithm changing its principal induction strategy. Both algorithms examined in this article are modifications of PRISM algorithm. This paper provides step-by-step descriptions of both algorithms, a comparison of the results acquired by both algorithms in working with real data as well as conclusions and directions of future research.
I. INTRODUCTION
In 1979 Ross Quinlan published his research (Quinlan [1] ) about ID3 algorithm (Dunham [2] ), starting an extensive use of decision trees in classification and taking the first place in a research (Wu et al. [3] ) about ten most popular data mining algorithms. Initially ID3 was used to describe chess game but soon this algorithm was fitted for various fields. The extraction of classification rules from decision trees is a widely used technique. But also this approach has its deficiencies -acquired classification rules do not always match the initial training data. The main shortcoming of ID3 is its inability to handle noise in input data, which leads to ever new improved versions of ID3. Scientists have put forward a hypothesis that the visualization of ID3 results using decision tree is the main defect of this algorithm and it can be perfected by radically changing the principal induction strategy. Therefore some algorithms have been proposed that induce modular classification rules directly from the training set without the use of decision trees (Cendrowska [4] ).
In 1987 Jadzia Cendrowska publishes her research about algorithm PRISM that describes results as modular rules although it is based on ID3 algorithm (Cendrowska [4] ). The main goal of the algorithm is to acquire classification rules directly from the training data set. To use a data set with PRISM algorithm, it has to meet the following criteria: classification is mutually exclusive (there are no records with equal values and different classes); there is no noise, that is, every record is complete and correct; every record can be uniquely classified; there are no duplicate values; the training set is complete, i.e., there are all possible combinations for pairs of attribute values; data is categorical (if the data are continuous then they are categorized). Both methods inspected in this article -Fuzzy PRISM (Wang et al. [5] ) and Fuzzy AQR learning strategy (Wang et al. [6] ) are based on PRISM algorithm by (Cendrowska[4] ).
The remainder of the paper is organized as follows. Section II examines both methods used in the research -Fuzzy PRISM and Fuzzy inductive learning strategy. Section III describes the data used in experiments. Section IV discusses conducted experiments and their results. The last section gives conclusions about capabilities of the algorithms and the aspects of their working process as well as outlines directions of future research.
II. METHODS
This section describes both studied algorithms -Fuzzy Prism and Fuzzy AQR learning strategy step by step. This gives an idea about induction process of each algorithm that provides rules.
A. Fuzzy PRISM
The fuzzy inductive algorithm for learning modular rules consists of eight steps. Next we will describe the algorithm in detail. If the training set contains instances of more than one class, then for each classification k δ : 
Repeat Step 1 to
Step 7 until all instances α-belonging to class k δ in the original training set have been removed.
When the rules for one classification have been induced, the training set is restored to its initial state and the algorithm is applied again to induce a set of rules covering the next classification (Wang et al. [5] ).
B. Fuzzy AQR Learning strategy
Input data -fuzzy positive and negative records. Output data -a fuzzy description R that − α covers almost all positive records in the β P set and almost none of the negative records
Then the fuzzy training algorithm AQR is described step-bystep to assess its capabilities:
Step 1. The initial empty set R is introduced.
Step 2. The following steps of the algorithm should be taken until R − α cover all positive records from training set β P Step 3. Choose SEED that is a positive record which is not − α covered by R and that has the highest ) ( e U p of all positive records.
Step 4. Return to procedure GEN_COMPLEX to obtain set C , which is a set of complexes that − α cover SEED and − α cover no negative records
Step 5. Choose a complex best C , which has the highest − ∀ + ∀Ũ values in the set set C .
Step 6. Add best C as an addition disjunction to R (where
and then go to Step 2. Next, a step-by-step description of procedure GEN_COMPLEX is given; as a result of this procedure the set C is acquired.
Step 1. set C is assumed to be a set of simple selectors that − α cover SEED.
Step 2. Until at least one complex set C − α covers negative
continue with the following steps.
Step 3. Choose the j C with the least ) ( j exclude C U value in the set set C .
Step 4. Choose negative instance ẽ , which has the highest possible ) ( e U N among those − α covered by j C .
Step 5. Specialize all complexes in the set C data set to − α not cover negative records ẽ using the following substeps: a) Let S be a data selector set that − α cover SEED, but does not cover ẽ .
Step 6. Remove the worst complexes from set C until size θ ≤ set C -level defined by user (Wang et al. [6] ).
III. USED DATA SET
Miles per gallon data set is also frequently used in solving classification tasks. When an algorithm is applied to each record (car), it is necessary to identify its membership class to good or bad fuel economy, i.e. determine whether a car is fuelefficient or it is not. Another thing to examine is miles traveled using one gallon of fuel. Analogical measure in Latvia would bethe amount of fuel (in liters) that is needed to travel 100 kilometers. The original data set does not contain separate class labels but a number is given that represents the number of miles traveled using one gallon of fuel. Fuel consumption when travelling 100 km was calculated using data conversion tool. As a result, two classes were identified -L for good fuel consumption level that is 22 miles per gallon and more (10 liters per 100 km and less) and S for bad fuel consumption level meaning 21 miles per gallon and less (11 liters per 100 km and more). A detaileddescription of this data set is given in Table 1 .
Researches that were done previously (Gasparovica et al. [8] , [9] ) give a more thorough inspection of the MPG data set and determine the most relevant attribute in this set -the Weight attribute. The depiction of the data set according to this relevant attribute can be seen in Fig.1 ,which shows that in this resolution both classes significantly overlap and fuzzy techniques that can process fuzzy data are required to work with such data.
IV. PRACTICAL EXPERIMENTS
This section describes the experiments performed and their results as well as provides conclusions about capabilities of both algorithms working with the type of data that have one relevant attribute as Miles per gallon.
A. Fuzzy PRISM
All experiments carried out using this algorithm are summarized in Table II . It shows that the experiments can be divided into two groups based on the number of intervals the attribute was split into. Many experiments were conducted using the data set that has the attribute split into two intervals to determine the changes in results that arise from changing the parameter , β which is the truth level defined by user, and that is compared to fitnessof a rule. Experiments that used 342 records for training and 50 records for testing were carried out with the following β values -0.95;0.9;0.8;07. When comparing the results one can see that the best result was obtained when β =0.9 resulting in 0.54 accuracy.
The next experiments were conducted using a slightly different split into training and test sets -accordingly 277 and 117. Two experiments were conducted dividing each attribute into two intervals and two using the attributes divided into up to six intervals. The best result 0.33 for two intervals was achieved with , 8 . 0 = β which of course is not a good result for classification. Therefore, each attribute was divided even more -into three to six intervals. As can be seen from the results, the performance was improved significantly reaching 0.918 in three-fold cross-validation, which is considerably higher than the previous accuracy 0.54 that was achieved using the data set with all attributes split into two intervals. The overall conclusion is that although this method allows choosing various levels of , β its value should not be less than 0.7 because it would decrease validityof a rule and the accuracy would suffer from several rules classifying the same record, resulting in additional classification work to determine the rule whose classification is more important
B. Fuzzy AQR Learning strategy
This strategy has four different parameters whose values can affect the result -. , , , γ θ β α
All results from the experiments using this strategy are summarized in Table III.   TABLE III   FUZZY The fifth group includes experiments with different sizes of training and test sets beginning with 50 records for training and ending with 300. The obtained results are adequate; the only surprise is that the classification accuracy with 150 records for training was so low -0.437. It could be explained by many complicated records falling into test set not allowing the classifier to learn how to classify them. The best result of this group of experiments was achieved using 300 records for training leaving 95 for testing, 5 of which were misclassified, making the overall accuracy so high -0.947.
V. CONCLUSIONS
In this work a data set for experiments was found -the Miles per Gallon data set; it was analyzed in detail so as to determine its structure and composition and to predict possible problems (overlapping in some intervals). It describes working principles of each algorithm step-by-step. Voluminous comparative experiments were carried out using both algorithms.
As a result, one can conclude that FAQR shows higher accuracy results than Fuzzy PRISM in the case of two classes and two intervals for each attribute. Therefore, to improve the results, the initial attributes were divided into narrower intervals,which can be seen in the lower part of the Table I , where the split into up to five intervals gives a significant increase in accuracy.
But for such a complex data set as MPG is, where values in different intervals overlap a lot, the best results are achieved using FAQR algorithm, although its computation time is a lot higher than that of Fuzzy PRISM algorithm, where calculations are made in a second, whereas FAQR needs up to half a minute for calculations. Thus, the requirements for computational resources and possibilities of using the algorithms in a specific area should be taken into account.
VI. FUTURE RESEARCH
Directions for future research are related to using other data in work with both explored algorithms. This would allow testing and defining capabilities of the algorithms and their specific features that can emerge when they are applied to different data sets. Experiments using bioinformatics data sets are planned; the data sets are very complex because they hold a large number of attributes and a small number of records at the same time, complicating the classification process (Golub et al. [10] ).
Investigation of related methods that are able to classify fuzzy data can also be included in future research.
