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We give some sufficient conditions for the existence of infinitely many periodic 
solutions with prescribed period for a class of dynamical systems of second order. 
Variational methods and finite dimensional approximations are used. 0 1991 
Academic Press, Inc. 
Consider the dynamical systems of second order 
AR = -W(x), (1) 
where XE RN is the position coordinate, A is a nonsingular N x N 
symmetric matrix, but not necessarily definite. Professor L. Nirenberg has 
asked the question: whether under suitable conditions, infinitely many 
periodic solutions of (1) with prescribed period exist-as is known in the 
case A = Id. We have the following: 
THEOREM 1. Suppose V satisfies: 
(1) V/EC’(R~), VaO, 
(2) there exists p > 2 such that 0 < pV(x) < (x, VI’(x)) for 1 x 1 large, 
(3) with II being the projection operator of RN onto the negative 
eigenspace of A, assume (17x, VI’(x)) > - c( V(x) for some a > 0 and for 1 x 1 
large. 
Then fo r any T > 0 there exist infinitely many solutions of (1) with 
period T. 
In recent years there has been enormous study of periodic solutions of 
Hamiltonian systems. Variational methods have proved remarkably fruit- 
ful, and flexible, in attacking these problems (see [B, R, N] for a survey 
and other references). Theorem 1 treats the case of a dynamical system 
which, roughly speaking, has attraction in certain directions and repulsion 
in other directions. Condition (3) was suggested by Professor L. Nirenberg. 
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Roughly speaking, it says that the repulsion is assumed not to be too 
strong. In the case A =Zd, a theorem similar to Theorem 1 (without 
condition (3)) was first proved independently by Benci [Ben] and by 
Rabinowitz [Rl]. Later, G. Tarantello gave a rather simple proof of their 
theorem by a modification of an argument in Benci and Fortunato [BF]. 
Tarantello’s proof has been presented by L. Nirenberg in [N]. Our proof 
of Theorem 1 is based on finite dimensional approximation and an obser- 
vation that these approximate solutions satisfy a weaker (P.S.) condition, 
and that this weaker (P.S.) condition suffices to prove the convergence of 
these approximate solutions (see below for the definition of the (P.S.) 
condition). We also use an argument similar to that of Tarantello’s in our 
finite dimension setting. 
Assumption (2) implies that for some ai, a2 > 0 
Without loss of generality, we may assume A = diag( 1, . . . . 1, - 1, . . . . - 1) 
with the number of 1 equal to N, and the number of - 1 equal to 
N2 = N - N,. Identify RN = RN’ @ RN2. For any x E RN, write x = (xi, x2) 
with x, E RN1, x2 E RN2. Then assumption (3) becomes (x2, W’(x)) 2 
- tl V(x) for ) x ) large. 
Associated with (1) is the variational expression for vector valued 
functions x(t) of period T (taken to be 27~): 
J[x] = s,:” { i(Ai, at) - V(x)> dt 
= I IX {+(liJ’- Ii212)- V(x)} dt. (3) 
A stationary point x of (3) is a 2n-periodic solution of (1). 
Our proof of Theorem 1 makes use of the following generalized Moun- 
tain Pass Lemma. 
GENERALIZED MPL. Let J be a real C’ function defined in a Banach 
space X and satisfying the (P.S.) condition; i.e., any sequence (xj} in X for 
which 1 J[Xj] I < c and J’[xj] + 0 strongly in X*, has a strongly convergent 
subsequence in X. Let U be a bounded open set lying in a finite dimensional 
subspace E of X with J I ao < C,. 
Assume that there is a constant C, > Co such that for every continuous 
map 
h:O+X with h I do = Zd, (4) 
505/90/2-14 
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we have 
max J(h(x)) 2 C,. 
JE ii (5) 
Then the following number 
C : = inf max J(h(x)) > C, 
h XGO 
is a stationary value of J. 
The proof of the generalized MPL can be found, for instance, in [N]. 
We will also need the following 
CALCULUS LEMMA. Zf x(t) has period 271, with sp x(t) dt = 0 and 
IxILm= 1, then 
1 
s 
-1 
Go 
2n ~~~2dt&$‘j-2) = : a. 
1 
This is easily proved using Fourier series expansion, 
x(t) = C ajeV’, 
j#O 
ai E CN; 
then 
1=1X1,=< C lUjl,< Cj2/Uj12 2Cjp2. 
i#O J if0 J 1 
While by Parseval’s identity, 
s 
2n Ii12dt=2z 1 j’ laj12, 
0 J#o 
Then the result follows. 
We will prove Theorem 1 based on a special case: 
THEOREM 2. Under the same assumptions as in Theorem 1, lfin addition, 
M:= max V(x)<a, (6) 
IXl<l 
then (1) has a nonconstant periodic solution with period 27~. 
A simple trick yields the 
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Proof of Theorem 1. We will construct nonconstant solutions with 
period 2n/k for large integer k. Set 
1=f; 
then in terms of the s variable we look for solutions x in s of the corre- 
sponding equation of (l), with V replaced by P= (l/k’) V(x). For k suf- 
ficiently large this r satisfies the conditions of Theorem 2 and hence has a 
nonconstant solution x(s) of period 27~. In terms of the t variable, its period 
is 2x/k. It may have a smallest period 2z/k’, with k’ 3 k. Choose an integer 
k, > k’ and repeat the same argument: we obtain a solution of period 2x/k, 
so it must be different from the first one. Continuing in this way we obtain 
infinitely many diffeent solutions. 
The proof of Theorem 2 will be divided into several steps. We will 
consider J on X: 
X= x=Ccjeii*:cjECN,cej=Cj, IIX112=271C(1+Ij(2)ICj12 
i 
. 
i i I 
The lack of an upper bound for V creates some technical difficulty. We 
will first prove Theorem 2 for a modified V, 
VK(x)=X(IxI) w)+v(~-x(lxo) Ix14, 
where x E C”(R, R) is a cut-off function such that x(r) = 1 for r < K, 
x(r)=0 for r>K+l, and -2<~‘(r)<O for K<r<K+l. If v=v(K)>O 
is chosen to be large, then VK satisfies the same conditions as V with the 
p in (2) replaced by 0 = min(p, 4): 
(X,VvK)=~(X,Vv)+(x,V~) v+4v(l-~)~x~4-v(x,v~)~x14 
>pxV+4v(l -x)/xl”-(x,Vx)(v 1x14- V). 
Notice that (x, Vx) = x’( 1 x I)1 x ( d 0; thus if we choose 6 = min(p, 4), and 
v>max K< 1~1 GK+ 1 W)lK4, then 
(x, VV,) > ev,. 
Similarly, with the same choice of v, 
(x2, VV,) = x(x,, VV) + ( x2,Vx) V+4v(l -x)lx12 Ix212 
-v(x*~wIx14 
2 -cc~V+4v(l-~)Ix12 1x,12-(x2,Vx)(v 1x14- V) 
2 -al/, 
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because (x~,V~)=~‘(IXI)IX:!~/~XI GO. We can also choose a3, a,>0 
independent of K such that 
Y,(x)ba, I+4. (7) 
To apply the generalized MPL, we also need to define 
Ek= xxX:x= 
i 
2 qieof,qiECN2 , 
l/l=1 I 
E. = (x E X : x = constants}, 
and 
E+ = 
i 
x~X:x= 1 cjeu’,cjECN’ 
i#O I 
Xk=E++Eo+Ek. 
For any x E X,, write x = x + + x0 + x- accordingly. 
Consider J as a functional on X,; we first verify the (P.S.) condition. Let 
e such that J[xj] < MI, and J’ 1 xk [x,] -+ 0, as j --* co. We thus 
s 2a; Iit; I’-; 1.2,: /*- V,(Xj)a4,, (8) 0 
s ,2’p; I*- Ii,: ~*-xj.vvK(xj)=O(l))~xj~), (9) 
which implies: 
s 2n $Xj’VVK(Xj)- V~(Xj)+O(l)JIXj(l <<M,. 0 
Use assumption (2) for V, 
( )i 
8 1 *n -- 
2 0 ~,(xj)~M,+o(l)llxjIl; 
therefore the form of VK implies 
Ixjl~~GM2+M3 IIxjl19 
which further implies 
(10) 
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Using the L* orthogonality of the components of xj implies 
IXJ”I G”6(l + lIXjll”4)* 
Using 
IJ’cx;151~11511 
(11) 
for j large with 5 = xJ? implies 
Ilxj’llq I.$ ~v~v,bj)l+ llxi” II 
G”7C1 + llxjll~4)llx~~ llL4+ lIx,’ II. 
With (lo), we finally have 
II xj’ II 6 M*( l + II xj II 3’4); 
similarly 
Ilx- II <MA1 + IIx~l13’4) J ’ J ’ 
(12) 
(13) 
Equations (1 l), (12) (13) then imply 
II xj II G M9(1 + II xj II 3’4 + II xj II 1’4)> 
which implies that II xi II is bounded, therefore verifying the (P.S.) condition. 
To apply the generalized MPL, we will take X, to be the Banach space, 
E to be the finite dimensional subspace of A’ 
and U to be the open cylinder 
U=(x=x’+x--re,cost:x’~E~,x-EEL, 
IIx”l12+ IIx-l12<R2,0<r<R} 
with R large. For x E E we have 
J[x] = t(7cr’ - I i- Itz) - j’” V,(xO + x- + rel cos t). 
0 
CLAIM. For R large, we have J < 0 on dU. 
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Proof: On the base of the cylinder, r = 0, we have Jd 0 since V, 3 0. 
For x=x0+x- ---ye, cost, s 2n 012 V&)au3 (1 2n 1x0+x- +re, cos t12 1 -a4 
0 0 
2 a3( I( x0 II 2 + I x- I t2 + 7cr2)‘j2 - a4 
by (7); hence, on the lateral surface of the cylinder, where 
(Ix”(12+ (IX-l12=R2, OGrQR, we have 
J[x] < $(7cr’ - ) c? 1 t2) - u3( (I x0 II 2 + I xp I t2 + zr2)‘j2 + a4 
6 $(zr’- (ii-- I i2) - u3(R2 - ( ,V ( ;Z + nr2)o’2 + a4 
6 i(nr’ - /1- 1 i2) - u3 { (R2 - 1 ii-- ( i2)“‘2 + (nr2)@‘2} + a4 
Q $nr2 - (z)“~ r0 + u4 - $ I ii-- ( t2 - u3(R2 - 1 K I i2)‘12 
60 
for R large. Similarly, on the remaining boundary of U, where r = R, we 
have 
for R large. Thus the claim is proved. 
To establish (5), it suffices to prove the 
CLAIM. The image of any admissible map h, i.e., satisfying (4), contains 
a point y satisfying 
AGE+ and 1 yip= 1. 
For then we have 
J[y]=~z~(f/1:12-V,(y)}Z2n(u-M)=C,>0, 
0 
by the Calculus lemma and (6). 
Proof of Claim. We wish to find x=x0 + xP + rel cos t in U so that 
h(x) E E+ and Ih(X)I - 1 =o. 
Identify E. = RN, Ek = CkN2, and E= RN@CkN2@R. Let no, nk be the 
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projection operators of X, onto RN, CkN2, respectively. Then the claim is 
equivalent to finding x = x0 + x- + re, cos t in U so that 
&h(x) = n,h(x) = ( h(x)IL” - 1 = 0. 
The proof will be based on a Brouwer degree argument. 
Consider the map f of rTi into E given by 
(x0, x-, r) -+ (fl,h(x), nk@), 1 h(x)\,= - l). 
f does not vanish on aU, for on dU we have h = Id so the map is 
(x0, x-3 r)~(x~,x-,(x~+x-+re,cost~,~-l). 
At a point where this vanishes, we have x0 = x- = 0 and r = 1, and this is 
not on aU. So the degree of the map f at the origin deg (f, U, 0) is well 
defined and is easily seen to be 1. This finishes the proof of the claim. 
Back to our proof of Theorem 3. We have shown that there exists a 
critical point xk E X, for the modified variational functional J on Xk. More 
precisely, 
tJ’[xkl, y) = 0 VyEx,. (14) 
We also have an upper bound for J[xk] 
for some C, independent of k and K. By the choice of xk, 
C : = J[xk] = iyf mEa; J[h(x)] < y; JCx]. 
Observe that the R in the definition of U is chosen independent of k and 
K; this easily gives the bound Cz. Taking y = xk in (14), we see that {xk} 
satisfies (8) and (9). We observe that (14), (8), and (9) were all we used to 
prove the convergence of { xk} in the argument to verify the (P.S.) condi- 
tion. Therefore we can extract a subsequence of {xk}, Still denoted as (xk}, 
which converges to some x in X. Since X, c Xk. for k < k’, fix any y E Xk, 
for any k,, and pass to the limit in (14); we have 
(J’CXI, Y) = 0. 
Since all such y’s are dense in X, this shows that 
J’[x] = 0, c, < J[x] 6 c2. 
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To remove the growth restriction on V, we will derive some bound for 
the solution x independent of the cut-off function. First of all we have 
I ~~f(l~,12-li-212)-vr=c, (15) 
and 
I z~(~i,)2-(i,)2)-x.vv,=o. 0 (16) 
These imply 
c= jo2n;x.vvK- VK> ;- 1 
( )j 
2n VK-a6, 
0 
where a6 is independent of K. This gives a bound for s: V, independent 
of K. Notice that 
j:n ( II-,I* = - jo2’ x  .VV,< CI j:’ V, + a, 
from (3) for VK, where a, is independent of K. Back to (15), we have 
j: I iI ( 2, 1: 1 i2 1 2, and j? V, bounded independent of K. Thus for K suf- 
ficiently large, our solution x is a solution of the original equation, and 
since J[x] > 0 it cannot be a constant solution. This finishes the proof of 
Theorem 2. 
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