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1Abstract
Applications and Advances in Similarity-based Machine Learning
by
Quico Pepijn Spaen
Doctor of Philosophy in Engineering - Industrial Engineering and Operations Research
University of California, Berkeley
Professor Dorit S Hochbaum, Chair
Similarity-based machine learning methods differ from traditional machine learning methods
in that they also use pairwise similarity relations between objects to infer the labels of
unlabeled objects. A recent comparative study for classification problems by Baumann
et al. [2019] demonstrated that similarity-based techniques have superior performance and
robustness when compared to well-established machine learning techniques. Similarity-based
machine learning methods benefit from two advantages that could explain superior their
performance: They can make use of the pairwise relations between unlabeled objects, and
they are robust due to the transitive property of pairwise similarities.
A challenge for similarity-based machine learning methods on large datasets is that the
number of pairwise similarity grows quadratically in the size of the dataset. For large datasets,
it thus becomes practically impossible to compute all possible pairwise similarities. In 2016,
Hochbaum and Baumann proposed the technique of sparse computation to address this
growth by computing only those pairwise similarities that are relevant. Their proposed
implementation of sparse computation is still difficult to scale to millions objects.
This dissertation focuses on advancing the practical implementations of sparse computation
to larger datasets and on two applications for which similarity-based machine learning was
particularly effective. The applications that are studied here are cell identification in calcium-
imaging movies and detecting aberrant linking behavior in directed networks.
For sparse computation we present faster, geometric algorithms and a technique, named
sparse-reduced computation, that combines sparse computation with compression. The
geometric algorithms compute the exact same output as the original implementation of sparse
computation, but identify the relevant pairwise similarities faster by using the concept of
data shifting for identifying objects in the same or neighboring blocks. Empirical results
on datasets with up to 10 million objects show a significant reduction in running time.
Sparse-reduced computation combines sparse computation with a technique for compressing
highly-similar or identical objects, enabling the use of similarity-based machine learning
on massively-large datasets. The computational results demonstrate that sparse-reduced
computation provides a significant reduction in running time with a minute loss in accuracy.
2A major problem facing neuroscientists today is cell identification in calcium-imaging
movies. These movies are in-vivo recordings of thousands of neurons at cellular resolution.
There is a great need for automated approaches to extract the activity of single neurons from
these movies since manual post-processing takes tens of hours per dataset. We present the
HNCcorr algorithm for cell identification in calcium-imaging movies. The name HNCcorr
is derived from its use of the similarity-based Hochbaum’s Normalized Cut (HNC) model
with pairwise similarities derived from correlation. In HNCcorr, the task of cell detection is
approached as a clustering problem. HNCcorr utilizes HNC to detect cells in these movies
as coherent clusters of pixels that are highly distinct from the remaining pixels. HNCcorr
guarantees, unlike existing methodologies for cell identification, a globally optimal solution
to the underlying optimization problem. Of independent interest is a novel method, named
similarity-squared, that we devised for measuring similarity between pixels. We provide an
experimental study and demonstrate that HNCcorr is a top performer on the Neurofinder cell
identification benchmark and that it improves over algorithms based on matrix factorization.
The second application is detecting aberrant agents, such as fake news sources or spam
websites, based on their link behavior in networks. Across contexts, a distinguishing charac-
teristic between normal and aberrant agents is that normal agents rarely link to aberrant
ones. We refer to this phenomenon as aberrant linking behavior. We present an Markov
Random Fields (MRF) formulation, with links as the pairwise similarities, that detects
aberrant agents based on aberrant linking behavior and any prior information (if given).
This MRF formulation is solved optimally and in polynomial time. We compare the optimal
solution for the MRF formulation to well-known algorithms based on random walks. In our
empirical experiment with twenty-three different datasets, the MRF method outperforms the
other detection algorithms. This work represents the first use of optimization methods for
detecting aberrant agents as well as the first time that MRF is applied to directed graphs.
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1Chapter 1
Introduction
In supervised learning, the goal is to predict the label of an object based on the object’s
feature vector. Most traditional machine learning methods approach this task by learning a
function from a labeled training dataset that maps a feature vector to a label. This function
is then applied to decide labels for unlabeled objects. A less common approach is to infer the
labels of unlabeled objects based on pairwise similarity relations between all objects in the
dataset, including those that are unlabeled, in addition to feature vectors. We refer to this
approach as similarity-based machine learning.
There is mounting evidence that adding pairwise similarities considerably enhances the
quality of pattern recognition and data mining techniques. This was demonstrated in a recent
comparative study of fourteen different supervised learning techniques across twenty different
datasets [Baumann et al., 2019]. In this study, similarity-based machine learning methods
provided superior performance, as measured by F1-score, relative to non-similarity-based
methods for classification problems. Similar observations have been made previously for
classification problems [Dembczyn´ski et al., 2009], medical diagnosis [Ryu et al., 2004], and
for semi-supervised learning [Zhu et al., 2003].
A major advantage for similarity-based algorithms is that they benefit from a transitivity
property. Distantly-similar objects can be labeled or grouped together due to a transitive
chain of similarities [Kawaji et al., 2004]. The transitivity property also provides similarity-
based algorithms with robustness, since similarity between a pair of objects is not only
measured by comparing the two objects directly but also via multiple other paths of pairwise
similarities via intermediate objects.
Another advantage for certain similarity-based machine learning methods is that they
make use of the pairwise relations between unlabeled objects such as those in the test dataset.
There are two similarity-based machine learning algorithms, Hochbaum’s Normalized Cut
(HNC) [Hochbaum, 2010, 2013b] and Markov Random Fields (MRF) [Geman and Geman,
1984; Hochbaum, 2001], that have this unique feature. Other similarity-based machine
learning algorithms, such as the k-Nearest Neighbors algorithm [Fix and Hodges, 1951] that
classifies an object based on the labels of its k closest neighbors, are limited to pairwise
similarities relations between labeled and unlabeled objects. Empirical evidence by Tresp
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[2000] indicates that the performance of a method can improve by considering the relation
between unlabeled objects. In his study, the performance of his ensemble method, the
Bayesian Committee Machine (BCM), improved when considering multiple test objects
simultaneously. This occurred because the BCM utilized the covariance between the test
objects.
There are two primary reasons as to why similarity-based machine learning models are
rarely used in practice. The first reason is the perceived lack of efficient machine learning
techniques for dealing with pairwise similarities. However, efficient algorithms exist for e.g.
both the HNC and MRF models [Ahuja et al., 2003, 2004; Hochbaum, 2001, 2010, 2013a]. The
second concern is that it becomes practically impossible to compute all pairwise similarities
for a large dataset, since the number of pairwise similarities grows quadratically in the size of
the dataset. Hochbaum and Baumann [2016] introduced the method of sparse computation
to mitigate this problem.
This dissertation focuses on advancing the practical implementations of sparse computation
and on two applications for which similarity-based machine learning was particularly effective.
These applications are: Cell detection in calcium-imaging movies and detecting aberrant
agents in networks based on link behavior. We now provide a brief description of the
similarity-based models HNC and MRF that were used in these applications. Subsequently,
we discuss the method of sparse computation for mitigating the quadratic growth in the
number of pairwise similarities and two extensions for larger datasets. We then introduce the
two applications in more detail.
1.1 Models for Similarity-Based Machine Learning:
Hochbaum’s Normalized Cut and Markov
Random Fields
Two models for similarity-based machine learning are Hochbaum’s Normalized Cut (HNC)
[Hochbaum, 2010, 2013b] and Markov Random Fields (MRF) [Geman and Geman, 1984;
Hochbaum, 2001, 2013a]. Both the HNC model and the MRF model with convex penalties
are solved to global optimality in polynomial time with combinatorial algorithms [Ahuja
et al., 2003, 2004; Hochbaum, 2001, 2010, 2013a].
Hochbaum’s Normalized Cut (HNC)
The clustering model Hochbaum’s Normalized Cut (HNC) [Hochbaum, 2010, 2013b] is a
variant of the Normalized Cut problem for image segmentation that was popularized by Shi
and Malik [2000]. The HNC model is defined on graph where nodes represent objects and
edges are pairwise similarity relations. The model provides a trade-off between two objectives:
High similarity between the objects in the cluster (homogeneity), and low similarity between
objects in the cluster and the remaining objects (distinctness). The trade-off between the
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two objectives is represented as either a ratio or a weighted linear combination. In either
form, the model is polynomial time solvable [Hochbaum, 2010, 2013b] with combinatorial
algorithms. In contrast, the Normalized Cut problem is known to be NP-Hard [Shi and Malik,
2000].
HNC is applicable to both supervised and unsupervised problems, and it has been
successfully used across different contexts. These include image segmentation [Hochbaum
et al., 2013], evaluating the effectiveness of drugs [Hochbaum et al., 2012], the detection of
special nuclear materials [Yang et al., 2013], tracking moving objects in videos [Fishbain et al.,
2013], and a comparative study on classification problems by Baumann et al. [2019]. In this
study, it was demonstrated that the supervised variants of HNC (SNC & K-SNC) have the
best overall performance and were the most robust among all algorithms considered, which
included state-of-the-art machine learning techniques. Hochbaum et al. [2012]; Yang et al.
[2013] also provide similar but less comprehensive comparisons between machine learning
methods for drug ranking and the detection of special nuclear materials. These experiments
also indicated that SNC was among the top performing machine learning methods for these
contexts.
Markov Random Fields Problem (MRF)
The Markov Random Fields (MRF) [Geman and Geman, 1984; Hochbaum, 2001, 2013a;
Kleinberg and Tardos, 2002] was originally considered in image segmentation, where pixels
from a noisy image should be assigned to a set of colors. Similar to the HNC model, the
objective in the MRF model also presents a trade-off. The trade-off for the MRF model is
between two types of similarities: The similarity between an object and its prior and the
pairwise similarity between pairs of objects. Each type has an associated penalty in the
objective function: A deviation penalty for when the assigned value of an object deviates
away from a prior value, and a separation penalty for when the assigned values of a pair
of objects differ. In image segmentation, the deviation penalties penalizes deviations with
respect to the original color of the pixel whereas the separation penalties smooth the colors
assigned to adjacent pixels. When the separation penalty functions are convex, the MRF
problem is solved optimally and efficiently in either continuous or integer variables [Ahuja
et al., 2003, 2004; Hochbaum, 2001]. The problem is NP-hard otherwise [Hochbaum, 2001].
Aside from image segmentation [Hochbaum, 2001, 2013a; Qranfal et al., 2011], MRF has
been applied successfully for group decision-making [Hochbaum and Levin, 2006], rating
customers’ propensity to buy new products [Hochbaum et al., 2011], ranking the credit risk of
countries [Hochbaum and Moreno-Centeno, 2008], and for yield prediction in semiconductor
manufacturing [Hochbaum and Liu, 2018]. In all of these applications, the separation penalties
were defined on undirected graphs. The MRF application presented below is unique in that
the separation penalties are directional and are defined on a directed graph. The algorithms
listed above apply to both types of graphs.
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1.2 Sparse Computation for Mitigating the Quadratic
Growth of Similarities
A challenge for similarity-based machine learning methods on large datasets is that the number
of pairwise similarity grows quadratically in the size of the dataset. For large datasets, it
thus becomes practically impossible to compute all possible pairwise similarities.
Hochbaum and Baumann [2016] proposed the technique of sparse computation to address
this growth by computing only those pairwise similarities that are relevant. Sparse com-
putation enables the scaling of similarity-based algorithms to large datasets. The method
first project the objects’ feature vectors into a low-dimension space. This is commonly done
with the dimension reduction method approximate principle component analysis, a variant of
principle component analysis (PCA). Sparse computation uses closeness of two objects in
the low-dimensional space as a proxy for the relevance of the associated pairwise similarity.
To identify close pairs of objects in the low-dimensional space, the low-dimensional space is
discretized into grid blocks. A pair of objects is considered relevant if the objects belong to
the same or adjacent grid blocks. The pairwise similarities are then computed for all relevant
pairs with the original feature vectors.
The Hochbaum and Baumann [2016] implementation of sparse computation is still difficult
to scale to millions objects. We present in this work two extensions that scale the method of
sparse computation to very-large datasets (see also [Baumann et al., 2016, 2017]).
The first extension consists of faster geometric algorithms for sparse computation. These
geometric algorithms compute the exact same output as the original implementation of sparse
computation, but identify the relevant pairwise similarities faster by using the concept of
data shifting for identifying objects in the same or neighboring blocks. Empirical results on
datasets with up to 10 million objects show a significant reduction in running time. The
new algorithms also result in improved scaling for sparse computation with respect to the
dimension of the low-dimensional space.
The second extension is the technique of sparse-reduced computation. Sparse-reduced
computation combines sparse computation with a technique for compressing highly-similar
or identical objects, enabling the use of similarity-based machine learning on massively-large
datasets. Due to the compression, sparse-reduced computation provides a different output
than sparse computation and replaces groups of objects by new representative objects. The
computational results demonstrate that sparse-reduced computation provides very similar
accuracy as sparse computation with a significant reduction in runtime. Sparse-reduced
computation allows for highly-accurate classification of datasets with millions of objects in
seconds.
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1.3 Applications: Cell Identification in Neuroscience
and Aberrant Agent Detection in Networks with
Similarity-based Machine Learning
A major problem facing neuroscientists today is detecting cells in calcium-imaging movies.
Calcium imaging is a modern technique used by neuroscientists for recording movies of in-vivo
neuronal activity at cellular resolution. Using genetically encoded calcium indicators and fast
laser-scanning microscopes, it is now possible to record thousands of neurons simultaneously.
However, the manual post-processing needed to extract the activity of single neurons requires
tens of hours per dataset. Consequently, there is a great need to develop automated approaches
for the extraction of neuronal activity from imaging movies.
We present a similarity-based algorithm, named HNCcorr, for cell detection in calcium
imaging movies (see also [As´ın-Acha´ et al., 2019; Spaen et al., 2019]). The name HNCcorr
is derived from the use of HNC and that of pairwise similarities based on correlation. In
HNCcorr, the task of cell detection in calcium imaging movies is approached as a clustering
problem. HNCcorr utilizes HNC to detect cells in these movies as coherent clusters of pixels
that are highly distinct from the remaining pixels. HNCcorr guarantees, unlike existing
methodologies for cell identification, a globally optimal solution to the underlying optimization
problem. Of independent interest is a novel method, named similarity-squared, that we devised
for measuring similarity between pixels. We provide an experimental study and demonstrate
that HNCcorr is a top performer on the Neurofinder cell identification benchmark and that it
improves over algorithms based on matrix factorization [Pachitariu et al., 2017; Pnevmatikakis
et al., 2016]. This algorithm represents the first use of similarity-based machine learning
methods in neuroscience.
The second application is detecting aberrant agents in networks based on their link
behavior. Agents with aberrant behavior are commonplace in today’s networks; there are
fake profiles in social media, spam websites on the internet, and fake news sources that are
prolific in spreading misinformation. The viral spread of digital misinformation has become
so severe that the World Economic Forum considers it among the main threats to human
society [World Economic Forum, 2013]. It is thus crucially important to be able to identify
aberrant agents. Across contexts, a distinguishing characteristic between normal and aberrant
agents is that normal agents rarely link to aberrant ones. We refer to this phenomenon as
aberrant linking behavior.
We present an MRF formulation that detects aberrant agents based on the link behavior
of agents in the network. The formulation balances two objectives: to satisfy aberrant linking
behavior by having as few links as possible from normal to aberrant agents, as well as to
deviate minimally from prior information (if given). The MRF formulation is solved optimally
and efficiently. We compare the optimal solution for the MRF formulation to well-known
algorithms based on random walks [Rajaraman and Ullman, 2011], including PageRank [Page
et al., 1999], TrustRank [Gyo¨ngyi et al., 2004], and AntiTrustRank [Krishnan and Raj, 2006].
To assess the performance of the algorithms, we present a variant of the modularity clustering
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metric that overcomes the known shortcomings of modularity in directed graphs. We show
that this new metric has desirable properties and prove that optimizing it is NP-hard. In our
empirical experiment with twenty-three different datasets, the MRF method outperforms the
other detection algorithms. This work is the first use of optimization methods for detecting
aberrant agents as well as the first time that MRF is applied with directed links.
1.4 Overview of this Dissertation
Chapter 2 presents the improved methodologies for sparse computation. The chapter starts
with an overview of the sparse computation method. Then, the geometric algorithms for
sparse computation are presented, and their performance is analyzed in a computational
study. Subsequently, the sparse-reduced computation method is presented. Sparse-reduced
computation extends sparse computation by adding compression of highly-similar objects.
An experimental study of its performance relative to sparse computation is provided.
Chapter 3 introduces the HNCcorr algorithm for cell detection in calcium imaging. The
chapter includes a discussion of the HNC model and algorithms for solving it. The HNCcorr
algorithm is described, and a discussion of how it incorporates HNC and sparse computation
is provided. Having described the algorithm, the chapter concludes with an experimental
comparison between HNCcorr and other cell identification algorithms.
Chapter 4 lays out our approach for detecting aberrant agents in directed networks
based on their linking behavior with MRF. The chapter provides the general MRF model,
algorithms for solving it, and our MRF formulation for the detection of aberrant agents. The
experimental performance of MRF is compared with other well-known algorithms.
7Chapter 2
Improved Methodologies for Sparse
Computation: Geometric Algorithms
and Sparse-Reduced Computation
Computing pairwise similarities poses a challenge in terms of scalability as the number of
pairwise similarities between objects grows quadratically in the number of objects in the
dataset. For large datasets, it is prohibitive to compute and store all pairwise similarities.
Various methods have been proposed that sparsify a complete similarity matrix, which
contains all pairwise similarities, while preserving specific matrix properties [Arora et al.,
2006; Jhurani, 2013; Spielman and Teng, 2011]. A sparse similarity matrix requires less
memory and allows faster classification as the running time of the algorithms depends on the
number of non-zero entries in the similarity matrix. These approaches are not suitable for
large-scale datasets because they require as input the complete similarity matrix.
Recently, Hochbaum and Baumann [2016] introduced a methodology called sparse com-
putation that generates a sparse similarity matrix without having to compute the complete
similarity matrix first. Sparse computation enables the scaling of similarity-based machine
learning methods to large dataset by significantly reducing the running time of the classifiers
without affecting their accuracy (see Figure 2.1). In sparse computation the data is efficiently
projected onto a low-dimensional space using a probabilistic variant of principal component
analysis. The low-dimensional space is then subdivided into grid blocks and pairwise simi-
larities are only computed between objects in the same or in neighboring grid blocks. The
density of the similarity matrix can be controlled by varying the grid resolution. A higher
grid resolution leads to a sparser similarity matrix. In section 2.1, we review the sparse
computation technique in more detail.
For large-scale datasets, the computational bottleneck of sparse computation is the
identification of pairs of adjacent blocks in the grid structure. For each non-empty block,
it identifies adjacent blocks and checks whether these blocks are non-empty. This process
is referred to as block enumeration. For large-scale datasets to which sparse computation is
applied with a high grid resolution, the vast majority of adjacent blocks are empty, but are
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Figure 2.1: Accuracy at selected sparsity levels for the letter recognition (LER) dataset
obtained with three similarity-based classifiers - k-nearest neighbors, SNC [Hochbaum, 2010],
and SVM [Cortes and Vapnik, 1995] - on a sparse similarity matrix generated with sparse
computation. Sparsity, reported on a log scale, is measured as the percentage of matrix
entries that are not computed. The runtime of the algorithms is inversely proportional to the
sparsity of the similarity matrix.
still checked. Hence, a large fraction of the computational workload is unnecessary.
In section 2.2, we present two new algorithms for sparse computation that address this
computational bottleneck. The algorithms are based on a computational geometry concept
called data shifting, which is used to identify pairs of similar objects in a low-dimensional
space much faster than with state-of-the-art techniques.
Computational experiments in section 2.3 demonstrate that the new algorithms for sparse
computation are up to five times faster. The improved algorithms enable the scaling of sparse
computation to datasets with millions of objects. Furthermore, the new algorithms improve
the scaling of sparse computation with respect to the dimension of the low-dimensional space.
Regardless of which sparse computation algorithm is applied, it may occur that large
groups of highly-similar or identical objects project to the same grid block even when the grid
resolution is high. As a result, a large number of pairwise similarities between nearly-identical
objects is identified by sparse computation. The computation of similarities between these
objects is unnecessary as they often belong to the same class. In massively-large datasets,
large numbers of highly-similar objects are particularly common. The grid block structure
created in sparse computation reveals the existence of such highly-similar objects in the
dataset.
In section 2.4, we propose an extension of sparse computation called sparse-reduced
computation that avoids the computation of similarities between highly-similar and identical
objects through compression. The method builds on sparse computation by using the grid
block structure to identify highly-similar and identical objects efficiently. In each grid block,
the objects are replaced by a small number of representatives. The similarities are then
computed only between representatives in the same and in neighboring blocks. The resulting
similarity matrix is not only sparse but also smaller in size due to the consolidation of objects.
We evaluate sparse-reduced computation on four real-world and one artificial benchmark
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Table 2.1: Notation
Symbol Description
n Number of objects
d Number of features
x1, . . . ,xn ∈ Rd Objects - represented by their feature vectors
p Number of dimensions in low-dimensional space
k and k′ Grid resolution
κ Sub-block grid resolution in sparse-reduced computation
ω Pre-specified L∞ distance
datasets containing up to 10 million objects in section 2.5. Sparse-reduced computation
delivers highly-accurate classification at very low computational cost for most of the studied
datasets.
Throughout this chapter, we use the notation given in Table 2.1.
2.1 Overview of Sparse Computation
Sparse computation [Hochbaum and Baumann, 2016] takes as input a dataset with n objects
x1, . . . ,xn ∈ Rd and d features. The method consists of the steps: dimension reduction, grid
construction and selection of pairs, and similarity computation.
In the dimension reduction step, the input data is projected from a d-dimensional space
onto a p-dimensional space, where p d. The projection is done with a probabilistic variant
of PCA called approximate PCA [Hochbaum and Baumann, 2016]. Let the data in the
p-dimensional space be normalized, i.e., the values of each dimension are scaled to the range
[0, 1].
In the grid construction and selection of pairs step, the goal is to select all pairs of objects
that have an L∞ distance smaller or equal to ω in the p-dimensional space. This is achieved
as follows. First, the range of values along each dimension is subdivided into k = 1
ω
equally
long intervals. This partitions the p-dimensional space into kp grid blocks. Parameter k
denotes the grid resolution. Each object is then assigned to a single block based on its p
coordinates. Objects which lie exactly on a grid line (horizontally and/or vertically) are
assigned to the upper and/or right grid block. If the upper and/or right grid block is outside
the grid, then the object is assigned to the lower and/or left block.
Since the largest L∞ distance within a block is equal to ω = 1k , all pairs of objects that
belong to the same block are selected. In addition, some pairs of objects are within a distance
of ω but fall in different blocks. To select those pairs as well, horizontally, vertically, and
diagonally adjacent blocks need to be considered. Each block has up to 3p − 1 neighbors. We
refer to this process as block enumeration. By selecting all pairs of objects that are assigned
to adjacent blocks, it can be guaranteed that all pairs of objects whose distance is less than
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or equal to ω are selected. It is possible that pairs of objects whose L∞ distance is more than
ω but less than 2ω are selected as well, whereas objects whose distance is more than 2ω will
not be selected.
The total number of selected pairs depends on the grid resolution k and the dimension
of the low-dimensional space p. A higher grid resolution results in smaller blocks and thus
reduces the set of pairs that fall in a block or its adjacent blocks. Similarly, when the number
of dimensions of the low-dimensional space is increasing, the blocks contain fewer objects
and this reduces the number of pairs selected.
In the similarity computation step, a similarity function is used to quantify the similarity
for each of the pairs selected in the previous step. The similarity value is computed with
respect to the original d-dimensional space.
The selection of pairs in sparse computation relies on enumerating (3p − 1)/2 adjacent
blocks for each non-empty block to determine pairs of adjacent non-empty blocks1. This
computation becomes the bottleneck of the method when a) the number of non-empty blocks
is large, and b) most of the adjacent blocks are empty. Checking empty blocks is unnecessary
and only contributes to the runtime. Conditions a) and b) are often met when sparse
computation is applied with high grid resolution to a large-scale dataset with millions of
objects. To illustrate this issue, Figure 2.2 shows a two-dimensional projection of a dataset
that contains 12 objects. With a grid resolution of k = 4, the two-dimensional space was
partitioned into 16 blocks, six of which are non-empty. To find the adjacent blocks of the
six non-empty blocks, 24 other blocks (visualized by arrows) are considered. Only 6 out of
these 24 blocks are non-empty (blue arrows). The plot on the right hand side of Figure 2.2
highlights all selected pairs by blue lines that connect the corresponding objects.
2.2 Geometric Algorithms for Sparse Computation
To address the bottleneck of identifying pairs in adjacent blocks, we introduce a computational
geometry concept called data shifting. We show how data shifting can be used to devise
two geometric algorithms for sparse computation: object shifting and block shifting. These
algorithms replace the block enumeration process in the second step of sparse computation.
The object shifting algorithm shifts the objects multiple times along different directions
within the grid structure. For each shift, the pairs of objects that fall in the same block are
deemed to be similar. Object shifting avoids having to explicitly compute adjacent blocks,
but the same pair of objects may be selected for multiple shifts. We refer to such pairs as
duplicate pairs. The block shifting algorithm partially addresses the drawback of duplicate
pairs by identifying all pairs of non-empty adjacent blocks by shifting representatives for
non-empty blocks instead of the individual objects. Note that these two algorithms generate
the exact same set of pairs as sparse computation with block enumeration.
1For each non-empty block, only half of the adjacent blocks need to be checked since the adjacency
relation is symmetric.
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a) b)
Legend:
Object in low-dimensional space
Non-empty block
Coordinates that refer to an empty box
Coordinates that refer to a non-empty box
Selected pair
Figure 2.2: Visualization of the block enumeration strategy with k = 4 and p = 2: a) for each
non-empty block, four adjacent blocks must be considered to identify all pairs of adjacent
non-empty blocks. The majority of considered blocks are empty (dotted arrows). b) all pairs
of objects that fall into the same or in neighboring blocks are selected (blue lines)
The concept of data shifting
Sparse computation relies on a grid to identify close pairs of objects in the low-dimensional
space. The identified pairs are all within an L∞ distance of ω and potentially some within
an L∞ distance of 2ω. In contrast to sparse computation with block enumeration, the
low-dimensional space is partitioned into k′p grid blocks for k′ = 1
2ω
. Each grid block is thus
twice as large in each dimension. All objects within a grid block are now within an L∞
distance of 2ω. The grid, however, might still arbitrarily separate objects that are close by
a grid line. Two objects that are within an L∞ distance of ω, but separated by a grid line,
are denoted as border pair. In a two-dimensional grid, there are three types of border pairs:
horizontal border pairs, vertical border pairs, and diagonal border pairs. In a p-dimensional
grid, there are 2p − 1 types of border pairs. Data shifting addresses the issue of identifying
border pairs by shifting the data from its initial position along a single or multiple axes such
that all border pairs of one type will no longer be separated by a grid line after the shift. To
capture all types of border pairs, 2p − 1 shifts are required. In each shift, the data is shifted
by ω along the respective axes. This is sufficient to identify all close neighbors of an object,
since for each neighbor that is within a distance of ω from the object there exist at least
one grid such that they belong to the same grid block. By efficiently identifying all close
neighbors, data shifting provides a 2-approximation for the problem of identifying, for each
object, the set of neighbors that are within an L∞ distance of ω.
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Legend:
Object in low-dimensional space
Initial postion of object in low-dimensional space
Direction and length of shiftSelected pair
Redundant pair
Figure 2.3: Visualization of the object shifting algorithm with grid resolution k′ = 2 for a
dataset projected to a p = 2 dimensional space: a) selection of pairs of objects that fall in
the same grid block, b) objects are horizontally shifted by 1/k to capture horizontal border
pairs. c) objects are vertically shifted by 1/k to capture vertical border pairs, d) objects are
diagonally shifted to capture diagonal border pairs. Redundant pairs are highlighted in red.
Object shifting algorithm
To get exactly the same selection of similar pairs as the block enumeration strategy with a
grid resolution of k, the object shifting algorithm first partitions the low-dimensional space
into k′p grid blocks for k′ = 1
2
k . Based on the concept of data shifting, 2p − 1 directions are
determined. Given p, the directions can be determined by generating binary representations
of width p of the integers [1, . . ., 2p − 1]. Each bit corresponds to a dimension and a one
means that the data is shifted along this dimension. For example, if p = 2, the binary
representations are 01, 10, and 11. The algorithm is called object shifting because all objects
are shifted by 1
k
= 1
2k′ in that direction. Based on the new coordinates, each object is assigned
to a single grid block and all pairs of objects that are assigned to the same block are selected.
Since the same pairs of objects might be assigned to the same block in different shifts, one
needs to identify and remove duplicate pairs. If the grid resolution is high and hence the
total number of selected pairs is low, the runtime for identifying and removing redundant
pairs is negligible. However, if the grid resolution is low and the total number of selected
pairs is large, then identifying and removing redundant pairs can become computationally
expensive. Figure 2.3 illustrates object shifting algorithm for our two-dimensional example.
The original position of the data is shown in the top left plot.
Block shifting
The disadvantage of object shifting is that certain pairs are selected for multiple shifts. In
particular, objects that fall in the same sub-block, defined by splitting the blocks in half in
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each dimension, will fall in the same block for each shift and are thus repeated 2p − 1 times.
Block shifting addresses this by replacing them with a single object.
To generate the same pairs as sparse computation with block enumeration with grid
resolution k, the p-dimensional space is first partitioned with a grid resolution of k into kp
grid blocks and each object is assigned to the corresponding block. The corresponding pairs
for each block are selected. Instead of identifying the border pairs directly with data shifting
each non-empty block is first replaced with a representative object at its center. Note that
this new dataset consists of objects that are located at multiples of 1
2k
along the dimensions.
All coordinates are within the range [ 1
2k
, 1− 1
2k
] and the L∞ distance between pairs of objects
that represent adjacent blocks is exactly 1
k
. Hence, we can apply the object shifting algorithm
to the new dataset with a grid resolution of k′ = 1
2
k to find all pairs of adjacent blocks.
Finally, all pairs of objects that consists of objects in adjacent blocks are selected. Figure 2.4
illustrates block shifting for our two-dimensional example.
Runtime analysis
The runtime of block enumeration, object shifting, and block shifting depends on the
parameters k and p and on the distribution of the objects within the low-dimensional space.
Since all algorithms have the same output, they only differ with respect to the overhead
(unnecessary work performed): The object/block shifting algorithms may identify pairs of
objects/representatives more than once, and the block enumeration algorithm may enumerate
empty adjacent blocks.
The overhead of the block enumeration is large when objects fall into many isolated
blocks. This typically occurs for large k and p. The overhead of object shifting is large when
many objects fall into few adjacent blocks. This typically occurs for small k and p. The
overhead of block shifting is only large when the number of adjacent representatives is large.
This does not occur for small or for large values of k and p. To obtain a large number of
adjacent representatives, few objects must fall in a large number of adjacent blocks. Hence,
the number of adjacent representatives tends to initially increase with increasing p and k, but
decreases again once the blocks become isolated. In practice, we observe that block shifting
identifies a pairwise similarity no more than twice. For more details, see the experimental
results in section 2.3 and Figure 2.6.
2.3 Experimental Analysis of Geometric Algorithms
for Sparse Computation
We compared the runtime of block enumeration, object shifting, and block shifting for different
grid resolutions on nine datasets. We evaluated only runtime because all algorithms generate
the same output when the grid resolutions are chosen accordingly. Extensive empirical results
on how sparse computation and thus the new algorithms affect the accuracy of (un)supervised
learning algorithms are presented in [Baumann, 2016; Hochbaum and Baumann, 2016].
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c)
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Legend:
Object in low-dimensional space
Non-empty block
Center of non-empty block
Initial postion of center of non-empty block
Direction and length of shift
Selected pair
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Coordinates that refer to a non-empty box
Figure 2.4: Visualization of the block shifting algorithm with grid resolution k = 4 for a
dataset projected to a p = 2 dimensional space: a) low-dimensional space is partitioned with
grid resolution k, b) each non-empty block is replaced by a representative, c)–f) the object
shifting algorithm is applied with grid resolution k′ = 2 to find pairs of representatives that
correspond to neighboring blocks (redundant pairs of representatives are highlighted in red),
g)–i) the identified pairs of representatives are used to select pairs of objects that fall within
the same or within neighboring blocks.
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We implemented the algorithms and the computational analysis in Python 3.5. The source
code is available at https://github.com/hochbaumGroup/sparsecomputation. The source
code of the computational analysis is available at https://github.com/quic0/sparse-
experiments.
datasets
The datasets represent various domains including life sciences, engineering, social sciences
and business and have sizes ranging from hundreds to millions of objects. Six real-world
datasets were taken from the UC Irvine Machine Learning Repository [Lichman, 2013], two
datasets were taken from previous studies [Breiman, 1996; Dong, Jian-xiong et al., 2005;
Lee and Mangasarian, 2001; Tsang et al., 2005], and one real-world dataset was taken from
the Neurofinder public benchmark for calcium imaging [CodeNeuro, 2017]. In all datasets,
we substituted categorical features by a binary feature for each category and removed any
duplicate objects. We briefly describe each dataset and mention further modifications that
we made. Statistics about each of the datasets are provided in Table 2.2.
The dataset Adult (ADU) [Kohavi, 1996] stems from the census bureau database and each
object represents a person. In the original dataset there is a categorical and a continuous
feature to capture the educational level of the persons. To avoid double use, we removed the
categorical feature. In addition, we removed all features that contain missing values.
In the Bag of Words dataset (BOW), the objects are documents from five different
sources. The sources are Enron emails, KOS blog entries, New York Times articles, NIPS full
papers, and PubMed abstracts. A document in this dataset is represented as a bag of words,
i.e., a set of vocabulary words. This representation disregards word order but keeps word
multiplicity. We generated two datasets from the bag of words dataset: BOW1 contains the
NIPS full papers and the Enron emails. For each document in BOW1, we divide the number
of occurrences of each word by the total number of words in the document to obtain the
Table 2.2: Statistics of the datasets (after modification)
Abbreviation # of objects # of unique objects # of features
NEU 961 961 800
LER 20,000 18,668 16
BOW1 41,361 37,993 33,781
ADU 45,222 45,170 88
COV 581,012 581,012 54
CKR 1,000,000 999,910 2
RLC 5,749,132 5,749,133 16
BOW2 8,544,543 3,087,117 100
RNG 10,000,000 10,000,000 20
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relative frequencies. BOW2 contains the New York Times articles and the PubMed abstracts.
For BOW2, we limit the feature space to the 100 words with the largest absolute difference
in mean relative frequency between the New York Times articles and the PubMed abstracts.
A binary vector indicates which of those words occur in the respective document.
The dataset Checkerboard (CKR) is an artificial dataset that has been used for evaluating
large-scale SVM implementations [Lee and Mangasarian, 2001; Tsang et al., 2005]. Each
object represents a point on a 4 × 4 checkerboard that is characterized by two features
which represent the x- and the y-coordinates. Following [Tsang et al., 2005], we create a
checkerboard dataset with 1 million objects by randomly choosing the x- and y-coordinates
of objects between -2 and 2 according to a uniform distribution.
The dataset Covertype (COV) [Blackard and Dean, 1999] contains cartographic character-
istics of forest cells in northern Colorado. There are seven different cover types which are
labeled 1 to 7.
The dataset Letter Recognition (LER) [Frey and Slate, 1991] comprises 20,000 objects.
Each object corresponds to an image of a capital letter from the English alphabet.
The dataset Neuron (NEU) [CodeNeuro, 2017] is a calcium imaging recording of a neuron,
a brain cell. The objects are the pixels in the recording and the features are the intensity
of a pixel for each of the frames. Sparse computation is used as a subroutine in a leading
algorithm for cell identification in calcium imaging recordings [Spaen et al., 2019].
In the dataset Record Linkage Comparison Patterns (RLC) [Schmidtmann et al., 2009],
the objects are comparison patterns of pairs of patient records. We substitute the missing
values with value zero and introduce a binary feature to indicate missing values. The objects
can be classified as match or no-match.
The dataset Ringnorm (RNG) is an artificial dataset that has been used in [Breiman,
1996] and [Dong, Jian-xiong et al., 2005]. The objects are points in a 20-dimensional space
and belong to one of two Gaussian distributions. Following the procedure of [Dong, Jian-xiong
et al., 2005], we generate a Ringnorm dataset instance with 10 million objects.
Experimental design
We compared the runtime of sparse computation with block enumeration, object shifting,
and block shifting on the nine datasets for different grid resolutions k. For large datasets, it
was impossible to construct the complete similarity matrix due to memory limitations of our
machine. The grid resolutions used for each of the datasets are described in Table 2.3. We
chose the number of dimensions p of the low-dimensional space to be 3 for all datasets except
for CKR for which we chose 2 because it only has two features. For the dimension reduction
step, we used approximate PCA [Hochbaum and Baumann, 2016] which is much faster than
exact PCA as it reduces the size of the original dataset by sampling a small fraction of objects
and features. Here we set the sampling fraction for objects to one percent and the sampling
fraction for features to five percent unless the number of features is less than 150 in which
case all features were used. Only the NEU and BOW1 datasets have more than 150 features.
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Table 2.3: Grid resolutions reported for each dataset
Abbreviation Grid resolution k
NEU 4, 10, 20, 50, 100, 200
LER 4, 10, 20, 50, 100, 200
BOW1 4, 10, 20, 50, 100, 200, 500, 1000, 2000
ADU 4, 10, 20, 50, 100, 200, 500, 1000, 2000
COV 50, 100, 200, 500, 1000, 2000
CKR 100, 200, 500, 1000, 2000
RLC 200, 500, 1000, 2000, 4000, 10000
BOW2 200, 500, 1000, 2000, 4000, 10000
RNG 200, 500, 1000, 2000, 4000, 10000
We ran each combination of algorithm, dataset, and grid resolution five times and recorded
the mean runtime and the standard deviation across all five runs. In addition, we recorded
various statistics that affect the runtime of the algorithms. The computational analysis was
performed on a workstation with Intel Xeon CPUs (model E5-2667 v2) with clock speed 3.30
GHz and 256 GB of RAM.
Experimental results
The mean and standard deviations of the runtimes of the different algorithms are reported in
Figure 2.5 and for the largest three datasets in Table 2.4. Sparse computation with block
enumeration performs well at low grid resolutions, but gets slow when applied with high
grid resolutions. In contrast, sparse computation with object shifting performs poorly at low
grid resolutions because there is a large number of pairs consisting of objects that fall into
the same sub-block and are selected for each shift. Sparse computation with object shifting
performs well when the grid resolution is high. At these grid resolutions, few objects fall in
the same sub-block and fewer duplicate pairs are selected.
Sparse computation with block shifting combines the properties of sparse computation
with block enumeration and object shifting and provides (near-) best runtime across datasets
and grid resolutions. Although outperformed by object shifting at extremely high grid
resolutions, it does not suffer from the pitfalls that affect block enumeration and object
shifting. By replacing each sub-block by a single representative, it significantly reduces the
number of duplicate pairs. This results in faster runtimes for low grid resolutions when each
block typically contains multiple objects. Figure 2.6 shows that block shifting identifies only
few duplicate pairs for low grid resolutions. For all datasets block shifting identifies, on
average, a pair no more than twice independent of the grid resolution.
An interesting insight can be gained from the CKR dataset: although object shifting
generates more duplicate pairs than block shifting, it is still slightly faster for very high
grid resolutions. This is most likely due to the overhead resulting from generating the
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Figure 2.5: Mean runtimes, measured in log scale, across datasets for sparse computation with
block enumeration, object shifting, and block shifting. The error bars indicate the standard
deviation of the runtimes. Grid resolution is measured with respect to sparse computation
with block enumeration.
Table 2.4: Mean runtime for RLC, BOW2, and RNG for selected grid resolutions
Dataset
Algorithm RLC BOW2 RNG
k =
500
k =
2000
k =
10000
k =
500
k =
2000
k =
10000
k =
500
k =
2000
k =
10000
Block enumeration 150 172 173 96 98 91 296 313 316
± 6 ± 2 ± 1 ± 4 ± 3 ± 2 ± 18 ± 12 ± 5
Object shifting 185 55 33 155 23 18 2466 137 62
± 22 ± 5 ± 0.07 ± 23 ± 0.2 ± 0.04 ± 122 ± 15 ± 2
Block shifting 88 42 31 74 26 21 276 135 61
± 11 ± 2 ± 0.2 ± 0.6 ± 0.2 ± 0.1 ± 30 ± 10 ± 5
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Figure 2.6: Average duplication ratio across datasets for sparse computation with block
and object shifting. The duplication ratio is computed as 1 + # duplicate objects or
representative pairs / # unique object pairs. The error bars indicate the standard
deviation in the number of duplicate pairs. Grid resolution is measured with respect to sparse
computation with block enumeration.
representatives and mapping representatives to objects. In the CKR dataset, the objects are
uniformly spread, which means that at a grid resolution of k = 1, 000, there are 1 million
blocks (p = 2), that are mostly non-empty. Since there are only 1 million objects, each block
contains a single object in expectation. Therefore, block shifting gains little by replacing the
objects in each block by a representative but still incurs the overhead.
The computational effort required by sparse computation also depends on the number of
dimensions p of the low-dimensional space. For example, the number of (adjacent) blocks,
and the number of required shifts for object shifting and block shifting grow exponentially
in p. To explore the impact of the dimension of the low-dimensional space on runtime, we
applied the different algorithms to the COV dataset with p = 2, 3, and 4. As shown in
Figure 2.7, the runtime of sparse computation with block enumeration increases steadily
as p is increased even though the number of selected pairs decreases with increasing grid
resolution. Sparse computation with object shifting and block shifting scales much better
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Figure 2.7: Effect of the number of dimensions in the low-dimensional space, p, on the mean
runtimes of sparse computation with block enumeration, object shifting, and block shifting
for the COV dataset. The error bars indicate the standard deviation of the runtimes. Grid
resolution is measured with respect to sparse computation with block enumeration.
with increasing values of p.
2.4 Compression for Massively-Large Datasets:
Sparse-Reduced Computation
Sparse-reduced computation is an extension of sparse computation. The idea of sparse
computation is to avoid the computation of very small similarities as they are unlikely to
affect the classification result. Sparse-reduced computation not only avoids the computation
of very small similarities, but also avoids the computation of similarities between highly-
similar and identical objects. Intuitively, sparse-reduced computation not only “rounds” very
small similarities to zero but it also “rounds” very large similarities to one. Sparse-reduced
computation consists of the four steps of data projection, space partitioning, data reduction,
and similarity computation.
Data projection: The first step in sparse-reduced computation coincides with what is
done in sparse computation. The d-dimensional dataset is projected onto a p-dimensional
space, where p d. This is implemented using a sampling variant of principal component
analysis called Approximate PCA [Hochbaum and Baumann, 2014]. Approximate PCA
computes principal components that are very similar to those computed by exact PCA as
shown in [Drineas et al., 2006], yet requires drastically reduced running time. Approximate
PCA is based on a technique devised by [Drineas et al., 2006]. The idea is to compute exact
PCA on a submatrix W of the original matrix A. The submatrix W is generated by random
selection of columns and rows of A with probabilities proportional to the L2 norms of the
respective column or row vectors.
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Figure 2.8: Data reduction with resolution k = 3 and κ = 1. As shown in the magnified
block, the negative training objects (gray), the positive training objects (white fill), and the
testing objects (black) are each replaced by a single representative.
Space partitioning: Once all objects are mapped into the p-dimensional space, the next
step is to subdivide, in each dimension, the subspace occupied by the objects into k intervals
of equal length. This partitions the p-dimensional space into kp grid blocks. Using a uniform
value of k for all dimensions allows us to control the total number of grid blocks with a single
parameter. In the following, parameter k is referred to as the grid resolution. Each object is
assigned to a single block based on the respective intervals in which its p coordinates fall.
Data reduction: The grid is then used to reduce the size of the dataset by replacing
so-called δ-identical objects by a single representative. Let δ = 1
κ
for κ ∈ N. In order to
identify δ-identical objects we subdivide each block into κp sub-blocks. The sub-blocks are
obtained by partitioning the grid block along each dimension into κ intervals of equal length.
For each sub-block, we replace objects of the same type (negative training objects, positive
training objects and testing objects) by a single representative. For example, if κ = 1, then
all objects of the same type that fall in the same grid block are considered δ-identical and
are thus grouped together. If κ = 2 for a three-dimensional space, then the grid block is split
into 23 = 8 sub-blocks and the replacement of objects by representatives is done for each
sub-block separately. Different values for κ can be selected for different blocks to account
for an unequal distribution of the data. The representatives are computed as the center of
gravity of the corresponding objects and have a multiplicity weight equivalent to the number
of objects they represent. Note that a representative may represent a single object. Figure 2.8
illustrates the data reduction step for a three-dimensional grid and κ = 1.
Similarity computation: The sparse similarity matrix on the representatives is computed
based on the concept of grid neighborhoods. This concept is borrowed from image segmenta-
tion where similarities are computed only between adjacent pixels [Hochbaum et al., 2013].
Here, we use the space partitioning and first consider all representatives in the same block to
be adjacent and thus have their similarities computed. Then, adjacent blocks are identified
and the similarities between representatives in those blocks are computed. Two blocks are
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adjacent if they are within a one-interval distance from each other in each dimension (the
L∞ metric). Hence, for each block, there are up to 3p − 1 adjacent blocks. The similarities
are computed in the original d-dimensional space. For very high-dimensional datasets, the
similarities could also be computed in the low p-dimensional space. A finer grid resolution
(higher value of k) generally leads to a lower density of the similarity matrix. Notice that for
k = 2 all representatives are neighbors of each other, and thus we get the complete similarity
matrix. The set of representatives and the generated similarity matrix constitutes the input
to the classification algorithms. The class labels that are assigned to representatives will be
passed on to each of the objects that they represent.
2.5 Experimental Analysis of Sparse-Reduced
Computation
We apply both sparse computation and sparse-reduced computation with two similarity-based
classifiers to five datasets. A comparison with existing sparsification approaches is not possible
because these approaches require to first compute the full similarity matrix, which would
exceed the memory capacity of our machine.
Similarity-based classifiers
We present two similarity-based machine learning techniques as binary classifiers that assign
a set of testing objects to either the positive or the negative class based on a set of training
objects. The two techniques are the K-nearest neighbor algorithm and the supervised
normalized cut algorithm [Hochbaum, 2010].
K-nearest neighbor algorithm (KNN): The KNN algorithm [Fix and Hodges, 1951]
finds the K nearest training objects to a testing object and then assigns the predominant
class among those K neighbors. We use the euclidean metric to compute distances between
objects and the nearest training object is used to break ties. When KNN is applied with
sparse-reduced data, we consider the multiplicity weight of the representatives to determine
the K nearest training representatives. For example, if K = 3 and the nearest training
representative is positive and has a multiplicity weight of 2 and the second nearest training
representative is negative and has a multiplicity weight of 5, the testing object is assigned
to the positive class. A testing object is assigned to the negative class if all similarities to
training objects are zero. In the experimental analysis we treat K as a tuning parameter.
Supervised normalized cut (SNC): SNC is a supervised version of HNC (Hochbaum’s
Normalized Cut), which is a variant of normalized cut Hochbaum [2010]. We provide a
detailed discussion of HNC in sectionsection 3.1, but we will give a short summary here for
the purpose of these experiments.
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HNC is defined on an undirected graph G = (V,E), where V denotes the set of nodes
and E the set of edges. A weight wij is associated with each edge [i, j] ∈ E. A bi-partition of
a graph is called a cut, (S, S¯) = {[i, j] |i ∈ S, j ∈ S¯}, where S¯ = V \ S. The capacity of a
cut (S, S¯) is the sum of weights of edges with one endpoint in S and the other in S¯:
C(S, S¯) =
∑
i∈S,j∈S¯,[i,j]∈E
wij.
In particular, the capacity of a set, S ⊂ V , is the sum of edge weights within the set S,
C(S, S) =
∑
i,j∈S,[i,j]∈E
wij.
In the context The nodes of the graph correspond to objects in the dataset and the edge
weights wij quantify the similarity between the respective feature vectors associated with
nodes i and j. Higher similarity is associated with higher weights.
The goal of one variant of HNC is to find a cluster that minimizes a linear combination
of two criteria. One criterion is to maximize the total similarity of the objects within the
cluster (the intra-similarity). The second criterion is to minimize the similarity between the
cluster and its complement (the inter-similarity). A linear combination of the two criteria is
minimized:
min
∅⊂S⊂V
C(S, S¯)− λC(S, S). (2.1)
The relative weighting parameter λ is one of the tuning parameters.
The input graph for SHNC contains labeled nodes (training data) whose class label (either
positive or negative) is known and unlabeled nodes. SNC is derived from HNC by assigning
all labeled nodes with a positive label to the set S and all labeled nodes with a negative label
to the set S¯. The goal is then to assign the unlabeled nodes to either the set S or the set S¯.
For a given value of λ, this optimization problem is solved with a minimum cut procedure in
polynomial time [Hochbaum, 2013b].
We implement SNC with Gaussian similarity weights. The Gaussian similarity between
object i and j is defined as:
wij = e
−α||xi−xj ||2 ,
where parameter α represents a scaling factor, and xi and xj are the feature vector of
objects i and j. The Gaussian similarity function is commonly used in image segmentation,
spectral clustering, and classification. When SNC is applied with sparse-reduced computation,
we multiply each similarity value by the product of the weights of the two corresponding
representatives. There are two tuning parameters: the relative weighting parameter of the
two objectives, λ, and the scaling factor of the exponential weights, α. The minimum cut
problems are solved with the MatLab implementation of the HPF pseudoflow algorithm
version 3.23 of [Chandran and Hochbaum, 2009] that was presented in [Hochbaum, 2008].
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Table 2.5: Datasets statistics (after modifications)
Abbr # Objects # Features # Positives
# Negatives
COV 581,012 54 0.574
KDD 4,898,431 122 4.035
RLC 5,749,132 16 0.004
BOW2 8,499,752 234,151 0.037
RNG 10,000,000 20 1.000
datasets
We select four real-world datasets from the UCI Machine Learning Repository [Lichman,
2013] and one artificial datasets from previous studies [Breiman, 1996; Dong, Jian-xiong
et al., 2005]. We substituted categorical features by a binary feature for each category. In
the following, we briefly describe each dataset and mention further modifications that are
made. The characteristics of the adjusted datasets are summarized in Table 2.5.
In the Bag of Words (BOW2) dataset, the objects are text documents from two different
sources (New York Times articles and PubMed abstracts). A document is represented as a
so-called bag of words, i.e. a set of vocabulary words. For each document, an vector indicates
the number of occurrences of each word in the document. We treated New York Times
articles as positives.
The dataset Covertype (COV) contains cartographic characteristics of forest cells in
northern Colorado. There are seven different cover types which are labeled 1 to 7. Following
[Caruana and Niculescu-Mizil, 2006], we treat type 1 as the positive class and types 2 to 7 as
the negative class.
The dataset KDDCup99 (KDD) is the full dataset from the KDD Cup ’twork. Each
connection is labeled as either normal, or as an attack. We treat attacks as the positive class.
In the dataset Record Linkage Comparison Patterns (RLC), the objects are comparison
patterns of pairs of patient records. We substitute the missing values with value 0 and
introduce an additional binary attribute to indicate missing values. The goal is to classify
the comparison patterns as matches (the corresponding records refer to same patient) or
non-matches. Matches are treated as positive class.
The dataset Ringnorm (RNG) is an artificial dataset that has been used in [Breiman,
1996] and [Dong, Jian-xiong et al., 2005]. The objects are points in a 20-dimensional space
and belong to one of two classes. Following the procedure of [Dong, Jian-xiong et al., 2005],
we generate a Ringnorm dataset instance with 10 million objects where each object is equally
likely to be in either the positive or the negative class.
For each of the five datasets, we generate five subsets by randomly sampling 5,000, 10,000,
25,000, 50,000, and 100,000 objects from the full dataset.
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Experimental Design
Sparse computation and sparse-reduced computation are tested with the two similarity-based
machine learning algorithms KNN, and SNC. In the following, we use the term classifier to
refer to a combination of a machine learning algorithm and sparse/sparse-reduced computation.
The performance of the classifiers is evaluated in terms of accuracy (ACC) and F1-scores
(F1). The experimental analysis is implemented in MatLab R2014a and the computations
are performed on a standard workstation with two Intel Xeon CPUs (model E5-2687W) with
3.10 GHz and 128 GB RAM.
Tuning & Testing We randomly partition each dataset into a training set (60%), a
validation set (20%) and a testing set (20%). The union of the training and the validation
sets forms the tuning set which is used as input for a given classifier. We tune each classifier
with and without first normalizing the tuning set. Normalization prevents that features with
large values dominate distance or similarity computations [Witten and Frank, 2005]. For each
of the two resulting similarity matrices the classifier is applied multiple times with different
combinations of tuning parameter values. For KNN, we selected tuning parameter K from
the set {1, 2, . . . , 25}. For SNC, we selected tuning parameter α from the set {1, 3, . . . , 15}
and the tuning parameter λ from the set {0, 10−3, 10−2, 10−1, 1}.
The testing is performed on the union of the training and the testing sets, i.e., the same
training objects are used for tuning and testing. Unlike most machine learning algorithms
that first train a model based on the training data and then apply the trained model to the
testing data, KNN and SNC require the training data for classifying the testing data. For a
given classifier, and performance measure, we select the combination of preprocessing option
and tuning parameter values which achieve the best performance with respect to the given
performance measure for the validation set. The performance measure is then reported for
the testing set.
Approximate PCA The fraction of rows selected for approximate PCA is one percent
for all subsets of the datasets. With this fraction, approximate PCA requires less than a
second of CPU time for all datasets, and the produced principle components are close to the
principle components returned by exact PCA as determined by manual inspection. For all
subsets of datasets other than BOW2, all features (columns) are retained in the submatrix W .
For BOW2, we select the 100 columns that correspond to the words with the highest absolute
difference between the average relative frequencies of the word in the positive and the negative
training documents. In that, we deviate from the probabilistic column selection described in
section 2.4. For all subsets of BOW2, we compute the similarities in the low-dimensional
space, i.e., with respect to these 100 most discriminating words. Thereby, we first discretize
the feature vectors by replacing all positive frequencies with value 1.
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Numerical Results
We compare sparse computation and sparse-reduced computation in terms of scalability
by applying both methods with the same grid resolution of k = 40 and the same grid
dimensionality of p = 3 to all five datasets. With these values, the low-dimensional space
is partitioned into 64,000 blocks which is a good starting point for both methods across
datasets. For sparse-reduced computation, parameter δ = 1
κ
is set to 1.
Tables 2.6–2.10 show the results for each of the tested datasets and both classifiers. The
entry “lim” indicates that MatLab ran out of memory. This happens when we applied sparse
computation to the complete datasets. For the dataset KDD, MatLab already runs out of
memory for a sample size of 100,000.
The main conclusion from these tables is that sparse-reduced computation scales orders of
magnitude better than sparse computation while achieving almost equally high accuracy for all
datasets except COV (to be discussed below). The running time reduction is most impressive
for KDD and RLC. For these two datasets both sparse and sparse-reduced computation
perform equally well but the tuning times obtained with sparse-reduced computation are
up to 1,000 times smaller. Similar results have been obtained for datasets BOW2 and
Table 2.6: Comparison of sparse and sparse-reduced computation for dataset COV.
Sparse computation Sparse-reduced computation Speed-up
Accuracy [%] F1-score [%] Tuning time [s] Accuracy [%] F1-score [%] Tuning time [s] # Reps
Sample size KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC
5,000 78.50 80.10 70.26 72.63 2.1 2.6 72.20 72.90 61.13 59.42 2.5 2.6 1,981 0.8 1.0
10,000 81.80 82.15 73.74 72.89 3.6 5.5 73.35 73.55 58.64 60.37 3.7 3.9 3,060 1.0 1.4
25,000 88.04 87.94 83.51 83.23 8.3 19.6 69.78 72.46 57.85 58.74 4.5 4.8 3,504 1.8 4.1
50,000 91.42 91.90 88.22 88.81 24.5 75.7 72.24 73.31 59.12 63.06 6.9 7.3 5,097 3.6 10.4
100,000 94.04 94.20 91.74 91.98 60.1 195.9 72.37 74.06 59.88 61.28 12.3 13.1 5,427 4.9 15.0
581,012 lim lim lim lim lim lim 73.19 73.80 58.93 61.11 17.1 17.6 4,058 - -
Table 2.7: Comparison of sparse and sparse-reduced computation for dataset KDD.
Sparse computation Sparse-reduced computation Speed-up
Accuracy [%] F1-score [%] Tuning time [s] Accuracy [%] F1-score [%] Tuning time [s] # Reps
Sample size KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC
5,000 99.60 99.50 99.75 99.69 3.0 11.8 99.60 99.50 99.75 99.69 0.4 0.4 290 7.5 29.5
10,000 99.80 99.85 99.94 99.91 11.8 53.8 99.85 99.85 99.91 99.91 0.5 0.5 369 23.6 107.6
25,000 99.82 99.80 99.89 99.87 76.1 373.4 99.78 99.78 99.86 99.86 1.0 1.0 634 76.1 373.4
50,000 99.83 99.85 99.89 99.91 303.9 1,520.2 99.71 99.74 99.82 99.84 1.6 1.6 876 189.9 950.1
100,000 lim lim lim lim lim lim 99.82 99.84 99.89 99.90 2.7 2.8 1,085 - -
4,898,431 lim lim lim lim lim lim 99.91 99.91 99.94 99.94 165.0 167.0 4,365 - -
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Table 2.8: Comparison of sparse and sparse-reduced computation for dataset RLC.
Sparse computation Sparse-reduced computation Speed-up
Accuracy [%] F1-score [%] Tuning time [s] Accuracy [%] F1-score [%] Tuning time [s] # Reps
Sample size KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC
5,000 100.00 100.00 100.00 100.00 .9 3.2 100.00 100.00 100.00 100.00 0.3 0.4 421 3.0 8.0
10,000 100.00 100.00 100.00 100.00 3.4 14.8 100.00 100.00 100.00 100.00 0.5 0.5 864 6.8 29.6
25,000 100.00 99.98 100.00 96.97 21.6 97.2 100.00 99.98 100.00 96.97 0.8 0.9 903 27.0 108.0
50,000 100.00 100.00 100.00 100.00 94.8 457.1 100.00 100.00 100.00 100.00 1.7 1.8 1,021 55.8 253.9
100,000 100.00 100.00 99.30 100.00 382.0 1,714.7 100.00 100.00 99.30 100.00 2.0 2.1 1,159 191.0 816.5
5,749,132 lim lim lim lim lim lim 99.99 99.99 98.76 98.82 43.8 51.0 1,309 - -
Table 2.9: Comparison of sparse and sparse-reduced computation for dataset BOW2.
Sparse computation Sparse-reduced computation Speed-up
Accuracy [%] F1-score [%] Tuning time [s] Accuracy [%] F1-score [%] Tuning time [s] # Reps
Sample size KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC
5,000 98.70 98.80 81.16 82.86 3.2 3.6 98.70 98.80 81.16 82.86 3.4 3.4 2,418 0.9 1.1
10,000 99.05 98.95 83.76 81.74 6.4 9.0 99.05 98.95 83.76 81.74 5.6 5.7 2,749 1.1 1.6
25,000 98.38 98.22 70.55 67.16 17.8 30.8 98.56 98.46 74.47 72.20 13.6 14.1 8,115 1.3 2.2
50,000 99.46 99.51 91.84 92.61 45.0 147.5 99.54 99.56 93.09 93.43 11.6 12.1 5,137 3.9 12.2
100,000 99.68 99.56 95.13 93.21 126.1 475.7 99.59 99.63 93.72 94.38 20.4 21.1 8,171 6.2 22.5
8,544,543 lim lim lim lim lim lim 99.68 99.67 95.36 95.19 1,181.2 1,196.7 22,287 - -
Table 2.10: Comparison of sparse and sparse-reduced computation for dataset RNG.
Sparse computation Sparse-reduced computation Speed-up
Accuracy [%] F1-score [%] Tuning time [s] Accuracy [%] F1-score [%] Tuning time [s] # Reps
Sample size KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC KNN SNC
5,000 79.40 81.00 78.18 82.36 3.3 3.6 79.40 81.00 81.33 80.78 4.2 4.3 3,206 0.8 0.8
10,000 81.25 81.30 82.29 82.67 6.2 7.1 81.55 81.30 82.52 82.75 7.7 8.0 5,467 0.8 0.9
25,000 79.76 81.46 82.95 83.81 14.3 23.2 81.32 81.42 83.81 83.69 15.1 15.9 8,728 0.9 1.5
50,000 80.34 82.13 83.65 84.11 32.8 87.5 81.43 82.15 83.87 84.19 22.5 23.2 12,925 1.5 3.8
100,000 79.81 82.24 82.89 83.61 88.2 335.0 80.76 82.23 82.63 83.60 33.3 35.3 16,518 2.6 9.5
10,000,000 lim lim lim lim lim lim 82.48 83.76 84.12 85.31 1,960.1 1,990.9 37,511 - -
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RNG as reported in Tables 2.9, and 2.10, respectively. For the dataset COV, we observe a
reduction in accuracy and F1-scores with sparse-reduced computation. One way to improve
accuracy and F1-scores is to select a value greater than 1 for κ. Increasing κ results in
additional representatives per grid block and thus improves the representation of the dataset.
Indeed preliminary work has shown improvements in COV results with an adjustment of the
sparse-reduced approach.
KNN and SNC achieve very similar accuracies and F1-scores for all datasets. KNN has
smaller tuning times than SNC because a smaller number tuning parameter combinations is
tested. Apart from the number of tuning parameter combinations, the tuning time is driven
by the size and the density of the similarity matrix. This can be seen from the relation
between the tuning times and the number of representatives in Tables 2.6–2.10. In sparse
computation the size of the similarity matrix is proportional to the sample size. On the
contrary, in sparse-reduced computation, the size of the similarity matrix is determined by
the number of representatives. When there are large groups of highly-similar objects as is
the case in the datasets KDD and RLC, the number of representatives is significantly lower
than the number of objects and an increase in sample size tends to increase the multiplicity
weight of the representatives but not the number of representatives.
2.6 Conclusions
We introduced two new algorithms for sparse computation that utilize a new computational
geometry concept called data shifting. These new algorithms enable the use of sparse
computation on very-large datasets. The use of data shifting allows the algorithms to find
pairs of close objects in a low-dimensional space faster than in the original implementation.
Based on real-world datasets with up to 10 million objects, we demonstrate that sparse
computation with block shifting provides overall the best runtime performance across grid
resolutions for datasets of up to 10 million objects.
Furthermore, we proposed a novel method named sparse-reduced computation that enables
similarity-based machine learning on massive datasets by compressing highly-similar objects
with only a minor loss of information. This is achieved by efficiently projecting the original
dataset onto a low-dimensional space. In the low dimensional space, a grid is used to identify
highly-similar and identical objects, which are replaced by representatives to reduce the
size of the dataset. A set of computational experiments demonstrates that sparse-reduced
computation achieves significant reductions in running time with minimal loss in accuracy.
Promising directions for future research include the application of data shifting in other
contexts, such as approximate nearest neighbor search and grid-based clustering, as well as a
variant of sparse-reduced computation where the degree of consolidation into representatives
is dependent on local properties of the objects in the low-dimensional space.
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Chapter 3
Cell Identification in Calcium-Imaging
Movies with HNCcorr
In this chapter we study how the clustering model HNC is applied to an important application
in neuroscience: The identification of cells in calcium imaging movies. To our knowledge, it is
the first time that similarity-based machine learning methods and combinatorial optimization
are used for this problem. We demonstrate here how HNC is adapted to an algorithm, named
HNCcorr, for cell identification in two-photon calcium imaging movies. The name HNCcorr
is derived from HNC and the use of a similarity measure based on correlation.
Calcium imaging is an imaging technique used by neuroscientists for measuring calcium
concentrations at a cellular resolution in live and behaving animals [Stosiek et al., 2003]. It
is commonly used to simultaneously record the neuronal activity of thousands of neurons,
the primary component of the central nervous system. When a neuron activates (fires),
calcium ions are released into the cell. The cell then becomes fluorescent due to calcium
sensitive, genetically modified proteins. After the spike, the calcium concentration rapidly
decays to normal levels. These changes in fluorescence are recorded with fast-scanning laser
microscopes, producing movies of the fluorescence of cells in a slice of the brain. In these
movies, a pixel is characterized by a fluorescence signal value which changes over the length
of the movie. From these movies, researchers extract the activity signals from individual
neurons by estimating the time-varying fluorescence of these cells. The extracted activity
signals are then used as the starting point for all subsequent analyses to test hypotheses
about the function of neurons and neural circuits in relation to the behavior of the animal.
A crucial step in the analysis of calcium imaging datasets is to identify the locations
of the individual cells in the movie in order to extract their signal. This cell identification
problem consists of outlining the spatial footprint, represented by a set of pixels, of each cell
in the imaging plane. The identification is complicated by high noise levels in the recorded
movie, the presence of out-of-focus fluorescence sources above or below the imaging plane,
and the fact that most cells are only visible when they activate. Our interest here is in active
cells with measurable changes in fluorescence. The task of cell identification is cast here as a
clustering problem of constructing a cohesive cluster of pixels that are distinct from their
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environment. The spatial footprint of a cell is such a cluster since the pixels in the footprint
share the unique time-varying signal of the cell.
If done manually, the process of identifying cells requires hours of manual user input for
each dataset, which, accumulated over a single project, adds up to hundreds of hours of time
committed by researchers. Hence, a number of automated methods have been developed for
cell identification in calcium imaging movies. These existing techniques can be classified into
three classes: Semi-manual region of interest (ROI) detection [Driscoll et al., 2017; Kaifosh
et al., 2014], shape-based detection algorithms [Apthorpe et al., 2016; Gao, 2016; Klibisz
et al., 2017; Pachitariu et al., 2013], and matrix factorization algorithms [Diego-Andilla
and Hamprecht, 2014; Levin-Schwartz et al., 2017; Maruyama et al., 2014; Mukamel et al.,
2009; Pachitariu et al., 2017; Pnevmatikaki and Paninski, 2013; Pnevmatikakis et al., 2016].
Semi-manual ROI detection techniques rely on user’s input for detecting and segmenting
cells. This process has been reported to be highly labor-intensive [Resendez et al., 2016] and
may miss cells with a low signal to noise ratio or a low activation frequency. Shape-based
identification methods locate the characteristic shape(s) of cells using deep learning [Apthorpe
et al., 2016; Gao, 2016; Klibisz et al., 2017] or dictionary learning [Pachitariu et al., 2013].
Shape-based techniques are typically applied to a summary image of the movie obtained by
removing the time dimension and compressing the movie to a single mean intensity image.
The third class of techniques uses a matrix factorization model to decompose a movie into
the spatial and temporal properties of the individual neuronal signals. The use of the matrix
factorization algorithm CNMF [Pnevmatikakis et al., 2016] is currently prevalent for the task
of cell identification.
A major distinction of HNCcorr as compared to most alternative algorithms is that HNC is
solved efficiently and to global optimality [Hochbaum, 2010, 2013b]. The optimality guarantee
of HNC makes the output of the optimization model transparent, since the effect of the
model input and parameters on the resulting optimal solution is well understood. In contrast,
most other approaches for cell identification, such as matrix factorization algorithms, rely on
non-convex optimization models that are intractable. This means that the algorithms cannot
find a global optimal solution to their optimization model, but instead they typically find a
locally optimal solution dependent on the initial solution. As a result, the algorithms provide
no guarantee on the quality of the delivered solutions and cells may remain undetected.
For HNCcorr, we devised a novel method for computing similarities between pairs of
pixels named (sim)2, similarity-squared. The idea of (sim)2 is to associate, with each pixel, a
feature vector of correlations with respect to a subset of pixels. Similarities between pairs
of pixels are then computed as the similarity of the respective two feature vectors. An
important feature of (sim)2 over regular pairwise correlation is that it considers any two
background pixels, pixels not belonging to a cell, as highly similar whereas correlation deems
them dissimilar. This improves the clustering since it incentivizes that background pixels are
grouped together.
We present here the experimental performance of the HNCcorr on the Neurofinder
benchmark [CodeNeuro, 2017] for cell identification in two-photon calcium imaging datasets.
This benchmark is currently the only available benchmark that objectively evaluates cell
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identification algorithms. The datasets in this benchmark are annotated two-photon calcium
imaging movies recorded under varying experimental conditions. On this benchmark, HNCcorr
achieves a higher average score than two frequently used matrix factorization algorithms
CNMF [Pnevmatikakis et al., 2016] and Suite2P [Pachitariu et al., 2017].
We further provide a running time comparison between the MATLAB implementations of
HNCcorr, CNMF, and Suite2P. HNCcorr has similar running time performance as Suite2P
and is about 1.5 times faster than CNMF. Python and MATLAB implementations of HNCcorr
are available at https://github.com/quic0/HNCcorr.
The remainder of this chapter is organized as follows: In section 3.1, we provide a detailed
discussion of the HNC problem. In section 3.2, we describe the HNCcorr algorithm and how
it relates to HNC. We describe the novel similarity measure (sim)2 in section 3.2 since the
motivation for (sim)2 is tied to the problem of cell identification. In section 3.3, we evaluate
the experimental performance of HNCcorr on the Neurofinder benchmark datasets. Finally,
we present concluding remarks in section 3.4.
3.1 Hochbaum’s Normalized Cut (HNC) Model
HNC [Hochbaum, 2010, 2013b] is a intuitive model for similarity-based data mining and
clustering. It is applicable for both supervised and unsupervised learning problems. We
describe here how HNC is defined and how it relates to Normalized Cut [Shi and Malik, 2000],
a well-known problem from image segmentation.
Notation
Let G = (V,E) denote an undirected graph. Let n denote the number of nodes in V ,
and let m be the number of edges in E. Every edge [i, j] ∈ E has an associated weight
wij ≥ 0. We denote the weighted degree of node i ∈ V by di =
∑
[i,j]∈E wij . For A,B ⊆ V , let
C(A,B) =
∑
[i,j]∈E,
i∈A, j∈B
wij be the sum of weights of the edges between nodes in the set A and the
set B. Note the following relation for undirected graphs:
∑
i∈A di = 2C(A,A) + C(A, V \A).
Let the set S ⊂ V be a non-empty set of nodes. Its complement is S¯ = V \ S. The sets
(S, S¯) form a bi-partition referred to here as a cut. The capacity of a cut (S, S¯) is C(S, S¯).
Given a source node s ∈ V and sink node t ∈ V , an s, t-cut is a cut (S, S¯) where s ∈ S and
t ∈ S¯. The set S of an s, t-cut (S, S¯) is known as the source set of the cut, and the set S¯ is
known as the sink set of the cut. The minimum s, t-cut problem on G is to find an s, t-cut
that minimizes C(S, S¯).
For a directed graph GD = (VD, A), let wij ≥ 0 denote the arc weight of arc (i, j) ∈ A.
We use the same notation as for undirected graphs to denote a cut (S, S¯) and its capacity
C(S, S¯). Note that the capacity C(S, S¯) of a cut (S, S¯) in a directed graph includes only
the sum of weights on arcs from S to S¯ and not on arcs in the reverse direction. Similar
to undirected graphs, the minimum s, t-cut problem on a directed graph GD is to find an
s, t-cut that minimizes C(S, S¯).
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The HNC Model
HNC [Hochbaum, 2010, 2013b] is a graph-based clustering model that trades-off two objectives:
The homogeneity of the cluster and the distinctness of the cluster to the remaining objects.
HNC is defined here on an undirected graph G = (V,E), but it applies to directed graphs as
well. The node set V is the set of objects, and the edges in E are pairwise similarity relations
between objects. The pairwise similarity along edge [i, j] ∈ E is measured with a similarity
weight wij ≥ 0. The objects i and j are considered more similar as wij increases.
The cluster of interest in HNC is a non-empty set S ⊂ V . We represent the homogeneity
of the cluster S with C(S, S), the total sum of similarities between objects in the cluster.
We measure distinctness with the capacity of the cut C(S, S¯). This is the capacity of the
cut (S, S¯). The HNC model balances the maximization of C(S, S) and the minimization of
C(S, S¯).
HNC requires that S contains one or more seed objects, otherwise the optimal solution
is to select S = V with C(S, S) =
∑
[i,j]∈E wij and C(S, S¯) = 0. Let SP ⊂ V denote a
non-empty set of positive seeds that must be contained in the cluster S. Similarly, SN ⊂ V
denotes the non-empty set of negative seeds that are in S¯. These seed sets guarantee that
both S and S¯ are non-empty. In a supervised context, these seed sets contain the labeled
objects in the training data.
The HNC model is to optimize the ratio of distinctness and homogeneity:
min
∅⊂S⊂V
SP∈S, SN∈S¯
C
(
S, S¯
)
C (S, S)
. (3.1)
This objective is equivalent to minimizing the cut capacity C(S, S¯) divided by the weighted
degree of the nodes in S:
min
∅⊂S⊂V
SP∈S, SN∈S¯
C
(
S, S¯
)∑
i∈S di
, (3.2)
as shown next:
Lemma 1 (Hochbaum 2010). The set of optimal solutions to (3.1) and (3.2) are identical.
Proof.
C(S, S¯)
C(S, S)
=
2C(S, S¯)∑
i∈S di − C(S, S ′)
=
2∑
i∈S di
C(S,S¯)
− 1
.
The problems are thus equivalent, since they have equivalent objectives and the same set of
feasible solutions.
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Relation to Normalized Cut
HNC is a close relative of the Normalized Cut (NC) problem. Its use in the context of image
segmentation was popularized by Shi and Malik [2000]. The NC problem is defined as:
min
∅⊂S⊂V
C
(
S, S¯
)∑
i∈S di
+
C
(
S, S¯
)∑
i∈S¯ di
(3.3)
Compared to (3.2), the NC problem has an additional term in the objective. Although this
change may seem minor, it has profound impact on the complexity of the problem. In fact,
Shi and Malik showed that the Normalized Cut problem is NP-hard [Shi and Malik, 2000]
whereas there is a practical, polynomial-time algorithm for the HNC problem [Hochbaum,
2010]. In previous work [Sharon et al., 2006], it was mistakenly assumed that the HNC
problem is identical to Normalized Cut and therefore NP-hard.
The Normalized Cut problem is often used as the theoretical motivation for the spectral
clustering method. Spectral clustering was popularized by Shi and Malik [2000] as a heuristic
for the Normalized Cut problem, since spectral clustering solves a continuous relaxation of the
Normalized Cut problem. HNC was shown to be a form of discrete relaxation of normalized
cut [Hochbaum, 2013b]. Yet, HNC is solved more efficiently than the spectral clustering
method. Furthermore, an extensive empirical comparison of HNC to spectral clustering for
the purpose of image segmentation was provided by Hochbaum et al. [2013]. The outcomes
of that comparison indicate that the HNC solutions are superior, both visually and in terms
of approximating the objective of the Normalized Cut problem, to the spectral clustering
algorithm.
Linearizing Ratio Problems
A common method to solve ratio problems such as (3.1) and (3.2) is to instead consider an
optimization problem over the epigraph of the ratio function. When you minimize a ratio
objective over a feasible region X, minx∈X
f(x)
g(x)
, this optimization problem is equivalent to:
min
x,λ≥0
λ
s.t
f(x)
g(x)
≤ λ
x ∈ X
⇔
min
x,λ≥0
λ
s.t f(x)− λg(x) ≤ 0
x ∈ X
This is equivalent to finding the smallest λ such that there is a yes answer to the following
λ-question: “Is there a solution x ∈ X such that f(x) − λg(x) ≤ 0?” This reduces the
optimization problem to a sequence of oracle calls to the λ-question.
For the HNC formulation in (3.1), we can answer the associated λ-question by solving the
linear optimization problem in (3.4) and checking whether the objective value is non-positive.
min
∅⊂S⊂V
SP∈S, SN∈S¯
C
(
S, S¯
)− λC(S, S) (3.4)
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Similarly, we answer the λ-question for the HNC formulation in (3.2) with the linear opti-
mization problem in (3.5).
min
∅⊂S⊂V
SP∈S, SN∈S¯
C
(
S, S¯
)− λ∑
i∈S
di (3.5)
We note that the linear formulations in (3.4) and (3.5) are alternative formulations of HNC
irrespective of their associated ratio problems, since they capture the trade-off between
homogeneity and distinctness.
Algorithms for Solving HNC
In section 3.1 we provide integer programming formulations for both (3.4) and (3.5). We show
how these formulations imply efficient polynomial time algorithms based on minimum cut
for solving linearized HNC with a fixed value of λ [Hochbaum, 2010, 2013b]. In section 3.1,
we extend this analysis and demonstrate how (3.5) is solved for all λ values simultaneously
in the same complexity, that of a single minimum cut, by using a parametric minimum cut
procedure [Hochbaum, 2010, 2013b]. This directly provides an algorithm to solve the ratio
version of HNC.
Solving for Fixed λ Values
In this section, we demonstrate how to solve the linearized HNC problems in (3.4) and (3.5)
for a fixed value of λ ≥ 0. We first present an integer programming formulation for (3.4).
The integer program uses the decision variable xi to denote whether i ∈ V is in the cluster S:
xi =
{
1 if i ∈ S,
0 if i ∈ S¯.
We also define the decision variable zij to denote whether edge [i, j] ∈ E is in the cut, whereas
the decision variable yij denotes for edge [i, j] whether i and j are both in the cluster S:
zij =
{
1 if i ∈ S, j ∈ S¯ or i ∈ S¯, j ∈ S,
0 otherwise,
yij =
{
1 if i, j ∈ S,
0 otherwise.
With these decision variables, the following integer programming problem is a formulation of
HNC [Hochbaum, 2010]:
min
∑
[i,j]∈E]
wijzij−λ
∑
[i,j]∈E]
wijyij, (3.6)
s.t. xi − xj ≤ zij ∀[i, j] ∈ E, xj − xi ≤ zji ∀[i, j] ∈ E,
yij ≤ xi ∀[i, j] ∈ E, yij ≤ xj ∀[i, j] ∈ E,
xsP = 1 ∀sP ∈ SP , xsN = 0 ∀sN ∈ SN ,
xi ∈ {0, 1} ∀i ∈ V, yij, zij ∈ {0, 1} ∀[i, j] ∈ E.
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This integer program is recognized as a monotone integer programing with up to three
variables per inequality (IP3) [Hochbaum, 2002]. Monotone IP3 are integer programs with
up to three variables per inequality, where in each constraint two of the variables appear with
opposite sign coefficients and a third variable, if present, appears only in one constraint. A
typical monotone constraint on three variables is aijxi− bijxj ≤ cij + zij where aij and bij are
non-negative. Any monotone IP3 is solvable with a minimum cut on an associated directed
graph [Hochbaum, 2002]. The associated graph for the formulation in (3.6) has m+ n nodes
and up to 4m+ 2n arcs, where n is the number of nodes and m is the number of edges in G.
The complexity of solving the integer program in (3.6) is therefore T (m+ n+ 2, 4m+ 2n).
The notation T (n,m) = O(nm log n
2
m
) denotes the complexity of solving the minimum s, t-cut
problem on a graph with n nodes and m arcs with the HPF (Hochbaum’s PseudoFlow)
algorithm [Hochbaum, 2008] or the Push-relabel algorithm [Goldberg and Tarjan, 1988].
The linearized version of (3.2) as given in (3.5) translates to another monotone IP3 for
which the associated graph is smaller [Hochbaum, 2013b]:
min
∑
[i,j]∈E]
wijzij− λ
∑
i∈V
dixi, (3.7)
s.t. xi − xj ≤ zij ∀[i, j] ∈ E, xj − xi ≤ zji ∀[i, j] ∈ E,
xsP = 1 ∀sP ∈ SP , xsN = 0 ∀sN ∈ SN ,
xi ∈ {0, 1} ∀i ∈ V, zij ∈ {0, 1} ∀[i, j] ∈ E.
The graph associated with the formulation in (3.7) is smaller and contains only O(n)
nodes. We now show the construction of the associated graph of this integer program, which
we name the auxiliary graph [Hochbaum, 2013b].
Let the auxiliary graph be a directed graph GA = (V ∪ {s, t}, A). The arc set A consists
of the following sets of arcs: For every edge [i, j] ∈ E, add the two arcs (i, j) and (j, i) to A.
Both arcs have a capacity of wij ≥ 0. We also add arcs (s, i) with capacity λdi for every node
i ∈ V . Finally, for every positive seed i ∈ SP we add an infinite capacity arc (s, i), and for
every negative seed j ∈ SN we add an infinite capacity arc (j, t). A schematic of the auxiliary
graph is provided in Figure 3.1.
The source set of a minimum s, t-cut in the auxiliary graph GA is an optimal solution to
the linearized HNC problem in (3.5):
Theorem 1 (Hochbaum 2013b). The source set S∗ of a minimum s, t-cut (S∗∪{s}, S¯∗∪{t})
in GA is an optimal solution to the linearized HNC problem in (3.5) for a fixed value of λ.
Proof. Let (S ∪ {s}, S¯ ∪ {t}) be any finite s, t-cut in GA. The infinite capacity arcs (s, i) for
i ∈ SP guarantee that SP ⊆ S. Similarly, SN ⊂ S¯. Thus, the set S is a feasible solution for
3.5. GA always contains a finite cut when the seed sets are disjoint, SP ∩ SN = ∅.
The capacity of cut (S ∪ {s}, S¯ ∪ {t}) is equal to:
C(S∪{s}, S¯∪{t}) = C(S, S¯)+λ
∑
i∈S¯
di = C(S, S¯)+λ
(
D −
∑
i∈S
di
)
= λD+C(S, S¯)−λ
∑
i∈S
di,
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(a) Similarity graph G with one edge.
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sP
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wij
wij
λdi
λdj
∞
∞
(b) Auxiliary graph GA.
Figure 3.1: Schematics of a similarity graph G and the associated auxiliary graph GA for the
linearized HNC in (3.5). The node sP ∈ SP is a positive seed, whereas the node sN ∈ SN is
a negative seed.
where D =
∑
i∈V di denotes the sum of weighted degrees. Thus, minimizing the capacity of
the cut is equivalent to minimizing C(S, S¯)− λ∑i∈S di.
The auxiliary graph has n+ 2 nodes and up to 2m+ 2n, since every edge [i, j] ∈ E has
two associated arcs and every node has up to two associated arcs. One arc connecting it to
the source node s with capacity λdi, and potentially another arc that connects a seed node
to either the source node s or to the sink node t.
Corollary 1. The linearized HNC problem in (3.5) for a fixed value of λ is solvable in
O (T (n+ 2, 2m+ 2n)).
Since the linearized HNC problem in (3.5) provides a more efficient algorithm than the
problem in (3.4), we will consider only this formulation and its associated ratio problem in
(3.2) moving forward.
Solving Simultaneously for All λ Values
While the previous section describes an algorithm to solve the problem in (3.5) for a fixed
value of λ, we now show that we can solve (3.5) simultaneously for all values of λ in the
complexity of a single minimum cut, T (n + 2, 2m + 2n), with a parametric minimum cut
problem [Gallo et al., 1989; Hochbaum, 2008]. This directly implies that the ratio version of
HNC in (3.2) is solved in the same complexity, since these problems are equivalent to finding
the smallest λ such that the objective of the linear problem in (3.5) is non-positive.
Parametric minimum cut solves the minimum cut problem as a function of λ on a special
type of graph, the parametric flow graph. A directed s, t-graph G(λ) is a parametric flow
graph if all arcs capacities adjacent to the source node s are monotone non-decreasing and
all arc capacities adjacent to the sink node t are monotone non-increasing as a function of λ.
The only arcs in GA whose capacity depends on λ are the arcs adjacent to the source node
s. The capacity of arc (s, i) ∈ A is λdi and is monotone non-decreasing in λ since di, the
weighted degree of node i, is non-negative for all nodes i ∈ V . The graph GA(λ) is therefore
a parametric flow graph.
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It was shown that the source set of a minimum cut in a parametric flow graph as a
function of λ are nested:
Lemma 2 (Gallo et al. 1989; Hochbaum 2008). Let S∗(λ) denote the source set of a minimum
s, t-cut in the parametric flow graph G(λ). Then, for λ1 < λ2:
S∗(λ1) ⊆ S∗(λ2).
Although the capacity of the cut increases with increased λ, the source set of the minimum
cut is strictly incremented at most n times. This implies that there are at most n values
of 0 ≤ λ1 < λ2 < · · · < λ` for which the source set is augmented by at least one node. We
refer to such λ-values as breakpoints. Let the sets S∗1 ⊂ S∗2 ⊂ · · · ⊂ S∗` denote the associate
minimal source sets of the minimum cut, where S∗1 is the source set of the minimum cut for
λ ∈ [0, λ1].
Gallo et al. [1989] showed that the breakpoints and their associated source sets are found
in the complexity of a single minimum cut with the push-relabel algorithm [Goldberg and
Tarjan, 1988]. Hochbaum [2008] showed that the HPF algorithm can also be used to identify
all breakpoints in the complexity of a single minimum cut. These are the only two known
algorithms that solve the parametric minimum cut in the complexity of a single minimum
cut. Since the auxiliary graph is a parametric flow graph with n + 2 nodes and 2m + 2n
arcs, it implies that solutions to the linearized HNC in (3.5) for all values of λ are found
simultaneously in T (n+ 2, 2n+ 2m).
With the breakpoints λi and associated source sets S
∗
i for i = 1, . . . , ` we are able to
solve the ratio version of HNC as well. Recall that these problems are equivalent to finding
the smallest λ such that the objective value of (3.5) is non-positive. Since the source sets
only change at the breakpoints, it is sufficient to find the smallest λ-breakpoint where the
objective value of (3.5) is non-positive. The source set for this breakpoint is the optimal
cluster for the ratio version of HNC.
Theorem 2 (Hochbaum 2013b). The HNC ratio problem in (3.2) is solved in T (n+2, 2n+2m)
with a parametric minimum cut procedure.
3.2 A Description of the HNCcorr Algorithm
HNCcorr is an adaptation of HNC for cell identification in calcium imaging. It takes as input
a motion-corrected calcium imaging movie and outputs the spatial footprints of the cells that
were identified in the movie. The resulting spatial footprints can then be used to identify
the activity signal of each cell with specialized algorithms (cf. Grewe et al. 2010; Jewell and
Witten 2018; Pnevmatikakis et al. 2013; Theis et al. 2016; Vogelstein et al. 2010).
We now give a brief description of HNCcorr. Additional details on each aspect of the
algorithm is provided in the appropriate subsections. The HNCcorr algorithm initializes with
a nearly-exhaustive ordered list of candidate locations for cells. A candidate location is a
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single pixel in the imaging plane that is indicative of a potential cell. A description of how
the list is generates is provided below. At each iteration, HNCcorr selects the next candidate
location in the list for evaluation. This repeats until all candidate locations are processed.
Let us refer to the selected pixel as pixel i. First, HNCcorr checks if pixel i was part of a
spatial footprint of a previously identified cell. If it is, then pixel i is discarded. This prevents
repeated identification of the same cell. If it was not, it constructs a graph on a subset of
the pixels and computes the pairwise similarities with (sim)2 as explained below. For this
graph, we solve the HNC problem in (3.5) simultaneously for all λ with the seeds selected as
described below. We refer to the clusters for each λ-breakpoint as candidate clusters. Based
on these candidate clusters, a simple post-processor decided whether a cell was detected and
returns its spatial footprint if any. Potential extensions for HNCcorr are discussed at the end
of this section.
The pseudocode of the HNCcorr algorithm is provided in algorithm 1. The core elements of
the HNCcorr algorithm are the construction of the graph, the computation of similarity weights
with (sim)2, and the associated HNC instance. The other components of the algorithm, e.g.
the procedure for selecting candidate locations and the post-processing method for candidate
clusters, can be replaced with alternative methods. Python and MATLAB implementations
of HNCcorr are available on GitHub at https://github.com/quic0/HNCcorr.
Notation
A calcium imaging movie consists of T frames each with N = n1 × n2 pixels . We assume
that the pixels are numbered in row-major order. Each pixel i has an associated fluorescence
vector xi ∈ RT+. Furthermore, the pairwise correlation corr(u, v) between pixel i and j is:
corr(u, v) =
1
T − 1
(xu − µˆ(xu))T(xv − µˆ(xv))
σˆ(xu) σˆ(xv)
,
where µˆ(x) is the sample mean of the vector x and σˆ(x) is the sample standard deviation.
Generating Candidate Locations for Cells
The candidate locations are an ordered list of pixels that indicate a potential location of a
cell in the dataset. With each candidate location, the goal is to identify a new cell. The
candidate locations are generated at the start of the algorithm and processed one at a time.
As mentioned, candidate locations are discarded if they are in previously identified cell’s
footprint. This prevents duplicate segmentations of the same cell.
The HNCcorr algorithm is indifferent to the method used to generate the list of candidate
locations. This feature allows for any, possibly parallelized, procedure. Our implementation
of HNCcorr uses a nearly-exhaustive enumeration method, so it is unlikely to miss any
prospective cell.
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Algorithm 1 Overview of the HNCcorr algorithm.
Input: M : Movie with fluorescence vector xi for pixels i = 1, . . . , n
Output: Set of spatial footprints of cells
Parameters:
• npatch = 31: Patch size in pixels
• γ = 32%: Percentage of pixels selected from the patch for the reference set
• k = 3: Size of super pixel for positive seeds
• nneg = 10: Number of negative seeds
• ρ = 13 - Radius of the negative seeds circle (depends on m),
• α = 1: Scaling factor
• p = 3: Dimension of the low-dimensional space for sparse computation
• κ = 35: Grid resolution for sparse computation
function HNCcorr(M)
L←CandidateLocations(M)
S ← ∅ // Set of spatial footprints
SP ← ∅ // Set of pixels in spatial footprints
for cl ∈ L
if cl ∈ SP // Skip to prevent duplication
continue
Construct npatch × npatch patch of pixels centered at cl. V is the set of pixels in the
patch. n = |V |.
Let SP be the k × k super pixel centered at cl.
Select SN , set of nneg negative seeds, uniformly from a circle of radius ρ centered at
lc.
Sample without replacement pixels r1, . . . , rnR from V for nR = γ × n. // Sample
reference set for (sim)2
for i ∈ V
(Ri)h = corr(i, rh) for h = 1, . . . , nR.
Use sparse computation with feature vectors Ri, dimension p, and resolution κ to
determine edge set E.
for [i, j] ∈ E
wij = exp (−α‖Ri −Rj‖22).
Solve linearized HNC in (3.5) on graph G = (V,E) with weights wij and seed sets
SP and SN .
Let S1, . . . , S` denote the candidate clusters.
Clean each candidate cluster S1, . . . , S` to obtain the cleaned clusters S
C
1 , . . . , S
C
` .
C ←PostProcessor(SC1 , . . . , SC` ) // Select best cluster (empty set if not a
cell)
if C 6= ∅
S ← S ∪ {C}
SP ← SP ∪ C
return S
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The algorithm first computes, for each pixel, the average pairwise correlation to its 8
neighboring pixels. We refer to this value as the local correlation of pixel i:
lci =
1
|N(i)|
∑
j∈N(i)
corr(i, j),
where N(i) denotes the 8-neighborhood of pixel i and |N(i)| = 8. Subsequently, the pixels
are partitioned into ngrid × ngrid grid blocks starting from the north-west corner. By default,
ngrid = 5. These grid blocks are used for spatial aggregation. For each grid block, it selects
the pixel with the highest local correlation. All other pixels are discarded. We sort the
remaining pixels from high to low in terms of local correlation. The top pseed percent of the
these pixels are selected as candidate locations. A summary of this procedure is provided in
algorithm 2. The complexity of this step is O(N logN), where N is the number of pixels in
the dataset.
Algorithm 2 Method for generating candidate locations for cells.
Input: M : Movie with fluorescence vector xi for pixels i = 1, . . . , n
Output: List of candidate locations
Parameters:
• ngrid = 5: Size of each square grid block
• pseed = 40%: Percentage of candidate locations kept for processing
function GenerateLocations(M)
// Compute local correlation
for i = 1, . . . , n
lci =
1
|N(i)|
∑
j∈N(i) corr(i, j)
// Select pixel from each grid block with highest local correlation
Initialize L as empty list
Split the pixels into a blocks B1, . . . , Bk of ngrid × ngrid pixels starting at north-west pixel
for b = 1, . . . , k
i∗ ← arg maxi∈GBb lci
Append i∗ to L
Sort L in decreasing order of local correlation: lc1 ≥ lc2 ≥ lc3 . . .
return first dpseed × |L|e pixels in L.
Typically, pseed is set to 40 percent. This value was decided based on an empirical study.
This study indicates that the benefit of increasing it above 40 percent is small for most
datasets, whereas it increases running time.
This procedure for selecting candidate location is an enumeration of all possible pixels
with two types of speedups: Spatial aggregation and discarding of pixels with low local
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correlation. These speedups can be deactivate by constructing grid blocks of 1 × 1 pixel
(ngrid = 1) and selecting all remaining pixels (pseed = 100%).
Construction of the Graph
Given a pixel as a candidate location, the algorithm constructs a graph on an npatch × npatch
square subset of pixels, which we call a patch. The purpose of the patch is to limit the number
of cells and the size of the similarity graph. The patch is centered on the input pixel, the
candidate location. The patch size npatch should be chosen such that it contains a typical
cell. By default, npatch = 31, which is significantly less than the size of a movie, typically
n1 × n2 = 512× 512 pixels.
The algorithm then constructs the graph G = (V,E) consisting of the set of nodes,
denoted by V , and the set of edges that represent the pairwise similarity relations. Each edge
has an associated similarity weight wij ≥ 0. The similarity weights are described in section
3.2. The nodes represent the pixels in the patch. The edge set is determined with sparse
computation [Hochbaum and Baumann, 2016], see section 2.1. We use sparse computation to
reduce the number of edges. Sparse computation also helps to identify structure in the data
as shown in Figure 3.2.
Patch Complete graph Sparse computation
A B C
pixel
edge
1
Figure 3.2: Sparse computation constructs a sparse similarity graph. Comparison of a
complete similarity graph and the similarity graph constructed by sparse computation for
an example patch. For the purpose of illustration, the nodes are positioned based on the
2-dimensional PCA projection of the pixels’ feature vectors offset by a small uniformly
sampled perturbation. A) Mean intensity image of the patch with the outline of two cells
marked in red and blue. B) Complete similarity graph with an edge between every pair of
pixels. For the purpose of illustration, only 10,000 randomly sampled edges are shown. C)
Sparse similarity graph constructed by sparse computation with a three-dimensional PCA
projection and a grid resolution of κ = 25. Two clusters of pixels (marked with red and
blue rectangles) are identified by Sparse Computation. These two clusters match the spatial
footprints of the two cells shown in A).
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Similarity-Squared: A Novel Similarity Measure
In HNCcorr, the similarity weight wij associated with edge [i, j] ∈ E measures the similarity
between pixels i and j. We describe here the novel similarity measure (sim)2. We devised
(sim)2 to measure similarity between pixels in calcium imaging movies, but the concept itself
is applicable in other contexts as well. (sim)2 measures similarities between the similarity
patterns. The name (sim)2 explains that it measures second-order similarity.
Pairwise Correlation and Background Pixels
A common approach to assess the similarity between two pixels i and j is to measure
the correlation corr(i, j) between their fluorescence signals across all frames of the movie.
Correlation is effective for measuring the similarity between two pixels from the same cell,
since the pixels have a correlated fluorescence pattern due to the shared signal of the cell.
Another important group of pixels is the background pixels. These pixels do not belong to a
cell, and they do not typically share a common pattern. Background pixels are only weakly
correlated to each other. As such, the similarity between these background pixels is low if
the similarity is measured by correlation.
However, the lack of strong correlation with other pixels is effectively what characterizes
background pixels. We use this observation to strengthen the similarity measure and aid the
clustering. In other words, the background pixels are similar to each other in the pattern of
being weakly correlated to every other pixel, whereas pixels that belong to a cell are highly
correlated to other pixels in the same cell.
Instead of computing the similarity between pixels directly based on their correlation, we
should evaluate the similarity between any two pixels based on how these two pixels correlate
with all pixels. Figure 3.3 illustrates this. For a small patch, six pixels are marked in red and
are shown with their pairwise correlation to all pixels in the patch. We refer to these images
as correlation images. Two pixels in each of the two visible cells are marked as well as two
background pixels. The correlation image for each pixel, e.g. pixel 1, shows the pairwise
correlation between pixel 1 and every pixel in the patch, represented by the color of the pixel,
with a lighter color corresponding to higher correlation. The following observations are drawn
from the figure: Pixels belonging to the same cell have nearly identical correlation images
(see pixels 1 & 2 and pixels 3 & 4). Furthermore, background pixels also have nearly identical
correlation images even though the pixels themselves are not correlated (see pixels 5 & 6).
Similarity between background pixels can thus be captured by comparing their correlation
images, whereas correlation or other standard similarity measures would not recognize this.
Comparing correlation images instead of computing signal correlation also boosts the similarity
between pixels in cells with a low signal-to-noise ratio, such as the cell containing pixel 3 & 4.
Whereas pixels 3 and 4 are only weakly correlated, their correlation images are nearly identical.
This approach is an application of a novel technique for computing pairwise similarities that
we call (sim)2.
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Figure 3.3: Visualization of the correlation images of six pixels. The color (value) of each
pixel shown in each correlation image is the pixel-to-pixel correlation between that pixel and
the pixel marked in red. Lighter colors represent higher correlations, with the correlation
scale truncated at zero. The correlation image is a visualization of the feature vector of a
pixel. The patch is taken from the Neurofinder 02.00 training dataset and contains two cells.
Pixels 1 and 2 belong to the same cell, pixels 3 and 4 belong to the same cell, and pixels 5
and 6 are background pixels. Even though the pairs of pixels 1 & 2, pixels 3 & 4, and pixels
5 & 6 are not always highly correlated, their correlation images are nearly identical.
Similarity-Squared
The idea of (sim)2 is to determine the similarity between a pair of objects (here pixels), not
by directly comparing their features, but rather by comparing the objects’ similarities to a
set of reference objects, called the reference set. The resulting pairwise similarities between
objects can be interpreted as a similarity derived from other similarities, hence the name
(sim)2.
Our use of (sim)2 in HNCcorr consists of a three-step procedure. In the first step, HNCcorr
samples a random subset of pixels. This subset of pixels forms the reference set. Let γ denote
the percentage of pixels that are sampled. If n denotes the number of pixels in the patch,
then the reference set RS consists of pixels r1, . . . , rnR for nR = γn. We use sampling to
reduce the running time of the feature vector computation. It has a negligible effect on the
cell detection performance of HNCcorr as long as γ is at least 25 percent.
In the second step, we compute the feature vector Ri of pixel i. Ri is a vector of dimension
nR. Mathematically, the k
th element of the feature vector Ri of pixel i ∈ V is defined as
Ri[k] = corr(i, rk). Assuming that γ = 100%, the feature vector can be interpreted as a vector
representation of the correlation image of pixel i or as the row of pixel i in the pixel-to-pixel
correlation matrix defined over the pixels in the patch.
In the third step, the similarity weights wij are computed for every edge [i, j] ∈ E. For
general (sim)2, we can use any function of the feature vectors to compute the similarity. We
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choose here the Gaussian similarity:
wij = exp
(−α‖Ri −Rj‖22) , (3.8)
where α is a scaling parameter, which is typically set to 1. Note that wij 6= corr(i, j). The
complexity of computing all similarity weights is O
(
γn2patch
(
m+ n2patchT
))
, where m is the
number of edges in the similarity graph and T is the number of frames in the movie.
The default value of γ = 32% for sampling was determined based on an experimental
evaluation of the cell detection performance and the running time performance. The value of
32% provides a substantial improvement in running time compared to γ = 100% and almost
no loss in cell detection accuracy.
The Selection of Seeds for HNC
Recall that HNC requires a set of positive seeds SP for the cell S and a set of negative seeds
SN for S¯. For a given candidate pixel and the associated patch, the algorithm selects a super
pixel, a square of k × k pixels, as positive seed set SP . The super pixel is centered on the
input pixel and is thus located in the center of the patch. k is typically set to 3 or selected by
validation on a dataset annotated with cell locations. The super pixel forms the basis of the
cell cluster S. It also ensures that HNC attempts to delineate the footprint of the current
cell of interest.
In addition to the positive seed, HNC requires also a set of negative seeds SN . These
negative seeds are pixels that cannot be selected as part of the cluster in HNC. The negative
seeds ensure that not all pixels are selected. The negative seeds are selected uniformly from
a circle of sufficiently large radius centered at the positive seed. The radius ρ of the circle is
chosen such that any cell that contains the positive seed is inside the circle. It is typically
chosen to be slightly less than m
2
.
The seeds are selected in O(1) per patch.
Post-Processing
As output of the HNC problem, we obtain all nested optimal clusters S∗1 ⊂ S∗2 ⊂ . . . S∗` .
These clusters are candidates for the footprint of a cell. A cleaning process is applied to
each of the clusters. Pixels that are not contiguous to the positive seed are removed, and
pixels that are fully enclosed by pixels in the candidate cluster are added to the cluster. The
resulting clusters are S∗
C
1 ⊂ S∗C2 ⊂ . . . S∗C`
The post-processing algorithm selects one of the cleaned candidate clusters as the cell
footprint or decides that no cell was detected. First, each cleaned candidate cluster is
compared against a user-provided size range, typically 40 to 200 pixels. A cleaned candidate
cluster S∗
C
i is discarded if the number of pixels in the cluster,
∣∣∣S∗Ci ∣∣∣, falls outside the allowed
range. In case all clusters are discarded, then the algorithm returns an empty set, indicating
that no cell was detected. Otherwise, each remaining cluster’s size is compared to a preferred
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Algorithm 3 Size-based post-processor of candidate clusters.
Input: SC = {S∗C1 ⊂ . . . S∗
C
` }: Set of cleaned candidate clusters, where each cluster is a set of
pixels
Output: Spatial footprint of the cell (empty set if no cell detected)
Parameters:
• nmin: Minimum number of pixels in a spatial footprint (dataset dependent)
• navg: Expected number of pixels in a spatial footprint (dataset dependent)
• nmax: Maximum number of pixels in a spatial footprint (dataset dependent)
function Postprocessor(C)
for s ∈ SC
if |s| < nmin or |s| > nmax // Discard small/large clusters
SC ← SC \ {s}.
if SC = ∅
return ∅
else
return arg min
s∈SC
(√
|s| − √navg
)2
cell size that is set by the user. The candidate cluster which is closest in size to the expected
cell size is selected as the spatial footprint of the cell. We use
√∣∣S∗Ci ∣∣ for this comparison
since this best reflects the scaling of the area of a circle. This algorithm is summarized
in algorithm 3. More complex post-processing techniques based on convolutional neural
networks have been explored as well. However, preliminary experiments showed no substantial
improvements.
The complexity of this post-processing procedure is O(n2patch`).
Extensions for HNCcorr
We discuss here how HNCcorr can be extended for real-time data collection and to counter
signal contamination due to overlapping cells.
Online, Real-time Data Collection
Most cell identification algorithms are designed for fully recorded movies, allowing the
algorithms to identify cells based on all available data. There is also an interest in online
algorithms that detect cells in real-time. Such algorithms enable closed-loop experiments,
where the environment is adapted according to previously recorded activity. Real-time
detection requires that cell identification algorithms works with streaming data, observing
only a single frame at a time.
We sketch here an adaptation of HNCcorr for online, real-time cell detection. Similar to
the oﬄine implementation, we use local correlation to identify candidate locations for cells.
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The main idea for enabling real-time processing is to implement HNCcorr in parallel, where
one process is responsible for maintaining the local correlation estimates, and one or more
other processes independently select and evaluate candidate locations to identify cells based
on the recorded data so far. This parallel setup requires that only the process for updating the
local correlation estimates runs in real-time, whereas the processes for evaluating candidate
locations can be run asynchronously.
To see how local correlation can be updated in real-time, we note that a straightforward
arithmetic manipulation shows that it is possible to update a pairwise correlation estimate in
constant time when a new frame arrives. This makes it possible to update the local correlation
estimate for a pixel in constant time. The work per new frame is thus O(N), where N is the
number of pixels in the movie. This approach enables the processing of movies with 512× 512
pixels, at 100 frames per second or more, on a modern laptop or desktop computer.
Overlapping Cells
As it stands, HNCcorr does not have the capability to demix cell signals of overlapping.
However, it tends to identify the part of the spatial footprint that does not overlap with
another cell, unless the positive seed happens to be located on the overlap. This makes
HNCcorr robust to contamination. In order to further counter signal contamination for
overlapping cells, one could locally apply a matrix factorization method, initialized with the
footprints identified by HNCcorr, as post-processing.
3.3 Experimental Comparison of Cell Identification
Algorithms
To evaluate the experimental performance of HNCcorr we compare against other leading
algorithms on the Neurofinder benchmark. Specifically, we compare HNCcorr with the matrix
factorization algorithms CNMF [Pnevmatikakis et al., 2016] and Suite2P [Pachitariu et al.,
2017] as well as 3dCNN, a 3-dimensional convolutional neuronal network.
3dCNN is an algorithm that only recently appeared on the Neurofinder benchmark. As of
the submission of this manuscript, there is no corresponding publication nor is there publicly
available code for the algorithm. We requested the code for 3dCNN but have not received a
response so far. We therefore excluded the 3dCNN algorithm from the runtime analysis.
Experimental Setup
Datasets
The Neurofinder community benchmark [CodeNeuro, 2017] is an initiative of the CodeNeuro
collective of neuroscientists that encourages software tool development for neuroscience
research. The collective also hosts the Spikefinder benchmark, which has led to improved
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algorithms for spike-inference in calcium imaging data [Berens et al., 2018]. The Neurofinder
benchmark aims to provide a collection of datasets with ground truth labels for benchmarking
the performance of cell detection algorithms.
The benchmark consists of 28 motion-corrected calcium imaging movies provided by four
different labs. Datasets are annotated manually or based on anatomical markers. They differ
in recording frequency, length of the movie, magnification, signal-to-noise ratio, and in the
brain region that was recorded. The datasets are split into two groups, training datasets and
test datasets. The eighteen training datasets are provided together with reference annotations
for the cell locations, whereas the reference annotations for the nine test datasets are not
disclosed.The test datasets and their undisclosed annotations are used by the Neurofinder
benchmark to provide an unbiased evaluation of the performance of the algorithms. The
characteristics of the test datasets are listed in Table 3.1. We note that some cells are not
marked in the reference annotation. This does not invalidate the experimental analysis since
the task of annotating cells remains equally difficult for each algorithm.
All datasets can be downloaded directly from the Neurofinder benchmark for cell identifi-
cation [CodeNeuro, 2017], https://neurofinder.codeneuro.org.
Active versus inactive cells
We group the datasets into two sub-groups: Datasets in which most annotated cells are
active, i.e. have a detectable fluorescence signal other than noise, and datasets in which most
annotated cells are inactive. We make this distinction because inactive cells cannot be found
by CNMF, Suite2P, and HNCcorr due to the lack of measurable changes in fluorescence other
than noise. These cells are detectable with shape-based detection algorithms - e.g. [Gao,
2016], when the cell’s fluorescence differs from the background.
The datasets with inactive cells are: 00.00, 00.01, and 03.00. The presence of inactive
cells in these datasets has been noted in previous work [Pachitariu et al., 2017] as well as
Table 3.1: Characteristics of the test datasets of the Neurofinder benchmark and their
corresponding training datasets. Data reproduced from Neurofinder [CodeNeuro, 2017].
Name Source Resolution Length Frequency Brain region Annotation method
00.00 Svoboda Lab 512 × 512 438 s 7.00Hz vS1 Anatomical markers
00.01 Svoboda Lab 512 × 512 458 s 7.00Hz vS1 Anatomical markers
01.00 Hausser Lab 512 × 512 300 s 7.50Hz v1 Human labeling
01.01 Hausser Lab 512 × 512 667 s 7.50Hz v1 Human labeling
02.00 Svoboda Lab 512 × 512 1000 s 8.00Hz vS1 Human labeling
02.01 Svoboda Lab 512 × 512 1000 s 8.00Hz vS1 Human labeling
03.00 Losonczy Lab 498 × 467 300 s 7.50Hz dHPC CA1 Human labeling
04.00 Harvey Lab 512 × 512 444 s 6.75Hz PPC Human labeling
04.01 Harvey Lab 512 × 512 1000 s 3.00Hz PPC Human labeling
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Figure 3.4: Approximate percentage of active cells among annotated cells in the training
datasets. To determine the activity of the cells in a movie we used the following approximate
analysis. First, we downsample the movie by averaging 10 frames. For every annotated
cell, we compute the average intensity over time of the pixels in the spatial footprint. This
timeseries is used an estimate of the cell’s signal. A cell is then considered active if the
∆f/f [Jia et al., 2011] of this timeseries is at least 3.5 standard deviations above the median
of ∆f/f for a total of at least 3 time steps in the movie. Due to the approximate nature of
this analysis, its interpretation should be limited to understanding the general ratio between
active and inactive cells in the datasets.
in a discussion of the benchmark’s reference annotation on GitHub1. Experimentally, we
also observed that the percentage of annotated cells that are active is substantially lower
for training datasets 00.00, 00.01, and 03.00 as shown in Figure 3.4. Results for the test
datasets could not be evaluated due to the lack of a reference annotation but similar results
are expected.
Evaluation metrics
The list of cells identified by each of the algorithms is compared with the reference annotation.
For this comparison, we use the submissions on the Neurofinder website. Each algorithm’s
submission was submitted by the algorithm’s authors. This ensures that the results are
representative of the algorithm’s performance. Furthermore, the evaluation is fair since none
of the authors had access to the reference annotation.
The algorithms are scored based on their ability to reproduce the reference annotation
using standard metrics from machine learning. Each cell in the reference annotation is counted
as a true positive (TP) if it also appears in the algorithm’s annotation. The cells in the
reference annotation that are not identified by the algorithm are counted as false negatives
(FN), and the cells identified by the algorithm but that do not appear in the reference
annotation are counted as false positives (FP). Each algorithm’s performance is scored on
a dataset based on recall = TP
TP+FN
and precision = TP
TP+FP
. The overall performance of the
1See e.g. issues 16 and 24 on https://github.com/codeneuro/neurofinder.
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algorithm on a dataset is summarized by the F1-score, which is the harmonic mean of recall
and precision. For all metrics, higher scores are better.
A cell in the ground truth annotation is identified if the center of mass of the closest cell
in the algorithm’s annotation is within 5 pixels. These two cells are then matched and can
not be matched with another cell. Each cell in either annotation is thus matched at most
once.
Code Accessibility
The software used to generate the results in this work is available for non-commercial use at
https://github.com/quic0/HNCcorr. The code is also available as supplementary material.
Computational Hardware
The experiments were run with MATLAB 2016a on a single core of a Linux machine running
Linux Mint 18.1. The machine is equipped with an Intel i7-6700HQ CPU running at 2.60
GHz and 16GB RAM.
Algorithm Implementations
The results in Figures 3.5 and 3.7 are taken directly from Neurofinder [CodeNeuro, 2017] and
were produced by the authors of the respective algorithms. The results in 3.8 were generated
by us. In the remainder, we describe the HNCcorr implementation used for all experiments
including those reported in Figures 3.5 and 3.7. We also describe the CNMF and Suite2P
implementation used for the experiment reported in Figure 3.8.
HNCcorr All datasets for HNCcorr were preprocessed by averaging every ten frames into
a single frame to reduce the noise. All parameters were kept at their default settings with the
exception of dataset specific parameters listed in Table 3.2. These parameters are dataset
dependent due to varying cell sizes across datasets. For the experiments reported in Figures
3.5 and 3.7, we used non-default values for the reference set sampling rate (γ = 100%) and
the grid resolution used for sparse computation (κ = 25). These changes have a marginal
effect on the cell detection quality of the algorithm, but they result in increased running
times.
CNMF The CNMF implementation was obtained from https://github.com/epnev/ca_
source_extraction. The base configuration was taken from the file run pipeline.m in the
CNMF repository. We turned off the patch-based processing, and set the number of cells, as
denoted by K, equal to 600. We used the same values for the maximum and minimum cell size,
max size thr and min size thr, as in HNCcorr. We also set the temporal down-sampling
tsub to 10 to match the down-sampling used with HNCcorr.
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Table 3.2: Dataset dependent parameter values used for the HNCcorr implementation.
Radius circle Size Post-processor Post-processor Post-processor
Dataset Patch size negative seeds superpixel lower bound upper bound expected size
(m) (ρ) (k) (nmin) (nmax) (navg)
00.00 31× 31 10 pixels 5× 5 40 pixels 150 pixels 60 pixels
00.01 31× 31 10 pixels 5× 5 40 pixels 150 pixels 65 pixels
01.00 41× 41 14 pixels 5× 5 40 pixels 380 pixels 170 pixels
01.01 41× 41 14 pixels 5× 5 40 pixels 380 pixels 170 pixels
02.00 31× 31 10 pixels 1× 1 40 pixels 200 pixels 80 pixels
02.01 31× 31 10 pixels 1× 1 40 pixels 200 pixels 80 pixels
03.00 41× 41 14 pixels 5× 5 40 pixels 300 pixels 120 pixels
04.00 31× 31 10 pixels 3× 3 50 pixels 190 pixels 90 pixels
04.01 41× 41 14 pixels 3× 3 50 pixels 370 pixels 140 pixels
Suite2P The Suite2P implementation was obtained from https://github.com/cortex-
lab/Suite2P. The base configuration was taken from the file master file example.m in
the Suite2P repository. The diameter parameter was tweaked per dataset to maximize
the F1-score on the Neurofinder training datasets. The selected values per (dataset) are: 8
(00.00), 10 (00.01), 13 (01.00), 13 (01.01), 11 (02.00), 11 (02.01), 12 (03.00), 11 (04.00), and
12 (04.01).
Cell Detection Performance
The experimental performance of the algorithms HNCcorr, 3dCNN, CNMF, and Suite2P
on the six test datasets containing active cells is shown in figure 3.5. The cells identified
by HNCcorr are shown for two datasets in Figure 3.6. Overall, the HNCcorr algorithm
has superior performance across datasets compared to the matrix factorization algorithms.
The HNCcorr algorithm achieves a 15 percent relative improvement compared to CNMF in
terms of average F1-score across datasets. It also attains a minor improvement of 4 percent
compared to Suite2P. However, it performs about 3 percent worse than 3dCNN, which detects
both active and inactive cells unlike HNCcorr, Suite2P, and CMNF.
HNCcorr performs particularly well on datasets 02.00 and 02.01 where it attains sub-
stantially higher F1-scores than the other algorithms, due to higher detection capability as
measured by recall. Although 3dCNN is able to match the near-perfect recall of HNCcorr, it
attains lower precision for datasets 02.00, 02.01. This indicates that 3dCNN detects either
cells that are not in the reference annotation or incorrectly marks non-cell regions as cells.
Leading Neurofinder Submissions
HNCcorr and matrix factorization algorithms identify cells based on their unique fluorescence
signal. As such, they are able to detect cells that activate, i.e. have one or more spikes
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Figure 3.5: Cell identification scores for the HNCcorr, CNMF, and Suite2P algorithms on the
Neurofinder test datasets with active cells. For each of the listed metrics, higher scores are
better. The data is taken from Neurofinder submissions Sourcery by Suite2P, CNMF PYTHON
by CNMF, 3dCNN by ssz, and submission HNCcorr by HNCcorr.
(a) Neurofinder 01.01 test. (b) Neurofinder 02.00 test.
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Figure 3.6: Contours of the cells identified by HNCcorr for two Neurofinder datasets overlaid
on the respective local correlation image.
CHAPTER 3. HNCCORR: CELL IDENTIFICATION FOR CALCIUM-IMAGING 52
in calcium concentration, but they cannot detect cells without any signal. As discussed,
Neurofinder datasets 00.00, 00.01, and 03.00 have a large number of inactive cells. Therefore,
matrix factorization algorithms and HNCcorr only detect a small percentage of cells in these
datasets.
The leading Neurofinder submission for both Suite2P and HNCcorr therefore rely on a
shape-based detection algorithm for these datasets. The HNCcorr + Conv2d submission uses
the Conv2d [Gao, 2016] neural network for datasets 00.00, 00.01, and 03.00 and HNCcorr
for the remaining datasets. Similarly, Suite2P + Donuts submission uses Donuts [Pachitariu
et al., 2013] for the datasets 00.00, 00.01, and 03.00 and Suite2P for the remaining datasets.
Together with the 3dCNN, these submissions are the top three submissions for the Neurofinder
benchmark. Figure 3.7 shows how the three submissions compare. In particular, the 3dCNN
algorithm outperforms the other shape-based detection algorithms on datasets 00.00, 00.01,
and 03.00. As discussed before, HNCcorr attains higher F1-scores for the 02.00 and 02.01
datasets.
Runtime Analysis
We compared the running time performance of HNCcorr, CNMF, and Suite2P on nine
training datasets of the Neurofinder benchmark. 3dCNN was excluded since the underlying
code is not available. Running time results are given in Figure 3.8. The measured time for
CNMF and Suite2P also includes the time to provide the associated cell signals, since they
are determined simultaneously, whereas for HNCcorr it does not. On average, HNCcorr is 1.5
times faster than CNMF. Compared to Suite2P, HNCcorr performs equally well on average.
We observed similar performance for a large experimental dataset consisting of 50,000 frames
not reported here.
3.4 Conclusions
We present here the HNCcorr algorithm for cell detection in two-photon calcium imaging
datasets. The HNCcorr algorithm builds upon the combinatorial clustering problem HNC and
makes use of the newly devised similarity measure (sim)2. Experimentally, we demonstrate
that HNCcorr is a top performer for the Neurofinder benchmark both in terms of cell detection
quality and running time. HNCcorr achieves a higher average score than CNMF and Suite2P
with similar or faster running time. This work demonstrates that similarity-based machine
learning and combinatorial optimization are valuable tools for analysis in neuroscience or
other disciplines.
In future work, HNCcorr could be extended to support real-time data, which enables
direct feedback experimentation. Another extension of interest is adapting HNCcorr for
one-photon and light-field calcium imaging [Prevedel et al., 2014], where the main challenge
is dealing with overlapping cells.
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Figure 3.7: Cell identification scores on all test datasets for the three leading submissions
of the Neurofinder benchmark in July 2018. For each of the listed metrics, higher scores
are better. The 3dCNN entry is based on the Neurofinder submission 3dCNN by ssz. The
Suite2P + Donuts [Pachitariu et al., 2013] entry is taken from the submission Sourcery by
Suite2P. It uses the Donuts algorithm for datasets 00.00, 00.01, and 03.00 and the Suite2P
algorithm for the remaining datasets. The HNCcorr + Conv2d entry is taken from the
submission HNCcorr + conv2d by HNCcorr. It uses the Conv2d algorithm [Gao, 2016] for
datasets 00.00, 00.01, and 03.00 and the HNCcorr algorithm for the remaining datasets. The
results obtained with the Conv2d algorithm reported here differ slightly from the Conv2d
submission on the Neurofinder benchmark since the Conv2d model was retrained by the
authors of this manuscript.
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Figure 3.8: Running time results for nine training datasets of the Neurofinder benchmark.
The measured time for CNMF and Suite2P also includes the time to provide the associated
cell signals, since they are determined simultaneously, whereas for HNCcorr it does not.
Running times are based on a single evaluation.
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Chapter 4
Detecting Aberrant Linking Behavior
in Directed Networks with Markov
Random Fields
Agents with aberrant behavior are commonplace in today’s networks. There are malicious
websites on the internet, fake profiles in social media, and fake news sources prolific in
spreading misinformation. There is considerable interest in detecting such aberrant agents in
networks. Across contexts, the unifying theme is that normal agents rarely link to aberrant
ones. We call this property aberrant linking behavior. This behavior occurs in a number of
different contexts.
Aberrant linking behavior was observed in web graphs in the early days of search engines.
In these web graphs, the goal is to separate informative websites (normal) from spam or
malicious websites (aberrant). Informative websites typically link to other relevant and
informative websites, whereas spam websites link to either informative websites or other spam
websites. Spam websites linking to each other creates “link farms” [Castillo et al., 2007; Wu
and Davison, 2005]. From the linking behavior of the websites, the expected structure of
normal and aberrant agents, with aberrant linking behavior, arises. In one empirical study,
this structure of normal and spam sites is verified in a Japanese web graph with 5.8 million
sites and 283 million links [Saito et al., 2007].
In social networks, the goal is to separate real profiles (normal) from fake profiles (aberrant).
On Facebook, it is estimated that nearly 10% of accounts are either fake or otherwise
“undesirable” (intentionally spreading misinformation) [Fire et al., 2014]. In an empirical
study of 40, 000 fake Twitter accounts, it was observed that most users of authentic social
media accounts avoid following fake accounts [Ghosh et al., 2012]. A similar study of 250, 000
fake accounts on LinkedIn corroborated this result [Xiao et al., 2015]. It is evident that the
expected structure of normal and aberrant agents, with aberrant linking behavior, arises in
these settings.
In the context of fake news, the goal is to separate credible sources (normal) from dubious
ones (aberrant) [Shu et al., 2017, 2019; To¨rnberg, 2018]. Credible sources typically link to
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other credible sources and will not link to dubious ones. Thus, the expected structure of
normal and aberrant agents, with aberrant linking behavior, arises. In [Shu et al., 2017], the
authors observe that the credibility of a news event is highly related to the credibility of the
sources it references. In [Shu et al., 2019] and [To¨rnberg, 2018], the authors use the colloquial
term “echo chamber” to describe small networks of agents that amplify the spread of false
information by repeating it.
The problem of aberrant agent detection is formalized here as a classification problem on
a directed graph, where each vertex represents an agent and each arc represents a link from
one agent to another. In contrast to an agent-based approach that classifies an agent based
on its individual features [Erde´lyi et al., 2011; Ntoulas et al., 2006; Webb et al., 2008], we use
information about the links in the graph to perform the classification [Becchetti et al., 2006;
Gan and Suel, 2007]. These agent-based and link-based approaches are synergistic [Becchetti
et al., 2008; Roul et al., 2016]. For example, the output of an agent-based machine learning
algorithm can be incorporated in a link-based approach as prior scores for the agents.
Multiple link-based techniques have been proposed in the literature, including spectral
methods and random walks.
Spectral techniques for classifying aberrant agents typically optimize a symmetric objective
function, which is the sum of a measure of disagreement between adjacent agents [Von Luxburg,
2007; Wu and Chellapilla, 2007; Zhou et al., 2007]. Such methods are sometimes called “graph
regularization methods”, since they interpolate missing labels from known ones [Abernethy
et al., 2010]. In other work, the objective functions are NP-hard cut problems, such as
normalized cut [Shi and Malik, 2000] or generalized weighted cut [Meila˘ and Pentney, 2007].
Since these cut problems are NP-Hard, they are approximated with spectral methods on an
appropriately chosen symmetric matrix. After the spectral algorithm returns a partition,
further refinements may be made with pairwise swaps until a local optimum is reached
[Malliaros and Vazirgiannis, 2013].
Random-walk based approaches include PageRank [Page et al., 1999], TrustRank [Gyo¨ngyi
et al., 2004], AntiTrustRank [Krishnan and Raj, 2006], and several domain-specific variants
which have been proposed over the years [Gori and Pucci, 2006; Liu, 2009; Rosvall and
Bergstrom, 2008; Sayyadi and Getoor, 2009; Shu et al., 2019; Wu and Chellapilla, 2007]. If a
set of agents is highly internally connected and minimally externally connected, a random
walk starting in that set is expected to spend a lot of time inside it before exiting. Thus, in a
graph with aberrant linking behavior, a random walk is expected to visit the normal agents
more frequently than the aberrant agents [Rosvall and Bergstrom, 2008]. In some cases, the
behavior of random walks is equivalent to optimizing an explicit objective function. In other
cases, no objective function is specified. We describe the mechanics of these algorithms in
detail in section 4.1.
we propose a new approach that formulates the problem for the first time as a Markov
Random Fields (MRF) problem [Geman and Geman, 1984]. This formulation balances
obeying any given prior information with minimizing the number of links from normal to
aberrant agents. The optimal solution to the formulation is obtained efficiently with known
algorithms [Hochbaum, 2001]. One advantage of the proposed formulation is its ability to be
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given prior labels for the agents with various degrees of confidence.
In an extensive empirical study, we compare MRF with three well-known algorithms
from the literature: PageRank [Page et al., 1999], TrustRank [Gyo¨ngyi et al., 2004], and
AntiTrustRank [Krishnan and Raj, 2006]. We also use a random classifier as a baseline
algorithm. We find that MRF outperforms its competitors. The average score of MRF is
approximately 25% higher than the next-best algorithm.
The main contributions in this chapter are:
1. We formulate the problem of detecting aberrant linking behavior as a directed Markov
Random Fields (MRF) problem. The formulation is solved optimally and efficiently.
This is the first time that MRF is used to model the detection of aberrant agents and
the first use of MRF for directed graphs.
2. We develop a new variant of the modularity metric [Newman and Girvan, 2004] that
addresses its known shortcomings on directed graphs. We show that our metric has
desirable properties and prove that optimizing it is NP-hard.
3. We present an extensive empirical study in which we compare MRF with three well-
known algorithms from the literature.
The rest of this chapter is organized as follows: in section 4.1, we present preliminaries,
including the details of the existing algorithms. In section 4.2, we present the MRF model.
In section 4.3, we provide an MRF formulation for aberrant agent detection. In section 4.4,
we describe the methods we used to evaluate the quality of the results of the algorithms.
In section 4.5 and section 4.6 we describe the experimental setup and results. Finally, we
conclude the manuscript in section 4.7.
4.1 Preliminaries
Notation We represent the network as a directed graph G = (V,A), where V is the set of
vertices and A is the set of arcs. Each node in the graph G represents an agent, and an arc
represents a link from one agent to another. Each arc (i, j) ∈ A has an associated wij ∈ R+,
which represents the number of links from agent i to agent j. We use douti and d
in
i to denote
the weighted out-degree and in-degree of vertex i, respectively.
We will ultimately partition V into two sets: C0, the set of “normal” vertices and C1, the
set of “aberrant” vertices. The notation Wpq denotes the total weight of arcs from Cp to Cq.
That is,
Wpq =
∑
i∈Cp,j∈Cq
wij.
We also define W =
∑
(i,j)∈Awij to denote to the total sum of weights.
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Priors All the algorithms described here will take as input a graph in which some or all of
the vertices have prior values associated with them. We use Vprior ⊆ V to denote the set of
vertices which have priors, and we use ci ∈ [0, 1] to denote the prior value of vertex i. These
priors could represent information about known vertices, the ratings of human judges or
the output of another algorithm. The prior values do not represent “ground truth”. The
priors may have various degrees of confidence and may occasionally be imprecise or unreliable.
Besides the structure of the graph itself, the priors are the only information we have on which
to base our final classifications.
Output All algorithms output a continuous score, xi ∈ [0, 1], for every vertex i ∈ V , where
closer to 0 means more likely normal and closer to 1 means more likely aberrant. From these
continuous scores, we decide how to partition V into C0 and C1.
Existing Algorithms We consider the three existing algorithms that are most prevalent
in the literature: PageRank, TrustRank, and AntiTrustRank.
In PageRank [Page et al., 1999], a Markov chain is defined over the vertices in the graph.
The trust score of vertex i ∈ V is equal to the stationary probability that the Markov chain
is in state i. The state transitions from vertex i to vertex j with probability
Pij = α
wij
douti
+ (1− α)rj ∀(i, j) ∈ V × V.
Here, α ∈ [0, 1] is a hyperparameter known as the attenuation factor and rj ∈ [0, 1] is the
probability of restarting the Markov chain from vertex j. The values of rj must sum to 1:∑
j∈V rj = 1.
In PageRank, rj =
1
n
∀j ∈ V . The unique eigenvector with eigenvalue 1, pi, is computed
with the Power method. The score, xi, returned by PageRank, is equal to 1− pii.
TrustRank [Gyo¨ngyi et al., 2004] is a modification of PageRank where the probability for
(re)starting at vertex j is proportional to 1− cj (a measure of how “trusted” the vertex is):
rtrustj =
1− cj∑
i∈Vprior (1− ci)
∀j ∈ Vprior.
The intuition behind TrustRank is that from trusted nodes you should only reach other
trusted nodes. Like PageRank, the returned score is 1− pii, where pii is the probability that
the Markov chain is in state i.
AntiTrustRank [Krishnan and Raj, 2006] is similar to TrustRank, but differs in two
aspects: The Markov chain traverses the graph in the reverse direction, and the (re)start
distribution is proportional to cj (a measure of how “distrusted” the vertex is):
rantij =
cj∑
i∈Vprior ci
∀j ∈ Vprior.
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The underlying idea is that from normal vertices you should rarely reach aberrant vertices,
and thus if you follow arcs in the reverse direction, then from aberrant vertices you should
reach mostly aberrant vertices.
In contrast to PageRank and TrustRank, in AntiTrustRank the eigenvector with eigenvalue
1 represents the distrust of the vertices. The score, xi, returned by AntiTrustRank for vertex
i ∈ V is equal to pii.
4.2 Markov Random Fields (MRF) Model
The MRF model [Geman and Geman, 1984] is defined on a directed graph G = (V,A), where
each node i ∈ V has an associated decision variable xi. For given deviation functions Gi and
separation functions Fij, the MRF model is defined as:
min λ
∑
i∈V
Gi(xi, ci) +
∑
(i,j)∈A
Fij(xi − xj)
s.t. li ≤ xi ≤ ui ∀i ∈ V
The deviation function Gi(·, ·) penalizes a deviation of the variable xi away from the prior
value ci, whereas the separation function Fij(·) penalizes the difference between the values
assigned to neighboring nodes in the graph. The trade-off parameter λ ≥ 0 determines the
trade-off between the deviation and separation penalties. When the separation functions
Fij(·) are convex, this problem is solved optimally and efficiently in either continuous or
integer variables. The problem is NP-hard otherwise. The algorithms and their complexity
are listed in Table 4.1.
Table 4.1: Complexity of Markov Random Fields (MRF) problems. For complexity results in
this table, let U = maxi |xi| be the number of labels, n = |V | be the number of nodes in the
graph, and m = |A| be the number of arcs in the graph. A bi-linear function refers here to a
function of the form f(z) = max{u+z,−u−z} for u+, u− ≥ 0 and z ∈ R.
Deviation Separation
Complexity Reference
function Gi(xi) function Fij(xi − xj)
Convex Convex O(mn log n
2
m
log nU) Ahuja et al. [2003]
Convex Bi-linear O(mn log n
2
m
+ n logU) Hochbaum [2001]
Quadratic Bi-linear O(mn log n
2
m
) Hochbaum [2001]
Non-linear Convex O(mnU2 log n
2U
m
) Ahuja et al. [2004]
Linear Non-linear NP-Hard Hochbaum [2001]
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4.3 Markov Random Fields Model for Detecting
Aberrant Agents
For the problem of detecting aberrant agents, a “good” solution is characterized by two
properties. First, there should be few links from normal to aberrant agents. Second, the
difference between the score assigned to an agent and its prior value, if any, should be small.
These goals naturally map to an MRF model.
For each vertex i ∈ Vprior, with associated prior ci, we choose a quadratic penalty function
Gi = (xi − ci)2 to measure the deviation between the assigned xi and the prior ci. The
remaining vertices without priors do not have an associated deviation penalty. That is,
Gi(xi, ci) = 0 for i /∈ Vprior. For each arc (i, j) ∈ A with weight wij, we have a separation
function Fij = wij (xj − xi)+, where (xj − xi)+ = max{xj − xi, 0}. This separation function
results in a penalty of wij(xj − xi) for arc (i, j) ∈ A if the score xi of vertex i is lower than
the score xj of vertex j, since the (more) normal vertex i links to a (more) aberrant vertex j.
The resulting optimization problem is:
min λ
∑
i∈Vprior
(xi − ci)2 +
∑
(i,j)∈A
wij (xj − xi)+ (MRF-Detection)
s.t. 0 ≤ xi ≤ 1 ∀i ∈ V.
In the optimization problem, each agent i ∈ V is assigned a score xi ∈ [0, 1]. The behavior
of an agent with a score of 1 is considered aberrant, whereas a score of 0 corresponds to
normal behavior.
(MRF-Detection) is a special case of the MRF problem with convex deviations and bi-
linear separation functions1, which was shown by Hochbaum [2001] to be solvable with a
parametric minimum cut problem in the complexity of a single minimum cut problem plus the
complexity required to find the minima of the convex deviation functions. Two parametric
cut algorithms, based on the pseudoflow algorithm [Hochbaum, 2008; Hochbaum and Orlin,
2013] or the push-relabel algorithm [Gallo et al., 1989; Goldberg and Tarjan, 1988], achieve
this complexity. Since the deviation functions are quadratic here, the complexity of finding
the minima of the deviation functions is O(|V |), which is dominated by the complexity of a
minimum cut problem. As a result, the complexity of solving this parametric minimum cut
problem with either of these two algorithms is expressible as O
(
mn log n
2
m
)
where n is the
number of nodes in the graph and m is the number of arcs. These results imply that we can
solve the MRF formulation for aberrant agent detection efficiently and optimally.
1A bi-linear function refers here to a function of the form f(z) = max{u+z,−u−z} for u+, u− ≥ 0 and
z ∈ R.
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4.4 Performance Evaluation Metrics
In the datasets available to us, there is no “ground truth” to which we can compare our
results. Instead we assess the classification performance in terms of how well the resulting
partition obeys the property of having few links from normal vertices to aberrant vertices.
For this purpose, we will lay out several metrics. The first are a series of ad-hoc metrics,
such as the average out-degree from normal vertices to aberrant ones. We also present a
directed variant of the established modularity clustering metric [Newman and Girvan, 2004].
Ad-Hoc Metrics
Aberrant linking behavior implies that there should be few arcs from normal to aberrant.
For that reason, a relevant metric is W01
N0
, the average degree of a normal vertex to the set of
aberrant vertices.
As a baseline for comparison, we also calculate W11
N1
, the average degree of an aberrant
vertex to the set of aberrant vertices. If our labeling has the desired property, then we expect
that W01
N0
will be significantly smaller than W11
N1
. F
In order to normalize these values of across graphs, we divide the degree measures by the
average degree of the graph, davg =
W00+W01+W10+W11
N0+N1
. This leads to the following two metrics:
W01/N0
davg
and
W11/N1
davg
.
W01/N0
davg
,
W11/N1
davg
, and
W01
W01 +W11
.
Modularity
A metric commonly used in the graph partitioning literature is modularity [Newman and
Girvan, 2004]. It measures how many edges are within clusters versus edges between clusters
and compares that to a random graph with the same degree distribution [Kim et al., 2010;
Newman and Girvan, 2004].
Given a weighted, undirected graph and a partition of the set of vertices into clusters
C0, . . . , Ck, modularity [Newman and Girvan, 2004] is defined as
1
2W
∑
i,j∈V
[
wij − didj
2W
]
δ(i, j). (UndirMod)
Here, di is the weighted degree of vertex i, and
δ(i, j) =
{
1 ∃p | i, j ∈ Cp,
0 otherwise.
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A larger modularity value indicates that the cluster assignment is superior since there are
more edges within the clusters than in a random graph. It is NP-hard to find the set of
clusters that maximize modularity in a graph [Brandes et al., 2006].
When modularity is applied to directed graphs, there is no agreed-upon generalization [Kim
et al., 2010; Newman, 2006; Rosvall and Bergstrom, 2008]. One straightforward adaptation
of modularity to directed graphs would be to calculate [Kim et al., 2010; Newman, 2006;
Rosvall and Bergstrom, 2008]
1
W
∑
i,j∈V
[
wij −
douti d
in
j
W
]
δ(i, j). (DirMod)
Several issues with this generalization have been observed. In [Malliaros and Vazirgiannis,
2013], small example graphs are shown in which certain arcs can be reversed without affecting
the modularity. This is problematic given our interest in asymmetry between clusters.
In fact, we show in claim 1 that this definition of directed modularity, with 2 clusters,
is proportional to the determinant of a matrix with entries Wij for i, j ∈ {0, 1}. We defer
the proof to the appendix. This result implies that this definition is symmetric with respect
to the cluster assignment and that the cluster labels are exchangeable without affecting the
modularity.
Claim 1. Let G = (V,A) be a directed graph with vertex labels in {0, 1}, defining two
clusters C0 and C1. The modularity of the clustering assignment on G, as defined in equation
(DirMod), is proportional to
W00W11 −W01W10.
Proof.
The expression for modularity is
1
W
∑
i,j∈V
[
wij −
douti d
in
j
W
]
δ(i, j).
Since W is constant, we can multiply by W 2:
∝
∑
i,j∈V
[
Wwij − douti dinj
]
δ(i, j)
= W
∑
i,j∈V
wijδ(i, j)−
∑
i,j∈V
douti d
in
j δ(i, j).
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Now, since δ(i, j) = 1 if and only if i and j are in the same cluster:
= W (W00 +W11)−
∑
i∈C0
∑
j∈C0
douti d
in
j −
∑
i∈C1
∑
j∈C1
douti d
in
j
= (W00 +W01 +W10 +W11)(W00 +W11)
− (W00 +W01)(W00 +W10)
− (W11 +W10)(W11 +W01)
= 2(W00W11 −W10W01)
Corollary 2. Let G = (V,A) be a directed graph with vertex labels in {0, 1}, defining a
cluster assignment C. Let C ′ be the assignment with opposite labels. Then, the modularity of
cluster assignment C on G, as defined in equation (DirMod), is the same as the modularity
of assignment C ′.
The symmetry with respect to the clustering labels is undesirable for the problem of agent
detection, since only links from a normal vertex to an aberrant one should be penalized. That
is, we would like to penalize arcs from C0 to C1 without penalizing arcs from C1 to C0. If the
labels can be interchanged, then these penalties are necessarily symmetric. We will propose a
change to the modularity metric which overcomes this deficiency.
One option might be to change the definition δ so that δ(1, 0) = δ(0, 0) = δ(1, 1) = 1. In
other words, “rewarding” arcs from C1 to C0 in addition to arcs within clusters. However,
repeating the calculation in Claim 1 gives a surprising result: even with the new definition
of δ, the modularity metric remains proportional to W00W11 −W01W10. For that reason, a
different change is needed.
We suggest a new variant of the directed modularity metric, which captures the asymmetric
nature of the relation between normal and aberrant vertices. Our metric only penalizes arcs in
one direction between the two clusters. We keep the W00W11 term, but instead of subtracting
off W01W10, we subtract off
3
4
W 201. We add the
3
4
coefficient to account for the larger expected
value of the term W 201 as compared to W01W10
2. Our new definition of directed modularity
in the two-cluster case is:
4
(
W00W11 − 34W 201
)
W 2
. (AsymMod)
Similarly to the result for undirected modularity, we establish that maximizing AsymMod
is NP-hard. Our reduction is from the minimum bisection problem, which is different from
the undirected case. Again, we defer the proof to the appendix.
Claim 2. Maximizing (AsymMod) is NP-Hard.
2The coefficient 34 is chosen such that the terms have equal expectation when the Wpq/W values are
drawn independently and uniformly from the unit interval.
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Proof. The proof is a reduction from the minimum bisection problem on an undirected and
unweighted graph G = (V,E). A bisection (C0, C1) is a partition of the set of vertices V such
that |C0| = |C1| = n/2, where n is the number of nodes in the original graph. The minimum
bisection problem is to find a bisection (C0, C1) that minimizes W01 = W10. This problem is
known to be NP-Hard [Garey et al., 1974].
Consider an undirected and unweighted graph G on which we would like to solve the
minimum bisection problem. We create the graph G′ where we copy G by turning each edge
into two directed arcs and add two vertices, s and t, with an arc from s to every vertex in G
and an arc from every vertex in G to t. Let the weight of all these arcs be M , for sufficiently
large M (e.g. M ≥ m2 where m is the number of arcs in the original graph).
Consider a partition of this new graph into C0 and C1. We still use Wpq to denote the
total weight in the original graph between clusters p and q. We break the modularity 3
calculation into four cases, depending on which clusters s and t are in:
s ∈ C0, t ∈ C0:
(2|C0|M +W00) (W11)− 3
4
(|C1|M +W01)2
s ∈ C0, t ∈ C1:
(|C0|M +W00) (|C1|M +W11)− 3
4
(nM +W01)
2
s ∈ C1, t ∈ C0:
(|C0|M +W00) (|C1|M +W11)− 3
4
(W01)
2
s ∈ C1, t ∈ C1:
(W00) (2|C1|M +W11)− 3
4
(|C0|M +W01)2
Expanding these expressions, we see that the coefficient of M2 is largest when s ∈ C1,
t ∈ C0, and |C0| = |C1| = n/2. Thus, for sufficiently large M , these are necessary conditions
to maximize the modularity of the clustering in G′. The expression becomes:
n2
4
M2 +
n
2
(W00 +W11)M +W00W11 − 3
4
W 201.
Assuming M is sufficiently large, an optimal solution maximizes n
2
M (W00 +W11) and thus
W00 +W11. However, maximizing this quantity is equivalent to minimizing W01 +W10 = 2W01.
Thus, the partition which maximizes modularity in G′ gives us the minimum bisection in
G.
3We ignore the normalization term 4W 2 .
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From now on, when we refer to modularity, it is assumed that we are referring to
(AsymMod).
4.5 Experimental Setup
We compare MRF against the algorithms PageRank [Page et al., 1999], TrustRank [Gyo¨ngyi
et al., 2004], AntiTrustRank [Krishnan and Raj, 2006], and a randomized baseline algorithm,
which we name Random. We measure the performance of the algorithms in terms of modularity
score and the ad-hoc metrics described in section 4.4.
Datasets We evaluate the experimental performance of MRF on twenty-one different
datasets from the KONECT project [Kunegis, 2013], as well as two Web Spam datasets
[Castillo et al., 2006]. The datasets in KONECT are categorized into twenty-three categories.
We chose twenty-one datasets in categories in which we plausibly expected to find high-
modularity clusters. The two Web Spam datasets are based on web crawls of the .uk
top-level domain. The properties of the datasets are summarized in Table 4.2. The KONECT
datasets are available at http://konect.uni-koblenz.de/, and the Web Spam datasets
are available at http://chato.cl/webspam/datasets/. We excluded from our analysis four
Konect datasets for which no algorithm was able to attain a modularity score above 0.2.
Priors Since we do not have access to datasets with prior labels, we generate priors with
a simple heuristic. For each dataset, we assign priors such that pprior ≤ 50% percent of
the vertices are marked aberrant and the same number of vertices are marked normal. The
vertices are chosen according to the difference between out-degree and in-degree, since we
expect that nodes with high out-degree and low in-degree are potentially aberrant. We
define ∆i = d
out
i − dini for every vertex i ∈ V . The vertices are then sorted such that
∆σ(1) ≥ ∆σ(2) ≥ · · · ≥ ∆σ(n). The first nprior = bpprior nc vertices with the highest ∆ value
are considered aberrant and given the prior values ci = 1. The last nprior vertices with the
lowest ∆ value are considered normal and given the prior values ci = 0.
Labeling Each of the algorithms returns a score xi ∈ [0, 1] for every vertex i ∈ V . We
convert these scores into a binary assignment to the clusters C0 and C1 by means of a
threshold τ . The clusters are given by:
C1(τ) = {i ∈ V : xi ≥ τ}
C0(τ) = {i ∈ V : xi < τ}
We report the highest modularity obtained over a set of thresholds T :
max
τ∈T
Modularity(C0(τ), C1(τ))
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Table 4.2: Basic properties of twenty-one datasets from the KONECT project and the two
datasets from the Web Spam project.
Dataset Vertices Arcs Link Significance Weights
Animal - Bison 26 314 Dominance behavior between bisons. yes
Animal - Cattle 28 217 Dominance behavior between cattle. yes
Animal - Hens 32 496 Pecking order among hens. no
Citation - Cora 23166 91500 Scientific citations. no
Citation - DBLP 12591 49728 Scientific citations in computer science. no
Communication - Company 167 5783 Emails within manufacturing company. yes
Communication - DNC Emails 1891 5517 Emails within committee. yes
Communication - Slashdot 51083 130370 Responses to messages. yes
Communication - University 1899 20296 Messages within university. yes
Hyperlink - Blogs 1224 19022 Links between political blogs. no
Hyperlink - Google 15763 170335 Links between internal Google pages. no
Hyperlink - Spam 2006 11402 730774 Links between UK sites. yes
Hyperlink - Spam 2007 114529 1771291 Links between UK sites. yes
Infrastructure - Airports 1 3425 37594 Flights between airports. yes
Infrastructure - Airports 2 2939 30501 Flights between airports. no
Metabolic - Proteins (Small) 1706 6171 Interactions between proteins. no
Social - Advogato 6539 47135 Trust relationships between users. yes
Social - Dorm 217 2672 Friendship ratings between students. yes
Social - High School 70 366 Friendship ratings in a high school. yes
Social - Physicians 241 1098 Trust relationships between physicians. no
Social - Twitter 23370 33101 Following relationships between users. no
Trophic - FL Dry Season 128 2137 Carbon exchanges between organisms. yes
Trophic - FL Wet Season 128 2106 Carbon exchanges between organisms. yes
For the MRF algorithm, the set of thresholds T is given by the set of unique values of
the scores {xi : i ∈ V }. For the other algorithms, the set of threshold values T consists of
the 0th, 5th, . . . , 100th percentiles of the scores {xi : i ∈ V }. We apply a different method for
MRF since its solution typically contains only a few distinct values. In the results reported
here, the median number of unique scores in the MRF solution is 13. In contrast, the node
scores tend to be unique for each of the other algorithms.
Algorithm Implementations For MRF, we use the formulation as described in equation
(MRF-Detection) with one modification: we normalize the trade-off parameter λ. We call
this new hyperparameter the normalized trade-off parameter, λnorm. It is defined by the
following equation:
λ = λnorm
∑
(i,j)∈Awij
|Vprior| .
We expect that the normalized parameter λnorm is more consistent across datasets, since it
corrects for the size of the graph.
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We use a parametric implementation of the pseudoflow algorithm [Hochbaum, 2008] to
solve the parametric minimum cut problem.
For PageRank, we use the implementation of PageRank in the NetworkX package for
Python [Hagberg et al., 2008]. For TrustRank and AntiTrustRank, we wrote a wrapper
around the NetworkX implementation of PageRank. We use the default settings of the
PageRank solver, except for the attenuation factor α, which we treat as a hyperparameter.
The maximum number of iterations is set to 1000.
The Random algorithm provides baseline comparison. Each vertex is assigned a score,
xi, uniformly drawn from the unit interval. We report the average of the best modularity
obtained in each of 10 trials.
Our implementations of these algorithms, as well as the code used to run the experiments,
are available open-source at removedfordouble-blindreview.
Hyperparameters All algorithms, except for Random, have hyperparameters. The hy-
perparameters for MRF are the normalized trade-off parameter λnorm and the percentage of
priors pprior. The hyperparameters for TrustRank and AntiTrustRank are the attenuation
factor α and the percentage of priors pprior. PageRank has only the attenuation factor α as
its hyperparameter, since the algorithm does not utilize the prior values.
For each algorithm and dataset, we tested 200 combinations of hyperparameter values
to maximize modularity. Each combination of hyperparameter values was selected with the
Tree-structured Parzen estimator (TPE) algorithm [Bergstra et al., 2011] based on previous
evaluations and a prior distribution for each of the parameters. The TPE algorithm uses
approximate Bayesian Optimization to select a combination of hyperparameter values that
has the highest expected increase in modularity score. Bayesian optimization methods, such
as TPE, have been shown to outperform grid search and random search [Bergstra and Bengio,
2012] and to rival domain experts in finding good hyperparameter settings [Bergstra et al.,
2011].
The prior distributions for the hyperparameters were selected as follows: For the normalized
trade-off parameter λnorm, we used a lognormal distribution with zero mean and a standard
deviation of two. For the attenuation factor α, we used a uniform distribution on the unit
interval, and for the percentage of priors pprior we used a uniform distribution over the interval
from 1 to 50 percent.
4.6 Results
For each of the twenty-three datasets and five algorithms, we report the best modularity
found after the hyperparameter search. In Table 4.3, in the final column we report the highest
modularity score found by any algorithm. In the remaining columns, we show the percentage
of the top modularity score obtained by each algorithm. Thus, one algorithm always scores
100 percent.
CHAPTER 4. DETECTING ABERRANT LINKING BEHAVIOR IN NETWORKS 68
Table 4.3: Normalized asymmetric modularity score by algorithm for twenty-three datasets.
The scores are normalized as a percentage of the highest asymmetric modularity score obtained
for the dataset.
Dataset MRF
Trust AntiTrust Page
Random
Best Modularity
Rank Rank Rank Score (100%)
Animal - Bison 82.4 100.0 94.3 84.4 36.2 0.279
Animal - Cattle 84.5 100.0 80.5 97.9 31.3 0.294
Animal - Hens 99.3 100.0 99.8 100.0 29.5 0.233
Citation - Cora 55.7 57.3 100.0 32.1 12.2 0.517
Citation - DBLP 100.0 89.3 41.2 58.1 16.4 0.409
Communication - Company 66.1 100.0 89.8 65.5 22.1 0.405
Communication - DNC Emails 100.0 47.4 37.7 22.3 21.2 0.402
Communication - Slashdot 93.9 69.2 100.0 49.9 20.7 0.321
Communication - University 100.0 63.1 62.1 29.7 18.1 0.342
Hyperlink - Blogs 100.0 70.8 81.2 57.8 23.3 0.302
Hyperlink - Google 100.0 71.2 94.4 53.1 15.7 0.448
Hyperlink - Spam 2006 100.0 53.4 91.5 37.2 12.8 0.743
Hyperlink - Spam 2007 100.0 47.6 63.7 45.5 19.9 0.505
Infrastructure - Airports 1 100.0 45.9 51.6 17.8 10.6 0.577
Infrastructure - Airports 2 100.0 71.2 47.9 19.9 10.7 0.591
Metabolic - Proteins (Small) 100.0 68.5 68.9 1.2 13.6 0.517
Social - Advogato 100.0 72.7 76.8 53.8 17.4 0.392
Social - High School 89.2 100.0 92.2 94.9 14.5 0.739
Social - Physicians 94.1 82.8 100.0 43.8 8.7 0.931
Social - Twitter 92.7 7.7 15.1 100.0 31.9 0.244
Social - University 57.3 100.0 66.4 63.4 11.1 0.615
Trophic - FL Dry Season 100.0 85.3 51.1 90.4 22.1 0.581
Trophic - FL Wet Season 100.0 93.4 78.2 93.4 28.3 0.588
Average 92.0 73.8 73.2 57.0 19.5 —
On average, our MRF algorithm achieves the highest percentage of the maximum mod-
ularity, at 92%. The next best algorithms, TrustRank and AntiTrustRank, achieve 74%
and 73% respectively. MRF achieves the highest modularity on thirteen of the twenty-three
datasets.
In Table 4.4, we examine the properties of these partitions with maximum modularity,
using the ad-hoc metrics described in section 4.4. Across all datasets, the median value of
W01/N0
davg
for MRF is 0.04. For AntiTrustRank, it is 0.13. This suggests that MRF is indeed
finding partition with fewer arcs from normal to aberrant. It attains the smallest value on
twenty of the twenty-three datasets. Looking at the median value of W11/N1
davg
, we see another
side of the story. For AntiTrustRank, the median value is 1.18. For MRF, it is 0.60. This
suggests that the vertices classified as aberrant by AntiTrustRank are more interlinked than
those classified by MRF. These results make sense: whereas MRF is minimizing the links from
normal to aberrant, without any stipulation about connections between aberrant vertices,
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Table 4.4: Ad-hoc metrics of the partition returned by each algorithm. The results are
reported for the partition that maximizes asymmetric modularity, as in Table 4.3. For brevity,
we exclude PageRank and Random. For a partition that satisfies aberrant linking behavior
we expect the first and third metric to be small.
W01/N0
davg
W11/N1
davg
MRF Trust AntiTrust MRF Trust AntiTrust
Animal - Bison 0.16 0.20 0.16 0.46 0.51 0.59
Animal - Cattle 0.02 0.08 0.03 0.58 0.63 0.69
Animal - Hens 0.03 0.04 0.04 0.45 0.48 0.48
Citation - Cora 0.00 0.02 0.05 0.36 0.41 0.98
Citation - DBLP 0.00 0.09 0.01 0.43 0.48 1.18
Communication - Company 0.33 0.94 0.19 0.83 0.55 1.91
Communication - DNC Emails 0.06 2.35 0.11 0.66 0.20 0.86
Communication - Slashdot 0.06 0.35 0.17 0.80 0.31 1.27
Communication - University 0.23 1.11 0.19 0.60 0.36 2.46
Hyperlink - Blogs 0.08 0.49 0.15 0.33 0.31 1.13
Hyperlink - Google 0.00 0.07 0.13 0.60 0.32 0.96
Hyperlink - Spam 2006 0.00 0.28 0.01 1.92 0.61 10.10
Hyperlink - Spam 2007 0.00 0.41 0.24 0.71 0.12 7.37
Infrastructure - Airports 1 0.24 1.84 0.19 0.87 0.25 4.15
Infrastructure - Airports 2 0.07 0.64 0.33 0.47 0.28 0.82
Metabolic - Proteins (Small) 0.19 0.69 0.22 0.52 0.37 1.25
Social - Advogato 0.11 0.75 0.13 0.39 0.29 1.86
Social - Dorm 0.19 0.21 0.25 0.55 0.65 0.86
Social - High School 0.04 0.08 0.09 0.62 0.85 0.76
Social - Physicians 0.00 0.00 0.00 0.88 0.79 1.03
Social - Twitter 0.00 0.03 0.00 0.80 0.74 1.57
Trophic - FL Dry Season 0.00 0.00 0.09 1.96 1.42 7.09
Trophic - FL Wet Season 0.00 0.35 0.05 1.70 0.34 5.80
Median 0.04 0.28 0.13 0.60 0.41 1.18
AntiTrustRank is working backwards from known aberrant vertices to find aberrant clusters.
The running times of all algorithms, with the exception of Random, were in the same
order of magnitude.
4.7 Conclusions
We studied here the problem of identifying agents with aberrant behavior in networks. Such
agents frequently appear in today’s networks, including malicious websites on the internet,
fake profiles in social media, and fake news sources prolific in spreading misinformation. The
unifying property of these networks is that normal agents rarely link to aberrant ones. We
call this aberrant linking behavior.
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We formulated the detection problem in a novel way: as a directed Markov Random
Fields (MRF) problem. This formulation balances obeying any given prior information with
minimizing the links from normal to aberrant agents. We discussed how the formulation is
solved optimally and efficiently.
To compare the performance of the algorithms, we developed a new, asymmetric variant
of the modularity metric for directed graphs, addressing a known shortcoming of the existing
metric. We showed that our metric has desirable properties and proved that maximizing
it is NP-hard. We also used several ad-hoc metrics to better understand properties of the
solutions.
In an empirical experiment, we found that the MRF method outperforms competitors
such as PageRank, TrustRank, AntiTrustRank, and Random. The solutions returned by
MRF had the largest modularity score on thirteen of the twenty-three datasets tested. The
modularity for MRF was, on average, 25 percent better than the modularity returned by
TrustRank or AntiTrustRank.
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Chapter 5
Concluding Remarks
This dissertation focuses on the advantages and challenges of similarity-based machine learning.
One such challenge is the quadratic growth in the number pairwise similarities. The technique
of sparse computation was introduced to mitigate the quadratic growth [Hochbaum and
Baumann, 2016]. We devise in this work two algorithmic extensions for sparse computation.
We demonstrate the effect of similarity-based machine learning via two important applications
where similarity-based machine learning yields strong results: Cell identification in calcium-
imaging movies and detecting aberrant agents in networks based on link behavior.
The first extension for sparse computation consists of faster, geometric algorithms for
sparse computation. These algorithms use the novel computational geometry concept of
data shifting to identify pairs of close objects faster than in the original implementation.
A computational study demonstrates that the geometric algorithms provide a significant
reduction in running time.
The second extension is the sparse-reduced computation technique that combine sparse
computation with compression technique for highly-similar objects. The use of compression
enables similarity-based machine learning on datasets with up to 10 million objects. An
experimental comparison between sparse-reduced computation and sparse computation shows
that sparse-reduced computation attains similar accuracy with a significant reduction in
running time.
For the problem of cell identification in calcium imaging we demonstrate how HNCcorr
detects cells based on pairwise similarities between pixels. The algorithm is a top performer
for cell identification according to the Neurofinder benchmark and outperforms matrix
factorization methods. For the detection of aberrant agents in network based on link behavior,
we discuss an MRF formulation with links as pairwise similarities and an associated algorithm.
The MRF approach outperforms competing algorithms based on random walks. Both
applications provide evidence that similarity-based machine learning is an effective tool.
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