Our results achieve the best possible precision in each execution. This notion of optimality is stronger than the more common notion of worst-case optimality. The new notion of optimality applies to systems where the worst-case behavior of any clock synchronization algorithm is inherently unbounded.
The quality of synchronization is measured by its precision, i.e., how close together it brings the clocks at different processors. The precision influences the correctness and the efficiency of applications using the synchronized clocks.
The best precision that can be achieved is determined by the timing uncertainty that is inherent in the system. There are two main sources of timing uncertainty in a distributed system. First, local clocks at different processors are independent: they do not start together and may run at different speeds. Second, messages sent between processors incur uncertain delays.
A relatively simple case is when local clocks are accurate, i.e., run at the same speed, and there are upper and lower bounds for the delay on each link. Clock synchronization algorithms under this assumption, whose precision is optimal in the worst case, are described in [4, 11] . Subsequent work concentrated on clocks that may drift and on fault tolerance (e.g., [2, 7, 20, 21] ; see the survey in [19] ). To achieve high precision, these algorithms require the existence of tight lower and upper bounds on message delay.
However, in real systems it is often the uncertainty of message delay, rather than clock drift, that causes most of the difficulty in synchronizing clocks [13, 7] . Almost every processor in a distributed system has access to a high-quality, very accurate hardware clock; it is not unrealistic to assume that local clocks are accurate and have no drift. 2 On the other hand, often there do not exist tight upper and lower bounds on message delay, while there is other relevant information about the delays. For example, in some systems, a bound on the difference between delays in opposite directions is known. This motivated us to revisit the case in which local clocks run at the same speed and have no drift, thus focusing on the impact of message delay uncertainty on clock synchronization.
Our main contribution is a methodology for designing optimal clock synchronization algorithms under a variety of assumptions on message delay uncertainty. The strongest results are obtained for a natural family of local delay assumptions; this family includes all the assumptions studied in previous theoretical work. A delay assumption is local if it is specified for a pair of processors, e.g., processors connected by a link. We show that in this case, a clock synchronization algorithm can be obtained by considering each pair separately. This simplifies the analysis substantially and allows different pairs of processors to satisfy different assumptions. Furthermore, we prove a composition theorem that allows us to combine several local delay assumptions. For example, it is possible that for some pair of processors there will be upper and lower bounds on the message delay in each direction as well as a bound on the difference between message delays in opposite directions.
The basic difficulty of clock synchronization stems from the existence of two different system executions in which all processors have the same views. The tightness of the achievable synchronization depends on how "far away" in real time such executions can be. We capture this notion quantitatively as the maximal shift between processors in a given execution. Using this notion, we partition the design of a clock synchronization algorithm into three stages.
This does not ensure that clocks are close to real time. It is easy to adapt our results to reach this goal if a perfect real-time clock is available. Synchronization to real time is often useful and is achieved by practical protocols that usually also deal with multiple, imperfect real-time clocks, e.g., the Internet NTP [13] . 2 To deal with the small drift that does exist, the clock synchronization mechanism is invoked periodically; see, e.g., Kopetz and Ochsenreiter [7] . However, an observation of [1] shows that in many actual links, there is some minimal delay (e.g., due to the actual transmission rate and processing time), while there is no known upper bound. The second assumption follows experimental results (cf. [13] ),
showing that message delays in opposite directions of a bidirectional link are usually very close. The last assumption is useful for broadcast networks that are used in many local area networks; this is the assumption used in [5, 18] . In fact, the algorithm we obtain for this specific setting is essentially the one in [4] .
Previous definitions of optimal clock synchronization were based on the worst (largest) difference between clocks of two processors in any execution. For some of the assumptions that we study in this paper, e.g., when no upper bounds on the delays are known, this worst case is inherently unbounded. Moreover, as already stated in [4] , we would like to award algorithms that exploit favorable conditions and achieve the best possible precision in each specific instance. We give a precise definition of optimality for each specific execution and show that it is achieved by our algorithms (and hence also by the algorithm of [4] ).
When trying to crystallize these ideas, it turned out that the decision of which messages to send should be separated from the method for adjusting the clocks based on the local message histories. Our framework shows how to adjust the clocks optimally, given any set of local message histories. The decision of which messages to send, to whom, when, etc., can therefore take other considerations into account, e.g., message traffic optimization, and is left outside of the scope of this paper. We believe a more refined notion of optimality is warranted. Intuitively, an optimal algorithm is one whose precision, in every execution, is not larger than the precision of any other algorithm in an execution where the message delivery system "acts the same."
Formalizing this idea is not so simple. The major difficulty is finding a satisfying definition for executions where the message delivery system acts the same. The problem is that the properties of the execution are determined by the interaction between the message delivery system and the algorithm. The algorithm controls the execution by deciding when to send messages, while the message delivery system controls the execution by determining their delay. 3 To formalize this notion, define the view of processor p in history r to be the concatenation of the sequences of steps in r in real-time order. (Note that the view includes the clock times.) The real times of occurrence are not represented in the view. Let a be an execution, and let r be p's history in c. The view of p in a is the view of p in r and is denoted clp. Two executions c and c are equivalent, denoted a _= a, if for every processor p E P, alp 2.3. The clock synchronization problem. The goal of a clock synchronization algorithm is to bring the clocks of the processors as close to each other as possible, while keeping the clocks' values with the progress of real time. Intuitively, each processor maintains a logical clock, which "corrects" the value of the local clock. Since the logical clock is required not to drift from the progress of real time, it is straightforward to see that the logical clock must be the local clock plus some correction factor. Thus, the goal of a clock synchronization algorithm is to compute a correction for each processor such that, for any two processors, the values of the local clocks (at the same real time) plus the respective corrections are close.
Specifically, a clock synchronization algorithm is a function from a set of n views to a vector of n real numbers, called corrections. Given a clock synchronization algorithm f and an execution a, we abuse notation and denote by f(c) the vector obtained by applying f to the n views in ; we denote by f(c,p) the component of f(a) that corresponds to p. Since a clock synchronization algorithm depends only on the views, we have the following claim.
Recall that at any real time t, the clock value of p is t-S,p. Given a clock synchronization function f, the corrected local time of p in a is t-S,p + f(a,p). 
Since s was chosen arbitrarily, Z(a, f) >_ S,p f(a,p) S,q + f(a,q) + ms(p, q). n
The previous lemma implies that if msa (p, q) is infinite for a pair of processors p, q then no clock synchronization algorithm can achieve a finite precision f3(a, f). The expression defined next will turn out to be a lower bound on the precision that can be achieved in a. Let O be a cyclic sequence of processors, that is, 0 Po, P,..., Pk By composing functions GLOBAL ESTIMATES and SHIFTS, we can compute the optimalcorrections and their precision given only the estimates to the maximal local shifts mls. This follows immediately from Theorem 4.7 together with Theorem 3.8.
4.4.
A composition theorem. In many systems, several constraints are imposed on the delay of messages. For example, it is possible that there is a bound on the delay in each direction of the link as well as a bound on the difference in message delay in opposite directions. In these cases, the system is local w.r.t, several sets of executions, each of which is local to the same pair of processors p and q. We now show how to combine several sets of executions local to p and q into a single complex set of executions local to p and q. This allows us to deal with local systems by regarding each pair of processors and each assumption separately; this will be useful in the next section.
We remark that the theory developed so far already allows us to deal with local systems where different pairs of processors obey different types of constraints.
Note that the notion of an admissible shift (and the derived notion of maximal shift) is defined in the context of a specific set of admissible executions. To develop the results in this section it is convenient to state this fact explicitly by saying that a value is an admissible shift (or maximal shift) under 4, where ,4 is some set of executions.
For some pair of processors p and q, let A,q be a set of executions local to p and q, and let Jt,q be another set of executions local to p and q. Denote Ap,q .Ap,q N.A,q.
It is easy to see that Ap,q is local to p and q. For any execution a E .4, let mls' (p, q) be the maximal local shift of q w.r.t, p in a under Jt,. Similarly, define mlsa(p, q) and mls (p, q). We have the following theorem. mm(mls (p, q) mls, (p, q) ) THEOREM 4.8. mls,(p,q) " Proof. The fact that mls,(p, q) _< tulsa(p, q) follows immediately since every execution in fltp,q is an execution in ,4,q. Thus if s is a locally admissible shift of q w.r.t, p in c under .dp,q, then it is a locally admissible shift of q w.r.t, p in c under 4,q. Similarly mls,(p, q) _< tulsa(p, q). Therefore, tulsa(p, q) _< min(mls(p, q), tulsa(p, q)}.
Assume for contradiction that s is a value such that mls(p,q) II mn{mls(p, q), tulsa(p, q)}. Since tulsa(p, q) < s < mls:(p, q), Assumption I implies that s is a locally admissible shift of q w.r. synchronization algorithm that computes optimal corrections for any system whose set of admissible executions is the intersection of any collection of sets of these types.
By Theorem 4.7, all we must show is how to compute the estimates of the maximal local shifts mls(p, q). This calculation is based on estimates for the delays (defined below), which can easily be computed from the views of the processors. In the systems considered in [4, 11] , there is an upper and a lower bound on the transmission delay for any edge. We extend this assumption by allowing edges without upper bounds, in which case we say that the upper bound is oc. In particular, this gives optimal clock synchronization for completely asynchronous networks where there are no bounds on the delay.
Consider a set lp,q [1, u] 
Proof. We can partition the constraints on the communication between p and q in two" the conditions on the delay of messages from p to q, and the conditions on the delay of messages from q to p. This is done by expressing the set 4p,q [1, u] as the intersection of jt(q,p) [1, u] , which constrains the messages from q to p, and Jt(p,q) [1, u] 
Note that max and jmin can be computed from the views of p and q, since , (p, q) is the minimum of (rn) for all messages m received by q from p in c and amaX(p, q) is the maximum of (rn) for all messages m received by q from p in c.
If we make the natural assumption that all delays are nonnegative, we get a general bound on mls and nls (without any other bounds on the delay). [5, 18] .
Our solution demonstrates the usefulness of the reductions of the preceding sections.
To provide optimal clock synchronization under the multicast assumption we need only to find a way of defining local shifts. This, somewhat surprisingly, turns out to be an easy task. Furthermore, the broadcast model can be limited to specific subsets corresponding to subnetworks of an internet and combined with the other assumptions using the composition theorem.
To define this assumption, we allow events of the form send(p, m, Q) for all messages m and sets of processors Q; this event represents a multicast of m to the processors in Q. The definition of an execution is modified so that there is a one-to-one correspondence between the messages received by p from k to messages sent by k to Note that ,dp,q() is local to p and q. This is because any shift applied to both p and q does not change the difference d(p, m) -d(q, m). The next lemma shows how to calculate mls (p, q).
LEMMA 5.7 . Let a be an admissible execution of (P,,dp,q(e) [4] and introduces a new notion of optimality on any specific instance.
The specific delay assumptions analyzed here are typical of realistic systems, and it seems relatively easy to perform similar analysis for additional delay assumptions. It is our belief that this will lead to the design of optimal clock synchronization algorithms for other message delay assumptions.
In this paper, we only address the issue of computing optimal corrections, given the views of the processors. An interesting open question is to compute the optimal corrections in a distributed manner. To understand the difficulty involved in the distributed implementation of this computation, consider the following straightforward approach. Each pair of neighboring processors p and q compute mlsa(p, q) and nlsa(q,p) using the estimated delays (which can be deduced from their views).
All processors send the estimated maximum local shifts to a distinguished processor (leader). The leader computes the estimated maximum global shifts using function GLOBAL ESTIMATES and a correction value for each processor according to function SHIFTS. Finally, the leader sends the corrections to the processors. Note, however, that the precision obtained by this centralized clock synchronization algorithm is optimal only with respect to the part of the execution that does not include the messages to and from the leader. That is, any additional communication, required for exchanging the views, is bound to change the views themselves. A solution may require the definition of optimality to be relaxed.
Extensions of our work to the truly distributed case appear in [17] . This work also generalizes some of our results to clocks that drift. Other follow-up work includes an investigation of the problem from the knowledge theoretic point of view [14] . Some techniques for developing clock synchronization algorithms for broadcast networks appeared in [3] .
Another important open question is to achieve optimal clock synchronization in systems where the probabilistic properties of the message delay distribution are known. This assumption is at the heart of most practical algorithms for clock synchronization [i, 13] . We believe the setting developed here allows one to address this assumption and that this will lead to improvements to these important algorithms.
Finally, an obvious open problem is to make our results to be fault tolerant, following the many works addressing fault-tolerant clock synchronization.
