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In this paper, we study how to solve the nonlinear rank-one modification of the
symmetric eigenvalue problem:
(A + s(λ)uuT )x = λx
A is a n × n real symmetric matrix, u is a real vector, s(λ) is a real continuous differen-
tiable function.This problem arises from eigen-vibrations of mechanical structures with
elastically attached loads and calculation of the propagation modes in optical fiber.
We first introduce some basic knowledge about the nonlinear rank-one modification
of the symmetric eigenvalue problem,st.the situation of eigenvalues for nonlinear rank-one
modification of the symmetric eigenvalue problem.With thinking about this situation,we
design a new algorithm– NMJD algorithm.We found that this algorithm is effective.We
improve SLAM algorithm as MSLAM algorithm, MSLAM algorithm keeps the conver-
gence and it is faster than SLAM algorithm for large matrice.In numerical experiment,we
compared Picard algorithm,restarted NMJD algorithm, SLAM algorithm and MSLAM
algorithm.Nnumerical examples demonstrate that our new algorithms are more effective
for large problems.
This paper includes four parts.In the first part,we study the basic knowledge about
the nonlinear rank-one modification of the symmetric eigenvalue problem.In the second
part,we put out NMJD algorithm.In the third part,we put out MSLAM algorithm.In
the last part,we test three examples and the results show that NMJD algorithm and
MSLAM algorithm are more effective for large problems,especially for interior eigenvalues.
Key words: nonlinear rank-one modification of the symmetric ; the Jacobi-Davidson


















(A + s(λ)uuT )x = λx (1.1)




以看作是著名问题对称矩阵线性秩一修正特征值问题 (A + ρuuT ) = λx的推广形式，其




(D + s(λ)uuT )x = λx (1.2)
其中 D = diag(d1, d2 · · · dn)，d1 < d2 < · · · < dn，对 di = di+1的情况最后给予说明。
定理1.1 [6],[7,p.397] 记 µ1 ≤ µ2 ≤ · · · ≤ µn为 A的特征值， λ1 ≤ λ2 ≤ · · · ≤ λn 为
(A + ρuuT ) = λx的特征值，如果 ρ > 0，则 µ1 ≤ λ1 ≤ µ2 ≤ λ2 ≤ · · · ≤ µn ≤ λn，如果
ρ < 0，则 λ1 ≤ µ1 ≤ λ2 ≤ µ2 · · · ≤ λn ≤ µn
定理1.2 设 λ1 ≤ λ2 ≤ · · · ≤ λn和 θ1 ≤ θ2 ≤ · · · ≤ θn分别是 A + ρuuT 和 A + τuuT 的
特征值，如果 ρ ≥ τ ，则 θ1 ≤ λ1 ≤ θ2 ≤ λ2 ≤ · · · ≤ θn ≤ λn。
引理1.1 如果 s(di) = 0，则 di是 (1.2)式的一个特征值，否则 di不是 (1.2)式的一个特
征值。
结论显然成立。
由引理1.1，我们在存在性的证明中不妨假设 di 不是(1.2)式的一个特征值， i =
1, 2, · · · , n
引理1.2 [8] 如果 λ是(1.2)式的特征值，则 λ是实数。
由 s(λ)是实值连续函数可以知 (D + s(λ)uuT )x = λx仍为实对称矩阵，所以 λ为实
数。















xyT ) = 1 + yT x我们可以得到
det(D + s(λ)uuT − λI) = det(I + s(λ)uuT (D − λI)−1) · det(D − λI)
= (1 + s(λ)uT (D − λI)−1u) · det(D − λI)
从而 λ是否为(1.2)式的特征值的问题转化为 λ是否是其特征方程 f(λ)的根的问题
f(λ) = 1 + s(λ)g(λ) (1.3)
其中





设 Ωi = (di, di+1)，i = 0, 1, · · · , n，特别 d0 = −∞，dn+1 = +∞
定理1.3 [8] 设 ∀λ ∈ Ωi，有 s(λ) > 0, s′(λ) ≤ 0，则
(a) Ω0上不存在(1.3)式的根；
(b) Ωi, i = 1, 2, · · · , n上存在(1.3)式的一个实的单根。
证明 首先证明(a)在 Ω0上不存在(1.3)式的根




dj−λ > 0，而 s(λ) > 0，所以
f(λ) = 1 + s(λ)g(λ) > 1 6= 0，因此，在 Ω0上没有(1.3)式的根。
其次证明(b)，先证明在 Ωi, i = 1, 2, · · · , n上根是存在的，再证明这个根在 Ωi 上是
唯一的单根。
当 λ ∈ Ωi, i = 0, 1, · · · , n− 1时，λ → di+有 g(λ) → −∞，即对任意的 ε ∈ Ωi，存
在 δ1 ∈ (di, ε)使得 g(δ1) < −1s(ε) < 0，因此





当 λ → di+1−时，g(λ) →∞则存在 δ2 ∈ (ε, di+1)使得 g(δ2) > 0，因此
f(δ2) = 1 + s(δ2)g(δ2) > 1
由 f(λ)在 Ωi上的连续性和 f(δ1) < 0, f(δ2) > 0可知在 (δ1, δ2)上至少存在 f(λ)的















δ1 ∈ (dn, ε)得 g(δ1) < −1s(ε) < 0可以推出





当 λ → +∞时，有 g(λ) → 0，即存在 δ2 ∈ (ε, +∞)使得 −1s(ε) < g(δ2) < 0推出




由此可知在 Ωn = (dn, +∞)上至少有(1.3)式的一个根。
下面证明根的唯一性
设在 Ωi, i = 0, 1, · · · , n上有两个根 α, β ，即 f(α) = f(β) = 0。不妨假设 di < α <
β < di+1，令
fα(λ) = 1 + s(α)g(λ)
fβ(λ) = 1 + s(β)g(λ)





′(λ) > 0，则 g(α) < g(β)，
fβ(α) = 1 + s(β)g(α) < 1 + s(β)g(β) = f(β) = 0
另外由 s(λ), s′(λ) ≤ 0，知 s(α) ≥ s(β) > 0，由 fα(α) = 1+s(α)g(α) = 0推出 g(α) = −1s(α)
，则
fβ(α) = 1 + s(β)g(α) = 1− s(β)
s(α)
≥ 0




< 0, s′(α) < 0, s(α) > 0，以及 g′(α) > 0可以得到


















定理1.4 设 ∀λ ∈ Ωi，有 s(λ) < 0, s′(λ) ≤ 0，则
(a) Ωn上不存在(1.3)式的根；
(b) Ωi, i = 0, 1, · · · , n− 1上存在(1.3)式的一个实的单根。
显然，如果 s(di) = 0，di是(1.2)式的一个特征值。现在把定理1.2和定理1.3推广到
更一般的情况。
引理1.3 如果(1) u的第 i个元素 ui = 0，或者(2) di = di+1，则 di是(1.2)式的一个特征
值。
证明 (1)如果 ui = 0则D−s(di)uuT−diI的第 i行为 0，即 det(D−s(di)uuT−diI) = 0，
也就是说 di是(1.2)式的一个特征值。
(2)如果 di = di+1 ，则 D − s(di)uuT − diI 的第 i 行和第 i + 1 行成比例，即
det(D − s(di)uuT − diI) = 0，di是(1.2)式的一个特征值。
证明完毕
从而我们可以得到下面的定理
定理1.5 [8] 对任意的 λ ∈ Ωci = [di, di+1]，i = 0, 1, · · · , n，有 s(λ) > 0(s(λ) < 0), s′(λ) ≤
0，则
(1)在 Ω0(Ωn)上没有(1.1)式的特征值；
(2)在 Ωci 上至少有(1.1)式的一个特征值，而在 Ωi = (di, di+1)上至多有(1.1)式的一
个特征值。
因为 A是一个实对称矩阵，则存在一个矩阵 Q满足，QT AQ = D = diag(d1,
d2, · · · , dn), QT Q = I, d1 ≤ d2 ≤ · · · ≤ dn, u := QT u, x := QT x。使得(1.1)式转化为
[D + s(λ)uuT ]x = λx (1.4)
说明：如果 di是(1.1)式的特征值，可以通过压缩过程(deflation procedure)将(1.4)式
转化为(1.2)式。综合以上的论述，设 A的特征值为 µ1 ≤ µ2 ≤ · · · ≤ µn，有下面的定理
定理1.6 [8] 对于任意 λ ∈ R如果有 s(λ) ≥ 0, s′(λ) ≤ 0，则(1.1)式有 n个实特征值
λ1 ≤ λ2 ≤ · · · ≤ λn，且 µ1 ≤ λ1 ≤ µ2 ≤ λ2 ≤ · · · ≤ µn ≤ λn
定理1.7 [8] 对于任意 λ ∈ R如果有 s(λ) ≤ 0, s′(λ) ≤ 0，则(1.1)式有 n个实特征值
λ1 ≤ λ2 ≤ · · · ≤ λn，且 λ1 ≤ µ1 ≤ λ2 ≤ µ2 ≤ · · · ≤ λn ≤ µn
参看[8,p222]
说明：在定理1.6中，如果没有 s′(λ) ≤ 0 的条件，那么在 [µn, +∞) 上不一定存
在(1.1)式的特征值，假设 u 是对应于 µn 的特征向量，则有 (A + s(λ)uu
T )u = (µn +















λ ≥ µn 有 s(λ)‖u‖2 > λ − µn ，则在 [µn, +∞) 不存在(1.1)式的特征值，例如 s(λ) =
λ−µn+e−λ
‖u‖2 ，则(1.1)式的最大特征值是 λ− µn + e−λ，而 λ− µn + e−λ在 [µn, +∞)上不存
在一个定点。
同样，对定理1.7也有在 (−∞, µ1]上不存在(1.1)式特征值的情况。
定理1.8 [26] (1)设在 [µn, +∞)上，s(λ) ≥ 0，如果存在 η ≥ µn, δ > 0使得
s(λ)− s(η)
λ− η ‖u‖
2 ≤ 1− δ, ∀λ > η (1.5)
成立，则(1.1)式在 [µn, +∞)上存在唯一的特征值。
(2)设在 (−∞, µ1]上，s(λ) ≤ 0，如果存在 η ≤ µ1, δ > 0使得
s(λ)− s(η)
λ− η ‖u‖
2 ≤ 1− δ, ∀λ < η (1.6)
成立，则(1.1)式在 (−∞, µ1]上存在唯一的特征值。
将定理1.6和定理1.7与定理1.8相结合，得到下面的两个定理
定理1.9 对于任意 λ ∈ R如果有 s(λ) ≥ 0，∀ λ̃ ∈ Ωi = (µi, µi+1), λ 6= λ̃使得
s(λ)− s(λ̃)
λ− λ̃ ‖u‖
2 < 1 (1.7)
成立，则(1.1)式有 n个实特征值 λ1 ≤ λ2 ≤ · · · ≤ λn ，且 µ1 ≤ λ1 ≤ µ2 ≤ λ2 ≤ · · · ≤
µn ≤ λn
定理1.10 对于任意 λ ∈ R如果有 s(λ) ≤ 0，∀ λ̃ ∈ Ωi−1 = (µi−1, µi), λ 6= λ̃满足条
件(1.7)式，则(1.1)式有 n个实特征值 λ1 ≤ λ2 ≤ · · · ≤ λn，且 λ1 ≤ µ1 ≤ λ2 ≤ µ2 ≤ · · · ≤
λn ≤ µn
说明：在本文中我们假设 s(λ)在R上是可微的，所以条件(1.7)式等价于 s′(λ)‖u‖2 <






















已知 (λ̂, µ)是对特征对 (λ, x)的估计，我们希望找到一个垂直于 µ的向量 t满足
A(µ + t) = λ(µ + t) (2.1)
我们可以将(2.1)式改写成
(A− λ̂I)t = −r + (λ− λ̂)µ + (λ− λ̂)t (2.2)
其中 r = Aµ− λ̂µ，认为 ||t||和 |λ− λ̂|可以很小，所以舍去右端最后一项。在处理右端第
二项的时候，我们做投影的同时希望保持残量 r = Aµ− λ̂µ的信息。注意到 r ⊥ µ, t ⊥ µ
，所以在(2.2)式两边都乘以 I − µT µ我们就得到了 Jacobi-Davidson方法的校正方程
(I − µT µ)(A− λ̂I)(I − µT µ)t = −r, t ⊥ µ
算法1. Jacobi-Davidson算法
1. 开始. 选择初始非零向量v
• 计算 v1 = v/||v||2, w1 = Av1, h11 = vT1 w1
置 V1 = [v1],W1 = [w1], H1 = [h11],
µ = v1, θ = h11,计算r = w1 − θµ
2.迭代.直到收敛
3.内部循环.对k = 1, · · · ,m− 1做：
• 近似求解 t ⊥ µ, (I − µT µ)(A− θI)(I − µT µ)t = −r .
















• 计算 wk+1 = Avk+1，然后用 wk+1扩张Wk 成为Wk+1 .
• 计算 Hk+1 := V Tk+1AVk+1的最后一列 V Tk+1wk+1和 Hk+1的最后一
行 vTk+1Wk (仅当 A 6= AT 时).
• 计算 Hk+1的最大特征对(θ, s)(||s||2 = 1) .
•计算Ritz向量 µ := Vk+1s，计算 µ̂ := Aµ(= Wk+1s)和对应的残量 r := µ̂−θµ
• 检测是否收敛，如果收敛，算法终止.










为了论述方便我们在这一章中不妨假设对于任意的 λ ∈ Ωcj ，有 s(λ) > 0, s′(λ) ≤ 0
，而 s(λ) < 0, s′(λ) ≤ 0的情况可以得到相类似的结论。设 λ∗ 是在 Ωcj, j = 0, 1, · · · , n
上的准确特征值，x∗ 是相应的特征向量，即 (λ∗, x∗)满足 (A + s(λ∗)uuT )x∗ = λ∗x∗ ，
λ∗ ∈ Ωcj, j = 0, 1, · · · , n
为求解 (λ∗, x∗)，我们给出下面的迭代形式：
设第 i步计算得到的特征值 λ(i)为对称矩阵
(A + s(λ(i−1))uuT )x = λx (2.3)
最靠近 λ(i−1) 的特征值，x(i) 为对应的特征向量，而 (λ(i−1), x(i−1))是第 i − 1步的特征




















λ(i−1) ≥ λ∗，则 λ(i) ≤ λ∗，(2)如果 λ(i−1) ≤ λ∗，则 λ(i) ≥ λ∗
证明 λ(i−1)和 λ∗分别是 (A+ s(λ(i−1))uuT )x和 (A+ s(λ∗)uuT )x在 Ωcj = [µj, µj+1]上的
特征值，因为 s′(λ) ≤ 0，如果 λ(i−1) ≥ λ∗，则 s(λ(i−1)) ≥ s(λ∗)，由定理1.2可知 λ(i) ≤ λ∗
，证明了(1)情况的成立，同理可以证明(2)的情况也是成立的
证明完毕
上面的定理可以说明，如果 λ(i) < λ(i−1) ，则 λ(i−1) > λ∗ ；如果 λ(i) > λ(i−1) ，则
λ(i−1) < λ∗
定理2.2 设 λ(0) 和 λ(i) 分别是(2.3)迭代形式在 Ωcj 上的初始值和第 i 步得到的估
计特征值，如果有 |λ(2) − λ∗| ≤ |λ(0) − λ∗| ， λ∗ 是(1.1)式在 Ωcj 上的特征值，则有
|λ(i+1) − λ∗| ≤ |λ(i−1) − λ∗|
证明 条件 |λ(2) − λ∗| ≤ |λ(0) − λ∗|一定会成立，例如取 λ(0) = µj 或者 λ(0) = µj+1
根据 NMJD算法，取初始值 λ(0) ∈ Ωcj ，不妨设 λ(0) < λ∗
由定理(2.1)知 λ(1) > λ∗ > λ(0)，由 |λ(2) − λ∗| ≤ |λ(0) − λ∗|我们知道
λ∗ ≥ λ(2) ≥ λ(0) (2.4)




(2i−2) ≤ λ(2i) < λ∗ (2.5)
λ∗ < λ(2i−1) ≤ λ(2i−3) < µj+1 (2.6)
则第 2(i + 1)步，由 s(λ)的单调性知，
s(λ(2i−2)) ≥ s(λ(2i)) > s(λ∗)
再由定理(1.1)(1.2)和(2.5)式得到
λ∗ < λ(2i+1) ≤ λ(2i−1) < µj+1
同理可以推出 µj < λ
(2i) ≤ λ(2i+2) < λ∗
由此知
|λ(2i) − λ∗| ≤ |λ(2i−2) − λ∗|
















|λ(i) − λ∗| ≤ |λ(i−2) − λ∗| (2.7)
当取 λ(0) > λ∗时，与上面的证明相似，可以得到同样的结论，即证明了定理2.2成立。
证明完毕
由上面定理可知，NMJD算法在 λ(i) = λ(i−2) 时，将出现停滞，在这里我们加上一




将限制边界策略应用到算法中，给出一个初始的搜寻区间 [l1, l2] = Ω
c







(i) 如果 λ(i) < λ∗ ;
l2 = λ
(i) 如果 λ(i) > λ∗ .






1.输入目标特征值 τ 令初始估计值 (λ(0), x(0))中的λ(0) = τ .
2.计算 A的特征值，使得 λ(0) ∈ Ωcj = [µj, µj+1] = [l1, l2]
3.迭代.直到收敛
4.内部循环.令 i = 1, 2, · · ·
•利用调和 Jacobi-Davidson算法计算 A + s(λ(i−1))uuT 的特征对 (λ(i), x(i))
•如果 λ(i) > λ(i−1),则 l1 = λ(i−1)
•如果 λ(i) < λ(i−1),则 l2 = λ(i−1)
•如果 λ(i) /∈ [l1, l2],则 λ(i) = l1+l22
•如果λ(i) = λ(i−2)，则取λ(0) = λ(i)+λ(i−1)
2
为初值,重启.
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