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Re´sume´
Dans un contexte de besoins croissants de moyens de communication pour augmen-
ter la se´curite´ des vols et re´pondre aux attentes des compagnies et des passagers, le
monde de l’aviation civile cherche de nouveaux syste`mes de communication pouvant
re´pondre a` ces objectifs. Les re´seaux ad-hoc ae´ronautiques, AANET (Aeronautical Ad
hoc NETworks) repre´sentent une approche innovante pour re´pondre a` cette proble´-
matique. Il s’agit de re´seaux auto-configure´s, n’utilisant pas d’infrastructure fixe et
dont la spe´cificite´ re´side dans le fait que les nœuds composant le re´seau sont des avions
commerciaux. Les AANET peuvent eˆtre vus comme un sous ensemble des VANET (Ve-
hicular Ad-Hoc Networks) puisqu’ils partagent de nombreuses caracte´ristiques comme
les contraintes impose´es sur les trajectoires.
Afin d’utiliser le plus efficacement ces re´seaux mobiles tout en re´pondant aux be-
soins de nouvelles applications, telle que l’information me´te´orologique temps re´el sur
des phe´nome`nes dangereux, qui ne´cessitent des communications d’avion a` avion, la
proposition avance´e dans cette the`se est d’utiliser le paradigme du routage base´ sur
le contenu au dessus des AANET. Dans ce type de routage, ce n’est plus une adresse
de destination qui est utilise´e pour joindre le ou les correspondants, mais le contenu
du message qui permet de de´cider des destinataires. Dans ce paradigme, un e´metteur
envoi un message posse´dant des attributs et le message est alors transmis par le re´seau
uniquement aux terminaux inte´resse´s par le contenu du message. Applique´ a` l’infor-
mation me´te´orologique, cette approche permet a` un ae´ronef de´tectant un phe´nome`ne
dangereux tel qu’un orage de pre´venir uniquement les avions inte´resse´s par cet e´ve´ne-
ment, c’est a` dire ceux dont la trajectoire passe pre`s de l’orage dans le temps de vie du
phe´nome`ne.
Dans cette the`se, nous avons choisi de nous appuyer sur le paradigme populaire de
publication/souscription (P/S) pour fournir un service de routage base´ sur le contenu.
Dans cette approche, des e´diteurs publient des e´ve´nements et des nœuds envoient des
abonnements pour de´clarer les contenus qui les inte´ressent au syste`me qui est alors en
charge de leur faire suivre les e´ve´nements re´pondant a` leur demande.
Apre`s un e´tat de l’art sur les syste`mes P/S existants, notamment ceux adapte´s
aux VANET, nous avons choisi de tester des solutions paraissant inte´ressantes dans
un contexte AANET. Pour cela, nous avons de´veloppe´ sous Omnet++ un module de
mobilite´ utilisant des reports de position re´els afin de rejouer des journe´es comple`tes
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de trafic d’avions re´els, ainsi que plusieurs applications ae´ronautiques s’appuyant sur
un syste`me P/S permettant de ge´ne´rer des donne´es re´alistes. Les re´sultats montrent
que ces solutions ne sont pas comple`tement adapte´es pour un contexte AANET.
C’est pourquoi, dans un second temps, nous avons propose´ un nouveau syste`me P/S
pour les AANET. Cette solution s’appuie sur une architecture recouvrante (”overlay
network”) construite a` l’aide d’un algorithme original de regroupement a` 1-saut (1-
hop clusterisation) adapte´ aux AANET. Afin de favoriser la stabilite´ de l’architecture
recouvrante, cet algorithme s’appuie sur le nombre de voisins et la mobilite´ relative entre
les nœuds voisins pour de´finir les groupes. Les tests re´alise´s montrent que le syste`me
P/S s’appuyant sur cette surcouche offre de meilleurs re´sultats que les solutions teste´es
pre´ce´demment, que ce soit en termes de charge re´seau ou de pourcentage d’e´ve´nements
de´livre´s.
Mots-cle´s
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cation / souscription
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Abstract
In a context of growing needs of communication means to increase flight safety and
meet the expectations of companies and passengers, the world of civil aviation seeks
new communication systems that can meet these objectives. The Aeronautical Ad-Hoc
Networks, AANETs represent an innovative approach to address this problem. It is
self-configured networks, using no fixed infrastructure where the nodes are commercial
aircraft. The AANETs can be seen as a subset of the VANET (Vehicular Ad-Hoc
Networks) since they share many features as the constraints imposed on the trajectories.
In order to use these mobile networks more efficiently while meeting the needs of
new applications, such as the transmission of weather information in real time, requiring
air to air communications. , we propose in this thesis to use the paradigm of content
based routing above AANET. In this kind of routing, it is not a destination address
that is used to identify the recipients, but the message content itself. In this paradigm,
a transmitter sends a message having attributes and the message is then transmitted
by the network to nodes interested by the content of the message. Applied to weather
information update, this approach allows an aircraft detecting a dangerous phenomenon
such as a thunderstorm to only prevent interested nodes, ie those whose the trajectory
come close to the storm during the lifetime of the event.
In this thesis, we have chosen to rely on the popular Publish / Subscribe (P /
S) paradigm to provide a content based routing service. In this approach, publishers
publish events. On the other side, nodes send subscriptions to declare their interest
and the system is then in charge of forward events to nodes that match their needs..
After a state of the art about existing P / S systems, particularly those adapted to
VANETs, we choose to test the solutions seemed interesting in a AANET context. To
accomplish this, we have developed as a Omnet ++ mobility model using real position
reports to replay a full day of traffic of aircraft and several aeronautical applications
based on a P / S system to generate realistic data. The results show that these solutions
are not completely suitable for AANET context.
Therefore, in a second step, we proposed a new P / S system which is more efficient
on a AANET. This solution is based on an overlay network built thanks to a new of
1-hopping clustering algorithm suitable for AANET. In order to increase the stability
of the overlay architecture, this algorithm is based on the number of neighbors and
the relative mobility between the nodes to define groups. The tests show that the P
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/ S system based on this overlay provides better results than the previously tested
solutions, whether in terms of network load or percentage of transmitted events.
Keywords
Ad-hoc Network, MANET, AANET, Clustering algorithm, Publish / subscribe so-
lution
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Les travaux re´alise´s lors de cette the`se sont concentre´s sur la de´finition, la mode´li-
sation et la validation d’une architecture permettant de mettre en œuvre du routage
base´ sur le contenu dans les re´seaux ad hoc ae´ronautiques. Pour comprendre et mettre
en perspective ces travaux, il est important de connaˆıtre le contexte ope´rationnel et
technique les entourant ainsi que la proble´matique traite´e au travers de cette the`se.
C’est l’objectif de ce chapitre d’introduction. La premie`re partie de ce chapitre est
consacre´e a` la pre´sentation du contexte de la the`se, et plus particulie`rement des com-
munications ae´ronautiques et des syste`mes permettant leur mise en œuvre. Ensuite, le
concept innovant de re´seau ad hoc ae´ronautique est de´taille´, avec une pre´sentation des
premiers re´sultats obtenus sur le sujet. La troisie`me partie introduit la proble´matique
traite´e dans le cadre de cette the`se au travers d’un exemple concret. Enfin, ce chapitre
se conclut avec une pre´sentation de l’organisation du me´moire.
1.1 Contexte de la the`se
Cette section pre´sente le domaine des communications ae´ronautiques. Apre`s un
premier paragraphe donnant des notions et de´finitions utiles pour la lecture de ce
chapitre, les architectures de communication sol/bord sont pre´sente´es. Ensuite, une
attention plus particulie`re est donne´e aux sous-re´seaux air/sol existants et futurs. Enfin,
la dernie`re partie de cette section introduit l’e´mergence des besoins de communications
entre avions.
1.1.1 Les communications ae´ronautiques
Les communications ae´ronautiques regroupent les e´changes vers ou depuis un avion.
Aujourd’hui, l’interlocuteur se situe ge´ne´ralement au sol (comme par exemple le controˆ-
leur ae´rien ou le centre des ope´rations d’une compagnie ae´rienne) mais, dans un futur
proche, des communications entre avions sont envisage´es pour re´pondre aux besoins de
nouvelles applications. Ces communications sont de deux types : vocales ou de donne´es.
1.1.1.1 Les e´changes vocaux
Les e´changes vocaux repre´sentent encore aujourd’hui la majorite´ des communica-
tions entre le sol et le bord. Comme exemple, nous pouvons citer les clairances envoye´es
par les controˆleurs ae´riens aux pilotes afin d’assurer la se´paration des avions dans l’es-
pace ae´rien et ainsi leur se´curite´. Ces e´changes vocaux se font majoritairement au
travers de liaisons radio sur la bande Very High Frequency (VHF) ae´ronautique (ac-
tuellement de 117.975 MHz a` 137 MHz). Cette bande passante est aujourd’hui de´coupe´e
en 2280 canaux espace´s chacun de 8,33 kHz. Dans les zones ou` les porte´es offertes par la
radio VHF ne sont pas suffisantes (comme au-dessus des oce´ans), les communications
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vocales sont transmises soit par radio High Frequency (HF) (de 3 MHz a` 30 MHz), soit
par SATellite COMmunication (SATCOM).
1.1.1.2 Les e´changes de donne´es
Les e´changes de donne´es nume´riques, e´galement appele´s communications datalink
(c’est ce terme qui est utilise´ dans la suite de ce me´moire), sont apparus a` la fin des
anne´es 70 et n’ont cesse´ depuis de prendre une proportion de plus en plus importante
dans les e´changes sol/bord. Ce sont les compagnies ae´riennes qui ont e´te´ les premiers
acteurs a` prendre conscience de l’inte´reˆt des communications datalink en introduisant
le premier syste`me d’e´change de donne´es sol/bord, connu sous le nom de Aircraft
Communications Addressing and Reporting System (ACARS). Ce syste`me e´galement
appele´ Plain Old Acars (POA) (en re´fe´rence a` la premie`re version du syste`me qui a
e´volue´ depuis) offre un de´bit de 2,4 kbps gra`ce a` l’utilisation de canaux VHF de 25 kHz
sur la bande passante re´serve´e aux communications vocales. La premie`re application
utilise´e au dessus de ce syste`me a e´te´ Out, Off, On, In (OOOI). Elle a pour but de
mieux ge´rer le temps de travail des pilotes en envoyant a` la compagnie l’heure exacte
a` laquelle l’avion quitte la porte (Out), de´colle (Off), atterrit (On) puis revient a` la
porte (In).
Bien qu’initialement utilise´s par les compagnies ae´riennes, ces e´changes datalink se
sont diversifie´s et font maintenant l’objet d’une classification en quatre cate´gories par
l’Organisation de l’aviation civile internationale (OACI) (fig. 1.1).
— Air Traffic Services Communication (ATSC), cette cate´gorie regroupe les
communications entre les pilotes et les services de controˆle ae´rien. Ces communi-
cations servent a` la se´curite´ et a` l’efficacite´ du vol et sont donc critiques.
— Aeronautical Operation Control (AOC), cette cate´gorie regroupe l’ensemble
des ”communications ne´cessaires a` l’exercice de l’autorite´ sur le commencement,
la continuation, le de´routement ou l’ache`vement du vol pour des raisons de se´-
curite´, de re´gularite´ ou d’efficacite´”. Comme la description le laisse imaginer, il
s’agit e´galement de communications critiques. Les applications possibles sont la
transmission des horaires de de´collage et atterrissage, la transmission du niveau
de carburant, d’information du vol, des plans de vols re´vise´s,...
— Aeronautical Administrative Control (AAC), de´signant les communica-
tions entre les pilotes et les compagnies qui ne sont pas lie´es a` la suˆrete´ des vols.
Il s’agit par exemple de l’envoi d’informations concernant le personnel navigant,
de liste de passager en correspondance...
— Aeronautical Passenger Communication (APC), regroupant l’ensemble des
services offerts aux passagers. Le premier qui vient a` l’esprit est l’acce`s a` internet.
Bien que non critique pour la se´curite´ des vols, cette cate´gorie inte´resse fortement
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Figure 1.1 – Les classes de communications sol bord
les compagnies ae´riennes qui y voient la possibilite´ de se de´marquer et fait donc
l’objet de beaucoup de travaux de recherche.
La multiplication des besoins d’e´changes de donne´es entre le sol et le bord a eu pour
conse´quence la ne´cessite´ de trouver des alternatives au POA et a` son de´bit tre`s faible.
Elles sont pre´sente´es dans la section suivante.
1.1.2 Les syste`mes de communication sol/bord existants
Dans cette partie, nous nous limiterons aux syste`mes utilise´s pour les communica-
tions critiques (ATSC et AOC) puisque ce sont essentiellement les services associe´s a`
ces communications qui nous ont inte´resse´s durant cette the`se. Trois syste`mes existent
a` l’heure actuelle :
— l’ACARS, introduit pre´ce´demment ;
— le Future Air Navigation System (FANS) 1/A, comple´ment a` l’ACARS permet-
tant son utilisation pour les communications ATSC dans les espaces ae´riens non
denses ;
— l’Aeronautical Telecommunication Network (ATN), solution spe´cifie´e et mise en
avant par l’OACI pour re´pondre a` tous les besoins de communications sol/bord,
que ce soit pour le controˆle ae´rien, les compagnies ou les passagers.
Ces solutions sont de´taille´es dans la suite de cette section.
1.1.2.1 ACARS
Introduit dans le paragraphe 1.1.1.2, l’ACARS fut le premier syste`me de commu-
nication sol/bord utilise´ par les compagnies ae´rienne. A l’origine, le terme ACARS
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englobe tous le syste`me, c’est a` dire le sous-re´seau air/sol, les e´quipements embar-
que´s dans l’avion et les applications utilise´es (comme OOOI). Ici, afin de faciliter la
compre´hension du lecteur, nous re´duisons le pe´rime`tre du terme ACARS au re´seau
fournissant un service de communication sol/bord en s’appuyant sur des sous-re´seaux
air/sol (de´taille´s dans la section 1.1.3).
Techniquement, l’ACARS s’appuie sur les principes suivant :
— un service oriente´ caracte`re ;
— un service non connecte´ et sans acquittement n’offrant aucune garantie aux ap-
plications ;
— un acheminement des messages base´ sur un serveur central au sol ;
— des de´lais tre`s importants pour l’acheminement des messages ;
Tous ces principes font que l’ACARS est un syste`me qui n’offre aucune qualite´ de service
aux applications. Ce choix est justifie´ par les exigences des compagnies (a` l’origine du
syste`me) qui ont privile´gie´ a` l’e´poque les aspects couˆt par rapport a` la performance du
re´seau.
1.1.2.2 FANS 1/A
Au de´but des anne´es 80, avec l’apparition des premie`res communications datalink,
un comite´ de´die´ aux futurs syste`mes de navigation ae´rienne a e´te´ cre´e´ a` l’OACI, le
FANS. Ce comite´ a alors introduit le concept CNS/ATM (Communication, Navigation,
Surveillance / Air traffic Management) dont l’objectif est d’ame´liorer la capacite´ et
l’efficacite´ du transport ae´rien, tout en garantissant la meilleure suˆrete´ possible. Au
niveau des communications sol/bord, le comite´ FANS a de´cline´ ce concept sur deux
axes. Le premier axe a consiste´ en la de´finition de plusieurs applications s’appuyant sur
la liaison datalink introduite avec l’ACARS. Un exemple est Controller Pilot Data Link
Communication (CPDLC) qui permet l’e´change de messages formate´s entre le pilote
et le controˆleur, remplac¸ant les communications vocales traditionnellement utilise´es
pour e´changer des clairances. Toutes les applications standardise´es dans le cadre de
ce concept requie`rent de la part du re´seau un service oriente´ bit et une qualite´ de
service que l’ACARS ne peut pas fournir. Pour combler ce manque, le comite´ FANS a
travaille´ sur un second axe et de´fini une surcouche a` l’ACARS offrant les fonctionnalite´s
suivantes :
— la mise en place d’une connexion de bout en bout avec l’acquittement des donne´es
et la de´tection des erreurs permettant d’offrir un service fiable aux applications ;
— la conversion bit/caracte`re, l’ACARS offrant un service oriente´ caracte`re ;
— la mise en œuvre d’un adressage pour les nœuds au sol permettant aux avions
l’envoi de message aux services de controˆle ae´rien (l’ACARS permet uniquement
a` un avion de communiquer avec sa compagnie).
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Figure 1.2 – La pile protocolaire de l’ATN
Les fonctionnalite´s et les applications de´crites ci-dessus sont standardise´es dans un
document (ARINC 622) et connu sous le nom de FANS 1/A.
1.1.2.3 ATN
En paralle`le du de´ploiement du Future Air Navigation System 1/A (FANS 1/A),
l’OACI a commence´ a` travailler sur un re´seau ae´ronautique ab initio : l’ATN. L’objectif
e´tait de cre´er une architecture re´seau (couvrant du niveau 3 au niveau 7 du mode`le OSI,
c’est a` dire comprenant e´galement un ensemble de protocoles applicatifs) permettant
de re´pondre a` tous les besoins de communications entre le sol et le bord, allant des
communications ATSC aux communications des passagers (APC). La solution retenue
est la de´finition d’une architecture globale d’interconnexion s’appuyant sur des proto-
coles standardise´s par l’Open Systems Interconnection (OSI). La figure 1.2 issue de la
documentation OACI de´taille la liste des protocoles retenus. Au niveau applicatif, on
retrouve des applications de´finies pour le FANS 1/A. Ne´anmoins, bien qu’offrant les
meˆme services, elles ne sont pas inter-ope´rables. De plus de nouvelles applications sont
apparues avec l’ATN et sont regroupe´es sous l’appellation FANS 2/B. Toutes ces appli-
cations s’appuient sur les protocoles Connection Oriented Transport Protocol (COTP)
au niveau transport et Connection Less Network Protocol (CLNP) au niveau re´seau,
respectivement de´finis dans les standards ISO/IEC 8073 et ISO 8473.
De plus, depuis le de´but des anne´es 2010, l’OACI a fait e´voluer l’ATN pour qu’il
puisse fonctionner au dessus du protocole Internet Protocol (IP). Cette e´volution est
appele´e ATN/IPS (pour ATN using Internet protocol Suite) et est de´finie dans le docu-
ment 9896 de l’OACI. L’objectif e´tait de se rapprocher des standards de l’Internet afin
de faciliter le de´veloppement d’un syste`me ATN. Ne´anmoins, les compagnies n’envi-
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sagent pas d’utiliser cette version a` court terme car les couˆts pour certifier un nouveau
syste`me de communication sont bien plus importants que le gain apporte´ par cette
nouvelle version.
1.1.3 Les sous-re´seaux air/sol existants
Le point commun entre tous les syste`mes de´crits pre´ce´demment est la ne´cessite´ de
s’appuyer sur un sous-re´seau air/sol permettant de transmettre les donne´es entre le
bord et le sol. Actuellement, trois sous-re´seaux existent : la VHF Data Link (VDL)
mode 2, la HF Data Link (HFDL) et la SATCOM.
1.1.3.1 VDL mode 2
La VDL mode 2 est le principal syste`me de´ploye´ sur les zones continentales (notam-
ment en Europe de l’ouest). Ce sous-re´seau s’appuie sur des stations au sol e´mettant
dans un rayon de 200 km sur la bande VHF et capables de prendre en charge jus-
qu’a` 200 avions. Elle a e´te´ spe´cifie´e par l’OACI en 1997 et pre´vue initialement comme
sous-re´seau support a` l’ATN. Duˆ au manque d’inte´reˆt des compagnies ae´riennes et
des services de controˆle pour l’ATN, ce sous-re´seau peut e´galement eˆtre utilise´ pour
l’ACARS. Nous parlons alors de ACARS Over AVLC (AOA), en opposition au POA
qui correspond a` l’utilisation de la VHF analogique pour transmettre les donne´es.
Au niveau de la couche liaison, la VDL mode 2 imple´mente le protocole Aviation
VHF Link Control (AVLC), qui est une adaptation du protocole High-level Data Link
Control (HDLC), au dessus d’une sous-couche Medium Access Layer (MAC) base´e
sur du Carrier Sense Media Access (CSMA) p-persistant. Au niveau physique, une
modulation de phase Differentially encoded 8-phase Shift Keying (D8PSK) est utilise´e
offrant un de´bit binaire de 31,5 kbits/s.
1.1.3.2 HFDL
La porte´e des stations VDL mode 2 e´tant limite´e a` 200 km, ce syste`me ne peut pas
eˆtre utilise´ partout, notamment au dessus des oce´ans. La technologie HFDL peut alors
eˆtre utilise´e en comple´ment pour couvrir les zones oce´aniques et polaires. La caracte´-
ristique principale des transmissions HF est de pouvoir e´tablir des communications au
dela` de la ligne de vue graˆce aux re´flexions successives entre le sol ou la mer et la iono-
sphe`re. Cela permet aux stations HFDL d’avoir des porte´es bien plus importantes que
la VDL mode 2. Aujourd’hui, 17 stations sol sont de´ploye´es tout autour de la plane`te
pour assurer une couverture mondiale. La HFDL utilise trois types de modulation de
phase : BPSK, QPSK et 8PSK. Le de´bit symbole offert e´tant de 1800 symboles par se-
conde, quatre de´bits binaires sont disponibles suivant la modulation de phase utilise´e :
1800 bits/s (8PSK), 1200 bits/s (QPSK), 600 bits/s et 300 bits/s (BPSK). Le choix de
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Zone Oce´anique Continentale
Type de communication ATSC AOC ATSC AOC
Syste`mes de communication FANS 1/A ACARS ATN ACARS
Sous-re´seau air/sol VDL, SATCOM VDL, SATCOM, HFDL VDL VDL, SATCOM, HFDL
Tableau 1.1 – Syste`mes de communication utilise´s suivant les zones ge´ographiques et le type
trafic
la modulation utilise´e est fait sur la base du rapport signal a` bruit rec¸u. Au niveau de
la couche d’acce`s, la HFDL s’appuie sur du Time Division Multiple Access (TDMA)
avec des trames de 32 secondes de´coupe´es en 13 intervalles de temps.
Avec ces caracte´ristiques, la HFDL n’offre pas de bonnes performances, que ce soit
en terme de capacite´ disponible ou de de´lai d’acheminement des messages (supe´rieure
a` la minute).
1.1.3.3 SATCOM
Les liaisons satellites sont une alternative aux liens HF et VHF comme moyen de
communication air/sol. Elles ont l’avantage d’assurer une tre`s grande couverture, dans
le cas des satellites ge´ostationnaires ou de constellations de satellites en orbite basse.
Pour les communications ae´ronautiques critiques (comme l’ATSC par exemple), deux
syste`mes ope´rant en bande L (1 a` 2 GHz) ont e´te´ approuve´s par l’OACI. Le premier
s’appuie sur le service Classic-Aero offert par Immarsat et reposant sur une constel-
lation de satellites ge´ostationnaires. Ce service se de´cline en plusieurs sous-services
offrant des de´bits allant de 1,2 kbits/s a` 10,5 kbits/s. Le second, approuve´ tre`s re´-
cemment (2012), s’appuie sur une constellation de 66 satellites en orbite basse ope´re´s
par Iridium. Il offre l’avantage d’assurer une couverture mondiale, y compris en zone
polaire (contrairement aux satellites ge´ostationnaires). Cependant, la capacite´ offerte
est limite´e a` 2,4 kbit/s.
1.1.4 De´ploiement
Les deux sections pre´ce´dentes ont pre´sente´es plusieurs syste`mes de communications
sol/bord, pouvant s’appuyer sur diffe´rents sous-re´seaux air/sol. Afin de comprendre les
combinaisons possibles suivant la zone ge´ographique et la criticite´ du trafic transmis,
le tableau 1.1 re´sume les architectures possibles.
1.1.5 Perspectives
La section 1.1.3 a montre´ que les moyens de communication air/sol actuels offrent
des de´bits limite´s a` quelques dizaines de kbits/s dans le meilleur des cas. Or, dans le
cadre des grands programmes de recherche et de´veloppement actuellement en cours
en Europe (SESAR) et en Ame´rique du nord (NextGen), des nouveaux besoins de
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communication apparaissent entre le sol et le bord ou entre avions. Pour satisfaire
ces besoins, des nouveaux moyens de communications sont en cours d’e´tudes et de
normalisation dans le cadre de ces projets. Ils sont pre´sente´es dans la suite de cette
section.
1.1.5.1 AeroMACS
L’AeroMACS [EPG11] est une nouvelle technologie de´die´e aux communications ae´-
ronautiques. C’est une e´volution du standard IEEE 802.16e, plus commune´ment appele´
WiMAX. Cette technologie a e´te´ pense´e pour offrir un moyen de communication se´cu-
rise´ et fiable lorsque les avions sont au sol dans l’enceinte des ae´roports (on parle de
communications Gatelink). Elle permet d’e´tablir des communications entre des nœuds
mobiles (comme les avions ou les ve´hicules au sol) et les personnels des compagnies
ae´riennes ou de l’ae´roport. Le choix de s’appuyer sur le WiMAX a permis de profiter
des e´tudes et des tests effectue´s depuis plusieurs anne´es sur cette technologie. Ainsi le
de´veloppement et la validation d’e´quipement permettant de mettre en œuvre un re´seau
AeroMACS ont de´ja` de´bute´ comme le montre l’article [AM15].
1.1.5.2 L-DACS
L-band Digital Aeronautical Communication System (L-DACS) [SESS14] est un
nouveau syste`me de communication directe pour les zones continentales visant a` rem-
placer la VDL mode 2 a` terme. Deux versions sont candidates pour ce syste`me : L-
DACS1 et L-DACS2. Elles ont comme points communs de travailler en bande L et
d’offrir une capacite´ d’environ 200 kbits/s. L-DACS1 s’appuie sur une modulation de
type Orthogonal Frequency-Division Multiplexing (OFDM), comme pour les normes
relatives au WiFi ou au WiMAX. L-DACS2 utilise une modulation de type Conti-
nuous Phase Frequency Shift Keying (CPFSK) issue de la technologie Global System
for Mobile Communications (GSM). A l’heure actuelle, ces deux solutions sont encore
en concurrence pour le choix du syste`me cible retenu. La de´cision finale sera prise sur
la base de tests re´alise´s sur des prototypes en cours de de´veloppement.
1.1.5.3 Evolutions des communications satellites
Comme pour les syste`mes s’appuyant sur des infrastructures au sol, des e´tudes
visant a` de´finir une solution par satellite plus performante sont en cours. Elles se
de´roulent dans le cadre du programme IRIS pilote´ par l’European Space Agency (ESA).
Deux pistes principales sont e´tudie´es dans ce programme.
— La premie`re, e´tudie´e dans le cadre du projet THAUMAS, est une ame´lioration du
service offert par Immarsat. Elle utilise la technologie SwiftBroadband introduite
par la compagnie et permettant d’offrir des de´bits d’environ 400 kbits/s.
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— La seconde est e´tudie´e dans le projet ANTARES. Le syste`me envisage´ s’appuie
sur les nombreuses anne´es d’expe´rience dans les communications et notamment
plusieurs principes re´cents tel que l’Adaptative Coding and Modulation (ACM)
ou le Generic Stream Encapsulation (GSE).
1.1.6 E´mergence des communications air/air
Tous les syste`mes existants ou futurs de´crits dans cette partie sont pense´s pour
les communications sol/bord. Ce choix est justifie´ par les besoins actuels. Ne´anmoins,
depuis quelques anne´es, de nouvelles applications ae´ronautiques ne´cessitant des com-
munications air/air (c’est a` dire entre avions) e´mergent. Un exemple est l’Automatic
Dependant Surveillance - Broadcast (ADS-B) dont le principe est simple. Les avions,
connaissant leur position graˆce des e´quipements embarque´s (re´cepteur GPS et centrale
a` inertie), envoient pe´riodiquement un message contenant cette position, le plus souvent
sur la fre´quence 1090 MHz. Ainsi, tous les syste`mes disposant d’un re´cepteur ADS-B
sont capables de connaˆıtre la position des avions voisins. Initialement, cette applica-
tion a e´te´ de´finie comme une alternative moins couˆteuse aux syste`mes radar et par
conse´quent comme une application bord/sol. Mais, dans le cadre des programmes SE-
SAR et NextGen, l’utilisation de l’ADS-B a e´te´ e´tendue comme une application air/air
(concept d’ADS-B in) ce qui permet a` un avion de connaˆıtre la position des avions
autour de lui. L’objectif est de donner a` un pilote une vision de son environnement
proche.
De plus, en y regardant de plus pre`s, nous remarquons que les communications
vocales repre´sentant aujourd’hui la majorite´ des communications utilise´es par un pilote
constituent des communications de type air/sol mais e´galement air/air puisqu’un pilote
entend les communications e´mises par les autres pilotes sur la fre´quence radio. L’inte´reˆt
est d’avoir une meilleure connaissance de son environnement.
Nous pensons que ces nouveaux besoins de communications de donne´es air/air vont
s’accentuer. C’est pourquoi les travaux poursuivis lors de cette the`se s’inscrivent dans
ce contexte.
1.2 Les re´seaux ad hoc ae´ronautiques
Tous les moyens de communication pre´sente´s dans la section pre´ce´dente s’appuient
soit sur des stations au sol ne´cessitant que les avions soient en porte´e directe (et par
conse´quent limitant la porte´e a` environ 200 km), soit sur des satellites. Les communica-
tions HF sont particulie`res dans le sens ou` bien qu’elles permettent de longues porte´es,
les performances offertes en termes de de´bit et de latence sont trop faibles pour la
plupart des applications.
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— Les solutions base´es sur des stations sols (VDL mode 2 ou L-DACS) ont l’in-
conve´nient de ne´cessiter le de´ploiement d’une infrastructure au sol lourde et par
conse´quent couˆteuse.
— Les solutions s’appuyant sur des satellites posent des proble`mes pour l’inte´gration
des antennes au niveau des avions.
Une approche innovante pour offrir un nouveau moyen de communication est la cre´a-
tion d’un re´seau ad hoc mobile dont les nœuds sont les avions en vol. Ce type de re´seau
est appele´ Aeronautical Ad-Hoc Network (AANET) ou en franc¸ais re´seau ad hoc ae´-
ronautique. Afin de bien comprendre ce concept, cette section introduit tout d’abord
les re´seaux ad hoc mobiles (Mobile Ad-Hoc Network (MANET)), concept plus ge´ne´ral
englobant notamment les AANETs. Ensuite nous pre´sentons les caracte´ristiques et les
e´tudes de faisabilite´ qui ont de´ja` e´te´ re´alise´es sur les AANET. Enfin un paralle`le est
fait avec une autre cate´gorie de MANET, les Vehicular Ad-Hoc Network (VANET) qui
font l’objet de nombreux travaux pouvant potentiellement eˆtre transpose´s aux re´seaux
ad hoc ae´ronautiques.
1.2.1 Les re´seaux ad hoc mobiles
Les re´seaux ad hoc sont des re´seaux sans fil ne comprenant aucune infrastructure.
Ils sont dits mobiles (nous parlons alors de MANET) lorsque les nœuds se de´placent
impliquant une topologie dynamique. Dans ce type de re´seaux, chaque nœud est a`
la fois potentiellement source ou destinataire des messages mais e´galement relais afin
d’acheminer les informations de proche en proche jusqu’au destinataire. L’inte´reˆt des
MANET est multiple. L’absence d’infrastructure permet notamment de re´duire les
couˆts ou de mettre en place des communications dans des environnements difficiles
d’acce`s.
Ce type de re´seau a fait l’objet de nombreuses e´tudes, de part les applications
possibles ainsi que pour ces particularite´s, comme la dynamicite´ de la topologie. Toutes
ces contraintes ont notamment encourage´ la communaute´ scientifique a` proposer de
nombreux protocoles de routage prenant en compte les caracte´ristiques des MANET,
comme par exemple [CJ03] ou [PBRD03].
1.2.2 AANET : de´finition et faisabilite´
Comme indique´ dans l’introduction de cette section, les AANETs sont des MANETs
ou` les nœuds sont des avions commerciaux. Ils ont e´te´ propose´s pour la premie`re fois
dans [SJK06] en 2006. L’objectif vise´ e´tait de fournir un nouveau moyen de communi-
cation sol/bord afin d’offrir un moyen de communication de donne´es comple´mentaire,
en permettant d’acheminer les donne´es de proche en proche jusqu’a` un avion en por-
te´e directe d’une station au sol, comme illustre´e par la figure 1.3. Ne´anmoins, cette
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Figure 1.3 – Exemple d’architecture pour un AANET
approche permet e´galement des communications entre les avions et c’est dans ce cadre
qu’ils sont utilise´s dans cette the`se.
La faisabilite´ des AANET a fait l’objet d’une the`se entre 2009 et 2012, [Bes12]. Sur
la base des mouvements re´els des avions commerciaux, elle a permis d’e´tudier, graˆce
notamment au logiciel AeRAN (pour AeRonautical Ad hoc Networks) de´veloppe´ pour
la the`se, la connectivite´ du re´seau ad hoc pour une porte´e de communication donne´e
(c’est a` dire le pourcentage d’avions connecte´s directement ou indirectement a` une
station sol) suivant la zone ge´ographique conside´re´e (oce´anique ou continentale). Les
re´sultats obtenus sont pre´sente´s a` la figure 1.4 pour l’espace au dessus de l’atlantique
nord et 1.5 pour l’espace au dessus de la France. Ces deux figures s’appuient sur des
donne´es issues de [Bes12].
Ces re´sultats de´montrent qu’avec une porte´e suffisante (soit 150 km au dessus de
la France et 350 km au dessus de l’atlantique nord) la connectivite´ du re´seau est tre`s
satisfaisante. En effet, avec ces porte´es, une connectivite´ pour 90% des avions sur la
journe´e est garantie.
1.2.3 AANET et VANET
Les VANET sont des re´seaux ad hoc mobiles dont les nœuds sont des ve´hicules.
Bien que ce terme semble ge´ne´rique, tous les travaux re´alise´s sur ce type de re´seaux
assimilent ”ve´hicule” a` ve´hicule routier. Or, la de´finition des AANET donne´e dans le
paragraphe pre´ce´dent montre que des similitudes avec les VANETs peuvent exister. Un
des premiers travaux conduit dans cette the`se a donc e´te´ de recenser ces ressemblances
en re´alisant une e´tude bibliographique. Le tableau 1.2 synthe´tise les re´sultats obtenus.
Nous remarquons que de nombreuses caracte´ristiques sont partage´es entre les VA-
NET et AANET, comme la probabilite´ importante de partitionnement ou le mouve-
ment pre´visible des nœuds (les avions sont contraints de voler dans des couloirs ae´riens,
sur le meˆme principe que les routes pour les voitures). Cette similarite´ permet de regar-
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Figure 1.4 – AeRAN - Connectivite´ en espaces ae´riens oce´anique atlantique nord
Figure 1.5 – AeRAN - Connectivite´ en espaces ae´riens oce´anique atlantique nord
Caracte´ristiques des VANET Re´fe´rence(s) Pertinent pour les AANET
Nœud tre`s mobile [TML08], [BEH03], [XL08], [LW07], [HFB09] Oui
Probabilite´ importante de partitionnement [TML08], [BEH03], [LW07] Oui
Mouvement des nœuds pre´visibles [TML08], [XL08], [LW07], [HFB09] Oui
Re´seau a` grande e´chelle [TML08] Oui
Vitesse contrainte par le trafic et les limitations de vitesse [XL08] Non
Risque de congestion du canal de communication [HL08] Oui
duˆ a` une densite´ importante de nœuds
Aucune restriction d’e´nergie [XL08], [LW07] Oui
Tableau 1.2 – Comparaison des caracte´ristiques des VANET / AANET
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der du cote´ des travaux mene´s sur les VANET pour les transposer sur les AANET dans
la mesure du possible. Cette possibilite´ a e´te´ utilise´e durant cette the`se, notamment
pour l’e´tat de l’art.
1.3 Proble´matique de la the`se
La faisabilite´ et la pertinence des AANET ayant de´ja` e´te´ e´tudie´es et de´montre´es,
il est important maintenant d’optimiser l’utilisation qui peut eˆtre faite de ce nouveau
moyen de communication, notamment vis a` vis :
— des nouvelles applications, et par conse´quent des nouveaux besoins de communi-
cation, qui sont en train d’apparaˆıtre, notamment dans les programmes SESAR
et NextGen ;
— des ressources limite´es qui sont disponibles sur les AANET (de l’ordre de 1
Mbits/s).
C’est dans cet objectif que se placent les travaux conduits durant cette the`se. Plus pre´-
cise´ment, nous avons travaille´ sur les communications point a` multipoint qui peuvent
eˆtre tre`s consommatrices en capacite´ du re´seau. Afin de bien comprendre la proble´ma-
tique traite´e, un exemple est introduit : l’annonce d’un phe´nome`ne me´te´o.
En ae´ronautique, certains phe´nome`nes me´te´o peuvent eˆtre dangereux pour les avions,
comme les orages. Un besoin, difficilement re´alisable avec les moyens de communica-
tions actuels, est de pre´venir les avions d’un e´ve´nement dangereux sur leur trajectoire
de`s son apparition afin qu’ils puissent le contourner. Une piste inte´ressante pour re´-
pondre a` ce besoin est illustre´e par la figure 1.6. Par exemple un avion de´tectant un
orage graˆce a` son radar me´te´o pourrait l’annoncer aux avions dont la trajectoire doit
passer aux abords de ce phe´nome`ne afin qu’ils puissent adapter leur route. La mise en
œuvre de cette approche requiert deux briques essentielles :
— l’existence d’un re´seau interconnectant tous les avions, comme les AANETs in-
troduits dans le paragraphe pre´ce´dent ;
— un service offert par le re´seau permettant a` un nœud d’envoyer un message vers
un groupe de nœuds inte´resse´s par le contenu du message. En effet, dans l’exemple
ci-dessus, le message annonc¸ant l’orage n’inte´resse que les avions se dirigeant vers
cette zone. Ainsi, la liste des destinataires de´pend du contenu du message. Dans la
suite de ce me´moire, nous appelons ce service ”Routage base´ sur le contenu”.
Cela constitue la proble´matique traite´e dans cette the`se, a` savoir de´finir une
solution permettant la mise en œuvre du routage base´ sur le contenu dans les
AANETs.
15
Figure 1.6 – Exemple de communication traite´e : annonce d’un phe´nome`ne me´te´o
1.4 Organisation du me´moire
Apre`s ce chapitre ayant pour but de pre´senter le contexte de la the`se ainsi que
proble´matique traite´e, ce me´moire est structure´ en quatre autres chapitres. Le suivant
introduit le concept de routage base´ sur le contenu. Nous pre´sentons l’inte´reˆt de cette
approche ainsi que le paradigme publication / souscription (publish / subscribe en
anglais et note´ P/S dans la suite de ce me´moire) qui a e´te´ choisi pour mettre en œuvre
le routage base´ sur le contenu. Ce chapitre pre´sente ensuite un e´tat de l’art sur les
syste`mes P/S et notamment ceux re´alise´s pour les MANET.
Le troisie`me chapitre de ce me´moire pre´sente la premie`re e´tude conduite dans cette
the`se, a` savoir la mode´lisation de syste`mes P/S existants et l’e´tude de leur compor-
tement dans un contexte AANET. Pour comprendre le travail effectue´, tous les choix
de mode´lisation sont e´galement de´taille´s dans ce chapitre : le module de mobilite´, les
applications utilisant le service P/S, l’architecture des nœuds du re´seau. Tous ces choix
ont e´te´ guide´s par la volonte´ de construire un mode`le re´aliste meˆme si certaines sim-
plification ont duˆ eˆtre faites.
Compte-tenu des re´sultats obtenus avec les syste`mes P/S existants, le quatrie`me
chapitre introduit la contribution majeure de cette the`se : la de´finition d’un nouveau
syste`me P/S adapte´ aux AANETs. Ce syste`me s’appuie sur un algorithme de regroupe-
ment de´veloppe´ pour les AANETs et de´taille´ dans ce chapitre. Cet algorithme permet
de construire une surcouche sur laquelle peut s’appuyer le syste`me. Les performances
obtenues montrent la pertinence de cette solution.
Le dernier chapitre conclut ce me´moire. Il synthe´tise les contributions majeures de
cette the`se et pre´sente les pistes a` explorer pour comple´ter les travaux expose´s dans ce
me´moire.
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Routage base´ sur le contenu :
de´finition et e´tat de l’art
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la pre´sentation du contexte et de la proble´matique ayant e´te´ expose´e dans l’in-
troduction, ce chapitre se concentre sur du routage base´ sur le contenu. Apre`s une
pre´sentation de son principe et de ses avantages, l’accent est mis sur le paradigme de
communication Publication/Souscription (P/S) qui a e´te´ choisi pour l’imple´mentation
du routage a` base de contenu. Apre`s avoir de´fini et caracte´rise´ pre´cise´ment ce mode`le,
un e´tat de l’art sur les syste`mes de P/S est propose´. Il est de´coupe´ en deux parties.
La premie`re cible les syste`mes existants sur les re´seaux avec infrastructure alors que la
deuxie`me se concentre sur les solutions adapte´es aux MANETs et plus particulie`rement
aux VANETs qui sont de part leurs caracte´ristiques tre`s proches des AANETs.
2.1 Routage base´ sur le contenu : du concept au
mode`le publication/souscription
Dans un re´seau de donne´es, les formes classiques de communication sont :
— les communications Unicast, permettant l’envoi d’un message vers un unique
nœud ;
— les communications Broadcast, permettant l’envoi d’un message vers tous les
nœuds d’un re´seau ;
— les communications Multicast, permettant la diffusion d’un message vers un
groupe de noœuds ;
— les communications Anycast, ou` dans ce cas le message est envoye´ uniquement
au nœud appartenant au groupe vise´ le plus proche au sens de la me´trique de
routage.
Dans les re´seaux de donne´es standards (comme ceux base´s sur le protocole IP), le
point commun entre toutes ces formes de communication est l’utilisation d’une adresse
de destination identifiant le ou les destinataires, place´e ge´ne´ralement dans l’enteˆte.
Le routage base´ sur le contenu propose une approche diffe´rente. La transmission des
messages dans un re´seau ne se fait plus sur la base d’une adresse mais uniquement sur
la base du contenu du message, c’est a` dire que la liste des destinataires est de´duite du
contenu du message. Pour pouvoir re´aliser ce type de diffusion dans le re´seau, il faut
e´videmment que les nœuds de´clarent leurs inte´reˆts au re´seau.
Le principal atout de ce mode`le de communication est de permettre de de´corre´ler
les e´metteurs de message des destinataires . Cette de´corre´lation a lieu a` deux niveaux.
— Dans l’espace : le routage base´ sur le contenu permet a` un nœud d’e´mettre un
message sur le re´seau sans savoir qui sont les destinataires du message ou` meˆme
s’il y en a. C’est le re´seau qui est charge´ de de´finir les destinataires du message
suivant les caracte´ristiques du message et les inte´reˆts exprime´s par les diffe´rents
utilisateurs du re´seau.
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— Dans le temps : Lorsqu’un message est publie´ sur le re´seau, il peut eˆtre conserve´
par le syste`me P/S afin de permettre aux utilisateurs inte´resse´s par le message
mais non joignables lors de la publication de re´cupe´rer ce message lorsqu’ils re-
deviennent joignables.
La recherche bibliographique effectue´e au de´but de la the`se a montre´ qu’une ap-
proche utilise´e pour mettre en œuvre ce type de routage est de s’appuyer sur le para-
digme de communication publication / souscription [EFGK03]. Dans le cadre de cette
the`se, c’est ce choix a e´te´ retenu. Nous nous sommes donc concentrer uniquement sur
les architectures de P/S pour atteindre l’objectif principal de la the`se, a` savoir re´aliser
du routage base´ sur le contenu dans les re´seaux ad hoc ae´ronautiques.
2.2 Mode`le Publication/Souscription
2.2.1 De´finition
Le mode`le de communication publication/souscription utilise du vocabulaire spe´ci-
fique, pre´sente´ dans ce paragraphe. Ces termes sont utilise´s dans toute la suite de ce
me´moire.
— E´ve`nement : il s’agit des messages e´change´s par ce mode de communication.
— Editeur : nœud publiant des e´ve´nements sur le re´seau
— Abonne´ : nœud ayant de´clare´ au syste`me son inte´reˆt pour certaines cate´gories
d’e´ve´nements. Cette de´claration se fait au travers d’un abonnement.
— Syste`me de notification : fonction principale assure´e par le syste`me permettant
de notifier les abonne´s des e´ve´nements les inte´ressant.
L’Applications Programming Interface (API) ge´ne´rique de ce mode`le de communi-
cation dispose de trois primitives :
— PUBLISH(evt) : permet a` un e´diteur de publier un e´ve´nement sur le re´seau.
— SUBSCRIBE(filter) : permet a` un abonne´ de de´clarer son inte´reˆt a` certains types
d’e´ve´nements aupre`s du re´seau.
— NOTIFY(evt) : Envoye´ par le syste`me aux abonne´s pour leur indiquer qu’un
nouvel e´ve´nement les inte´ressant a e´te´ publie´.
La figure 2.1 illustre les termes et l’API pre´sente´s dans ce paragraphe.
Syste`me de notificationEditeur Abonne´
PUBLISH(evt)
NOTIFY(evt)
SUBSCRIBE(filtre)
Figure 2.1 – Principe d’une communication base´e sur le mode`le Publication/Souscription
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2.2.2 Caracte´risation d’une architecture Publication / Sous-
cription
Le paradigme de communication P/S e´tant ge´ne´rique, de nombreuses solutions res-
pectant ce principe ont e´te´ propose´es pour re´pondre a` des proble´matiques tre`s varie´es.
Cette section pre´sente certains crite`res permettant de caracte´riser une architecture P/S.
Cette caracte´risation permettra ensuite de concentrer l’e´tat de l’art uniquement sur les
familles de solution re´pondant a` la proble´matique de la the`se.
2.2.2.1 Mode d’abonnement
Nous avons vu pre´ce´demment que lorsqu’un nœud souhaite recevoir des informa-
tions, il doit indiquer au re´seau quel type de donne´e il souhaite recevoir. Cela est re´alise´
par un abonnement. Dans le mode`le P/S, il existe plusieurs modes d’abonnement, de´-
taille´s ci-dessous :
— Abonnement base´ sur un sujet (Topic Based) : dans ce cas un syste`me s’abonne
a` un ”sujet” de´fini par un mot cle´ par exemple. Ensuite, lorsqu’un syste`me publie
un message sur le re´seau, il indique sur quel sujet cette publication doit se faire.
Tous les nœuds abonne´s a` ce sujet recevront son message. Il s’agit du mode
d’abonnement le plus simple mais aussi le plus restrictif puisque le seul filtre
utilisable est le sujet du message.
— Abonnement base´ sur le contenu (Content Based) : il s’agit d’un mode d’abonne-
ment plus ge´ne´rique que le pre´ce´dent. Ici, les syste`mes s’abonnent en indiquant
des crite`res sur le contenu du message. Ces crite`res servent de filtre afin de ne
recevoir que les messages qui les inte´ressent. Ces crite`res peuvent eˆtre de´finis de
diffe´rentes manie`res, comme par exemple :
— En utilisant une syntaxe de type ”nom ope´rateur valeur”, ou` l’ope´rateur peut
eˆtre par exemple : =, > ou <. Cette syntaxe est majoritairement utilise´e car
elle est a` la fois simple et plutoˆt exhaustive.
— En utilisant des syntaxes plus complexes mais permettant de faire des filtres
plus e´volue´s, comme par exemple le Structured Query Language (SQL) ou
le Extensible Markup Language (XML).
— Abonnement base´ sur le type (Type Based) : il s’agit d’un mode d’abonnement
apparu plus tardivement et qui est de´pendant du langage de programmation
utilise´. En effet, dans ce mode d’abonnement, les utilisateurs souscrivent a` un
type de donne´es (type au sens langage objet, c’est a` dire posse´dant des attributs
voire des me´thodes). Ce mode d’abonnement permet de mettre en place des filtres
plus complexes sur les objets qu’on souhaite recevoir.
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Figure 2.2 – Principe d’un syste`me P/S base´ sur une architecture centralise´e
2.2.2.2 Architecture centralise´e vs architecture distribue´e
Pour la re´alisation d’un syste`me P/S, deux grands principes d’architecture existent :
— Les architectures centralise´es : dans ce cas, comme illustre´ par la figure 2.2, un
serveur central est mis en place. Ses fonctions sont :
— d’accepter et de maintenir toutes les demandes d’abonnement des nœuds.
— de recevoir les e´ve´nements et de les envoyer aux nœuds inte´resse´s.
Cette solution a l’avantage d’eˆtre simple a` mettre en œuvre mais son inconve´-
nient principal est la de´pendance a` un serveur central qui doit eˆtre accessible en
permanence par tous les nœuds du re´seau.
— Les architectures distribue´es : dans ce type de solution, le syste`me s’appuie sur
une surcouche re´seau (overlay network) compose´e d’un nombre plus ou moins
important de nœuds ayant un roˆle spe´cifique (commune´ment appele´ broker dans
la litte´rature, signifiant courtier), comme illustre´ par la figure 2.3. Ces courtiers
sont les points d’entre´e du syste`me P/S. Leurs principales fonctions sont :
— d’enregistrer les e´ve´nements et les abonnements envoye´s par les nœuds proches
de leur position ;
— de diffuser les e´ve´nements vers les nœuds inte´resse´s.
2.2.2.3 Proble´matique de la the`se et architecture compatible
L’objectif de la the`se est de de´velopper une solution de routage base´ sur le contenu
(comme de´fini dans la premie`re section de ce chapitre) dans un AANET. Nous avons
choisi de mettre en œuvre ce service sur la base du paradigme P/S. A la suite des
premie`res grandes familles d’architecture de´finies dans cette section, il a e´te´ de´cide´ de
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Figure 2.3 – Principe d’un syste`me P/S base´ sur une architecture distribue´e
concentrer l’e´tat de l’art uniquement sur les solutions de P/S avec des abon-
nements base´s sur le contenu et s’appuyant sur une architecture distribue´e.
— Au vue de la de´finition du routage base´ sur le contenu donne´e dans la section
2.1, seul le principe d’abonnement base´ sur le contenu permet de re´pondre a` la
proble´matique pose´e dans cette the`se. L’e´tat de l’art ci-dessous se limitera a` cette
cate´gorie.
— Dans la section 1.2 consacre´e aux re´seaux AANETs, nous avons vu que la dy-
namicite´ de la topologie induit des partitions fre´quentes au sein du re´seau. Cela
signifie que, dans le cas d’une architecture centralise´e, des nœuds ne pourraient
pas joindre temporairement le serveur central et par conse´quent le service de P/S.
Dans le cas d’une utilisation pour des communications ae´ronautiques critiques,
cette perte de service est re´dhibitoire. C’est pourquoi, les solutions base´es sur une
architecture distribue´e sont plus adapte´es aux AANETs.
2.3 Etat de l’art sur les syste`mes de Publication / Sous-
cription base´s sur le contenu
L’objectif de cette section est de pre´senter les solutions de P/S existantes. Afin de
mettre en relief les diffe´rentes proble´matiques techniques inhe´rentes a` ces solutions, cet
e´tat de l’art est compose´ de deux parties, correspondant aux deux grandes missions
devant eˆtre remplies par un syste`me de P/S.
1. La premie`re partie est consacre´e aux me´thodes existantes pour faire le lien entre
les e´ve´nements et les abonnements qui correspondent. Cette premie`re e´tape est
indispensable afin de de´terminer la liste des nœuds inte´resse´s par un e´ve´nement
donne´.
2. La seconde partie se concentre sur la fonction primordiale d’une architecture de
P/S : la diffusion des e´ve´nements dans le re´seau avec la pre´sentation des strate´gies
possibles pour remplir cette mission.
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2.3.1 Les algorithmes de correspondance entre les e´ve´nements
et les abonnements
Cette section pre´sente les algorithmes de correspondance existants. Afin de faciliter
leur compre´hension, cette pre´sentation est pre´ce´de´e d’un paragraphe consacre´ a` la
mode´lisation choisie pour repre´senter les abonnements et les e´ve´nements.
2.3.1.1 Repre´sentation des abonnements et des e´ve´nements
Plusieurs approches existent pour cette repre´sentation. Celle choisie durant cette
the`se est la plus couramment utilise´e. Elle de´finie un abonnement comme un ensemble
de contraintes, chacune de´finie a` l’aide du triplet {at, op, v}.
— at est une chaˆıne de caracte`re identifiant un attribut.
— op est un ope´rateur relationnel comme par exemple {=, 6=, <,>,≤,≥,∈}.
— v est la valeur sur laquelle sera teste´ l’ope´rateur.
Voici un exemple d’abonnement suivant cette repre´sentation.
S1 =

Symbol = EDP
Price < 4
V olume ≥ 10000
(2.1)
En suivant cette repre´sentation, un e´ve´nement est alors mode´lise´ par un ensemble
de tuples (at, v) comme par exemple :
Evt =

Symbol : EDP
Price : 2
V olume : 2000
(2.2)
2.3.1.2 Algorithmes de correspondance
Le but d’un algorithme de correspondance est, pour un e´ve´nement donne´, de trou-
ver tous les abonnements qui correspondent. Une heuristique simple pour re´soudre ce
proble`me est de tester pour chaque abonnement toutes les contraintes sur l’e´ve´nement
comme de´taille´ dans l’algorithme 2.1. Bien que fonctionnant, cette approche n’est pas
la plus performante en termes de temps ne´cessaire pour trouver les abonnements cor-
respondants. En effet, plus le nombre d’abonnements est important, plus la probabilite´
que des contraintes identiques se retrouvent dans diffe´rents abonnements est forte.
Ces contraintes sont alors teste´es plusieurs fois, ce qui est non optimal. Partant de ce
postulat, des travaux de recherche ont e´te´ mene´s afin de de´finir des algorithmes plus
performants. Deux solutions allant dans ce sens sont pre´sente´es dans la suite de cette
section.
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Algorithm 2.1 Heuristique simple pour trouver les abonnements correspondants a` un
e´ve´nement donne´
1: listS = []
2: for S in Subscriptions do
3: m = True
4: for C in Subscriptions do
5: if not Match(evt, C) then
6: m = False
7: end if
8: end for
9: if m then
10: listS ← S
11: end if
12: end for
13: return listS
Parallel Search Trees Une des premie`res approches innovantes pour re´soudre
ce proble`me est Parallel Search Trees (PST) de´fini dans [ASS+99]. La caracte´ristique
principale de cet algorithme est d’enregistrer les abonnements sous forme d’un arbre
ou` chaque feuille est associe´e a` un abonnement. La figure 2.4 repre´sente l’arbre ge´ne´re´
avec les abonnements donne´s dans les formules 2.3 a` 2.5.
S1 = {Symbol = EDP,Price < 4, V olume > 1000} (2.3)
S2 = {Price < 2, V olume = 10000} (2.4)
S3 = {Symbol = PT, Price = 10} (2.5)
A partir de ce graphe, pour un e´ve´nement donne´, trouver les abonnements correspon-
dant se re´sume a` parcourir l’arbre en testant chaque attribut dans l’ordre de l’arbre
(dans notre exemple : Symbol, Price, Volume) puis a` garder uniquement les abonne-
ments se situant sous la branche se´lectionne´e. Intuitivement, on constate que l’utilisa-
tion d’un arbre permet de re´duire de manie`re significative le nombre de test a` effectuer
pour trouver les abonnements et par conse´quent d’ame´liorer les performances lors d’une
monte´e en charge du syste`me.
Filtrage par regroupement des abonnements [FJL+01] propose une autre
approche pour re´soudre cette proble´matique avec toujours comme objectif de re´duire
les tests pour trouver les abonnements correspondant a` un e´ve´nement. Ici, l’algorithme
est de´compose´ en deux phases.
1. La premie`re e´tape consiste a` de´terminer les contraintes issues des abonnements
satisfaites par un e´ve´nement donne´. Pour cela, toutes ces contraintes sont regrou-
pe´es en famille indexe´e par le doublet (attribut, ope´rateur). Par exemple, pour
les abonnements donne´s en 2.6, 2.7 et 2.8, les contraintes peuvent eˆtre classe´es
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Figure 2.4 – Exemple de repre´sentation des abonnements avec PST
en quatre familles : (Price =), (Price ≤), (V olume >), (V olume =). Afin de ga-
gner en performance, l’acce`s a` ces familles est permis graˆce a` l’utilisation d’index.
L’algorithme permettant de trouver toutes les contraintes est de´crit dans 2.2.
S1 = {Price = 20, V olume > 10} (2.6)
S2 = {Price ≤ 15, V olume = 10} (2.7)
S3 = {Price ≤ 12} (2.8)
2. Une fois les contraintes trouve´es, la deuxie`me partie de l’algorithme consiste a`
re´cupe´rer, pour chaque contrainte, les abonnements la contenant pour les tester
sur l’e´ve´nement rec¸u.
Algorithm 2.2 Filtrage par regroupement : algorithme pour trouver les contraintes
correspondantes
1: Soit e un e´ve´nement e = (A1, V1), ..., (An, Vn)
2: MatchingPreds = []
3: for Ai in e do
4: Soit Fi l’ensemble des familles de contraintes ayant Ai comme attribut.
5: for F ji in Fi do
6: for v in Vi do
7: MatchingPreds←MatchingPreds+ F ji s˙earch(v)
8: end for
9: end for
10: end for
11: return MatchingPreds
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2.3.2 Les algorithmes de diffusion des e´ve´nements dans le re´-
seau
Cette section pre´sentent les algorithmes de diffusion existants pour les syste`mes de
P/S base´s sur le contenu. [MD10] fait un e´tat de l’art de´taille´ des solutions existantes
pour cette proble´matique. Pour cela, il classe les solutions en cinq grandes familles
suivant la strate´gie de diffusion utilise´e :
1. Mise en correspondance centralise´e et utilisation d’un groupe multicast a` la de-
mande
2. Utilisation d’un nombre de groupe multicast borne´
3. Apprentissage par le chemin inverse
4. Utilisation de DHT (Distributed Hash Table)
5. Utilisation du concept de voisinage se´mantique
Avant la pre´sentation plus de´taille´e de ces familles de solutions, la premier paragraphe
pre´sente une solution triviale pouvant servir de re´fe´rence.
2.3.2.1 Solution Triviale
Comme pour la proble´matique de faire le lien entre les e´ve´nements et les abonne-
ments correspondants, une solution triviale existe pour diffuser les e´ve´nements dans le
re´seau. Il suffit d’envoyer les e´ve´nements a` tous les nœuds du re´seau. Cet envoi peut
eˆtre re´alise´ a` l’aide d’une technique de broadcast classique (avec uniquement une de´tec-
tion des doublons). Les abonnements n’ont pas besoin d’eˆtre diffuse´s, lorsque un nœud
rec¸oit un e´ve´nement, il regarde s’il a un abonnement correspondant. Si oui, il transmet
l’e´ve´nement a` l’application abonne´e, sinon il le de´truit.
Cette solution a l’avantage d’eˆtre simple et performante en terme de taux d’abon-
ne´s recevant l’e´ve´nement. Ne´anmoins, dans un re´seau comportant beaucoup de nœuds
avec une re´partition e´parse des abonne´s, elle n’est bien suˆr pas optimale en termes
d’utilisation des ressources.
2.3.2.2 Mise en correspondance centralise´e et utilisation d’un groupe mul-
ticast a` la demande
Pour cette famille de solution, l’ide´e directrice est qu’un e´diteur souhaitant e´mettre
un e´ve´nement va commencer par de´terminer la liste comple`te des nœuds inte´resse´s par
cet e´ve´nement. Deux approches sont possibles pour cette phase :
1. Chaque nœud a une connaissance comple`te de la topologie du re´seau et des
abonnements pre´sents sur le re´seau. Cette connaissance peut eˆtre acquise a` l’aide
de solutions proches de celle utilise´e par Open Shortest Path First (OSPF) par
exemple, avec la diffusion a` tous les nœuds de messages indiquant l’e´tat des liens
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et les abonnements actifs sur le re´seau. A partir de ces connaissances, et du
contenu qu’ils souhaitent transmettre, les e´diteurs sont capables de de´terminer la
liste exacte des destinataires.
2. Cette connaissance est centralise´e sur un unique serveur, le nœud souhaitant
transmettre un e´ve´nement n’a qu’a` interroger ce serveur pour connaˆıtre la liste
des abonne´s.
Une fois la liste des destinataires connus, l’e´diteur doit diffuser l’e´ve´nement vers eux,
soit a` l’aide de communications unicast (x envois en unicast vers les x destinataires),
soit a` l’aide d’une communication multicast permettant la construction d’un arbre de
diffusion optimise´, comme illustre´ sur la figure 2.5.
Figure 2.5 – Principe des solutions base´es sur une mise en correspondance centralise´e
[BCM+99] propose une solution entrant dans la deuxie`me cate´gorie avec l’intro-
duction d’un protocole de routage multicast adapte´ aux syste`mes de P/S base´ sur
le contenu. Ce protocole s’appuie sur PST de´fini dans le paragraphe 2.3.1.2. Chaque
nœud ayant une connaissance de tous les abonnements construit un arbre PST puis
le comple`te avec les informations de topologie. Ces informations comple´mentaires sont
utilise´es pour de´terminer l’arbre optimal de diffusion lors de la re´ception d’un e´ve´ne-
ment. MEDYM [CS05] est un autre algorithme visant a` construire un arbre multicast
de l’e´diteur vers tous les abonne´s inte´resse´s par l’e´ve´nement. Mais, dans ce cas, l’ap-
proche retenue se base sur du routage multicast explicite (comme [JC03]). Ce principe
de routage ajoute la liste des destinataires dans l’enteˆte du paquet. Les nœuds uti-
lisent alors leur table de routage unicast pour faire suivre les messages vers les bons
destinataires.
Cette famille de solution est tre`s adapte´e aux architectures centralise´es ou a` des
re´seaux de faible taille ou a` topologie peu dynamique. En effet, la ne´cessite´ de distribuer
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les abonnements et la topologie a` l’ensemble des nœuds du re´seau posera des proble`mes
de charge induite dans des re´seaux a` plusieurs milliers de nœuds.
2.3.2.3 Utilisation d’un nombre de groupe multicast borne´
Pour cette famille de solution, l’ide´e directrice est l’utilisation d’un nombre fini
de groupes multicast. Pour cela, tous les nœuds du re´seau sont regroupe´s en groupe,
une adresse multicast e´tant alors associe´e a` chaque groupe. Comme pour la famille
de solution pre´ce´dente, les e´diteurs connaissent tous les abonnements pre´sents sur le
re´seau ainsi que la table faisant la correspondance entre les groupes multicast et les
groupes d’abonne´s. A partir de cette hypothe`se, un e´diteur souhaitant transmettre un
e´ve´nement est capable de de´terminer la liste des abonne´s inte´resse´s par cet e´ve´nement et
par de´duction la liste des groupes multicast sur lesquels il doit transmettre l’e´ve´nement.
Afin de re´duire le nombre de groupe multicast a` utiliser, ces solutions font l’hypothe`se
d’une architecture distribue´e et se concentre sur la distribution des e´ve´nements aux
courtiers.
Pour la diffusion des abonnements et la composition des groupes sur tout le re´seau,
une approche similaire a` celle pre´sente´e dans le paragraphe pre´ce´dent peut eˆtre utilise´e.
La difficulte´ principale de cette approche re´side alors dans la cre´ation des groupes. Dans
[OAA+], plusieurs solutions sont propose´es pour le regroupement des nœuds.
— Une solution simple qui utilise uniquement un groupe multicast visant tous les
nœuds interme´diaires du re´seau.
— CGM (Clustered Group Multicast) est une autre solution propose´e. Elle vise a`
de´couper l’ensemble des courtiers en groupe exclusif. On peut alors de´montrer
que le nombre de groupe multicast a` utiliser peut eˆtre re´duit en fonction du
nombre de nœuds composant les groupes. Pour eˆtre exact, si k nœuds sont divise´s
en c groupes, alors le nombre de groupes multicast ne´cessaires est de c ∗ 2k/c.
Par exemple, 20 nœuds dans un seul groupe ne´cessitent 220 adresses multicast
alors que 20 nœuds divise´s en 5 groupes de 4 ne requie`rent plus que 5 ∗ 24 =
80. Ne´anmoins, l’article ne de´taille pas comment ope´rer de manie`re effective ce
de´coupage.
— TCGM (Threshold Clustered Group Multicast) est une e´volution de la solution
pre´ce´dente. Pour chaque groupe, un seuil T est de´fini. Si pour un e´ve´nement
donne´, il y a plus de T nœuds inte´resse´s alors l’e´ve´nement est envoye´ a` tous
les membres du groupes. Cette solution permet de re´duire le nombre d’adresses
multicast mais ne´cessite que les nœuds puissent filtrer les e´ve´nements.
HYPER [ZH] est une solution suivant la meˆme ide´e. Ici, le regroupement se fait sur
une base ge´ographique. Le re´seau est partitionne´ a` l’aide d’une grille, chaque case de
la grille correspondant a` un groupe multicast.
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2.3.2.4 Apprentissage par le chemin inverse
Cette famille de solutions s’inspire des techniques utilise´es pour les protocoles de
routage IP multicast de type sparse. Les demandes d’abonnement sont propage´es dans
le re´seau de proche en proche en partant de l’abonne´ vers un nœud servant de ra-
cine pour la diffusion des e´ve´nements (un peu sur le meˆme principe que le point de
rendez-vous avec PIM-SM [FHHK06]). A partir de cette propagation, chaque nœud
peut maintenir une table d’abonnement qui sera utilise´e pour propager les e´ve´nements
rec¸us, comme illustre´ a` la figure 2.6.
Figure 2.6 – Principe des solutions base´es sur l’apprentissage par le chemin inverse
SIENA [CRW01] fut la premie`re solution a` suivre cette ide´e pour la re´alisation d’un
syste`me de P/S. SIENA peut s’appuyer sur diffe´rente topologie de courtiers, acyclique
(ce qui facilite la diffusion de l’abonnement vers la racine de l’arbre puisqu’un chemin
unique existe entre les courtiers) mais e´galement cyclique. Dans le second cas, lorsqu’un
abonnement est diffuse´ sur le re´seau, il faut e´viter que les nœuds rec¸oivent le message
plusieurs fois (ce qui sera le cas par de´faut puisqu’il y a des boucles dans le re´seau). Une
solution consiste a` s’appuyer sur les techniques de routage multicast avec l’utilisation du
Reverse Path Forwarding (RPF). Un abonnement est rediffuse´ par un nœud uniquement
si celui-ci a e´te´ rec¸u sur l’interface permettant de joindre la source du message par le
chemin le plus court.
2.3.2.5 Utilisation de DHT
La mise en œuvre de re´seaux Peer To Peer (P2P) de´centralise´s s’appuie sur l’utilisa-
tion de Distributed Hash Table (DHT). Il s’agit d’une table ou chaque donne´e enregis-
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tre´e est identifie´e par une cle´ unique. Cette table est partage´e entre tous les nœuds du
re´seau et un me´canisme de routage est de´fini afin de permettre a` un nœud de trouver
celui stockant l’objet. La force de ce type de solution est le passage a` l’e´chelle. En effet
les solutions actuelles permettent de re´cupe´rer un e´le´ment dans la table en envoyant
au maximum log(n) messages (n e´tant le nombre de nœuds dans leur re´seau). Une
autre force de ce type de solution est sa robustesse dans des re´seaux dynamiques et
sa capacite´ a` assurer la redondance des donne´es dans le re´seau. Les deux principales
architectures permettant de mettre en œuvre un DHT sont CHORD [SMLN+03] et
PASTRY [RD01]. Ces deux solutions sont base´es sur l’utilisation d’un espace fini de
cle´s permettant de de´finir un identifiant unique dans cet espace pour chaque nœud du
re´seau. Un exemple est l’utilisation de cle´ faisant 160 bits. L’identifiant des nœuds peut
alors eˆtre ge´ne´re´ a` l’aide de la fonction de hachage SHA-1 applique´e sur l’adresse IP
du nœud par exemple.
Un syste`me de communication base´ sur le mode`le P/S peut utiliser ces tableaux
distribue´s comme une surcouche. Le routage des e´ve´nements vers les abonne´s est alors
re´alise´ en suivant les e´tapes suivantes :
1. Un nœud ge´ne´rant un abonnement doit s’enregistrer aupre`s des nœuds en charge
des cle´s caracte´risant les contraintes de l’abonnement
2. Un e´ve´nement est diffuse´ aux nœuds en charge des cle´s caracte´risant les attributs
de l’e´ve´nement.
3. Les nœuds recevant a` la fois des abonnements et des e´ve´nements qui corres-
pondent servent de point de rendez-vous pour diffuser le message vers les abonne´s
inte´resse´s.
Afin de faciliter la compre´hension de cette approche, la figure 2.7 donne un exemple avec
un cas simple constitue´ d’un abonnement avec une unique contrainte A = 3 (ge´ne´re´ par
N2). Cette contrainte est transforme´e en cle´ K utilisable dans le DHT (a` l’aide d’une
fonction de hachage par exemple). Cet abonnement est alors stocke´ au niveau du nœud
responsable de la cle´ K (N1 dans notre exemple). Lorsque N4 ge´ne`re un e´ve´nement
avec l’attribut A = 3, cet attribut est e´galement transforme´ en cle´ et obtient K. Cet
e´ve´nement est alors transmis a` N1 qui sert donc de point de rendez-vous pour faire
suivre le message a` N2.
Plusieurs solutions ont e´te´ propose´es sur ce principe comme [PB03], [TAJ04] ou
[TA04]. La diffe´rence entre ces solutions se fait sur plusieurs points.
— Le choix de l’algorithme de DHT utilise´ ;
— Le mappage entre les abonnements ou e´ve´nements et les cle´s utilise´es dans le
DHT. Ce point est simple pour des abonnements avec peu de contraintes d’e´ga-
lite´ mais de`s qu’il y a des contraintes inte´grant des intervalles de valeur ou des
ope´rateurs plus e´volue´s, la taˆche se complexifie et les approches retenues sont dif-
fe´rentes suivant les solutions. Par exemple, [TAJ04] fait le choix de partitionner
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Figure 2.7 – Principe des solutions base´es sur l’utilisation d’un DHT
les intervalles de valeur pour pouvoir ge´ne´rer des cle´s associe´es a` chaque intervalle.
— La construction de l’arbre de diffusion multicast entre le nœud servant de point de
rendez-vous et les abonne´s. L’approche majoritairement retenue est celle propose´e
par SCRIBE [RKCD01]. Lorsqu’un nœud transmet un abonnement vers celui
devant le stocker (suivant l’index ge´ne´re´ a` partir de cet abonnement), les nœuds
interme´diaires enregistrent dans une table l’abonnement et le nœud pre´ce´dent
sur le chemin. Ainsi, un chemin est construit entre l’abonne´ et le nœud racine.
Celui-ci sera utilise´ lors de la diffusion de l’e´ve´nement.
2.3.2.6 Utilisation du concept de voisinage se´mantique
Dans cette cate´gorie de solutions, l’ide´e n’est plus de construire des arbres de dif-
fusion pour les e´ve´nements suivant des me´triques re´seau, mais plutoˆt de regrouper les
nœuds suivant leurs ”affinite´s”, c’est a` dire suivant le type de contenu qui les inte´resse.
Ainsi un e´ve´nement publie´ dans le re´seau sera diffuse´ dans des arbres regroupant tous
les membres d’un groupe car il y a de forte chance qu’une grande partie du groupe
soit inte´resse´e par cet e´ve´nement. Par conse´quent, pour eˆtre utilisable, ces solutions
imposent que chaque nœud puisse communiquer avec tous les autres et sont plutoˆt
adapte´es aux syste`mes P2P ne prenant pas en compte la distance entre les nœuds.
Le syste`me illustrant le mieux cette approche est DPS [AGD+06]. Ici, les groupes
sont re´alise´s sur la base des inte´reˆts de chaque nœud, retranscrits au travers de leurs
abonnements. Un groupe est cre´e´ pour chaque attribut pouvant eˆtre utilise´ dans des
contraintes. Un nœud ayant des contraintes sur plusieurs attributs en choisira un de ma-
nie`re ale´atoire pour de´finir son groupe d’appartenance. L’avantage de DPS est d’organi-
ser ces groupes en arbre. Comme l’illustre l’exemple de la figure 2.8, l’arbre est construit
en fonction des contraintes sur l’attribut. Le nœud avec la plus faible contrainte se re-
trouve a` la racine de l’arbre. Comme le montre l’article, la constitution d’un arbre offre
plusieurs avantages. Le plus important est d’offrir une diffusion optimale des e´ve´ne-
ments au sein de l’arbre. En effet, les contraintes e´tant classe´es de la moins se´lectives
a` la plus se´lectives, si un e´ve´nement n’inte´resse pas un nœud, on est suˆr que les nœuds
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Figure 2.8 – Cre´ation d’arbres logiques avec DPS
positionne´s en dessous dans l’arbre ne seront pas inte´resse´s.
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2.4 Adaptation du mode`le P/S au AANET
La section pre´ce´dente a introduit de nombreux syste`mes de P/S propose´s par la
communaute´ scientifique. Ne´anmoins, tous ces syste`mes ont e´te´ de´veloppe´s pour fonc-
tionner de manie`re optimale sur des re´seaux fixes et leur passage sur des re´seaux ad
hoc mobiles comme les AANETs pose certains proble`mes. Apre`s avoir pose´ la pro-
ble´matique et illustre´ les fonctionnalite´s indispensables a` une architecture de P/S sur
AANET, cette section fait un e´tat de l’art sur les solutions existantes.
2.4.1 Proble´matique
Tous les syste`mes de P/S de´crits ci-dessus ont comme point commun d’avoir e´te´
pense´s pour des re´seaux fixes. Or, comme le montre [FPM04], ces solutions ne sont
pas adapte´es aux re´seaux ad hoc mobiles. Les deux principaux proble`mes sont les
de´connexions temporaires et l’absence de prise en compte du contexte des nœuds.
2.4.1.1 Persistance des e´ve´nements dans le re´seau
La non-joignabilite´ temporaire de nœuds, voire la partition du re´seau n’est pas prise
en compte dans les solutions introduites pre´ce´demment. Il en re´sulte pour les nœuds
non-joignables (par exemple suite a` un de´placement au dela` de la porte´e) une perte
comple`te des e´ve´nements e´mis sur le re´seau durant cette pe´riode sans aucun moyen de
re´cupe´rer ses messages une fois joignable de nouveau.
La solution permettant de re´soudre ce proble`me est la mise en place de la persis-
tance des e´ve´nements dans le re´seau. Cette fonctionnalite´ permet de maintenir dans
le re´seau tous les e´ve´nements publie´s. Ainsi, lorsqu’un nœud redevient joignable, le
re´seau peut lui transmettre les e´ve´nements publie´s lors de son absence et concordant
avec ses inte´reˆts. Afin d’optimiser la dure´e de stockage des e´ve´nements, surtout dans
des re´seaux ad hoc mobiles ou` les ressources sont en ge´ne´ral plus limite´es, il est inte´-
ressant d’ajouter un parame`tre supple´mentaire aux e´ve´nements et aux abonnements :
la dure´e de vie. Ainsi la persistance dans le re´seau est toujours borne´e dans le temps,
ce qui permet d’optimiser l’utilisation des ressources. De plus, cette notion de dure´e de
vie est la plupart du temps cohe´rente avec les applications utilisatrices de ce syste`me.
En effet, si on reprend l’exemple de l’annonce d’un phe´nome`ne me´te´o introduit dans le
chapitre d’introduction, les e´ve´nements ge´ne´re´s sont toujours associe´s a` une dure´e de
vie puisque un phe´nome`ne me´te´o est limite´ dans le temps.
2.4.1.2 Prise en compte du contexte des nœuds
Toujours en repartant de l’exemple de l’application me´te´o, on remarque que les
solutions introduites dans la section pre´ce´dente ne permettent pas une utilisation op-
timale du re´seau. En effet, dans cet exemple, un avion n’est pas inte´resse´ par tous les
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e´ve´nements me´te´o mais uniquement par ceux proches de sa trajectoire. Pour prendre
en compte cette spe´cificite´ et mieux cibler les nœuds inte´resse´s par un e´ve´nement, il
est ne´cessaire d’introduire un nouveau concept : le contexte du nœud. Ce contexte peut
eˆtre de´fini comme une liste d’attributs caracte´risant le nœud et permettant de filtrer
plus finement les e´ve´nements rec¸us et ainsi de re´duire l’utilisation de ressources sur le
re´seau.
Bien que pouvant eˆtre de´fini de manie`re tre`s ge´ne´rique comme dans [FR07], la
majorite´ des syste`mes de P/S prenant en compte le contexte des nœuds (comme [EGH],
[MC02] ou [HEG12]) re´duisent ce contexte a` la position ge´ographique puisque tous les
attributs statiques peuvent eˆtre pris en compte dans les contraintes constituant les
abonnements. C’est ce choix qui a e´te´ fait dans cette the`se.
2.4.2 Etat de l’art
Les AANET e´tant un concept tre`s re´cent n’ayant pas encore fait l’objet de nom-
breuses e´tudes, il n’existe pas de solutions P/S qui leur soient spe´cifiquement adapte´es.
Ne´anmoins, comme il a e´te´ vu dans le chapitre d’introduction, les AANETs partagent
de nombreuses caracte´ristiques avec les VANETs. Ce dernier type de re´seau ad hoc a au
contraire fait l’objet de nombreux travaux de recherche, notamment dans le domaine
de la diffusion d’informations base´e sur le contexte et les inte´reˆts des nœuds. Les appli-
cations vise´es pour ce type de communication sont par exemple l’annonce d’accidents
ou d’embouteillage aux voitures susceptibles d’eˆtre impacte´es ou la recherche de place
de parking ou de station essence a` proximite´.
Cette section pre´sente un e´tat de l’art sur les syste`mes de P/S adapte´s au VANET.
Les solutions de´taille´es ont e´te´ se´pare´es suivant la topologie du re´seau. La premie`re
partie se concentre sur les VANETs hybrides, c’est a` dire compose´s de ve´hicules et de
stations fixes dispose´es le long des routes alors que la seconde partie est de´die´e aux
solutions ne ne´cessitant pas d’infrastructure fixe. C’est la seconde cate´gorie qui nous
inte´resse le plus puisque, dans l’optique de pouvoir re´utiliser ces propositions dans un
AANET, il est indispensable que le syste`me puisse fonctionner sans la pre´sence de
nœuds fixes.
2.4.2.1 Solutions base´es sur une infrastructure fixe
La pre´sence d’une infrastructure fixe au sein du re´seau simplifie la mise en œuvre
d’un syste`me de P/S qui peut s’appuyer sur ces nœuds fixes pour assurer la persistance
des e´ve´nements tout en les relayant des e´diteurs vers les abonne´s. C’est notamment
le choix qui a e´te´ fait par l’architecture propose´e dans [MGG11]. Comme les solutions
pre´sente´es dans le paragraphe 2.3.2.5, ce syste`me s’appuie sur un DHT, dans ce cas
CHORD, mis en œuvre sur tous les nœuds fixes du re´seau. La particularite´ de ce
syste`me est d’utiliser CHORD pour e´galement stocker la position des nœuds mobiles
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(les voitures dans l’article puisque ce syste`me s’inscrit dans le domaine des VANETs).
Cette position est mise a` jour de`s que le ve´hicule se connecte a` une nouveau nœud fixe.
Cette information est utilise´e lorsqu’une info-station a besoin de diffuser un e´ve´nement
a` un ve´hicule. Elle re´cupe`re tout d’abord sa position puis envoie le message a` l’info-
station la plus proche qui le fera suivre au destinataire final.
Une autre solution inte´ressante est le syste`me REBECCA [PGS+10], et plus pre´-
cise´ment son extension permettant la prise en compte des nœuds mobiles [FGKZ03].
Cette extension propose une solution aux deux proble´matiques de mobilite´ qui peuvent
eˆtre rencontre´es.
— La mobilite´ physique qui correspond a` un nœud changeant de courtier ou deve-
nant non-joignable pendant un certains temps avant de re´apparaˆıtre. La solution
propose´e par REBECA est un processus de relocalisation ou` le nœud, lorsqu’il
redevient joignable, envoie un message indiquant ses abonnements actifs et l’iden-
tifiant du dernier e´ve´nement rec¸u. Suite a` ce message, le courtier envoie un mes-
sage a` tous les nœuds composant la surcouche pour leur indiquer la nouvelle
localisation du nœud mobile.
— La mobilite´ logique qui correspond a` la mise a` jour du contexte d’un nœud mobile.
Cette modification doit alors eˆtre prise en compte par le syste`me. Pour ge´rer ce
cas, REBECA introduit la notion de filtre de localisation, de´finissant une zone
ge´ographique d’inte´reˆt. La mise a` jour du contexte se traduit par l’envoi d’un
nouveau filtre vers son courtier qui sera ensuite en charge de le propager.
2.4.2.2 Solutions ne ne´cessitant aucune infrastructure
La pre´sence de nœuds fixes n’e´tant pas toujours possible dans un VANET, des solu-
tions ne ne´cessitant pas d’infrastructure fixe ont e´galement e´te´ propose´es. Ces solutions
peuvent eˆtre classe´es en trois cate´gories :
1. Les syste`mes base´s sur l’utilisation d’un routage ge´ographique ;
2. Les syste`mes base´s sur l’utilisation d’un routage de proximite´ ;
3. Les syste`mes base´s sur une surcouche.
Elles sont de´taille´es dans la suite de ce paragraphe.
Les solutions base´es sur un routage ge´ographique Au de´but de ce chapitre,
nous avons vu qu’il existait plusieurs types de communication comme par exemple
unicast ou multicast. Un autre type de communication a e´te´ introduit depuis plusieurs
anne´es, particulie`rement pour les re´seaux ad hoc mobiles. Il s’agit des communications
geocast. Dans ce cas, l’objectif est d’envoyer un message a` tous nœuds situe´s dans
une zone ge´ographique donne´e. Pour atteindre cet objectif des protocoles de routage
ge´ographique ont e´te´ imagine´s. [Mai04] en fait un e´tat de l’art.
35
Figure 2.9 – Principe des solutions base´es sur du routage ge´ographique
L’approche retenue par les syste`mes de P/S pre´sente´e dans ce paragraphe est de
s’appuyer sur un routage ge´ographique pour la diffusion des e´ve´nements et des abon-
nements dans le re´seau. Pour cela une hypothe`se importante doit eˆtre respecte´e : les
abonnements et les e´ve´nements sont rattache´s a` une zone ge´ographique donne´e. Le
principe est alors le suivant :
— un e´diteur diffuse son e´ve´nement dans la zone ge´ographique qui lui est rattache´e
graˆce a` l’utilisation du routage ge´ographique ;
— un abonne´ en fait de meˆme pour ses abonnements ;
— lorsqu’un e´ve´nement et un abonnement correspondent, cela signifie qu’en plus
des contraintes respecte´es, l’intersection des zones ge´ographiques est non nulle.
Au niveau de la diffusion des messages, cela se traduit par le fait que l’e´ve´nement
et l’abonnement ont e´te´ diffuse´s dans une zone ge´ographique commune ;
— si dans cette zone, des nœuds sont pre´sents, ils peuvent servir de relais et diffuser
(en unicast) l’e´ve´nement vers les abonne´s inte´resse´s, comme illustre´ a` la figure
2.9 ;
Les principales solutions dans cette cate´gorie sont Persistent Content-Based Disse-
mination (PCBD) [LCM09] et Context-Aware PS for MANET [FR07]. PCBD, e´tant
de´die´ au VANET, utilise des caracte´ristiques spe´cifiques de ce type de re´seau pour opti-
miser la diffusion. Cette solution peut fonctionner sur un re´seau hybride ou` dans ce cas,
ce sont les stations fixes dans la zone ge´ographique vise´e qui rec¸oivent les e´ve´nements
et les abonnements. Et dans le cas d’un re´seau purement ve´hiculaire, PCBD propose de
s’appuyer sur les syste`mes de navigation des ve´hicules pour diffuser les messages e´ga-
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Figure 2.10 – Principe des solutions base´es sur du routage de proximite´
lement aux ve´hicules se dirigeant vers la zone ge´ographique vise´e, augmentant ainsi les
chances d’avoir un ve´hicule capable de faire le lien entre les e´ve´nements et les abonne´s
inte´resse´s.
Les solutions base´es sur un routage de proximite´ Les syste`mes de P/S
entrant dans cette cate´gorie font l’hypothe`se que pour de nombreuses applications,
les nœuds inte´resse´s par un e´ve´nement sont la plupart du temps proche de l’e´diteur.
Dans les VANETs, de nombreux exemples existent pour corroborer cette hypothe`se
comme par exemple l’annonce d’un ve´hicule prioritaire a` un carrefour ou la recherche
d’une station essence a` proximite´. Partant de ces besoins, dans les solutions entrant
dans cette cate´gorie, les abonnements et les e´ve´nements sont transmis a` tous les nœuds
a` proximite´ de l’e´metteur du message. Comme pour les syste`mes introduits dans le
paragraphe pre´ce´dent, les nœuds recevant a` la fois un abonnement et un e´ve´nement
correspondant peuvent servir d’interme´diaire, comme illustre´ dans la figure 2.10.
La premie`re solution a` avoir suivi cette piste fut STEAM [MC02]. La notion de
routage de proximite´ s’est concre´tise´e par l’ajout d’un filtre de proximite´. Ce nouveau
filtre introduit un pe´rime`tre autour de l’e´diteur dans lequel l’e´ve´nement sera transmis.
Les nœuds proches de l’e´diteur rec¸oivent le message et ve´rifient dans leurs abonnements
actifs s’ils sont inte´resse´s ou non. Adaptive Location-based Publish / Subscribe (ALPS)
[HEG12] est une solution suivant la meˆme logique mais plus e´volue´e. Chaque e´ve´ne-
ment ou abonnement est lie´ a` un pe´rime`tre ge´ographique autour de l’e´metteur. Trois
strate´gies sont alors possibles pour transmettre les e´ve´nements aux nœuds inte´resse´s..
1. MCA (Message-Centric Algorithm) ou` les e´diteurs diffusent leur e´ve´nement a`
tous les nœuds pre´sents dans le pe´rime`tre ge´ographique rattache´ et les abonne´s
recevant sont charge´s de filtrer (solution e´quivalente a` STEAM introduit juste
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avant).
2. QCA (Query-Centric Algorithm) ou` dans ce cas ce sont les abonnements qui
sont transmis a` tous les nœuds pre´sents dans un pe´rime`tre donne´ et les e´diteurs
recevant un abonnement diffusent les e´ve´nements qui correspondent.
3. Hybrid, comme son nom l’indique, cette solution est un mix des deux pre´ce´dentes.
Ici, les abonnements et les e´ve´nements sont transmis dans un pe´rime`tre de proxi-
mite´ et on se retrouve avec le principe de´crit dans la figure 2.10.
Les solutions base´es sur une surcouche La dernie`re cate´gorie de solution
reprend le concept d’architecture distribue´e largement utilise´ sur les infrastructures
fixes. Des nœuds dans le re´seau ont alors un roˆle particulier, celui de courtier, et sont
en charge de la disse´mination des e´ve´nements dans le re´seau. Le principal proble`me a`
re´soudre pour la mise en place d’une surcouche au dessus d’un re´seau mobile ad hoc
est le maintien de la connectivite´ entre les nœuds composant cette surcouche tout en
maˆıtrisant le trafic re´seau.
La solution la plus e´volue´e dans ce domaine est REconfigurable Dispatching System
(REDS) [CP06]. Il s’agit d’un syste`me de P/S base´ sur le contenu adapte´ aux MANETs
et proposant une approche modulaire. Cela se traduit par l’imple´mentation de plusieurs
propositions pour ge´rer une topologie dynamique de courtiers (comme celle de´crite dans
[MCP08]). Dans ce cadre la proposition la plus inte´ressante pour la proble´matique de
cette the`se est la solution de´taille´e dans [CMM09]. Elle introduit une nouvelle API
permettant de prendre en compte le contexte d’un nœud, ainsi qu’un nouveau protocole
Shortest Path Context Forwarding (SPCF) de´finissant comment les courtiers coope`rent
pour offrir un syste`me de P/S efficace.
L’API est comple´te´e par l’introduction d’une nouvelle primitive setContext qui per-
met a` un nœud de de´clarer son contexte au syste`me. Dans le cadre de cette the`se ou`
le contexte d’un nœud est constitue´ uniquement de sa position ge´ographique, cette
primitive est invoque´e de la manie`re suivante :
setContext(x = myPos.x, y = myPos.y)
L’introduction du contexte a e´galement conduit a` une modification des primitives sub-
scribe et publish avec dans les deux cas l’ajout d’un filtre sur le contexte permettant
de disse´miner plus finement les e´ve´nements.
Sur la base de cette nouvelle API, SPCF a e´te´ de´veloppe´ pour prendre en compte ce
contexte dans la disse´mination des e´ve´nements. Pour cela, il s’appuie sur un protocole
a` e´tat de lien [MRR80] et un algorithme de type Dijkstra pour construire des arbres
de diffusion entre le nœud courtier responsable de l’e´diteur et les courtiers disposant
de nœuds inte´resse´s par l’e´ve´nement.
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2.5 Conclusion
Ce chapitre a pre´sente´ un e´tat de l’art complet sur la proble´matique de la the`se. Une
de´finition pre´cise de la notion de routage base´ sur le contenu a d’abord e´te´ donne´e. Elle a
permis de mettre en avant les avantages de ce concept avec notamment la de´corre´lation
comple`te entre l’e´metteur d’un message et les destinataires. Nous avons ensuite focalise´
le reste du chapitre sur les syste`mes de P/S, approche majoritairement utilise´e pour
re´aliser un service de routage base´ sur le contenu. Afin de bien comprendre ce paradigme
qui sera utilise´ pour toute la suite de ce me´moire, son API ainsi que ses attributs
caracte´ristiques ont e´te´ pre´sente´s. Cela a permis de restreindre le pe´rime`tre de cet e´tat
de l’art aux solutions de P/S base´es sur le contenu et reposant sur une architecture
distribue´e puisque seule cette cate´gorie de syste`me peut eˆtre efficace dans le cadre d’un
AANET.
La suite du chapitre s’est alors concentre´e sur la pre´sentation des solutions de P/S
existantes. Afin de mettre en lumie`re les proble´matiques pose´es et les diffe´rentes ap-
proches techniques pour y re´pondre, cette pre´sentation a e´te´ de´coupe´e en deux grandes
parties.
1. La premie`re partie est de´die´e aux syste`mes de´veloppe´s pour les re´seaux fixes afin
de se rendre compte des diffe´rentes approches possibles comme l’utilisation de
communications multicast ou de DHT.
2. La deuxie`me partie se concentre sur les solutions adapte´es aux re´seaux ad hoc
mobiles et plus pre´cise´ment aux VANETs puisqu’ils sont proches des AANETs en
termes de caracte´ristiques. Pour eˆtre efficace sur des re´seaux sans infrastructure,
ces solutions doivent disposer de deux fonctionnalite´s importantes : la persis-
tance des e´ve´nements et la prise en compte du contexte des nœuds. Les solutions
disposant de ces capacite´s peuvent eˆtre classifie´es en trois types.
— Les solutions base´es sur du routage ge´ographique ;
— Les solutions base´es sur du routage de proximite´ ;
— Les solutions base´es sur une surcouche.
Certaines solutions pre´sente´es dans cette partie de l’e´tat de l’art sont tre`s inte´res-
santes dans le cadre de cette the`se. Par conse´quent, il apparaˆıt utile de pouvoir les
tester dans un contexte AANET afin d’analyser leur performance pour ensuite en
de´duire une proposition de syste`me de P/S efficace sur les AANETs. Le chapitre
suivant est consacre´ a` ces tests et aux re´sultats obtenus.
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Apre`s avoir re´alise´ un e´tat de l’art de´taille´ des solutions de publication / souscrip-
tion, notamment celles adapte´es aux VANETs, ce chapitre est consacre´ a` la premie`re
contribution de cette the`se : le test de quelques unes des approches e´tudie´es dans le
chapitre pre´ce´dent dans un contexte AANET. Afin de mieux comprendre le travail
effectue´, les deux premie`res parties pre´sentent la me´thodologie retenue et les choix
techniques pour la mode´lisation du contexte AANET. Ensuite, la mode´lisation des
syste`mes de publication / souscription teste´s est de´taille´e. Les re´sultats obtenus sont
alors pre´sente´s et commente´s. Enfin la dernie`re partie conclut ce chapitre et introduit
la suite du me´moire.
3.1 Me´thodologie
L’objectif de cette section est de pre´senter et de justifier la me´thodologie retenue
pour la de´veloppement et la validation des contributions apporte´es dans cette the`se
ainsi que de pre´senter l’architecture ge´ne´rale choisie. Cela permet de donner aux lecteurs
des e´le´ments permettant d’avoir un regard critique sur les re´sultats qui seront pre´sente´s
dans ce chapitre et dans les suivants.
3.1.1 Approche par simulation
Le premier choix dimensionnant concerne l’approche retenue pour tous les de´velop-
pements et les validations effectue´s durant cette the`se. Dans le domaine des re´seaux de
communications, trois grandes strate´gies existent pour proposer et valider de nouveaux
protocoles.
1. l’imple´mentation re´elle avec la mise en œuvre d’une architecture re´elle, ce qui
impliquerait dans notre cas, l’instanciation de nos protocoles sur des avions com-
merciaux ;
2. l’e´mulation qui consiste a` mettre en place une imitation d’un comportement phy-
sique d’une machine par un logiciel ;
3. la simulation qui consiste a` de´velopper un mode`le de l’architecture et a` l’e´tudier
dans un logiciel de simulation.
Dans notre cas, c’est la troisie`me option qui a e´te´ retenue, l’utilisation d’un outil de
simulation et le de´veloppement de mode`les permettant de de´finir une architecture P/S
dans un contexte AANET. L’imple´mentation re´elle n’e´tait e´videmment pas envisa-
geable. De meˆme, l’e´mulation aurait e´te´ tre`s complexe a` mettre en œuvre de par le
nombre de nœuds a` e´muler (plusieurs centaines) et leur mobilite´ relative.
Nous avons retenue Omnet++ [VH08] pour re´aliser les simulations. De plus, pour
le de´veloppement des mode`les, nous nous sommes appuye´s sur la librairie inet 1 qui
1. https ://inet.omnetpp.org/
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Figure 3.1 – Architecture protocolaire
offre de nombreuses fonctionnalite´s pour mode´liser des re´seau sans-fils.
3.1.2 Architecture des nœuds
L’approche simulation e´tant retenue, ce paragraphe de´taille l’architecture protoco-
laire mise en place au niveau de chaque nœud du re´seau. La figure 3.1 synthe´tise la
pile protocolaire choisie. Les diffe´rentes couches sont explicite´es dans la suite de cette
section.
3.1.2.1 Niveau physique et liaison
Pour les re´seaux MANET, la norme 802.11 est majoritairement utilise´e pour les
deux premie`res couches. Une version spe´cifique a meˆme e´te´ de´veloppe´e pour les VA-
NETs : le 802.11p (Wireless Access in Vehicular Environments). Ne´anmoins, ce stan-
dard n’est pas adapte´ pour les AANETs. La vitesse des ae´ronefs (environ 800 km/h)
ainsi que la porte´e ne´cessaire pour assurer une joignabilite´ suffisante (plusieurs centaines
de km) ne sont pas compatibles avec les caracte´ristiques de la technologie 802.11. La
the`se [Bes12], dont l’objectif principal e´tait de de´montrer la faisabilite´ des AANETs
propose de s’orienter sur l’utilisation d’une me´thode d’acce´s base´e sur l’e´talement de
spectre (Code Division Multiple Access (CDMA)) permettant d’offrir des porte´es de
plusieurs centaines de kilome`tres.
L’objectif de cette the`se n’est pas de travailler sur une couche physique ou liaison
adapte´e aux AANETs. C’est pourquoi nous avons choisi de simplifier la mode´lisation de
ces couches avec l’utilisation du module IdealWireless offert par la librairie inet. Dans
ce mode`le, les interfe´rences ne sont pas prises en compte. Un de´bit et une porte´e sont
configure´s et lors de l’envoi d’une trame, tous les nœuds a` porte´e la rec¸oivent. Ne´an-
moins, les valeurs que nous avons passe´es en parame`tre de ce mode`le sont cohe´rentes
42
avec les travaux mene´s dans la the`se [Bes12]. Ce choix permet de se concentrer sur la
proble´matique du routage base´ sur le contenu a` l’aide d’un syste`me P/S. Par contre, il
est important de souligner que tous les re´sultats pre´sente´s dans ce me´moire sont cer-
tainement meilleurs que ceux qu’on pourrait obtenir sur une architecture re´elle. Il sera
ne´cessaire de pre´voir dans les futurs travaux l’utilisation d’un mode`le plus complexe et
par conse´quent plus proche de la re´alite´.
Enfin, il est important de noter que les conditions sont similaires pour toutes les
solutions e´tudie´es lors de cette the`se et que par conse´quent les comparaisons effectue´es
sont valides.
3.1.2.2 Niveau re´seau
Au niveau de la couche re´seau, le protocole IP a e´te´ retenu. Pour la version, n’ayant
pas de contrainte particulie`re d’adressage pour notre mode`le, nous avons utilise´ IPv4,
sachant que l’imple´mentation re´alise´e permet e´galement une utilisation d’IPv6. L’avan-
tage d’utiliser IP est de pouvoir potentiellement s’appuyer sur des protocoles existants
permettant de faire du routage unicast et multicast et adapte´s aux MANET.
3.1.2.3 Niveau transport
Selon les besoins deux protocoles de transport s’appuyant sur IP existent :
1. User Datagram Protocol (UDP) qui offre un service basique, c’est a` dire sans
aucun controˆle et sans garantie d’acheminement du message.
2. Transmission Control Protocol (TCP) qui offre un service connecte´ plus e´volue´.
Il garantie la transmission ordonne´e des messages et fait notamment du controˆle
de flux.
Pour notre proble´matique, le choix s’est naturellement oriente´ vers UDP. En effet,
les caracte´ristiques d’un AANET (comme la partition fre´quente du re´seau) rendent
difficiles l’utilisation d’un service connecte´ tel que TCP.
3.1.2.4 Syste`me P/S
Il s’agit du cœur de l’architecture puisque cette couche sera responsable de re´cupe´rer
les abonnements/e´ve´nements et de distribuer les e´ve´nements aux nœuds inte´resse´s par
leurs contenus. Ce syste`me s’appuie sur une couche transport (UDP) afin de profiter
de tous les services offerts par les couches infe´rieures. Comme de´tailler dans le chapitre
pre´ce´dent, les syste`mes P/S mode´lise´s dans cette the`se doivent eˆtre capable de prendre
en compte le contexte des nœuds, que nous avons simplifie´ par des positions ou des
re´gions ge´ographiques. Dans l’architecture de´finie sous Omnet++, ce contexte est rat-
tache´ aux e´ve´nements ou aux abonnements par les applications utilisatrices du service,
43
charge ensuite au syste`me de l’utiliser pour ame´liorer la diffusion des e´ve´nements vers
les nœuds inte´resse´s.
3.1.2.5 Applications
Les applications utilisatrices du syste`me P/S (au travers de l’API standard pre´sente´e
dans le chapitre pre´ce´dent) ont e´te´ imple´mente´es comme un module Omnet++. Ces
applications sont de´taille´es dans le paragraphe 3.2.2.
3.2 Mode´lisation du contexte AANET
Cette section introduit la mode´lisation du contexte AANET qui a e´te´ imple´mente´e
dans Omnet++. Elle est compose´e de deux parties.
1. la premie`re partie de´taille le module de mobilite´ qui a e´te´ de´veloppe´e pour repro-
duire le de´placement des ae´ronefs dans un AANET ;
2. la seconde partie pre´sente les applications utilisant le service P/S qui ont e´te´
mode´lise´es.
3.2.1 Le module de mobilite´
Bien que tous les tests aient e´te´ faits sur la base de simulation, la recherche d’une
solution reproduisant le mouvement des avions de manie`re re´aliste a e´te´ un des objectifs
durant cette the`se. Pour l’atteindre, nous avons choisi de faire du rejeu de trajectoires
re´elles.
Ce module de mobilite´ est donc base´ sur des reports de positions re´els faits par les
avions commerciaux aux controˆleurs ae´riens. Dans le cadre de cette the`se, nous nous
sommes uniquement concentre´s sur le trafic transatlantique nord. Plusieurs raisons ont
motive´ ce choix.
— cette re´gion du monde a la particularite´ d’avoir une densite´ d’ae´ronefs fortes, due
aux nombreux vols entre l’Europe et l’Ame´rique du Nord, alors que les moyens
de communications disponibles avec des infrastructures au sol ou entre ae´ronefs
ne sont pas nombreux puisque toutes les solutions ne´cessitant des stations sols
(comme la VDL mode 2) ne sont pas utilisables. Cette caracte´ristique rend l’im-
ple´mentation d’un AANET dans cette re´gion tre`s inte´ressante ;
— au dessus de cette zone, la trajectoire des avions est contrainte par la de´fini-
tion de routes, les North Atlantic Tracks (NATs). Cette particularite´ renforce
l’analogie faite avec les VANET dans le chapitre d’introduction. La validation
dans ce contexte de syste`mes P/S issus du monde des VANET semble donc tre`s
pertinente.
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Figure 3.2 – Exemple de NAT
Apre`s une pre´sentation de´taille´e du concept de NAT et du service Demand Data Re-
pository (DDR) qui permet de re´cupe´rer les donne´es de trafic, cette section pre´cise
comment a e´te´ imple´mente´ et valide´ le module de mobilite´ qui sera utilise´ pour toutes
les simulations.
3.2.1.1 Les NAT
Au dessus, des zones oce´aniques, les controˆleurs ne disposent pas de donne´es ra-
dar pour assurer la se´paration des ae´ronefs. Pour ne´anmoins maintenir une se´paration
minimum ne´cessaire a` la se´curite´ des vols, un concept de ”route” a e´te´ introduit au
dessus des oce´ans. Les NAT sont les routes ae´riennes emprunte´es par les avions civils
au-dessus de l’oce´an Atlantique entre l’Europe et l’Ame´rique du Nord. Elles sont de´-
finies par un ensemble de points de passage, comme illustre´ dans la figure 3.2. Afin
d’optimiser le temps de parcours entre les deux continents, elles sont modifie´es tous les
jours en fonction des conditions me´te´o et notamment de vent. La se´curite´ des vols est
garantie par un espacement minimum entre les ae´ronefs.
— deux avions volant au meˆme niveau sur des routes diffe´rentes doivent eˆtre se´pare´s
de 60 nautiques ;
— deux avions e´voluant sur la meˆme route au meˆme niveau de vol doivent eˆtre
se´pare´s de dix minutes ;
— la se´paration verticale est de 1000 pieds.
Pour garantir cet espacement sans couverture radar, les avions doivent reporter
pe´riodiquement leur position et leur vitesse aux controˆleurs ae´riens. Ces reports doivent
se faire a` des moments pre´cis :
— lors du passage d’un des points du track ;
— lors d’une demande de changement de niveau de vol ;
— lorsque 45 minutes se sont e´coule´es depuis la dernie`re transmission ;
— en sortant de l’espace oce´anique.
Ce sont ces reports de positions qui sont utilise´s dans les donne´es DDR, introduites
dans la section suivante.
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3.2.1.2 Les donne´es DDR
Le service DDR 2 d’Eurocontrol fournit diffe´rents types de donne´es a` ses utilisateurs.
On peut y trouver des donne´es re´elles de trafic passe´ ainsi que des donne´es ge´ne´re´es a`
partir de pre´visions de trafic. Ces donne´es sont base´es sur les donne´es de plans de vol
de la Central Flow Management Unit (CFMU) 3 et sont mises a` jour par des donne´es
radar en zone continentale et par des reports de position des avions en zone oce´anique.
Ce sont ces donne´es qui nous ont servi de base pour la construction du module de
mobilite´ de´taille´ dans le prochain paragraphe.
3.2.1.3 Imple´mentation du module de mobilite´
Le de´veloppement du module de mobilite´ s’est constitue´ de deux e´tapes.
1. la premie`re a consiste´ a` filtrer et enrichir les donne´es extraites du service DDR et
a` les exporter dans un format compatible avec Omnet++. Le filtrage a permis de
ne se´lectionner que le trafic transatlantique nord. Pour cela, nous avons garder
uniquement le trafic compris dans le rectangle de´limite´ par les latitudes [23,5° -
70°] et les longitudes [-90° - 10°]. Nous avons ensuite interpole´ les trajectoires des
avions entre les diffe´rents reports de position par des arcs de grands cercles. Pour
l’exportation, le format XML a e´te´ retenue pour sa facilite´ d’utilisation et son
inte´gration dans Omnet++. La figure 3.3 donne un exemple de format de fichier
obtenu en sortie. Pour chaque avion, deux parties sont ge´ne´re´es. La premie`re
(encadre´e par la balise mobility) contient les reports de position a` une minute
d’intervalle et est utilise´e pour le mode`le de mobilite´. La seconde partie (encadre´e
par la balise plan) peut eˆtre vue comme le plan de vol de l’avion et est utilise´e
par l’application me´te´o de´veloppe´e au dessus du service P/S (voir 3.2.2.3 pour
plus de de´tail) ;
2. une fois ce fichier XML disponible, un module Omnet++ a e´te´ de´veloppe´ pour
faire apparaˆıtre, de´placer et de´truire des nœuds du re´seau sur la base des traces
disponibles dans ce fichier.
3.2.1.4 Validation
Un fois imple´mente´, la validation de ce mode`le de mobilite´ s’est faite en deux e´tapes :
1. ve´rifier la bonne compre´hension des fichiers XML par le module Omnet++ en
utilisant des fichiers de re´fe´rences ;
2. ve´rifier la ge´ne´ration des fichiers XML issus du trafic re´el en exportant sur une
carte la position des avions a` un instant fixe de la simulation.
2. http ://www.eurocontrol.int/services/ddr
3. http ://www.cfmu.eurocontrol.int
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<aircraft-mobility>
<aircraft id="XX">
<mobility>
<position time="TT" latitude="LL"
longitude="LL" altitude="AA"/>
....
</mobility>
<plan>
<position time="TT" latitude="LL"
longitude="LL" altitude="AA"/>
....
</plan>
</aicraft>
....
</aircraft-mobility>
Figure 3.3 – Exemple de fichier XML ge´ne´re´ pour le mode`le de mobilite´
Pour la premie`re phase de validation, plusieurs types de fichier XML ont e´te´ ge´-
ne´re´s. La figure 3.4 montre un exemple avec un placement en grille des nœuds et un
de´placement horizontal. Nous pouvons observer que le module de mobilite´ de´veloppe´
pour Omnet++ retranscrit correctement ce fichier.
Pour la deuxie`me e´tape, plusieurs journe´es de trafic ont e´te´ teste´es. La figure 3.5
montre le re´sultat au milieu d’une simulation pour le trafic ae´rien du 29 novembre 2014.
Afin de faciliter la visualisation des positions des avions, une exportation au format
KML a e´te´ re´alise´e. Nous observons que la position des avions est cohe´rente avec les
donne´es qui ont e´te´ extraites du service DDR, c’est a` dire dans ce cas tous le trafic
entre l’Europe et l’Ame´rique du nord.
3.2.2 Les applications utilisant le syste`me P/S
L’autre brique essentielle dans la reproduction du contexte AANET est la mode´-
lisation des applications qui utiliseront le syste`me P/S. En effet, elles ge´ne´reront les
abonnements et les e´ve´nements qui seront traite´s par l’architecture P/S. Ce paragraphe
pre´sente les deux applications qui ont e´te´ mode´lise´es et le de´tail de leur imple´mentation
sous Omnet++. Afin de comprendre ce choix, la premie`re partie de cette section pre´-
sente un panel de tous les types d’application pouvant profiter d’un service P/S dans
un contexte AANET, avec une classification suivant plusieurs crite`res.
3.2.2.1 Les applications
Dans le cadre de cette the`se, ce paragraphe pre´sente tous les besoins de communi-
cations dans un contexte ae´ronautique, actuels ou futurs qui ont e´te´ re´pertorie´s comme
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Figure 3.4 – Utilisation du module de mobilite´ pour le placement des nœuds sur une grille
Figure 3.5 – Utilisation du module de mobilite´ pour la journe´e du 29 novembre 2014
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pouvant gagner en efficacite´ graˆce a` l’utilisation d’un service de P/S au dessus d’un
AANET.
Annonce de phe´nome`ne me´te´o dangereux La premie`re application est l’exemple
utilise´ depuis le de´but de ce me´moire, l’annonce d’un phe´nome`ne me´te´o dangereux. Le
plus connu est l’orage, puisque les vents violents, les e´clairs voire la greˆle sont des
phe´nome`nes qui peuvent potentiellement de´te´riorer un avions et par conse´quent avoir
un impact sur la se´curite´ du vol. D’autres phe´nome`nes, plus rares mais tout aussi
dangereux comme l’apparition d’un nuage de cendre au dessus d’un volcan, pourront
e´galement eˆtre annonce´s avec cette application. Dans tous les cas, l’e´metteur du mes-
sage est un avion de´tectant le phe´nome`ne me´te´o (graˆce a` son radar). Les destinataires
du message sont les ae´ronefs dont la trajectoire e´tait initialement proche de la zone
ge´ographique du phe´nome`ne et qui par conse´quent doivent modifier leur parcours afin
de l’e´viter.
Wind networking En plus de la connaissance des phe´nome`nes dangereux, d’autres
informations me´te´o sont utiles pour les avions durant leur vol. C’est la cas notamment
du vent qui a une influence sur la vitesse de l’avion et donc sur son temps de parcours.
Or, dans le cadre des grands programmes de recherche SESAR, NextGen et CARATS
dont l’objectif est d’ame´liorer l’efficacite´ et la se´curite´ du trafic ae´rien dans le monde,
un nouveau concept a e´merge´ : la trajectoire 4D (ajout de la dimension temps aux 3
dimensions d’espace). L’ide´e directrice est de pouvoir dans un avenir proche s’appuyer
sur ces trajectoires 4D pour assurer le controˆle ae´rien. Pour un avion donne´, cette
trajectoire serait alors ne´gocie´e entre le controˆleur ae´rien et le pilote. Elle deviendrait
contraignante afin de garantir la se´paration avec les autres ae´ronefs. Actuellement les
donne´es me´te´o utilise´es par un avion en vol pour calculer les temps d’arrive´e a` des
points de passage, et par conse´quent la trajectoire 4D sont issues de pre´visions fournies
par les services me´te´o avant le de´part. Sur des vols longs courriers, ces donne´es peuvent
donc dater de plus de 12h, ce qui a pour conse´quence des diffe´rences notables entre
les vents re´els rencontre´s et les pre´visions. Le re´sultat est l’apparition d’erreurs dans le
calcul de la trajectoire 4D. Afin de re´soudre ce proble`me, des e´tudes sont actuellement
mene´es sur le concept de ”Wind Networking” [LRD15]. Le principe, illustre´ par la figure
3.6, utilise le fait que les avions sont capables de mesurer les donne´es me´te´o environ-
nantes comme le vent. Partant de cette hypothe`se, chaque avion annonce le vent qu’il
mesure, ce qui permet a` chacun de se cre´er une carte des vents ”re´els” et ainsi de mettre
a` jour les donne´es utilise´es pour le calcul de sa trajectoire 4D.
Pour mettre en œuvre ce concept prometteur, l’utilisation d’un service P/S au des-
sus d’un AANET semble approprie´e. En effet, chaque avion envoie a` intervalle re´gulier
un e´ve´nement avec comme contexte sa position ge´ographique et comme contenu la
valeur de vent mesure´e. De l’autre cote´, les avions s’abonnent aux contenus sur leur
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Figure 3.6 – Illustration du concept de ”Wind Networking” dans un cas simple
trajectoire a` court terme, le syste`me P/S faisant alors le lien entre les e´ve´nements et
les avions inte´resse´s, leur permettant ainsi de construire leur carte des vents.
Ame´lioration de l’inte´grite´ des signaux GPS pour la navigation Pour la
mise en œuvre des trajectoires 4D, une autre proble´matique doit eˆtre prise en compte :
la connaissance pour chaque avion de sa position ge´ographique. En effet, pour garantir
le suivi de la trajectoire 4D ne´gocie´e avec le sol, un avion doit connaˆıtre en permanence
et pre´cise´ment sa position. Pour garantir cette exigence, le concept de Performance Ba-
sed Navigation (PBN) a e´te´ introduit, de´finissant les exigences de performance requise
en termes de navigation (Required Navigation Performance (RNP)) suivant les phases
de vol. Ces exigences se traduisent par deux contraintes.
— un niveau de pre´cision requis 95% du temps. Pour atteindre cette exigence,
un avion s’appuie sur du positionnement par satellite (Global navigation satel-
lite system) ame´liore´ par l’utilisation d’un syste`me tiers. Ce syste`me peut eˆtre
par exemple un satellite ge´ostationnaire (Satellite-based augmentation system
(SBAS)) ou des stations sols (Ground-based augmentation system (GBAS)) ;
— une surveillance en continu de la pre´cision avec une alerte lorsque la pre´cision est
deux fois supe´rieure a` celle requise 95% du temps. La technique la plus utilise´e
pour rendre ce service est Receiver Autonomous Integrity Monitoring (RAIM).
Elle ne´cessite notamment la re´ception d’au moins 5 signaux satellites diffe´rents.
Dans le but d’ame´liorer cette surveillance d’inte´grite´, des travaux ont e´te´ mene´s pour
faire du ”RAIM collaboratif”, comme propose´ dans l’article [LZ13]. Dans cette approche,
les avions s’e´changent les signaux rec¸us afin d’augmenter le nombre de satellites utili-
sables pour l’algorithme RAIM.
Nous pouvons alors comprendre facilement l’inte´reˆt d’utiliser un syste`me P/S au
dessus d’un AANET pour mettre en œuvre ce ”RAIM collaboratif”. Dans ce sce´na-
rio, chaque avion ge´ne`re pe´riodiquement un e´ve´nement contenant le signal rec¸u et le
transmet au syste`me P/S en le liant a` sa position ge´ographique. De plus, chaque avion
s’abonnera aux e´ve´nements ge´ne´re´s autour de lui. Il pourra alors utiliser le contenu des
messages rec¸us pour alimenter l’algorithme RAIM.
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Communication d’une compagnie ae´rienne vers sa flotte Les applications
pre´ce´dentes pre´sentent un inte´reˆt pour ame´liorer la se´curite´ des vols et l’efficacite´ du
controˆle ae´rien. Un autre acteur pourrait e´galement profiter de ce type de service.
Il s’agit des compagnies ae´rienne. En effet, le centre des ope´rations d’une compagnie
e´changent re´gulie`rement des informations avec les avions de sa flotte en vol. Aujour-
d’hui, ces communications se font en point a` point au dessus du re´seau ACARS mais
sont limite´es, duˆ notamment au faible performance offerte par ce re´seau. Avec l’exis-
tence d’un AANET, un centre d’ope´ration pourrait e´changer plus d’informations avec
ses avions. La mise en œuvre d’un syste`me P/S leur permettrait en plus d’eˆtre plus
efficace pour cibler l’envoi d’un message vers un groupe d’avions, comme par exemple :
— tous les avions de la compagnie ;
— tous les avions de type A320 ;
— tous les avions se dirigeant vers un ae´roport donne´.
3.2.2.2 Classification
A la lecture des exemples d’applications qui profiteraient d’un service P/S au dessus
d’un AANET, nous remarquons qu’il y a des similitudes entre certaines. Afin de mettre
en lumie`re ces points communs et ne mode´liser que les applications caracte´ristiques du
point de vue du syste`me P/S, nous avons classifie´ les applications pre´sente´es dans le
paragraphe pre´ce´dent en utilisant les crite`res suivant :
— le nombre d’abonne´s inte´resse´s par un e´ve´nement donne´ (en moyenne) ;
— la re´partition ge´ographique des abonne´s ;
— la taille et la fre´quence des e´ve´nements.
Le tableau 3.1 de´taille le re´sultat obtenu.
Nombre Re´partition Taille Fre´quence
d’abonne´s des abonne´s des e´ve´nements des e´ve´nements
Annonce de Faible concentre´ Grande Faible
phe´nome`nes me´te´o autour de l’e´ve´nement
Communication compagnie Important disperse´ dans Grande Assez importante
ae´rienne tout le re´seau
Mise a` jour des Faible Concentre´ Petite Importante
cartes des vents autour de l’e´ve´nement
RAIM collaboratif Faible Concentre´ Moyenne Importante
autour de l’e´ve´nement
Tableau 3.1 – Classification des applications pouvant s’appuyer sur un service P/S
Nous constatons que deux grandes familles d’application ressortent de ce tableau. La
premie`re cate´gorie regroupe les applications dont les abonne´s sont situe´s dans une zone
ge´ographique restreinte et souvent proche de l’e´diteur de l’e´ve´nement. Au contraire,
l’autre cate´gorie regroupe celles dont les abonne´s sont disperse´s dans tous le re´seau.
Par conse´quent, afin d’analyser le comportement des syste`mes P/S e´tudie´s pour les
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diffe´rents type d’applications, nous avons choisi de mode´liser une application de chaque
cate´gorie.
1. l’annonce d’un phe´nome`ne me´te´o ;
2. la diffusion d’information d’une compagnie ae´rienne vers sa flotte d’avions ;
Les de´tails sur l’imple´mentation re´alise´e dans Omnet++ sont donne´s dans la section
suivante.
3.2.2.3 L’imple´mentation des applications
Annonce d’un e´ve´nement me´te´o Pour mode´liser cette application sous Om-
net++, plusieurs choix techniques ont duˆ eˆtre pris, les plus importants e´tant :
— la localisation des phe´nome`nes me´te´o et leur nombre simultane´ ;
— la mode´lisation de l’e´ve´nement annonc¸ant le phe´nome`ne ;
— la gestion des abonnements pour chaque nœud du re´seau.
Pour la localisation, nous conside´rons que le phe´nome`ne est proche d’un avion qui
sera alors charge´ d’e´mettre l’e´ve´nement vers les avions inte´resse´s. De plus, la zone oce´a-
nique e´tant large, il est ne´cessaire de permettre l’apparition de plusieurs e´ve´nements de
manie`re simultane´e sur le re´seau. Afin de respecter cette contrainte, nous avons choisi
de nous appuyer sur un module central, ayant une connaissance de tous les nœuds du
re´seau. La proce´dure permettant la ge´ne´ration des phe´nome`nes me´te´o est de´taille´e dans
l’algorithme 3.1. Une fois ge´ne´re´, ce phe´nome`ne me´te´o doit eˆtre annonce´ par l’avion
Algorithm 3.1 Ge´ne´ration des phe´nome`nes me´te´o
1: NBevt : Nombre d’e´ve´nement simultane´s
2: Listeavion : Liste des avions en vol
3: for i in 1...NBevt do
4: AvionRetenue = random(Listeavion)
5: Coordevt = Coord(AvionRetenue) + ~δ
6: SendEvt(AvionRetenue, Coordevt)
7: Listeavion.delete(AvionRetenue)
8: end for
le plus proche au travers d’un e´ve´nement. La caracte´ristique principale de ce message
est le contexte (c’est a` dire la zone ge´ographique) qui lui est rattache´. Dans notre
imple´mentation, nous avons fait le choix de de´finir un cylindre dont
— la droite ge´ne´ratrice est la droite contenant la position ge´ne´re´e dans l’algorithme
3.1 et sa projection au sol ;
— le rayon est un parame`tre de la simulation ;
— la hauteur est fixe´ a` 20km en partant du sol, sachant l’altitude de croisie`re d’un
avion commercial est d’environ 10km.
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Le dernier point a` imple´menter est la gestion des abonnements pour chaque avion.
Ope´rationnellement, un avion est inte´resse´ par un e´ve´nement si sa trajectoire passe
pre`s du phe´nome`ne me´te´o annonce´ dans ce message, dans un temps infe´rieur a` la dure´e
de vie du phe´nome`ne. Pour traduire ce concept au niveau de la mode´lisation sous
Omnet++, la ge´ne´ration des abonnements est re´alise´e de la manie`re suivante :
— chaque nœud connaˆıt sa trajectoire au travers du mode`le de mobilite´ de´crit pre´-
ce´demment dans 3.2.1.3 (il s’agit de la partie encadre´e par la balise < plan >,
qui correspond au ”plan de vol” de l’avion) ;
— chaque tronc¸on de ce plan de vol donne lieu a` la ge´ne´ration d’un abonnement.
La zone ge´ographique rattache´e a` cet e´ve´nement est le tronc¸on de la trajectoire
conside´re´e ;
— ces abonnements sont ge´ne´re´s et envoye´s en avance de phase (configurable dans
le mode`le) ;
— un abonnement et un e´ve´nement correspondent si le segment attache´ a` l’abonne-
ment traverse le cylindre de´finissant la zone ge´ographique de l’e´ve´nement.
Messages d’une compagnie ae´rienne a` sa flotte d’ae´ronefs Pour la mo-
de´lisation de cette application, nous nous appuyons encore une fois sur les donne´es
extraites du service DDR. Ici, ce sont les identifiants des avions qui sont utilise´s. En
effet, les deux premie`res lettres correspondent a` la compagnie ae´rienne (AF signifiant
Air France par exemple). Ainsi, chaque avion ge´ne`re un abonnement sur la base de
cette identifiant. Deux options ont e´te´ rajoute´es dans le mode`le.
— la dure´e de l’abonnement, cela permet de renouveller pe´riodiquement son abon-
nement au syste`me P/S, ce qui peut eˆtre utile dans le cas d’un partitionnement
temporaire du re´seau par exemple ;
— la probabilite´ d’abonnement, cela permet de mode´liser la cas d’e´ve´nement ne
visant qu’une partie de la flotte de la compagnie ;
Pour la ge´ne´ration et l’envoie des e´ve´nements, l’AANET mode´lise´ dans cette the`se ne
dispose pas de station sol. Par conse´quent, il est difficile de mode´liser un centre des
ope´rations d’une compagnie ae´rienne. Nous avons donc choisi que ce serait les avions qui
ge´ne´reraient des e´ve´nements re´gulie`rement avec une probabilite´ donne´e en parame`tre
du mode`le. De meˆme, la dure´e de validite´ des e´ve´nements est un parame`tre du mode`le.
Une diffe´rence importante par rapport a` l’application de´crite dans la section pre´ce´dente
est la zone ge´ographique couverte. Ici, nous souhaitons envoyer un message a` tous les
avions de notre compagnie, ce qui implique que la zone couverte par l’e´ve´nement soit
la globalite´ du re´seau.
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3.3 Mode´lisation des syste`mes P/S
Apre`s la mode´lisation du contexte AANET, cette section pre´sente les syste`mes P/S
imagine´s pour les MANET et VANETs qui ont e´te´ e´value´s. Sur la base de l’e´tat de
l’art pre´sente´ dans le chapitre pre´ce´dent, trois solutions ont e´te´ mode´lise´es.
1. une heuristique simple, de´crite au paragraphe 2.3.2.1, qui consiste envoyer les
e´ve´nements a` tous les nœuds du re´seau. Cette solution servira de re´fe´rence dans
l’analyse des re´sultats puisque, de manie`re intuitive, nous savons qu’elle offrira de
bonne performance en termes d’acheminement des e´ve´nements vers les abonne´s
avec en contrepartie une utilisation non optimale de la bande passante du re´seau ;
2. une solution s’appuyant sur l’utilisation de routage ge´ographique comme de´crit
au paragraphe 2.4.2.2 ;
3. une solution s’appuyant sur le concept de routage de proximite´ comme de´crit au
paragraphe 2.4.2.2 ;
La seule cate´gorie de solution qui n’a pas e´te´ teste´e est celle contenant les solutions
s’appuyant sur une surcouche, pre´sente´es au paragraphe 2.4.2.2. Ce choix est justifie´ par
le fait que peu de solutions sont propose´es et que la plus avance´e, [CMM09], s’appuie
sur un algorithme complexe a` e´tat de lien impliquant un trafic de service tre`s important
sur le re´seau pour que chaque nœud puisse maintenir l’e´tat de la topologie. Pour les
solutions 2 et 3, les de´tails sur la mode´lisation sous Omnet++ sont donne´s dans la
suite de ce paragraphe.
3.3.1 Solution base´e sur le routage ge´ographique
Cette solution reprend le principe ge´ne´ral de´crit dans le paragraphe 2.4.2.2, a` savoir :
— les abonnements et les e´ve´nements sont diffuse´s dans la zone ge´ographique qui
leur est rattache´e ;
— un nœud recevant un e´ve´nement et l’abonnement correspondant sert d’interme´-
diaire et transmet l’e´ve´nement au nœud a` l’origine de l’abonnement.
Pour mode´liser ce principe, certains choix ont du eˆtre faits. Les plus importants concernent
le routage ge´ographique choisi et la solution retenue pour transmettre l’e´ve´nement aux
abonne´s inte´resse´s. Ils sont de´taille´s ci-dessous.
Choix du routage ge´ographique Pour ce choix, nous avons repris celui utilise´
par la solution de´crite dans [FR07], a` savoir Location Based Multicast (LBM) pre´sente´
dans l’article [KV99]. Ce protocole se base sur deux concepts importants.
— le premier est appele´ re´gion cible (”Multicast region” dans l’article). Il s’agit de la
zone ge´ographique vise´e. Tous les nœuds localise´s dans cette zone devront recevoir
le message ;
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— lie´e a` cette re´gion cible, LBM introduit e´galement la notion de ”zone d’achemine-
ment” (”Forwarding Zone” dans l’article). Elle est utilise´e par les nœuds sources
et interme´diaires pour faire suivre le message de proche en proche jusqu’a` la zone
ge´ographique vise´e. Cette zone d’acheminement est donc toujours plus large que
la re´gion cible.
La figure 3.7 illustre ces concepts. Lorsqu’un nœud veut envoyer un message lie´ a` une
zone ge´ographique, il de´finit une ”zone d’acheminement”puis envoie son message a` tous
ces voisins. Deux cas de figure se pre´sentent :
1. les nœuds non localise´s dans la ”zone d’acheminement” jettent le message ;
2. les nœuds localise´s dans la ”zone d’acheminement” font suivre le message a` tous
leurs voisins.
Comme pour les protocoles de routage multicast plus classiques, un me´canisme permet
d’e´viter les boucles en de´tectant les messages de´ja` rec¸us.
Figure 3.7 – LBM : concept de zone ge´ographique vise´e et zone d’acheminement
La difficulte´ de LBM re´side alors dans la de´finition de la ”zone d’acheminement”.
Il faut trouver une taille et une forme offrant un compromis pour permettre l’achemi-
nement du message tout en e´vitant d’envoyer le message a` trop de nœuds inutilement.
Dans l’article [KV99], deux propositions sont faites pour la construction de cette zone.
— la premie`re ide´e est de la de´finir comme le plus petit rectangle (en partant de
l’hypothe`se d’un espace en 2D) contenant la source du message et la zone ge´o-
graphique vise´e ;
— la seconde proposition ne de´finit plus une forme ge´ographique statique comme
zone d’acheminement. Avant d’envoyer le message a` ses voisins, la source ajoute
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deux informations au message envoye´ : sa position et la position du centre de
la zone ge´ographique vise´e. Si DISTS repre´sente la distance entre la source et
le centre de la zone ge´ographique vise´e et DISTI la distance entre un voisin
recevant ce message et cette meˆme zone alors ce voisin fait suivre le message si
et seulement si :
DISTS + δ ≥ DISTI
δ est un parame`tre du protocole. De plus, ce voisin remplace la position de la
source par la sienne dans le message avant de le faire suivre. Ce principe est re´pe´te´
jusqu’a` atteindre la zone ge´ographique cible´e.
L’imple´mentation re´alise´e sous Omnet++ dans le cadre de cette the`se utilise la
deuxie`me strate´gie qui s’applique naturellement a` un espace a` 3 dimensions. De plus,
nous avons imple´mente´ une autre strate´gie. Il s’agit de de´finir la zone d’acheminement
comme un coˆne dont le sommet est la source du message et l’axe est la droite contenant
le sommet et le centre de la zone ge´ographique cible, comme illustre´ par la figure 3.8.
L’angle d’ouverture du coˆne est un parame`tre du protocole permettant de jouer sur la
taille de la zone d’acheminement.
Figure 3.8 – LBM : utilisation d’un coˆne comme zone d’acheminement
Envoi de l’e´ve´nement a` l’abonne´ Lorsqu’un nœud sert de point de rendez
vous, il doit faire suivre l’e´ve´nement au nœud inte´resse´, sachant que celui-ci n’est pas
obligatoirement proche. Pour cela, nous avons choisi de nous appuyer sur un protocole
de routage IP unicast puisque de nombreuses solutions adapte´es au MANET existent.
Nous avons choisi de retenir un protocole de type re´actif. Ce choix est motive´ par
l’utilisation qui est faite de ce protocole. Il s’agit en effet d’une utilisation tre`s cible´e
puisque limite´e aux communications entre un nœud servant ponctuellement de point
de rendez-vous et les nœuds inte´resse´s par l’e´ve´nement.
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Parmi les protocoles existants, nous utilisons Ad hoc On-Demand Distance Vector
Routing (AODV) [PBRD03]. C’est un protocole de re´fe´rence pour les MANETs dans le
sens ou` il a e´te´ beaucoup e´tudie´ par la communaute´ scientifique et a fait l’objet d’une
Request For Comments (RFC). Lors de cette the`se, nous avons utilise´ l’imple´mentation
propose´e dans la librairie inet de´ja` utilise´e pour la mode´lisation des nœuds.
3.3.2 Solution base´e sur le routage de proximite´
Cette solution reprend le principe ge´ne´ral de´crit dans le paragraphe 2.4.2.2, a` savoir :
— les abonnements et les e´ve´nements sont transmis a` tous les nœuds a` proximite´ de
l’e´metteur du message ;
— un nœud recevant un e´ve´nement et l’abonnement correspondant sert d’interme´-
diaire et transmet l’e´ve´nement au nœud a` l’origine de l’abonnement.
Le pe´rime`tre de diffusion est un parame`tre du syste`me P/S. Comme pour la solution
pre´ce´dente, AODV a e´te´ choisi comme protocole de routage ad-hoc pour qu’un nœud
servant de point de rendez vous puisse transmettre l’e´ve´nement aux abonne´s inte´resse´s.
3.4 Etude de performance dans un contexte AA-
NET
La mode´lisation du contexte AANET et des syste`mes P/S e´tudie´s ayant e´te´ pre´sen-
te´s dans les paragraphes pre´ce´dents, nous nous concentrons maintenant sur l’e´valuation
de performance de ces syste`mes. Avant cette e´valuation proprement dite, cette section
pre´sente tout d’abord des informations utiles a` la compre´hension de ces re´sultats, a`
savoir le parame´trage du contexte AANET utilise´ pour toutes les simulations et les
indicateurs utilise´s pour e´valuer les syste`mes P/S.
3.4.1 Les parame`tres constants
Le tableau 3.2 pre´sente les constantes pour toutes les simulations pre´sente´es dans
ce chapitre.
Afin d’e´valuer les solutions dans diffe´rentes situations, plusieurs journe´es de trafic
ont e´te´ utilise´es en entre´e des simulations. Les re´sultats trouve´s sont tre`s similaires
entre ces diffe´rentes journe´es. Ce comportement s’explique par le profil du trafic ae´rien
au dessus de l’oce´an atlantique nord. Ce trafic est compose´ majoritairement de vol
re´gulier utilisant les NATs de´crites pre´ce´demment, et par conse´quent deux journe´es
proches au niveau calendaire sont tre`s semblables en termes de nombre d’avion et de
trajectoire. Par contre, il peut y avoir des diffe´rences entre certaines pe´riodes de l’anne´e.
Par exemple, en moyenne, il y a bien plus de trafic durant l’e´te´. C’est pourquoi, pour
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Dure´e de la simulation 24h
Jours simule´s 25/12/2012 et 28/06/2013
Options de la couche physique
Porte´e 350 km
De´bit de la couche physique 1 Mb/s
Options lie´es a` l’application me´te´o
Dure´e d’un e´ve´nement uniform(1800s, 3600s)
Dure´e des abonnements 1h
Diame`tre de la zone couverte par un e´ve´nement 250km
Taille d’un message d’abonnement 2048 Octets
Taille d’un message de type e´ve´nement 11192 Octets
Nombre d’e´ve´nements simultane´s 4
Options lie´es a` l’application compagnie ae´rienne
Dure´e d’un e´ve´nement uniform(300s, 600s)
Dure´e d’un abonnement 2h
Taille d’un message d’abonnement 2048 Octets
Taille d’un message de type e´ve´nement 11192 Octets
Tableau 3.2 – Parame`tres communs a` toutes les simulations
la suite de ce me´moire, les re´sultats pour deux journe´es de trafic seront pre´sente´s. Le
premie`re (25 de´cembre 2012) est une journe´e durant laquelle le trafic commercial est
faible compare´e a` la seconde (28 juin 2013) situe´e durant l’e´te´.
Au niveau de la couche physique, comme indique´ a` la section 3.1.2.1, nous avons
choisi de nous appuyer sur un mode`le simplifie´ mais en essayant de choisir des de´bits et
des porte´es cohe´rents avec les solutions techniques e´tudie´es actuellement pour offrir une
couche MAC performante sur un AANET. En nous appuyant sur les travaux pre´sente´s
notamment dans la the`se [Bes12], nous avons retenu une porte´e de 350 km permettant
d’offrir une bonne joignabilite´ des nœuds et un de´bit d’1 Mbits/s qui est l’ordre de
grandeur de de´bit atteignable avec cette technologie.
3.4.2 Les indicateurs
Pour e´tudier les performances d’un syste`me P/S, il est indispensable de disposer de
bons indicateurs. Afin d’identifier les plus pertinents, un e´tat de l’art sur les indicateurs
existants a e´te´ fait. Quatre sont commune´ment utilise´s, ils sont pre´sente´s ci-dessous.
— Charge totale sur le re´seau (Total Cost of Network) : cet indicateur est tre`s
utilise´ pour e´valuer ce type d’architecture (par exemple dans [CRW01] et [XZ10]).
Il s’agit du nombre total d’octets envoye´s (que ce soit de la signalisation ou des
donne´es utiles) pour notifier les abonne´s inte´resse´s par des e´ve´nements publie´s par
les e´diteurs. En valeur absolue, cet indicateur est tre`s difficilement exploitable. Par
contre, il est tre`s inte´ressant lorsqu’on l’utilise de manie`re relative pour comparer
des solutions entre elles. En effet, il permet de comparer la charge induite par un
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syste`me P/S sur le re´seau.
— Ratio d’e´ve´nements de´livre´s (Delivery Ratio) : Pour chaque e´ve´nement, cet
indicateur correspond au rapport entre le nombre d’abonne´s ayant rec¸u l’e´ve´ne-
ment et le nombre total d’abonne´s inte´resse´s par cet e´ve´nement. Il permet de
mesurer l’efficacite´ du syste`me P/S dans sa principale fonction : transmettre les
e´ve´nements uniquement vers les abonne´s inte´resse´s.
— Nombre de faux positif (False positive number) : il s’agit ici du nombre d’e´ve´-
nements rec¸us par des abonne´s qui n’e´taient pas inte´resse´s par le contenu.
— De´lai (Delay) : il s’agit du de´lai entre l’e´mission d’un e´ve´nement par un e´diteur
et sa re´ception par tous les abonne´s inte´resse´s par le contenu de ce message. Cet
indicateur est surtout inte´ressant dans une application de type temps re´el.
Pour cette the`se, seuls deux de ces indicateurs ont e´te´ utilise´s pour mesurer les
performances d’une architecture P/S : la charge totale induite sur le re´seau et le ratio
d’e´ve´nements de´livre´s. Vu que dans le contexte des AANETs, on s’inte´resse a` des
syste`mes P/S assurant la persistance des e´ve´nements dans le re´seau, le de´lai n’est pas
pertinent. Quant au nombre de faux positifs, cet indicateur est corre´le´ a` la charge
totale sur le re´seau, puisqu’un nombre important de faux positif va obligatoirement
augmenter la charge sur le re´seau.
3.4.3 Informations comple´mentaires sur le contexte AANET
Avant d’analyser le comportement des syste`mes P/S e´value´s dans ce chapitre, ce
paragraphe donne des informations comple´mentaires sur le contexte AANET mode´lise´
sous Omnet++. Ces donne´es seront utiles pour expliquer les re´sultats pre´sente´s dans la
suite de ce chapitre. La premie`re information inte´ressante concerne le nombre d’avion
en vol a` chaque instant de la journe´e. La figure 3.9 montre les valeurs obtenues pour
les deux journe´es e´tudie´es dans ce me´moire.
Ces graphiques nous confirment que le trafic est bien plus important lors de la
journe´e du 26 juin 2013 (plus du double d’avion tout au long de la journe´e) avec un
pic a` plus 400 avions. Par contre, les tendances sont identiques. Nous distinguons que
le trafic au dessus de l’oce´an Atlantique Nord est organise´ en deux flux principaux. Un
premier le matin qui correspond au de´part depuis l’Europe et le second dans la soire´e
qui correspond au de´part depuis l’Ame´rique du nord.
Une autre information utile est le profil de donne´es envoye´s par les applications.
Le tableau 3.3 donne le nombre d’abonnement et d’e´ve´nements ge´ne´re´s en moyenne
durant une simulation d’une dure´e de 24 heures.
Nous notons qu’il y a un rapport de 5 entre le nombre d’abonnements ge´ne´re´s
par les applications et le nombre d’e´ve´nements. Ce ratio a un impact direct sur les
performances des solutions e´tudie´es dans la suite de ce chapitre, notamment en terme de
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Figure 3.9 – Nombre d’avions en vol
Moyenne Ecart Type
Nombre d’e´ve´nements ge´ne´re´s 3369.8 42.6
Nombre d’abonnement ge´ne´re´ 16886.5 2.4
Tableau 3.3 – Nombre d’abonnements et d’e´ve´nements ge´ne´re´s durant une simulation
charge sur le re´seau puisque par exemple, certaines solutions diffusent les abonnements
alors que d’autre non.
3.4.4 Etude de l’heuristique simple
Les premiers re´sultats obtenus sont pre´sente´s dans le tableau 3.4. Chaque entre´e
du tableau contient l’intervalle de confiance a` 95%. C’est sous cette forme que sont
pre´sente´s tous les re´sultats mis sous la forme de tableau, dans ce chapitre et dans les
suivants.
Journe´e e´tudie´e 25/12/2012 28/06/2013
Ratio d’e´ve´nements transmis 61.20± 0.5% 76.7± 0.5%
Charge totale sur le re´seau (en Gbits) 2.7± 0.03 19.36± 0.29%
Tableau 3.4 – Re´sultats obtenus pour l’heuristique simple
Nous obtenons des ratios d’e´ve´nements de´livre´s d’environ 61% pour la journe´e du
25 de´cembre 2012 et de 76% pour la journe´e du 28 juin 2013. Par conse´quent, malgre´
l’envoi des e´ve´nements a` tous les nœuds du re´seau, nous n’obtenons pas un ratio de
100%. Deux raisons peuvent expliquer ce re´sultat.
1. comme pre´sente´ dans le chapitre d’introduction, une des caracte´ristiques princi-
pales des AANETs est sa topologie dynamique qui induit un partitionnement du
re´seau. Ces fractionnements du re´seau font que lors de l’envoi d’un e´ve´nement
tous les nœuds ne le rec¸oivent pas force´ment, meˆme s’ils sont inte´resse´s. De plus,
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ce risque de partitionnement est plus important lorsque que la densite´ de nœuds
est faible. C’est pourquoi le ratio est meilleur pour la journe´e du 28 juin 2013
durant laquelle le nombre d’avion en vol est bien plus important que pour la
journe´e du 25 de´cembre 2012 ;
2. un autre phe´nome`ne peut e´galement faire baisser ce ratio. Il est lie´ au fait que le
syste`me P/S n’assure pas de persistance des e´ve´nements puisque leur diffusion ne
se fait qu’une seul fois, au moment de leur cre´ation. Il peut donc arriver des cas
ou` un avion entrant dans la zone e´tudie´e soit inte´resse´ par un e´ve´nement ge´ne´re´
il y a quelques temps mais toujours actif. Cet e´ve´nement ayant de´ja` e´te´ diffuse´,
il ne pourra pas le recevoir.
3.4.4.1 Introduction de la diffusion pe´riodique des e´ve´nements
Afin de mettre en avant les proble`mes identifie´s ci-dessus, ce syste`me P/S a e´te´ mo-
difie´ afin que l’e´diteur d’un e´ve´nement le re´e´mette pe´riodiquement (l’intervalle entre
deux e´missions est un parame`tre du mode`le). Ainsi, si un ae´ronef apparaˆıt apre`s la
premie`re e´mission de l’e´ve´nement, il peut ne´anmoins le recevoir lors d’une de ces re-
transmissions par l’e´diteur. Ce principe permet donc d’assurer de manie`re simple une
persistance des e´ve´nements dans le re´seau. La tableau 3.5 pre´sente les re´sultats obtenus
pour une retransmission des e´ve´nements toutes les 60 secondes.
Journe´e e´tudie´e 25/12/2012 28/06/2013
Ratio d’e´ve´nements transmis 63.17± 0.24% 79.1± 0.31%
Charge totale sur le re´seau (en Gbits) 23.27± 0.57 159.24± 0.48
Tableau 3.5 – Re´sultats obtenus pour une retransmission des e´ve´nements toutes les 60s
Comme attendu, le ratio d’e´ve´nements de´livre´s augmente mais de manie`re tre`s
faible (de 2 a` 3 %). Cela signifie que les cas ou` un abonne´ ne rec¸oit pas un e´ve´nement
qui l’inte´resse sont majoritairement dus a` des proble`mes de joignabilite´ entre l’e´diteur
et l’abonne´. Nous pouvons donc conside´rer que le ratio obtenu ici est le maximum
envisageable pour l’AANET e´tudie´ et servira donc de re´fe´rence pour l’e´tude des autres
solutions. Si nous voulions ame´liorer ce ratio, il faudrait envisager la mise en œuvre de
stations sol comme cela a e´te´ fait dans l’e´tude de faisabilite´ des AANETs re´alise´e dans
la the`se [Bes12].
3.4.5 Etude de la solution base´e sur du routage de proximite´
Les figures 3.10 et 3.11 montrent les re´sultats obtenues pour respectivement les
journe´es simule´es du 25 de´cembre 2012 et du 28 juin 2013. Chaque figure contient
des graphiques montrant les indicateurs mesure´s (pre´sente´s a` la section 3.4.2) suivant
la largeur de la zone ge´ographique de proximite´ dans laquelle les e´ve´nements et les
abonnements sont diffuse´s.
61
20
0
40
0
60
0
80
0
10
00
12
00
14
00
16
00
18
00
20
00
Portée
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
Ra
tio
 d
'é
vé
ne
m
en
ts
 d
él
iv
ré
s
20
0
40
0
60
0
80
0
10
00
12
00
14
00
16
00
18
00
20
00
Portée
0
5
10
15
20
25
30
35
Ch
ar
ge
 to
ta
le
 s
ur
 le
 ré
se
au
 (e
n 
Gb
its
)
Figure 3.10 – Solution base´e sur un routage de proximite´ : re´sultats pour la journe´e du 25
de´c 2012
Logiquement, plus la zone ge´ographique de diffusion des e´ve´nements et des abonne-
ments est large, plus le ratio d’e´ve´nements de´livre´s est important avec, en contrepartie,
une augmentation importante de la charge induite sur le re´seau. Ne´anmoins, nous re-
marquons que pour atteindre un ratio d’e´ve´nements de´livre´s se rapprochant de celui
obtenu avec l’heuristique simple, le zone de diffusion doit eˆtre large (2000 km) avec pour
conse´quence une charge induite sur le re´seau tre`s importante (10 a` 15 fois supe´rieure).
3.4.6 Etude de la solution base´e sur du routage ge´ographique
Afin d’analyser les performances de cette solution, les choix techniques qui nous
semble dimensionnant pour syste`me P/S, a` savoir le protocole du routage ge´ographique
et le protocole de routage unicast, ont e´te´ e´tudie´s. Les re´sultats obtenus sont pre´sente´s
dans la suite de cette section.
Influence du routage ge´ographique Afin de mesurer l’influence de LBM sur
les performances du syste`me P/S, les figures 3.12 et 3.13 montrent les re´sultats obtenus
suivant la strate´gie utilise´e pour ge´ne´rer la zone d’acheminement pour la journe´e du
25 de´cembre 2012. Les figures 3.12 et 3.13 en font de meˆme pour la journe´e du 26 juin
2013 (pour cette journe´e, les simulations ont e´te´ limite´es a` 6h de trafic rejoue´ pour des
questions de capacite´ des serveurs utilise´s). Pour l’utilisation d’une zone d’achemine-
ment base´e sur un coˆne, des simulations ont e´te´ faites avec diffe´rentes valeurs d’angle
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Figure 3.11 – Solution base´e sur un routage de proximite´ : re´sultats pour la journe´e du 28
juin 2013
d’ouverture du coˆne. De meˆme, pour l’e´tude de la strate´gie base´e sur la distance par
rapport a` la zone ge´ographique vise´e, les simulations ont e´te´ re´alise´es en faisant e´voluer
le parame`tre δ.
Nous constatons que la strate´gie utilise´e n’a pas une grande influence sur les re´sul-
tats obtenus. Dans tous les cas, le ratio obtenu est proche de 60% pour la journe´e du 25
de´cembre 2012 et le volume cumule´ sur le re´seau est de l’ordre de 60 Gbits. Il en est de
meˆme pour la journe´e du 28 juin 2013 ou` le ratio est le´ge`rement supe´rieur a` 80% dans
tous les cas. Par conse´quent, ce syste`me P/S est bien moins performant que celui base´
sur la diffusion des e´ve´nements dans tout le re´seau puisque pour un ratio d’e´ve´nements
de´livre´s e´quivalent, la charge induite sur le re´seau est environ 25 fois supe´rieure.
Influence du routage IP unicast Un autre point inte´ressant a` e´tudier est l’in-
fluence du protocole de routage unicast choisi. Comme indique´ dans la section 3.3.1,
nous avons choisi de nous appuyer sur AODV. Afin de valider la pertinence de ce choix,
le tableau 3.6 compare les re´sultats obtenus suivant l’utilisation d’AODV ou d’une so-
lution de routage unicast ”ide´al” de´veloppe´ dans le cadre de cette the`se pour la journe´e
du 25/12/2012. Ce routage part du principe que chaque nœud a une connaissance de
toute la topologie du re´seau et peut ainsi calculer le chemin le plus court pour joindre
un nœud sans avoir a` e´changer d’information avec les autres nœuds du re´seau.
Les re´sultats nous montrent que le ratio d’e´ve´nements de´livre´s est a` peu pre`s le
63
20 40 60 80 10
0
12
0
14
0
16
0
18
0
20
0
Delta
0.0
0.2
0.4
0.6
0.8
1.0
Ra
tio
 d
'é
vé
ne
m
en
ts
 d
él
iv
ré
s
20 40 60 80 10
0
12
0
14
0
16
0
18
0
20
0
Delta
20
30
40
50
60
70
80
90
Ch
ar
ge
 to
ta
le
 s
ur
 le
 ré
se
au
 (e
n 
Gb
its
)
Figure 3.12 – Solution base´e sur un routage ge´ographique : re´sultats avec la strate´gie utilisant
la distance par rapport a` la zone vise´e (25/12/2012)
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Figure 3.13 – Solution base´e sur un routage ge´ographique : re´sultats avec la strate´gie utilisant
un coˆne comme zone d’acheminement (25/12/2012)
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Figure 3.14 – Solution base´e sur un routage ge´ographique : re´sultats avec la strate´gie utilisant
la distance par rapport a` la zone vise´e (28/06/2013)
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Figure 3.15 – Solution base´e sur un routage ge´ographique : re´sultats avec la strate´gie utilisant
un coˆne comme zone d’acheminement (28/06/2013)
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Protocole de routage AODV Ide´al
Ratio d’e´ve´nements transmis pour le 25/12/2012 59.9± 0.4% 59.1± 0.7%
Tableau 3.6 – Re´sultats obtenus pour une retransmission des e´ve´nements toutes les 60s
meˆme quelque soit le protocole de routage utilise´. Cela signifie qu’AODV rempli cor-
rectement son roˆle et qu’il n’y a pas d’optimisation possible sur cet aspect du syste`me
P/S.
3.4.7 Synthe`se
Apre`s avoir analyse´ les performances des trois syste`mes P/S e´tudie´s dans ce cha-
pitre, nous pouvons conclure que celui offrant les meilleures performances est la solution
la plus simple qui consiste a` diffuser les e´ve´nements a` tous les nœuds du re´seau. Ce
re´sultat s’explique par plusieurs raisons.
— Comme indique´ dans le paragraphe 3.4.3, il y a beaucoup plus d’abonnements
ge´ne´re´s que d’e´ve´nements. Cela signifie, qu’en terme de charge sur le re´seau, il est
couˆteux de diffuser les abonnements sur une large zone, ce que font les syste`mes
P/S base´s sur du routage ge´ographique ou du routage de proximite´.
— L’application mode´lisant la communication d’une compagnie vers sa flotte ne
s’appuie pas sur le contexte ge´ographique puisqu’on cherche a` joindre des avions
dans tous le re´seau. Par conse´quent, les syste`mes P/S base´s sur du routage ge´o-
graphique ou du routage de proximite´ ne peuvent pas utiliser ce contexte ge´ogra-
phique pour restreindre la diffusion des messages. Il en re´sulte une charge tre`s
importante sur le re´seau.
Pour confirmer ce deuxie`me point, des simulations ont e´te´ lance´es avec uniquement
l’application me´te´o. Les re´sultats obtenus sont pre´sente´s dans les tableaux 3.7 et 3.8.
Nous constatons que la solution base´e sur le routage de proximite´ offre des re´sultats
proches de l’heuristique simple. La solution utilisant du routage ge´ographique permet
de re´duire significativement la charge induite sur le re´seau mais avec une baisse du
ratio d’e´ve´nements de´livre´s. Par conse´quent, bien que meilleurs que pour le cas plus
complet, les re´sultats obtenus montrent que les deux solutions teste´es n’offrent pas
d’ame´lioration significative par rapport a` la solution diffusant les e´ve´nements sur tout
le re´seau.
Syste`me P/S heuristique simple Routage ge´ographique Routage de proximite´
Ratio d’e´ve´nements transmis 92.1± 1.6% 73.1± 2.1% 88.7± 1.4%
Charge totale sur le re´seau (en Gbits) 3.3± 0.07 1.48± 0.05 3.0± 0.05
Tableau 3.7 – Re´sultats obtenus avec uniquement l’application me´te´o pour la journe´e du
25/12/2012
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Syste`me P/S heuristique simple Routage ge´ographique Routage de proximite´
Ratio d’e´ve´nements transmis 97.0± 0.6% 76.3± 0.1% 94.8± 1.1%
Charge totale sur le re´seau (en Gbits) 9.67± 0.09 4.74± 0.01 7.27± 0.91
Tableau 3.8 – Re´sultats obtenus avec uniquement l’application me´te´o pour la journe´e du
28/06/2013
3.5 Conclusion
Ce chapitre a e´tudie´ les performances de certains syste`mes P/S issus de l’e´tat de
l’art du chapitre pre´ce´dent dans un contexte AANET. Afin de pouvoir re´aliser cette
e´tude, de nombreux choix techniques ont duˆ eˆtre fait. Il a fallu tout d’abord choisir la
strate´gie pour tester ces solutions. Nous nous sommes tourne´s vers la simulation avec
l’utilisation d’Omnet++. Ensuite, nous avons mode´lise´ un AANET. Cette mode´lisation
s’est traduit
— par la de´finition de l’architecture des nœuds composant cet AANET avec un
certains nombres de choix dimensionnants, notamment au niveau de la couche
physique que nous avons choisi de simplifier afin de se concentrer sur les syste`mes
P/S ;
— par la re´alisation d’un module de mobilite´ s’appuyant sur des traces re´elles d’avion
extraites de fichiers fournis par Eurocontrol ;
— par la mode´lisation de deux applications utiles a` certains acteurs du monde ae´-
ronautique et oriente´es diffusion, pour lesquelles l’emploi d’un service P/S per-
mettrait de rationaliser l’utilisation du re´seau.
Une fois la mode´lisation de l’AANET pre´sente´e, ce chapitre a de´taille´ une e´tude de per-
formance pour trois syste`mes P/S. Le premier est base´ sur une diffusion syste´matique
des e´ve´nements vers tous les nœuds du re´seau. Le second se base sur l’utilisation d’un
routage ge´ographique, pour lequel nous avons choisi d’utiliser LBM. Enfin, le dernier
se base sur la diffusion ”`a proximite´” des e´ve´nements et des abonnements. Les perfor-
mances obtenues nous montrent que les solutions base´es sur du routage ge´ographique ou
de proximite´ ne sont pas totalement adapte´s aux AANET puisque qu’une heuristique
simple qui se contente de diffuser les e´ve´nements sur tous le re´seau offre de meilleures
performances. Ce proble`me d’efficacite´ est beaucoup plus prononce´ pour l’application
mode´lisant la communication d’une compagnie ae´rienne vers tous les avions de sa flotte,
du fait de la re´partition des nœuds inte´resse´s par ces messages (non concentre´s en une
re´gion ge´ographique limite´e).
Nous pouvons conclure qu’il est ne´cessaire de trouver une nouvelle approche pour
mettre en œuvre une architecture P/S plus efficace sur un AANET. C’est l’objectif du
prochain chapitre qui pre´sente la contribution majeure de cette the`se.
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Proposition d’un syste`me P/S
adapte´ aux AANETs
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Le chapitre pre´ce´dent conclut sur la ne´cessite´ de de´finir une nouvelle architecture
P/S mieux adapte´e aux AANETs que les solutions teste´es pre´ce´demment. C’est l’ob-
jectif de ce chapitre qui introduit la solution propose´e dans cette the`se : un syste`me
P/S s’appuyant sur une surcouche construite a` l’aide d’un algorithme de regroupement
de nœuds. Afin de comprendre le fonctionnement de ce syste`me et d’e´valuer les per-
formances obtenues sur un AANET, ce chapitre est organise´ en quatre sections. La
premie`re donne une description ge´ne´rale de l’architecture P/S propose´e dans ce cha-
pitre afin de mettre en avant l’originalite´ de l’approche propose´e. La section suivante
se concentre ensuite sur les algorithmes de regroupement, avec un e´tat de l’art sur les
solutions existantes pour les re´seaux ad hoc mobiles puis la description de l’algorithme
propose´ dans cette the`se, dont l’objectif est de maximiser la stabilite´ de la structure sur
un AANET. Les performances de ce nouvel algorithme sont alors e´tudie´es, en le com-
parant a` des solutions existantes. La troisie`me partie de ce chapitre de´taille le syste`me
P/S propose´ et mode´lise´, en analysant son comportement dans un AANET relative-
ment aux solutions e´tudie´es dans le chapitre pre´ce´dent. La dernie`re section conclut ce
chapitre.
4.1 Pre´sentation de la solution propose´e
L’objectif de cette section est de faire une pre´sentation ge´ne´rale de la solution
originale propose´e pour mettre en œuvre un service P/S dans un AANET. Pour cela,
nous commenc¸ons par introduire le concept de regroupement de nœuds (clusterization
en anglais) qui servira de surcouche. Puis, nous pre´sentons le syste`me P/S en lui meˆme.
4.1.1 Algorithme de regroupement des nœuds
Le regroupement de nœuds consiste a` organiser les nœuds en groupes virtuels (nous
parlons de cluster en anglais). Les re`gles pour la formation de ces groupes sont lie´es
aux objectifs recherche´s. La plupart du temps, nous cherchons a` cre´er des groupes de
nœuds proches, mais pour certaines applications d’autres crite`res peuvent eˆtre utilise´s.
Par exemple, l’architecture P/S introduite au paragraphe 2.3.2.3 utilise un algorithme
de regroupement de nœuds visant a` limiter le nombre de groupes multicast a` utiliser
mais dans ce cas les groupes sont construits par affinite´ et non par proximite´. Ne´an-
moins, dans ce chapitre, nous resterons sur les algorithmes de regroupement base´s sur la
proximite´ des nœuds puisque c’est ce type de regroupement que nous recherchons pour
la construction de notre architecture P/S, comme le montre la section 4.1.2 de´crivant
le principe de ce syste`me P/S.
Dans un groupe, on retrouve ge´ne´ralement trois types de nœuds comme le montre
la figure 4.1.
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Figure 4.1 – Illustration des diffe´rents roˆles dans un groupe
— Le responsable du groupe (cluster-head en anglais), en charge de la gestion du
groupe. Il n’y en a qu’un par groupe.
— Les passerelles qui sont capable de joindre des nœuds situe´s dans des groupes
voisins.
— Les nœuds restants qui sont simplement membre du groupe.
Dans les MANETs, les algorithmes de regroupement ont e´te´ majoritairement de´-
veloppe´s pour ame´liorer l’efficacite´ du routage dynamique par la construction d’une
structure hie´rarchique. En effet, comme le montre [HXG02] ou [GK00], les protocoles
de routage classique de type re´actif ou proactif ne permettent ge´ne´ralement pas le pas-
sage a` l’e´chelle, duˆ a` leurs caracte´ristiques intrinse`ques. L’existence d’une architecture
hie´rarchique permet de diffe´rencier le comportement du protocole entre les communi-
cations inter-groupe et intra-groupe. Un exemple de protocole de routage serait une
solution hybride s’appuyant sur une approche pro-active au sein d’un groupe et sur
une approche re´active pour l’acheminement des messages entre deux groupes. C’est sur
la base de cette ide´e que nous avons de´veloppe´e notre syste`me P/S de´crit ci-apre`s en
4.1.2.
Ne´anmoins, cette technique posse`de des inconve´nients. En effet, construire et main-
tenir des groupes demande un couˆt supple´mentaire compare´ a` un re´seau plat. D’apre`s
les travaux de [YC05], plusieurs couˆts pour la cre´ation d’une structure hie´rarchique
sont importants a` maˆıtriser.
— Le premier est la ressource utilise´e pour constituer et maintenir les groupes. En
effet, un re´seau ad hoc mobile implique une topologie changeante avec le de´place-
ment des nœuds et donc la ne´cessite´ de faire e´voluer les groupes en conse´quence.
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— Certaines solutions peuvent provoquer une reconstruction en cascade de tous les
groupes suite a` un changement de topologie localise´. Ce phe´nome`ne de´grade les
performances du protocole s’appuyant sur la structure et doit donc eˆtre e´vite´.
— La phase de formation des groupes est une phase de collecte d’informations et
de prise de de´cision du roˆle a` jouer par chaque nœud. La dure´e de cette phase,
souvent mesure´e en nombre de tours, est une me´trique importante. En effet, tant
que la structure n’est pas construite, le protocole de niveau supe´rieur ne peut pas
fonctionner. Il faut donc limiter le temps ne´cessaire pour cette phase.
4.1.2 Le syste`me P/S
Le syste`me P/S propose´ dans cette the`se pour les AANETs s’appuie sur une struc-
ture hie´rarchique construite a` l’aide d’un algorithme de regroupement. Nous repartons
donc du concept de syste`me P/S s’appuyant sur une surcouche de´crit dans le chapitre
2. Dans notre architecture, les responsables de groupe jouent le roˆle de ”courtier”. Ils
collectent les e´ve´nements et les abonnements des membres de leur groupe et trans-
mettent les e´ve´nements ge´ne´re´s a` l’exte´rieur du groupe aux nœuds, au sein de son
groupe, inte´resse´s par le contenu.
Un autre choix fait pour la conception de ce syste`me P/S est de s’appuyer sur la
couche re´seau (pre´sente´e dans la section 3.1.2) et notamment sa capacite´ a` offrir des
services de routage unicast et multicast aux couches supe´rieures. Ainsi, par exemple,
lorsqu’un responsable de groupe veut envoyer un message a` tous les responsables de
groupe, il indique en destinataire une adresse IP multicast sur laquelle tous les res-
ponsables de groupe sont abonne´s. La couche re´seau, et notamment le protocole de
routage multicast, est ensuite charge´e de transmettre ce message aux nœuds abonne´s.
Partant de ce principe, deux approches sont disponibles dans l’architecture P/S que
nous proposons.
1. Une approche oriente´e ”´eve´nement” ou` les abonnements sont envoye´s au seul
responsable de son groupe et les e´ve´nements sont transmis a` tous les responsables
de groupe.
2. Une approche oriente´e ”abonnement” ou` au contraire, les e´ve´nements restent au
sein des groupes et ce sont les abonnements qui sont transmis a` tous les respon-
sables de groupe.
La figure 4.2 illustre l’approche oriente´e ”abonnement”.
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Responsable de groupe
abonnement
Figure 4.2 – Principe du syste`me P/S dans le cas de la diffusion des abonnements
4.2 De´finition d’un nouvel algorithme de regroupe-
ment
Afin de mettre en œuvre l’architecture P/S introduite dans le chapitre pre´ce´dent, il
est ne´cessaire de de´finir un algorithme de regroupement des nœuds efficace sur un AA-
NET. C’est l’objectif de cette section. Pour l’atteindre, nous commenc¸ons par pre´senter
un e´tat de l’art des solutions existantes pour les MANET et VANET. Ensuite, nous in-
troduisons l’algorithme de regroupement Clustering Algorithm for Publish / Subscribe
(CAPS), notre contribution pour offrir une structure stable sur laquelle peut s’appuyer
le syste`me P/S propose´.
4.2.1 Etat de l’art
Plusieurs e´tats de l’art sur les algorithmes de regroupement pour les MANET ont
de´ja` e´te´ re´dige´s, comme [YC05] qui propose une classification inte´ressante des solu-
tions existantes. Dans cet article, plusieurs crite`res sont utilise´s pour diffe´rencier les
algorithmes. Deux crite`res ont retenu notre attention. Le premier est la distance entre
deux nœuds d’un meˆme groupe. On distingue les algorithmes a` un 1-saut de ceux a`
plusieurs sauts. Le second est l’objectif principal recherche´ par l’algorithme. [YC05] en
liste six :
— la construction d’un ensemble dominant connecte´ (dans le sens d’un graphe
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connecte´) permettant de re´duire le nombre de nœuds participant au processus
de routage ;
— la minimisation du couˆt lie´ a` la maintenance des groupes ;
— la prise en compte de la mobilite´ des nœuds pour la construction et la maintenance
des groupes ;
— la minimisation de l’e´nergie consomme´e pour la construction et la maintenance
des groupes ;
— la recherche de groupes de taille optimale ;
— l’utilisation d’une me´trique combine´e, c’est a` dire utilisant plusieurs crite`res pour
de´finir le responsable d’un groupe.
Sur la base de cette classification et de l’application vise´e, nous nous sommes concentre´s
sur :
— les solutions a` 1-saut. Elles sont majoritaires dans la litte´rature car elles offrent
un bon compromis entre la taille des groupes et la charge supple´mentaire induite
sur le re´seau pour la constitution et le maintien des groupes (la majorite´ des
algorithmes se base uniquement sur un envoi pe´riodique de messages HELLO
aux voisins, messages pouvant potentiellement eˆtre mutualise´s avec ceux d’un
protocole de routage par exemple) ;
— les solutions dont l’objectif principal est cohe´rent avec l’application utilisant la
structure re´sultante (un syste`me P/S dans notre cas) et le re´seau mobile servant
de support (un AANET), a` savoir celle minimisant le couˆt lie´ a` la maintenance,
prenant en compte la mobilite´ des nœuds, recherchant une taille optimale ou
utilisant une me´trique combine´e.
De plus, cet e´tat de l’art de´bute par la pre´sentation des deux premiers algorithmes de
regroupement propose´s par la communaute´ scientifique, Lowest ID Clustering (LIC)
et Highest Connectivity Clustering (HCC) qui ont servi de point de de´part a` de nom-
breuses solutions pre´sente´es dans cette section. Enfin, il se conclut par une section
de´crivant les algorithmes pense´s spe´cifiquement pour les VANETs dont les caracte´ris-
tiques sont proches des AANET.
4.2.1.1 Introduction de LIC et HCC
LIC [EWB87] fut une des premie`res propositions d’algorithme de regroupement.
Dans cette solution, chaque nœud se de´clare responsable d’un groupe ou non en fonction
de son identifiant et de celui de ses voisins. Au de´marrage, tous les nœuds ont un statut
”non de´fini” et de´bute l’e´mission de messages pe´riodiques de type HELLO (sur le meˆme
principe que les protocoles de routage dynamique tel que OSPF) contenant son statut
et son identifiant. La formation des groupes suit alors les re`gles suivantes :
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Figure 4.3 – Exemple de formation de groupes avec LIC
Figure 4.4 – Exemple de formation de groupes avec HCC
1. le nœud posse´dant le plus petit identifiant dans son voisinage a` un saut se de´cla-
rera comme responsable et ses voisins a` un saut qui n’ont pas encore de statut
deviennent membres de ce groupe ;
2. dans le cas contraire, il attend que tous ses voisins ayant un plus petit identifiant
prenne un statut. Deux cas se pre´sentent, soit un de ces nœuds devient respon-
sable de groupe alors il se rattache a` ce groupe, soit aucun d’eux ne devient
responsable et dans ce cas il devient lui-meˆme responsable de groupe ;
3. enfin, si un nœud est voisin de deux responsables de groupe, il devient passerelle.
La figure 4.3 donne un exemple de groupes obtenus avec LIC.
HCC [GT95] est une e´volution de LIC, prenant en compte la connectivite´ des nœuds
pour l’e´lection des responsables de groupe. Cette solution propose deux changements
par rapport a` LIC.
— Les messages ”HELLO” envoye´s par les nœuds contiennent une information sup-
ple´mentaire : le nombre de voisins.
— Cette information est utilise´e pour de´terminer les responsables de groupe. HCC
privile´gie les nœuds avec le plus de voisins.
La figure 4.4 donne un exemple de groupes obtenus avec HCC.
4.2.1.2 Solutions cherchant a` minimiser le couˆt lie´ a` la maintenance
Une des premie`res propositions cherchant a` minimiser les modifications de groupes
fut Least Cluster Change (LCC) [CWLG97], e´volution des protocoles LIC et HCC.
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En effet, ces deux algorithmes modifient pe´riodiquement la structure et provoquent
ainsi des changements en cascade. Par exemple, si un responsable de groupe arrive a`
proximite´ d’un nœud conside´re´ par l’algorithme comme ”meilleur”, alors ce responsable
abandonne son roˆle au profit de ce voisin. Au contraire, LCC privile´gie le maintient
en place des responsables de groupe. Pour atteindre cet objectif, cet algorithme se
de´compose en deux phases. La premie`re phase permet la formation initiale des groupes.
Elle est identique a` LIC, c’est-a`-dire que les nœuds ayant le plus petit identifiant dans
leur voisinage sont e´lus responsable de groupe. La deuxie`me phase est spe´cifique a`
LCC. Il s’agit d’une phase de maintenance des groupes permettant la cre´ation ou la
disparition d’un responsable de groupe pour uniquement deux cas :
— si deux responsables de groupe se retrouvent voisins, alors l’un deux devra aban-
donner son roˆle de responsable de groupe ;
— si un nœud membre d’un groupe se de´place et n’est plus a` porte´e de son respon-
sable alors soit il rejoint un autre groupe dans la mesure du possible, soit il cre´e´
un nouveau groupe dont il devient responsable.
Une approche plus re´cente recherchant e´galement a` minimiser la restructuration
est α-SSCA (Stability Structure Clustering Algorithm) [GeAK11]. Comme LCC, cet
algorithme se de´compose en deux phases : la construction des groupes puis leur main-
tenance.
— L’e´lection initiale des responsables de groupe se base sur un ”score”qui correspond
au nombre de voisins ayant un statut inde´fini. L’utilisation de cette me´trique
permet un e´loignement maximum des responsables de groupe.
— Pour la phase de maintenance, un crite`re est utilise´ pour autoriser la fusion de
deux groupes lorsque deux responsables se croisent. Il s’agit du facteur de stabilite´
qui, pour deux responsables u et v se de´finit comme le rapport entre le nombre
de membres de u qui sont aussi voisins de v et le nombre total de membres du
groupe de u. Alors, u renonce a` son roˆle s’il est voisin de v et si
|{Xi ∈ Cl(u)/Xi ∈ N(v)}|
|Cl(u)| >= α
ou` N(v) correspond a` l’ensemble des voisins de v et Cl(u) repre´sente l’ensemble
des nœuds appartenant au groupe dont u est le responsable. α est un parame`tre
de l’algorithme qui permet de piloter la stabilite´ de la structure.
4.2.1.3 Solutions utilisant la mobilite´ des nœuds
MOBIC [BKL01], une e´volution de l’algorithme LCC, fut La premie`re solution a`
prendre en compte la mobilite´ des nœuds. L’hypothe`se a` l’origine de cette approche
est de penser que le nœud le plus a` meˆme d’eˆtre responsable d’un groupe est celui qui
a la mobilite´ relative avec ses voisins la plus faible. Pour la mise en œuvre, MOBIC
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introduit une nouvelle me´trique. Pour deux nœuds X et Y , si M relY (X) correspond a`
la mobilite´ relative calcule´e par Y vis a` vis de son voisin X, alors
M relY (X) = 10 log10(
RxPrnewX−→Y
RxProldX−→Y
)
avec RxPrX−→Y correspondant a` la puissance du signal de X rec¸u par Y . Le score d’un
nœud Y , note´ MY et utilise´ dans le processus d’e´lection des responsables de groupe,
correspond alors a` la variance de l’ensemble des mobilite´s relatives M relY (Xi), ou` Xi est
un voisin de Y .
Pour la maintenance des groupes, MOBIC suit la meˆme logique que LCC. La seule
diffe´rence est l’introduction d’un compteur, nomme´ CCI, utilise´ pour e´viter de fusionner
deux groupes lorsque les deux responsables se retrouvent voisins sur une courte dure´e.
Concre`tement, cela signifie que lorsque deux responsables de groupes se retrouvent
voisins, l’un des deux doit abandonner son roˆle uniquement apre`s que le compteur CCI
a expire´.
4.2.1.4 Solutions recherchant une taille de groupe optimale
Les solutions entrant dans cette cate´gorie font l’hypothe`se qu’il y a un nombre
optimal de membres pour un groupe. Un groupe constitue´ d’un nombre de nœud trop
e´leve´ peut induire une charge importante du responsable du groupe. De l’autre cote´,
un groupe trop restreint conduit a` un trop grand nombre de groupes, ce qui diminue
l’efficacite´ de la structure hie´rarchique.
Un exemple d’algorithme entrant dans cette cate´gorie est Degree-Load-Balancing
Clustering (DLBC) [AP00]. Cette solution effectue pe´riodiquement une reconstruction
des groupes afin de maintenir la taille des groupes autour d’une valeur de´finie dans
l’algorithme comme optimale. Lorsque la diffe´rence entre cette valeur de re´fe´rence et
la taille d’un groupe exce`de Max Delta (parame`tre de l’algorithme), le responsable
de ce groupe abandonne son roˆle afin de forcer la de´finition de nouveaux groupes.
Cette approche, bien que permettant de maintenir la taille des groupes proche d’une
valeur souhaite´e, implique de nombreux changements de structure duˆ au mouvement
des nœuds et par conse´quent n’est pas adapte´e lorsque la stabilite´ est un objectif
majeur.
4.2.1.5 Solutions s’appuyant sur une me´trique combine´e
Plutoˆt que d’utiliser une seule me´trique pour choisir les responsables de groupe,
certains algorithmes en combinent plusieurs pour calculer le score d’un nœud. L’inte´reˆt
est de pouvoir construire une structure offrant un compromis entre plusieurs objectifs
recherche´s (dans un re´seau de capteurs par exemple, nous pouvons chercher a` construire
une structure stable tout en essayant d’optimiser la gestion de l’e´nergie). Weighted
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Clustering Algorithm (WCA) [CDT02] est un exemple entrant dans cette cate´gorie. Il
utilise une somme ponde´re´e de quatre me´triques dans le calcul du score d’un nœud u.
Ces me´triques sont :
— la diffe´rence de degre´ D(u) correspondant a` la diffe´rence entre le degre´ de u (c’est
a` dire son nombre de voisins) et une valeur M qui repre´sente le nombre de nœuds
qu’un responsable de groupe peut servir ;
— la somme des distances avec ses voisins P (u) partant de l’hypothe`se que chaque
nœud connaˆıt sa position (graˆce a` l’utilisation d’un re´cepteur GPS par exemple) ;
— la mobilite´ relative moyenne M(u), identique a` celle propose´e dans MOBIC ;
— le temps de service en tant que responsable de groupe T (u).
Nous avons alors :
Poids(u) = α.D(u) + β.P (u) + γ.M(u) + δ.T (u)
avec α + β + γ + δ = 1 Le nœud ayant le plus petit score dans son voisinage devient
responsable de groupe.
4.2.1.6 Solutions spe´cifiques aux VANET
Comme pour l’e´tat de l’art sur les syste`mes P/S, nous nous sommes e´galement
inte´resse´s aux solutions spe´cifiquement de´veloppe´es pour les VANETs. [SK14] pre´sente
un e´tat de l’art de´taille´ dans ce domaine, classifiant les solutions en plusieurs cate´gories :
— celles utilisant du regroupement pre´dictif. Dans ce cas, la position ge´ographiques
des nœuds, ainsi que leur comportement futur, sont utilise´s pour la construction
des groupes ;
— celles s’appuyant sur la couche MAC pour la construction des groupes ;
— celles proposant des groupes a` plusieurs sauts ;
— celles reprenant des approches utilise´es pour les MANET (appele´e solution ”tra-
ditionnelle” dans l’article).
Nous voyons tout de suite que certaines cate´gories ne sont pas pertinentes pour les
AANET, notamment celles s’appuyant sur la couche MAC (les couches MAC envisa-
ge´es pour les AANET sont diffe´rentes de celles utilise´es pour les VANET). De meˆme
les solutions base´es sur le comportement pre´dictif des trajectoires sont difficilement
exploitables car elles utilisent par exemple le concept de carrefour pour faire des choix
de regroupement ce qui est difficilement transposable dans un AANET.
Finalement, la seule cate´gorie offrant des algorithmes a` 1 saut potentiellement in-
te´ressants pour les AANETs est celle regroupant les solutions traditionnelles. Dans
cette cate´gorie, il y a notamment plusieurs solutions cherchant a` ame´liorer le concept
introduit par MOBIC, c’est a` dire l’utilisation de la mobilite´ relative entre les nœuds
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pour construire des groupes stables. Par exemple, l’algorithme de´crit dans [MK12] in-
troduit le concept de force relative entre deux nœuds, de´pendant de la distance entre
eux et de leur vitesse respective. Le calcul de cette force est inspire´ de la loi de Cou-
lomb et est utilise´ dans la constitution des groupes. Une autre solution inte´ressante est
Stability-Based Clustering Algorithm (SBCA) [AH12]. Dans cet algorithme, l’e´lection
des responsables de groupe est base´e sur une valeur de me´rite combinant la diffe´rence
de vitesse entre les nœuds et le nombre de voisins. Une spe´cificite´ de cette solution est
l’e´lection d’un responsable de groupe secondaire servant de secours en cas de proble`me
sur le responsable principal.
4.2.2 Proposition d’un nouveau algorithme : CAPS
Ce paragraphe de´taille l’algorithme de regroupement a` 1 saut que nous proposons,
CAPS. En vue de l’application vise´e, a` savoir la construction d’un syste`me P/S au
dessus, deux caracte´ristiques principales ont e´te´ recherche´es :
1. la premie`re, la plus importante, est la stabilite´ des groupes. Ce choix est justi-
fie´ par le couˆt d’une restructuration pour le syste`me P/S utilisant la structure
comme surcouche. En effet, le changement de responsable de groupe implique
une phase de synchronisation au sein du groupe (pour re´cupe´rer les abonne-
ments/e´ve´nements des membres du groupe) mais e´galement avec les groupes voi-
sins. Cette synchronisation e´tant couˆteuse en termes de de´bit, Il est important
de limiter les cas ou` elle est ne´cessaire ;
2. la seconde est de contenir le nombre de groupes. Un trop grand nombre de groupes
implique une perte d’efficacite´ pour le syste`me P/S puisque les informations de-
vant eˆtre transmises a` tous les responsables de groupe devront eˆtre envoye´es a`
plus de nœuds.
Pour atteindre ces objectifs, CAPS reprend un principe de fonctionnement re´pandu
pour les algorithmes de regroupement a` 1-saut, a` savoir :
— chaque nœud envoie des messages re´guliers a` ses voisins contenant les informations
utiles a` l’algorithme ;
— sur la base des informations rec¸ues, un processus de constitution des groupes et
d’e´lection des responsables de groupes est lance´ ;
— en suivant la meˆme logique que LCC, la phase initiale de construction des groupes
est suivie par une phase de maintenance qui permet de faire e´voluer la structure
de manie`re locale suivant l’e´volution de la topologie du re´seau.
Ces trois phases sont de´taille´es dans la suite de cette section. Enfin il est important de
noter que CAPS imple´mente le concept de passerelle bien qu’il ne soit pas utilise´ par
le syste`me P/S. Cela permet d’avoir un algorithme de regroupement fonctionnement
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e´quivalent a` la plupart des solutions existantes, et par conse´quent utilisable dans une
autre application que celle de´veloppe´e dans cette the`se.
4.2.2.1 De´tection du voisinage
Pour prendre sa de´cision, chaque nœud du re´seau doit connaˆıtre son voisinage. Pour
cela, un message de type HELLO est envoye´ pe´riodiquement par chaque nœud a` ses
voisins. Ce message contient :
— un score de´pendant de diffe´rents crite`res (de´taille´s dans le paragraphe suivant)
et qui est utilise´ pour l’e´lection des responsables de groupe ;
— le statut du nœud vis a` vis de l’algorithme de regroupement (non-de´fini, membre,
passerelle ou responsable) ;
— la liste de ses voisins ;
— sa position ;
— sa vitesse (sous la forme d’un vecteur pour donner e´galement la direction) ;
— son identifiant (unique sur tout le re´seau) ;
— l’identifiant du responsable du groupe auquel le nœud est rattache´ (e´gale a` une
valeur par de´faut s’il est dans le statut non-de´fini).
L’e´change pe´riodique de ces messages permet e´galement de de´tecter la perte de lien
entre voisins directs. En effet, chaque nœud associe un minuteur a` chaque voisin direct.
Ce minuteur est fixe´ a` une valeur supe´rieure a` deux fois la pe´riode d’envoi des messages
HELLO. Si le minuteur expire avant la re´ception d’un nouveau message de la part du
voisin auquel il est associe´, le nœud peut alors conside´rer que le lien avec ce voisin est
rompu. Suivant les cas, une proce´dure de maintenance peut alors eˆtre lance´e.
4.2.2.2 Formation des groupes
Au lancement, tous les nœuds ont un statut non-de´fini et de´butent l’envoi des
messages ”HELLO” pe´riodiques. Apre`s une pe´riode configure´e par de´faut a` trois fois
l’intervalle entre les messages pe´riodiques, les nœuds cherchent a` prendre un e´tat de´-
finitif (responsable, membre ou passerelle). Ce choix se base sur un score prenant en
compte deux crite`res : le nombre de voisins et la vitesse relative par rapport aux voisins.
L’objectif du premier crite`re, note´ Dcoeff dans la suite, est de privile´gier une taille
optimale pour les groupes (comme les solutions pre´sente´es dans la section 4.2.1.4). Ce
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Figure 4.5 – Calcul de coefficient Dcoeff (avec NLthresh = 10 et NHthresh = 15)
coefficient est calcule´ de la manie`re suivante :
Dcoeff =

0 if N < 1
N−1
NLthresh−1
if 1 ≤ N ≤ NLthresh
1 if NLthresh < N ≤ NHthresh
1 + NHthresh−N
NLthresh
) if NHthresh < N
(4.1)
NLthresh et NHthresh sont deux parame`tres de l’algorithme permettant de configurer la
taille privile´gie´e des groupes. La figure 4.5 donne une repre´sentation graphique de ce
coefficient pour NLthresh = 10 et NHthresh = 15.
Le deuxie`me crite`re utilise´, note´ Vcoeff , utilise la vitesse relative par rapport a` ces
voisins. Nous reprenons l’ide´e introduite par MOBIC (de´crite a` la section 4.2.1.3), a`
savoir que le choix de responsables de groupe ayant une mobilite´ relative faible avec les
membres du groupe permet d’augmenter la stabilite´ de la structure. Par contre, dans
CAPS, nous utilisons le vecteur vitesse transmis dans les messages ”HELLO” pour
mesurer cette mobilite´ relative. Soit u un nœud, nous notons ~vu son vecteur vitesse, vˆu
ce vecteur vitesse normalise´ et N(u) l’ensemble des voisins de u. Le coefficient Vcoeff
est alors calcule´ de la manie`re suivante :
Vcoeff =
∑
v∈N(u) vˆu · vˆv
|N(u)|
Le score, note´ S, utilise´ dans le processus d’e´lection des responsables de groupe, est
alors de´fini de la manie`re suivante :
S = γDcoeff + βVcoeff
α et β sont deux parame`tres de l’algorithme respectant la contrainte suivante : γ+β = 1.
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Figure 4.6 – Machine a` e´tat de l’algorithme CAPS
Une fois ce score calcule´, chaque nœud peut lancer le processus permettant la for-
mation des groupes. La figure 4.6 pre´sente la machine a` e´tat de´finissant le principe
de CAPS pour cette formation. Les changements d’e´tat sont base´s sur les transitions
suivantes.
1. Cette transition correspond a` la cre´ation d’un nouveau groupe. Si un nœud pos-
se`de le plus haut score dans son voisinage, il cre´e un nouveau groupe en se de´-
clarant responsable de ce groupe. Cette cre´ation se traduit par la mise a` jour des
messages HELLO qu’il transmet a` ses voisins.
2. La deuxie`me transition repre´sente le cas d’un nœud dont un de ses voisins est
de´ja` responsable de groupe. Dans ce cas, ce nœud rejoint le groupe et passe a`
l’e´tat membre.
3. Dans le cas d’un nœud qui a au moins un voisin en statut non-de´fini et ayant un
meilleur score, il ne peut pas se de´cider. Il reste donc en statut non de´fini.
4. La transition de l’e´tat membre a` celui de responsable de groupe ne peut se pro-
duire que dans un cas : lorsque le responsable de groupe est injoignable et qu’au-
cun des autres voisins n’est responsable. Dans ce cas, un nouveau groupe, dont
le nœud conside´re´ devient responsable, est cre´e´.
5. Un nœud devient passerelle lorsqu’apparaˆıt dans son voisinage un responsable de
groupe (autre que celui ge´rant son groupe d’appartenance).
6. Inversement, un nœud passe de passerelle a` simple membre lorsqu’il ne peut plus
joindre aucun responsable de groupe diffe´rent du sien.
7. Le passage de responsable a` simple membre se produit lors de la fusion de deux
groupes. Dans CAPS, cette fusion est conditionne´e par plusieurs crite`res afin
d’augmenter la stabilite´ de l’algorithme. Ils sont de´taille´s dans la section suivante.
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4.2.2.3 Maintenance des groupes
Comme cela a e´te´ introduit au de´but de cette section, un des objectifs principaux
de CAPS est d’offrir une structure hie´rarchique maximisant la stabilite´. La proce´dure
de maintenance des groupes est par conse´quent tre`s importante, puisqu’il faut e´viter
de fusionner des groupes qui seraient se´pare´s peu de temps apre`s. Ainsi, pour que deux
groupes soient fusionne´s, deux conditions doivent eˆtre remplies. La premie`re est base´e
sur la trajectoire des avions. Afin d’augmenter la stabilite´ de l’algorithme, deux groupes
ne seront fusionne´s que si les responsables de groupe ont des directions proches. Les
vecteurs vitesse ont e´te´ utilise´s pour traduire cette condition. Ainsi, si u et v sont deux
responsables de groupe, ~vu et ~vv leur vecteur vitesse respectif, ces deux groupes sont
fusionne´s uniquement si :
~vu. ~vv > 0
La seconde condition a` respecter est reprise de l’algorithme α-SSCA introduit dans
l’e´tat de l’art. Cela signifie que u abandonne son roˆle si :
|{Xi ∈ Cl(u)/Xi ∈ N(v)}|
|Cl(u)| >= α
ou` N(v) correspond a` l’ensemble des voisins de v et Cl(u) repre´sente l’ensemble des
nœuds appartenant au groupe dont u est le responsable.
4.2.3 Etude de CAPS
L’e´tude de CAPS s’est faite en trois e´tapes. Nous avons tout d’abord valide´ son
imple´mentation sous Omnet++ sur des sce´narios simples, puis nous avons e´value´ les
performances dans le cadre de l’AANET mode´lise´ au chapitre pre´ce´dent. Durant cette
seconde e´tape, nous avons e´galement cherche´ a` optimiser les diffe´rents parame`tres de
CAPS. Enfin nous avons compare´ son efficacite´ a` celle de solutions existantes, intro-
duites pre´ce´demment dans l’e´tat de l’art. Ces e´tapes sont de´taille´es dans la suite de
cette section.
4.2.3.1 Evaluation sur des sce´narios simples
Afin de valider notre imple´mentation, plusieurs sce´narios simples ont e´te´ de´finis.
L’objectif de ces sce´narios est d’eˆtre capable d’analyser le comportement de CAPS dans
des cas ou` nous connaissons le re´sultat attendu. Cela permet de de´tecter les erreurs que
nous aurions pu faire dans l’imple´mentation plus facilement que sur un AANET ou` le
comportement de CAPS est difficilement pre´visible a` priori. La figure 4.7 pre´sente un
exemple de sce´nario qui nous a permis de valider notre algorithme. Plus pre´cise´ment,
ce sce´nario a teste´ :
— la formation initiale des groupes et l’e´lection des responsables. Dans cet exemple,
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(a) Situation initiale
(b) Situation apre`s la for-
mation des groupes
(c) Situation apre`s rappro-
chement des deux groupes
Figure 4.7 – Exemple de sce´nario simple utilise´ pour valider CAPS
dans le groupe de gauche, le nœud 0 a une trajectoire diffe´rente des autres (il part
en sens oppose´). Nous ve´rifions que lors de la phase de formation des groupes, il
n’est pas choisi comme responsable ;
— la proce´dure de maintenance qui dans ce cas pre´cis ne doit pas fusionner les
groupes puisque que les deux responsables ont des trajectoires oppose´es.
4.2.3.2 Evaluation dans un contexte AANET
Une fois l’imple´mentation de CAPS valide´e sur des sce´narios simples, nous avons
valide´ son comportement et ces performances sur un AANET. Pour cela, nous sommes
repartis du travail de mode´lisation de´taille´ dans le chapitre pre´ce´dent. Le tableau 4.1
pre´sente la configuration utilise´e pour toutes les simulations pre´sente´es dans ce para-
graphe.
Dure´e de la simulation 24h
Jours simule´s 25/12/2012 et 28/06/2013
Options de la couche physique
Porte´e 350 km
De´bit de la couche physique 1 Mb/s
Options lie´es a` CAPS
Pe´riodicite´s des messages HELLO 2s
Tableau 4.1 – Parame`tres communs a` toutes les simulations pour CAPS
Les journe´es de trafic rejoue´es et les proprie´te´s de la couche physique sont iden-
tiques a` celles utilise´es dans le chapitre pre´ce´dent. Pour CAPS, l’intervalle entre les
messages HELLO a e´te´ fixe´ a` 2 secondes. Dans ce contexte, deux parame`tres ont e´te´
particulie`rement e´tudie´s : le coefficient Dcoeff et le seuil α. Les re´sultats obtenus sont
pre´sente´s dans la suite de cette section.
Influence du coefficient Dcoeff Le premier crite`re dont l’influence a e´te´ e´tu-
die´e est le coefficient Dcoeff . Il est utilise´ dans la me´trique permettant l’e´lection du
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Figure 4.8 – performances de CAPS suivant le parame`tre NLthresh pour la journe´e du 25
de´cembre 2012
4 6 8 10 12 14 16 18 20
NLthresh
66.6
66.8
67.0
67.2
67.4
67.6
67.8
68.0
68.2
68.4
No
m
br
e 
m
oy
en
 d
e 
re
sp
on
sa
bl
e 
de
 g
ro
up
e
4 6 8 10 12 14 16 18 20
NLthresh
610
620
630
640
650
660
670
680
690
No
m
br
e 
de
 c
ha
ng
em
en
t d
e 
re
sp
on
sa
bl
e 
de
 g
ro
up
e
4 6 8 10 12 14 16 18 20
NLthresh
8500
8600
8700
8800
8900
9000
9100
9200
Du
ré
e 
de
 v
ie
 m
oy
en
ne
 d
'u
n 
re
sp
os
ab
le
 d
e 
gr
ou
pe
Figure 4.9 – performances de CAPS suivant le parame`tre NLthresh pour la journe´e du 28
juin 2013
responsable d’un groupe. Les figures 4.8 et 4.9 pre´sentent les performances de CAPS
suivant la valeur du seuil NLthresh . Pour ces simulations, la valeur de NHthresh a e´te´ fixe´e
a` NLthresh + 5.
Nous observons que les meilleurs re´sultats en termes de stabilite´ sont obtenus pour
des valeurs assez faible de NLthresh , exactement 5 pour la journe´e du 25/12/2012 et 7
pour la journe´e du 28/06/2013. La diffe´rence entre les deux journe´es s’explique par la
densite´ d’avions diffe´rente et par conse´quent le fait que chaque avion a` plus de voisins
en moyenne pour la journe´e du 28/06/2013.
Ne´anmoins ces re´sultats sont a` nuancer avec les proprie´te´s de la couche physique que
nous utilisons dans nos simulations. En effet, l’objectif de ce coefficient est de privile´gier
comme responsable de groupe des nœuds ayant un nombre optimal de voisins pour
limiter la charge du responsable, ainsi que les interfe´rences inhe´rentes a` des nombreuses
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Figure 4.10 – performances de CAPS suivant le seuil α pour la journe´e du 25 de´cembre 2012
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Figure 4.11 – performances de CAPS suivant le seuil α pour la journe´e du 28 juin 2013
communications dans un espace restreint. Or, avec une couche physique ide´ale, il est
difficile d’e´valuer le gain apporte´ par ce coefficient. Dans les futurs travaux, il sera
important d’e´valuer l’influence de ce crite`re avec une couche physique plus re´aliste.
Influence du seuil α L’influence du seuil α, utilise´ dans le processus de de´ci-
sion pour la fusion de deux groupes, a e´galement e´te´ e´tudie´e. Les figures 4.10 et 4.11
pre´sentent les re´sultats obtenus pour nos deux journe´es de trafic, servant de re´fe´rence.
Pour ces simulations, NLthresh a e´te´ fixe´ a` 5 et NHthresh a e´te´ fixe´ a` 10.
Nous observons que ce seuil α a une influence sur la stabilite´ de CAPS puisque le
nombre de changement de responsable de groupe peut eˆtre double´ suivant la valeur
de α. Pour eˆtre plus pre´cis, la stabilite´ de CAPS augmente avec l’accroissement d’α,
avec en contre partie une le´ge`re augmentation du nombre de groupes dans le re´seau.
Ce comportement s’explique par l’utilisation faite de ce seuil. Comme pre´sente´ pre´ce´-
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demment, deux conditions sont ne´cessaires et suffisantes pour fusionner deux groupes.
L’une, reprise de l’algorithme α-SSCA, exige que les deux responsables de groupe aient
un nombre minimum de voisin commun. Plus α est grand, plus le nombre de voi-
sins commun requis pour fusionner est important, ce qui implique moins de fusions de
groupe et donc un algorithme plus stable.
Une autre information inte´ressante peut eˆtre de´duite de l’allure ge´ne´rale des courbes.
Nous observons une cassure (a` partir de α = 0.4 pour la journe´e du 25/12/2015 et de
α = 0.6 pour la journe´e du 28/06/2015). A partir de ce point, le gain en stabilite´
est moindre. Par conse´quent, une valeur α fixe´e a` 0.5 permet d’offrir un compromis
inte´ressant.
4.2.3.3 Comparaison a` des solutions existantes
Enfin, afin d’e´valuer la pertinence de CAPS, nous avons compare´ ses performances
dans un contexte AANET a` des solutions existantes, pre´sente´es dans la section 4.2.1.
Trois algorithmes ont ainsi e´te´ mode´lise´s sous Omnet++ et compare´s a` CAPS : LCC,
MOBIC et α-SSCA. Suite a` l’e´tude de performance de´taille´e dans la section pre´ce´dente,
l’algorithme CAPS a e´te´ configure´ de la manie`re suivante :
— α = 0.5
— NLthresh = 5
— NHthresh = 10
— γ = β = 0.5
Les figures 4.12 et 4.13 pre´sentent les re´sultats obtenus. Pour chaque journe´e de trafic
rejoue´e, le graphique de gauche repre´sente l’e´volution du nombre de responsables de
groupe durant la journe´e. Nous pouvons noter une corre´lation avec les re´sultats du
chapitre pre´ce´dent montrant l’e´volution du nombre d’avions en vol durant la journe´e.
Celui de droite indique le nombre de changement de responsable de groupe. Enfin, celui
du milieu nous montre la dure´e de vie des responsables de groupe sous forme d’une
fonction de re´partition (Cumulative Distribution Function (CDF)) afin de mieux faire
ressortir les diffe´rences entre les solutions.
Nous observons que les objectifs vise´s par CAPS, a` savoir offrir une structure maxi-
misant la stabilite´ tout en contenant le nombre de groupe, sont atteints. En effet, CAPS
permet la construction d’une structure plus stable, puisque il y a moins de changement
de responsables de groupe et leur dure´e de vie est plus importante par rapport aux
autres algorithmes. Les courbes semblent nous indiquer un gain significatif. Afin d’e´va-
luer quantitativement ce gain, le tableau 4.2 montre les moyennes et les e´carts type
obtenus pour la journe´e du 28 juin 2013. Les premie`res conclusions issues des graphiques
se confirment. Si nous prenons par exemple la dure´e de vie moyenne des responsables
de groupe, CAPS augmente cette dure´e de vie d’environ 47% par rapport a` SSCA et
de plus de 50% par rapport a` MOBIC.
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Figure 4.12 – Comparaison des algorithmes de regroupement pour la journe´e du 25/12/2012
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Figure 4.13 – Comparaison des algorithmes de regroupement pour la journe´e du 28/06/2013
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Figure 4.14 – Illustration de l’algorithme de regroupement CAPS pour la journe´e du
25/12/2012
Concernant le nombre de groupes, une plus grande stabilite´ implique souvent un
nombre un peu plus important de groupe puisque nous e´vitons de fusionner des groupes
dont la dure´e de vie serait courte pour augmenter la stabilite´. Cela se ve´rifie pour CAPS.
Ne´anmoins, nous constatons sur les graphiques que cette augmentation reste contenue.
Quantitativement, nous voyons par exemple que le nombre moyen de responsable a
augmente´ de 6% par rapport a` SSCA et de moins d’1% par rapport a` MOBIC.
Algorithme CAPS MOBIC SSCA LCC
Nombre moyen de responsable 68.2± 0.1 67.9± 0.5 64.5± 0.5 59.5± 0.3
Nombre de changement de responsable 630± 0.5 1173± 30 1053± 9 1763± 44
Dure´e de vie moyenne des responsables 9019± 0.2s 5939± 109s 6134± 131s 3885± 116s
Tableau 4.2 – Re´sultats des algorithmes de regroupement pour la journe´e du 28 juin 2013
4.2.4 Synthe`se
Cette section a permis de pre´senter une contribution majeure de cette the`se, a` savoir
la conception d’un algorithme de regroupement offrant de meilleures performances dans
les AANET que les algorithmes ge´ne´ralement propose´s dans les MANET. La structure
obtenue a` l’aide de CAPS est une base solide pour la construction d’une architecture
P/S efficace dans le contexte d’un AANET. Enfin, pour conclure cette partie, la figure
4.14 affiche sous Google Earth© la structure obtenue avec CAPS au milieu de la
journe´e du 25/12/2012 (les responsables de groupe sont en rouge).
4.3 Etude du nouveau syste`me P/S
L’algorithme de regroupement CAPS ayant e´te´ de´taille´, cette section se concentre
maintenant sur l’e´tude du syste`me P/S de´veloppe´ au dessus de la structure hie´rarchique
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construite par CAPS. Le principe de ce syste`me a e´te´ introduit dans le paragraphe
4.1.2. Nous nous concentrons dans cette partie sur le de´tail de son fonctionnement, son
imple´mentation sous Omnet++ et enfin l’e´tude de ses performances dans un contexte
AANET, notamment vis a` vis des syste`mes P/S e´tudie´s au chapitre pre´ce´dent.
4.3.1 Principes de fonctionnement du syste`me P/S
Comme cela a e´te´ vu auparavant, ce syste`me P/S s’appuie sur les groupes pour
optimiser la diffusion des e´ve´nements et des abonnements. Les responsables de groupe
jouent le roˆle de courtier et le syste`me s’appuie sur du routage unicast et multicast
pour la diffusion des e´ve´nements et des abonnements entre les groupes. Ne´anmoins,
certains me´canismes supple´mentaires sont ne´cessaires pour ame´liorer l’efficacite´ de ce
syste`me. Ils sont pre´sente´s dans cette section.
4.3.1.1 Approche oriente´e e´ve´nement ou abonnement
Comme introduit a` la section 4.1.2, deux strate´gies peuvent eˆtre utilise´es pour de´li-
vrer les e´ve´nements aux nœuds : une approche oriente´e ”´eve´nement” ou ”abonnement”
suivant les messages restants au sein d’un groupe et ceux transmis a` tous les respon-
sables de groupe. Le fonctionnement de´taille´ de ces deux strate´gies est pre´sente´ dans
la suite de cette section.
Principe de l’approche oriente´e e´ve´nement Dans cette approche ce sont les
e´ve´nements qui sont distribue´s a` tous les groupes. Pre´cise´ment, le principe de fonction-
nement est le suivant.
— Tous les membres d’un groupe transmettent leurs abonnements a` leur responsable
de groupe. Celui-ci les enregistre dans une table contenant l’identite´ de la source,
l’identifiant (unique dans tous le re´seau) de l’abonnement et les contraintes lie´es
a` cet abonnement.
— Lorsqu’un e´ve´nement est ge´ne´re´, il est transmis a` tous les responsables de groupe,
a` l’aide du service de routage multicast. Pour cela, un paquet IP contenant ce
message est cre´e´ avec pour destination une adresse multicast sur laquelle tous les
responsables de groupe sont abonne´s.
— Pour chaque e´ve´nement rec¸u, les responsables de groupe consultent leur table
d’abonnements et si l’un d’eux correspond, cet e´ve´nement est transmis aux membres
du groupe.
Ce fonctionnement est illustre´ a` la figure 4.15.
Principe de l’approche oriente´e abonnement Contrairement a` l’approche
pre´ce´demment de´taille´e, ce sont cette fois-ci les abonnements qui sont diffuse´s dans
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Figure 4.15 – Principe de l’approche oriente´e e´ve´nement pour le syste`me P/S
Figure 4.16 – Principe de l’approche oriente´e abonnement pour le syste`me P/S
tout le re´seau. Ce changement implique un principe de fonctionnement diffe´rent afin
d’optimiser le cas ou` plusieurs nœuds d’un meˆme groupe sont inte´resse´s par le meˆme
e´ve´nement. Le fonctionnement repose alors sur les points suivants.
— Tous les membres d’un groupe transmettent leurs e´ve´nements a` leur responsable
de groupe. Celui-ci les enregistre dans une table.
— Il en est de meˆme pour les abonnements. Ils sont transmis au responsable de
groupe qui les enregistre dans une table. Par contre, apre`s leur enregistrement,
ils sont transmis a` tous les autres responsables de groupe en multicast. L’adresse
IP source indique´e dans le paquet est celle du responsable de groupe.
— Lorsqu’un responsable rec¸oit un abonnement provenant d’un autre groupe, il
consulte sa table d’e´ve´nements. Si l’un d’eux correspond, il est transmis au res-
ponsable ayant transmis l’abonnement qui le diffuse ensuite aux membres de son
groupe.
Ce fonctionnement est illustre´ a` la figure 4.16.
90
Adaptation de la strate´gie a` l’application Le choix d’une approche par rap-
port a` l’autre va potentiellement influencer l’efficacite´ du syste`me en termes de trafic
ge´ne´re´ sur le re´seau et de ratio d’e´ve´nements transmis. Intuitivement, nous pouvons
penser que la meilleure strate´gie a` utiliser de´pend de l’application utilisant le service
P/S. Pour une application ge´ne´rant plus d’e´ve´nements que d’abonnements (en termes
de volume de donne´es), il semble plus inte´ressant que les e´ve´nements restent au sein
du groupe et que les abonnements soient transmis a` tous les responsables de groupe
(strate´gie de type ”abonnement”). Dans le cas contraire (plus d’abonnements ge´ne´re´s
que d’e´ve´nements), c’est l’autre strate´gie qui minimise la charge induite sur le re´seau
(strate´gie de type ”abonnement”).
Afin de maximiser l’efficacite´ du syste`me P/S, notre proposition consiste a` nous
adapter aux besoins de l’application. Concre`tement, cela se traduit par le fait que la
strate´gie utilise´e est spe´cifie´e par l’application lors de son enregistrement au service P/S.
Cette information est ensuite sauvegarde´e par le syste`me. Ainsi, lorsqu’une application
envoie un abonnement ou un e´ve´nement, le syste`me connaˆıt la strate´gie a` utiliser pour
ce message.
4.3.1.2 Adaptation aux changements de structure
Les principes de´crits pre´ce´demment fonctionnent tre`s bien en re´gime e´tabli, c’est a`
dire lorsque les groupes sont cre´e´s et stables. Or, une des caracte´ristiques principale des
AANET est la dynamicite´ de la topologie, impliquant ne´cessairement des modifications
de la structure maintenue par CAPS (meˆme si l’algorithme cherche a` les minimiser).
Ces modifications doivent eˆtre prises en compte par le syste`me P/S. Elles sont de trois
types :
1. un nœud changeant de groupe ;
2. un nœud devenant responsable de groupe ;
3. au contraire un nœud quittant son roˆle de responsable.
Ce sont surtout les deux premiers cas qui sont a` traiter puisque le troisie`me peut
eˆtre vu comme la succession des deux premiers. Le proble`me principal a` traiter est la
synchronisation d’un responsable (dans les sens mise a` jour de ses tables d’abonnements
et d’e´ve´nements) vis a` vis des nouveaux membres qui apparaissent dans son groupe ou
des messages issues d’autres groupes qu’il n’a pas pu recevoir.
Ces modifications de groupes sont ge´re´s par deux me´canismes spe´cifiques.
— Le premier permet de ge´rer la synchronisation au sein d’un groupe. Le principe
est simple. Lorsqu’un nœud change de groupe, il re´e´met ses abonnements et ses
e´ve´nements actifs en direction du nouveau responsable de groupe qui peut ainsi
mettre a` jour ses tables d’abonnements et d’e´ve´nements.
— Le second me´canisme permet de re´cupe´rer les informations disponibles dans les
autres groupes (abonnements ou e´ve´nements suivant l’application et donc la stra-
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Figure 4.17 – Principe de la synchronisation entre responsables de groupe
te´gie de diffusion utilise´e). Il s’appuie sur un principe de messages, nomme´s SYNC
par la suite, a` porte´e variable e´mis pe´riodiquement. Ces messages contiennent
tous les identifiants des e´ve´nements et des abonnements qui doivent eˆtre diffuse´s
a` l’exte´rieur du groupe. Il est a` destination de tous les responsables de groupe (en
utilisant l’adresse multicast les identifiant) et sa porte´e est pilote´e par le Time
To Live (TTL) du paquet. Sur re´ception d’un de ces messages, un responsable
de groupe suit la proce´dure suivante. Il re´cupe`re la liste des e´ve´nements et des
abonnements de´tenus par la source du message SYNC. S’il lui manque des in-
formations, il fait une demande en unicast a` la source du message qui lui envoie
(en unicast e´galement) les informations qu’il lui manque. Une illustration de ce
me´canisme est donne´e a` la figure 4.17. Le choix de la porte´e permet de rechercher
un compromis entre la quantite´ de donne´es ge´ne´re´es sur le re´seau et la rapidite´
pour synchroniser les responsables de groupe.
4.3.2 Imple´mentation sous Omnet++
Tous les me´canismes de´crits dans la section pre´ce´dente ont e´te´ imple´mente´s sous
Omnet++. Ne´anmoins, une partie de l’architecture des nœuds a e´te´ simplifie´e. Il s’agit
des protocoles de routage unicast et multicast. En effet, le syste`me P/S propose´ s’appuie
sur ce routage pour la distribution des e´ve´nements ou des abonnements en dehors d’un
groupe. Afin de ne pas de´pendre des re´sultats du protocole de routage et ainsi pouvoir
e´valuer les seuls me´canismes P/S, nous avons choisi de nous sur appuyer un module de
routage ”ide´al” de´veloppe´ sous Omnet++ lors de cette the`se. Par ide´al, nous entendons
que chaque nœud a une connaissance de toute la topologie du re´seau a` chaque instant
et peut ainsi choisir le meilleur chemin, s’il existe, pour diffuser le message vers la ou
les destinations. Dans le cas ou` aucun chemin n’existe, le paquet est de´truit.
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4.3.3 Etude des performances
Le fonctionnement et l’imple´mentation du syste`me P/S maintenant de´taille´, cette
section pre´sente l’e´valuation des performances mene´e sur ce syste`me, en le comparant
notamment aux syste`mes e´tudie´s dans le chapitre pre´ce´dent.
4.3.4 Les parame`tres constants
Afin d’avoir des re´sultats comparables, certains parame`tres sont reste´s constants
pour toutes les simulations pre´sente´es dans ce chapitre. Ils sont pre´sente´s dans le tableau
4.3.
Dure´e de la simulation 4h
Jours simule´s 25/12/2012 et 28/06/2013
Options de la couche physique
Porte´e 350 km
De´bit de la couche physique 1 Mb/s
Options lie´es a` l’application me´te´o
Dure´e d’un e´ve´nement uniform(1800s, 3600s)
Dure´e des abonnements 1h
Diame`tre de la zone couverte par un e´ve´nement 250km
Taille d’un message d’abonnement 2048 Octets
Taille d’un message de type e´ve´nement 11192 Octets
Nombre d’e´ve´nements simultane´s 3
Options lie´es a` l’application compagnie ae´rienne
Dure´e d’un e´ve´nement uniform(400s, 800s)
Dure´e d’un abonnement 2h
Taille d’un message d’abonnement 2048 Octets
Taille d’un message de type e´ve´nement 11192 Octets
Configuration de CAPS
Pe´riodicite´ des messages HELLO 4s
Tableau 4.3 – Parame`tres communs a` toutes les simulations
Ces parame`tres sont tre`s proches de ceux utilise´s dans le chapitre pre´ce´dent et
introduit dans le paragraphe 3.4.1. Les le´ge`res diffe´rences (re´duction du temps simule´,
re´duction du trafic applicatif) ont pour objectif de re´duire la dure´e des simulations.
Au niveau de la configuration de l’algorithme de regroupement CAPS, la pe´riodicite´
des messages HELLO a e´te´ fixe´e a` 4 secondes afin d’offrir un compromis entre la
charge induite sur le re´seau et la re´activite´ de la structure vis a` vis des changements
de topologie.
4.3.4.1 Evaluation de la synchronisation
Les premiers tests effectue´s sur le syste`me P/S se sont concentre´s sur le me´canisme
de synchronisation. En effet, ses performances de´pendent principalement de deux cri-
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Figure 4.18 – Influence de la pe´riodicite´ des messages SYNC (journe´e du 25/12/2012)
te`res, la pe´riodicite´ et la porte´e des messages SYNC. Les figures 4.18 et 4.19 montrent
l’influence de la pe´riodicite´ sur les performances du syste`me.
Comme attendu, nous remarquons que plus l’intervalle entre les messages est im-
portant, plus la charge totale de donne´es ge´ne´re´es sur le re´seau diminue. Par contre,
cet intervalle n’a que peu d’influence sur le ratio d’e´ve´nements de´livre´s, au moins pour
les valeurs teste´es (entre 10 et 60 secondes). Ce re´sultat s’explique par la dure´e de
vie moyenne des e´ve´nements et des abonnements largement supe´rieure aux intervalles
teste´s.
Concernant l’influence de la porte´e des messages, les figures 4.20 et 4.21 montrent
les re´sultats obtenus suivant le TTL utilise´.
Logiquement, nous constatons qu’une augmentation du TTL entraˆıne une augmen-
tation du ratio d’e´ve´nement de´livre´ mais e´galement de la charge induite sur le re´seau.
Il est donc ne´cessaire de trouver un compromis. Pour la suite, nous avons de´cide´ de
fixer ce compromis a` un TTL de 3. Ce choix se justifie par la volonte´ qu’un message
SYNC soit rec¸u par tous les responsables des groupes voisins. Or, dans un algorithme de
regroupement a` 1-saut, il y a au maximum 3 sauts entre deux responsables de groupe.
4.3.4.2 Influence de la strate´gie de diffusion
Apre`s avoir e´tudie´ l’approche retenue pour ge´rer les modifications de la structure, ce
paragraphe se concentre sur la strate´gie de diffusion (de´taille´e au paragraphe 4.3.1.1).
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Figure 4.19 – Influence de la pe´riodicite´ des messages SYNC (journe´e du 28/06/2013)
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Figure 4.20 – Influence du TTL utilise´ pour les messages SYNC (journe´e du 25/12/2012)
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Figure 4.21 – Influence du TTL utilise´ pour les messages SYNC (journe´e du 28/06/2013)
Dans nos simulations, deux applications sont utilisatrices du service P/S. Nous avons
donc teste´ les 4 cas possibles (deux possibilite´s par application) et les re´sultats sont
pre´sente´s dans les tableaux 4.4 et 4.5.
Strate´gie (me´te´o/compagnie) Evt/Evt Evt/Abo Abo/Evt Abo/Abo
Ratio d’e´ve´nements transmis 69.5± 0.9% 62.5± 3.0% 37.3± 4.4% 66.7± 4.1%
Charge totale sur le re´seau (en Gbits) 0.41± 0.03 0.27± 0.04 1.54± 0.07 1.56± 0.1
Tableau 4.4 – Re´sultats suivant la strate´gie de diffusion utilise´e pour la journe´e du 25
de´cembre 2012
Strate´gie (me´te´o/compagnie) Evt/Evt Evt/Abo Abo/Evt Abo/Abo
Ratio d’e´ve´nements transmis 73.7± 1.0% 69.1± 1.2% 25.2± 0.8% 68.1± 0.8%
Charge totale sur le re´seau (en Gbits) 2.0± 0.11 2.18± 0.3 4.13± 0.40 4.94± 0.18
Tableau 4.5 – Re´sultats suivant la strate´gie de diffusion utilise´e pour la journe´e du 28 juin
2013
Plusieurs constatations peuvent eˆtre extraites de ces re´sultats. Tout d’abord, comme
pressenti, la charge totale ge´ne´re´e sur le re´seau varie suivant les strate´gies de diffusion
utilise´es. Cette variation est tre`s significative pour l’application permettant d’annoncer
des phe´nome`nes me´te´o. En effet, cette application ge´ne`re beaucoup plus d’abonnements
que d’e´ve´nements et en conse´quence il est plus efficace de maintenir les abonnements
au sein des groupes et de transmettre les e´ve´nements a` tous les responsables (strate´gie
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de type e´ve´nement). La charge induite sur le re´seau est double´e si l’autre approche est
retenue.
La deuxie`me constatation concerne le ratio d’e´ve´nements transmis. Nous remar-
quons qu’il est plus efficace de diffuser les e´ve´nements sur tout le re´seau. La justification
se trouve au niveau du me´canisme mis en œuvre lors du changement d’un responsable
de groupe, pre´sente´ au paragraphe 4.3.1.2. Lorsque ce sont les abonnements qui sont
diffuse´s a` tous les responsables, ceux-ci doivent enregistrer l’adresse source du res-
ponsable, utilise´e lorsqu’un e´ve´nement correspondant apparaˆıt dans son groupe. Or,
si entre temps, ce nœud n’est plus responsable de groupe ou si le nœud a` l’origine
de l’abonnement n’est plus dans ce groupe, l’e´ve´nement ne sera pas transmis au bon
destinataire et ne sera donc pas de´livre´ au nœud inte´resse´ avec pour conse´quence une
diminution du nombre d’e´ve´nements de´livre´s.
4.3.4.3 Comparaison a` des syste`mes P/S
La dernie`re e´tape pour l’e´tude de notre proposition consiste a` comparer les per-
formances de ce syste`me P/S avec ceux e´tudie´s au chapitre pre´ce´dent. Les tableaux
4.6 et 4.7 de´taillent les re´sultats obtenus. Pour la solution s’appuyant sur CAPS, les
parame`tres suivants sont utilise´s :
— pour les deux applications, la strate´gie de diffusion ”´eve´nement” est utilise´e ;
— pour la synchronisation, la pe´riodicite´ des messages SYNC est fixe´e a` 30 secondes
et le TTL de ces messages a` 3 ;
De plus, afin d’avoir une base de comparaison commune, les solutions s’appuyant sur
du routage ge´ographique ou de proximite´ utilisent le module de routage unicast ”ide´al”
imple´mente´ sous Omnet++.
Solution Heuristique simple Ge´ographique Proximite´ Surcouche
Ratio d’e´ve´nements transmis 73.1± 2.1% 62.5± 1.4% 51.3± 2.7% 69.5± 0.9%
Charge totale sur le re´seau (en Gbits) 2.48± 0.11 5.48± 0.23 0.90± 0.05 0.41± 0.03
Tableau 4.6 – Re´sultats des solutions P/S pour la journe´e du 25 de´cembre 2012
Solution Heuristique simple Ge´ographique Proximite´ Surcouche
Ratio d’e´ve´nements transmis 77.6± 1.4% 69.5± 0.4% 54.6± 2.3% 73.7± 1.0%
Charge totale sur le re´seau (en Gbits) 12.3± 0.11 32.4± 2.2 4.73± 0.21 2.0± 0.11
Tableau 4.7 – Re´sultats des solutions P/S pour la journe´e du 28 juin 2013
Ces re´sultats mettent en lumie`re la pertinence de la proposition de syste`me P/S que
nous avons faite dans ce chapitre. En effet, cette approche offre un ratio d’e´ve´nements
transmis supe´rieur aux solutions utilisant du routage ge´ographique ou de proximite´. La
valeur de ratio est proche de celui obtenu avec l’heuristique simple qui sert de re´fe´rence
de par son principe (diffusion pe´riodique des e´ve´nements dans tous le re´seau). De plus,
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notre proposition e´met moins de donne´es sur le re´seau que toutes les autres solutions,
de manie`re significative. Par exemple, pour la journe´e du 28/06/2013, elle e´met 6 fois
moins de trafic que l’heuristique simple et plus de deux fois moins que la solution base´e
sur du routage de proximite´. Notre solution offre donc les meilleures performances de
toutes les solutions teste´es.
4.4 Conclusion
Dans ce chapitre, nous avons de´taille´ la contribution majeure de cette the`se, a` savoir
la proposition d’une solution P/S adapte´e aux AANETs s’appuyant sur une structure
hie´rarchique construite a` l’aide d’un algorithme de regroupement a` un 1-saut. Pour
mettre en avant cette proposition, ce chapitre est constitue´ de deux parties.
La premie`re partie se concentre sur les algorithmes de regroupement, permettant
de constituer des groupes au sein d’un re´seau. Apre`s un e´tat de l’art sur le domaine,
CAPS est introduit. Il s’agit de l’algorithme de regroupement a` un saut propose´ dans
cette the`se et adapte´ aux AANET. Son objectif est de maximiser la stabilite´ de la
structure. Pour cela, il utilise notamment un crite`re utilisant le nombre et la mobilite´
relative avec les voisins pour de´terminer les responsables de groupe. Les tests re´alise´s
lors de cette the`se montrent que l’approche retenue est pertinente puisque, de toutes
les solutions teste´es, CAPS offre les meilleures performances. En effet, il minimise le
nombre de changements de responsable tout en contenant le nombre de groupes dans
le re´seau.
La deuxie`me partie se concentre sur le syste`me P/S en lui meˆme, construit au-
dessus de CAPS. Son principe de fonctionnement est tout d’abord de´taille´. Il repose
sur les responsables de groupe servant de courtier ainsi que sur plusieurs me´canismes
permettant d’optimiser la diffusion des e´ve´nements. Il y a tout d’abord une adaptation
a` l’application, utilisatrice du service P/S, de la strate´gie de diffusion des e´ve´nements et
des abonnements. Comme les simulations l’ont de´montre´, cette adaptation permet de
re´duire le trafic ge´ne´re´ sur le re´seau. L’autre me´canisme important est la synchronisa-
tion des responsables de groupe entre eux, permettant de mettre a` jour les tables d’un
nœud lorsque celui-ci devient responsable de groupe par exemple. Le re´sultat, ve´rifie´
au travers des simulations, est un syste`me P/S offrant de tre`s bonnes performances
puisque le ratio d’e´ve´nements de´livre´s est proche du maximum possible (obtenu avec
l’heuristique simple pre´sente´e au chapitre pre´ce´dent) avec une charge induite sur le
re´seau beaucoup plus faible que toutes les solutions teste´es auparavant.
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Ce chapitre conclut ce me´moire. Il re´sume dans un premier temps les contributions
apporte´es lors de cette the`se. La seconde partie pre´sente les ide´es a` explorer pour
poursuivre les travaux accomplis lors de cette the`se.
5.1 Contributions de la the`se
L’objectif de cette the`se e´tait de de´velopper une architecture permettant d’offrir
un service de routage base´ sur le contenu pour un AANET. Le principe est de ne plus
utiliser une adresse (unicast, multicast ou braodcast) pour de´finir le(s) destinataire(s)
d’un message mais uniquement le contenu du message. Chaque nœud du re´seau de´-
clare le contenu qui l’inte´resse et c’est sur cette base que sont de´finis les destinataires
d’un message. Pour mettre en œuvre cette approche, le paradigme publication / sous-
cription (P/S) a e´te´ retenu, et plus pre´cise´ment l’utilisation de syste`mes P/S avec des
abonnements base´s sur le contenu des messages. Pour atteindre cet objectif, plusieurs
contributions ont e´te´ apporte´es. Elles sont rappele´es dans cette partie.
5.1.1 Mode´lisation d’un contexte AANET sous Omnet++
La premie`re contribution de cette the`se est la mode´lisation d’un AANET sous
Omnet++ se traduisant par plusieurs re´alisations.
— Il y eu tout d’abord la de´finition d’une architecture protocolaire pour les nœuds.
Nous avons fait notamment le choix de simplifier les couches physique et liaison
pour concentrer nos e´tudes sur les couches supe´rieures. Au niveau re´seau et trans-
port, nous nous sommes appuye´s sur des re´fe´rences du monde Internet, a` savoir
IP et UDP.
— Le second apport est le de´veloppement d’un module de mobilite´ base´ sur le rejeu
de trajectoires re´elles. Durant cette the`se nous nous sommes plus particulie`rement
concentre´s sur le trafic nord atlantique car, de par la densite´ d’avions pre´sents
et le peu de moyens de communications disponibles, le concept d’AANET a un
grand inte´reˆt pour cette re´gion du monde comme moyen de communication com-
ple´mentaire.
— Enfin, un travail important a e´te´ re´alise´ au niveau des applications. En effet, afin
d’avoir une utilisation re´aliste du service P/S, les applications ae´ronautiques, dont
l’utilisation d’un service P/S permettrait d’optimiser les communications, ont e´te´
recense´es et caracte´rise´es. Sur cette base, deux applications ont e´te´ mode´lise´es :
l’annonce d’un phe´nome`ne me´te´o et l’e´changes de donne´es entre le centre des
ope´rations d’une compagnie ae´rienne et sa flotte d’avion.
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5.1.2 Etude de syste`mes P/S existants dans un contexte AA-
NET
La mode´lisation d’un AANET effectue´e, le second travail accompli lors de cette
the`se a e´te´ l’e´valuation des performances de certains syste`mes P/S issus de l’e´tat de
l’art. Trois solutions ont e´te´ teste´es.
1. La premie`re est une heuristique simple diffusant les e´ve´nements a` tous les nœuds
du re´seau. Cette solution sert de re´fe´rence dans le sens ou` la strate´gie utilise´e
permet de garantir un ratio d’e´ve´nements transmis maximum meˆme si en contre-
partie l’utilisation du re´seau est non optimale.
2. La seconde est une solution s’appuyant sur du routage ge´ographique pour la
diffusion des e´ve´nements et des abonnements dans des zones ge´ographiques lie´s
aux messages. Les nœuds pre´sents a` l’intersection des zones ge´ographiques d’un
e´ve´nement et des abonnements concordants servent d’interme´diaire entre l’e´diteur
et les abonne´s.
3. Enfin, la dernie`re est une solution utilisant la notion de proximite´. Chaque e´ve´-
nement ou abonnement est transmis a` proximite´ de l’e´metteur initial. Comme
pour la solution utilisant du routage ge´ographique, les nœuds recevant a` la fois
un abonnement et un e´ve´nement correspondant peuvent servir d’interme´diaire.
L’objectif de ce travail e´tait double.
— Cela a tout d’abord permis de valider la mode´lisation du contexte AANET et
de choisir les indicateurs pertinents pour e´valuer les performances d’un syste`me
P/S.
— Ensuite, cela a permis de ve´rifier si certaines approches propose´es pour les VA-
NET e´taient transposables dans les AANET puisque ces deux types de re´seaux
ad hoc partagent de nombreuses caracte´ristiques.
Ne´anmoins, les re´sultats obtenus ont e´te´ de´cevants puisque sur les trois solutions tes-
te´es, la plus performante est l’heuristique simple notamment au niveau de la charge
induite sur le re´seau alors que cette solution, de par son principe, n’est pas optimale
sur cet aspect. L’analyse des re´sultats a permis de comprendre le proble`me, notamment
duˆ a` l’application compagnie ae´rienne dont les e´ve´nements ne sont pas lie´s a` une zone
ge´ographique restreinte. Cette analyse a permis d’orienter la proposition de syste`me
P/S faite dans cette the`se.
5.1.3 De´veloppement d’un algorithme de regroupement adapte´
aux AANET
Sur la base du comportement des solutions e´tudie´es dans un premier temps, un sys-
te`me P/S adapte´ aux AANET a ensuite e´te´ propose´. L’ide´e directrice de cette solution
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est de s’appuyer sur une surcouche pour la diffusion des e´ve´nements vers les nœuds
inte´resse´s. Pour cette surcouche, nous avons choisi d’utiliser un algorithme de regrou-
pement permettant de construire des groupes au sein du re´seau, chaque groupe e´tant
constitue´ d’un responsable et de membres. Pre´cise´ment, l’utilisation d’un algorithme
de regroupement a` un saut a e´te´ retenue pour le compromis offert par cette cate´gorie
entre le nombre de groupes et la limitation des ressources consomme´es sur le re´seau
pour maintenir ces groupes (pour la plupart des solutions entrant dans cette cate´gorie,
la construction et la maintenance des groupes sont uniquement base´es sur l’utilisation
de messages pe´riodiques envoye´s aux voisins).
Apre`s un e´tat de l’art de´taille´, un nouvel algorithme a e´te´ propose´, CAPS. Son ob-
jectif principal est de maximiser la stabilite´ des groupes dans le contexte d’un AANET.
Pour cela, il reprend plusieurs ide´es introduites par des algorithmes existants.
— Il y a tout d’abord l’utilisation d’un poids combinant plusieurs crite`res pour l’e´lec-
tion des responsables de groupe. Dans le cas de CAPS, deux crite`res sont utilise´s.
Le premier est base´ sur la mobilite´ relative entre les nœuds voisins puisque des
e´tudes pre´ce´dentes ont montre´ que le choix d’un responsable de groupe ayant
une mobilite´ relative faible avec les autres membres permet d’augmenter la sta-
bilite´ de la structure. Le deuxie`me crite`re utilise´ est le nombre de voisins. Pour
ce crite`re, notre approche a consiste´ a` privile´gier les nœuds ayant un nombre de
voisins compris entre deux bornes afin de rechercher une taille optimale pour les
groupes (c’est a` dire un compromis entre le nombre de groupes dans le re´seau
et un nombre raisonnable de membres par groupe pour minimiser la charge du
responsable de groupe).
— Au niveau de la maintenance des groupes, la stabilite´ des groupes a e´te´ recherche´e
en imposant que deux conditions soient respecte´es pour fusionner deux groupes
dont les responsables sont a` porte´e. La premie`re permet de ve´rifier que les deux
responsables de groupe ont des directions proches afin d’e´viter de fusionner deux
groupes qui devront eˆtre se´pare´s peu de temps apre`s. La deuxie`me condition a`
respecter est reprise d’une solution existante, SSCA, et de´pend du nombre de
voisins communs entre les deux responsables, l’ide´e e´tant que plus ils ont de
voisins communs, plus il est inte´ressant de fusionner les groupes.
Les simulations re´alise´es lors de cette the`se montrent la pertinence des choix faits
pour la conception de CAPS. En effet, il permet d’e´tablir une structure maximisant
la stabilite´, puisque de toutes les solutions teste´es, c’est CAPS qui offre le moins de
changement de responsable de groupe maximisant ainsi la dure´e de vie des responsables
tout en contenant le nombre de groupe dans le re´seau. Par exemple, CAPS augmente
cette dure´e de vie d’environ 50% par rapport a` SSCA tout en n’augmentant le nombre
de groupe que d’environ 5%.
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5.1.4 De´veloppement d’un syste`me P/S adapte´ aux AANET
En s’appuyant sur CAPS, un syste`me P/S a e´te´ propose´ et mode´lise´. Il s’appuie
sur deux ide´es principales.
— CAPS permet de cre´er une structure hie´rarchique sur le re´seau. Le syste`me P/S
s’appuie sur cette surcouche avec l’utilisation des responsables de groupe en tant
que courtier pour faire le lien entre les e´ve´nements et les abonne´s inte´resse´s.
— La deuxie`me ide´e est l’utilisation d’un service de routage multicast offert par la
couche re´seau pour la diffusion des e´ve´nements ou des abonnements (suivant la
strate´gie utilise´e) vers tous les responsables de groupe.
L’efficacite´ de cette approche a e´te´ ame´liore´e a` l’aide de deux fonctionnalite´s supple´-
mentaires. La premie`re consiste a` adapter la strate´gie de diffusion a` l’application uti-
lisant le service P/S. En effet, certaines applications ge´ne`rent plus d’e´ve´nements que
d’abonnements et pour d’autres c’est le contraire. Le fait, que lors de son initialisation,
une application pre´cise au syste`me P/S la strate´gie de diffusion souhaite´e permet de
re´duire le trafic ge´ne´re´ sur le re´seau. Les simulations ont montre´ que suivant les cas, la
charge totale e´mise sur le re´seau pouvait passer du simple au double.
L’autre fonctionnalite´ consiste a` ge´rer de manie`re optimale les modifications de la
surcouche et particulie`rement l’apparition d’un nouveau responsable de groupe. En
effet, cette modification ne´cessite que celui-ci se synchronise avec les membres de son
groupe et les autres responsables. La solution retenue est base´e sur l’envoi re´gulier de
messages par les responsables contenant la liste les e´ve´nements et des abonnements
en leur possession. Suite a` la re´ception de ce message, les membres du groupe ou les
autres responsables peuvent se synchroniser, c’est a` dire demander et re´cupe´rer les
informations qui leur manquent. De plus une option permet de jouer sur la porte´e
de ces messages pe´riodiques afin de trouver le bon compromis entre l’efficacite´ de la
synchronisation et le trafic ge´ne´re´ sur le re´seau.
Les simulations re´alise´es lors de cette the`se ont de´montre´ le bien-fonde´ de cette
solution. Les performances obtenues sont tre`s bonnes puisque le ratio d’e´ve´nements
de´livre´s est proche de celui obtenu avec l’heuristique simple mais avec une charge
induite sur le re´seau divise´e par 6.
5.2 Perspectives
Les travaux re´alise´s lors de cette the`se ont permis de de´velopper un syste`me P/S
adapte´ aux AANET dont les premie`res e´tudes de performance confirment l’inte´reˆt.
Ne´anmoins, de futurs travaux peuvent eˆtre envisage´s. Ils sont de´taille´s dans cette sec-
tion.
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5.2.1 Mode´lisation re´alistes des couches basses
Dans cette the`se, nous avons fait le choix de simplifier les couches physiques et
liaison des nœuds du re´seau afin de se concentrer sur le syste`me P/S et les applica-
tions utilisatrices du service. Il serait inte´ressant de mode´liser plus finement les couches
physique et liaison afin de rendre nos simulations plus re´alistes. Dans l’e´quipe de re-
cherche ResCo (re´seau de communication), dans laquelle ces travaux se sont de´roule´s,
une autre the`se est en cours. Elle vise a` de´finir une solution de routage performante
dans les AANET. Au niveau de la couche physique et liaison, cette the`se propose de
s’appuyer sur une adaptation du Random Packet Code Division Multiple Access (RP-
CDMA) [MH12] pour les AANET. Il est pre´vu d’imple´menter cette solution dans les
nœuds mode´lise´s lors de cette the`se et e´tudier les conse´quences sur les performances
globales du syste`me P/S.
De la meˆme manie`re, tous les re´sultats pre´sente´s pour le syste`me P/S propose´ dans
cette the`se ont e´te´ re´alise´s avec l’utilisation d’un routage unicast et multicast ”ide´al”. Il
faudrait maintenant e´tudier son comportement avec des protocoles de routage re´alistes.
Deux approches sont possibles.
— La premie`re consiste a` utiliser des protocoles de routage existants. Nous pouvons
par exemple citer AODV (introduit pour l’e´tude pre´sente´e dans le chapitre 3) et
Multicast Ad hoc On-Demand Distance Vector Routing (MAODV) [HP15], qui
est une extension d’AODV pour la gestion des communications multicast. Il s’agit
de protocoles de re´fe´rence pour les MANET et leur utilisation, en comple´ment de
l’utilisation du RP-CDMA, permettrait d’avoir une mode´lisation plus comple`te
des nœuds.
— La deuxie`me approche consiste a` utiliser l’algorithme de regroupement CAPS
pour de´velopper un nouvel algorithme de routage unicast et multicast. En effet,
de nombreuses propositions de protocole de routage utilisant des groupes ont de´ja`
e´te´ faites, comme dans [SU10] ou [YFL11]. L’optimisation consistant a` utiliser
CAPS pour le protocole de routage et le syste`me P/S permettrait de diminuer
le trafic ge´ne´re´ sur le re´seau (par exemple en mutualisant les messages HELLO
envoye´ pe´riodiquement aux voisins) et semble donc une piste a` explorer.
5.2.2 Utilisation d’un routage ge´ographique
Contrairement aux syste`mes P/S base´s sur du routage ge´ographique ou du routage
de proximite´, notre proposition n’utilise pas pleinement pour le moment le contexte
du nœud (c’est a` dire sa position ge´ographique et sa route) pour optimiser la diffusion
des e´ve´nements et des abonnements. Dans notre solution, ce contexte n’est utilise´ que
pour restreindre la liste des destinataires d’un e´ve´nement. Ce choix initial a e´te´ motive´
par la volonte´ de proposer un syste`me adapte´ a` toutes les applications envisage´es pour
104
utiliser le syste`me P/S. Dans ces applications, certaines, comme la communication
d’une compagnie ae´rienne vers sa flotte (de´crite au paragraphe 3.2.2.1) n’associe pas
de contexte ge´ographique aux e´ve´nements ou abonnements. Il e´tait donc inte´ressant
d’offrir en premier lieu une approche pertinente pour ce type d’application.
Maintenant que le syste`me propose´ a atteint cet objectif, la prochaine e´tape serait
d’utiliser plus largement le contexte des nœuds lorsque c’est possible. Une ide´e serait
d’utiliser du routage ge´ographique pour diffuser les e´ve´nements ou les abonnements
(suivant l’approche demande´e par l’application) uniquement vers les responsables de
groupes situe´s dans les zones ge´ographiques donne´es dans les contextes des messages.
Cette optimisation devrait permettre de re´duire le trafic ge´ne´re´ par le syste`me P/S.
Sur le choix du protocole de routage ge´ographique a` utiliser, nous pourrions repartir de
LBM dans un premier temps, pour ensuite essayer de trouver un protocole plus optimal
pour les AANET.
5.2.3 Etude du syste`me P/S dans les VANET
Dans la partie 1.2.3 du chapitre d’introduction, nous avions vu que des analogies
existent entre les VANET et les AANET. Lors de cette the`se, nous nous sommes ap-
puye´s sur ces analogies en transposant des solutions imagine´es pour les VANET aux
AANET. Il serait maintenant inte´ressant de faire le contraire, c’est a` dire de tester le
syste`me P/S de´veloppe´ dans cette the`se sur un VANET. Cela permettrait d’e´valuer la
pertinence de notre approche dans un autre contexte. Pour la mode´lisation d’un VA-
NET, nous pourrions repartir de travaux qui ont e´te´ de´ja` e´te´ effectue´s comme VEhicles
In Network Simulation (VEINS) 1.
5.2.4 Le module de mobilite´
Dans le but d’eˆtre re´aliste, le module de mobilite´ de´veloppe´ sous Omnet++ lors de
cette the`se rejoue des journe´es de trafic re´els. Bien qu’inte´ressante car plus pertinente
que des mode`les ale´atoires souvent utilise´s pour e´tudier les MANET, cette approche
souffre de quelques limitations. Notamment, Le choix de s’appuyer sur des traces re´elles
implique que la trajectoire des avions est une entre´e de la simulation et ne peut donc
pas eˆtre modifie´e suivant les e´ve´nements se de´roulant durant cette simulation. Par
exemple, il serait logique que, lorsqu’un e´ve´nement me´te´o dangereux est notifie´ a` un
avion, celui-ci modifie sa route pour contourner ce phe´nome`ne. Or ce n’est pas possible
avec l’approche retenue lors de cette the`se. Une ame´lioration de ce module de mobilite´
serait donc de prendre en compte les communications dans le mouvement des nœuds
afin que chaque nœud adapte sa trajectoire suivant les informations qu’il rec¸oit. Ce type
de mode`le de mobilite´ existe de´ja` pour les VANET (comme pre´sente´ dans [SGD11]).
1. http ://veins.car2x.org/
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Annexe A
Liste des acronymes
AAC Aeronautical Administrative Control. 4
AANET Aeronautical Ad-Hoc Network. 12, 13, 15, 16, 18, 21, 22, 32, 33, 38, 39,
41–44, 47, 49–51, 53, 54, 57–61, 67, 69, 71–73, 77, 82, 83, 86, 88, 89, 91, 98,
100–105
ACARS Aircraft Communications Addressing and Reporting System. 4–6, 8, 51
ACM Adaptative Coding and Modulation. 11
ADS-B Automatic Dependant Surveillance - Broadcast. 11
ALPS Adaptive Location-based Publish / Subscribe. 36
AOA ACARS Over AVLC. 8
AOC Aeronautical Operation Control. 4, 5
AODV Ad hoc On-Demand Distance Vector Routing. 57, 63, 66, 104
APC Aeronautical Passenger Communication. 4, 7
API Applications Programming Interface. 19, 44
ATN Aeronautical Telecommunication Network. 5, 7, 8
ATSC Air Traffic Services Communication. 4, 5, 7, 9
AVLC Aviation VHF Link Control. 8
CAPS Clustering Algorithm for Publish / Subscribe. 72, 78, 80–86, 88, 89, 91, 93, 97,
98, 102–104
CDF Cumulative Distribution Function. 86
CDMA Code Division Multiple Access. 42
CFMU Central Flow Management Unit. 46
CLNP Connection Less Network Protocol. 7
COTP Connection Oriented Transport Protocol. 7
CPDLC Controller Pilot Data Link Communication. 6
II
CPFSK Continuous Phase Frequency Shift Keying. 10
CSMA Carrier Sense Media Access. 8
D8PSK Differentially encoded 8-phase Shift Keying. 8
DDR Demand Data Repository. 45–47, 53
DHT Distributed Hash Table. 29, 30, 34, 38
DLBC Degree-Load-Balancing Clustering. 76
ESA European Space Agency. 10
FANS Future Air Navigation System. 5–7
FANS 1/A Future Air Navigation System 1/A. 7
GBAS Ground-based augmentation system. 50
GSE Generic Stream Encapsulation. 11
GSM Global System for Mobile Communications. 10
HCC Highest Connectivity Clustering. 73, 74
HDLC High-level Data Link Control. 8
HF High Frequency. 4
HFDL HF Data Link. 8, 9
IP Internet Protocol. 7, 43, 89, 100
LBM Location Based Multicast. 54, 55, 62, 67, 105
LCC Least Cluster Change. 74–76, 78
L-DACS L-band Digital Aeronautical Communication System. 10
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MAC Medium Access Layer. 8, 58, 77
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MAODV Multicast Ad hoc On-Demand Distance Vector Routing. 104
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OACI Organisation de l’aviation civile internationale. 4–7, 9
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OSI Open Systems Interconnection. 7
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OSPF Open Shortest Path First. 26
P2P Peer To Peer. 29, 31
PBN Performance Based Navigation. 50
PCBD Persistent Content-Based Dissemination. 35
POA Plain Old Acars. 4, 5, 8
PST Parallel Search Trees. 24, 27
RAIM Receiver Autonomous Integrity Monitoring. 50
REDS REconfigurable Dispatching System. 37
RFC Request For Comments. 57
RNP Required Navigation Performance. 50
RP-CDMA Random Packet Code Division Multiple Access. 104
RPF Reverse Path Forwarding. 29
SATCOM SATellite COMmunication. 4, 8
SBAS Satellite-based augmentation system. 50
SBCA Stability-Based Clustering Algorithm. 78
SPCF Shortest Path Context Forwarding. 37
SQL Structured Query Language. 20
TCP Transmission Control Protocol. 43
TDMA Time Division Multiple Access. 9
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WCA Weighted Clustering Algorithm. 76
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