Abstract. The VA-polynomial proposed in the author's earlier paper (Acta Appl. Math. 72 (2002), 295-309) for virtual knots and links is considered in this paper. One goal here is to refine the definition of this polynomial to the case of the ring Z in place of the field Q. Moreover, the approach in the paper mentioned makes it possible to recognize "long virtual knots" obtained from equivalent virtual knots by cutting at various points. An invariant of long virtual knots that is based on the same technique as the VA-polynomial is proposed. Some properties of the VA-polynomial are established. Furthermore, new invariants of virtual links and long virtual knots are constructed.
The theory of virtual knots was proposed by Kauffman in 1996 (see [3] ). It originates from the theory of knots in thickened surfaces S g ×I, which was first studied by Kauffman, Jaeger, and Saleur (see [2] ). Virtual knots arise upon projecting S g on R 2 , and hence S g × R on R 3 . In projecting link diagrams from S g on R 2 , we obtain planar diagrams. Virtual crossings arise as defects of the projection, that is, points of intersection of the images of arcs that do not intersect in S g . At the very beginning of the study of this theory its creators proposed a generalization of the basic knot invariants: the distributive groupoid, the fundamental group, and the Jones-Kauffman polynomial (see [3] ). On the other hand (see [1] ), virtual knots appear in connection with the nonrealizability of certain Gaussian diagrams as diagrams of classical knots (see also [4] ).
A virtual link diagram is defined to be a 4-valent graph imbedded in the plane in which each crossing is labeled as classical (with an indication of which branch is an overcrossing and which an undercrossing) or as virtual, in which case a small circle is put at the crossing.
According to [3] , a virtual link is an equivalence class of virtual link diagrams with respect to generalized Reidemeister moves. Generalized Reidemeister moves consist of the three classical Reidemeister moves (in which only classical crossings take part), the three purely virtual analogues of the classical Reidemeister moves (in which only virtual crossings take part), and a single "semivirtual move" shown in Figure 1 . We remark that the move indicated in Figure 2 is not included in the list of virtual Reidemeister moves. In the general case it cannot be represented as a composition of generalized Reidemeister moves.
Several invariants of classical links have by now been generalized to the virtual case (see [1] , [3] ).
A number of virtual link invariants were constructed in [5] (there is a short version in [6] ). One of them (called the VA-polynomial) originates from the virtual Alexander module defined in the same paper. Another strong invariant was presented in [7] .
The VA-polynomial is a polynomial over the ring Q[t, t −1 ] = R. It is defined up to invertible elements of the ring R, that is, up to λt k , where λ ∈ Q, k ∈ Z. In this article we show how to define a more precise invariant polynomial VA for virtual knots (which will be an element of Z[t, t −1 ] = R defined up to invertible elements of the ring R ). We establish some properties of VA-and VA -polynomials for virtual knots. Moreover, we write out a table of values of these polynomials. We then define the invariant V of "long virtual knots" with values in Q[t, t −1 ]. § 2. Construction of the VA-polynomial and some of its properties
We begin with the basic definitions and introduce the main notation. Most of the basic definitions in the theory of virtual knots can be found in [4] .
In this paper we assume that all diagrams of virtual links are oriented unless otherwise stated. Virtual link diagrams will be denoted by letters with overlines; for example,L will denote the diagram giving the virtual link L.
Definition 1.
An arc of a virtual diagram will be understood to be a connected component of the set obtained from a virtual diagram by deleting the virtual crossings (at the classical crossings the undercrossing line is assumed to be cut). We say that two arcs a, a belong to the same long arc if there exist a sequence of arcs a = a 0 , . . . , a n = a and a sequence of virtual crossings C 1 , . . . , C n such that for i = 1, . . . , n the arcs a i , a i−1 In what follows, long arcs will be denoted by capital Latin letters A, B, C (perhaps with subscripts), and the arcs belonging to them by the same Latin letters in lower case: a, b, c (also perhaps with subscripts).
For convenience all the modules in this paper will be assumed to be right-left modules.
A long arc of a virtual diagram can be cyclic, that is, it can be a closed curve, as in Figure 4 .
However, this can easily be corrected: a cyclic long arc can be broken up into two noncyclic arcs by using the first classical Reidemeister move (Figure 4 ).
Definition 2.
A virtual diagram is said to be proper if it does not have cyclic long arcs.
If a virtual diagramL is proper, then the number of its classical crossings is equal to the number of its long arcs.
We have the following simple assertion. The proof is left as an easy exercise for the reader.
In the sequel we deal only with proper virtual link diagrams.
We now proceed to the definition of the VA-polynomial. We first define the virtual module.
LetL be a virtual diagram with n classical crossings, and denote its long arcs by A 1 , . . . , A n . For each i = 1, . . . , n we label all the arcs corresponding to the arc A i by a ij , j ∈ N.
Consider the ring Q[t, t −1 ] and the free module F over it generated by all the elements a ij and the formal generator ε.
We now factorize the module F by the following relations. At each virtual crossing there are four arcs a ip , a iq , a jr , a js incident to it (some of them may coincide); see Figure 5 . 
Let F be factored by the set of relations of the type (1) coming from all virtual crossings, and denote the resulting factor module byF .
Three arcs meet at each classical crossing (some of them may coincide): a ij , a kl , a mn , (see Figure 6 ).
We have not indicated any special orientation for the arcs a ij and a mn . In any case, we write the relation 
We shall prove this theorem here, because ideas analogous to those used in the proof will be needed later in the paper.
Proof. We must show how the specification of the module by generators and relations changes under Reidemeister moves, verifying that in fact the module does not change.
Consider some virtual Reidemeister move. LetL andL be two diagrams of some virtual link that are obtained from each other by using this move. Since the move is applied inside some small circle C, it follows that the arcs of the diagramsL (respectively,L ) can be broken up into the following sets: the common set E of "external" arcs belonging to both L and L , the common set S of arcs intersecting the circle C, and the two sets I and I of internal arcs belonging toL andL , respectively. Thus, the module M(L) is generated by the element ε and the arcs in the families E, S, I, while M(L ) is generated by ε and the arcs in the family E, S, I . The relations (crossings) for the diagramsL and L can also be broken up into families: the set R E of external relations which are common forL andL , and the sets R I and R I of internal relations forL andL , respectively. It is easy to see that in the case of each generalized Reidemeister move we can remove the generators in I, expressing them in terms of generators in S with the help of the relations in R I . Such a "removal" adds some "internal" relations in R S for S. An analogous procedure can be carried out also for I . We denote by R S the set of relations thereby obtained. Thus, we have transformed the two modules
The resulting modules are generated by only the generators in E and S (and ε). They have a common set R E of "external" relations. Thus, it remains to show that the relations in R S and R S give the same equivalence relation on S (by means of ε).
For each of the virtual Reidemeister moves we consider one concrete version; all the remaining versions can be treated in a completely similar way.
The first classical Reidemeister move gives the relation a = a in both cases: for R S and for R S (see Figure 7) .
The second classical Reidemeister move gives the relations a = a and b = b in both cases ( Figure 8) .
Finally, the third classical Reidemeister move ( Figure 9 ) gives the relations
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It is seen that the expression of c in terms of a, b, c is the same in both cases. We now proceed to the purely virtual Reidemeister moves. The first purely virtual Reidemeister move gives the relation a = a in both cases, as shown in Figure 10 .
The second virtual move gives the relations a = a and b = b in both cases R S and R S (Figure 11) .
The third virtual move is shown in Figure 12 . Both sets R S and R S thus contain the relations a = a + 2ε, b = b, and c = c − 2ε.
The case of a mixed move is pictured in Figure 13 . The set R S consists of the relations a = a + ε, b = b, and c = (c − ε)t + a(1 − t) in this case, and the set R S consists of the relations a = a + ε, b = b, and c = ct
Thus, R and R really do give the same. We have considered all the generalized Reidemeister moves. The theorem is thereby proved.
Together with the pair (M, ε), any characteristic associated with it is also invariant. Consider a link L and compute the pair (M, ε) for it. Denote by I(M, ε) the ideal of R generated by all i ∈ R for which iε = 0. The ring R is a Euclidean ring, and thus the ideal I is principal. Consequently, it is generated by some element x which is determined up to invertible elements of R. If the ideal consists solely of 0, then we take x = 0 by definition. By construction, this element x is an invariant of the link L.
Definition 3.
We denote by VA(L) the element x obtained and call it the VA-polynomial. § 3. How is the VA-polynomial computed?
We proceed to a simplification of the method for constructing the module M. Namely, for a given link diagramL with n long arcs we consider all the arcs a 11 , . . . , a n1 . It is obvious that for each k we have a ik = a i1 + P ik ε, where P pq are integers. Here we use the fact that the diagramL is proper, and all the P ik are well defined.
Thus, we can take only a i1 and ε as generators for M (L). Three arcs meet at each classical crossing (see Figure 14) . Next we write out the relation
or, transposing all the terms containing ε to the right-hand side,
We recall that the number of classical crossings of our diagram is equal to n. If a crossing is negative, then we multiply both sides of (4) by −1. Thus, our module is given by a system of n equations with n + 1 variables. We call the column of coefficients of ε on the right-hand side the ε-column.
Considering only the left-hand sides of these relations (concerning a 1 , . . . , a n ), we obtain a matrix.
Definition 4. This matrix will be called the virtual Alexander matrix of the diagramL and denoted by M (L).
Obviously, the sum of the elements in each row of the matrix M (L) is zero. Thus, the rows are linearly dependent. All possible linear dependences on the left-hand side of (4) give certain relations on the right-hand side. They thereby generate the elements of the desired ideal.
We prove the following lemma.
Lemma 1. For the diagramL m of an m-component virtual link the corank of the virtual
Alexander matrix is at most m.
Proof. It suffices to prove that the value of the matrix M (L m ) for t = 1 has corank m. Indeed, each row of this matrix consists of two nonzero elements: 1 and −1. They correspond to the two long arcs incident to a given crossing (incoming and outgoing). Thus, our matrix breaks up into blocks corresponding to the components of the link. After a preliminary renumbering of the rows and columns and after (possibly) multiplication of some of the rows by −1, each matrix block will have the form 
Thus, each block has corank 1, which implies that the matrix has corank m.
One can now get the value of the VA-polynomial directly from the matrix: just find all the linear dependences of the rows. § 4. Table of values of the VA-polynomial Table 1 gives the values of the VA-polynomial on some virtual knots and links. In particular, we included some virtual knots not isotopic to classical knots, on which the VA-polynomial is equal to zero. Remark 1. The fact that on classical links the VA-polynomial is equal to zero was proved in [5] . § 5. Some properties of the VA-polynomial
Theorem 2. For each virtual knot K (not link ) the value VA(K) is divisible by (t − 1)
2 .
Proof. LetK be the diagram of a virtual knot. In the case when all its crossings are virtual,K is a diagram of the trivial knot and has VA-polynomial equal to zero. Otherwise, we consider a classical crossing V 1 of the diagramK. Let X be a long arc going out from V 1 and let x be the first arc of X incident to V 1 (with respect to the orientation of the knot). Denote this arc by a 1 . By construction, to all the arcs belonging to the long arc X there correspond numbers a 1 + kε, k ∈ N. Suppose that the last (along the orientation of the knot) long arc of the arc X is labeled by a 1 + k 1 ε. Denote the final crossing of this arc by V 2 . We now consider the first arc going out from V 2 and assign a 2 + k 1 ε to it. Next, we set labels of the form a 2 + kε for all the arcs belonging to the same long arc. Assume that the last of them has the label a 2 + k 2 ε and ends at the crossing V 3 . We then assign the label a 3 + k 2 to the first arc going out from V 3 , and so on. We finally come to the crossing V 1 . Let us prove that the process converges, that is, the label we should assign to the arc first going out from V 1 must be a j+1 + 0 · ε, where j is the total number of long arcs. Indeed, we consider the ε-column of labels encountered in going from V 1 to V 1 along the orientation of the knot. At the very beginning we have the label 0 by definition. Then in passing through each successive virtual crossing it is increased (decreased) by 1. But since we pass through each virtual crossing twice, each +ε is compensated by a corresponding −ε, and conversely. Thus, we obtain the label 0 · ε upon arriving finally at V 1 .
We remark that the process converges if we proceed in the same way starting at any arc with any prescribed label.
In this case each relation in the virtual Alexander module has a right-hand side divisible by ε(t − 1), since the relation
is equivalent to the relation ( * )
This proves that VA(K) is divisible by (t − 1).
Denote the elements q and p on the right-hand side of the equation ( * ) corresponding to the ith vertex by q i and p i , respectively.
We look for relations on the rows of the virtual Alexander matrix. Each relation must hold for any t, and thus also for t = 1.
Let the rows of the matrix M be denoted by
The matrix M (K)| t=1 looks very simple. Each of its rows (and each of its columns) contains a single 1 and a single −1, with the rest of the elements equal to 0. The relation on the rows of the matrix is obvious: the sum of them all is equal to 0. Thus,
Each relation for ε has the form
In considering the question of divisibility of the left-hand side by (t − 1) 2 we can take (t − 1) out of the parentheses and in the remaining sum replace all the c i by c i | t=1 .
Consequently, it suffices to show that
for the given diagramK. We prove this fact by induction on the number n of classical crossings.
Recall that a crossing is said to be positive when the undercrossing edge is oriented from left to right with respect to the overcrossing edge; otherwise, the crossing is said to be negative.
There is nothing to prove in the case n = 0. Suppose now thatK is a diagram with n classical crossings, andK is the diagram obtained fromK by replacing one classical crossing by a virtual crossing. We consider only the case when the replaced crossing X is positive (treatment of the "negative" case is similar); see Figure 15 .
Let the lower left-hand arc in both diagrams be denoted by a, and the remaining arcs by b, c, and d (a = d for the diagramK); see Figure 15 . We assign the label zero to the arc a in both diagrams. Let us compute the sum (q i − p i ) for the casesK andK. By the induction hypothesis, it is zero forK . We denote the label on the arc b in the first diagram by l b1 , and in the second diagram by l b2 .
For the crossing X inK we have q = l b1 and p = 0. Thus, its contribution to the total sum is equal to l b1 .
The remaining crossings inK are in a natural one-to-one correspondence with the crossings in the diagramK . Let us compute the difference between the numbers p and q for the two diagrams. This difference comes from the classical crossings. Their labels differ only on the part of the diagram between d and b (along the orientation of the knot). In moving from d to b, we encounter classical and virtual crossings. The total algebraic number of these crossings is obviously equal to zero. The algebraic number of virtual crossings is equal to (−q). Hence, the algebraic number of classical crossings is equal to q. Each of them gives a contribution of −1 to the difference betweenK and K . Therefore, we have q − q = 0; this concludes the induction step, and thus proves the theorem.
The following theorem is obvious.
Theorem 3. The invariant VA is additive in the sense that for any connected sum
At the beginning of the paper we considered Q[t, t −1 ] because it is a Euclidean ring. However, we can also consider the ring Z[t, t −1 ] with the goal of defining an invariant polynomial (an analogue of the VA-polynomial) that is more precise. In the new ring the set of elements under consideration is smaller. Thus, the element giving the principal ideal can be determined more precisely. On the other hand, not every ideal in Z[t, t −1 ] is principal. For example, the ideal {2, t + 1} is not principal.
Notation: In this section R = Z[t, t −1 ], all modules are over R, and all (Laurent) polynomials are assumed to have integer coefficients. For simplicity of notation we use the same letters M, ε for the objects analogous to those introduced above. The polynomial we are going to define will be denoted by VA .
Consider a virtual link L and a diagramL of it. We construct a virtual Alexander module over R for this diagram just as we did over Q[t, t −1 ]. Arguing as before, we can prove the following theorem.
Theorem 4. The virtual Alexander module M over R together with the distinguished element ε is an invariant with respect to generalized Reidemeister moves.
Thus, we can construct (M, ε)(L) for any virtual link L. As before, we can define the ideal I corresponding to L to be the set of elements i ∈ R for which iε = 0.
By definition, this ideal I(L) is an invariant of virtual links. However, it can in general fail to be a principal ideal, since R is not a Euclidean ring.
We have the following theorem.
Theorem 5. For each virtual knot (not link ) K the ideal I(K) is principal.
Proof. Consider a diagramK of the knot K and write out the virtual Alexander matrix M for it. By Lemma 1 (the proof of which is literally the same for both rings), the corank of M is at most 1. Since the matrix is singular, this corank is precisely 1. Thus, the rank of our Alexander matrix of n rows is equal to n − 1. We denote the rows of this matrix by m 1 , . . . , m n . Let (α 1 , . . . , α n ) and (β 1 , . . . , β n ) be two sets of elements of R such that
In this case the sets are proportional, that is, there exist p, q ∈ R such that pα i = qβ i for any i = 1, . . . , n. Indeed, if we consider exactly the same matrix over the field Q(t), then it will have rank n − 1. Therefore, each two eigenvectors with zero eigenvalue are proportional over this field. Denoting the element expressing this proportionality by p q , p, q ∈ R, we obtain the desired assertion. Now let α be the greatest common divisor of the elements α 1 , . . . , α n in R. It is determined up to elements invertible in R.
Let As noted above, any other n-tuple (γ 1 , . . . , γ n ) giving some linear dependence can be obtained from the row (α 1 , . . . , α n ) by multiplying it by an element of R. Consequently, the element i is also multiplied by an element of R.
Therefore, the ideal I(K) is generated by i.
We have thereby defined a polynomial that is more precise that VA; denote it by VA . For example, if we take a "virtual trefoil" (Figure 16 a) and its connected sum with itself (Figure 16 b) , then the VA-polynomials obtained give the same result, whereas the VA -polynomial for the knot in Figure 16 a is equal to (t − 1) 2 , while for Figure 16 b it is equal to 2(t − 1)
2 . By similar methods it is possible to construct an invariant polynomial in one variable for virtual links that coincides with the Alexander polynomial on classical links.
Namely, letL be a proper diagram of a virtual link, and let M (L) be its Alexander matrix. Denote by M(L) the Alexander module constructed in a similar way without ε. In the classical case the Alexander polynomial ∆ is defined as a minor of the corresponding matrix (the minors all coincide up to multiplication by ±t k for some k). We consider all the long arcs a 1 , . . . , a n of the diagramL. Let µ be the linear space of vectors (in the basis a 1 , . . . , a n ) with sum of coordinates zero.
It is easy to verify that µ is an invariant subspace of M with respect to generalized Reidemeister moves.
We denote by ∆(L) the minimal element in Q[t, t −1 ] such that ∆ · x = 0 for all x ∈ µ. The next theorem follows at once from the definition.
Theorem 6. The polynomial ∆(L) constructed is a virtual link invariant up to multiplication by
Thus, we can write ∆(L). It is easy to see that this polynomial coincides with the Alexander polynomial on diagrams of classical links. Figure 16 . A virtual trefoil and its connected sum with itself. § 7. The polynomial V As shown in [5] , the procedure for cutting a virtual knot is not well defined. For example, by cutting the same virtual knot at different points we obtain different (not isotopic) long knots. The purpose of this section is to construct an invariant of long virtual knots.
Throughout this section, R will denote the field R = Q(t) of rational functions.
Definition 5.
A diagram of a long virtual knot will be understood to be a smooth immersion f of an oriented line L t , t ∈ (−∞, +∞), in R 2 such that:
1) f (t) = (t, 0) outside a large disk; 2) each self-intersection point of this immersion is simple and transversal; 3) each intersection point is equipped with the structure of a classical or virtual crossing.
Definition 6.
A long virtual knot is an equivalence class of diagrams of long virtual knots modulo generalized Reidemeister moves.
Obviously, given a diagram of a virtual knot, we can cut it at some "external" point in order to get a diagram of a long virtual knot (Figure 17) .
It is generally known that in the case of ordinary knots the result (that is, the isotopy class of the resulting long knot) does not depend on the choice of the cut point.
We show that this is not so in the virtual case. Namely, we use ideas described earlier to construct an invariant of long virtual links which, in particular, proves this fact.
By an arc and a long arc we understand exactly the same as in the classical case. Each diagram has two special arcs, namely, the arcs going to infinity.
Consider a diagramK of a long knot K. We construct the virtual Alexander module for it just as before. For simplicity we keep the previous notation. This module (over R) is denoted by M.
Suppose that we have n + 1 long arcs (this corresponds to n long arcs in the classical case and n crossings). Each of the two infinite long arcs has one infinite arc. We denote the arc containing −∞ by a 1 , and the arc containing +∞ by a n+1 . For each of the remaining n − 1 long arcs we choose one short arc belonging to it. Denote these arcs by a 2 , . . . , a n .
We construct a linear space over R. First, we consider the (n + 2)-dimensional space S generated by the elements a 1 , . . . , a n+1 , ε.
We now define M as the quotient space of S with respect to the relations just as in the classical case. Then we obtain an invariant triple (M, a 1 , a n+1 ). Obviously,
By definition, this k is an invariant of long knots. Denote it by V(K).
The following property of the V-polynomial is obvious.
Theorem 7. V(L) = 0 for any classical long knot L.
Consider now the following example. In [5] it was shown that on cutting a virtual trefoil in two different ways (Figure 17 ) one obtains two different long virtual knots. This was proved by using the VA-polynomial on connected sums of virtual knots. We now prove it with the help of the polynomial V.
For the knot K 1 we have a 1 (−t) + a 2 t − a 3 = ε(−2t), a 1 t + a 3 (−t) − a 2 = εt.
Multiplying the second equation by t and adding it to the first, we get that
For K 2 we have ta 1 + (−t)(a 3 + ε) − a 2 = 0, t(a 2 + ε) + (−t)a 3 − (a 3 + ε) = 0.
Multiplying the first equation by t and adding it to the second, we get that
Thus, V distinguishes long virtual knots coming from the same virtual knot. Taking a connected sum # of long virtual knots is a well-defined operation.
Theorem 8. For any two virtual knots
K 1 and K 2 V(K 1 #K 2 ) = V(K 1 ) + V(K 2 ).
