omogeneous computing, which uses one or more machines of the same type, has provided adequate performance for many applications in the past. Many of these applications had more than one type of embedded parallelism, such as single instruction, multiple data (SIMD) and multiple instruction, multiple data (MIMD). Most of the current parallel machines are suited only for homogeneous computing. However, numerous applications that have more than one type of embedded parallelism are now being considered for parallel implementation. On the other hand, as the amount of homogeneous parallelism in applications decreases, homogeneous systems cannot offer the desired speedups. T o exploit the heterogeneity in computations, researchers are investigating a suite Anytime you work with oranges and apples, you'll need a number of schemes to organize total performance. This article surveys the challenges posed by heterogeneous computing and discusses some approaches to opening up its opportunities.
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of heterogeneous architectures.
Heterogeneous computing (HC) is the well-orchestrated and coordinated effective use of a suite of diverse high-performance machines (including parallel machines) to provide superspeed processing for computationally demanding tasks with diverse computing needs.' An H C system includes heterogeneous machines, high-speed networks, interfaces, operating systems, communication protocols, and programming environments, all combining to produce a positive impact on ease of use and performance. Figure 1 shows an example H C environment.
Heterogeneous computing should be distinguished from network computing or high-performance distributed computing, which have generally come to mean either clusters of workstations or ad hoc connectivity among computers using little more than opportunistic load-balancing. H C is a plausible, novel technique for solving computationally intensive problems that have several types of embedded parallelism. H C also helps to reduce design risks by incorporating proven technology and existing designs instead of developing them from scratch. However, several issues and problems arise from employing this technique, which we discuss.
In the past few years, several technical meetings have addressed many of these issues. There is also a growing interest in using this paradigm to solve Grand Challenges problems. Richard Freund has organized the Heterogeneous Processing Workshops held each year at the I E E E International Parallel Processing Glossary Symposiums.' Another related yearly meeting is the IEEE International Symposium on High-Performance Distributed Computing.'
Heterogeneous systems
The quest for higher computational power suitable for a wide range of applications at a reasonable cost has exposed several inherent limitations of homogeneous systems. Replacing such systems with yet more powerful homogeneous systems is not feasible. Moreover. this approach does not improve the versatility of the system. H C offers a novel cost-effective approach to these problems; instead of replacing existing multiprocessor systems at high cost, HC proposes using existing systems in an integrated environment.
Limitations of homogeneous systems.
Conventional homogeneous systems usually use one mode of parallelism in a given machine (like SIMD, MIMD, or vector processing) and thus cannot adequately meet the requirements of applications that require more than one 
Code-type profiling:
A code-specific function to identify various types of parallelism present in code and to estimate the execution times of each code type.
Cross-machine debuggers:
Those available within the heterogeneous computing environment to help debug the application code that executes over multiple machines.
Cross-over overhead: That incurred in transferring data from one machine to another. It also includes data-format-conversion overhead between the two machines.
ate code executable on different parallel machines.
use of a suite of diverse high-performance machines (including parallel machines) to provide fast processing for computationally demanding tasks that have diverse computing needs.
in terms of embedded parallelism. neity in terms of embedded parallelism. each processor's local memory is executed independently.
execute the same instruction synchronously on data stored in their local memory. type of parallelism. As a result, any single type of machine often spends its time executing code for which it is poorly suited. Moreover, many applications need to process information at more than one level concurrently, with different types of parallelism at each level. Image understanding, a Grand Challenges problem, is one such application.' At the lowest level of computer vision, image-processing operations are applied to the raw image. These computations have a massive SIMD-type parallelism. In contrast, the participants in the D A R P A Image-Understanding Benchmark exercises' observed that high-level image-understanding computations exhibit coarse-grained MIMDtype characteristics. For such applications, users of a conventional multiprocessor system must either settle for degraded performance on the existing hardware or acquire more powerful (and expensive) machines.
Cross
Each type of homogeneous system suffers from inherent limitations. For example, vector machines employ interleaved memory with apipelined arithmetic logic unit, leading to performance in high million floating-point operations per second (Mflops). If the data distribution of an application and the resulting computations cannot exploit these features, the performance degrades severely.
Consider an application code having mixed types of embedded parallelism. Assume that the code when executed on a serial machine spends 100 units of time. When this code is executed on a vector machine, the vector portion of the code is executed rapidly, while other portions of the code still have relatively higher execution times. Similarly, the same code when executed on a suite of heterogeneous machines (so that each portion of the code is executed on its matching machine type) is likely to achieve speedups. Figure 2 illustrates a possible scenario (the numbers are execution times in terms of basic units).
Heterogeneous computing. Heterogeneity in computing systems is not an entirely new concept. Several types of special-purpose processors have been used to provide specific services for improving system throughput. One of the most common is I/O handling. Attaching floating-point processors to host computers is yet another heterogeneous approach to enhance system performance. In high-performance computers, the concept of heterogeneity manifests itself at the instruction level in the form of several types of functional units, such as vector arithmetic pipelines and fast scalar processors. However, current multiprocessor systems remain I H C lets a given system be adapted to a wide range of applications by augmenting it with specific functional or performance capabilities without requiring a complete redesign. Since H C comprises several autonomous computers, overall system fault tolerance and longevity are likely to improve.
Issues
We consider two approaches to using the H C paradigm. The first one analyzes an application to explore embedded heterogeneous parallelism. Researchers must devise new algorithms or modify existing ones to exploit the heterogeneity present in the application. Based on these algorithms, users develop the code to be executed by the machines.
In the second approach, an existing Algorithm design. Heterogeneous computing opens new opportunities for developing parallel algorithms. In this section, we identify the efforts needed to devise suitable algorithms. The following issues must be considered by the designer:
(1) the types of machines available and their inherent computingcharacteristics, (2) alternate solutions to various subproblems of the application, and (3) the costs of performing the communication over the network.
Computations in H C can be classified into two
Metacomputing. Computations in this class fall into the category of coarsegrained heterogeneity. Instructions belonging to a particular class of parallelism are grouped to form a module; each module is then executed on a suitable parallel machine. Metacomputing refers to heterogeneity at the module level.
Mixed-modecomputing. In this finegrained heterogeneity, almost every alternate parallel instruction belongs to a different class of parallel computation. Programs exhibiting this type of heterogeneity are not suitable for execution on a suite of heterogeneous machines because the communication overhead due to frequent exchange of information between machines can become a bottleneck. However, these programs can be executed efficiently on a single machine such as PASM (Partitionable SIMD/MIMD) which incorporates heterogeneous modes of computation. Mixed-mode computing refers to heterogeneity at the instruction level.
Mixed-mode machines can achieve large speedups for fine-grained heterogeneity by using the mixed-mode processing available in a single machine. A mixed-mode machine, for example. can use its mode-switching capability to support SIMDiMIMD parallelism and hardware-barrier synchronization, thus improving its performance over a machine operatingin SIMD or MIMD mode only.
Code-type profiling. Fast parallel execution of the code in a heterogeneous computing environment requires identifying and profiling the embedded parallelism. Traditional program profiling involves testing a program assumed to consist of several modules by executing it on suitable test data. The prqfiler monitors the execution of the program and gathers statistics, including the execution time of each program module. This information is then used to modify the modules to improve the overall execution time.
In HC. profiling is done not only to estimate the code's execution time on a particular machine but also to analyze the code's type. This is achieved by code-type profiling. As introduced by Freund.' this code-specific function is an off-line procedure: the statistics to be gathered include the types of parallelism of various modules in the code and the estimated execution time of each module on the machines available in the environment. Code types that can be identified include vectorizable, SIMDiMIMD parallel, scalar, and special purpose (such as fast Fourier transform).
Analytical benchmarking. This test measures how well the available machines perform on a given code type.-While code-type profiling identifies the type of code. analytical benchmarking ranks the available machinesin terms of their efficiency in executing a given code type. Thus. analytical benchmarking techniques permit researchers to determine the relative effectiveness of a given parallel machine on various types of computation.
This benchmarking is also an off-line process and is more rigorous than previous benchmarking techniques, which simply looked at the overall result of running an entire benchmark code on a processor. Some experimental results obtained by analytical benchmarking show that SIMD machines are well suited for operations such as matrix computations and low-level image processing. MIMD machines. on the other hand, are most efficient when an application can be partitioned into a number of tasks that have limited intercommunication. Note that analytical benchmark results are used in partitioning and mapping.
Partitioning and mapping. Problems that occur in these areas of a homogeneous parallel environment have been widely studied. The partitioning problem can be divided into two subproblems. Parallelism detection determines the parallelism present in a given program. Clustering combines several operations into a program module and thus partitions the application into several modules. These two subproblems can be handled by the user, the compiler, or the machine at runtime.
In HC, parallelism detection is not the only objective; code classification based on the type of parallelism is also required. This is accomplished by codetype profiling, which also poses additional constraints on clustering.
Mapping (allocating) program modules to processors has been addressed by many researchers. Informally, in homogeneous environments, the mapping problem can be defined as assigning program modules to processors so that the total execution time (including the communication costs) is minimized. Several other costs, such as the interference cost, have also been considered. In HC, however, other objectives, such as matching the code type to the machine type, result in additional constraints. If such a mapping has to be performed at runtime for load-balancingpurposes (or due to machine failure), the mapping problem becomes more complex due to the overhead associated with the code and data-format conversions. Various approaches to optimal and approximate partitioning and mapping in H C have been studied.X-l"
Mapping in H C can be performed conceptually at two levels: system (or macro) and machine (or micro). At the system-level mapping, each module is assigned to one or more machines in the system so that the parallelism embedded in the module matches the machine type. Machine-level mapping assigns portions of the module to individual processors in the machine. The most common goal of the mapping process is to accomplish these assignments such that the overall runtime of the task is minimized.
Chen et a1,"proposed a heuristic mapping methodology based on the Cluster-M mdoel, which facilitates the design of portable software. Only one algorithm is required for a given application, regardless of the underlying architecture. Various types of parallelism present in the application are identified. In addition, all communication and computation requirements of the application are preserved in an intermediate specification of the code. The architecture of each machine in the environment is modeled in the system representation, which captures the interconnections of the architecture. The four components of this approach are an intermediate model to provide an architecture-independent algorithm specification of the application, languages to support the specification in the intermediate model (such languages should be machine-independent and allow a certain amount of abstraction of the computations), a tool that lets users specify topologies of the machines employed in the H C environment, and amappingmodule tomatch theproblem specification and the system representation. Figure 5 illustrates this methodology.
Machine selection.
An interesting problem appears in the design of H C environments: How can one find the most appropriate suite of heterogeneous machines for a given collection of application tasks subject to a given constraint. such as cost and execution time? Freund' has proposed the Optimal Selection Theory (OST) to choose an optimal configuration of machines for executing an application task on a heterogeneous suite of computers with the assumption that the number of machines available is unlimited. It is also assumed that machines matching the given set of code types are available and that the application code is decomposed into equal-sized modules.
Wang et al.'s Augmented Optimal Selection Theory (A0ST)l"incorporates the performance of code segments on nonoptimal machine choices, assuming that the number of available machines for each code type is limited. In this approach, the program module most suitable for one type of machine is assigned to another type of machine. In the formulation of OST and AOST, it has been assumed that the execution of all program modules of a given application code is totally ordered in time. In reality, however, different execution interdependencies can exist among program modules. Also, parallelism can be present inside a module, resulting in further decomposition of program modules. Furthermore, the effect of different mappings on different machines available for a program module has not been considered in the formulation of these selection theories.
The Heterogeneous Optimal Selection Theory (H0ST)'extends AOST in two ways. It incorporates the effect of various mapping techniques available on different machines for executing a program module. Also, the dependencies between the program modules are specified as a directed graph. Note that OST and AOST assume linear ordering of program modules. In the formulation of HOST, an application code is assumed to consist of subtasks to be executed serially. Each subtask contains a collection of program modules. Each program module is further decomposed into blocks of parallel instructions, called code blocks.
To find an optimal set of machines, we have to assign the program modules to the machines so that is minimal. while z c' 5 c,,, where P i s the time to execute program module i, C' is the cost of the machine on which program module i is to be executed, and C,,, is an overall constraint on the cost of the machines. The cost c' and execution time 71 corresponding to the assignment under consideration can be obtained by usingcodetype profiling and/or by analyzing the algorithms.
Iqbal" presented a selection scheme that finds an assignment of program modules to machines in H C so that the total processing time is minimized, while the total cost of machines employed in the solution does not exceed an upper bound. The scheme can also find a solu- tion to the dual of the above problem, that is. finding a least expensive set of machines to solve a given application subject to a maximal execution time constraint. This scheme is applicable to all of the above selection theories. The accuracy of the scheme, however, depends upon the method used to assign the program modules to the machines. Iqbal also shows that for applications in which the program modules communicate in a restrictive manner, one can find exact algorithms for selecting an optimal set of machines. If, however, the program modules communicate in an arbitrary fashion, the selection problem is NP-complete.
Scheduling. In homogeneous environments, a scheduler assigns each program module to a processor to achieve desired performance in terms of processor utilization and throughput. Designers usually employ three scheduling levels. High-level scheduling, also called job scheduling, selects a subset of all submitted jobs competing for the available resources. Intermediate-level scheduling responds to short-term fluctuations in the system load by temporarily suspending and activating processes to achieve smooth system operation. Low-level scheduling determines the next ready process to be assigned to a processor for a certain duration. Different scheduling policies, such as FIFO, round-robin, shortestjob-first, and shortest-remaining-time, can be employed at each level of scheduling.
While all three levels of scheduling can reside in each machine in an HC environment, a fourth level is needed to perform with scheduling at the system level. This scheduler maintains a balanced system-wide workload by monitoring the progress of all program modules. In addition, the scheduler needs to know the different module types and available machine types in the environment, since modules may have to be reassigned when the system configuration changes or overload situations occur. Communication bottlenecks and queueing delays incurred due to the heterogeneity of the hardware add constraints on the scheduler.
Synchronization. This process provides mechanisms to control execution sequencing and to supervise interprocess cooperation. It refers to three distinct but related problems: synchronization between the sender and receiver of a message, .specification and control of the shared activities of cooperating processes, and serialization of concurrent accesses to shared objects by multiple processes.
A variety of synchronization methods have been proposed in the past: semaphores, conditional critical regions, monitors, and pass expressions, among others. In addition, some multiprocessors include hardware synchronization primitives. In general, synchronization can be implemented by using shared variables or by message-passing.
In heterogeneous computing, the synchronization problem resembles that of distributed systems. In both cases, a global clock and shared memory are absent. and (unpredictable) network delays and a variety of operating systems and programming environments complicate the process.
Several techniques used in distributed systems are again useful for solving H C synchronization problems. Two approaches are available: centralized (one machine is designated as a control node) and distributed (decision-making is distributed across the entire system). The correct choice depends on the topology, reliability, speed, and bandwidth of the network, in addition to the types and number of machines in the environment. However, reducing synchronization overhead is important to achieving large speedups in HC. Due to the possibility of several concurrently operating autonomous machines in the environment, application-code performance in H C is more sensitive to synchronization overheads. Frequent hand-shaking for synchronization may expend most of the available network bandwidth.
Interconnection requirements. Current local area networks (LANs) are not suitable for H C because higher bandwidth and lower latency networks are needed. The bandwidth of commercially available LANs is limited to about 10 megabits per second. On the other hand, in HC, assuming machines operating at 40 megahertz and 20 million instructions per second with a 32-bit word
Some academic sites
A number of academic sites are developing HC environments and applications (this list is not exhaustive). Even if higher bandwidth networks were available, three main sources of inefficiency would persist in current networks. First, application interfaces incur excessive overhead due to context switching and data copying between the user process and the machine's operating system. Second, each machine must incur the overheadof executing the highlevel protocols that ensure reliable communication between program modules. Also, the networkinterface burdens the machine with interrupt handling and header processing for each packet. This suggests incorporating additional network-interface hardware in each machine.
Systems and architectures
Nectar'* is an example of a network backplane for heterogeneous multicomputers. It consists of a high-speed fiberoptic network, large crossbar switches, and powerful network-interface processors. Protocol processing is off-loaded to these interface processors. A networking standard called Hippi (ANSI X3T9.3 High-Performance Parallel Interface)'? is being implemented for realizing heterogeneous computing environments at various research sites. Hippi is an open standard that defines the physical and logical link layers of a 100-Mbytelsecond network.
In HC, hardware modules from various vendors share physical interconnections. Differing communication protocols may make network-management problems complex. The following general approaches for dealing with network heterogeneity have been discussed in the literature:
(1) treat the heterogeneous network as apartitionednetwork,with each partition employing a uniform set of protocols; (2) have a single "visible" network management console; and (3) integrate the heterogeneousmanagement functions at a single management console.
The IEEE Computer Society Technical Committee on Parallel Processing, the Technical Committee on Mass Storage, and several research sites are working together to define interface standards.
Programming environments. A parallel programming environment includes parallel languages, intelligent compilers, parallel debuggers, syntax-directed editors. configuration-management tools, and other programming aids.
In homogeneous computing, intelligent compilers detect parallelism in sequential code and translate it into parallel machine code. Parallel programming languages have been developed to support parallel programming, such as MPL for MasPar machines, and Lisp and C for the Connection Machine. In addition, several parallel programming environments and models have been designed, such as Code, Faust, Schedule, and Linda.
H C requires machine-independent and portable parallel programming languages and tools. This requirement creates the need for designing cross-paralle1 compilers for all machines in the environment, and parallel debuggers for debugging cross-machine code. Several programming models and environments have been developed in the past for heterogeneous computing.R.'J-16
The Parallel Virtual Machine (PVM) system.16 evolved over the past three years, consists of software that provides a virtual concurrent computing environment on general-purpose networks of heterogeneous machines. It is composed of a set of user-interface primitives and supporting software that enable concurrent computing on a loosely coupled network of high-performance machines. It can be implemented on a hardware base consisting of different architectures, including single-CPU systems, vector machines, and multiprocessors (see Figure 6 ).
Application programs view the PVM system as a general and flexible parallel computing resource that supports shared memory, message-passing, and hybrid models of computation. A heterogeneous application can be decomposed into several subtasks based on the embedded types of computation and then executed by using PVM subroutines on different matching machines available on the network. The PVM primitives are provided in the form of libraries linked to application programs written in imperative languages. They support process initiation and management, message-passing, synchronization, and other housekeeping facilities.
Support software provided by the PVM system executes on a set of userspecified computing elements on a net- work, presenting a virtual concurrent computing environment to users.
Performance evaluation. Performance tools are used to summarize the runtime behavior of an application, including analyzingresource use and the cause of any performance bottleneck. Depending on its design, a performance tool can describe program behaviors at many levels of detail. The two most common are the intraprocess and interprocess levels. Intraprocess performance tools, such as the gprof facility on BSD Unix, the H P sampler/3000, and the Mesa Spy, provide information about individual processes.
Performance tools for distributed computing systems concentrate on the interactions between the processes. Integrated performance models that observe the status and the performance events at all levels can be found in the PIE (Programming and Instrumentation Environment) project.17
Designing performance-evaluation tools for distributed computing systems involves collecting, interpreting, and evaluating performance information from application programs, the operating system, the communication network, and other hardware modules employed in the environment. The inherent concurrency in a distributed computing environment, the lack of total ordering of events on different machines, and the nondeterministic nature of the communication delays between the processes make the problem of evaluating performance more complex.
The impact of the code type must be considered. Thus, performance metrics such as processor utilization, speedup. and efficiency are difficult to compute. Indeed, these metrics must be carefully defined to make a reasonable performance evaluation.
Image understanding
Intrinsic parallelism in image processing and the variety of heuristics available for problems in image understanding make computer vision an ideal vehicle for studying heterogeneous computing. From a computational perspective, vision processing is usually organized as follows:
Early processing of the raw image (often called low-level processing). At this level, the input is an image. The output image is approximately the same size. Convolutions are performed on each pixel in parallel. The data communication among the pixels is local to each pixel.
Interfacing between low-level and image-understanding problems (often termed intermediate-level processing). The operations performed on each data item can be nonlocal. The communication is also irregular as compared with that of low-level processing.
Image understanding. By this we mean using the acquired data from the above processing (for example, geometric features such as shape, orientation, and moments) to infer semantic attributes of an image. Processing at this level can be classified as knowledge and/ or symbolic processing. Search-based techniques are widely used at this level. Another approach is to build machines having multiple computational capabilities embedded in a single system. These architectures consist of several levels. Typically, the lower levels operate in SIMD mode and the higher levels operate in MIMD mode. In the Image-Understanding Archite~ture,'~ the lowest level has bit-serial processors, and the intermediate level consists of digital signal processors. The highest level consists of general-purpose microprocessors operating in MIMD mode.
An example vision task. We present an example vision task and identify the different types of parallelism. We have chosen the DARPA Integrated ImageUnderstanding Benchmark4 as an example task. The overall task performed by this benchmark is the recognition of an approximately specified two-and-ahalf-dimensional "mobile" sculpture in a cluttered environment, given images from intensity and range sensors.
Steps in the benchmark can be identified by the vision-task classifications. First, low-level operations such as connected component labeling and corner extraction are performed. Then, grouping the corners (an intermediate-level vision operation) results in the extraction of candidate rectangles. Finally, partial matching of the candidate rectangles is followed by confirmed matching (a high-level vision task). The results obtained on several different parallel machines were reported at the 1988 Image-Understanding Workshop. Details of the benchmark results can be found in Weems et al.'* As they describe, directly interpreting these results would be unfair, since there were many undefined factors in the benchmark description. However, the benchmark does give pointers to how different machines can be classified with respect to their suitability for performing operations at different levels of vision. Overall, the simulation results show that the (heterogeneous) Image-Understanding Architecture performs better than any single machine considered. These results support the suitability of a heterogeneous environment for computer vision applications.
eterogeneous computing offers new challenges and opportu-H nities to several research communities. To support this paradigm, the following areas of research must be investigated:
Designing tools to identify heterogeneous parallelism embedded in applications. Studying issues in high-speed networking, including available technologies and specialized hardware for networking. Designing communication protocols to reduce the cross-over overheads that occur when different machines communicate in the same environment. Developing standards for parallel interfaces between various m achines. Designing efficient partitioning and mapping strategies to exploit heterogeneous parallelism embedded in applications. Designing user interfaces and userfriendly programming environments to program diverse machines in the same environment. Developing algorithms for applications with heterogeneous computing requirements.
Indeed, H C provides an opportunity to bring together research from various disciplines of computer science and engineering to develop a feasible approach for applications in the Grand Challenges problem set. W
