With the advent of large-scale DNA physical mapping and sequencing, studies of genome rearrangements are becoming increasingly important in evolutionary molecular biology. From a computational perspective, study of evolution based on rearrangements leads to rearrangement distance problem, i.e., computing the minimum number of rearrangement events required to transform one genome into another. Di erent types of rearrangement events give rise to a spectrum of interesting combinatorial problems. The complexity of most of these problems is unknown. Multichromosomal genomes frequently evolve by a rearrangement event called translocation which exchanges genetic material between di erent chromosomes. In this paper we study the translocation distance problem, modeling the evolution of genomes evolving by translocations. Translocation distance problem was recently studied for the rst time by Kececioglu and Ravi, who gave a 2-approximation algorithm for computing translocation distance. In this paper we prove a duality theorem leading to a polynomial time algorithm for computing translocation distance for the case when the orientation of the genes are known. This leads to an algorithm generating a most parsimonious (shortest) scenario, transforming one genome into another by translocations.
Introduction
The rst computational attempt to analyze genome rearrangements in mamallian genomes was undertaken by Nadeau and Taylor in 1984 who estimated that just 178 39 rearrangement events happened since the separation of lineages leading to human and mice 80 million years ago. This estimate was recently validated by Copeland et al. in 1993 , based on man-mouse genetic linkage map of much higher resolution compared to the one available 10 years ago. The most common rearrangement events in mamallian evolution are translocations, which exchange genetic material between di erent chromosomes, and reversals, which rearrange genetic material within a chromosome. A computational approach to evolutionary studies based on rearrangements was pioneered by Sanko (see Sanko et al., 1990 ,1992 . Study of genomes evolving by rearrangements involves a combinatorial problem of computing the minimum number of rearrangement events transforming one genome into other and nding a shortest (most parsimonious) sequence of rearrangement events transforming one genome into other. Although, translocation is a complicated biological process (see Therman and Susman, 1993 and Lewin, 1994 , for the underlying biology), the following abstraction is adequate for our purpose. A chromosome can be represented as a sequence of genes, where each gene is represented by an integer. A translocation is said to act on chromosomes X and Y when the chromosomes are cleavaged as (X 1 ; X 2 ) and (Y 1 ; Y 2 ) respectively and the segments of the chromosomes are swapped, thus transforming chromosomes X and Y into two new chromosomes. We study the most common type of translocation, viz., reciprocal translocation where each of the four segments, X 1 ; X 2 ; Y 1 and Y 2 , is non-empty. A translocation is a pre x-pre x translocation if the pre x of one chromosome is swapped with the pre x of the other chromosome and a translocation is a pre x-su x translocation, if the pre x of one chromosome is swapped with the su x of the other chromosome ( Fig. 1 In this paper we prove a duality theorem characterizing translocation distance for signed data. This leads to polynomial algorithm which computes a shortest sequence of translocations transforming one genome into another. We restrict our discussion to the case when both pre x-pre x and pre x-su x reciprocal translocations are allowed. The case when only pre x-pre x translocations are allowed is amenable to similar analysis and will not be discussed in this paper. All chromosomes contain a centromere which is important for cell division. A translocation is viable if both of the resulting chromosomes contain a centromere. This restricts the the translocations in the course of evolution. Including centromeres in our model does not present additional di culty. For simplicity we omit centromeres from our model. In the following section we present the combinatorial formulation of the problem. In section 3 we prove a lower bound on the translocation distance. In section 4 we prove a duality theorem leading to a polynomial algorithm for computing translocation distance. In section 5 we present an algorithm generating a most parsimonious (shortest) scenario of evolution, transforming one genome into other. And nally in section 6 brie y discuss the case of unsigned data.
Combinatorial Formulation
For the purpose of following discussion, a gene will be represented by a signed integer, where the sign models the direction of the gene, a chromosome is a sequence of genes and a genome is a set of chromosomes. Figure  2a shows an example of evolution of A into target genome B. In the following discussion we assume, w.l.o.g., that a target genome is xed and refer to the translocation distance between A and the target genome as translocation distance of A, thus, d(A) d(A; B). Also, we refer to the problem of nding a shortest sequence of translocations transforming A into the target genome as the problem of sorting A by translocations.
In the following, we introduce cycle graph of a genome, which is the basis of our analysis of translocation distance. In a chromosome X = (x 1 ; x 2 ; : : :; x k ), replace every positive integer +x i by ordered pair (x t i ; x h i ) of vertices (t stands for tail and h stands for head) and replace every negative integer ?x i by ordered pair (x h i ; x t i ) of vertices (Fig 2b) . We say that vertices u and v are neighbors in X if they are adjacent in the ordered list constructed in afore mentioned manner. Notice that u and v are neighbors in X i u and v are neighbors in ?X. We say that vertices u and v are neighbors in a genome if they are neighbors in some chromosome in this genome. For gene x, vertices x t and x h are always neighbors and for simplicity, we exclude them from the de nition of \neighbors" in the following discussion. We construct the bicolored cycle graph G A G AB (V; E) of a genome A (with respect to a xed target genome B) as follows. 1t  1h  3t  3h  9t  9h   7t  7h  8t  8h  4t  4h  5t  5h  6t  6h   13h  13t  12h  12t  11h  11t  2h  2t  10h  10t   1t  1h 10t 10h 2t 2h 3t 3h 9t 9h The number of black (equivalently, gray) edges in G A is n ? N where n is the number of genes in A and N is the number of chromosomes. Clearly, each vertex is adjacent to exactly one black edge and one gray edge. Hence the graph can be uniquely decomposed into a number of disjoint cycles. We denote the number of cycles in G A as c A . Clearly, the number of cycles is maximized when A is identical to the target genome. A pre x-pre x translocation cutting black edges (u v) and (f g) (read from the left to the right) is proper, if there is a cycle (u v : : :f g : : :u) in G A . In Fig.  2 , the translocation pp (X; Z; 2; 3) is proper since the black edges (2 h 11 t ) and (1 h 3 t ) cut by this translocation belong to the cycle (2 h 11 t 10 h 2 t 1 h 3 t 2 h ). A pre x-su x translocation cutting black edges (u v) and (f g) (read from the left to the right) is proper, if there is a cycle (u v : : :g f : : :u) in G A . Notice that for every pair of black edges on di erent chromosomes but belonging to the same cycle in the cycle graph, there is proper translocation (pre x-pre x or pre x-su x) cutting the two black edges. We call a translocation improper, if it cuts black edges belonging to the same cycle but is not proper. We call a translocation bad, if it cuts black edges belonging to di erent cycles (Fig. 3) . In the following we study the e ect of a translocation on the structure of the cycle graph and describe the parameters that play a key role in determining the translocation distance.
3 Lower bound on translocation distance As it turns out, there are additional parameters associated with a genome which are important in computing the translocation distance. In particular if a set of genes occur close together within a chromosome in both the genomes but not in same order then reordering them necessitates a translocation that decreases the number of cycles. This leads to the notion of a subpermutation described in the following. De ne segment as an interval I = x i ; x i+1 ; : : :; x j within a chromosome X = x 1 ; x 2 ; : : :; x m in A. Let V I be the set of vertices induced by the genes in I, i.e., V I = fu : u is either x t k or x h k ; i k jg.
We refer to left vertex corresponding to x i and right vertex corresponding to x j as LEFT(I) and RIGHT(I) respectively. In Fig. 4 (Fig. 5b,c ).
Case 1: is a pre x-pre x translocation (Fig. 5b ).
We will now argue that the resulting genome A either does not have any new minSP or has a smaller one. We need to concentrate only on the subgraph induced by the pair of chromosomes involved in the translocation since the rest of the graph remains unchanged. Clearly, any new minSP must involve parts of either L or R. Case 2: is a pre x-su x translocation (Fig. 5c) . 
prefix-prefix translocation prefix-suffix translocation The cycle graph G A can be constructed in O(n) time where n is the number of genes in A. A data structure to maintain the list of gray edges leading to proper translocations and the list of minSPs can be initialized in O(n 3 ). Clearly, there are atmost O(n) iterations.
Step 3 may require searching among atmost O(n) proper translocations since every alternative choice of a proper translocation reduces the size of new minSP created (proof of theorem 10). Checking the validity of any such translocation takes O(n) time. In the absence of any proper translocation theorem 13 suggests a way to nd a valid bad translocation in constant time. Performing the valid translocation in step 5 involves updating the data structures which can be done in atmost O(n 2 ) time. Therefore the overall running time of Translocation Sort is O(n 3 ). 6 The case of unsigned data Physical maps usually do not provide information about directions of genes, thus leading to the problem of computing rearrangement distance for unsigned data. We can construct the cycle graph for unsigned data by assuming arbitrary direction for each gene, constructing the cycle graph as described earlier and then collapsing the vertices x t and x h for every gene x. Notice that the resulting graph has equal number of black and gray edges incident on every vertex hence the graph can be decomposed into alternating cycles (cycles whose edges alternate colors Refer to Hannenhalli and Pevzner, 1995c for similar arguments. Hence the problem of computing the translocation distance for unsigned data is equivalent to the problem of computing an optimal spin of A, i.e. a spin that minimizes the translocation distance. This equivalent characterization could be used to approximate translocation distance for unsigned data. It can be shown that any decomposition of the cycle graph that attempts to maximize the number of cycles leads to an approximation of the translocation distance. At this point, the existence of a polynomial algorithm to compute translocation distance for unsigned data remains an open problem when both pre x-pre x and pre x-su x reciprocal translocations are allowed.
