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Data mining memiliki domain penerapan yang luas dan meliputi setiap 
industri dimana data dihasilkan, saat ini data mining merupakan teknologi 
terpenting dalam database dan sistem informasi [1]. Dalam pengelolaan data, 
data mining dapat digunakan untuk berbagai fungsi antara lain classification, 
regresion, anomaly detection, time series, clustering, dan association analysis. 
Setiap fungsi pada data mining memiliki algoritma masing-masing yang 
digunakan untuk pemecahan masalah, salah satu algoritma yang digunakan 
dalam data mining adalah algoritma artificial neural network (ANN).   
ANN merupakan algoritma yang digunakan untuk analisa klasifikasi 
dalam data mining. Pada jaringan komputer, algoritma ANN dapat digunakan 
untuk menganalisa berbagai jenis serangan dengan jenis data normal yang 
melewati atau masuk ke jaringan tertentu. Pengujian ANN sebagai algoritma 
data mining pada jaringan komputer dapat dilakukan dengan menggunakan 
berbagai pendekatan, salah satunya adalah dengan mengguanakan data set  
Knowledge Discovery and Data Mining Tools (KDD). Data set KDD  
merupakan rangkaian data standar KDD yang memiliki 4 fitur data yaitu Basic 
Features of TCP Connection, Content Features of TCP Connection, Time Based 
Network Traffic Features dan Host Based Network Traffic Features yang 
digunakan secara internasional untuk membangun sebuah klasifikasi dan 
prediksi yang mampu membedakan antara koneksi yang normal dan koneksi 
yang berisi berbagai serangan. Dimana salah satu pendekatan dalam 
membangun sebuah klasifikasi tersebut dalam dilakukan dengan menggunakan 
algoritma ANN.      
Sebagai algoritma klasifikasi, sangat penting untuk mengetahui 
bagaimana kinerja ANN dengan mengukur tingkat akurasi, spesifisitas, dan 
sensitivitas yang dimiliki oleh ANN. Untuk mengetahui tingkat akurasi, 
spesifisitas, dan sensitivitas yang dimiliki oleh ANN, dalam penelitian 
dilakukan pengujian menggunakan data KDD dengan fitur Time Based Network 
Traffic Features. Pengujian kinerja pada fitur Time Based Network Traffic 
Features dilakukan guna mengetahui bagaimana kinerja ANN pada data  lalu 
lintas jaringan dari waktu ke waktu. Hasil pengujian acuracy, spesificity dan 
sensitivity ANN dapat di tampilkan dalam bentuk Confusion Matrix dan 
Receiver Operating Characteristics (ROC), dimana ROC merupakan grafik 
yang menampilkan kinerja dari ANN [2].  
 
2. Tinjauan Pustaka 
Penelitian terdahulu yang digunakan dalam penelitian ini adalah 
penelitian yang dilakukan oleh Gaur dengan judul penelitian Neural Network in 
Data Mining yang melakukan kajian penggunaan Artificial Neural Network 
(ANN) pada data mining. Hasil dari penelitian tersebut menyimpulkan bahwa 
penerapan ANN pada data mining memerlukan waktu pelatihan yang panjang 
serta representasi hasil yang tidak mudah dimengerti namum ANN memiliki 
tingkat akurasi yang tinggi dalam mengolah data [3]. Penelitian terdahulu 
lainnya yang digunakan adalah penlitian yang dilakukan oleh Arif dengan judul 
penelitian Application of Data Mining Using Artificial Neural Network dimana 
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hasil penelitian tersebut menyebutkan bahwa algoritma ANN memiliki akurasi 
yang leibh baik jika dibandingkan dengan algoritma lain dalam pengolaan data 
mining [4]. Perbedaan penelitian terdahulu dengan penelitian yang dilakukan 
adalah, pada penlitian dilakukan analisa tingkat akurasi, spesifisitas dan 
sensitivitas ANN pada data mining khususnya data jaringan komputer KDD. 
Artificial Neural Network (ANN) merupakan sistem komputasi dimana 
arsitektur dan operasinya diadopsi dari pengetahuan tentang sel saraf biologis 
di dalam otak. ANN dapat digambarkan sebagai model matematis dalan 
komputasi untuk fungsi aproksimasi non-linear, klasifikasi data cluster dan 
regresi non-parametrik [5]. Definisi lain menyebutkan bahwa ANN merupakan 
sejumlah besar prosesor yang terdistribusi secara paralel dan terdiri dari unit-
unit pemrosesan sederhana yang memiliki kecenderungan untuk menyimpan 
pengetahuan yang dialami [6].  Suatu jaringan neural network tunggal dapat 
terdiri dari skala input, skala beban (nilai yang terdapat pada neuron), fungsi 
aktifasi dan skala output. Saat ini ANN telah di kembangkan dan dilatih untuk 
mampu memecahkan berbagai permasalahan yang sulit untuk dipecahkan oleh 
komputer konvensional maupun manusia [7]. 
 
Gambar  1 Simple Neuron [7] 
Gambar 1 merupakan ilustrasi ANN yang didalamnya terdapat lapisan 
input (p), besar nilai input weight (w) akan di jumlahkan dengan bias (b) 
sehingga n. Nilai tersebut kemudian dimasukan kedalam fungsi aktifasi (f) yang 
kemudian menghasilkan output (a). Persamaan matematika dari Gambar 1 dapat 
ditulis sebagai berikut. 
n = w1P1 + w2P2 + … + w1RPR + b ......................................................... (1) 
Artificial Neural Network memiliki beberapa jenis arsitektur, arsitektur 
sebuah ANN akan menentukan keberhasilan target yang akan dicapai karena 
tidak semua permasalahan dapat diselesaikan dengan arsitektur yang sama. 
Jenis-jenis arsitektur ANN yaitu jaringan dengan lapisan tunggal (single layer 
net), jaringan dengan banyak lapisan (multilayer net), jaringan dengan lapisan 
kompetitif (competitif layer net). 
1) Jaringan dengan lapisan tunggal (single layer net) 
Jaringan dengan lapisan tunggal hanya memiliki satu lapisan bobot 
terhubung, jaringan ini hanya menerima input kemudian secara langsung 





Gambar Error! No text of specified style in document. Jaringan Saraf Lapisan 
Tunggal 
Gambar 2 memiliki lapisan input tiga neuron yaitu X1, X2 dan X3. 
Sedangkan lapisan output memiliki dua neuron yaitu Y1 dan Y2. 
Neuron-neuron pada kedua lapisan saling berhubungan, seberapa 
besar hubungan antara kedua neuron ditentukan oleh bobot yang 
bersesuaian. 
2) Jaringan dengan banyak lapisan (multi layer net) 
Jaringan dengan banyak lapisan memiliki satu atau lebih lapisan yang 
terletak diantara lapisan input dan lapisan output seperti terlihat pada 
gambar berikut. 
 
Gambar 3 Jaringan Saraf Tuiruan Multi Layer 
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Berbeda dengan lapisan single layer, lapisan jaringan saraf dengan 
banyak lapisan memiliki lapisan tersembunyi (hidden layer) yang 
berada di antara lapisan input dan lapisan output. Banyaknya lapisan 
tersembunyi dapat disesuaikan guna menjawab persoalan tertentu. 
3) Jaringan saraf kompetitif (competitif layer net) 
Jaringan dengan banyak lapisan kompetitif memiliki bobot -η, 
gambaran lapisan kompetitif dapat dilihat dalam gambar berikut [5].  
 
Gambar 4 Jaringan Saraf Kompetitif 
Receiver Operating Characteristics (ROC) adalah teknik untuk 
memvisualisasi, mengatur dan memilih pengklasifikasi berdasarkan kerjanya.  
ROC merupakan grafik 2 dimensi dimana True Positive Rate adalah sumbu Y 
dan False Positive Rate adalah sumbu X[2]. ROC curve melakukan pengujian 
berdasarkan performanya, ROC mengekspresikan confusion matrix. Nilai dari 
ROC curve hanya terdiri dari 0 sampai 1. Semakin nilai ROC curve mendekati 
1 maka akan semakin baik seperti diperlihatkan pada tabel 1. 
Tabel 1 Classfying theAaccuracy of Diagnostic Test [8] 
0,90 – 1,00 Excellent Classification 
0,80 – 0,90 Good Classification 
0,70 – 0,80 Fair Classification 
0,60 – 0,70 Poor Classification 
0,50 – 0,60 Failure 
 
Confusion Matrix memberikan penilaian performance klasifikasi 
berdasarkan objek dengan benar atau salah dan berisi informasi aktual dan 
prediksi pada sistem klasifikasi. Confusion Matrix adalah metode yang 
menggunakan tabel matriks seperti pada tabel 2, jika dataset hanya terdiri dari 
dua kelas, kelas yang satu dianggap sebagai positif dan yang lainya negatif. 
Tabel 2 Model Confusion Matrix [9] 




Positive True Positive (TP) False Negative (FN) 




Tabel 2 adalah model Confusion Matrix, dimana TP merupakan jumlah 
data dari kelas 1 yang benar di prediksi sebagai kelas 1, TN merupakan jumlah 
data dari kelas 2 yang benar diprediksi sebagai kelas 2, FN merupakan data dari 
kelas 1 yang diprediksi sebagai kelas 2, dan FP merupakan data dari kelas 2 
yang dikenal sebagai kelas 1. 
3. Metode Penelitian 
 
Gambar  2 Tahapan Penelitian [10] 
Gambar 2 merupakan metode penelitian atau tahapan penelitian yang 
dilakukan guna menjawab permasalahan penelitian. Metode penelitian yang 
digunakan pada penelitian ini terdapat enam tahapan penelitian yaitu analisis 
kelayakan, desain model, implementasi komputer, pengujian dan hasil, optimasi 
model dan produk model. 
a) Analisi kelayakan 
Tahapan pertama yang dilakukan guna memahami dan mengkaji 
secara cermat dan teliti terkait dan subtansial permasalah yang muncul, 
sehingga dapat dilihat kompleksitas obyek yang dihadapi. Pada tahap analisi 
kelayakan ini yang dilakukan yaitu identifikasi kondisi saat ini, identifikasi 
masalah, identifikasi tujuan, dan pembatasan masalah.  
b) Desain Model 
Tahapan kedua guna menjawab permasalahan penelitian. Penelitian 
ini menggunakan data set KDD 99  (Knowledge Discovery and Data 




Gambar  3 Desain Model 
Gambar 3 merupakan  desain model yang akan digunakan dalam 
penelitian ini. Tahapan pertama dataset KDD 99 yang merupakan dataset 
yang akan di uji dalam penelitian ini menggunakan ANN. Tahapan kedua 
dari desain model ini yaitu Compose training / testing dataset, tahapan ini 
menentukan data yang akan digunakan dimana dataset KDD 99 terdiri dari 
empat fitur dengan fokus penelitian dilakukan pada Time Based Network 
Traffic Features yang merupakan data serangan pada fitur traffic dengan 
interval waktu lebih dari 2 detik. Secara keseluruhan Time Based Network 
Traffic Features  terdiri dari tujuh variabel yaitu Serror_Rate, 
Srv_Serror_Rate, Rerror_Rate, Srv_Rerror_Rate, Same_Srv_Rate, 
Diff_Srv_Rate, dan Srv_Diff_Host_Rate. 
Tabel 3 Variabel Penelitian 
Variabel Description 
SERROR_RATE % “SYN” error pada koneksi host 
SRV_SERROR_RATE % “SYN” error pada koneksi layanan 
RERROR_RATE % “REJ” error pada koneksi host 
SRV_RERROR_RATE % “REJ” error pada koneksi layanan 
SAME_SRV_RATE % koneksi dengan layanan yang sama 
DIFF_SRV_RATE % koneksi dengan layanan yang berbeda 
SRV_DIFF_HOST_RATE % koneksi antar host  
 
Tahapan selanjutnya adalah pre-processing yang dimana terdapat 2 
prosess yaitu preprocess training/testing dataset yang merupakan tahapan 
mengubah dataset kedalam format yang dapat kenali oleh ANN dan 
pemberian nilai untuk masing-masing variable dan determine the neural 
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network structure dilakukan penentuan model dari ANN yang akan 



















Gambar  4 Arsitektur ANN 
 
Gambar 4 merupakan struktur ANN yang digunakan dalam 
penelitian yaitu backpropagation yang terdiri dari 7 input layer (X1 – X7), 
hidden layer dengan fungsi aktifasi sigmoid dan lapisan output. Xi pada 
gambar merupakan variabel ke-i pada input layer, Wik merupakan bobot 
sambungan dari unit i ke unit k, Zk merupakan nilai dari hidden layer, Vkj 
merupakan bobot antara hidden layer dan output layer, dan Yj merupakan 
masukan jumlah output layer [11].  
Tabel 2 Parameter ANN 
Model Backpropagation 
Input layer node 7 
Hidden layer node 10 
Outpur layer node 2 
Activation function Sigmoid 
 
Tabel 2 adalah parameter ANN yang merupakan hasil 
preprocessing yang akan digunakan untuk tahapan selanjutnya yaitu 
processing data dimana, train neural network menggunakan 65% data dan 
dilatih hingga mencapai sejumlah iterasi atau nilai RMSE tertentu dicapai. 
Hasil dari tahapan training neural network dapat berupa confusion table 
yang berisi infomasi nilai true positive, true negative, false positive dan 
false negative pada tahapan training,  Tahapan selanjutnya adalah tahapan 
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test neural network pada tahapan ini dilakukan uji coba ANN guna 
mengetahui kinerja ANN. Analisa ANN dilakukan pada tahapan train 
neural network dan tahapan test neural network untuk mengetahui tingkat 
accuracy (ACC), specificity (SPC), precision (PPV), recall, negative 
predictive value (NPV), fall-out (FPR), false discovery rate (FDR), false 
negative rate (FNR) dan sensitivity (TPR) dengan persamaan masing-
masing sebagai berikut: [12]. 
𝐴𝐶𝐶 =  
𝑇𝑃+𝑇𝑁
𝑃+𝑁
  .......................................................................... (2) 
𝑆𝑃𝐶 =  
𝑇𝑁
𝑁
  ................................................................................ (3) 
𝑃𝑃𝑉 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
 ........................................................................... (4) 
𝑅𝐸𝐶𝐴𝐿𝐿 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
 .................................................................... (5) 
𝑁𝑃𝑉 =  
𝑇𝑁
𝑇𝑁+𝐹𝑁




 ................................................................................. (7) 
𝐹𝐷𝑅 =  
𝐹𝑃
𝐹𝑃+𝑇𝑃




 ................................................................................. (9) 
𝑇𝑃𝑅 =  
𝑇𝑃
𝑃
 ................................................................................. (10) 
TP(True Positive), TN(True Negative), FP(False Positive), 
FN(Falase Negative), P(TP + FN), N(FP + TN), ACC(accuracy), SPC 
(specificity), PPV(precision), RECALL(recall), NPV(negative predictive 
value), FPR(fall out),  FDR(false discovery rate), FNR (false negative rate), 
TPR(sensitivity).  
c) Implementasi komputer 
Tahapan ketiga ini dilakukan dengan menerapkan kedalam sistem 
komputer apa yang telah dihasilkan pada tahap desain model. Pada 
penelitian ini menggunakan aplikasi/software yaitu excel dan matlab. Excel 
dan Matlab disini digunakan untuk mengolah dataset KDD yang digunakan 
dalam penelitian ini. Matlab mempunyai fungsi dapat mengimplementasi 
algorima ANN kedalam komputer. Sedangkan excel digunakan untuk 
mengolah hasil dari matlab yang berupa confusion matrix dan ROC untuk 
mendapatkan hasil dari parameter-parameter ANN. 
 
Gambar  5 Arsitektur ANN matlab 
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Gambar 5 merupakan arsitektur ANN yang sudah di 
implementasikan kedalam matlab dengan 7 variabel input, 10 hidden layer 
dan 2 output. 
d) Pengujian dan hasil, 
Tahapan keempat yang berisi hasil pengujian dan pembahasan dari 
tahapan desain model dan implementasi komputer dengan menghasilkan  
output berupa confusion matrix dan ROC. 
 
Gambar  6 Neural Network Pattern Recognition Tool script matlab 
Ketikan nprtool pada matlab untuk membuka Neural network pattern 
recognition tool  yang digunakan dalam mengolah data untuk 
menghasilkan output berupa confusion matrix dan ROC.  
 
 
Gambar 7 Iterasi Model  
Gambar 7 merupakan nilai iterasi dan lama waktu yang diperlukan dalam 
uji coba model ANN, dari gambar terlihat bahwa diperlukan sebanyak 55 
iterasi dengan lama proses 30 detik untuk mendapatkan hasil ANN.  
e) Optimasi Model 
Pada tahapan ini hasil output dari confusion matrix dan ROC di 
analisa guna mengetahui parameter-parameter ANN seperti accuracy 
(ACC), specificity (SPC), precision (PPV), recall, negative predictive value 
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(NPV), fall-out (FPR), false discovery rate (FDR), false negative rate 
(FNR) dan sensitivity (TPR). 
 
f) Produk Model 
Tahapan terakhir ini merupakan hasil akhir dari penelitian ini yang 
berupa parameter-parameter ANN dalam tabel kinerja ANN.  
   
4. Hasil dan Pembahasan 
Penelitian dilakukan dengan pengujian sejumlah data yang dibagi dalam 
tiga tahapan yaitu tahapan training , validasi, dan testing. Tahapan training 
menggunakan 65% atau 294.300 data, tahapan validasi menggunakan 20% atau 
90.554 data dan tahapan testing menggunakan 15% atau 67.915 data. 
Berdasarkan hasil pengujian yang dilakukan pada setiap tahapan dengan 




Gambar  8 Hasil Training 
 
Tabel 3 Tabel Prediksi Tahapan Training 
Predicted Value 
True Positive 96.0% s 
False Negative 0.2% 
False Positive 0.1% 
True Negative 3.8% 
 
Gambar 8 merupakan hasil pengujian yang dilakukan pada tahapan 
training ANN yang ditampilkan dalam confusion matrix, dimana perbandingan 
nilai predicted yang terbukti benar adalah 99.8% sedangkan nilai predicted 
yang terbukti salah adalah 0.2%. Dari gambar dan tabel tersebut dapat dilihat 
bahwa persentase TP adalah 96% atau 282.421 data dari kelas 1 yang benar di 
prediksi sebagai kelas 1.  Persentase FN 0,2% atau 504 data dari kelas 1 yang 
di prediksi sebagai kelas 2. Persentase FP 0,1% atau 211 data kelas 2 yang 
dikenal sebagai kelas 1, sedangkang persentase TN 3.8% atau 11.164 data kelas 
2 yang benar di prediksi sebagai kelas 2.  
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Gambar  9 Hasil Validasi 
Tabel 4 Tabel Prediksi Tahapan Validation 
Predicted Value 
True Positive 95.9% 
False Negative 0.2% 
False Positive 0.1% 
True Negative 3.8% 
 
Gambar 9 merupakan hasil pengujian yang dilakukan pada tahapan 
validation ANN yang ditampilkan dalam confusion matrix, dimana 
perbandingan nilai predicted yang terbukti benar adalah 99.7% sedangkan nilai 
predicted yang terbukti salah adalah 0.3%. Dari gambar dan tabel tersebut dapat 
dilihat bahwa persentase TP adalah 95,9% atau 86.860 data dari kelas 1 yang 
benar di prediksi sebagai kelas 1.  Persentase FN 0,2% atau 175 data dari kelas 
1 yang di prediksi sebagai kelas 2. Persentase FP 0,1% atau 65 data kelas 2 yang 
dikenal sebagai kelas 1, sedangkang persentase TN 3.8% atau 3.454 data kelas 
2 yang benar di prediksi sebagai kelas 2. 
 
 





Tabel 5 Tabel Prediksi Tahapan Testing 
Predicted Value 
True Positive 95.9% 
False Negative 0.2% 
False Positive 0.1% 
True Negative 3.9% 
 
Gambar 10 merupakan hasil pengujian yang dilakukan pada tahapan 
testing ANN yang ditampilkan dalam confusion matrix dimana perbandingan 
nilai predicted yang terbukti benar adalah 99.8% sedangkan nilai predicted 
yang terbukti salah adalah 0.2%. Dari gambar dan tabel tersebut dapat dilihat 
bahwa persentase TP adalah 95,9% atau 65.102 data dari kelas 1 yang benar di 
prediksi sebagai kelas 1.  Persentase FN 0,2% atau 125 data dari kelas 1 yang 
di prediksi sebagai kelas 2. Persentase FP 0,1% atau 40 data kelas 2 yang 
dikenal sebagai kelas 1, sedangkang persentase TN 3.8% atau 2.648 data kelas 
2 yang benar di prediksi sebagai kelas 2. 
 
 
Gambar 11  Error Histogram 
Gambar 11 merupakan hasil perhitungan error atau RMSE  (Root Mean 
Square Error) dari tahapan training (65% data), validation (20% data), dan 
testing (15% data). Dari gambar tersebut terlihat bahwa tingkat error yang 
diperoleh dari model  ANN yang terdiri dari 7 lapisan input, 10 Hidden layer, 
dan 2 lapisan output berada pada range nilai 0.04996 dan -0.04996, angka 






Gambar 12 Hasil Pengujian ROC 
Gambar 12 merupakan hasil pengujian Receiver Operating 
Characteristic (ROC) pada tahapan training, validation, dan test. Penjabaran 
hasil pengujian ROC dapat dilihat dalam tabel 5, dimana suatu klasifikasi akan 
dikatakan sempurna jika memiliki nilai ROC berada pada titik (0,1). 
Berdasarkan hasil perhitungan yang dilakukan pada setiap tahapan selanjutnya 
dilakukan perhitungan nilai akurasi, spesifisitas dan sensitivitas serta beberapa 
parameter lainnya yang digunakan untuk mengetahui kemampuan ANN dalam 
melakukan klasifikasi.  
Tabel 6 Kinerja ANN 
  Training Validation Test 
TP 96 95,9 95,9 
TN 3,8 3,9 3,8 
FP 0,2 0,1 0,1 
FN 0,1 0,2 0,2 
P 96,2 96,1 96,1 
N 3,9 4 3,9 
ACC 0,997 0,997 0,997 
SPC 0,974 0,975 0,974 
PPV 0,999 0,999 0,999 
RECAL 0,998 0,998 0,998 
NPV 0,950 0,951 0,950 
FPR 0,026 0,025 0,026 
FDR 0,001 0,001 0,001 
FNR 0,002 0,002 0,002 
TPR 0,997 0,998 0,998 
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Tabel 6 merupakan performa dari ANN dalam melakukan klasifikasi 
serangan. Berdasarkan tabel diketahui bahwa tingkat accuracy (ACC) ANN 
pada tahap training adalah 0.997 atau 99.7% akurat, pada tahapan validation 
0.997 atau 99.7% akurat dan pada tahapan training 0.997 atau 99.7% akurat. 
Tingkat specificity (SPC) ANN pada tahap training adalah 0.974 atau 97.4%, 
pada tahapan validation 0.975 atau 97.5% akurat dan pada tahapan training 
0.974 atau 97.4%. selanjutnya tingkat true positive rate (TPR) atau sensitivity 
pada tahapan training adalah 0.997 atau 99,7% tepat, pada tahapan validation 
adalah 0.998 atau 99,8% tepat dan pada tahapan test adalah 0.998 atau 99,8%.  
 
5. Simpulan 
Berdasarkan hasil penilitian, dalam menganalisa ANN multi-layer yang 
menggunakan model backpropagation, 7  variabel input layer, 10  hidden layer 
dan 2 target output. Maka bisa dilihat  ANN mempunyai tingkat accuracy 
(ACC) yaitu 99.7%, tingkat specificity (SPC) yang merupakan kemampuan 
mendeteksi secara tepat yang bukan merupakan jenis serangan yaitu 97,4% dan 
tingkat true positive rate (TPR) atau sensitivity yang merupakan kemampuan 
mendeteksi secara tepat suatu jenis serangan yaitu 99.8%.  
Analisis terhadap ANN pada Time Based Network Traffic Features  
menunjukan  kemampuan yang sangat baik ( compatible ) dalam 
mengidentifikasi jenis serangan tetapi ANN mempunyai kelemahan yaitu 
sebelum masuk tahapan testing ANN membutuhkan process training 
(pelatihan) terlebih dahulu pada sebagian besar data. Selain tingkat akurasi, 
spesifikasi dan sensitivitas ANN yang sangat baik, ANN juga bisa 
diimplementasikan pada berbagai aplikasi. Maka pada penelitian selanjutnya 
dapat dilakukan implementasi ANN sebagai algoritma pada IDS (intrusion 
detection system). 
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