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Introduction
The human face has a significant role in our life by conveying people's identity. It is used in biometric face recognition technology as a key to security. Face-based biometric systems have many advantages over other biometrics systems, such as fingerprint, palm-print, and iris. The most important advantage is that face images can be captured from a distance without a physical contact with the person to be identified. However, such advantages can be problematic when the intruder uses an image of the authentic user taken using a simple cell phone or from a social media, such as Facebook, which is widely published and easy to possess. This problem is referred to as attack (spoof).
The face recognition systems can be spoofed using different types of attacks: print photo, video, mask, make-up, or plastic surgery. 1, 2 The most popular attacks are video and print attacks. In addition to their simple implementations, many studies showed the effectiveness of these attacks against face recognition systems. 3 Recently, many researchers are focused on detecting these types of attacks using different face antispoofing methods.
The face antispoofing methods allow the system to separate between a genuine face and fake one using a single image or a sequence of images (video). These methods analyze the appearance or the dynamic properties of the face images. 1, [4] [5] [6] [7] [8] [9] Motivated by the background subtraction, we remarked in our research that unlike individual frames, the frame difference (FD) provides useful insights for distinguishing between genuine face and that captured using printed photos or mobile devices. 10 Therefore, we exploit in this work both dynamic and static information (texture and motion) to differentiate between real and fake faces. We used the temporal information that is present in video to analyze the dynamics of facial texture by applying the texture descriptors on the FD.
More specifically, the approach proceeds in the following way. First, we detected the face and the eyes to rotate and crop the region of interest (ROI) in each frame. After the normalization of the ROI, we extracted the foreground using the difference between two frames to compute the movement. Then, we divided the ROI into multilevel (ML). In each block, we extracted the features using one of these feature extractors: local phase quantization (LPQ), local binary patterns (LBP), and binarized statistical image features (BSIF). After that, we calculated the mean of the feature vectors over a time window of 150 frames; then we used the Fisher score (FS) method to rank the features. Finally, the support vector machine (SVM) was used for classification.
We conducted extensive experiments on three publicly available databases, namely, CASIA Face Antispoofing database (CASIA-FASD) 11 , Replay-Attack database, 12 and MSU Mobile Face Spoofing database (MSU-MFSD), 13 which show that our approach gives good results compared with those of the state of the art.
The rest of the paper is organized as follows: Sec. 2 describes related works on face antispoofing. Section 3 shows and highlights the main contribution of the paper. Section 4 presents the proposed approach. Section 5 contains the databases that we used in our experiments, the experimental evaluation of our proposed method in the previous databases, and the comparison with the other methods. Finally, Sec. 6 concludes the paper.
Related Work
There are many ways to detect spoof attacks. In this paper, we focus on only two types of face antispoofing methods, which are hardware-and software-based techniques. In this section, we present all previous work in face antispoofing techniques, but we focus only on those that are thematically closer to our objectives and contributions (see Table 1 ).
Hardware-Based Techniques
The hardware-based techniques advocate incorporating extra hardware devices to differentiate between the real and the fake faces. Ng and Chia 34 used randomized temporal affective cues in the form of facial expressions to verify the liveness of users. Pavlidis and Symosek 35 showed that the band of the near-infrared (1.4 to 2.4 μm) is particularly advantageous for disguise detection purposes. Chetty and Wagner 36 combined acoustic and visual feature vectors to distinguish live synchronous audio-video recordings from Replay-Attacks that use audio with a still photo. Erdogmus and Marcel 37 used depth information to discriminate between the real and the two-dimensional spoofing attacks. Smith et al. 38 proposed an approach for face recognition systems that can counter the attacks using the color reflected from the user face, which is displayed on the mobile devices. These reflections are used to determine whether the images were captured in real time. Wang et al. 39 proposed a face liveness detection approach to counter spoofing attacks by recovering sparse three-dimensional (3-D) facial structure. Other methods used different visual spectrum (complementary infrared, near-infrared, etc.) [40] [41] [42] to distinguish between the genuine faces and the spoof attacks.
Software-Based Techniques
The software-based techniques use the simple RGB images to detect the spoof attacks. These methods can be divided into static-and dynamic-based techniques. The staticbased techniques are applied on a single image, while the dynamic-based techniques are applied on video sequences. Most methods that differentiate between the real faces and the fake ones are based on texture analysis. Chingovska et al. 15 and Maatta et al. 16 used LBP as a descriptor to detect the spoof attack. Kose and Dugelay 17 used another variant of the LBP descriptor, which is LBP variance to differentiate between the real and the fake faces. Yang et al. 1 introduced a face recognition based on pooling the features extracted from the different face components using the Fisher criterion. Arashloo et al. 30 used kernel discriminant analysis fusion to combine two spatial-temporal descriptors multiscale BSIF on three orthogonal planes and multiscale LPQ on three orthogonal planes. de Freitas Pereira et al. 2 also worked with the dynamic texture based on LBP histograms on three orthogonal planes (LBP-TOP) to differentiate between real and fake people. This last method showed better performances compared with the simple LBP methods proposed in Refs. 15-17. The reason for the good results of LBP-TOP is that temporal information plays an important role in face antispoofing. Pinto et al. 28 proposed a method based on temporal and spectral information, which used the time-spectral features as low-level descriptors and used the visual codebook concept to find midlevel features descriptors. Tirunagari et al. 29 proposed an algorithm called dynamic mode decomposition (DMD) to capture the visual dynamics while LBP is used to capture the dynamic patterns. Wen et al. 27 proposed a method based on image distortion analysis (IDA). Four different features, specular reflection, blurriness, chromatic moments, and color diversity, were used to represent the face images. These features can capture the differences between the real and the fake images without capturing the detail informations related to the user-identity.
Bharadwaj et al. 22 used the Eulerian motion magnification to enhance the motion cues. It was found that extracting histogram of oriented optical flow from the enhanced video yields an enhanced result with respect to the state-of-the-art results on the Replay-Attack database. Komulainen et al. 19 also used a fusion between the motion and the texture features to enhance the classification performances. Kollreider et al. 5 proposed strategies to avert advanced spoofing attempts, such as replayed videos, by analyzing the motion of the lips only.
Patel et al. 32 studied the effect of the different channels of the RGB color spaces (R, G, B, and grayscale) and the different face regions on the performance of the LBP-and dense scale invariant feature transform-based methods. Their experiments show that extracting the texture from the red channel gives the best results. Boulkenafet et al. 31 proposed a method of face antispoofing based on color texture analysis. After representing the RGB images in two color spaces, HSV and YCbCr, they used the LBP descriptor to extract the texture features from each channel, and then they concatenated these features to differentiate between real and fake faces.
Galbally and Marcel 20 proposed an image quality assessment (IQA) using 14 quality measures to distinguish between the real and the fake faces. Galbally et al. 21 evaluated 25 different quality measures, which were also used for fingerprint and iris antispoofing. Recently, some methods, such as those in Refs. 25 and 26, used the user-specific information to enhance the performance of the texture-based face antispoofing methods. Biggio et al. 14 addressed the problem of spoof attacks on biometrics using two modals: face and fingerprint. They tested different score-fusion rules, such as sum, product, weighted sum by linear discriminant analysis, likelihood ratio (LLR), and extended LLR.
Garcia and de Queiroz 24 proposed face spoofing detection by searching for moiré patterns due to the overlap of the digital grids. Their detection is based on peak detection in the frequency domain. They used SVM with radial basis function kernel for the classification. They conducted their experiments on Replay-Attack Corpus and Moir databases.
Other techniques in face antispoofing are based on textures on 3-D modals, such as Refs. 33 and 18. In 3-D modals, the attacker uses a mask to spoof the system, so the use of wrinkles would be a great assistant to detecting the attack. In Ref. 33 , they presented a study that addresses the spoofing issue by analyzing the feasibility of performing low-cost attacks with self-manufactured 3-D printed models to 2.5-D and 3-D face recognition systems. Erdogmus and Marcel 18 inspected the spoofing potential of subject-specific 3-D facial masks for different recognition systems and addressed the detection problem of this more complex attack type. Also, the authors performed experiments on two different databases.
Recently, deep learning approaches have been used in face antispoofing, especially using convolutional neural network (CNN). For instance, Menotti et al. 23 focused on two general-purpose approaches to building image-based antispoofing systems using convolutional networks. Their systems deal with several attack types in three biometric modalities, namely, iris, face, and fingerprint. The first approach consists of learning suitable convolutional network architectures for each domain, while the second approach focuses on learning the weights of the network via backpropagation.
Research Contributions
In our work, we propose an algorithm for face spoofing detection based on an extended FD algorithm. We also combine this extended FD algorithm with an ML representation to take into account both dynamic and static information. This combination gave us multiple parts of the foreground image (see Fig. 1 ). Commonly, the FD technique computes the difference between the current and the previous frame. A threshold is then used to obtain the foreground, which is a binary image. The equation of the FD is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 5 4 1
where F t is the difference between two frames, I t is the current frame, and I t−1 is the previous frame.
In our case, we used a threshold only to eliminate the unchanged pixels values between the two successive frames. If there is motion, the foreground pixels take the value of the current frame. However, if there is no motion, the foreground pixel is set to zero (see the below equation) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 4 3 3
where F 0 t is the foreground and T is the threshold ¼ 0. Figures 2 and 3 and Tables 2 and 3 demonstrate the effectiveness of using our FD approach. In Table 2 , we computed the entropy on the real and fake face of the same person. The entropy describes the quantity of information of the image, and the image entropy equation is given as 
where E is the entropy of F 0 and P i is the probability of color i. Both real and fake faces have three qualities (low, normal, and high). We took into account two types of attacks, printed and video. We observe that the entropy is greater in the case of real faces compared with fake faces in all scenarios. Visually, we observe from Fig. 2 that when computing the foreground of the real faces, the facial features are more visible compared with the case of fake ones in all qualities and all types of attack. From these remarks, we have been motivated to use FD in face antispoofing. This FD allows us to extract motion in the foreground and illustrate the fake faces. We applied then the ML representation on the foreground of the FD that permits to obtain multiple blocks. This latter is then followed by texture descriptor. The use of FD (motion) combined with ML (representation) 43 and texture description improves the results. This was proved experimentally (see Fig. 3 and Table 3 ).
We observe from Table 3 and Fig. 3 , when we used texture (2) descriptors (LBP, LPQ, and BSIF), we obtained an improvement in equal error rate (EER) compared with using motion (1) FD only by computing the histogram of FD directly. The results are better when we combined motion and texture (4) . Another aspect is when we used ML and multiblock (MB) representations (3); this improves the results of both motion (1) and texture (2) . We can remark also that combining representation with motion (5) or with texture (6) clearly improves the results. In the case of combining motion (FD) with texture and representation (7), the results are better compared with all previous methods. Finally, adding the FS to any method improves the EER. This is why we choose to use (motion) (FD) + texture (LPQ) + representation (ML) + FS in this paper as a new approach.
4 Proposed Framework Figure 4 shows the general structure of our approach. First, we detect the face and localize the eye center coordinates to normalize the ROI. Second, we extract the motion using the FD between consecutive faces. Then, we apply ML representation to get multiple blocks to be used in features extraction. Features of all blocks are concatenated to get one feature vector. We used all the previous steps for an input video of 6 s (150 frames); then we averaged the feature vectors of all these frames. After that, we ranked the average feature vector by the FS. Finally, we used Library of SVM (Lib-SVM) as a classifier to differentiate between real and fake faces. In the following, we will discuss all these steps in details.
Face Preprocessing
In our approach, face preprocessing is performed in three steps: face detection, eye localization (pose correction), and face normalization. Face detection is a significant step in face antispoofing. We used the Viola and Jones algorithm 44 to detect the face region and the pictorial structure model 45 to localize the eye positions; then, the coordinates of the eyes are used to correct the face pose. In Fig. 5 , we explain how to rotate and crop the face 46 using the eye coordinates where R1 is the coordinates of right eye, L1 is the coordinates of left eye, R2 is the coordinates of right eye after rotating the image, and L2 is the coordinates of left eye after rotating the image. FD (Sec. 3) is then applied on cropped faces for motion extraction. We will explain how to apply the representation (ML) on the FD in Sec. 4.2.
Representation
In our work, we choose to use the MLs representation that is extended from the MBs representation.
• MB is a technique that divides the face ROI into (n × n) blocks. On each block, we apply a texture descriptor to get more features of the face ROI. Figure 6 (b) shows how we divide an image in MBs. • ML representation 47 is a technique that combines the features extracted from consecutive different MBs.
In other terms, we extract features of the whole image, and then we divide it into different blocks of different sizes and extract features of each block as illustrated in Fig. 6(c) . The whole features are then concatenated into one vector.
Texture Descriptors
In our work, we used three popular texture descriptors: LBP, LPQ, and BSIF on FD-ML to extract the features to distinguish between the real and the fake faces. In this section, we will describe these techniques:
• LBP gives one feature vector for each image. During the LBP operation, every image pixel acts as a threshold to its neighborhood to obtain binary numbers. By scanning those binary numbers in a clockwise direction, we convert them to a decimal number. In the sequel, the neighborhood corresponds to the sampling point spaced on a circle that is centered at the pixel; next, the sampling points are interpolated using bilinear interpolation. The LBP is given by Eqs. (4) and (5), where the notation ðP; RÞ denotes a neighborhood of P sampling points on a circle of radius R E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 2 5 3 SðXÞ
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 2 0 9 LBP P;R ðx c ; y c Þ ¼
• LPQ was proposed by Ojansivu and Heikkilä 48 to deal with blurred images. The spatial blurring is given by convolution between two matrices, which are the image intensity and a point spread function (PSF) such as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 1 0 5 gðxÞ ¼ ðf Ã hÞðxÞ; where gðxÞ is the blurred image, fðxÞ is the true image, hðxÞ is the PSF, and x is a vector of coordinates ½x; y T . In LPQ, the phase is examined in local neighborhoods N x at each pixel position x ¼ ½x 1 ; x 2 T of the image fðxÞ. These local spectra are computed using a discrete short-term Fourier transform 48 defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 8 7 Fðu; xÞ ¼ X y fðyÞw R ðy − xÞe −2jπu T y :
• BSIF was proposed by Kannala and Rahtu. 49 The BSIF is represented by binary code string for the pixels of a given image. The code value of a pixel is considered a local descriptor of the image. Given an image patch X of size (l × l) pixels and a linear filter W i of the same size, the filter response s i is obtained as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 5 7 5 s i ¼
where vector notation is introduced in the latter stage. Given n linear filters W i , we stack them into a matrix W and compute all responses at once E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 4 9 9 S ¼ W x :
Next, given a random sample of natural image patches, we compute the filters W i so that the elements s i of s are as independent as possible when considered random variables (see Ref. 49 ).
Fisher Score
The FS 50 is one of the most widely used supervised features selection methods. The Fisher vector selects each feature independently according to its scores under the Fisher ratio, which leads to a suboptimal subset of features. The Fisher ratio is carried out in the feature domain to reject the noisy feature indexes and select the most informative combination from the remaining. The Fisher ratio is a measure of linear discriminating power of some variable [see Eq. (10)], with m 1 and m 2 being the means of class 1 (real) and class 2 (spoof) and v 1 and v 2 being the variances E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 7 5 2
Classification
In our algorithm, we used the Lib-SVM 51 to classify the feature vectors to real or fake faces. SVM performs the classification by finding the hyperplane that maximizes the margin between two classes. The vectors (cases) that define the hyperplane are called the support vectors.
Experiments and Results
To evaluate the performance of our approach, we used three challenge databases, which are CASIA-FAS, MSU-MFS, and Replay-Attack database. In this section, we will describe such databases in Sec. 5.1; then, we will present the setup of our approach in Sec. 5.2. Finally, in Sec. 5.3, we will discuss and analyze the results.
Experimental Dataset
To validate the performance of our proposed method, we used the three most challenging databases: CASIA-FASD, Replay-Attack database, and MSU-MFSD. The three databases contain video recording of real and fake attacks. A description of these databases is given below.
CASIA Face Antispoofing
CASIA-FAS database 52 contains 50 genuine subjects (see Fig. 7 ) and fake faces, which are recorded from genuine faces. Each subject has 12 videos (three real and nine fake faces), so the final database contains 600 videos. The CASIA database is constructed using three image quality descriptors (low, normal, and high) and three types of fake face attacks (warped photo attack, cut photo attack, and video attack). The protocol of CASIA-FAS has seven scenarios: low, normal, and high qualities, which evaluate the imaging quality, and warped photo, cut photo, and video attacks, which evaluate the type of media of the attack. The last scenario is the overall test, which has all types of qualities and attacks to evaluate the imaging quality and the media attack at the same time.
Replay-Attack
The Replay-Attack database consists of 1300 video clips of photo and video attacks, which were recorded from 50 subjects (see Fig. 8 ). These videos were recorded in two different conditions (controlled and adverse) using a built-in webcam of a Macbook laptop. To make the fake face attack for each person in high-resolution photos and videos, the image was taken using two cameras: a Canon PowerShot SX150 IS and an iPhone 3GS camera. There are two subsets for attacks, fixed attacks and hand attacks. On each subset, there are 10 videos: four mobile attacks using an iPhone 3GS screen with a resolution 480 × 320 pixels, four high-resolution screen attacks using an iPad first generation, with a screen resolution of 1024 × 768 pixels, and two hard-copy print attacks (produced on a Triumph-Adler DCC 2520 color laser printer) occupying the whole available printing surface on A4 paper. The database is split into three subgroups for train, development, and test.
MSU Mobile Face Spoofing
The publicly available MSU-MFSD for face spoof attacks was produced at the Michigan State University by the Patterns Recognition and Image Processing group. The database consists of 280 video clips of photo and video attack attempts on 35 clients. It was made by mobile phone to capture both genuine face and spoof attacks. They used two types of cameras: (1) a built-in camera in MacBook Air 13 in. (640 × 480) and (2) a front-facing camera of the Google Nexus 5 Android phone (720 × 480). Each subject had two video recordings; the first one is captured by a Laptop camera and the second one is captured using an Android camera (see Fig. 9 ). To generate the attacks, highresolution video was captured for each subject using two devices: (1) a Canon PowerShot 550D SLR camera, recording 18.0M pixel photographs and 1080p high-definition video clips and (2) an iPhone 5S back-facing camera, recording 1080p video clips. There are three types of spoof attacks:
(1) high-resolution replay video attacks using an iPad Air screen, with a resolution of 2048 × 1536, (2) mobile phone replay video attacks using an iPhone 5S screen, with a resolution of 1136 × 640, and (3) printed photo attacks using an A3 paper with fully occupied printed photo of the client's biometry, with a paper size of 11 × 17 (279 mm × 432 mm), printed by a HP Color Laserjet CP6015xh printer, with a printing resolution of 1200 × 600 dpi. To evaluate the Fig. 8 Examples from the Replay-Attack database. The first row presents images taken from the controlled scenario, while the second row corresponds to the images from the adverse scenario. From the left to the right: real faces and hand video, hand photo, fixed video, and fixed photo. performance, the 35 subjects of MSU-MFSD were divided into two subsets, 15 subjects for training and 20 subjects for testing.
Experimental Setup
In our experiments, after the face preprocessing step, we normalized the cropped faces to 128 × 128 pixels. Then the FD was computed before dividing the face into multiple blocks with ML representation using level 8. After that, on each block, we extracted features using three descriptors (LBP, LPQ, and BSIF). For the LBP, we used a uniform pattern descriptor with neighborhood P ¼ 8 and a radius R ¼ 1.
For LPQ, we used a window of size (9 × 9) and a Gaussian derivative quadrature filter for local frequency estimation. For the last descriptor (BSIF), we used eight filters of size (11 × 11) . The features extracted from all blocks of one image of FD were concatenated to get one feature vector.
We computed the average of concatenated feature vectors of the first 149 frames. Once the enhanced histograms were computed on each video, we ranked them by FS. Finally, we used the Lib-SVM classifier 51 with fivefold cross-validation to determine whether the input video corresponds to a real person or not. The Lib-SVM classifier is trained using the training set of each database. For CASIA and MSU databases, the performance is reported in terms of EER, while, for the Replay-Attack database, results are presented in terms of half-total error rate (HTER), which is the mean of the false acceptance rate and false rejection rate at the threshold, which corresponds to the EER of the development set.
Experimental Results
In this part, we will show and discuss the effectiveness of our proposed framework, focusing on the effect of the FDs, ML representation, and the FS on face antispoofing.
Effectiveness and choosing hyperparameters
In this section, we are discussing the effectiveness of choosing the FD associated with ML representation. In this context, first, we study the effect of the number of frames, and then we discover the superiority of ML compared with MB representation. Finally, we justify our choice of FD-ML by showing the results of the CASIA database.
In Table 4 , we tested the performance on CASIA-FASD with respect to different time window sizes. Especially, we remarked that the average of 6 s (150 frames) gives a better result, knowing that the video sequences in the CASIA-FASD can reach 10 s. We observe that, when using a sufficient number of frames (up to 150), the motion in fake faces will be detected easily. Figure 10 shows a comparison between representations (ML and MB), texture descriptors (LBP, LPQ, and BSIF), and FD using different levels. The EER is presented as a function using different levels. We observe from the figure that the performance of ML is better than MB when using the same descriptor. This is because the ML representation gives more detailed information of the image than the MB. Also, we observe in this figure that, when applying the ML or MB on the FD image, the performance is improved compared with using them on the gray image directly. We find that the performance of the combination FD + ML is the best among the other combinations. In our tests, we used three descriptors to compare their performances with the FD and the ML representation. We observe from the same figure that the LPQ feature extractor in our system gives the best result, which is perhaps a consequence of the blur-invariant property of LPQ. Also, we observe that there is variation in EER according to the number of the level. From level 2 to level 8, the performance is improved progressively; when we reach level 8, there is no great change in EER because each level takes the information of the previous levels and the actual level, so it represents more features. Based on the previous analyses, we choose to use FD with ML representation in 8 levels. We used also the FS to rank the obtained features, which improved the results, as is highlighted later. Next, we will compare our results with the state of the art on the CASIA-FASD. This is summarized in Table 5 and Fig. 11 .
To follow the official test protocol of CASIA-FAS, we computed the EERs for the seven scenarios, including different qualities and media. The included quality descriptors are low-, normal-, and high-quality image sequences, and the used media for spoofing attacks are warped photos, cut photos, and videos played on an iPad. The last scenario is the overall test. In this section, we will analyze the effects of image quality descriptors and spoofing media on the system performance. Furthermore, we observed that the proposed approach improves the results. The results of our approach using different descriptors are given in Fig. 11 and Table 5 . From Fig. 11(a) , we observe that the LPQ descriptor combined with FD-ML gives the best results for the different images qualities (low, normal, and high), as well as with spoof media (warped photo, cut photo, and video attacks) [see Fig. 11(b) ]. This can be explained by the fact that LPQ works well even in the presence of noise of motion on both real and fake faces compared with LBP and BSIF.
We see from Table 5 that our proposed approach gives better results in all scenario compared with CASIA baseline, 52 whom created the database. Also, we obtained the best results in high quality and cut photos in comparison with the state of the art in the same database. In the case of high quality, our approach can effectively detect the spoof attack because the FD in the case of real faces keeps more information than other qualities (see Fig. 2 ). Unlike 2 our approach, ML-FD can easily distinguish the cut and real photo because the eye region in the cut photo appears well when using FD. This proves the effectiveness of our approach in the face antispoofing CASIA database. In the following, we will compare our overall results with the state of the art on three challenge databases: Replay-Attack, MSU-MFS, and CASIA-FAS.
We present another experiment about the effectiveness of extracting the texture images using ML representation (8 levels). We see in Table 6 that dividing the whole image on ML improves the robustness of the three descriptors compared with using the whole image. We observe that the use of ML gives better results on CASIA-FAS, MSU-MFS, and Replay-Attack databases. Using ML representation, the EER on CASIA-FASD and MSU-MFSD has been reduced from 23.15% to 17.46% and from 23.22% to 14.90%, respectively. The HTER on the Replay-Attack database has also been reduced from 15.12% to 12.25%. Also, we conduct an experiment about the effect of the FDs on the performance of the ML approach. Table 6 shows that applying the ML approaches on the FDs improves the performance on the three databases. When using FD-ML-LPQ, the performance improvement on CASIA-FAS, MSU-MFS, and Replay-Attack databases are 68.55%, 67.78%, and 53.06%, respectively (see Table 6 ). Table 7 shows the effect of features selection on the classification performances. We observe from this table that using the FS method with the FD-ML-LPQ method improves the performance on CASIA-FAS, MSU-MFS, and Replay-Attack databases with 15.84%, 47.91%, and 16.52%, respectively.
Comparison with the state of the art
Tables 5 and 8 present the comparison of our approach with the state of the art in face antispoofing techniques. In Table 5 , we compared only on CASIA-FASD with different scenarios, which are low, normal, high, warped, cut, video, and overall test. As we see, our approach gives the best result on the high, cut, and overall scenarios. In Table 8 , we observe that our proposed approach (FD-ML-LPQ-FS) gives good results compared with the state of the art on CASIA-FAS and MSU-MFS databases. The EER on CASIA, MSU, and REPLAY databases is 04.62%, 02.50%, and 5.62%, respectively [see detection error tradeoff (DET) curve in Fig. 12 ]. In the case of Replay-Attack database, our method shows interesting results compared with the other methods.
Cross-database analysis
To gain insight into the generalization capabilities of our proposed method, we conducted a cross-database evaluation. To be clear, cross-database is a technique in which we trained and tuned on one database and tested on another database. There are different techniques for analysis, where training and testing occur in distinct databases. In our paper, we follow the cross-database used in these papers. 22, 28, 54, 56 In these experiments, the countermeasure was trained and tuned with one database each time (CASIA-FAS, MSUMFS, or Replay-Attack) and then tested on the other databases. The results are reported in Table 9 . From Table 9 , we can see that, in the case where the model is trained and tuned on CASIA database, then evaluated on the other databases, that the average of performance in terms of HTER for the train, development, and test sets on the Replay-Attack database is 51.74% and the average of performance for the train and the test sets on MSU database, is 50.76%. When the model is trained and tuned on the MSU database and evaluated on the other databases, the average of performance in terms of HTER for the train, development, and test sets on the Replay-Attack database is 47.33%; on the CASIA database, the average performance for train and test sets is 48.64%. Finally, the model is trained and tuned on Replay-Attack database then evaluated on the other databases; the average of performance in terms of HTER for train and test sets on the CASIA database is 42.82% and on the MSU database is 36.50%. As we observe in Table 9 , the models trained on Replay-Attack and MSU-MFS databases are better than the model trained on CASIA-FASD. The reason why CASIA-FASD is not good as train set compared with the other databases on face antispoofing is because it has different qualities and attacks. In Table 10 , we present the results of our proposed approach compared with the state-of-the-art techniques on cross-database. We observe in Table 10 that, when we use ML and FD, the performance is affected on face antispoofing methods, especially on crossdatabase compared with the state of the art.
Conclusion and Future Work
In this paper, we proposed a face antispoofing approach to distinguish between real and fake faces. The proposed approach is based on extracting ML features from the FDs and then applying the FS for feature ranking. Three texture descriptors are used to extract the features from FD-ML: LBP, LPQ, and BSIF. We prove that the FD can play an important role in detecting spoofing attacks.
We evaluated our approach of face antispoofing on three challenging databases (CASIA-FAS, MSU-MFS, and Replay-Attack databases). Our experimental results show the impact of the ML, the FD, and the features ranking techniques on enhancing the performance of the face antispoofing method. The results obtained using the LPQ features yield excellent results on the CASIA and MSU databases and competitive performance on the Replay-Attack database. Table 9 The performance of the cross-database evaluation in terms of HTER(%) on the CASIA-FAS, MSU-MFS, and REPLAY-ATTACK. This is due to the ability of LPQ to tolerate blurriness better than most of the previous texture features. Unlike the other proposed methods that show good performances on some databases and degraded results on others, our method was able to achieve a stable performance on the three databases. The performance improvement is particularly significant for the print and warped photo; moreover, our result when we used cross-databases showed that the performance of our system was more stable compared with the state of the art. As future work, we will test our proposed methods using different color image representations instead of the grayscale images. We will use other descriptors, such as SIFT and SURF, to test the effectiveness of the combination FD ML in antispoofing detection. Moreover, we envision the improvement of the face alignment process.
