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Cheng and Liu [Bo Cheng, Bolian Liu, The base sets of primitive
zero-symmetric sign pattern matrices, Linear Algebra Appl. 428
(2008) 715–731] showed that the base set of quasi-primitive zero-
symmetric (generalized) sign patternmatrices is {1, 2, . . . , 2n}. The
matrices with zero trace play a prominent role in matrix theory.
In this paper, we investigate the bases of quasi-primitive zero-
symmetric (generalized) sign pattern matrices with zero trace and
prove that the base set of such matrices is {2, 3, . . . , 2n − 1}.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and terminology
The sign of a real number a, denoted by sgn(a), is deﬁned to be 1,−1 or 0, according to a > 0, a < 0
or a = 0. The sign pattern of a real matrix A, denoted by sgnA, is the (0, 1,−1)-matrix obtained from
A by replacing each entry by its sign. The powers of a square sign pattern matrix have recently been
studied to some extent (see [3,4,6,7]). Notice that in the computation of the powers of a square sign
pattern matrix, an “ambiguous sign" may arise when we add a positive sign to a negative sign. So a
new symbol “#" has been introduced in [2] to denote the ambiguous sign. For convenience, we call the
set Γ = {0, 1,−1,#} the generalized sign set and the matrices with entries in the set Γ generalized
sign pattern matrices. The addition andmultiplication of generalized sign pattern matrices are deﬁned
in the usual way.
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A square generalized sign pattern matrix A is called powerful if each power of A contains no #
entry. In [3], Li et al. introduced the concept of base for (powerful) sign pattern matrices which is the
generalization of the concept of “index of convergence" for square nonnegative matrices. In [8], You
and Shao extended the concept of the base from powerful sign pattern matrices to generalized sign
pattern matrices as follows.
Deﬁnition 1.1 ([8]). Let A be a square generalized sign patternmatrix and A, A2, A3, . . . be the sequence
of powers of A. If Al is the ﬁrst power that is repeated in the sequence, that is, l is the smallest positive
integer such that Al = Al+p holds for some positive integer p, then l is called the generalized base (or
simply base) of A, and is denoted by l(A).
Deﬁnition 1.2. Let T be a set of generalized sign pattern matrices. Then the base set for T is
{l(A) : A ∈ T}.
For a generalized sign pattern matrix A, we use |A| to denote the (0, 1)-matrix obtained from A by
replacing each nonzero entry by 1.
Deﬁnition 1.3 ([1]). A nonnegative square matrix A is primitive if some power Ak > 0 (Ak is entrywise
positive). The least such k is called the primitive exponent ofA, denoted by exp(A). A square generalized
sign pattern matrix A is called quasi-primitive if |A| is primitive, and in this case we deﬁne exp(A) =
exp(|A|).
Remark 1.1. Let A be a sign pattern matrix and let Q(A) = {B : B is a real matrix and sgnB = A}. If A
is a powerful sign pattern matrix, then the quasi-primitivity of A is just the classical primitivity, which
means that some power Ak of A is entrywise nonzero, and so no entry of Bk is zero. However, if A is
nonpowerful, this is no longer true. In fact, it follows from the proof of Proposition 3.1 in [8] that if A
is a quasi-primitive, nonpowerful sign pattern matrix, then there is a positive integer k such that each
entry of Ak is #. This implies that if A is a quasi-primitive, nonpowerful n × n sign patternmatrix, then
for each i and j in {1, 2, . . . , n}, and for each real number r, there is a B ∈ Q(A) such that (Bk)ij = r.
Remark 1.2. It follows from Theorem 2.3 in [1] that if A is a quasi-primitive and nonpowerful matrix,
then l(A) is just the smallest positive integer k such that all entries of Ak are #.
Deﬁnition 1.4 ([1]). A square generalized sign pattern matrix A = (aij)n×n is called zero-pattern-
symmetric (abbreviated zero-symmetric, or simply ZS) if |A| is symmetric.
Some authors use the term “combinatorially symmetric" to refer to “zero-pattern-symmetric".
It iswell known that graph theoreticalmethods are often useful in the study of the powers of square
matrices, so we now introduce some graph theoretical concepts.
A generalized signed digraph S is a digraph where each arc of S is assigned a sign 1, −1 or #. If the
generalized signed digraph S contains no arc with sign #, then S is called a signed digraph.
Awalk W in a digraph is a sequence of arcs (e1, e2, . . . , ek) such that the terminal vertex of ei is the
same as the initial vertex of ei+1 for i = 1, 2, . . . , k − 1. The number k is called the length of the walk
W , denoted by L(W). The sign of the walk W in a generalized signed digraph, denoted by sgn(W), is
deﬁned to be
∏k
i=1 sgn(ei).
Let D be a digraph andW be a walk of D. For any two vertices x, y ofW , we denote by QW (x → y) a
shortest path inW from x to y, by Q(x → y) a shortest path in D from x to y. A digraph D is symmetric
if, for every arc (u, v) inD, the arc (v, u) is also inD. LetD be a symmetric digraph. For any arc e = (u, v)
inD, we denote by←−e the arc (v, u). Similarly, ifW = (e1, e2, . . . , ek) is a walk ofD, then←−W is the walk
(←−ek ,←−−ek−1, . . . ,←−e1 ). For a cycle C of D, if x and y are two (not necessarily distinct) vertices on C and P
is a path from x to y along C, then
←−
C \ ←−P denotes the path or cycle from x to y along ←−C obtained by
deleting the arcs of
←−
P .
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Let A = (aij)n×n be a square (generalized) sign pattern matrix. The associated digraph D(A) of A is
deﬁned to be the digraph with vertex set {v1, v2, . . . , vn} and arc set {(vi, vj)|aij /= 0}. The associated
(generalized) signed digraph S(A) of A is obtained from D(A) by assigning the sign of aij to each arc
(vi, vj) in D(A).
Deﬁnition 1.5 ([1]). Let S be a generalized signed digraph of order n. Then there is a generalized sign
pattern matrix A of order n whose associated generalized signed digraph S(A) is S. We say that S is
powerful if A is powerful. Also we deﬁne l(S) = l(A).
Deﬁnition 1.6 ([1]). A digraph D is called a primitive digraph, if there is a positive integer k such that
for each vertex x and vertex y (not necessarily distinct) in D, there exists a walk of length k from x to
y. The smallest such k is called the primitive exponent of D, denoted by exp(D).
In [8], You et al. showed that A is quasi-primitive if and only if D(A) is primitive, and in this case
exp(A) = exp(D(A)). Clearly, a generalized sign pattern matrix A has zero trace if and only if aii =
0 (i = 1, 2, . . . , n). It is straightforward to check that if A is a ZS sign pattern matrix with zero trace,
then |A| is the adjacencymatrix of some simple graph, that is, the associateddigraphofA is a symmetric
digraph with no loops.
In [1], Cheng and Liu gave the base set of quasi-primitive ZS (generalized) sign pattern matrices.
In this paper, we study the bases of quasi-primitive ZS (generalized) sign pattern matrices with zero
trace. Set T ′n = {A : A is an n × n nonpowerful quasi-primitive ZS sign patternmatrix with zero trace},
Tn = {A : A is an n × n quasi-primitive ZS sign pattern matrix with zero trace} and Tn = {A : A is
an n × n quasi-primitive ZS generalized sign pattern matrix with zero trace}. Clearly, T ′n ⊆ Tn ⊆ Tn.
In Section 2 of this paper, sharp upper bounds on the base sets for T ′n, Tn and Tn are obtained. In
Section 3, we determine the base sets for T ′n, Tn and Tn and show that there are no gaps in these base
sets.
2. The upper bounds on the base sets
It was shown in [2, Theorem 4.3] that if an irreducible sign pattern matrix A is powerful, then
l(A) = l(|A|). This means that the study of the base for a quasi-primitive powerful sign pattern matrix
is essentially the study of the base (i.e., exponent) for a primitive (0, 1)-matrix. Therefore, the base set
for a set of quasi-primitive powerful ZS sign pattern matrices with zero trace can be obtained by the
following theorem.
Theorem 2.1 ([5]). Let A be an n × n primitive symmetric (0, 1)-matrix with zero trace. Then exp(A)
2n − 4 and the primitive exponent set of n × n primitive symmetric (0, 1)-matrices with zero trace is
{2, 3, . . . , 2n − 4} \ D, where D is the set of odd numbers in {n − 2, n − 1, . . . , 2n − 5}.
In this section, we will give the upper bound on the base set for a set of quasi-primitive ZS sign
pattern matrices with zero trace. By the above argument, it remains to consider nonpowerful sign
pattern matrices with zero trace. We ﬁrst give some useful deﬁnitions and lemmas.
Lemma 2.2 ([5]). Let D be a symmetric digraph. Then D is primitive if and only if D is strongly connected
and there exists an odd cycle in D.
Deﬁnition 2.3. Two walksW1 andW2 in a signed digraph are called a pair of SSSD walks, if they have
the same initial vertex, same terminal vertex and same length, but they have different signs.
Lemma 2.4 ([8]). If S is a quasi-primitive signed digraph, then S is nonpowerful if and only if S contains a
pair of cycles C1 and C2 (say, with lengths p1 and p2, respectively) satisfying one of the following conditions:
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(A1) p1 is odd and p2 is even and sgn(C2) = −1;
(A2) Both p1 and p2 are odd and sgn(C1) = −sgn(C2).
Lemma 2.5 ([8]). Let S be a quasi-primitive, nonpowerful signed digraph. Then we have
(1) There is an integer k such that there exists a pair of SSSD walks of length k from each vertex x to each
vertex y in S.
(2) If there exists a pair of SSSD walks of length k from each vertex x to each vertex y, then there also
exists a pair of SSSD walks of length k + 1 from each vertex x to each vertex y in S.
(3) The minimal such k (as in (1)) is just l(S), the base of S.
Lemma 2.6. Let A be an n × n quasi-primitive nonpowerful ZS sign patternmatrix with zero trace. If there
exist no positive 2-cycles in S(A), then l(A) 2n − 1.
Proof. Since A is quasi-primitive, it follows from Lemma 2.2 that S(A) is strongly connected and there
is an odd cycle C = (v1, v2, . . . , vl, v1) in S(A). Since the trace of A is zero, there are no loops in S(A) and
so l 3. Since there exist no positive 2-cycles in S(A), the arcs (vi, vi+1) and (vi+1, vi) have different
signs. Thus sgn(C) = −sgn(←−C ) by the fact that l is odd.
Let x and y be any two (not necessarily distinct) vertices in S(A). By Lemma 2.5, it is enough to show
that there exists a pair of SSSD walks from x to y of length 2n − 1. Suppose that P1 is a shortest path
from x to C and P1 intersects C at x
′, P2 is a shortest path from y to C and P2 intersects C at y′. Then
0 L(P1), L(P2) n − l.
Set
W =
{
P1 + QC(x′ → y′) + ←−P2 , if L(P1) + L(QC(x′ → y′)) + L(←−P2 ) is even;
P1 + ←−C \ ←−−−−−−−QC(x′ → y′) + ←−P2 , otherwise.
Then L(W) is even and L(W) 2(n − l) + l = 2n − l. Since 2n − l is odd, we have L(W)
2n − l − 1. Let W1 = W + C + 2n−l−1−L(W)2 C2, W2 = W + ←−C + 2n−l−1−L(W)2 C2, where C2 is a 2-
cycle containing the vertex y. Then W1 and W2 are a pair of SSSD walks from x to y of length 2n − 1.
The proof is complete. 
Lemma 2.7. Let A be an n × n quasi-primitive nonpowerful ZS sign pattern matrix with zero trace. If there
exist a positive 2-cycle and a negative 2-cycle in S(A), then l(A) 2n − 1.
Proof. Similar to the proof of Lemma 2.6, S(A) is strongly connected and it contains an odd cycle
C = (v1, v2, . . . , vl, v1)with length l 3. SinceA is ZSand S(A) contains apositive2-cycle andanegative
2-cycle, there exist a positive 2-cycle C′2 and a negative 2-cycle C′′2 such that V(C′2) ∩ V(C′′2 ) /= ∅. Let
v ∈ V(C′2) ∩ V(C′′2 ).
Let x and y be any two (not necessarily distinct) vertices in S(A). If there is an odd walk W ′ from x
to y with length at most 2n − 3 that contains the vertex v, then W1 = W ′ + C′2 + 2n−3−L(W
′)
2
C′2 and
W2 = W ′ + C′′2 + 2n−3−L(W
′)
2
C′2 are a pair of SSSD walks from x to y of length 2n − 1. By Lemma 2.5
and the arbitrariness of x, y, we are done. Therefore, it is enough to ﬁnd an odd walk from x to y with
length at most 2n − 3 that contains the vertex v.
Let P1 = Q(x → v), P2 = Q(v → y) and W = P1 + P2. Clearly, L(W) 2(n − 1) = 2n − 2.
If L(W) is odd, then L(W) 2n − 3, which implies that W is the required odd walk. Therefore, we
only consider the case that L(W) is even. Suppose |V(W)| = m.
Case 1. |V(W) ∩ V(C)| 1.
See Fig. 1(a). Suppose that P is a shortest path fromW to C and P intersectsW , C at u, u′, respectively.
Let L(P) = k. (If |V(W) ∩ V(C)| = 1, then u = u′ and k = 0.) Then we havem + k + l − 1 n. With-
out loss of generality, we assume that u ∈ V(P1). Set W ′ = QP1(x → u) + P + C + ←−P + QP1(u →
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Fig. 1. Illustrations for Lemma 2.7. (a) |V(W) ∩ V(C)| 1; (b) |V(P1) ∩ V(C)| 2; (c) |V(P1) ∩ V(C)| 1.
v) + QP2(v → y). Clearly, L(W ′) = L(W) + 2L(P) + L(C) is odd and L(W ′) 2(m − 1) + 2k + l =
2(m + k + l − 1) − l 2n − l 2n − 3. Therefore, we obtain the required odd walk.
Case 2. |V(W) ∩ V(C)| 2.
Without loss of generality, we assume that |V(P1) ∩ V(C)| |V(P2) ∩ V(C)|. Since |V(W) ∩ V(C)|
 2, we have |V(P1) ∩ V(C)| 1.
If |V(P1) ∩ V(C)| 2, let u (u′) be the ﬁrst (last) vertex of P that is also in C. See Fig. 1(b). Since
C is odd, L(QC(u → u′)) and L(Q←−C (u → u′)) have different parity. So, one of the two walks W ′ =
QP1(x → u) + QC(u → u′) + QP1(u′ → v) + P2 and W ′′ = QP1(x → u) + Q←−C (u → u′) + QP1(u′→ v) + P2 is odd. Without loss of generality, we assume that W ′ is odd. Noting that W0 = QP1(x →
u) + QC(u → u′) + QP1(u′ → v) is a path of S(A), we have L(W ′) = L(W0) + L(P2) n − 1 + n −
1 2n − 2. Since L(W ′) is odd, we have L(W ′) 2n − 3. Therefore, we obtain the required odd walk.
If |V(P1) ∩ V(C)| = 1, then |V(P2) ∩ V(C)| = 1. Let u ∈ V(P1) ∩ V(C), u′ ∈ V(P2) ∩ V(C). See
Fig. 1(c). Then u /= u′, u /∈ V(P2) and so L(P2) n − 2. Noting that |V(P1) ∩ V(C)| = 1, we have
L(P1) + L(C) n. SetW ′ = QP1(x → u) + C + QP1(u → v) + P2. Then L(W ′) = L(W) + L(C) is odd
and L(W ′) = L(P1) + L(C) + L(P2) n + (n − 2). Since L(W ′) is odd,wehave L(W ′) 2n − 3. There-
fore, we obtain the required odd walk. 
In the above lemma, we actually have a pair of SSSD walks of length 2. Using the same approach,
we can prove the following result.
Lemma 2.8. Let A be an n × n quasi-primitive ZS generalized sign pattern matrix with zero trace. If there
exists a closed walk W of length 2 in S(A) with sgn(W) = #, then l(A) 2n − 1.
Lemma 2.9. Let A be an n × n quasi-primitive nonpowerful ZS sign patternmatrix with zero trace. If there
exist no negative even cycles in S(A), then l(A) 2n − 1.
Proof. SinceA is quasi-primitive, nonpowerful and there exist nonegative evencycles in S(A), it follows
from Lemma 2.4 (A2) that there exist two odd cycles C and C
′ with difﬁdent signs in S(A). Without
loss of generality, we assume that L(C) = l L(C′) = l′. Since the trace of A is zero, there are no loops
in S(A) and so l l′  3.
Let x and y be any two (not necessarily distinct) vertices in S(A). By Lemma 2.5, it is enough to show
that there exists a pair of SSSD walks from x to y of length 2n − 1. Suppose that P1 is a shortest path
from x to C and P1 intersects C at x
′. Suppose that P2 is a shortest path from C to y and P2 intersects C
at y′. (It is possible that x′ = y′.) Let |V(P1) ∪ V(P2)| = m. Clearly, L(Pi)m − 1 for i = 1, 2. Since C
is odd, without loss of generality, we may assume that W = P1 + QC(x′ → y′) + P2 is an odd walk.
ThenW ′ = P1 + ←−C \ ←−−−−−−−QC(x′ → y′) + P2 is an even walk. Noting that P1 + QC(x′ → y′) is a path, we
have L(W) = L(P1 + QC(x′ → y′)) + L(P2) 2(n − 1).
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Set G0 = P1 ∪ C ∪ P2. Suppose that P is a shortest path from G0 to C′ and P intersects G0 at u.
Let L(P) = k. (If V(G0) ∩ V(C′) /= ∅, then P = u and k = 0.) Set m′ = 1 if V(G0) ∩ V(C′) = ∅ and
m′ = |V(G0) ∩ V(C′)| if V(G0) ∩ V(C′) /= ∅. Then,
l l′ m′.
Note thatV(P1) ∩ V(C) = {x′} andV(C) ∩ V(P2) = {y′}. If x′ = y′, thenm + l − 1 + k + l′ − m′  n.
If x′ /= y′, thenm + l − 2 + k + l′ − m′  n and L(Pi)m − 2 for i = 1, 2. Therefore, we have
m + l − ε + k + l′ − m′  n and L(P1) + L(P2) 2(m − ε),
where ε = 1 if x′ = y′ and ε = 2 if x′ /= y′.
If u ∈ V(W ′), set
W∗ = QW ′(x → u) + P + C′ + ←−P + QW ′(u → y).
Then
L(W∗) = L(W ′) + 2k + l′  2(m − ε) + l + 2k + l′
= 2(m − ε + l + k + l′ − m′) − l − l′ + 2m′  2n.
If u /∈ V(W ′) then, by u ∈ V(G0) and W ′ ∪ QC(x′ → y′) = G0, we see that u is in QC(x′ → y′).
Without loss of generality, we assume that L(QC(x
′ → u)) L(QC(u → y′)) and set
W∗ = P1 + QC(x′ → u) + P + C′ + ←−P + Q←−C (u → x
′) + QW ′(x′ → y).
Then
L(W∗)=L(W ′) + 2L(QC(x′ → u)) + 2k + l′
 2(m − ε) + L
(←−
C \ ←−−−−−−−QC(x′ → y′)
)
+ 2L(QC(x′ → u)) + 2k + l′
 2(m − ε) + l + 2k + l′ = 2(m − ε + l + k + l′ − m′) − l − l′ + 2m′  2n.
Since W ′ is an even walk and C′ is an odd cycle, it can be veriﬁed that L(W∗) is odd. Combining
this with the fact that L(W∗) 2n, we have L(W∗) 2n − 1. Since all 2-cycles are positive, we have
sgn(W∗) = sgn(C′)sgn(W ′). If sgn(W ′) = sgn(W), then C is positive. So C′ is negative, which implies
that sgn(W∗) = (−1)sgn(W ′) = (−1)sgn(W). If sgn(W ′) = (−1)sgn(W), thenC is negative. SoC′ is
positive, which implies that sgn(W∗) = sgn(W ′) = (−1)sgn(W). Set W1 = W + 2n−1−L(W)2 C2 and
W2 = W∗ + 2n−1−L(W∗)2 C2, where C2 is a 2-cycle that contains y. Then L(W1) = L(W2) = 2n − 1 and
sgn(W2) = sgn(W∗) = (−1)sgn(W) = (−1)sgn(W1). Therefore, W1, W2 are a pair of SSSD walks
from x to y of length 2n − 1. 
Lemma 2.10. Let A be an n × n quasi-primitive nonpowerful ZS sign pattern matrix with zero trace. If
there exists a negative even cycle in S(A), then l(A) 2n − 1.
Proof. Let C be a negative even cycle with the smallest length in S(A). If L(C) = 2, then this lemma
follows from Lemmas 2.6 and 2.7. Therefore, we only consider the case that L(C) = l 4 below. By
the minimality of C, all the 2-cycles in S(A) are positive. Since A is quasi-primitive, it follows from
Lemma 2.2 that there exists an odd cycle C′ in S(A) such that L(C′) = l′  3.
Let x and y be any two (not necessarily distinct) vertices in S(A). If there is an oddwalkW∗ from x to
ywith length atmost 2n − 1 − l that contains at least one vertex ofC, thenW1 = W∗ + 2n−1−L(W∗)2 C2
and W2 = W∗ + C + 2n−1−l−L(W∗)2 C2 are a pair of SSSD walks from x to y of length 2n − 1, where
C2 is a 2-cycle that contains y. By Lemma 2.5 and the arbitrariness of x, y, we are done. Therefore, it
is enough to ﬁnd an odd walk from x to y with length at most 2n − 1 − l that contains at least one
vertex of C.
Suppose P1 is a shortest path from x to C and P1 intersects C at x
′, P2 is a shortest path from
C to y and P2 intersects C at y
′. (It is possible that x′ = y′.) Then 0 L(P1), L(P2) n − l. Set
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W = P1 + QC(x′ → y′) + P2,W ′ = P1 + ←−C \ ←−−−−−−−QC(x′ → y′) + P2. If L(W) is odd, then L(W) 2(n −
l) + l − 1 2n − l − 1, which implies that W is the required odd walk. Therefore, we only consider
the case that L(W) is even. Since C is even, L(W ′) is even too. Set G0 = P1 ∪ C ∪ P2. There are two
cases.
Case 1. |V(G0) ∩ V(C′)| 1.
Suppose that P is a shortest path from G0 to C
′ and P intersects G0 at u. Let L(P) = k and |V(P1) ∪
V(P2)| = m. (If |V(G0) ∩ V(C′)| = 1, then P = u and k = 0). Then m + l − ε + k + l′ − 1 n and
L(P1) + L(P2) 2(m − ε), where ε = 2 if x′ /= y′ and ε = 1 if x′ = y′.
Without loss of generality, we assume that u ∈ V(W). Set W∗ = QW (x → u) + P + C′ + ←−P +
QW (u → y). Then W∗ is odd and L(W∗) = L(W) + 2L(P) + L(C′) 2(m − ε) + l + 2k + l′ =
2(m + l − ε + k + l′ − 1) − l − l′ + 2 2n − l − l′ + 2 2n − 1 − l. Therefore, we obtain the re-
quired odd walk.
Case 2. |V(G0) ∩ V(C′)| 2.
If x′ /= y′, let y′′ = y′; otherwise, let y′′ be the vertex that precedes y′ on ←−C . Let P′1 = P1 +
Q←−
C
(x′ → y′′). Clearly, P′1 is a path. We distinguish three subcases.
Case 2.1. |V(P′1) ∩ V(C′)| 2.
Letu (v)be theﬁrst (last) vertexofP′1 that is also inC′. SinceC′ is odd, L(QC′(u → v))and LQ←−
C′
(u →
v)) have different parity. So, one of the two walks W∗ = QP′1(x → u) + QC′(u → v) + QP′1(v →
y′′) + e′ + P2 and W# = QP′1(x → u) + Q←−C′ (u → v) + QP′1(v → y
′′) + e′ + P2 is odd, where e′ =
∅ if y′ = y′′ and e′ = (y′′, y′) if y′ /= y′′. Without loss of generality, we assume that W∗ is odd.
Noting that W0 = QP′1(x → u) + QC′(u → v) + QP′1(v → y′′) is a path of S(A), we have L(W∗) =
L(W0) + ε + L(P2) n − 1 + 1 + n − l 2n − l, where ε = 0 if y′ = y′′ and ε = 1 if y′ /= y′′. Com-
bining thiswith the fact thatW∗ is odd,wehave L(W∗) 2n − 1 − l. Therefore,weobtain the required
odd walk.
Case 2.2. |V(P′1) ∩ V(C′)| = 1.
Let u ∈ V(P′1) ∩ V(C′) and let W∗ = QP′1(x → u) + C′ + QP′1(u → y′′) + e′ + P2, where e′ = ∅
if y′ = y′′ and e′ = (y′′, y′) if y′ /= y′′. If y′ = y′′, then L(W∗) = L(P′1) + L(C′) + L(P2) n + n − l
2n − l. If y′ /= y′′, then x′ = y′ and there exists a vertex v ∈ V(G0) ∩ V(C′) which is not in V(P′1) ∩
V(C′). So, L(W∗) = L(QP′1(x → u) + C′ + QP′1(u → y′′) + (y′′, y′)) + L(P2) n + n − l = 2n − l.
Since L(P′1 + e′) + L(P2) = L(W ′) is even and C′ is odd, we see that W∗ is an odd walk and so
L(W∗) 2n − 1 − l. Therefore, we obtain the required odd walk.
Case 2.3. V(P′1) ∩ V(C′) = ∅.
Let P′2 = QC(x′ → y′) + P2. Then |V(P′2) ∩ V(C′)| 2. Similar to Case 2.1, we may ﬁnd a required
odd walk. 
Theorem 2.11. Let A be an n × n quasi-primitive nonpowerful ZS sign patternmatrix with zero trace. Then
l(A) 2n − 1.
Proof. Since A is ZS, S(A) contains even cycles. If every even cycle is positive then, by Lemma 2.9, we
are done. If there exists a negative even cycle in S(A) then, by Lemma 2.10, the theorem holds.
By Theorems 2.1 and 2.11, we have the following theorem. 
Theorem 2.12. Let A be an n × n quasi-primitive ZS sign pattern matrix with zero trace. Then
l(A) 2n − 1.
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Now we consider quasi-primitive generalized sign pattern matrices.
Theorem 2.13. Let A be an n × n quasi-primitive ZS generalized sign pattern matrix with zero trace. Then
l(A) 2n − 1.
Proof. If A is a sign patternmatrix, then l(A) 2n − 1 from the above theorem. If A contains a # entry,
then we assume aij = # where 1 i, j n. Set W = (vi, vj, vi). Then W is a closed walk of length 2 in
S(A) and sgn(W) = #. Therefore l(A) 2n − 1 from Lemma 2.8. 
3. The base sets
In this section, we give the base set for a set of quasi-primitive zero-symmetric (generalized) sign
pattern matrices with zero trace.
Let Dn,m−1,3 (4m n) be a digraph with vertex set {v1, v2, . . . , vn} and arc set {(vi, vi+1),
(vi+1, vi) : 1 im − 2} ∪ {(vm−1, vj), (vj, vm−1) : m j n} ∪ {(v1, v3), (v3, v1)}. Fig. 2 illustrates
the underlying graph of Dn,m−1,3.
Lemma 3.1. Let A be an n × n (n 4) sign pattern matrix such that D(A) is Dn,m−1,3. If there exist no
positive 2-cycles in S(A), then l(A) = 2m − 1.
Proof. SinceDn,m−1,3 is symmetric and contains no loops, A is a ZS sign patternmatrix with zero trace.
Furthermore, noting that Dn,m−1,3 is strongly connected and it contains a 3-cycle C = (v1, v2, v3, v1),
it follows from Lemma 2.2 that A is quasi-primitive. Since there exist no positive 2-cycles in S(A), (A1)
of Lemma 2.4 holds. So, A is nonpowerful.
We ﬁrst show that l(A) 2m − 1. By Lemma 2.5, it is enough to show that there is no pair of SSSD
walks of length 2m − 2 fromvertex vn to itself in S(A). Suppose, on the contrary, thatW1, W2 are a pair
of SSSDwalksof length2m − 2 from vn to vn. SinceWi (i = 1, 2) is a closedwalk,we see thatWi consists
of 2-cycles and 3-cycles. Thus, we may assume that L(Wi) = 2ai + 3bi, ai  0, bi  0 (i = 1, 2). Since
2m − 2 is even, bi is even.
If b1 = b2 = 0, then a1 = a2. Since there exist no positive 2-cycles in S(A), sgn(W1) = sgn(W2) =
(−1)a1 . It contradicts thatW1 andW2 have different signs. Therefore either b1 > 0 or b2 > 0.Wemay
assume b1 > 0. Since b1 is even, b1  2. Now,W1 must contain v3 and so contain vn, vm−1, . . . , v3. This
implies that L(W1) 2(m − 3) + 3b1  2(m − 3) + 6 = 2m > 2m − 2, a contradiction.
We next show that l(A) 2m − 1. Let vi, vj be any two vertices of S(A). By Lemma 2.5, it is enough
to show that there exists a pair of SSSD walks of length 2m − 1 from vi to vj . Suppose that P1 is a
shortest path from vi to C and P1 intersects C at v
′
i , P2 is a shortest path from C to vj and P2 intersects
C at v′j . Since there are no positive 2-cycles in S(A) and C is odd, we have sgn(C) = −sgn(←−C ).
If W = P1 + QC(v′i → v′j) + P2 is an even walk, set W ′ = W; if W is odd, set W ′ = P1 + ←−C \←−−−−−−−
QC(v
′
i → v′j) + P2. Now L(W ′) L(P1) + L(P2) + L(C) 2(m − 3) + 3 = 2m − 3. Since L(W ′)
is even, we have L(W ′) 2m − 4. It can be seen thatW1 = W ′ + C + 2m−4−L(W ′)2 C2 andW2 = W ′ +←−
C + 2m−4−L(W ′)
2
C2 are a pair of SSSD walks of length 2m − 1 from vi to vj . So, l(A) = 2m − 1. 
Fig. 2. The underlying graph of Dn,m−1,3.
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Lemma 3.2. Let A be an n × n (n 4) sign pattern matrix such that D(A) is Dn,m−1,3. If S(A) has only one
negative arc (v3, v4), then l(A) = 2m − 2.
Proof. Similar to Lemma 3.1, A is a ZS quasi-primitive sign pattern matrix with zero trace. Since there
exist a negative 2-cycle C′ = (v3, v4, v3) and a 3-cycle C = (v1, v2, v3, v1) in S(A), (A1) of Lemma 2.4
holds. So, A is nonpowerful.
We ﬁrst show that there is no pair of SSSD walks of length 2m − 3 from vertex vn to itself in
S(A). Suppose, on the contrary, that W1, W2 are a pair of SSSD walks of length 2m − 3 from vn
to vn. Since Wi (i = 1, 2) is a closed walk, we see that Wi consists of 2-cycles and 3-cycles. Thus,
we may assume L(Wi) = 2ai + 3bi, ai  0, bi  0 (i = 1, 2). Since 2m − 3 is odd, we have bi (i =
1, 2) is odd and bi  1. This implies that Wi (i = 1, 2) must contain vn, vm−1, vm−2, . . . , v3, v2, v1.
It can be seen that there are exactly two walks (vn, vm−1, . . . , v3, v2, v1, v3, v4, . . . , vm−1, vn) and
(vn, vm−1, . . . , v3, v1, v2, v3, v4, . . . , vm−1, vn) of lengths 2m − 3 from vn to vn in S(A) containing these
vertices. However, the signs of the two walks are both −1, which contradicts sgn(W1) = −sgn(W2).
Therefore, l(A) 2m − 2, and now we only need to prove that l(A) 2m − 2.
Let vi, vj be any two vertices of S(A). Suppose that P1 is a shortest path from vi to v3, P2 is a
shortest path from v3 to vj . Let C
′′ = (v3, v2, v3). If W = P1 + P2 is an even walk, set W ′ = W . If
W is odd, set W ′ = P1 + C + P2. Then, L(W ′) 2(m − 3) + 3 = 2m − 3. Combining this with the
fact that L(W ′) is even, we have L(W ′) 2m − 4. Therefore, W1 = W ′ + C′ + 2m−4−L(W ′)2 C′ and
W2 = W ′ + C′′ + 2m−4−L(W ′)2 C′ are a pair of SSSD walks of length 2m − 2 from vi to vj . By Lemma
2.5, l(A) 2m − 2. 
Lemma 3.3. Let A be an n × n(n 4) sign pattern matrix such that D(A) is Dn,3,3.
(i) If S(A) has only one negative arc (v1, v2), then l(A) = 5.
(ii) If S(A) has only one negative arc (v2, v3), then l(A) = 4.
Proof. Similar to the above lemma, A is a ZS, primitive, nonpowerful sign pattern matrix with zero
trace.
(i) Note that every walk of length 4 from vn to vn in S(A) is positive. So, there exists no pair of
SSSD walks of length 4 from vertex vn to itself. Therefore l(A) 5, and nowwe only need to prove that
l(A) 5.
Let vi, vj be any twovertices of S(A). If vi, vj /= v3, setW1 = (vi, v3, v1, v2, v3, vj), W2 = (vi, v3, v2, v1,
v3, vj). If exactly one of vi and vj is v3, then, without loss of generality, we may assume that vj = v3
and setW1 = (vi, v3, v1, v2, v1, v3), W2 = (vi, v3, v2, v3, v2, v3). If vi = vj = v3, setW1 = (v3, v1, v2, v3,
v1, v3) and W2 = (v3, v2, v1, v3, v2, v3). It can be veriﬁed that L(W1) = L(W2) = 5 and sgn(W1) =−sgn(W2). So,W1 andW2 are a pair of SSSD walks of length 5 from vi to vj . By Lemma 2.5, l(A) 5.
(ii) It is not difﬁcult to see that there exist no walks of length 3 from vertex vn to itself. So, l(A) 4,
and now we only need to prove that l(A) 4.
Let vi, vj be any two vertices of S(A). If vi, vj /= v3, set W1 = (vi, v3, v2, v3, vj), W2 = (vi, v3,
v1, v3, vj). If exactly one of vi and vj is v3, then, without loss of generality, we may assume that vj = v3
and set W1 = (vi, v3, v1, v2, v3), W2 = (vi, v3, v2, v1, v3). If vi = vj = v3, set W1 = (v3, v2, v3, v1, v3),
W2 = (v3, v1, v3, v1, v3). It is not difﬁcult to veriﬁed that L(W1) = L(W2) = 4 and sgn(W1) =−sgn(W2). So,W1 andW2 are a pair of SSSDwalks of length 4 from vi to vj . By Lemma 2.5, l(A) 4. 
Lemma 3.4. Let A be an n × n (n 4) sign pattern matrix such that D(A) is a loop-free, symmetric,
complete digraph. If S(A) has only two negative arcs (v1, v2) and (v2, v1), then l(A) = 3.
Proof. Clearly, A is a ZS sign pattern matrix with zero trace. By Lemmas 2.2 and 2.4, A is a quasi-
primitive nonpowerful sign pattern matrix. It is easy to see that there exists no pair of SSSD walks of
length 2 from vertex vn to itself. So, l(A) 3, and now we only need to prove that l(A) 3.
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Table 1
A pair of SSSD walks of length 2 from vi to vj in S(A).
vi vj
v2 v3 v4
v1 W1 (v1 , v3 , v2) (v1 , v2 , v3) (v1 , v2 , v4)
W2 (v1 , v4 , v2) (v1 , v4 , v3) (v1 , v3 , v4)
v2 W1 (v2 , v4 , v3) (v2 , v3 , v4)
W2 (v2 , v1 , v3) (v2 , v1 , v4)
v3 W1 (v3 , v1 , v4)
W2 (v3 , v2 , v4)
Let vi, vj be any two vertices of S(A). By Lemma 2.5, it is enough to show that there exists a pair of
SSSD walks of length 3 from vi to vj .
Case 1. vi = vj .
If i = j ∈ {1, 2, 3}, then vi is in the negative 3-cycle C = (v1, v2, v3, v1) and in a positive 3-cycle
(v1, v3, v4, v1) or (v2, v3, v4, v2). So, there exists a pair of SSSD walks of length 3 from vi to vj in S(A). If
i = j /∈ {1, 2, 3}, then it can be veriﬁed that W1 = (vi, v1, v2, vi) and W2 = (vi, v1, v3, vi) are a pair of
SSSD walks of length 3 from vi to vj in S(A).
Case 2. vi /= vj .
If vi, vj /∈ {v1, v2}, set W1 = (vi, v1, v2, vj) and W2 = (vi, v1, vi, vj). If vi, vj ∈ {v1, v2}, set W1 =
(vi, vj, vi, vj) and W2 = (vi, v3, v4, vj). If exactly one of vi and vj is in {v1, v2} then, without loss of
generality, we may assume vj = v1 and set W1 = (vi, vk, v2, v1) (k /∈ {1, 2, i}), W2 = (vi, v1, v3, v1). It
is easy to veriﬁed that L(W1) = L(W2) = 3 and sgn(W1) = −sgn(W2). So, W1 and W2 are a pair of
SSSD walks of length 3 from vi to vj in S(A). The proof is complete. 
Given an integer n ( 4), let Hn be the digraph with vertex set {v1, v2, . . . , vn} and arc set {(vi, vj) :
1 i /= j 4} ∪ {(vi, vj), (vj, vi) : 1 i 4, 5 j n}. Clearly, H4 is a complete digraph.
Lemma 3.5. Let A be an n × n(n 4) sign pattern matrix such that D(A) is Hn. If {(v1, v3), (v3, v1),
(v1, v4), (v3, v2)} ∪ {(v2, vk), (v4, vk) : 5 k n} is the set of negative arcs in S(A), then l(A) = 2.
Proof. Clearly, A is a ZS sign pattern matrix with zero trace. By Lemmas 2.2 and 2.4, A is a quasi-
primitive nonpowerful sign pattern matrix. Since there are no loops in Hn, there exist no walks of
length 1 from vertex vn to itself. So, l(A) 2, and now we only need to prove that l(A) 2.
Let vi, vj be any two vertices of S(A). By Lemma 2.5, it is enough to show that there exists a pair of
SSSD walks of length 2 from vi to vj .
Note that vi (i = 1, 2, . . . , n) is in a positive 2-cycle and a negative 2-cycle. If vi = vj , then there
exists a pair of SSSDwalks of length 2 from vi to vi in S(A). Therefore, we only consider the case vi /= vj
below. Let V0 = {v1, v2, v3, v4}.
Suppose vi, vj ∈ V0. Then, without loss of generality, we may assume i < j. It can be veriﬁed that
the two walksW1 andW2 shown in Table 1 are a pair of SSSD walks of length 2 from vi to vj in S(A).
Suppose vi, vj /∈ V0. Then W1 = (vi, v3, vj), W2 = (vi, v4, vj) are a pair of SSSD walks of length 2
from vi to vj in S(A).
Suppose vj ∈ V0 and vi /∈ V0. By symmetry, we only consider vj ∈ {v1, v2}. Set{
W1 = (vi, v4, v1), W2 = (vi, v3, v1), if j = 1,
W1 = (vi, v4, v2), W2 = (vi, v3, v2), if j = 2.
ThenW1 andW2 are a pair of SSSD walks of length 2 from vi to vj in S(A).
Suppose vi ∈ V0 and vi /∈ V0. By symmetry, we only consider vi ∈ {v1, v2}. Set{
W1 = (v1, v4, vj), W2 = (v1, v3, vj), if i = 1,
W1 = (v2, v3, vj), W2 = (v2, v4, vj), if i = 2.
ThenW1 andW2 are a pair of SSSD walks of length 2 from vi to vj in S(A). 
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Finally we determine the base sets.
Theorem 3.6. Given an integer n 4, let T ′n = {A : A is an n × n nonpowerful quasi-primitive ZS sign
pattern matrix with zero trace }. Then the base set for T ′n is {2, 3, . . . , 2n − 1}.
Proof. Let A = (aij)n×n be an n × n(n 4) ZS sign pattern matrix with zero trace. Then there are no
loops in S(A). It follows from Lemma 2.5 that l(A) 2. Let B′ be the base set for T ′n. Then by Theorem
2.11, we have B′ ⊆ {2, 3, . . . , 2n − 1}. By Lemmas 3.1–3.5, we have B′ = {2, 3, . . . , 2n − 1}. 
Theorem 3.7. Given an integer n 4, let Tn = {A : A is an n × n quasi-primitive ZS sign pattern matrix
with zero trace}. Then the base set for Tn is {2, 3, . . . , 2n − 1}.
Theorem 3.8. Given an integer n 4, let Tn = {A : A is an n × n quasi-primitive ZS generalized sign
pattern matrix with zero trace}. Then the base set for Tn is {2, 3, . . . , 2n − 1}.
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