We develop the noncommutative geometry (bundles, connections etc.) associated to algebras that factorise into two subalgebras. An example is the factorisation of matrices M 2 (C) = CZ 2 · CZ 2 . We also further extend the coalgebra version of theory introduced previously, to include frame bundles and elements of Riemannian geometry. As an example, we construct q-monopoles on all the Podleś quantum spheres S 2 q,s .
Introduction
In [7] it was shown that one can generalise the notion of principal bundles in noncommutative geometry [6] to a very general setting in which the role of 'coordinate functions' on the base is played by a general (possibly noncommutative) algebra and the role of the 'structure group' (fibre) of the principal bundle is a coalgebra. In particular, it need not be a quantum group, which would be too restrictive for many interesting examples. In [4] the theory of modules or 'associated bundles' is extended to this case along the lines of the quantum group case in [6] . We apply this now to extend the recently introduced notion of a frame resolution [18] to this setting, i.e. a theory of 'coalgebra Riemannian geometry'.
The paper begins in Section 2 with a useful reformulation of coalgebra bundles entirely in terms of algebras. Part of this was already hinted at in [7] but the crucial exactness or 'Galois' condition was not provided in this form. The data becomes an algebra which factorises into two subalgebras subject to certain trace conditions. The formulation is more accessible in some ways than the original algebra-coalgebra version, and is a necessary first step towards a C * -algebra or operator algebra treatment of these ideas. This long-term goal is the main motivation for this section. In Section 3 we continue in the algebraic setting (where, for infinite-dimensional examples and in the absence of topological completions, it makes more sense to work with coalgebras). We provide the necessary formulation of associated bundles by exploiting the recent work [4] . A small generalisation of coalgebra bundles has been made in [5] and we will use in fact this formulation. Also, the notion of a connection which we use here requires less structure than the one introduced in [7] . In Section 4 we study frame resolutions at this level. In Section 5 we construct examples of the q-monopole similarly to [6] but now on the nonstandard Podleś quantum spheres [21] . Recall that Podleś provided a 2-parameter family of quantum spheres covariant under the quantum group SU q (2), of which only one diagonal subfamily is the standard quantum sphere used before. Coalgebra bundles over all the quantum 2-spheres are in [3] and we provide on this now a natural connection. We work algebraically over a general field k. We use the usual notations ∆c = c (1) ⊗ c (2) for a coproduct of a coalgebra C. We also write C + = ker ε where ε is the counit. We write V ∆(v) = v (1) ⊗ v (∞) for a left coaction on a vector space V , and ∆ V (v) = v (0) ⊗ v (1) for a right coaction. We also denote by Hom A (V, W ) the linear maps commuting with a right action of an algebra A and by A Hom(V, W ) those commuting with a left action. Similarly, Hom C (V, W ) for maps commuting with a right coaction of a coalgebra C and C Hom(V, W ) for a left coaction.
Also, we recall that for any algebra P , the universal 1-forms on P are Ω 1 P = ker · P ⊆ P ⊗ P . The exterior derivative d : P → Ω 1 P is du = 1 ⊗ u − u ⊗ 1 for all u ∈ P . This extends to higher forms (see [13] e.g.) Ω n P ⊆ P ⊗ n+1 characterised by the requirement that the products of all adjacent factors vanish, and d : Ω n−1 P → Ω n P ,
With these definitions ΩP = ∞ n=0 Ω n P is a graded differential algebra with product
given by juxtaposition and multiplication in P .
Galois algebra factorisations
Although we will continue mainly in an algebra-coalgebra setting in later sections, we start with a more accessible version which depends only on algebras and which should be useful for the operator-algebraic version. We consider unital algebras and unital algebra maps. An algebra factorisation means an algebra X and subalgebras P, A such that the linear map P ⊗ A → X given by the product in X is an isomorphism.
Proposition 2.2
In the setting above, the mapχ : A ⊗ P ⊗ P → P defined byχ(a ⊗ u ⊗ v) = (a⊲u)v descends to χ : A ⊗ P ⊗ M P → P . We say that the factorisation is Galois if there exists χ # : P → P ⊗ M P ⊗ A such that
where τ is the usual flip or transposition map. We call P (M, A, Ψ, e) a copointed algebra bundle.
Proof. We have a⊲(um) = e(aum) = e(u i a i m) = u i e(a i m) = u i me(a i ) = (a⊲u)m for all a ∈ A, u ∈ P and m ∈ M, as required. Here Ψ(a ⊗ u) = u i ⊗ a i is a notation (sum over i). The rest is a definition. This can also be obtained from the Ψ equations. ⊔ ⊓ This is the analogue of the Galois condition in [7] , which in turn is motivated from the theory of quantum principal bundles and, independently, the theory of Hopf-Galois extensions in the Hopf algebra case. In geometrical terms the map χ plays the role of the action of the Lie algebra g of the structure group of a principal bundle on its algebra of functions: if ξ ∈ g one has a left-invariant vector fieldξ given by differentiating the action corresponding to ⊲. The element χ # = χ # (1) ∈ P ⊗ M P ⊗ A is particularly important and plays the role of the 'translation map' of the principal bundle.
There is an obvious notion of a Ψ-module associated to an algebra factorisation, namely a left P module and A module such that
This is what corresponds to an X-module. This point of view suggests a natural slight generalisation of the above, replacing e by the requirement of a mapẽ : A → P . Proposition 2.3 Let (P, A, Ψ) be an algebra factorisation datum as in Proposition 2.1.
Linear mapsẽ : A → P such that
are in 1-1 correspondence with extensions of the left regular action of P on itself to a Ψ-module structure on P . Givenẽ, we define (2) ), ∀a ∈ A, u ∈ P and conversely, given such an extension, we setẽ(a) = a⊲1. In this situation the space
is a subalgebra of P andχ as in Proposition 2.2 descends to a map χ.
Proof. We define the linear map ⊲ : A ⊗ P → P as stated and verify first equation (2) as
where we used the second of factorisation properties in Proposition 2.1. We also used the shorthand Ψ(a ⊗ u) = u i ⊗ a i as before. Next, we check that ⊲ is indeed an action,
as required. We used the first of the factorisation properties of Ψ and the assumed condition onẽ, which can be written asẽ(ab) = a⊲ẽ(b) in terms of ⊲. We then used (2) already proven. Finally, 1⊲u = uẽ(1) = 1 so ⊲ is indeed an action. Conversely, given an action ⊲ making P a Ψ-module we defineẽ(a) = a⊲1. Thenẽ(ab) = a⊲(b⊲1) = a⊲ẽ(b) and a⊲u = a⊲(u⊲1) = u i (a i ⊲1) = u iẽ (a i ) (using (2)), as required. The remaining facts follow easily from the definition of M. It can also be characterised equivalently as
in view of (2) 
which is a left M-module by restriction of the action of P .
Proof. For all a ∈ A, m ∈ M and v ∈ V 0 , we have a⊲
, so m⊲v ∈ V 0 as well.
⊔ ⊓
The subalgebra M itself is a case of such an invariant subspace. When there is a corresponding χ # , we call P (M, A, Ψ,ẽ) an algebra bundle. The copointed case is e(a) = e(a)1. The construction has a natural converse.
Lemma 2.5
In an algebra bundle, χ # obeys (a) χ # a = a⊲χ # for all a ∈ A, where the action on P ⊗ M P is on its first factor.
Here χ #(1) ∈ P ⊗ M P and χ #(2) ∈ A for all u ∈ P .
Proof. From its definition, it is evident that
for all u, v, w ∈ P and a, b ∈ A. Parts (a) and (b) are just the corresponding properties for χ # . Thus,
where {e a } is a basis of A and {f a } a dual basis. Similarly,
We then deduce part (c) from part (b) as
⊔ ⊓
These correspond to important properties of the translation map in differential geometry [2] . Theorem 2.6 Let P, A be algebras an P a left A-module under an action ⊲. We define M by (3) and say that the action is Galois if χ defined as in Proposition 2.2 has a corresponding χ # . In this case P, A form an algebra bundle with
We call the corresponding algebra factorisation X = P ⊗ Ψ A the Galois product associated to a Galois action of an algebra A on an algebra P .
Proof. Here we define M andχ directly from the action ⊲; it is easy to see that M is a subalgebra and thatχ descends to a map χ. We assume the existence of a corresponding χ # obeying the conditions in Proposition 2.2. For the purposes of this proof, we now
(a more explicit notation than the one before) and we let χ ′# be a second copy of χ # . Then,
using parts (a) and then (c) of the lemma and that ⊲ is an action. On the other side,
we have
using part (c) of the lemma. The computations for Ψ(a ⊗ 1) and Ψ(1 ⊗ u) are more trivial and left to the reader. We need
for the latter case. Hence we have a factorisation datum and by Proposition 2.1 we have an algebra X built on P ⊗ A with the cross relations (1 ⊗ a)(u ⊗ 1) = Ψ(a ⊗ u). We now defineẽ(a) = a⊲1 and check easily thatẽ(ab) = a⊲ẽ(b) as required, and that Ψ(a ⊗ u)
Hence is the converse to the preceding proposition. ⊔ ⊓ Example 2.7 Let q be a primitive n'th root of 1. The n × n matrices factorise as M n (C) = CZ n · CZ n , where the two copies of Z n are generated by
The nontrivial character e(h) = q gives
The result is Galois, with
Proof. We identify
give the form of Ψ. This extends uniquely to a solution of the factorisation equations in In this example A is actually a Hopf algebra andẽ(h) = q1 as here yields a bundle with is equivalent (in the coalgebra bundle version) to a Hopf algebra bundle as in [6] .
On the other hand, other choices ofẽ yield algebra bundles which are not equivalent to Hopf algebra bundles, i.e. strict examples of our more general theory. We examine the n = 2 case in detail: 
The associated Galois action is
. We requireẽ of the form e(1) = 1,ẽ(h) = α + ıβg (say) obeying the condition in Proposition 2.3. The non-empty case is 1 =ẽ(1) = e(h.h) = Ψ(h ⊗ẽ(h))
This admits many solutions over C, a natural family being those where α, β are real, i.e. on a circle parametrized by θ. On the other hand, in the case equivalent to a Hopf algebra bundle, P would be an A-module algebra. This happens when
which is exactly when θ = 0, π. The first case is trivial and the second is the n = 2 case of the preceding Example 2.6.
Next, we consider m = a + bg such that h⊲m =ẽ(h)m. It is easy to see that this happens iff b = 0, provided sin(θ) = 0 or cos(θ) = 0 (one of which is always the case).
which we can write as a map P ⊗ P → A * ⊗ P . Identifying A * = CZ 2 with generator c, say, the map is
where c ± = (1 ± c)/2. (This is the map χ in the corresponding coalgebra bundle version). Invertibility of this map is equivalent to the existence of χ # in the present setting; in fact the map has determinant 1 in the obvious basis {g
and is therefore invertible. ⊔ ⊓
The corresponding factorisation over R is the quaternion algebra and provides a counterexample to the existence ofẽ: Example 2.9 Over R, the quaternion algebra H = span{1, i, j, k} obeying i
This factorisation admits no mapẽ. 
Proof. The isom Θ :
Here Θ is a left A-module map since the image of f is in M and Φ obeys the condition above. Next, the latter condition is equivalent to the condition (2)). Hence
This then provides the required inverse since
For the second part, given a factorisation datum andẽ, we define χ # as shown.
by the property of Φ. On the other side, 
When the bundle is trivial, such f correspond to invertible elements γ ∈ M ⊗ A op by
Proof. Note first of all that the set of such elements in P ⊗ A op form a group. Thus,
when f, g obey this condition. The relation between such f and automorphisms F is
. (2) and the property of f , so F is a left A-module map (it is clearly a right M-module map as well). Also from this, it is immediate that the product in P ⊗ A op maps over to the composition of bundle transformations. Finally, the inverse of the construction is as shown using the properties of χ # . Thus,
by Lemma 2.5(c), and when F is defined by f , the inver-
In the case of a trivial bundle, we define f as shown and verify
using the properties of Ψ, (5) and that γ (1) ∈ M. Conversely, given f we define γ = Φ −1 f Φ (product in P ⊗ A op and verify using (5) that a⊲γ =ẽ(a)γ so that γ ∈ M ⊗ A op .
⊔ ⊓
Next, even though A is only an algebra, its action on P extends naturally to tensor powers and hence to the universal exterior differentials Ω n P ⊆ P ⊗(n+1) .
Proposition 2.12
In the setting of Proposition 2.3, Ω n P is a Ψ • -module with P acting by left multiplication and
where
It is such that
Proof. That (ΩP, Ψ • , A) is another factorisation datum is an elementary proof by induction repeatedly using the factorisation properties in Proposition 2.1 and the product in ΩP (which is just inherited from the product in P ); it is left to the reader. Applying Proposition 2.3 to this new factorisation, withẽ : A → P ⊆ ΩP then gives a Ψ • -module.
We then restrict the action to ones of A, P . ⊔ ⊓ Armed with this, we can define a connection as an equivariant splitting of
. More precisely, we require that Π has kernel P (Ω 1 M)P , is a right P -module map and Π • d is left A-module map. Such projections turn out to be in 1-1 correspondence with
Here the correspondence is
(using χ # in the reverse direction). We will provide this in more detail in the next section in the coalgebra setting.
There is also a theory of associated bundles. In fact, one has and needs two kinds of associated bundles; given an algebra bundle and a right A-module V R we have
as a natural right M-module by right multiplication in P . And given a left A-module V L we havē
as a natural left M-module. Here theĒ is the natural 'invariant' subspace from Lemma 2.4 for the Ψ-module structure of P ⊗ V L provided by the following lemma. Lemma 2.13 If V is a left A-module then P ⊗ V is a Ψ-module where P acts by multiplication from the left and A acts by
Proof. We check first that A acts as shown. Thus, (ab)
) using the definitions and the factorisation property of Ψ. Here
is a notation. This then forms a Ψ-module since
as required. ⊔ ⊓ Sections of these bundles are M-valued M-module maps from E,Ē respectively. When P is flat over M and Ψ has a certain adjoint Ψ # , one can show that
as right M-modules, left M-modules respectively. In the first case, if ϕ ∈ Hom A (V L , P ) then the corresponding section ofĒ iss ϕ (u ⊗ v) = uϕ(v). In the second case, Hom(V R , P ) is a left Ψ-module in a similar manner to Lemma 2.13 (coinciding with it in the infinite-
The proof of these assertions will be given in Section 4 in the coalgebra setting with χ −1 and ψ −1 in the roles of χ # and ψ # .
When V L and V R are finite-dimensional then
so that each bundle can be viewed as the space of sections of the other. Moreover, the constructions generalise directly to form-valued sections by using Ψ • in place of Ψ. One may then proceed to frame bundles etc. Thus, one has a covariant derivative
associated to a suitable (strong) connection in the pointed case. By definition a frame resolution is an associated bundle equipped with a canonical form such that E ∼ =Ω 1 M, and in this case ∇ plays the role of Levi-Civita connection etc, along the lines in [18] . This and the rest of the theory will be provided in Section 4, in our preferred coalgebra bundle setting. Finally, we give the situation in the case of trivial (cleft) algebra bundles. In this case sections correspond to 'matter fields' on the base M,
Proofs will again be given in the following sections, in the coalgebra setting. The covariant derivative on these matter fields and their gauge transformation by γ ∈ M ⊗ A op then take on the familiar form for algebraic gauge theory on trivial bundles (see [17, Sec. 3] ).
Coalgebra bundles and connections
We switch now to the coalgebra version of the theory, where A is replaced by a coalgebra C. This is the original theory of coalgebra bundles [6] , which we extend further. The coalgebra version involves less familiar notations but has advantages in a purely algebraic treatment.
Definition 3.14 [6] A coalgebra C and algebra P are entwined by ψ :
The triple (P, C, ψ) is called an entwining structure.
We will often use the notation ψ(c ⊗ u) = u α ⊗ c α (summation over α is understood).
In this notation conditions (6) and (7) take a very simple explicit form
for any u, v ∈ P and c ∈ C.
The entwining structure corresponds to an algebra factorisation in the case C finitedimensional, built on A = C * op and P , as explained in [6] . Similarly, if e ∈ C is grouplike, there is a right coaction ∆ P : P → P ⊗ C defined by ∆ P (u) = ψ(e ⊗ u) and M = M e = {u ∈ P | ∆ P (u) = u ⊗ 1} is a subalgebra. The mapχ : P ⊗ P → P ⊗ C defined byχ(u ⊗ v) = u∆ P (v) descends to χ : P ⊗ M P → P ⊗ C and we have a copointed coalgebra bundle P (M, C, ψ, e) when χ is invertible and P . This is the setting studied in [7] . We also note that for any entwining structure we have a natural category M C P (ψ) of entwined modules. The objects are right P -modules and right C-comodules V such that for all v ∈ V , u ∈ P
The morphisms are right P -module and right C-comodule maps. The category M C P (ψ) generalises the category of unifying or Doi-Koppinen modules [9] [14] which unifies various categories studied intensively in the Hopf algebra theory (e.g. Drinfeld-RadfordYetter (or crossed) modules, Hopf modules, relative Hopf modules, Long modules etc.).
The algebra P is an object in M C P (ψ), with the right regular action of P (by multiplication) if and only if there exists an elementẽ ∈ P ⊗ C such that
(whereẽ ′ is another copy ofẽ and we use the notationẽ =ẽ (1) ⊗ẽ (2) , etc.). In this case the coaction is
Notice thatẽ = ∆ P (1). We then define
which is a subalgebra of P , and proceed as above, requiring χ to be bijective. We will call this a general coalgebra bundle P (M, C, ψ). The copointed case corresponds to the
There is also a converse: if P is an algebra and a right C-comodule, we say that the coaction is Galois if M defined as above is such that χ is bijective. In this case there is an entwining structure [5] 
and we have a coalgebra bundle. Because of these natural properties, we will work now with these slightly more general coalgebra bundles (or C-Galois extensions). Our preliminary goal in the present section is to make the evident generalisations of the copointed theory in [7] to this case.
Next, a coalgebra bundle is trivial cf [7] (or one says that the C-Galois extension is cleft) if there is a convolution invertible map Φ : C → P (the trivialisation or cleaving map) such that
By considering the equality
which allows one to use the argument of the proof of [7, Proposition 2.9 ] to show that P ∼ = M ⊗ C as a left M-module and right C-comodule.
We turn now to the theory of connections, based on the theory for the copointed case in [7] . As shown in [7, Proposition 2.2], given an entwining structure (P, C, ψ) there is an entwining structure (ΩP, C, ψ
• ), where
is the iterated entwining. Moreover,
Therefore, givenẽ : P ⊗ C we have Ω n P ∈ M C ΩP (ψ) with the action right multiplication by P and the coaction 
The correspondence is via Π(udv) = uv (0) ω(v (1) ) for all u, v ∈ P .
Proof. Assume first that there is ω satisfying (i)-(iii). Then the map Π is well-defined since for all u ∈ P , Π(ud1) = uωẽ
On the other hand, if i u i dv i ∈ ker Π, then using (ii) we
Since kerχ = P (Ω 1 M)P , we have ker Π ⊆ P (Ω 1 M)P , i.e., ker Π = P (Ω 1 M)P . Finally notice that for all u ∈ P , Π(du) = u (0) ω(u (1) ). Therefore
Conversely, assume there is a connection in P (M, C, ψ). This is equivalent to the existence of a map σ : P ⊗ C + → Ω 1 P , where C + = ker ε, such thatχ • σ = id and
holds. An immediate calculation verifies (i). The definition of ω implies that Π(udv) = uv (0) ω(v (1) ), for all u, v ∈ P . Since Π • d commutes with the coaction we have for all u ∈ P
Since χ is bijective, for any c ∈ C there is c
(0) ⊗ c (2) (1) = 1 ⊗ c. Thus we have
(1) ⊗ ω(c
(1) ) ⊗ c
(2) = ω(c (1) ) ⊗ c (2) .
Therefore ω satisfies (iii) and the proof of the proposition is completed. 
is a connection.
Proof. We verify directly that ω satisfies conditions (i)-(iii) of Proposition 3.16 with e = 1 ⊗ e. We have ω(e) = Φ −1 (e)α(e)Φ(e) + Φ −1 (e)dΦ(e) = d1 = 0.
Next, take any c ∈ C and computẽ
where we used that the first summand in ω is in P (Ω 1 M)P . Finally we have
where we used that Ω 1 P ∈ M C ΩP (ψ • ) and (10) to derive the second equality, and that α(c) ∈ Ω 1 M, Φ is an intertwiner and (11) to derive the third one. ⊔ ⊓ For another class of examples one has coalgebra homogeneous spaces associated to coalgebra surjections π : P → C. Thus, let P be a Hopf algebra and M a subalgebra of P such that ∆(M) ⊆ P ⊗ M (an embeddable P -homogeneous quantum space). Define the quotient coalgebra C = P/(M + P ), where M + = ker ε ∩ M is the augmentation ideal. There is a natural right coaction of C on P given as ∆ P = (id ⊗ π) • ∆, where π : P → C is the canonical surjection. It is clear that M ⊆ {u ∈ P |∆ P u = u ⊗ e}, with e = π(1), and we assume that this is an equality (this is known to hold for example if [23] P is faithfully flat as a left M-module). Then P (M, C, π(1)) is a coalgebra bundle. Sinceẽ = 1 ⊗ π(1) we have e = π(1), i.e. a copointed coalgebra bundle as in [7] . In this case we know that if i : C → P is a linear splitting of π such that
is a left-invariant connection and every left invariant connection on the bundle is of this form. We use here the right action of P on C given by c⊳u = π(vu) for any v ∈ π −1 (c).
The theory of connections can be developed also for nonuniversal calculi Ω 1 (P ) = Ω 1 P/N where N ⊆ Ω 1 P is a sub-bimodule, although the situation is slightly more complicated. We say that Ω 1 (P ) is a differential calculus on P (M, C, ψ) iff it is covariant in the sense ψ 2 (C ⊗ N ) ⊆ N ⊗ C so that the coaction ∆ P ⊗ P descends to Ω 1 (P ). This is obtained from ψ 2 N defined by
where π N : Ω 1 P → Ω 1 (P ) is the canonical surjection. We have
Let M = P ⊗ C + /χ(N ) (and denote by π M the canonical surjection). This is a left Pmodule (sinceχ is left P -module map) by u⊲m
The action provides a surjection P ⊗ Λ → M.
Definition 3.18 A connection with a nonuniversal calculus is a left P -module projec-
tion Π : Ω 1 (P ) → Ω 1 (P ) such that ker Π = Ω 1 (P ) hor and Π • d commutes with the right coaction.
Here Ω 1 (P ) hor = P (dM)P . As usual, we define
It is a left P -module map and the sequence 
Proof. The proof is analogous to the proof of Proposition 3.16. ⊔ ⊓ In the case of a homogeneous bundle where P is a Hopf algebra and e = π(1), a natural type of calculus Ω 1 (P ) is a left-covariant one defined by an ideal Q in ker ε ⊆ P .
Example 3.20 For a homogeneous bundle with left-covariant calculus, Λ = C + /π(Q)
and
) is a calculus on P (M, C, ψ, π(1)). In particular, if Ω 1 (P ) is a bicovariant calculus on P then it is a calculus on P (M, C, ψ, π(1)).
Proof. Recall that any element n ∈ N is of the form n = i u i Sq
, and Λ = C + /π(Q).
Finally, take any c ∈ C and let v ∈ π −1 (c). We have:
By the assumption on Q the last expression is in N ⊗ Q, so that the resulting calculus Ω 1 (P ) is a calculus on P (M, C, ψ, π(1)). If Q defines a bicovariant calculus then Q is Ad-stable, so that the required condition is immediately satisfied. ⊔ ⊓
We return now to some technical considerations. For simplicity here and in most of what follows, we will concentrate on the universal differential calculus. First of all, we consider the question of when ψ is bijective. It plays the role in the Hopf algebra case of having a bijective antipode, and allows us to relate left and right handed versions of the theory.
Lemma 3.21 If ψ is bijective then P is a left C-comodule by
Moreover, M = {u ∈ P | P ∆u = ψ −1 (ẽ)u}.
Proof. This lemma is a part of [4, Lemma 6.5] . ⊔ ⊓
In the copointed case, it is easy to see that if ψ is bijective then P ⊗(n+1) is a left
. This coaction restricts to P ⊗ M ⊗ n and Ω n P .
Proposition 3.22
In the copointed case, let ω be a connection on Ω 1 P with ψ bijective.
is a right-connection in the sense
(ii)Π is a right P -module projection and kerΠ = P (Ω 1 M)P .
Proof. (i) We introduce the notation
and P ∆(u) = e α ⊗ u α . We have
where we used that e is group-like and (12) to derive the third equality. This implies that
which is precisely the left C-covariance ofΠ • d and, consequently, implies the leftcovariance ofD.
(ii) It is clear thatΠ is a right P -module map. Since P is a coalgebra principal bundle there is an exact sequence
Since ψ is bijective and P ∆ is right M-linear this implies the exact sequence
. This sequence is splitted by the map σ :
where we used thatχ L is a right P -module map and that ω is a connection one-form (Proposition 3.16(ii)). Now notice thatΠ = σ •χ L , and the fact that σ is a splitting (i.e.χ L • σ = id) of the above sequence implies both thatΠ is a projection and has the kernel as stated. ⊔ ⊓
Finally, a connection is left strong if (id − Π)
• d has its image in (Ω 1 M)P . These are the connections most closely associated to the base and used in the theory of associated bundles etc. Recently, a simple condition for left strongness was given in the Hopf algebra case, in [18] . This can be generalised to the coalgebra case.
Proposition 3.23 A connection on a copointed coalgebra bundle
Furthermore, if ψ is bijective then a connection is left strong iff
Proof. Assume that ω is left strong. This is equivalent to the statement that
Using the explicit definition of d and D, Proposition 3.16(iii), as well as the fact that
one finds that (14) implies that
Next for all c, let
It means that c
(1) = 1 ⊗ c. Using the above equality and the fact that c (1) c (2) = ε(c), we have
i.e. (13) holds. Conversely, an easy calculation reveals that (13) implies (14), i.e., the connection is left strong as required.
The second assertion is obtained by applying ψ −2 to (13). ⊔ ⊓ As in [18] , the significance of this is that this is manifestly a 'right-strongness' condition for the left-handed theory withΠ. In the coalgebra Riemannian geometry we will need both the left and the right handed theories simultaneously, and we see that if one holds so does the other for a given ω.
A situation where ψ is bijective is a homogeneous bundle π : P → C with P having bijective antipode. (1) di(c) (2) .
Proof. Given such a splitting i : C → P of π, consider ω(c) = Si(c) (1) di(c) (2) as stated. The normalisation conditions imply that ω(π(1)) = 0 andχ•ω(c) = 1⊗c−ε(c)1⊗π (1) . Also
Proposition 3.16 implies that ω is a connection one-form. Finally, compute
where the use of the fact that i is a right covariant splitting was made in the derivation of the second equality. Proposition 3.23 now implies that the connection corresponding to ω is left strong.
Conversely, assume that there is a left strong connection with the left-invariant connection form ω. Then the left-invariance of ω implies that there exists a splitting i : C → P of π such that ε • i = ε and ω(c) = Si(c) (1) 
The fact that ω(π(1)) = 0 implies that i(π(1)) = 1. Applying (id ⊗ ∆ P ) to this ω and using Proposition 3.23 one deduces that i is right-covariant. Bijectivity of S implies that ψ is bijective (cf. [4] ). The left coaction induced by
By Proposition 3.23
Applying id ⊗ S −1 ⊗ ε to this equality one deduces that i must be left-covariant. This completes the proof. ⊔ ⊓ This is the analogue for coalgebra bundles of the bicovariant formulation of strong canonical connections in the Hopf algebra case in [12] .
Frame resolutions, covariant derivatives and torsion
In this section we define frame resolutions and elements of Riemannian geometry in the coalgebra setting, following the theory introduced recently in [18] in the Hopf algebra case. The theory depends heavily on the notion of associated bundles, so we recall these briefly. In the coalgebra case there are two kinds of associated bundles (which are equivalent in the Hopf algebra case), as studied recently in [4] . 
The cotensor product W 2 C V here, between a left comodule V and right comodule W is defined by the exact sequence [19] 
This is just the arrow reversal of the usual tensor product. Less conventional is the fixed subobject
This is the natural analogue for coalgebra bundles of the associated bundles in the quantum group gauge theory of [6] .
Lemma 4.2 For a copointed coalgebra bundle
n . This in turn implies that for all i, u i ∈ M. ⊔ ⊓ Now we can extend the notion of a strongly horizontal form from [6] Definition 4.3 Let E be a left bundle associated to a copointed coalgebra bundle P (M, C, ψ, e) and a left C-comodule V . A right strongly tensorial n-form on E is a linear map ϕ :
By the extension of the notation above, the space of right strongly tensorial n-forms will be denoted by Hom 0 (V, P (Ω n M)) (in [4] right strongly 0-forms Hom 0 (V, P ) are denoted by Hom ψ (V, P )). Hom 0 (V, P (Ω n M)) has a right M-module structure defined Proof. The proof of this proposition is analogous to the proof of [4, Theorem 4.3] . We include it here for completeness. The flatness (coflatness) assumption implies that
Following [10] , apply Hom P (−, P (Ω n M)) to ρ to deduce the right
Clearly, (15) implies (16) . Applying (16) to ρ −1 (1 ⊗ v) one easily finds that (16) implies (15) . Therefore the right M-module isomorphism ϕ → s ϕ restricts to the isomorphism As in [18] , we can now proceed to deduce the left M-module isomorphism
Here, the cotensor product is defined with respect to the right coaction ∆ (Ω 1 M )P :
(
(it is an easy exercise which uses (6) to verify that (Ω 1 M)P is closed under this coaction).
Furthermore, given a frame resolution, we can now define a covariant derivative
The map ∇ is well-defined since D is an intertwiner so that the expression D2 C id makes sense. Furthermore, by the strongness assumption D(P ) ⊆ (Ω 1 M)P so the isomorphism (17) implies that the output of ∇ is in Ω 2 M. Finally, it can be easily verified (cf. [18, Proposition 3.3] ) that ∇(m · w) = m · ∇w + dm ⊗ M w, for any m ∈ M and w ∈ Ω 1 M, so that ∇ is a connection on Ω 1 M as a left M-module.
Next, cf [18, Proposition 3.5], we define the torsion of a connection ∇ by
By Proposition 4.4 this T can be also viewed as a map T : V → P (Ω 2 M).
Proposition 4.6
If ω is a left-strong connection on P (M, C, ψ, e) and ψ is bijective then there is a covariant derivativē
In particular, T =Dθ.
Proof. We first show that the mapD is well-defined. We will use the following notation for the connection one-form ω(c) = ω(c) (1) ⊗ ω(c) (2) (summation understood), for all c ∈ C. Take any ϕ ∈ Hom 0 (V, P Ω n M), v ∈ V and compute
where we used that ΩP ∈ M C ΩP (ψ • ) to derive the second equality, then Proposition 3.23
to derive the third one and the fact that ϕ ∈ Hom 0 (V, P Ω n M) to obtain the fourth equality. This shows thatDϕ(v) ∈ P (Ω n+1 M).
Next we need to show thatDϕ satisfies (15) . We have
where we used the covariance of d with respect to ψ
and the covariance property of the connection one-form to derive the second equality.
It is an easy exercise to verify that T =Dθ. ⊔ ⊓ HereD extendsD in Section 3 to higher forms. Next, again following [18] , we introduce left strongly tensorial forms and a quantum metric. Thus, let V be a right C-comodule. A left strongly tensorial n-form is a map ϕ : V → (Ω n M)P commuting with the right coaction of C, where C coacts on (Ω n M)P by ψ n+1 (e ⊗ w). Proof. This can be shown as [4, Theorem 5.4] . Given ϕ ∈ Hom C (V, (Ω n M)P ) the cor-
Conversely given s ∈ Hom M (Ē, Ω n M), the corresponding tensorial form is given
On the other hand, for V a right C-comodule we have the covariant derivative D extending the D in Section 3 to higher forms.
Proposition 4.8
If ω is a left-strong connection on P (M, C, e) and ψ is bijective then there is a covariant derivative
given by
Proof. The proof of this proposition is similar to the proof of Proposition 4.6. Take any right C-covariant ϕ : V → (Ω n M)P and v ∈ V and compute
The third equality follows from Proposition 3.23. Thus we deduce that Dϕ(v) ∈
(Ω n+1 M)P . The proof of the covariance of Dϕ is analogous to the corresponding part of the proof of Proposition 4.6. ⊔ ⊓ Finally, when V is a finite-dimensional left C-comodule we can identifyĒ with Hom 0 (V, P ) and Hom C (V * , (Ω n M)P ) with (Ω n M)P 2 C V and hence obtain
We can then define, cf [18] , a metric on M as an element
such that the corresponding map Hom 0 (V, P ) → Ω 1 M is an isomorphism. In the infinite dimensional case we do not have a bijection between these spaces, but we still obtain a map Hom 0 (V, P ) → Ω 1 M from γ and can require it to be suitably nondegenerate. If P (M, C, ψ, e) and V is a frame resolution of M then we can identify (
Following [18] , we can also define the cotorsion Γ ∈ Ω 3 M of the metric as
Here, since γ is left strongly tensorial (and if D corresponds to a left-strong connection) then Dγ is also left-strongly tensorial when viewed as a map on V * . Hence (D2 C id)γ ∈
(Ω 2 M)P 2 C V as required here. In this context one has the following version of D that does not go through V * .
Proposition 4.9
If ω is a left-strong connection on P (M, C, ψ, e) and ψ is bijective then there is a covariant derivative
Proof. Dual to the proof of Proposition 4.8. ⊔ ⊓ Also provided in [18] is a general construction for frame resolutions on quantum group homogeneous bundles π : P → H. We extend this now in the coalgebra setting π : P → C, to embeddable homogeneous spaces. This more general setting is definitely needed since it includes, for example, the full family of quantum 2-spheres [21] considered in the next section. The following proposition generalises [18, Proposition 4.3] to include this case.
Proposition 4.10 A quantum embeddable homogeneous space M of P corresponding to π : P → C has a coalgebra frame resolution with
Proof. The canonical entwining structure is ψ(c ⊗ h) = h (1) ⊗ π(gh (2) ), where g ∈ π −1 (c). Since θ(v) ∈ P ⊗ M, as M is a left P -comodule algebra, we find
From the above calculation we conclude that ϕ ∈ Hom 0 (V, P (Ω 1 M)). Now, consider the map r : 2) . Applying id ⊗ ε to r one immediately finds that Imr ⊆ P ⊗ V . Similarly, applying the coaction equalising map for the cotensor product to r one finds that Imr ⊆ P 2 C V . Finally using the same argument as in [18, Proposition 4.3] one proves that r is the inverse of s θ :
Monopole on all quantum 2-spheres
Let SU q (2) be the standard matrix quantum group over the field k = C, with generators α β γ δ and relations αβ = qβα, αγ = qγα, αδ = δα
where s ∈ [0, 1]. We define C = SU q (2)/J where J = {ξ −s, η + s, ζ}SU q (2) is a coideal. We denote by π the canonical projection SU q (2) → C. As shown in [3] , the fixed point subalgebra under the coaction of C on SU q (2) is generated by {1, ξ, η, ζ}, and can be identified with S 2 q,s , the 2-parameter quantum sphere in [21] . The standard quantum sphere discussed in [6] corresponds to s = 0. It has been recently proved [20] that the coalgebra C is spanned by group-like elements. We begin by finding such a basis of C explicitly.
Proposition 5.1 Let
(all products increase from left to right). Then g ± n are group-like elements of C, and {e = π(1), g ± n | n ∈ N} is a basis of C.
To prove Proposition 5.1 we will need the following Lemma 5.2 Let ⊳ denote the right action of SU q (2) on C, induced by π. Then:
and sg
Proof. Using the commutation rules in SU q (2) one easily verifies that for all s ∈ C, and n ∈ N (α + q n−1 sβ)(sδ + q −n γ) = (sδ + q −n+1 γ)(α + q n sβ).
Note that the form of J = ker π implies that for all x ∈ SU q (2)
π((sδ + γ)x) = sπ((α + sβ)x), sπ((δ − sγ)x) = π((sα − β)x).
This, together with the identity (21) immediately implies that (19) holds for n = 1. Now, assume that (19) is true for an n > 1. Then, using the definition of g Therefore the first of equalities (19) holds for any n ∈ N. Since π(βx) = π(γx), ∀x ∈ SU q (2),
also the second of equalities (19) holds. Equalities (20) are proven in an analogous way, by using the following identity (sα − q n−1 β)(δ − sq −n γ) = (δ − sq −n+1 γ)(sα − q n β).
⊔ ⊓
Proof of Proposition 5.1. An easy calculation which uses (22) verifies that g Thus we conclude that g + n is group-like for any n. Similarly one proves that all the g Proof. An easy direct calculation which uses (22) , (23) , verifies that ∆ SUq(2) (i(g For the left coaction we have Thus we conclude that i(g + n ) is bicovariant for all n ∈ N. Similarly one shows that i(g − n ) is bicovariant.
The fact that i splits π can be proven inductively too, and in the proof one uses Lemma 5.2 and (22), (23) . ⊔ ⊓ Consequently, we have a strong connection on S 2 q,s defined via the elements ω 
