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In a celebrated construction, Chen and Skriganov gave explicit ex-
amples of point sets achieving the best possible L2-norm of the dis-
crepancy function. We consider the discrepancy function of the Chen-
Skriganov point sets in Besov spaces with dominating mixed smooth-
ness and show that they also achieve the best possible rate in this
setting. The proof uses a b-adic generalization of the Haar system and
corresponding characterizations of the Besov space norm. Results for
further function spaces and integration errors are concluded.
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21 Introduction
Let N be some positive integer and P a point set in the unit cube [0, 1)d with N
points. Then the discrepancy function DP is defined as
DP(x) =
1
N
∑
z∈P
χ[0,x)(z) − |[0, x)| . (1)
By |[0, x)| = x1 · . . . · xd we denote the volume of the rectangular box [0, x) =
[0, x1)×. . .×[0, xd) where x = (x1, . . . , xd) ∈ [0, 1)
d while χ[0,x) is the characteristic
function of [0, x). So the discrepancy function measures the deviation of the
number of points of P in [0, x) from the fair number of points N |[0, x)| which
would be achieved by a (practically impossible) perfectly uniform distribution of
the points of P, normalized by the total number of points.
Usually one is interested in calculating the norm of the discrepancy function
in some Banach space of functions on [0, 1)d to which the discrepancy function
belongs. A very well known result refers to the space L2([0, 1)
d). It was proved
by Roth in [R54]. There exists a constant c1 > 0 such that, for any N ≥ 1, the
discrepancy function of any point set P in [0, 1)d with N points satisfies
‖DP |L2‖ ≥ c1
(logN)
d−1
2
N
.
The currently best known values for the constant c1 can be found in [HM11].
Furthermore, there exists a constant c2 > 0 such that, for any N ≥ 1, there exists
a point set P in [0, 1)d with N points that satisfies
‖DP |L2‖ ≤ c2
(logN)
d−1
2
N
.
This result is known for dimension 2 from [D56] (Davenport), for dimension 3 from
[R79] (Roth) and for arbitrary dimension from [R80] (Roth). Only Davenport’s
result has been proved by an explicit construction while for higher dimensions
probabilistic methods were used until Chen and Skriganov found explicit con-
structions for arbitrary dimension in [CS02]. Results for the constant c2 can be
found in [FPPS10].
Both bounds were extended to Lp-spaces for any 1 < p <∞. In the case of the
lower bound the reference is [S77] (Schmidt) while for the upper bound it is [C80]
(Chen).
3As general references for studies of the discrepancy function we refer to the
recent monographs [DP10] and [NW10] as well as [M99], [KN74] and [B11].
Until recently other norms than Lp-norms weren’t studied a lot in the context of
discrepancy. Triebel started the study of the discrepancy function in other function
spaces like Sobolev, Besov and Triebel-Lizorkin spaces with dominating mixed
smoothness in [T10b] and [T10a]. In [Hi10] Hinrichs proved sharp upper bounds
for the norms in Besov spaces with dominating mixed smoothness in dimension
2. In [M12a] the author of this work proved these upper bounds for a much
larger class of point sets and also for other function spaces with dominating mixed
smoothness. Triebel’s result was that for all 1 ≤ p, q ≤ ∞ and r ∈ R satisfying
1
p
− 1 < r < 1
p
and q < ∞ if p = 1 and q > 1 if p = ∞ there exist constants
c1, c2 > 0 such that, for any N ≥ 2, the discrepancy function of any point set P
in [0, 1)d with N points satisfies
∥∥∥DP |SrpqB([0, 1)d)∥∥∥ ≥ c1N r−1(logN) d−1q ,
and, for any N ≥ 2, there exists a point set P in [0, 1)d with N points such that
∥∥∥DP |SrpqB([0, 1)d)∥∥∥ ≤ c2N r−1(logN)(d−1)( 1q+1−r).
Hinrichs’ result closed this gap for d = 2, we will mention it later.
We mention some definitions from [T10a] which are most important for our
purpose.
Let S(Rd) denote the Schwartz space and S ′(Rd) the space of tempered distri-
butions on Rd. For f ∈ S ′(Rd), we denote by Ff the Fourier transform of f . Let
ϕ0 ∈ S(R
d) satisfy ϕ0(t) = 1 for |t| ≤ 1 and ϕ0(t) = 0 for |t| >
3
2 . Let
ϕk(t) = ϕ0(2
−kt)− ϕ0(2
−k+1t)
where t ∈ R, k ∈ N and
ϕk(t) = ϕk1(t1) . . . ϕkd(td)
where k = (k1, . . . , kd) ∈ N
d
0, t = (t1, . . . , td) ∈ R
d. The functions ϕk are a dyadic
resolution of unity since ∑
k∈Nd0
ϕk(x) = 1
4for all x ∈ Rd. The functions F−1(ϕkFf) are entire analytic functions for any
f ∈ S ′(Rd).
Let 0 < p, q ≤ ∞ and r ∈ R. The Besov space with dominating mixed smooth-
ness SrpqB(R
d) consists of all f ∈ S ′(Rd) with finite quasi-norm
∥∥∥f |SrpqB(Rd)∥∥∥ =

∑
k∈Nd0
2r(k1+...+kd)q
∥∥∥F−1(ϕkFf)|Lp(Rd)∥∥∥q


1
q
with the usual modification if q =∞.
Let 0 < p < ∞, 0 < q ≤ ∞ and r ∈ R. The Triebel-Lizorkin space with
dominating mixed smoothness SrpqF (R
d) consists of all f ∈ S ′(Rd) with finite
quasi-norm
∥∥∥f |SrpqF (Rd)∥∥∥ =
∥∥∥∥∥∥∥∥

∑
k∈Nd0
2r(k1+...+kd)q
∣∣∣F−1(ϕkFf)(·)∣∣∣q


1
q
|Lp(R
d)
∥∥∥∥∥∥∥∥
with the usual modification if q =∞.
Let D([0, 1)d) consist of all complex-valued infinitely differentiable functions
on Rd with compact support in the interior of [0, 1)d and let D′([0, 1)d) be its
dual space of all distributions in [0, 1)d. The Besov space with dominating mixed
smoothness SrpqB([0, 1)
d) consists of all f ∈ D′([0, 1)d) with finite quasi-norm
∥∥∥f |SrpqB([0, 1)d)∥∥∥ = inf {∥∥∥g|SrpqB(Rd)∥∥∥ : g ∈ SrpqB(Rd), g|[0,1)d = f} .
The Triebel-Lizorkin space with dominating mixed smoothness SrpqF ([0, 1)
d) con-
sists of all f ∈ D′([0, 1)d) with finite quasi-norm
∥∥∥f |SrpqF ([0, 1)d)∥∥∥ = inf {∥∥∥g|SrpqF (Rd)∥∥∥ : g ∈ SrpqF (Rd), g|[0,1)d = f} .
The spaces SrpqB(R
d), SrpqF (R
d), SrpqB([0, 1)
d) and SrpqF ([0, 1)
d) are quasi-Banach
spaces. For 1 < p < ∞ we define the Sobolev space with dominating mixed
smoothness as
SrpH([0, 1)
d) = Srp2F ([0, 1)
d).
If r ∈ N0 then it is denoted by S
r
pW ([0, 1)
d) and is called classical Sobolev space
5with dominating mixed smoothness. An equivalent norm for SrpW ([0, 1)
d) is
∑
α∈Nd0 ; 0≤αi≤r
∥∥∥Dαf |Lp([0, 1)d)∥∥∥ .
Also we have
S0pH([0, 1)
d) = Lp([0, 1)
d).
In [Hi10] Hinrichs analyzed the norm of the discrepancy function of point sets
of the Hammersley type in Besov spaces with dominating mixed smoothness. He
proved upper bounds which closed the gap for Triebel’s results of discrepancy in
SrpqB([0, 1)
2)-spaces. The result from [Hi10] is that for 1 ≤ p, q ≤ ∞ and 0 ≤ r < 1
p
there is a constant c > 0 such that for any N ≥ 2, there exists a point set P in
[0, 1)2 with N points such that
∥∥∥DP |SrpqB([0, 1)2)∥∥∥ ≤ cN r−1(logN) 1q .
In [M12a] we proved these bounds for generalized Hammersley type point sets in
Besov, Triebel-Lizorkin and Sobolev spaces with domintating mixed smoothness.
In this note we close the gap of Triebel’s result in arbitrary dimension. We use the
same constructions which were used by Chen and Skriganov in [CS02] to prove
upper bounds for L2-discrepancy. The notation will mostly orientate on [DP10].
The main result of this note is
Theorem 1.1. Let 1 ≤ p, q ≤ ∞ and 0 < r < 1
p
. Then there exists a constant
c > 0 such that, for any N ≥ 2, there exists a point set P ∈ [0, 1)d with N points
such that ∥∥∥DP |SrpqB([0, 1)d)∥∥∥ ≤ cN r−1 (logN) d−1q .
The point sets in the theorem are the Chen-Skriganov point sets. It was conjec-
tured in [Hi10] that they might satisfy the desired upper bound. The restrictions
for the parameter r are necessary. The upper bound r < 1
p
is due to the fact
that we need characteristic functions of intervals to belong to SrpqB([0, 1)
d) and
the condition given by [T10a, Theorem 6.3]. The restriction r ≥ 0 comes from the
point sets. Anyway, there is a restriction of r > 1
p
−1 from the fact that we require
SrpqB([0, 1)
d) to have a b-adic Haar basis. We have an additional restriction r > 0
which is due to our estimations which might not be optimal.
In [T10a, Remark 6.28] and [Hn10, Proposition 2.3.7] we find the following very
6practical embeddings. For 0 < p <∞, 0 < q ≤ ∞ and r ∈ R we have
Srp,min(p,q)B([0, 1)
d) →֒ SrpqF ([0, 1)
d) →֒ Srp,max(p,q)B([0, 1)
d).
For 0 < p2 ≤ q ≤ p1 <∞ and r ∈ R we have
Srp1qF ([0, 1)
d) →֒ SrqqB([0, 1)
d) →֒ Srp2qF ([0, 1)
d).
Therefore, we can conclude results for the Triebel-Lizorkin and Sobolev spaces.
Theorem 1.2. Let 1 ≤ p, q ≤ ∞ and 0 < r < 1max(p,q) . Then there exist constants
c1, c2 > 0 such that, for any N ≥ 2, the discrepancy function of any point set P
in [0, 1)d with N points satisfies
∥∥∥DP |SrpqF ([0, 1)d)∥∥∥ ≥ c1N r−1(logN) d−1q ,
and, there exists a point set P ∈ [0, 1)d with N points such that
∥∥∥DP |SrpqF ([0, 1)d)∥∥∥ ≤ c2N r−1 (logN) d−1q .
Corollary 1.3. Let 1 ≤ p ≤ ∞ and 0 < r < 1max(p,2) . Then there exist constants
c1, c2 > 0 such that, for any N ≥ 2, the discrepancy function of any point set P
in [0, 1)d with N points satisfies
∥∥∥DP |SrpH([0, 1)d)∥∥∥ ≥ c1N r−1(logN) d−12 ,
and, there exists a point set P ∈ [0, 1)d with N points such that
∥∥∥DP |SrpH([0, 1)d)∥∥∥ ≤ c2N r−1 (logN) d−12 .
The distribution of points in a cube is not just a theoretical concept. Its ap-
plication in quasi-Monte Carlo methods is very important. Quadrature formulas
need very well distributed point sets. The connection of discrepancy and the error
of quadrature formulas can be given for a lot of norms. In [T10a, Theorem 6.11]
Triebel gave this connection for Besov spaces with dominating mixed smoothness.
Using the embeddings we get additional results for the Triebel-Lizorkin spaces with
dominating mixed smoothness. We define the error of the quadrature formulas in
7some Banach space M([0, 1)d) of functions on [0, 1)d with N points as
errN (M([0, 1)
d)) = inf
{x1,...,xN}⊂[0,1)d
sup
f∈M10 ([0,1)
d)
∣∣∣∣∣
∫
[0,1)d
f(x) dx−
1
N
N∑
i=1
f(xi)
∣∣∣∣∣
where by M10 ([0, 1)
d) we mean the subset of the unit ball of M([0, 1)d) with the
property that for all f ∈M10 ([0, 1)
d) its extension to [0, 1]d vanishes whenever one
of the coordinates of the argument is 1. Then [T10a, Theorem 6.11] states that
for 1 ≤ p, q ≤ ∞ and 1
p
< r < 1
p
+ 1 there exist constants c1, c2 > 0 such that for
every integer N ≥ 2 we have
c1 inf
P⊂[0,1)d;#P=N
∥∥∥DP |SrpqB([0, 1)d)∥∥∥
≤ errN (S
1−r
p′q′ B([0, 1)
d))
≤ c2 inf
P⊂[0,1)d; #P=N
∥∥∥DP |SrpqB([0, 1)d)∥∥∥
where
1
p
+
1
p′
=
1
q
+
1
q′
= 1.
We can thereby conclude results for the integration errors. For more details we
refer to [M12b].
Theorem 1.4.
(i) Let 1 ≤ p, q ≤ ∞ and q < ∞ if p = 1 and q > 1 if p = ∞. Let 1
p
< r < 1.
Then there exist constants c1, C1 > 0 such that, for any integer N ≥ 2, we
have
c1
(logN)
(q−1)(d−1)
q
N r
≤ errN (S
r
pqB) ≤ C1
(logN)
(q−1)(d−1)
q
N r
.
(ii) Let 1 ≤ p, q <∞. Let 1min(p,q) < r < 1. Then there exist constants c2, C2 > 0
such that, for any integer N ≥ 2, we have
c2
(logN)
(q−1)(d−1)
q
N r
≤ errN (S
r
pqF ) ≤ C2
(logN)
(q−1)(d−1)
q
N r
.
(iii) Let 1 ≤ p < ∞. Let 1min(p,2) < r < 1. Then there exist constants c3, C3 > 0
such that, for any integer N ≥ 2, we have
c3
(logN)
d−1
2
N r
≤ errN (S
r
pH) ≤ C3
(logN)
d−1
2
N r
.
8In the next sections we introduce the constructions by Chen and Skriganov
which we will use to prove our result. In order to do so we will calculate b-adic
Haar coefficients of the discrepancy function. We also will introduce b-adic Walsh
functions.
2 The b-adic Haar bases
For some integer b ≥ 2 a b-adic interval of length b−j, j ∈ N0 in [0, 1) is an interval
of the form
Ijm =
[
b−jm, b−j(m+ 1)
)
for m = 0, 1, . . . , bj − 1. For j ∈ N0 we divide Ijm into b intervals of length
b−j−1, i.e. Ikjm = Ij+1,bm+k, k = 0, . . . , b − 1. As an additional notation we put
I−1−1,0 = I−1,0 = [0, 1). Let Dj = {0, 1, . . . , b
j − 1} and Bj = {1, . . . , b − 1} for
j ∈ N0 and D−1 = {0} and B−1 = {1}. The b-adic Haar functions hjml have
support in Ijm. For any j ∈ N0, m ∈ Dj, l ∈ Bj and any k = 0, . . . , b− 1 the value
of hjml in I
k
jm is e
2πi
b
lk. We denote the indicator function of I−1,0 by h−1,0,1. Let
N−1 = {−1, 0, 1, 2, . . .}. The functions hjml, j ∈ N−1, m ∈ Dj, l ∈ Bj are called
b-adic Haar system. Normalized in L2([0, 1)) we obtain the orthonormal b-adic
Haar basis of L2([0, 1)). A proof of this fact can be found in [RW98].
For j = (j1, . . . , jd) ∈ N
d
−1, m = (m1, . . . ,md) ∈ Dj = Dj1 × . . . × Djd and
l = (l1, . . . , ld) ∈ Bj = Bj1× . . .×Bjd, the Haar function hjml is given as the tensor
product hjml(x) = hj1m1l1(x1) . . . hjdmdld(xd) for x = (x1, . . . , xd) ∈ [0, 1)
d. We
will call Ijm = Ij1m1 × . . . × Ijdmd b-adic boxes. For k = (k1, . . . , kd) where ki ∈
{0, . . . , b−1} for ji ∈ N0 and ki = −1 for ji = −1 we put I
k
jm = I
k1
j1m1
× . . .×Ikdjdmd .
The functions hjml, j ∈ N
d
−1, m ∈ Dj, l ∈ Bj are called d-dimensional b-adic Haar
system. Normalized in L2([0, 1)
d) we obtain the orthonormal b-adic Haar basis of
L2([0, 1)
d).
For any function f ∈ L2([0, 1)
d) we have by Parseval’s equation
‖f |L2‖
2 =
∑
j∈Nd
−1
bmax(0,j1)+...+max(0,jd)
∑
m∈Dj , l∈Bj
|µjml|
2 (2)
where
µjml = µjml(f) =
∫
[0,1)d
f(x)hjml(x) dx (3)
9are the b-adic Haar coefficients of f .
In [M12a] we gave an equivalent norm for the Besov spaces with dominating
mixed smoothness. Let j = (j1, . . . , jd) ∈ N
d
−1 and let s = #{i = 1, . . . , d : ji 6=
−1}. Then we can choose a subsequence (ην)
s
ν=1 of (1, . . . , d) such that for all
ν = 1, . . . , s we have jην 6= −1 while all other ji are equal to −1. Then we have
∥∥∥f |SrpqB([0, 1)d)∥∥∥ ≈

 ∑
j∈Nd
−1
b
(jη1+...+jηs)(r−
1
p
+1)q

 ∑
m∈Dj , l∈Bj
|µjml|
p


q
p


1
q
(4)
for every f ∈ SrpqB([0, 1)
d).
3 Constructions of Chen and Skriganov
In this section we will describe the constructions of point sets proposed by Chen
and Skriganov. We describe the constructions for thoseN = bn where n is divisible
by 2d, i.e. n = 2dw for some w ∈ N. Point sets with arbitrary number of points
can be constructed with the usual method as is described for example in [DP10,
Section 16.1]. We give some notation and definitions.
We begin with the definition of digital nets. Let d ≥ 1, b ≥ 2, and n ≥ 0 be
integers. A point set P ∈ [0, 1)d of bn points is called a net in base b if every
b-adic interval with volume b−n contains exactly one point of P. Usually the term
(0, n, d)-net is used but here we just say net for shortness. Digital nets in base b
are special nets in base b that can be constructed using n×n matrices C1, . . . , Cd.
We describe the digital method to construct digital nets. Let b be a prime number.
Let n ∈ N0. Let C1, . . . , Cd be n× n matrices with entries from Fb. We generate
the net point xr = (x
1
r , . . . , x
d
r) with 0 ≤ r < b
n. We expand r in base b as
r = r0 + r1b+ . . .+ rn−1b
n−1
with digits rk ∈ {0, 1, . . . , b− 1}, 1 ≤ k ≤ n− 1. We put r¯ = (r0, . . . , rn−1)
⊤ ∈ Fnb
and h¯r,i = Ci r¯ = (hr,i,1, . . . , hr,i,n)
⊤ ∈ Fb, 1 ≤ i ≤ d. Then we get x
i
r as
xir =
hr,i,1
b
+ . . .+
hr,i,n
bn
.
A point set {x0, . . . xbn−1} constructed with the digital method is called digital
net in base b with generating matrices C1, . . . Cd if it is a net in base b.
10
For a digital net P with generating matrices C1, . . . , Cd over Fb we define
D
′(C1, . . . , Cd) =
{
t ∈ {0, . . . , bn − 1}d : C⊤1 t¯1 + . . .+ C
⊤
d t¯d = 0
}
\{0}
where t = (t1, . . . , td) and for 1 ≤ i ≤ d we denote by t¯i the n-dimensional column
vector of b-adic digits of ti. Instead of (0, . . . , 0) we just wrote 0.
Now let α ∈ N with b-adic expansion α = α0 + α1b + . . . + αh−1b
h−1 where
αh−1 6= 0. We define the Niederreiter-Rosenbloom-Tsfasman (NRT) weight by
̺(α) = h. Furthermore, we define ̺(0) = 0. We define the Hamming weight κ(α)
as the number of non-zero digits αν , 0 ≤ ν < ̺(α).
For α = (α1, . . . , αd) ∈ N
d
0, let
̺d(α) =
d∑
i=1
̺(αi) and κ
d(α) =
d∑
i=1
κ(αi).
Now let b be prime and let n ∈ N. Let C be some Fb-linear subspace of F
dn
b . Then
we define the dual space C⊥ relative to the standard inner product in Fdnb as
C⊥ =
{
A ∈ Fdnb : B · A = 0 for all B ∈ C
}
.
We have dim(C⊥) = dn− dim(C) and (C⊥)⊥ = C.
Now let a = (a1, . . . , an) ∈ F
n
b and
vn(a) =

0 if a = 0,max {ν : aν 6= 0} if a 6= 0.
We define κn(a) as the number of indices 1 ≤ ν ≤ n such that aν 6= 0. Let
A = (a1, . . . , ad) ∈ F
dn
b with ai ∈ F
n
b for 1 ≤ i ≤ d and let
vdn(A) =
d∑
i=1
vn(ai) and κ
d
n(A) =
d∑
i=1
κn(ai).
Now let C 6= {0}. Then the minimum distance of C is defined as
δn(C) = min {Vn(A) : A ∈ C\ {0}} .
Furthermore, let δn({0}) = dn+ 1. Finally we define
κn(C) = min {κn(A) : A ∈ C\ {0}} .
11
The weight κn(C) is called Hamming weight of C.
Now we continue with the constructions. So let w ∈ N such that n = 2dw. Let
f(z) = f0 + f1z + . . .+ fh−1z
h−1
be a polynomial in Fb[z]. For every λ ∈ N the λ-th hyper-derivative is
∂λf(z) =
h−1∑
i=0
(
i
λ
)
fλz
i−λ.
We use the usual convention for the binomial coefficient modulo b that
( i
λ
)
= 0
whenever λ > i. Let b ≥ 2d2 be a prime. Then there are 2d2 distinct elements
βi,ν ∈ Fb for 1 ≤ i ≤ d and 1 ≤ ν ≤ 2d. For 1 ≤ i ≤ d let
ai(f) =
((
∂λ−1f(βi,ν)
)w
λ=1
)2d
ν=1
∈ Fnb .
We define Cn ⊂ F
dn
b as
Cn = {A(f) = (a1(f), . . . , ad(f)) : f ∈ Fb[z], deg(f) < n} .
Clearly, Cn has exactly b
n elements. The set of polynomials in Fb[z] with deg(f) <
n is closed under addition and scalar multiplication over Fb, hence Cn is an Fb-
linear subspace of Fdnb . For example from [DP10, Theorem 16.28] one learns that
Cn has dimension n while its dual nd− n and it satisfies
κn(C
⊥
n ) ≥ 2d+ 1 and δn(C
⊥
n ) ≥ n+ 1. (5)
Finally we only need to transfer Cn into the unit cube [0, 1)
d as a point set. To do
so we define a mapping Φn : F
dn
b → [0, 1)
d. Let a = (a1, . . . , an) ∈ F
n
b , we set
Φn(a) =
a1
b
+ . . .+
an
bn
and for A = (a1, . . . , ad) ∈ F
dn
b , we set
Φdn(A) = (Φn(a1), . . . ,Φn(ad)) .
So we are ready to define the point set that proves our main result. The point
12
set of Chen and Skriganov is given by
CSn = Φ
d
n(Cn)
and contains exactly N = bn points. From [DP10, Theorem 7.14] we finally learn
that CSn is a digital net in base b since for every Fb-linear subspace C of F
dn
b with
dimension n and dual space satisfying (5), Φdn(C) is a digital net in base b with
some generating matrices C1, . . . , Cd. We will call Φ
d
n(C) the corresponding digital
net. As a final remark of this section we would like to note that we needed b to be
large so that Fb has enough distinct elements. But there are even general rules for
nets on the minimum of b such that, a net in base b can exist (see [DP10, Chapter
4].
4 The b-adic Walsh functions
Let b ≥ 2 be an integer. For some α ∈ N0 with b-adic expansion α = α0 + α1b+
. . .+α̺(α)−1b
̺(α)−1 we define the α-th b-adic Walsh function walα : [0, 1) → C, as
walα(x) = e
2πi
b
(α0x1+α1x2+...+α̺(α)−1x̺(α)),
for x ∈ [0, 1) with b-adic expansion x = x1b
−1 + x2b
−2 + . . .. The functions
walα, α ∈ N0 are called b-adic Walsh system.
For α = (α1, . . . , αd) ∈ Nd0 the Walsh function walα is given as the tensor
product walα(x) = walα1(x1) . . .walαd(xd) for x = (x1, . . . , xd) ∈ [0, 1)
d. The
functions walα, α ∈ N
d
0 are called d-dimensional b-adic Walsh system.
For α ∈ N the function walα is constant on b-adic intervals I̺(α)m for any
m ∈ D̺(α). Further, wal0 is constant on [0, 1) with value 1. We have
∫
[0,1)
walα(x)dx =

1 if α = 0,0 if α 6= 0,
and for α, β ∈ Nd0 we have
∫
[0,1)d
walα(x)walβ(x)dx =

1 if α = β,0 if α 6= β.
The d-dimensional b-adic Walsh system is an orthonormal basis in L2([0, 1)
d). The
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proofs of these facts can be found for example in Appendix A of [DP10].
5 Calculation of the b-adic Haar coefficients
Before we can compute the Haar coefficients we need some easy lemmas. We omit
the proofs since they are nothing further but easy exercises.
Lemma 5.1. Let f(x) = x1 · . . . · xd for x = (x1, . . . , xd) ∈ [0, 1)
d. Let j ∈
Nd−1, m ∈ Dj, l ∈ Bj and let µjml be the b-adic Haar coefficient of f . Then
µjml =
b−2jη1−...−2jηs−s
2d−s(e
2πi
b
lη1 − 1) · . . . · (e
2πi
b
lηs − 1)
.
Lemma 5.2. Let z = (z1, . . . , zd) ∈ [0, 1)
d and g(x) = χ[0,x)(z) for x = (x1, . . . , xd) ∈
[0, 1)d. Let j ∈ Nd−1, m ∈ Dj, l ∈ Bj and let µjml be the b-adic Haar coefficient of
g. Then µjml = 0 whenever z is not contained in the interior of the b-adic box Ijm
supporting the functions hjml. If z is contained in the interior of Ijm then there
is a k = (k1, . . . , kd) with ki ∈ {0, 1, . . . , b − 1} if ji 6= −1 or ki = −1 if ji = −1
such that z is contained in Ikjm. Then
µjml = b
−jη1−...−jηs−s
∏
1≤i≤d; ji=−1
(1− zi)×
×
s∏
ν=1

(bmην + kην + 1− bjην+1zην )e 2πib kην lην +
b−1∑
rην=kην+1
e
2πi
b
rην lην

 .
Lemma 5.3. Let λ ∈ N0 and s ∈ N. Then
# {(j1, . . . , js) ∈ N
s
0 : j1 + . . .+ js = λ} ≤ (λ+ 1)
s−1.
We consider the Walsh series expansion of the function χ[0,y)
χ[0,y)(x) =
∞∑
t=0
χˆ[0,y)(t)walt(x), (6)
where for t ∈ N0 with b-adic expansion t = τ0 + τ1b+ . . .+ τ̺(t)−1b
̺(t)−1, the t-th
Walsh coefficient is given by
χˆ[0,y)(t) =
∫ 1
0
χ[0,y)(x)walt(x)dx =
∫ y
0
walt(x)dx.
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For t > 0 we put t = t′ + τ̺(t)−1b
̺(t)−1.
The following is called Fine-Price formulas and was first proved in [F49] (dyadic
case) and [P57] (b-adic version). One often finds it in literature, e.g. see [DP10,
Lemma 14.8] for an easy understandable proof.
Lemma 5.4. Let b ≥ 2 be an integer and x ∈ [0, 1). Then we have
χˆ[0,y)(0) = y =
1
2
+
∞∑
a=1
b−1∑
z=1
1
ba(e−
2πi
b
z − 1)
walzba−1(y)
and for any integer t > 0 we have
χˆ[0,y)(t) =
1
b̺(t)
(
1
1− e−
2πi
b
τ̺(t)−1
walt′(y) +
+
(
1
e−
2πi
b
τ̺(t)−1 −1
+
1
2
)
walt(y)+
+
∞∑
a=1
b−1∑
z=1
1
ba(e
2πi
b
z −1)
walzb̺(t)+a−1+t(y)
)
.
The first part of the Lemma is [DP10, Lemma A.22], the second is [DP10,
Lemma 14.8].
Let n ∈ N0, we consider the approximation of χ[0,y) by the truncated series
χ
(n)
[0,y)(x) =
bn−1∑
t=0
χˆ[0,y)(t)walt(x). (7)
Let N be a positive integer. Then we put for some point set P in [0, 1)d with N
points
ΘP(y) =
1
N
∑
z∈P
χ
(n)
[0,y)(z)− y1 · . . . · yd. (8)
Let
DP(y) = ΘP(y) +RP(y). (9)
We now restrict ourselves again to the case where b is prime.
Lemma 5.5. Let {x0, . . . , xbn−1} be a digital net in base b generated by the ma-
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trices C1, . . . , Cd. Then for t ∈ {0, . . . , b
n − 1}d, we have
bn−1∑
h=0
walt(xh) =

b
n if t ∈ D(C1, . . . , Cd),
0 otherwise.
The proof of this fact can be found in [DP10, Section 4.4]
Lemma 5.6. Let C be an Fb-linear subspace of F
dn
b of dimension n and let
P = Φdn(C) denote the corresponding digital net in base b with generating ma-
trices C1, . . . , Cd. Then
ΘP(y) =
∑
t∈D′(C1,...,Cd)
χˆ[0,y)(t).
The proof of this fact is contained in the proof of [DP10, Lemma 16.22].
Lemma 5.7. There exists a constant c > 0 such that, for any n ∈ N0 and for
any Fb-linear subspace C of F
dn
b of dimension n with dual space C
⊥ satisfying
δn(C
⊥) ≥ n + 1 with the corresponding digital net P = Φn(C) and for every
y ∈ [0, 1)d, we have
|RP(y)| ≤ c b
−n.
For a proof of this lemma the interested reader is referred to [DP10, Lemma
16.21].
We introduce a very common notation. For functions f, g ∈ L2(Q
d) we write
〈f, g〉 =
∫
Qd
f g¯.
Proposition 5.8. Let j = (−1, . . . ,−1), m = (0, . . . , 0), l = (1, . . . , 1). Then
there exists a constant c > 0 independent of n such that
|µjml(DCSn)| ≤ c b
−n.
Proof. As in (9) we split DCSn(y) = ΘCSn(y)+RCSn(y) and we know from Lemma
5.7 (since CSn is a digital net) that there is a constant c > 0 such that |RCSn(y)| ≤
c b−n. Using Lemma 5.6 we can calculate the Haar coefficient
µjml(DCSn) = 〈ΘCSn +RCSn , hjml〉 .
To do so we use the fact that hjml = wal(0,...,0). Now we consider the one-
16
dimensional case first and from the first part of Lemma 5.4 we get
〈
χˆ[0,·)(0),wal0
〉
=
1
2
.
Now let t > 0. Then by the second part of Lemma 5.4 we have
〈
χˆ[0,·)(t),wal0
〉
=


1
b̺(t)
1
1−e
−
2πi
b
τ̺(t)−1
t′ = 0,
0 t′ 6= 0.
This means that we can find a constant c1 > 0 such that for every integer t ≥ 0
we have ∣∣∣〈χˆ[0,·)(t),wal0〉∣∣∣ ≤ c1 b−̺(t)
and 〈
χˆ[0,·)(t),wal0
〉
= 0
if t > 0 and t′ 6= 0.
Now suppose, we have some t ∈ D′(C1, . . . , Cd) such that
〈
χˆ[0,·)(t),wal(0,...,0)
〉
6= 0.
Then for all 1 ≤ i ≤ d we have
〈
χˆ[0,·)(ti),wal0
〉
6= 0.
Then necessarily ti = τib
̺(ti)−1 (since t′i = 0) or ti = 0 for any i = 1, . . . , d which
means that either κ(ti) = 1 or κ(ti) = 0. In any case we have κ
d(t) ≤ d which
contradicts to κn(C
⊥
n ) ≥ 2d+1 as must be the case according to above. Therefore,
for all t ∈ D′(C1, . . . , Cd) we have
〈
χˆ[0,·)(t),wal(0,...,0)
〉
= 0
and from Lemma 5.6 follows 〈ΘCSn ,wal0〉 = 0. Hence we have
|µjml(DCSn)| ≤ | 〈ΘCSn ,wal0〉 |+ | 〈RCSn ,wal0〉 | ≤ c b
−n.

Lemma 5.9. Let j ∈ N−1, m ∈ Dj, l ∈ Bj and α ∈ N0. Then
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(i) if j ∈ N0 and ̺(α) = j + 1 and αj = l. Then
| 〈hjml,walα〉 | = b
−j ,
(ii) if j = −1, m = l = 0 and α = 0 then
〈hjml,walα〉 | = 1,
(iii) if ̺(α) 6= j + 1 or αj 6= l then
| 〈hjml,walα〉 | = 0.
Proof. The second claim and the third for j = −1 are trivial so let j ≥ 0. Let
y ∈ [0, 1). We expand α and y as
α = α0 + α1b+ . . .+ α̺(α)−1b
̺(α)−1
and
y = y1b
−1 + y2b
−2 + . . . .
Hence
walα(y) = e
2πi
b
(α0y1+...+α̺(α)−1y̺(α)).
The function walα is constant on the intervals
[ b−̺(α)δ, b−̺(α)(δ + 1) )
for any integer 0 ≤ δ < b̺(α). The function hjml is constant on the intervals
Ikjm = [ b
−j−1(bm+ k), b−j−1(bm+ k + 1) )
for any integer 0 ≤ k < b. Now suppose that either j + 1 > ̺(α) or j + 1 < ̺(α).
This would mean that either
Ijm = [ b
−jm, b−j(m+ 1) ) ⊆ [ b−̺(α)δ, b−̺(α)(δ + 1) )
in the first case or
[ b−̺(α)δ, b−̺(α)(δ + 1) ) ⊂ Ikjm
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for some k in the second case or in both cases
[ b−jm, b−j(m+ 1) ) ∩ [ b−̺(α)δ, b−̺(α)(δ + 1) ) = ∅
In any case
〈hjml,walα〉 = 0.
So the only relevant case is j + 1 = ̺(α). Then either again
[ b−jm, b−j(m+ 1) ) ∩ [ b−̺(α)δ, b−̺(α)(δ + 1) ) = ∅
or
[ b−̺(α)δ, b−̺(α)(δ + 1) ) = Ikjm
for some k. We consider the last possibility. The value of hjml on I
k
jm is e
2πi
b
lk.
To calculate the value of walα we expand m as
m = m1 +m2b+ . . .+mjb
j−1.
Clearly, 0 ≤ bm+ k < bj+1. Hence,
b−j−1(bm+ k) = mjb
−1 + . . .+m2b
−j+1 +m1b
−j + kb−j−1.
So,
walα(b
−j−1(bm+ k)) = e
2πi
b
α0mj+...+αj−1m1+αjk.
Now we can calculate
〈hjml,walα〉 =
∫
Ijm
hjml(y) walα(y)dy
=
b−1∑
k=0
∫
Ik
jm
hjml(y) walα(y)dy
= b−j−1
b−1∑
k=0
e
2πi
b
α0mj+...+αj−1m1+(αj−l)k
= b−j−1e
2πi
b
α0mj+...+αj−1m1
b−1∑
k=0
e(αj−l)k
=

b
−je
2πi
b
α0mj+...+αj−1m1 αj = l,
0 αj 6= l
19
and the lemma follows.

Lemma 5.10. There exists a constant c > 0 with the following property. Let
t, α ∈ N0. Then if α = t′ or α = t + τ b̺(t)+a−1 for some integer 0 ≤ τ ≤ b − 1
and a ≥ 1 then ∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ ≤ c b−max(̺(t),̺(α)) .
If α 6= t′ and there are no integers 0 ≤ τ ≤ b − 1 and a ≥ 1 such that α =
t+ τ b̺(t)+a−1 then 〈
χˆ[0,·)(t),walα
〉
= 0.
Proof. We use Lemma 5.4. First let t > 0. Suppose that α = t′, so ̺(α) < ̺(t).
Then ∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ =
∣∣∣∣∣ 11− e−2πib τ̺(t)−1
∣∣∣∣∣ b−̺(t) ≤ c b−̺(t).
If α = t meaning that ̺(α) = ̺(t) then
∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ ≤
∣∣∣∣∣ 1e−2πib τ̺(t)−1 − 1 +
1
2
∣∣∣∣∣ b−̺(t) ≤ c b−̺(t).
Now let α = t+τ b̺(t)+a−1 for some 1 ≤ τ ≤ b−1 and a ≥ 1. Hence ̺(α) = ̺(t)+a.
Then ∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ =
∣∣∣∣∣ 1e 2πib τ − 1
∣∣∣∣∣ b−̺(t) b−a ≤ c b−̺(α).
For any other α clearly, 〈
χˆ[0,·)(t),walα
〉
= 0.
Now we consider the case t = 0. Then for α = 0 (meaning ̺(α) = 0) we have
∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ = 12 ≤ c b−̺(α).
Let α = τ ba−1 for some 1 ≤ τ ≤ b− 1 and a ≥ 1. Then ̺(α) = a and
∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ =
∣∣∣∣∣ 1e 2πib τ − 1
∣∣∣∣∣ b−a ≤ c b−̺(α).
For any other α again clearly,
〈
χˆ[0,·)(t),walα
〉
= 0.
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We now need an additional notation. For any function f : Fdnb −→ C we call fˆ
given by
fˆ(B) =
∑
A∈Fdn
b
e
2πi
b
A·B f(A)
for B ∈ Fdnb the Walsh transform of f .
The following two facts can be found in [DP10]. The first lemma is [DP10,
Lemma 16.9] while the second is [DP10, (16.3)].
Lemma 5.11. Let C and C⊥ be mutually dual Fb-linear subspaces of F
dn
b . Then
for any function f : Fdnb −→ C we have
∑
A∈C
f(A) =
#C
bdn
∑
B∈C⊥
fˆ(B).
Lemma 5.12. Let C and C⊥ be mutually dual Fb-linear subspaces of F
dn
b . Let
B ∈ Fdnb . Then we have
∑
A∈C
e
2πi
b
A·B =

#C, B ∈ C
⊥,
0, B /∈ C⊥.
We will introduce some notation now, slightly changed from what can be found
in [DP10, 16.2]. Let 0 ≤ γ1, . . . , γd ≤ n be integers. We put γ = (γ1, . . . , γd).
Then we write
Vγ =
{
A ∈ Fdnb : Φn(A) ∈
d∏
i=1
[
0, b−γi
)}
.
Hence, Vγ consists of all such A ∈ F
dn
b that ai = (0, . . . , 0, ai,γi+1, . . . , ain) for
all 1 ≤ i ≤ d. For all 1 ≤ i ≤ d let 0 ≤ λi ≤ γi be integers and let λ =
(λ1, . . . , λd). Then we write Vγ,λ for the set consisting of all such A ∈ F
dn
b that
ai = (0, . . . , 0, ai,λi+1, . . . , ai,γi−1, 0, ai,γi+1, . . . , ain). The case λi = γi is to be
understood in the obvious way as ai = (0, . . . , 0, ai,γi+1, . . . , ain). Therefore, V
⊥
γ
consists of such A ∈ Fdnb that ai = (ai1, . . . , ai,γi , 0, . . . , 0) and V
⊥
γ,λ consists of such
A ∈ Fdnb that ai = (ai1, . . . , ai,λi , 0, . . . , 0, ai,γi , 0, . . . , 0).
For a subset V of Fdnb we denote the characteristic function of V by χV . The
next result is a slight generalization of the corresponding assertion from [DP10,
Lemma 16.11].
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Lemma 5.13. Let γ1, . . . , γd, λ1, . . . , λd be as above. Let σ be the number of such
i that λi < γi. For all B ∈ F
dn
b we have
χˆVγ,λ(B) = b
dn−|λ|−σχV⊥
γ,λ
(B).
The following fact is a generalization of [DP10, Lemma 16.13].
Lemma 5.14. Let C and C⊥ be mutually dual Fb-linear subspaces of F
dn
b . Let
γ1, . . . , γd, λ1, . . . , λd, σ be as above. Then we have
#(C ∩ Vγ,λ) =
#C
b|λ|+σ
#
(
C⊥ ∩ V⊥γ,λ
)
.
Proposition 5.15. Let C be an Fb-linear subspace of F
dn
b of dimension n with
dual space of dimension dn− n satisfying δn(C
⊥) ≥ n+ 1. Let 0 ≤ λi ≤ γi ≤ n be
integers for all 1 ≤ i ≤ d with |γ| ≥ n+ 1 and |λ|+ d ≤ n. Then we have
#
{
A = (a1, . . . , ad) ∈ C
⊥ : vn(ai) ≤ γi; aik = 0 ∀λi < k < γi; 1 ≤ i ≤ d
}
≤ bd.
Proof. Let A ∈ C⊥ with vn(ai) ≤ γi and for all λi < k < γi with aik = 0 for all
1 ≤ i ≤ d. Let γ = (γ1, . . . , γd) and λ = (λ1, . . . , λd). Then we have A ∈ V
⊥
γ,λ.
Let σ be the number of such i that λi < γi. Analogously to the proof of [DP10,
Lemma 16.26] using Lemma 5.14 we get
#
{
A = (a1, . . . , ad) ∈ C
⊥ : vn(ai) ≤ γi; aik = 0 ∀λi < k < γi; 1 ≤ i ≤ d
}
≤ #
(
C⊥ ∩ V⊥γ,λ
)
= b|λ|+σ−n#(C ∩ Vγ,λ) . (10)
Now suppose A ∈ Vγ,λ. Then for all 1 ≤ i ≤ d we have
Φn(ai) =
ai,λi+1
bλi+1
+ . . .+
ai,γi−1
bγi−1
+
ai,γi+1
bγi+1
+ . . . +
ain
bn
<
1
bλi
in the case where λi < γi and
Φn(ai) =
ai,λi+1
bλi+1
+ . . .+
ain
bn
<
1
bλi
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elsewise. Hence, Φdn(A) is contained in the b-adic interval
d∏
i=1
[
0, b−λi
)
of volume b−|λ|. By Proposition [DP10, Theorem 7.14], Φdn(C) is a digital net in
base b, and therefore, contains exactly bn−|λ| points which lie in a b-adic interval
of volume b−|λ|. Therefore, we have
# (C ∩ Vγ,λ) ≤ b
n−|λ|
and the result follows from (10) since σ ≤ d.

Proposition 5.16. There exists a constant c > 0 with the following property. Let
CSn be a Chen-Skriganov type point set with N = b
n points and let µjml be the
b-adic Haar coefficient of the discrepancy function of CSn for j ∈ N
d
−1, m ∈ Dj
and l ∈ Bj. Then
(i) if j = (−1, . . . ,−1) then
|µjml| ≤ c b
−n,
(ii) if j 6= (−1, . . . ,−1) and |j| ≤ n then
|µjml| ≤ c b
−|j|−n,
(iii) if j 6= (−1, . . . ,−1) and |j| > n and jη1 , . . . , jηs < n then
|µjml| ≤ c b
−|j|−n
and
|µjml| ≤ c b
−2|j|
for all but bn coefficients µjml,
(iv) if j 6= (−1, . . . ,−1) and jη1 ≥ n or . . . or jηs ≥ n then
|µjml| ≤ c b
−2|j|,
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Proof. Part (i) is actually Proposition 5.8.
To prove part (ii) we use again the resolution of DCSn in
DCSn = ΘCSn +RCSn .
Let j ∈ Nd−1, j 6= (−1, . . . ,−1), |j| ≤ n, m ∈ Dj, l ∈ Bj. The Walsh function
series of hjml can be given as
hjml =
∑
α∈Nd0
〈hjml,walα〉walα . (11)
By Lemma 5.7 we have
|〈RCSn , hjml〉| ≤ c b
−n|Ijm| = c b
−|j|−n.
We recall that
〈hjml,walα〉 = 〈hj1m1l1 ,walα1〉 · . . . · 〈hjdmdld ,walαd〉
and 〈
χˆ[0,y)(t),walα
〉
=
〈
χˆ[0,y1)(t1),walα1
〉
· . . . ·
〈
χˆ[0,yd)(td),walαd
〉
.
We will use Lemmas 5.9 and 5.10 on each of the factors. Lemma 5.9 gives us
| 〈hjimili ,walαi〉 | ≤ b
−ji if ji 6= −1 for all i. For all α with ̺(αi) 6= ji + 1 for some
i we have 〈hjml,walα〉 = 0. We also always get 0 if the leading digit in the b-adic
expansion of αi is not li for some i. In the case where ji = −1 we can get b
−ji ,
by increasing the constant. From Lemma 5.10 we have |
〈
χˆ[0,yi)(ti),walαi
〉
| ≤
c b−max(̺(αi),̺(ti)). Inserting Lemma 5.6 and (11) we get
|µjml(ΘCSn)| = |〈ΘCSn , hjml〉|
=
∣∣∣∣∣∣∣
〈 ∑
t∈D′(C1,...,Cd)
χˆ[0,·)(t),
∑
α∈Nd0
〈hjml,walα〉walα
〉∣∣∣∣∣∣∣
≤
∑
t∈D′(C1,...,Cd)
∑
α∈Nd0
∣∣∣〈χˆ[0,·)(t),walα〉∣∣∣ |〈hjml,walα〉|
≤ c1 b
−j1−...−jd
∑
t∈D′(C1,...,Cd)
b−max(j1,̺(t1))−...−max(jd,̺(td)).
24
The summation in α disappears due to the following facts. The application of
Lemma 5.9 leaves only all such α with ̺(αi) = ji + 1 and with li as leading digit
in the b-adic expansion of αi for all i. The application of Lemma 5.10 leaves then
at most one α per t, namely the one with either αi = t
′
i (if ̺(ti) > ji + 1) or
αi = ti + li b
ji (if ̺(ti) ≤ ji + 1) for all i. In the cases where there is an i with
̺(ti) > ji + 1, it is possible that no α is left in the summation, since we still
have the condition on αi that the leading digit in the b-adic expansion is li, which
cannot be guaranteed for t′i.
Our next step is to break the sum above into sums where for every t every
coordinate either has bigger NRT weight than the corresponding coordinate of j
or a smaller NRT weight. Let 0 ≤ r ≤ d be the integer that is the cardinality
of such 1 ≤ i ≤ d that the NRT weight is smaller. Without loss of generality we
consider for every r only the case where for 1 ≤ i ≤ r we have ̺(ti) ≤ ji while for
r + 1 ≤ i ≤ d we have ̺(ti) > ji. All the other cases follow from renaming the
indices and we will just increase the constant. In the notation we split the sum
∑
t∈D′(C1,...,Cd)
≤ c2
d∑
r=0
∑
t∈D′r(C1,...,Cd)
where by D′r(C1, . . . , Cd) we mean the subset of D
′(C1, . . . , Cd) according to what
we explained above (with ordered indices and other cases incorporated into the
constant, r coordinates have smaller NRT weight). So we have
|µjml(ΘCSn)| ≤ c3 b
−j1−...−jd
d∑
r=0
∑
t∈D′r(C1,...,Cd)
b−j1−...−jr−̺(tr+1)−...−̺(td)
= c3
d∑
r=0
b−2j1−...−2jr−jr+1−...−jd
∑
t∈D′r(C1,...,Cd)
b−̺(tr+1)−...−̺(td).
Instead of summing over t, we can sum over the values of ̺(t), considering the
number of such t that ̺(ti) = γi, 1 ≤ i ≤ d. We recall that CSn = Φ
d
n(Cn). Then
we denote
ωγ = #
{
A ∈ C⊥n : vn(ai) = γi ∀ i ∧ aik = 0 ∀ ji < k < γi; r + 1 ≤ i ≤ d
}
and
ω˜γ = #
{
A ∈ C⊥n : vn(ai) ≤ γi ∀ i ∧ aik = 0 ∀ ji < k < γi; r + 1 ≤ i ≤ d
}
.
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Let Γ consist of all such γ = (γ1, . . . , γd) that 0 ≤ γi ≤ ji for 1 ≤ i ≤ r, ji < γi ≤ n
for r + 1 ≤ i ≤ d and |γ| ≥ n+ 1. Then we have
|µjml(ΘCSn)| ≤ c3
d∑
r=0
b−2j1−...−2jr−jr+1−...−jd
∑
γ∈Γ
b−γr+1−...−γd ωγ .
We can apply Proposition 5.15 with λi = γi, 1 ≤ i ≤ r and λi = ji, r+ 1 ≤ i ≤ d.
Thereby, we get ω˜γ ≤ b
d. An obvious observation is that
∑
0≤κi≤γi, 1≤i≤d
ωκ ≤ ω˜γ
with κ = (κ1, . . . , κd). Recall the notation n¯ = (n, . . . , n). For all γ ∈ Γ it holds
that −γr+1 − . . . − γd ≤ γ1 + . . .+ γr − n− 1 so,
|µjml(ΘCSn)| ≤ c3
d∑
r=0
b−2j1−...−2jr−jr+1−...−jd
∑
γ∈Γ
b−n−1+γ1+...+γr ωγ
≤ c4
d∑
r=0
b−2j1−...−2jr−jr+1−...−jd−n
∑
0≤γi≤ji, 1≤i≤r
bγ1+...+γr
∑
ji<γi≤n, r+1≤i≤d
ωγ
≤ c4
d∑
r=0
b−2j1−...−2jr−jr+1−...−jd−n
r∏
i=1
ji∑
κi=0
bκi
∑
ji<γi≤n, r+1≤i≤d
max
0≤γi≤ji, 1≤i≤r
ωγ
≤ c5
d∑
r=0
b−j1−...−jd−n
∑
0≤γi≤n, 1≤i≤d
ωγ
≤ c6 b
−j1−...−jd−n ω˜n¯
≤ c6 b
−j1−...−jd−n bd
≤ c7 b
−|j|−n.
For the part (iii) let |j| > n and jη1 , . . . , jηs < n. We recall that CSn contains
exactly N = bn points and for fixed j ∈ Nd−1, the interiors of the b-adic intervals
Ijm are mutually disjoint. There are no more than b
n such b-adic intervals which
contain a point of CSn meaning that all but b
n intervals contain no points at all.
This fact combined with Lemma 5.1 gives us the second statement of this part.
The remaining boxes contain exactly one point of CSn. So from Lemmas 5.1 and
5.2 we get the first statement of this part.
Finally, let jη1 ≥ n or . . . or jηs ≥ n, then there is no point of CSn which is
contained in the interior of the b-adic interval Ijm. Thereby part (iv) follows from
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Lemma 5.1.

6 The proof of the main result
Proof of Theorem 1.1. The point set satisfying the assertion is the Chen-Skriganov
type point set CSn. Let µjml be the b-adic Haar coefficients of the discrepancy
function of CSn. We write |j| = jη1 + . . .+ jηs . We have an equivalent quasi-norm
on SrpqB([0, 1)
d) in (4) so that the proof of the inequality

 ∑
j∈Nd
−1
b
|j|(r− 1
p
+1)q

 ∑
m∈Dj , l∈Bj
|µjml|
p


q
p


1
q
≤ C bn(r−1)n
d−1
q
for some constant C > 0 establishes the proof of the theorem in this case.
To estimate the expression on the left-hand side, we use Minkowski’s inequality
to split the sum into summands according to the cases of Proposition 5.16. We
denote
Ξj = b
|j|(r− 1
p
+1)q

 ∑
m∈Dj , l∈Bj
|µjml|
p


1
p
and get

 ∑
j∈Nd
−1
Ξqj


1
q
≤ Ξ(−1,...,−1) +
d∑
s=1



∑
j∈J1s
Ξqj


1
q
+

∑
j∈J2s
Ξqj


1
q
+
s∑
i=1

∑
j∈J3
si
Ξqj


1
q


where J1s is the set of all such j 6= (−1, . . . ,−1) for which |j| ≤ n, J
2
s is the set of
all such j 6= (−1, . . . ,−1) for which 0 ≤ jη1 , . . . , jηs ≤ n− 1 and |j| > n and J
3
si is
the set of all such j for which jηi ≥ n.
We will show that each of the summands above can be bounded by C bn(r−1)n
d−1
q
which finishes the proof.
Part (i) of Proposition 5.16 gives us for j = (−1, . . . ,−1), m = (0, . . . , 0), l =
(0, . . . , 0)
Ξj = |µjml| ≤ c1b
−n ≤ c2b
n(r−1)n
d−1
q .
Let now 1 ≤ s ≤ d. We will use (ii) in Proposition 5.16 and Lemma 5.3. The
summation over l ∈ Bj can be incorporated into the constant and we recall that
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#Dj = b
|j|. Hence (using the fact that r < 0) we have

∑
j∈J1s
Ξqj


1
q
≤ c3

∑
j∈J1s
b|j|(r−
1
p
+1)q

 ∑
m∈Dj
b(−|j|−n)p


q
p


1
q
= c3

∑
j∈J1s
b(|j|r−n)q


1
q
≤ c4
(
n∑
λ=0
b(λr−n)q(λ+ 1)s−1
) 1
q
≤ c5 n
s−1
q b−n
(
n∑
λ=0
bλrq
) 1
q
≤ c6 n
d−1
q bn(r−1).
From (iii) in the same proposition (using the fact that r − 1
p
< 0 and r − 1 ≤ 0)
we have

∑
j∈J2s
Ξqj


1
q
≤ c7

∑
j∈J2s
b
|j|(r− 1
p
+1)q
b
n
q
p b(−|j|−n)q


1
q
+ c8

∑
j∈J2s
b
|j|(r− 1
p
+1)q
b
|j| q
p b−2|j|q


1
q
= c7

∑
j∈J2s
b
[
|j|(r− 1
p
)+n
p
−n
]
q


1
q
+ c8

∑
j∈J2s
b|j|(r−1)q


1
q
≤ c7

s(n−1)∑
λ=n+1
(λ+ 1)s−1b
[
λ(r− 1
p
)+n
p
−n
]
q


1
q
+ c8

s(n−1)∑
λ=n+1
(λ+ 1)s−1bλ(r−1)q


1
q
≤ c9 n
s−1
q b
n
p
−n

s(n−1)∑
λ=n+1
bλ(r−
1
p
)q


1
q
+ c10 n
s−1
q

s(n−1)∑
λ=n+1
bλ(r−1)q


1
q
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≤ c11 n
s−1
q b
n
p
−n
b
n(r− 1
p
)
+ c12 n
s−1
q bn(r−1)
≤ c13 n
d−1
q bn(r−1).
Part (iv) in Proposition 5.16 gives us for any 1 ≤ i ≤ s

∑
j∈J3
si
Ξqj


1
q
≤ c14

∑
j∈J3
si
b|j|(r−
1
p
+1)q b|j|
q
p b−2|j|q


1
q
≤ c15
(
∞∑
λ=n
(λ+ 1)s−1bλ(r−1)q
) 1
q
≤ c16n
d−1
q bn(r−1).
The cases p =∞ and q =∞ have to be modified in the usual way.

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