The purpose of this study is twofold. The first is to investigate the construct or factorial structure of a set of Reading and Mathematics computerized adaptive tests (CAT), Measures of Academic Progress (MAP), given in different states at different grades and academic terms. The second purpose is to investigate the invariance of test factorial structure across different grades, academic terms, and states. Because of the uniqueness of CAT data (different students receive different items), traditional factor analysis based on fixed form data is no longer practically possible at the item level. This study illustrates how to overcome the difficulty of applying factor analysis in CAT data and study results provide evidence for valid interpretation of MAP tests scores across grades at different academic terms for different states.
Introduction
The purpose of this study is twofold: first, to investigate the construct or factorial structure of CAT MAP Reading and Mathematics tests at different grades, academic terms, and states; second, to investigate the invariance of test factorial structure across different grades, academic terms and states. Recently, computerized adaptive testing (CAT) has been seen as a particularly effective method of measuring an individual student's status and growth over time in K-12 assessment (Way, Twing, Camara, Sweeney, Lazer, & Mazzeo, 2010) . The major reason is that CAT has advantages over traditional paper-pencil tests, such as shorter length, immediate feedback on student scores, better reliability, and accuracy (Lord, 1977; Kingsbury & Weiss, 1983; Steinberg, & Thissen, 1990) . Its unique advantages in K-12 assessment include cost savings, multiple testing opportunities for formative and interim assessments, and better validity (Way, 2006) . facts combined in specific ways. The claim of unidimensionality is that these components work together to manifest a coherent whole. Although tests are often structured around goal areas, this is done to provide adequate domain sampling rather than to measure different traits. While individuals may have strengths and weaknesses in goal areas on a unidimensional test, any systematic relationship among goals should be explained by the effect of the unitary latent trait on item responses.
Detecting dimensionality in adaptive assessments is tricky. Because of the uniqueness of CAT tests (different persons respond to different items), conducting factor analysis is more challenging for CAT data than for linear or fixed form data.
First of all, there are no common test forms, so data are very sparse. Observable (manifest) item variables differ across persons for both the overall test event and at the cluster (goal or subtest) level. So, although goal score variables are the same, the context differs; i.e. subtest scores are derived from different sets of items. One possible solution is to conduct confirmatory factor analysis (CFA) on the entire item bank, but the large amount of missing data (typically, the missing rate is above 90% if the ratio of test length to item bank size is 20) makes this unwieldy. For MAP Reading and Mathematics tests, typical missing rates are around 98% because the ratio of test length to item bank counts is around 50. The common imputation methods (Rubin, 1987) may statistically help the missing issue, but are difficult to execute.
The second issue is that the adaptive algorithm operates on the assumption of local independence (LI), thus restricting covariance among items. Items are selected to maximize information at the estimated latent trait level so that for dichotomous items the probability of a correct answer is about .5, responses are randomly distributed, and item covariance is low. Since the goal of factor analysis is to summarize patterns of correlation among observed variables, this restriction may lead to singularly uninformative factor analysis results for CATs. McCall and Hauser (2006) used Yen's (1984) Q statistic to get around the sparse data problem. The Q statistic operates on pairwise relationships between items and looks for covariance unexplained by the observed score. Because item selection is conditioned on the momentary achievement estimate, the range of ability is restricted, thus limiting variance and covariance. Values of the Q statistic were so small compared to those for fixed form tests that they were difficult to interpret.
One way to get around the sparse data problem is to conduct CFA at the item cluster level (goal or sub-content level). Since items in each CAT test event are balanced among goal areas based on content specifications, a reasonable option may be to assume that items within each goal area are content homogeneous across persons and that goal scores may be used as observable variables. This is the method used here. If multiple traits based on goal areas explain item responses, this might show up as differential factor loading of the goal scores on the overall score. Furthermore, patterns of factor loading might differ with the different goal structures used in different states or among grades within the same state. For illustration purpose only, Figure 1 Figure 1 shows the factor model under the IRT assumption of LI. This is the model that is difficult to test with computerized adaptive test data. Figure 2 shows a factor model that uses testlet, goal score, or item clusters as observable variables. At the testlet level, this model still satisfies the LI assumption, but the LI assumption might or might not hold at the individual item level.
Methods

Data Source and Participants
All data used in this study were collected from MAP Reading under the constraints that student has to have scores for five academic terms and is in the grade range of 3 to 9 in the first term. Table 5 . 
Data Analysis
Using Proc TCALIS in SAS  9.2 (SAS Institute Inc., 2008), both confirmatory factor analysis (CFA) and multi-group confirmatory factor analysis (MGCFA) were conducted to determine the adequacy of fit of the factor structures of MAP tests and invariance of factor models across grades and academic terms (invariance across terms were not statistically tested). All estimation in this study uses the maximum likelihood method.
All MAP tests assume there is only one latent factor (student achievement) that accounts for covariance among observed variables at item or item cluster levels. All MAP tests were scaled based on unidimensional Rasch model (Rasch, 1980) and RIT (Rasch unIT) scale that is linearly transformed from logit (RIT = logit x 10 + 200, NWEA, 2011). The general rationale on choice of Rasch model over other more complex item response models for dichotomous response is that Rasch model has unique properties over other models. These properties include sufficiency, separability, specific objectivity, latent additivity (Wright & Stone, 1979; Embretson & Reise, 2000) . According to Wilson (2003) , the general criteria used for choose a measurement model is to preserve the interpretability of the construct map and the models must preserve the order of items throughout the range of person locations, and must do so in a way that is consistent with the interpretational requirements of the map. Rasch model fit the criteria and the data. Figure 3 present CFA and MGCFA models of MAP tests and the detailed information of the represented models can be found in papers of McArdle (1988) and McDonald (1985) .
The one-factor model with goal scores (or subtests) as observed variables and CFA was used to evaluate the adequacy of model to fully account for the relationships among subtests. Once adequacy of model fit was determined, MGCFA was used to test whether the same model holds across different groups. According to Steenkamp and Baumgarther (1998) , the invariance of factor loadings is sufficient for construct comparability across groups. In this study, the additional condition of invariance of factor variance was also tested. Three levels of invariance across 5 grades at each of the academic calendars tested are no constraint (NC), equal factor loading (L), and equal factor loadings and factor variances (LV, see Appendix A).
Several well-known goodness-of-fit indexes (GOF) were used to evaluate model fit: (1) absolute indexes that include chi-square χ 2 , unadjusted goodness-of-fit indexes (GFI), and standardized root mean square residual (SRMR); (2) incremental indexes that include the comparative fit index (CFI) and Bentler-Bonett normal fit index (NFI); (3) parsimony index, the root mean square error of approximation (RMSEA). For group comparisons with increased constraints, the χ 2 value provides the basis of comparison with the previously fitted model, although χ 2 is not considered as the best practice because it is sample size dependent. A non-significant difference in χ 2 values between nested models reveals that all equality constraints hold across the groups. Therefore, the measurement model remains invariant across groups as the constraints are increased. A significant χ 2 does not necessarily indicate a departure from invariance when the sample size is large. Hu and Bentler (1999) recommended using combinations of GOF indices to obtain a robust evaluation of data-model fit in structural equation modeling. The cutoff criterion values of good model fit they recommended are CFI, GFI, NFI > 0.95, RMSEA < 0.06, and SRMR < 0.08. It is worth to note that many researchers (March 2007a , Marsh, Hau, & Grayson, 2005 showed that GOF criteria from Hu and Bentler (1999) are too restrictive. Tables 8 and 9 display the summaries of GOF indexes of the nested models that tested for measurement invariance across grades for Kansas MAP Reading and Michigan Mathematics Tests. In the nested model comparison, the effect of constraints (NC, L, and LV) imposed on less restricted modes can be evaluated by using the difference between 2 (called 2) because it is distributed as 2 with the degree of freedom equal to the difference in degrees of freedom between the two models. The null hypothesis of no significant difference in fit is tested by evaluating whether the chi-square difference is significant. If the difference is significant, then the null hypothesis is rejected (Loehlin, 2004) . However, the 2 test may be misleading because (1) the more complex the model, the more likely a good fit, (2) the larger the sample size, the more likely the rejection of the model and the more likely a Type II error, and (3) the chi-square fit index is also very sensitive to violations of the assumption of multivariate normality. To address these limitations, the difference of other GOF (CFI, GFI, NFI, RMSEA, and SRMR) as adjuncts to the 2 statistic can also be used to assess model fit. For the Kansas MAP Reading Tests (see Table 8 ), 2 increases (2) are significant for testing L invariance at different terms, but not significant for testing LV invariance. The rest of the states' results show a similar pattern. For Michigan Mathematics Tests, all  2 increases are significant for both L and LV invariance.
Results
Results of CFA
Results of MGCFA
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Journal of Educational and Developmental Psychology Vol. 3, No. 1; 2013 These results suggest that constructs of MAP tests are well defined, proved to be unidimensional equivalent across grades, and have the same patterns across academic years. 
Scientific Significance of the Study
The factor structure of test for a particular grade is directly related to the construct validity interpretation of the test, and validity is one of the most important considerations when evaluating a test. The factor invariance across grades is a fundamental requirement for use in vertical scaling and interpretation of student growth based on the test scores. There are many challenges to providing validity evidence for CAT tests because of its uniqueness compared to fixed form tests. This study using real data provides empirical evidence of construct and invariance construct of MAP scales across grades at different academic calendars for 10 different states. Results show the consistency and reasonableness of interpretation of the MAP RIT scale across grades and academic calendar years for the different states.
