Abstract. A sharp embedding relation between local Hardy spaces and modulation spaces is given.
with p ≤ 1 and the local Hardy spaces h p of Goldberg [6] . Let 1 ≤ p ≤ ∞, and let p be the conjugate exponent of p (that is, 1/p + 1/p = 1). It is known that
(see, for example, [16, Proposition 1.7] ). In this paper, we shall give a similar embedding relation with L p replaced by h p , the local Hardy space. It should be pointed out that h 1 → L 1 and h p = L p if 1 < p < ∞, and thus we shall treat the case 0 < p ≤ 1. The following are our main results: Theorem 1.1. Let 0 < p ≤ 1, 0 < q ≤ ∞ and s ∈ R. Then M p,q s (R n ) → h p (R n ) if and only if either of the following conditions is satisfied : (a) p ≥ q and s ≥ 0; (b) p < q and s > n(1/p − 1/q). Theorem 1.2. Let 0 < p ≤ 1, 0 < q ≤ ∞ and s ∈ R. Then h p (R n ) → M p,q s (R n ) if and only if either of the following conditions is satisfied :
(c) p > q and s < −n(1/p + 1/q − 1); (d) p ≤ q and s ≤ −n(1/p + 1/q − 1).
In the case 0 < p ≤ 1 and p ≤ q ≤ ∞, Theorems 1.1 and 1.2 say that
and that these embeddings are in a sense optimal. Hence, for the embedding h p → M p,max{p,p } s to hold, the smoothness index s must be negative in the case 0 < p < 1, while we can take s = 0 in the case p ≥ 1. Here we understand that p = ∞ in the case 0 < p < 1. Theorem 1.2 also claims that h 1 (R n ) → M
1,q
−n/q (R n ) if 1 ≤ q ≤ ∞. This embedding should be compared with the fact that L 1 (R n ) → M 1,q −n/q (R n ) if 1 ≤ q < ∞ (see Remark 4.6).
It will be interesting to compare our result with the following result of Wang-Huang [19 is the Besov space. Let 0 < p ≤ 1. Firstly, since B p,p 0 (R n ) → h p (R n ), if p = q, then the right hand embedding of (1.1) improves the right hand embedding of (1.2). Secondly, if q ≥ 2, then h p (R n ) → B p,q 0 (R n ), and hence the right hand embedding of (1.2) covers the right hand embedding of (1.1). Thirdly, since B p,p 0 (R n ) → h p (R n ), the left hand embedding of (1.1) follows from the left hand embedding of (1.2) with p = q. These observations follow from the fact that the local Hardy space h p coincides with the TriebelLizorkin space F p,2 0 , and from the embedding relation between F p,q 0 and B p,q 0 (see [13] and [18, Chapter 2] 
The necessity of (a) and (d) of Theorems 1.1 and 1.2 can be derived from the necessary condition of [19] . The necessity of (b) and (c) does not seem to follow from the latter, however. We shall give an independent proof for the necessity of our condition in this paper.
Our paper is organized as follows: In Section 2, we give the definitions and basic properties of modulation and local Hardy spaces. Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2, respectively.
Preliminaries.
Let S(R n ) and S (R n ) be the Schwartz spaces of all rapidly decreasing smooth functions and tempered distributions, respectively. We define the Fourier transform Ff and the inverse Fourier transform
The notation A B stands for C −1 A ≤ B ≤ CA for some positive constant C.
We first recall the definition of modulation spaces. Let 0 < p, q ≤ ∞, s ∈ R, and let ϕ ∈ S(R n ) be such that
Then the modulation space M p,q
where [10] and Triebel [17] for more details on modulation spaces.
We next recall the local Hardy spaces of Goldberg [6] . Let 0 < p < ∞, and let Ψ ∈ S(R n ) be such that R n Ψ (x) dx = 0. Then the local Hardy space h p (R n ) consists of all f ∈ S (R n ) such that
, and the definition of h p (R n ) is independent of the choice of Ψ ([6, Theorem 1]). A function a on R n is said to be an h p -atom of type I if
where Q is a cube (that is, Q = x 0 + [−r, r] n for some x 0 ∈ R n and r > 0), |Q| is the Lebesgue measure of Q, and [n(1/p − 1)] is the integer part of n(1/p − 1). A function a on R n is also said to be an h p -atom of type II if
We simply say that a is an h p -atom if it is an h p -atom of type I or type II.
Note that there exists a constant C > 0 such that a h p ≤ C for all h p -atoms a ([6, Lemma 5] ). It is known that every f ∈ h p (R n ) can be written as a sum of h p -atoms:
where {a i } is a collection of h p -atoms and {λ i } is a sequence of complex numbers with ∞ i=1 |λ i | p < ∞, and moreover,
where the infimum is taken over all representations f =
We end this section by quoting the following facts which will be used later on.
3. Proof of Theorem 1.1. The following proposition seems to be known to many people, but we give a proof for the reader's convenience.
Proof. Let Ψ ∈ S with R n Ψ (x) dx = 1 and supp Ψ ⊂ {x ∈ R n : |x| ≤ 1}, and set ψ = Ψ . We first prove that
as t → 0 for all x ∈ R n . Hence,
To do this, we recall that, for a compact subset Ω of R n and 0 < r < p, there exists a constant C > 0 such that
for all f ∈ S satisfying supp f ⊂ Ω and x ∈ R n , where M is the HardyLittlewood maximal operator defined by 
On the other hand, since supp
Note that p/r > 1 and the Hardy-Littlewood maximal operator M is bounded on L p/r ([1, Theorem 2.5]). Therefore, it follows from (3.2) and (3.3) that
for all finitely supported sequences {c k } k∈Z n (that is, c k = 0 except for a finite number of k's).
Proof. Let η ∈ S \ {0} be such that supp η ⊂ [−1/2, 1/2] n . For a finitely supported sequence {c l } l∈Z n , we set
Let ϕ ∈ S be as in (2.1). Since
we see that
where M > n, and
for all N ≥ 1. Let N be an integer satisfying N > max{n/p + |s|, n/q + |s|}. Then, by (3.4) and (3.5),
Hence, since
On the other hand, as f ∈ S, we have f (x) = lim t→0 ψ(tD)f (x) for all x ∈ R n , where ψ ∈ S satisfies ψ(0) = 1. This implies
Since supp η(· − l) ⊂ l + [−1/2, 1/2] n for all l ∈ Z n , we see that
By our assumption M p,q s → h p and (3.6)-(3.8), we obtain
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. We first prove that M p,p → h p . Let ϕ ∈ S be as in (2.1). By Proposition 3.1,
for all finitely supported sequences {c k } k∈Z n . Setting c k = (1 + |k|) −s |d k | 1/p , we see that (3.9) is equivalent to (3.10)
for all finitely supported sequences {d k } k∈Z n . If we choose the sequence {d k } defined by d k = 1 when k = (N, 0, . . . , 0) and d k = 0 when k = (N, 0, . . . , 0), where N is a positive integer, then (3.10) implies (1 + N ) −sp ≤ C for all N ≥ 1. This means that necessarily s ≥ 0. In the case p ≥ q, we have nothing to prove any more, that is, we have condition (a). Assume that p < q. In the case p < q < ∞, since 1 < q/p < ∞, by (3.10) we have
where the supremum is taken over all finitely supported sequences {d k } k∈Z n such that {d k } q/p = 1. In the same way, we can prove {(1 + |k|) −sp } 1 ≤ C when q = ∞. Hence, p, q, s must satisfy sp(q/p) > n, that is, s > n(1/p − 1/q). Therefore, we have condition (b).
Proof of Theorem 1.2
Lemma 4.1. Let 0 < p ≤ 1 and 0 < q ≤ 2. Then there exists a constant C > 0 such that
Proof. Let Ψ ∈ S be such that supp Ψ ⊂ [−1, 1] n and | Ψ | ≥ c > 0 on [−2, 2] n (see the proof of Lemma 4.3 for the existence of such a function), and set ψ = Ψ and s = −n(1/p + 1/q − 1). In order to prove Lemma 4.1, we shall prove that there exists a constant C > 0 such that (4.1)
Before proving (4.1), we shall see that (4.1) implies Lemma 4.1. If a is an h p -atom of type I (resp. type II) and ε > 0 is sufficiently small, then
is also an h p -atom of type I (resp. type II), where ∈ S satisfies R n (x) dx = 1 and supp is compact, and we have used the notation ε (x) = ε −n (x/ε). Thus, (4.1) gives
for all sufficiently small ε > 0. Let ϕ ∈ S be as in (2.1). Since |ψ| ≥ c > 0 on [−2, 2] n and ε * a ∈ S ⊂ M p,q s for all ε > 0, by Lemma 2.1 we have
for all ε > 0. Note that ε * a → a in S as ε → 0, and consequently
3) and Fatou's lemma, we see that
and this is the desired result. Let us prove (4.1). By the translation invariance of the quasi-norm · L p , we may assume that a is an h p -atom with Q = [−r, r] n . If a is an h p -atom
and Hölder's inequality gives
We first consider the case that a is an h p -atom of type I with Q = [−r, r] n , and note that r < 1/2. We split
We write N = [n(1/p − 1)]. By (2.3) and Taylor's formula,
Hence, from (4.4),
This implies (4.7)
where we have used the fact that {N + 1 − n(1/p − 1)}q > 0. On the other hand, since a ∈ L 2 and M 2,2 = L 2 , by Lemma 2.1, (2.2) and (4.5) we have
where 1/(2/q) + 1/u = 1 and where we have used the fact that n(1/p + 1/q − 1)qu > n. Combining (4.7) and (4.8), we obtain (4.1) in the case that a is an h p -atom of type I with Q = [−r, r] n . We next consider the case where a is an h p -atom of type II with Q = [−r, r] n , and note that r ≥ 1/2. In the same way as in (4.8), by (2.4) and (4.5) we have
Proof. By the same reason as in the proof of Lemma 4.1, it is enough to prove that there exists a constant C > 0 such that
for all h p -atoms a, where Ψ ∈ S is as in the proof of Lemma 4.1, and we may assume that the cube Q corresponding to the atom a is centered at the origin.
We first consider the case where a is an h p -atom of type I with Q = [−r, r] n , and note that r < 1/2. By (2.2), (4.4) and Hölder's inequality,
We write N = [n(1/p − 1)], and note that N + 1 − n(1/p − 1) > 0. Then it follows from (4.6) and (4.9) that
We next consider the case where a is an h p -atom of type II with Q = [−r, r] n , and note that r ≥ 1/2. From (2.4) and (4.5),
Hence,
Lemma 4.3. Let ε > 0, and let N be a non-negative integer. Then there exists a function a ∈ S(R n ) such that
Proof. Our proof is based on the argument of [5, Theorem 2.6] . Let ϕ ∈ S be such that supp ϕ ⊂ [−1, 1] n and ϕ(0) = 0. We may assume that ε > 0 is sufficiently small. For ε > 0, we set ϕ ε (x) = ε −n ϕ(x/ε), and note that supp ϕ ε ⊂ [−ε, ε] n . Since ϕ ε (ξ) = ϕ(εξ) and there exists δ > 0 such that | ϕ(ξ)| ≥ | ϕ(0)|/2 for all |ξ| ≤ δ, we see that if ε < δ/2 then | ϕ ε (ξ)| ≥ | ϕ(0)|/2 > 0 for all |ξ| ≤ 2. Hence, there exists ψ ∈ S such that supp ψ ⊂ [−ε, ε] n and | ψ(ξ)| ≥ c > 0 for all |ξ| ≤ 2. For such a function ψ ∈ S and a positive integer M satisfying M > N/2, we set η = (−∆) M ψ, where ∆ = n j=1 ∂ 2 /∂x 2 j . Then we can check that η ∈ S satisfies supp η ⊂ [−ε, ε] n , | η(ξ)| ≥ c > 0 for all 1/2 ≤ |ξ| ≤ 2 and R n x α η(x) dx = 0 for all |α| ≤ N . Therefore, a = η/ η L ∞ satisfies the desired conditions.
In the proof of the following lemma, we use the fact that there exists Ψ ∈ S(R n ) such that (4.10)
and so Ψ (x − y) = 1. Hence,
Moreover, using | a(ξ)| ≥ c > 0 for all 1/2 ≤ |ξ| ≤ 2, we obtain
for all {c k } k∈Z n \{0} ∈ p , where we have used the limit argument. If we choose the sequence {c k } k∈Z n \{0} defined by c k = 1 when |k| ≤ N and c k = 0 when |k| > N , where N is a positive integer satisfying N ≥ 2, then (4.16) implies Therefore, p, q, n must satisfy n(2/p − 1) + s + n/q ≤ n/p, that is, s ≤ −n(1/p + 1/q − 1). In the case p ≤ q, we have nothing to prove any more, that is, we have (d). Let p > q, and assume that s ≥ −n(1/p + 1/q − 1). We can take ε > 0 such that (1 + ε)q/p < 1. We define {c k } k∈Z n \{0} by
where N is a sufficiently large integer. Note that {|k| −n/r (log |k|) −α/r } |k|≥N ∈ r if α > 1, and {|k| −n/r (log |k|) −α/r } |k|≥N / ∈ r if α ≤ 1 (see, for example, [15, Remark 4.3] ). Thus, However, (4.17) and (4.18) contradict (4.16). Consequently, p, q, s must satisfy s < −n(1/p + 1/q − 1), that is, we have (c).
We end this paper by giving the following remark which we already mentioned in the Introduction. 
