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Abstract : This article is the third one of the series [5]-[6] on Hitchin-Frenkel-Ngô fibration and
Vinberg semigroup. Ngô [42] proved the fundamental lemma for Lie algebras in equal characteristics
as a consequence of geometric stabilization. This article shows the geometric stabilization in the
group case which was conjectured by Frenkel and Ngô [20]. Along the proof, we establish an identity
between orbital integrals, which is analog to Langlands-Shelstad fundamental lemma. From this
equality, we deduce a formula for Langlands-Shelstad transfer factors which was previously only
known for Lie algebras.
Résumé : Cet article est le troisième de la série [5]-[6] sur la fibration de Hitchin-Frenkel-Ngô
et le semigroupe de Vinberg. Ngô [42] a démontré le lemme fondamental pour les algèbres de Lie
en égales caractéristiques comme conséquence de la stabilisation géométrique. Cet article s’attache
à démontrer la stabilisation géométrique dans le cas des groupes qui a été conjecturé par Frenkel
et Ngô [20]. Il permet également d’en déduire une identité entre intégrales orbitales analogue au
lemme fondamental de Langlands-Shelstad pour l’algèbre de Hecke. Cette identité nous permet en
particulier d’obtenir une formule pour les facteurs de transfert pour les groupes, connue auparavant
que pour les algèbres de Lie.
1
Introduction
0.1. La fibration de Hitchin-Frenkel-Ngô. Cette fibration est l’outil de base pour entreprendre
une étude géométrique des intégrales orbitales pour les groupes. Elle a été introduite par Frenkel
et Ngô dans [20].
Soit k un corps algébriquement clos ou fini. Soit X une courbe projective lisse géométriquement
connexe, F son corps de fonctions. Pour cette introduction, on considère G semisimple, simplement
connexe et déployé sur k. Soit (B, T ) une paire de Borel. On note X∗(T ) le réseau des cocaractères
et X∗(T )+ le cône des cocaractères dominants. On considère χ : G → T/W , le morphisme issu
du théorème de Chevalley [51, Thm. 6.1], dit polynôme caractéristique. Comme G est simplement
connexe c’est un espace affine de dimension r dont les coordonnées sont les χi := Tr(ρρωi ) avec ρωi
la représentation irréductible de plus haut poids ωi. On se donne une somme formelle sur les points
fermés λ =
∑
x∈X
λx[x] avec les λx ∈ X∗(T )+ nuls presque partout. Posons S = supp(λ) := {x ∈
X | λx 6= 0}. Partant de telles données, on peut construire la fibration de Hitchin-Frenkel-Ngô :
f :Mλ → Aλ.
L’espace total Mλ classifie les paires (E, φ) constituées d’un G-torseur E sur X et d’un automor-
phisme de E en dehors de S, avec des pôles bornés par λs en chaque point s ∈ S. La base de Hitchin
Aλ est l’espace affine classifiant les polynômes caractéristiques des sections φ ; quant à la flèche f ,
elle est donnée par le polynôme caractéristique de la section φ. On a la description adélique suivante
de la fibration :
Mλ(k) := G(F )\{(γ, (gx)) ∈ G(F )×G(A)/G(OA)| g−1x γgx ∈ G(Ox)π
λ
xG(Ox)},
où G(F ) agit par h.(γ, (gx)) = ((hγh−1, (hgx))). La base de Hitchin admet la description suivante :
Aλ(k) = {(a1, . . . , ar) ∈ F r| ∀ x, ai ∈ π
−〈ωi,−w0λ〉
x Ox}.
Enfin, la flèche f revient à considérer le r-uplet (χi(γ))1≤i≤r .
0.2. La stratégie de Ngô. Partant de la fibration de Hitchin usuelle fD :MD → AD, où D est
un diviseur sur la courbe, Ngô montre qu’il existe un certain ouvert AaniD , dit anisotrope, au-dessus
duquel la fibration faniD : M
ani
D → A
ani
D est propre. Comme de surcroît, l’espace source est lisse,
nous savons par Deligne et Beilinson-Bernstein-Deligne-Gabber que le complexe faniD,∗Ql est pur et
semisimple. Tout le jeu est alors d’étudier les supports des faisceaux pervers qui interviennent dans
cette décomposition.
Au groupe G, Langlands [35] et Kottwitz [32] associent une certaine famille de groupes que
l’on appelle des groupes endoscopiques. A chaque groupe endoscopique H , la base AaniD,H s’identifie
à un sous-schéma fermé de AaniD . On note νH : A
ani
D,H → A
ani
D l’immersion fermée. De plus, sur
le complexe faniD,∗Ql, nous avons une action naturelle d’un groupe fini π0(P ), qui nous permet de
définir pour chaque caractère κ : π0(P ) → Ql, une composante κ-isotypique (f
ani
D,∗Ql)κ. Si κ = 1,
on note (faniD,∗Ql)st, cette composante et on l’appelle la composante stable. Pour chaque κ, on
a un ensemble fini Sκ, canoniquement associé, constitué de groupes endoscopiques et l’énoncé de
stabilisation géométrique de Ngô [42, Thm.6.4.1] établit qu’au-dessus de Aaniλ , on a un isomorphisme
de complexes sur k¯, avec un certain décalage :
(faniD,∗Ql)κ[2r](r) =
⊕
H∈Sκ
νH,∗(f
H,ani
D,∗ Ql)st.
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0.3. Le théorème principal. Dans le cas qui nous occupe, nous disposons également d’un ouvert
anisotrope Aaniλ au-dessus duquel la fibration f
ani : M
ani
λ → A
ani
λ est propre. Néanmoins, en
général, l’espace total M
ani
λ n’est pas lisse et donc f
ani
∗ Ql n’a pas de raison apparente d’être pur.
On remplace donc le faisceau constant par le complexe d’intersection IC
M
ani
λ
et l’on s’interroge
sur les supports qui interviennent dans fani∗ ICManiλ
. Pour obtenir un tel énoncé pour la fibration
de Hitchin-Frenkel-Ngô, nous avons d’abord besoin de contrôler le complexe d’intersection. On
considère alors un ouvert A♭λ ⊂ Aλ et si de plus, k est fini, on démontre dans [6] un énoncé de
transversalité dont un des corollaires est l’identité suivante :
∀ a ∈ Aani,♭λ (k),Tr(Fra, (f
ani
∗ ICManiλ
)a) = SOa(φλ).
où SOa désigne l’intégrale orbitale stable, avec φλ :=
⊗
x∈X
φλx , où les fonctions φλx sont les fonctions
de Kazhdan-Lusztig de l’algèbre de Hecke sphérique en x HG,x. Ce théorème nous permet en
particulier de relier le complexe d’intersection de M
♭
λ avec la grassmannienne affine et l’ouvert
considéré est suffisamment gros pour des applications locales. On se place alors sur l’ouvert Aani,♭λ .
Pour simplifier les notations, on note ICλ := ICM♭λ
, f := fani,♭ et pour les groupes endoscopiques
on ajoute un exposant « H ». Le théorème principal est le suivant :
Théorème 0.1. Soit G un groupe connexe réductif déployé tel que Gder est simplement connexe. On
suppose que la caractéristique de k est première à l’ordre du groupe de Weyl W et que l’endoscopie
est déployée. Alors nous avons un isomorphisme de complexes purs et semisimples sur k¯ :
(f∗ICλ)κ = νH,∗(f
H
∗ Sη∗λ,H)st,
où Sη∗λ,H est un faisceau pervers pur, obtenu par l’équivalence de Satake géométrique à l’aide du
morphisme η : HG → HH au niveau des algèbres de Hecke sphériques (cf. section 11.8).
Nous nous sommes placés sous les mêmes hypothèses que Chaudouard-Laumon [11], cela a l’avan-
tage d’alléger et de simplifier la présentation ; dans ce cas l’ensemble Sκ est réduit à un singleton.
Pour étendre les résultats au cas quasi-déployé, la différence notable est que l’on a besoin de choisir
un relèvement de la flèche ηˆ : Hˆ → Gˆ aux duaux de Langlands Lη : LH → LG et qu’il n’y a pas de
choix canonique. Cet énoncé a été en partie conjecturé par Frenkel et Ngô [20, Conj. 4.2] dans le
cadre de leur programme sur la géométrisation de la formule des traces. Il doit être une première
pierre pour établir de nouveaux cas de la fonctorialité.
Pour établir un tel énoncé, on commence par établir un théorème de support, puis il nous suffit
ensuite de compter les points, c’est lors de ce comptage qu’apparaît une identité similaire au lemme
fondamental de Langlands-Shelstad.
0.4. Une identité entre intégrales orbitales. On suppose k fini, O = k[[t]], F son corps de
fractions. On garde les hypothèses du théorème 0.1 et on pose K = G(O). On dispose de l’algèbre
de Hecke sphérique HG constituée des fonctions à support compact K-invariantes à droite et à
gauche, munie du produit de convolution. D’après Kazhdan-Lusztig, elle admet une base naturelle
formée par les fonctions φλ qui correspondent par le dictionnaire faisceaux-fonctions au complexe
d’intersection des strates KtλK/K, pour un cocaractère dominant λ ∈ X∗(T )+. Soit κ une donnée
endoscopique de G (cf. Déf.8.11), H le groupe endoscopique correspondant. Soit HH l’algèbre de
Hecke pour H , par l’isomorphisme de Satake, on a un morphisme naturel
b : HG → HH
dit de changement de base. Le théorème est alors le suivant :
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Théorème 0.2. Soit un cocaractère dominant λ ∈ X∗(T )+, on a l’égalité :
(−1)val(DH(aH))∆H(aH)SOaH (b(φλ)) = (−1)
val(DG(a))∆G(a)O
κ
a(φλ)
associées aux classes de conjugaison fortement régulières semisimples a et aH de G(F ) et H(F )
qui se correspondent, avec ∆(a) = q−
val(DG(a))
2 , ∆H(aH) = q
−
val(DH (aH ))
2 et DG, DH les fonctions
discriminants de G et H.
0.5. Les facteurs de transfert. Expliquons le lien avec le lemme fondamental de Langlands-
Shelstad. Il a été démontré par Ngô [42] et Waldspurger [54] (sans restriction aucune) et établit
l’égalité suivante :
SOγH (φ
H
λ ) = ∆(γH , γ)O
κ
γ(φλ)
avec des classes de conjugaison fortement régulières semisimples γ, γH dans G(F ) et H(F ) qui se
correspondent et ∆(γH , γ) est le facteur de transfert de Langlands-Shelstad [36]. Il s’écrit comme
une certaine puissance de q bien connue, multipliée par un signe compliqué. Ce facteur de transfert
prend en compte le fait que la κ-intégrale orbitale dépend du choix de γ dans sa classe de conjugaison
stable. Dans le cas des algèbres de Lie, on sait d’après Kottwitz [30] qu’en prenant la section de
Kostant [29], le signe est égal à un. En revanche, dans le cas des groupes, cela n’est pas connu. On
note ǫ : T/W → G la section de Steinberg [51, Thm 8.1]. On conserve les hypothèses du théorème
0.1, la conjonction du théorème 0.2 et du lemme fondamental de Langlands-Shelstad nous donne
alors l’identité suivante :
Théorème 0.3. Soit γ et γH des classes de conjugaison comme ci-dessus. Posons a = χ(γ) (resp.
aH = χH(γH)) le polynôme caractéristique de γ (resp. γH) et γ0 = ǫ(a) ∈ G(F ) ;
∆(γH , γ0) = (−1)val(DG(a))−val(DH(aH)).
Cet égalité corrige et précise une question de Ngô [44, sect. 2.2]. On devrait pouvoir également
la prouver directement en reprenant les formules de Langlands-Shelstad [36].
0.6. Ce qui diffère des algèbres de Lie. Pour la fibration de Hitchin-Frenkel-Ngô, les premières
originalités concernent l’action d’un champ de Picard et l’étude du complexe d’intersection de
l’espace total lesquelles ont été étudiées dans [5] et [6]. A ces premières difficultés s’ajoutent celles
du présent article dont nous mentionnons les principales.
Tout d’abord pour établir un théorème du support, nous devons généraliser l’énoncé de Ngô [42,
sect. 7] au cas d’un espace source singulier où l’on remplace le faisceau constant par le complexe
d’intersection. Pour ce faire, nous introduisons une forme faible de résolution des singularités qui,
combinée au théorème de transversalité établi dans [6], nous permet de démontrer un tel énoncé.
Cette forme faible de résolution des singularités contient la cohomologie d’intersection comme fac-
teur direct et nous permet d’appliquer des résultats de dégénérescence des suites spectrales. Un
autre outil pour pouvoir appliquer cet énoncé abstrait du théorème du support est la stratifica-
tion à δ constant. Cette stratification doit vérifier des inégalités de codimension, connues grâce à
Goresky-Kottwitz-McPherson [22] pour les algèbres de Lie, mais pas dans le cas des groupes.
De plus, pour établir une stabilisation géométrique, il est nécessaire d’obtenir des résultats pour
un groupe connexe réductif général. Néanmoins, la fibration ne se comporte bien que pour les
groupes connexes réductifs à groupe dérivé simplement connexe. En effet, dans le cas général, la
fibration n’admet pas de champ de Picard, pas de section, la base de Hitchin est singulière et nous
n’avons pas de stratification à δ constant. En particulier, certaines fibres de Hitchin peuvent être
vides.
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D’ordinaire, en considérant des z-extensions, au niveau des fonctions, on peut se ramener au cas
où Gder simplement connexe, néanmoins du point de vue de la géométrie, cela ne fonctionne pas et
la base de Hitchin pour une z-extension G′ de G n’est même pas surjective sur la base de Hitchin
de G. On commence donc par montrer qu’en se restreignant au-dessus de l’ouvert anisotrope, la
fibration de Hitchin-Frenkel-Ngô devient surjective et nous construisons une « fibration de Hitchin
augmentée » qui, si G est semisimple, est une interpolation entre G et son revêtement simplement
connexe. Sur cette fibration, on montre alors que nous avons l’action d’un champ de Picard et une
stratification à δ constant avec les bonnes dimensions qui nous permettent d’étendre les résultats
pour un groupe quelconque.
Enfin, l’identité obtenue entre ces intégrales orbitales nous permet d’en déduire une formule pour
les facteurs de transfert qui n’était pas connue dans le cas des groupes et simplifie la stabilisation
de la formule des traces dans le cas où Gder est simplement connexe avec une endoscopie déployée.
Passons en revue l’organisation de l’article. Les quatre premiers chapitres rappellent les résultats
établis dans [5] et [6]. On commence par étudier le semi-groupe de Vinberg et le quotient adjoint.
Dans le chapitre suivant, on introduit la fibration de Hitchin-Frenkel-Ngô munie de l’action d’un
champ de Picard. Dans les chapitres trois et quatre, on énonce le théorème de transversalité qui
identifie le complexe d’intersection de Mλ au-dessus de A♭λ et nous rappelons les résultats de
dimension sur les fibres de Springer affines pour les goupes, ainsi que l’analyse locale des symétries
d’icelles.
Le cinquième chapitre étudie l’action du champ de Picard sur la fibration de Hitchin et passe en
revue un certain nombre de propriétés générales de la fibration de Hitchin. On commence par intro-
duire le revêtement caméral et étudions comment le centralisateur régulier s’exprime en fonction de
ce revêtement. Par la suite, nous prouvons qu’en considérant le modèle de Néron du centralisateur
régulier, cela nous mène naturellement à un dévissage du champ de Picard en une partie affine et
une partie abélienne. En un sens, les singularités des fibres de Hitchin sont contenues dans la partie
affine, dont la taille sera un invariant incontournable pour stratifier la base de Hitchin. On calcule
également la dimension de la base ainsi que celle du champ de Picard et établissons la densité de
l’ouvert régulier en utilisant une formule du produit analogue à celle de Ngô [42, sect. 4.15].
Le sixième chapitre introduit une stratification par des invariants monodromiques qui nous per-
met d’en déduire une description explicite du groupe des composantes connexes du champ de Picard,
qui contrôle la cohomologie ordinaire de degré maximal des fibres de Hitchin, indispensable dans la
suite pour le théorème du support. Cette partie est sans doute la plus proche des énoncés de Ngô.
Le septième chapitre est intimement lié au chapitre précédent. Il s’agit d’étudier la codimension
des strates à δ constant. On étudie alors une stratification plus fine, inspirée de Goresky-Kottwitz-
McPherson [22], par les valuations radicielles. Elle nous permet d’obtenir l’énoncé de codimension
quitte à ce que l’invariant δ soit suffisamment petit par rapport à λ. Il est à noter qu’en carac-
téristique zéro pour les algèbres de Lie, on arrive à obtenir un résultat optimal, à savoir que la
codimension est précisément δ. En revanche, dans notre cas, même en caractéristique nulle, nous
avons besoin de l’hypothèse que λ soit grand devant δ.
Le huitième chapitre s’attelle à l’étude du lieu anisotrope ; on démontre la propreté de la fibra-
tion de Hitchin au-dessus de Aaniλ et expliquons comment apparaissent les groupes endoscopiques.
Cela nous permet de formuler un énoncé cohomologique sur les supports qui interviennent dans
la décomposition en faisceaux pervers irréductibles du complexe pur fani∗ (ICMλ). Essentiellement,
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sous certaines conditions techniques, on montre que ces supports correspondent aux strates issues
des groupes endoscopiques. On démontre ce théorème dans le chapitre onze.
Le neuvième chapitre étend tous les résultats nécessaires pour un groupe qui n’est pas nécessai-
rement à groupe dérivé simplement connexe. Il est à noter que la fibration de Hitchin-Frenkel-Ngô,
dans ce degré de généralité, est plutôt incommode. Un exemple est que l’on ne dispose ni de sections,
ni de champ de Picard qui agit. On introduit donc une fibration augmentée qui est finie surjective
au-dessus d’elle et qui elle, admet les propriétés escomptées.
Le dixième chapitre est consacré à la construction de ce que nous appelons une présentation
géométrique du complexe d’intersection deM
♭
λ. Il consiste en un espace qui remplace avantageuse-
ment une résolution des singularités, qui contient dans sa cohomologie, la cohomologie du complexe
d’intersection comme facteur direct et qui nous sera utile pour formuler le théorème du support
dans un contexte singulier. Il s’obtient par changement de base d’une résolution des singularités
d’un certain champ de Hecke augmenté H
par
λ . Le changement de base propre ainsi que le théorème
de transversalité nous assureront que le complexe d’intersection IC
M
♭
λ
apparaît bien comme facteur
direct de la cohomologie de la présentation géométrique.
Le onzième chapitre démontre un énoncé abstrait pour une fibration f : M → S lorsque M est
singulier, muni d’une action d’un schéma en groupes commutatif lisse g : P → S, pour le faisceau
f∗ICM . Il généralise l’énoncé de Ngô dans un contexte singulier. La preuve du théorème abstrait
diffère de Ngô à deux endroits, l’argument de dualité de Goresky-McPherson et la liberté ponctuelle
de la cohomologie des fibres sur l’algèbre de Pontryagin du module de Tate du champ de Picard Pa
pour a ∈ A♭λ. L’argument de dualité s’étend pour peu qu’on ajoute des inégalités sur la dimension
des strates tandis que la liberté ponctuelle s’obtient en utilisant la présentation géométrique. On
applique ensuite ce théorème à la fibration de Hitchin pour en déduire le théorème de détermination
des supports 8.17.
Le dernier chapitre se consacre au comptage. On compte les points des fibres de Springer affines
et des fibres de Hitchin et on les relie aux intégrales orbitales. On démontre dans ce chapitre les
énoncés clés 0.1, 0.2.
Je remercie sincèrement Ngô Bao Châu et Gérard Laumon pour l’aide qu’ils m’ont apporté
tout au long de ce travail. Je remercie Jean-Loup Waldspurger pour m’avoir signalé une erreur sur
les facteurs de transfert dans une version antérieure de ce papier. Je remercie également Yakov
Varshavsky pour les discussions que nous avons eu ainsi que Raphaël Beuzart-Plessis pour son utile
remarque sur les facteurs de transfert. Enfin, ce travail a été réalisé en partie lors de mon séjour au
MSRI à l’automne 2014 et à l’Université Hébraïque de Jerusalem, je leur exprime ma reconnaissance
pour les conditions de travail fort agréables qu’ils ont pu me fournir.
1. Le semi-groupe de Vinberg
1.1. Le quotient adjoint et le centralisateur régulier. Dans cette section on rappelle les
résultats établis dans [5] et [6], on commence par le semi-groupe de Vinberg.
Soit k un corps. On considère un groupe connexe réductif G tel que Gder soit simplement connexe,
déployé sur k. Soit (B, T ) une paire de Borel de G, R l’ensemble des racines,∆ l’ensemble des racines
simples, r le rang semisimple de G et W le groupe de Weyl. On note X∗(T ) (resp. X∗(T )) le réseau
des cocaractères (resp. caractères). Enfin, on note d’un exposant « + » les cocaractères dominants
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(resp. caractères dominants). On commence par construire le semi-groupe de Vinberg VG sur k.
Choisissons une base ω′1, . . . , ω
′
l du réseau des caractères :
χ : T → Gm
tels que
∀ α ∈ ∆ = {α1, . . . , αr}, 〈χ, αˇ〉 = 0.
Chaque ω′i : T → Gm, 1 ≤ i ≤ l, se prolonge de manière unique en un caractère :
ω′i : G→ Gm.
Pour tout indice i, 1 ≤ i ≤ l, notons Vω′i l’espace vectoriel de dimension un sur lequel G agit par
ω′i : G→ Gm. L’ensemble des poids dominants est stable par translation par les éléments du réseau
Zω′1+· · ·+Zω
′
l. Le quotient par ce réseau est un cône saturé non dégénéré deX
∗(T )/(Zω′1+· · ·+Zω
′
l),
engendré par ω¯1, . . . , ω¯r que l’on relève en une famille de caractères ω1, . . . , ωr de T .
Soit (ρωi , Vωi) la représentation irréductible de plus haut poids ωi. ConsidéronsG+ := (T×G)/ZG
où ZG se plonge par λ→ (λ, λ−1) et T+ = (T × T )/ZG. On a une immersion :
G+ →
r∏
i=1
End(Vωi)×
l∏
i=1
Aut(Vω′i)×
r∏
i=1
Aαi
(t, g) 7→ (ωi(t)ρωi(g), ω
′
i(tg), αi(t)).
Ici on pose, HG :=
r∏
i=1
End(Vωi)×
l∏
i=1
Aut(Vω′i)×
r∏
i=1
A1αi et H
0
G sera la même chose où l’on enlève
{0} dans chaque End(Vωi). On note alors VG (resp V
0
G) la normalisation de l’adhérence de G+ dans
HG (resp. H0G) et VT l’adhérence de T+ dans VG, lequel est normal par [9, Cor. 6.2.14]. On a un
théorème analogue à celui de Chevalley [5, Prop. 1.3] :
Théorème 1.1. L’application de restriction φ : k[VG]G → k[VT ]W est un isomorphisme de k-
algèbres. De plus, VT /W est le produit d’un espace affine de dimension 2r avec un tore de dimension
l, dont les coordonnées sont données par les ω′i, (αi, 0), χi = (ωi,Tr(ρωi)).
On en déduit alors un morphisme
χ+ : VG → C+ := VT /W .
Nous avons également une flèche χ : G → T/W = Glm × A
r, issue du théorème de Chevalley
[51, Th.6.1]. Steinberg a construit une section à cette flèche de la manière suivante ; on commence
par supposer que G est semisimple simplement connexe, dans ce cas T/W = Ar. Pour un r-uplet
(a1, . . . , ar) ∈ T/W := Ar, on définit :
ǫ(a1, .., ar) :=
r∏
i=1
xαi(ai)ni,
où les xαi(ai) sont des éléments du groupe radiciel Uαi et les ni sont des éléments du normalisateur
NG(T ) représentant les réflexions simples sαi de W .
Ainsi, ǫ(a) ∈
r∏
i=1
Uini et en utilisant les relations de commutation on a que :
r∏
i=1
Uini = Uww
où w = s1s2...sr et Uw = U ∩wU−w−1.
Voyons comment on l’étend au cas réductif. Soit Tder = T ∩ Gder. Soit S un sous-tore de T de
telle sorte que T = S × Tder, alors G = S ⋉Gder. La flèche de Steinberg est donnée par :
χ : G→ S × Ar,
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où Ar est la partie correspondant au quotient adjoint de Gder. Soit Greg := {(g, γ) ∈ G×G| gγg−1 =
γ}. Nous avons alors le théorème suivant [51, Th. 8.1] et [13, Prop. 2.5] :
Proposition 1.2. Soit ǫGder la section de Steinberg pour Gder. On pose alors ǫG : S × A
r → G
donnée par
ǫG(s, a) = sǫGder(a).
Alors ǫG est une section à χ et tombe dans G
reg, à un automorphisme de S × Ar près.
On considère maintenant le schéma en groupes des centralisateurs :
I := {(g, γ) ∈ G× VG| g−1γg = γ}.
Voyons comment on construit une section pour le semigroupe de Vinberg VG. Soit la flèche φ :
T → T+, t → (t, t−1). L’image T∆, le tore antidiagonal est isomorphe à T ad := T/ZG, et on a un
isomorphisme canonique donné par :
α• : T∆ → G
r
m.
Soit alors ψ l’isomorphisme inverse, nous opterons pour la notation indiciaire. Ainsi pour b ∈ Grm,
on a :
∀ 1 ≤ i ≤ r, αi(ψb) = bi et ψb ∈ T∆.
On définit ǫ+ : Grm × (G
l
m × A
r)→ G+ par :
ǫ+(b, a) = ǫG(a)ψb.
Dans la suite, on pose Q+ := QT∆ où Q := ǫG(T/W ). On obtient alors le théorème de structure
suivant tiré de [5, Thm.0.2-0.3] :
Théorème 1.3. Soit V regG := {γ ∈ VG | dim Ig = r}. La section ǫ+ se prolonge en un morphisme
ǫ+ : C+ → V
reg
G . De plus, le morphisme χ
reg
+ est lisse et ses fibres géométriques sont une union
disjointe de G-orbites. Enfin, il existe un unique schéma en groupes commutatifs J , lisse sur C+ et
muni d’un morphisme χ∗+J → I, qui est un isomorphisme sur V
reg
G .
Remarque :
(i) Il est à noter que la section ǫ+ prolongée au semigroupe de Vinberg dépend fortement
de l’ordre des facteurs Uini. En effet, un ordre différent amène à des sections qui ne sont
plus nécessairement conjuguées, comme on peut le voir au point au point (0, 0) ∈ C+. Ceci
explique le fait que les fibres géométriques de χ+ ne sont pas connexes en général.
(ii) Dans [5], la preuve est faite dans le cas semisimple mais s’étend telle quelle au cas réductif.
On dispose également d’un morphisme, dit d’abélianisation :
α : VG → AG := Glm × A
r
donné par (t, g) 7→ ((ωi′ (tg))1≤i′≤l, (αi(t))1≤i≤r).
A la suite de Donagi-Gaitsgory [18] et Ngô [42, sect. 2.4], nous avons une description galoisienne
du centralisateur régulier. On suppose de plus la caractéristique du corps k est première à l’ordre
de W . On a un morphisme fini plat W -équivariant :
θ : VT → C+
ramifié le long du diviseur D =
⋃
α∈R
Ker(α), où Ker(α) désigne l’adhérence dans VT de Ker(α)
avec α une racine. On note Crs+ le complémentaire de ce diviseur, que l’on appelle le lieu régulier
semisimple et V rsT l’ouvert de VT correspondant. Considérons le schéma :
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Ω :=
∏
VT /C+
(T × VT ).
Pour tout S-schéma sur C+, les S-points de Ω sont donnés par :
Ω(S) = HomVT (S ×C+ VT , T × VT ) = θ∗(T × VT ).
Le morphisme θ : VT → C+ étant fini plat, nous obtenons que Ω est représentable. C’est un schéma
en groupes commutatifs, lisse de dimension r |W | et au-dessus de l’ouvert régulier semi-simple, θ
étant fini étale, Ω restreint à cet ouvert est un tore. L’action diagonale de W sur T ×VT induit une
action sur Ω. On considère alors :
(1) J1 = ΩW = (
∏
VT /C+
(T × VT ))
W
Comme la caractéristique du corps est première avec l’ordre de W , J1 est un schéma en groupes
lisse sur C+. Nous allons avoir besoin de considérer un sous-schéma ouvert de J1.
Définition 1.4. Soit J˜ le sous-foncteur de J1 qui à tout C+-schéma S, associe le sous-ensemble
J˜(S) de J1(S) des morphismes W -équivariants :
f : S ×C+ VT → T
tel que pour tout point géométrique x de S ×C+ VT stable sous une involution sα(x) = x attachée à
une racine α, on a α(f(x)) 6= −1.
Les deux résultats suivants sont tirés de [6, Lem. 11, Prop.12]
Lemme 1.5. Le foncteur J˜ est représentable par un sous-schéma ouvert affine de J1. De plus, on
a les inclusions J0 ⊂ J˜ ⊂ J1 et au-dessus de Crs+ ce sont des isomorphismes.
Proposition 1.6. Le morphisme J → J1 se factorise via J˜ et induit un isomorphisme entre J et
J˜ .
1.2. Le cas d’un groupe connexe réductif. Nous étendons dans cette section les propriétés
établies pour un groupe G tel que Gder est simplement connexe à un groupe connexe réductif
quelconque. La différence notable est que dans ce cas, il n’y a ni section, ni centralisateur régulier.
Enfin, la flèche Greg → T/W n’est même pas plate.
Soit G connexe réductif déployé sur k. On suppose que la caractéristique est première à l’ordre de
π1(G), ce qui est toujours le cas si car(k)∧|W | = 1. Soit G˜ un groupe connexe réductif tel que G˜der
est simplement connexe, muni d’une flèche λ : G˜→ G, finie étale de groupe de Galois abélien Γ, par
hypothèse sur la caractéristique. On peut prendre par exemple, le revêtement simplement connexe
de Gder que l’on multiplie par le centre. On note pour cette raison le morphisme de Steinberg pour
G˜,
χsc : G˜→ Csc+
On définit le semi-groupe de Vinberg de G par VG := VG˜//Γ. Ici, la double barre désigne le quotient
au sens des invariants. On a de plus une action de Γ sur l’espace affine Csc+ , on considère alors
C+ := Spec(k[C
sc
+ ]
Γ) et la flèche χsc+ passe au quotient. On désigne toujours par G+ := (T ×G)/ZG
le groupe des unités de VG. Nous avons une flèche finie et surjective VG˜ → VG, on note alors V
reg
G
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l’ouvert image de V reg
G˜
par cette application. Nous obtenons le diagramme commutatif :
VG˜
//
χsc+

VG
χ+

Csc+
// C+
.
Définition 1.7. Si Gder n’est pas simplement connexe, on considère V
f−rs
G le lieu fortement régulier
semisimple, i.e. le lieu où le centralisateur est un tore maximal.
Posons Cf−rs+ := χ+(V
f−rs
G ). On a le lemme suivant :
Lemme 1.8. Le lieu fortement régulier semisimple Cf−rs+ est un ouvert non vide lisse de C+.
Démonstration. C’est la même preuve que [46, Lem. 5.1]. 
Si Gder est simplement connexe, on pose
V f−rsG := p
−1(V f−rsGad ),
avec p : VG → VGad .
Nous terminons par une description du morphisme d’abélianisation dans le cas G semisimple et
une étude du discriminant.
α : VG → AG.
Nous avons le théorème suivant d’après [53, Thm. 3-5] et [49, Thm. 17] :
Proposition 1.9. Soit G semisimple, alors l’abélianisé AG = Z+/ZG est isomorphe à Ar =
r∏
i=1
A1αi
comme Tad-variété torique. En particulier, nous avons AG = AGad .
Remarque : Si G est réductif, on ajoute un tore central.
Corollaire 1.10. L’espace caractéristique C+ s’identifie au produit AG × C où C = T/W .
Démonstration. Si G est tel que Gder est simplement connexe, cela résulte de la proposition 1.1.
Pour un groupe G général, soit un groupe G′ tel que G′der est simplement connexe et un sous-groupe
fini central groupe Γ de G′ tel que G′/Γ = G. Nous avons en particulier une action de Γ sur C+,G′
tel que :
C+,G′//Γ = C+,G
De plus, il résulte de la proposition 1.9 que AG = AG′ et que Γ agit trivialement sur AG, nous
déduisons donc :
C+,G′//Γ = (AG′ × CG′)//Γ = AG × CG = C+,G,
ce qui conclut. 
On considère la fonction D+ = (2ρ,D) ∈ T+ = (T × T )/ZG sur k[T+] où D =
∏
α∈R
(1 − α(t))
est la fonction discriminant sur k[T ]. Comme W agit trivialement sur le premier facteur, on a que
D+ ∈ k[T+]
W et de plus on a la propriété suivante :
t ∈ T rs+ ⇐⇒ D+(t) 6= 0,
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où T rs+ est le lieu régulier semisimple du tore. D’après [5, Lem. 2.18], cette fonction s’étend en une
fonction de k[VT ]W .
Remarque : Sur T∆, la fonction étendue s’écrit pour t+ = (t, t−1) :
D+(t+) = 2ρ(t)
∏
α>0
(1− α(t−1))(1 − α(t))
Comme 2ρ =
∑
α>0
α, nous obtenons :
(2) D+(t+) = (−1)|
R+|
∏
α>0
(1− α(t))2
où R+ est l’ensemble des racines positives. Enfin, nous avons le critère de régularité tiré de [5, Prop.
2.19] ; soit t+ ∈ VT , alors nous avons l’équivalence :
t+ ∈ V rsT ⇐⇒ D+(t+) 6= 0,
où V rsT est le lieu régulier semisimple de VT .
2. Constructions globales
Soit X une courbe projective lisse connexe sur un corps algébriquement clos k. On note F son
corps de fonctions, |X | l’ensemble des points fermés. Pour x ∈ |X |, soit Dx = Spec(Ox) le disque
formel en x et D•x = Spec(Fx), le disque formel épointé, d’uniformisante πx.
Soit G un groupe connexe réductif sur k. On considère une paire de Borel (B, T ) de G et on
note W le groupe de Weyl de G. On suppose désormais que l’ordre de W est premier avec la
caractéristique de k.
On note X∗(T )+ l’ensemble des cocaractères dominants de T . On désigne par BunG le champ
des G-torseurs sur X . Le champ BunG est algébrique au sens d’Artin ([38] et [24, Prop. 1]).
2.1. La fibration de Hitchin-Frenkel-Ngô. Dans cette construction, on construit la fibration
qui sera l’objet d’étude principal, elle a été introduite par Frenkel-Ngô dans [20, sect. 4.1].
Pour tout point fermé x ∈ X , considérons le k-schéma en groupes Kx = G(Ox) et le ind-schéma
Gx := G(Fx), on dispose de la grassmannienne affine en x, Grx = Gx/Kx. Elle admet d’après
Lusztig une structure d’ind-schéma ainsi qu’une stratification en Kx-orbites localement fermées :
Grx =
∐
λ∈X∗(T )+
Grλ,x,
dite de Cartan, indexée par les cocaractères dominants λ ∈ X∗(T )+. Pour λ ∈ X∗(T )+, soit Grλ,x
l’adhérence de Grλ,x dans Grx. Plus généralement, étant donné un ensemble fini de points fermés
S ⊂ |X |, nous notons
GrS :=
∏
s∈S
Grs.
Soit Div(X) le groupe abélien des diviseurs sur X . On considère alors le groupe Div(X,T ) =
Div(X) ⊗Z X∗(T ) des diviseurs à coefficients dans les cocaractères de T . On note Div
+(X,T ) ⊂
Div(X,T ) le cône formé par les diviseurs dont les coefficients sont dans X∗(T )+. On a alors une
action de W sur Div(X,T ) induite par l’action de W sur X∗(T ). Pour λ =
∑
x∈|X|
λx[x] ∈ Div(X,T ),
on pose S = supp(λ) := {x ∈ |X | | λx 6= 0} et nous notons Grλ (resp. Grλ) le produit∏
s∈S
Grλs,s
(resp.
∏
s∈S
Grλs,s).
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2.1.1. Construction d’un T -torseur. Pour tout ω ∈ X∗(T )+ et µ ∈ Div+(X,T ), l’accouplement
〈ω, µ〉 =
∑
x∈|X|
〈ω, µx〉 [x]
définit un diviseur sur la courbe.
Pour x ∈ |X |, on rappelle que X∗(T ) = T (Fx)/T (Ox), en particulier pour tout µ ∈ X∗(T )+,
on peut lui associer un T -torseur sur Dx avec une trivialisation générique. Pour µ =
∑
x∈X
µx[x] ∈
Div+(X,T ), notons S = supp(µ), considérons alors le T -torseur ET (µ) sur X , qui consiste à recoller
le T -torseur trivial en dehors de S avec le T -torseur sur le voisinage formel des points de S, donné
par µ, lequel est muni canoniquement d’une trivialisation générique. Ce recollement nous est donné
par une généralisation de Beauville-Laszlo par Beilinson-Drinfeld [3, sect. 2.3.7]. Pour chaque racine
positive α ∈ R+, nous avons
ET (µ)×T,α Gm = OX(〈α, µ〉).
Comme 〈α, µ〉 ≥ 0, on a une section canonique définie sur la courbe que l’on note 1〈α,µ〉. En se
limitant aux racines simples (αi)1≤i≤r , nous obtenons r-fibrés en droites munis de r-sections, d’où
l’on déduit un morphisme
µ : X → [AG/Z+],
où Z+ est le centre de G+ et où l’on rappelle que AG désigne la base du morphisme d’abélianisation
α : VG → AG := Glm × A
r
donné par les racines simples de G et les caractères ωi′ . On remarque que comme l’on divise par
Z+, la partie centrale disparaît. Fixons λ =
∑
x∈X
λx[x] ∈ Div
+(X,T ). Nous avons vu que Div(X,T )
est muni d’une action du groupe de Weyl W , on considère alors l’élément −w0λ ∈ Div
+(X,T ) où
w0 est l’élément long du groupe de Weyl. D’après ci-dessus, nous obtenons une flèche :
−w0λ : X → [AG/Z+].
Nous avons le morphisme d’abélianisation α : VG → AG qui est équivariant par rapport à l’action
du centre Z+ de G+, d’où l’on obtient une flèche :
α : [VG/Z+]→ [AG/Z+].
Posons alors V λG := (−w0λ)
∗[VG/Z+]. Nous obtenons un espace fibré sur X . Le semi-groupe de
Vinberg admet un ouvert lisse V 0G (cf. sect.1.1) et on note de la même manière V
λ,0
G l’espace tiré
sur X par la flèche −w0λ.
Définition 2.1. L’espace de Hitchin Mλ est le champ des sections
Hom(X, [V λG/G])
où G agit sur V λG par conjugaison. Il classifie les couples (E, φ) avec E un G-torseur sur X et φ
une section de l’espace fibré au-dessus de X
V λG ×
G E.
Nous avons également l’ouvert Mλ qui classifie les sections
h(E,φ) : X → [V
λ,0
G /G].
On définit également l’ouvert régulier Mregλ de Mλ par le champ des sections :
Mregλ := HomX(X, [V
λ,reg
G /G]).
avec V λ,regG = (−w0λ)
∗[V regG /Z+] et où V
reg
G ⊂ VG désigne le lieu où la dimension du centralisateur
est minimale.
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Passons à la définition de la base de cette fibration. Nous avons un morphisme de Steinberg
χ+ : VG → C+
ainsi qu’un morphisme de projection p1 : [C+/Z+]→ [AG/Z+], qui est lisse de dimension relative r
si Gder est simplement connexe d’après le théorème 1.1. On note Cλ+ le changement de base à X .
On définit alors la base de Hitchin Aλ comme le champ des sections
ha : X → C
λ
+.
Grâce au morphisme de Steinberg χ+, nous avons une fibration
f :Mλ → Aλ
donnée par f(E, φ) = χ+(φ), dite de Hitchin-Frenkel-Ngô. Si l’on suppose de plus, G semisimple
simplement connexe, alors Cλ+ est un fibré vectoriel de rang r et l’on a :
Aλ =
r⊕
i=1
H0(X,OX(〈ωi,−w0λ〉).
Remarque : A ce stade, il est important de remarquer que Mλ peut être vide si nous n’imposons
pas de conditions sur λ. Nous avons une suite exacte de la forme :
1 // Gder // G
detG
// Glm
// 1
En particulier, étant donné un point (E, φ) ∈ Mλ(k) en considérant detG(φ), cela nous fournit
l-fonctions sur la courbe X dont le degré est deg 〈ω′i,−w0λ〉. Cela impose donc que :
∀ 1 ≤ i ≤ l, deg 〈ω′i,−w0λ〉 = 0,
hypothèse que nous ferons par la suite systématiquement. Dans ce cas, la base de Hitchin pour le
groupe G est donné par :
Aλ =
l⊕
j=1
(H0(X,OX(
〈
ω′j ,−w0λ
〉
))− {0})⊕
r⊕
i=1
H0(X,OX(〈ωi,−w0λ〉)).
En particulier, une condition nécessaire pour que Mλ soit non vide est que de plus :
(3) ∀1 ≤ j ≤ l, H0(X,OX(
〈
ω′j,−w0λ
〉
)) 6= {0}.
et dans ce cas OX(
〈
ω′j ,−w0λ
〉
) ∼= OX .
Remarque : Nous verrons également par la suite (cf. sect. 9) que pour que Mλ soit non vide
pour un groupe semisimple quelconque, il faut ajouter d’autres conditions topologiques.
2.2. Le champ de Hecke.
Définition 2.2. Pour un ensemble fini de points fermés S. On définit le champ de Hecke HS ,
dont le groupoïde des R-points HS(R), pour une k-algèbre R, est constitué des triplets (E,E′, β)
où E,E′ sont des G-torseurs sur XR := X ×k R et β un isomorphisme :
E|XR−ΓS,R
∼=
→ E′
|XR−ΓS,R
.
où ΓS,R désigne le graphe des points x de S dans XR.
Nous avons une flèche
inv : HS → [KS\GrS ]
qui associe à un triplet (E,E′, β) la position relative du triplet local (ES , ES′ , β|FS), où ES est la
restriction de E à DS . Pour λ =
∑
s∈S
λs[s] ∈ Div
+(X,T ), on note invS(E,E′, β) = λ si la paire
(E,E′) est en position relative λ.
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Définition 2.3. Pour λ =
∑
s∈S
λs[s] ∈ Div
+(X,T ), on considère alors le sous-champ fermé Hλ,
qui est l’image réciproque du fermé Grλ par la flèche inv.
Remarque : D’après Varshavsky [52, Lem. 3.1],Hλ est un champ algébrique localement de type
fini sur k. Nous en déduisons donc que H a une structure de ind-champ algébrique. Nous avons
deux projections p1 et p2 :
HS
p2
##❋
❋❋
❋❋
❋❋
❋
p1
{{①①
①①
①①
①①
BunG BunG
où p1(E,E′, β) = E et p2(E,E′, β) = E′. Les fibres de p1 et p2 sont des formes tordues de la
grassmannienne affine GrS . De plus, le sous-champ fermé Hλ est fibré au-dessus de BunG en Grλ.
Nous avons la proposition suivante due à Varshavsky [52, A.8c] :
Proposition 2.4. Il existe un morphisme V → BunG lisse à fibres géométriquement connexes tel
que Hλ ×BunG V est isomorphe à V ×k Grλ, le produit fibré se faisant indifféremment pour p1 ou
p2. En particulier, les projections sont plates, projectives et algébriques au-dessus de BunG.
2.3. Le champ de Picard. On suppose que Gder est simplement connexe pour disposer d’un cen-
tralisateur régulier. Le centralisateur régulier va nous permettre d’obtenir une action d’un champ
de Picard sur les fibres de Hitchin. Nous avons construit une section de Steinberg ǫ+ et un centra-
lisateur régulier J qui est un schéma en groupes commutatifs et lisses muni d’un morphisme :
χ∗+J → I
qui est un isomorphisme sur l’ouvert V regG et I le schéma des centralisateurs des éléments de VG
dans G. On tire alors le centralisateur régulier J en un schéma Jλ := (−w0λ)∗J sur Cλ+. Pour tout
S-point de Aλ, on a une flèche ha : X × S → Cλ+. Posons Ja := h
∗
aJ
λ l’image réciproque de Jλ sur
Cλ+.
Définition 2.5. On considère le groupoïde de Picard Pa(S) des Ja-torseurs sur X × S. Quand a
varie, cela définit un groupoïde de Picard P au-dessus de Aλ.
La flèche χ∗+J → I induit pour tout S-point (E, φ) au-dessus de a une flèche
Ja → AutX×S(E, φ) = h∗E,φI
avec I le schéma des centralisateurs des éléments de VG dans G. On en déduit alors une action du
groupoïde de Picard Pa(S) sur le groupoïde Mλ(a)(S), et donc une action de P sur Mλ. Nous
allons voir que cette action est simplement transitive sur l’ouvert régulier. Nous avons besoin pour
cela d’extraire des racines, nous faisons la définition suivante :
Définition 2.6. Soit n ∈ N et λ ∈ Div+(X,T ). On dit que « n divise λ », noté n|λ, s’il existe
λ′ ∈ Div+(X,T ) tel que pour tout ω ∈ X∗(T )+, nous avons :
deg(〈ω,−w0λ〉) = n deg(〈ω,−w0λ′〉).
De même que pour les fibres de Springer affines, on a la proposition tirée de [5, Prop. 3.6] :
Proposition 2.7. Si c|λ, avec c = |π1(G)|, alors l’ouvert M
reg
λ est une gerbe sous l’action de P,
neutralisée par la section de Steinberg.
Dans la suite, nous supposerons que l’hypothèse c|λ est vérifiée.
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2.4. Les z-extensions. Dans la suite pour analyser la fibration de Hitchin d’un groupe connexe
réductif G, il sera commode de pouvoir se ramener au cas d’un groupeG′ tel queG′der est simplement
connexe, pour lequel la géométrie de la fibration est plus agréable. Soit G connexe réductif déployé
sur Fq. Soit v une place de x et Fv le complété à la place v du corps de fonctions F de X . La
proposition suivante est due à Kottwitz [31, sect.4] :
Proposition 2.8. Il existe un groupe connexe réductif déployé G′ sur X de G qui est une extension
centrale par un tore Z tel que :
– G′der est simplement connexe.
– G′(Fv) se surjecte sur G(Fv).
En particulier, étant donné un élément λ ∈ Div(X,T ), on peut le relever en un élément λ˜ ∈
Div(X,T ) en relevant localement chaque λx. Néanmoins, pour s’assurer que Mλ˜ soit non-vide, à
un certain nombre de points où λx = 0, on le relève en λ˜ ∈ Z(Fx) non nul de telle sorte que la
condition (3) soit vérifiée. Nous obtenons alors un carré commutatif :
Mλ˜
//

Mλ

Aλ˜
// Aλ
.
2.5. Les ouverts A♥λ et A
♦
λ . Nous avons besoin d’introduire des ouverts de Aλ pour lesquels
nous avons plus de prise sur la fibration de Hitchin. Ils seront étudiés de manière approfondie
ultérieurement. On rappelle que nous avons un morphisme fini plat W -équivariant :
θ : VT → C+.
ramifié le long du diviseur discriminant D+ =
⋃
α∈R
Ker(α). On note toujours D+ ⊂ C+ son image
dans C+ que l’on tire ensuite sur Cλ+ en un diviseur Dλ := (−w0λ)
∗D (on tire de même VT en V λT ).
On rappelle que nous avons introduit dans 1.8, un ouvert fortement régulier semisimple Cf−rs+ ⊂ C+.
On note Df−rs son complémentaire.
Définition 2.9. On définit l’ouvert génériquement fortement régulier semisimple A♥λ ⊂ Aλ consti-
tué des a ∈ Aλ tels que a(X) 6⊂ D
f−rs
λ ainsi que l’ouvert transversal A
♦
λ constitué des a ∈ A
♥
λ qui
intersectent transversalement le diviseur discriminant Dλ.
Remarque : En particulier, on a l’inclusion :
A♦λ ⊂ A
♥
λ .
Pour a ∈ A♥λ , on a une section ha : X → C
λ
+. On pose X˜a le revêtement fini plat obtenu en tirant
par ha le revêtement
V λT → C
λ
+.
L’ouvert A♥λ a la propriété agréable que le champ de Picard est lisse au-dessus de celui-ci.
Proposition 2.10. Supposons Gder simplement connexe. Pour tout a ∈ A
♥
λ ,
H0(X,Lie(Ja)) = Lie(ZG).
Le champ de Picard P♥ := P ×Aλ A
♥
λ est lisse sur A
♥
λ . En particulier, si G n’a pas de tore central,
alors Pa est un champ de Picard de Deligne-Mumford.
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Démonstration. De la description galoisienne 1.6, on déduit que le groupe H0(X,Lie(Ja)) s’identifie
aux sections W -équivariantes :
s : X˜a → t.
Comme on a vu que X˜a est une courbe propre géométriquement connexe et réduite,
H0(X˜a, t) = t.
et donc en prenant les W ′-invariants, on déduit de l’annulation tWder, que
H0(X,Lie(Ja)) = Lie(ZG).
Le schéma Ja est un schéma en groupes commutatif et lisse, l’obstruction à déformer un Ja-torseur
gît dans H2(X,Lie(Ja)), qui est nul comme nous sommes sur une courbe. En particulier, Pa est
lisse. Enfin, comme la dimension du H0 est constante, on en déduit que la dimension de l’espace
tangent reste constante, d’où la lissité de P ×Aλ A
♥
λ sur A
♥
λ . De plus, nous avons :
H0(X, Ja) = T
W
lequel est fini non-ramifié si G n’a pas de tore central et Γ premier à la caractéristique. Ainsi, sous
cette hypothèse, Pa est bien de Deligne-Mumford. 
Corollaire 2.11. L’ouvert régulier Mreg,♥λ est lisse au-dessus de A
♥
λ .
En général, la fibration de Hitchin n’a aucune raison d’être lisse. Néanmoins, la situation est plus
agréable au-dessus de l’ouvert transversal A♦λ d’après [6, Prop. 25] :
Proposition 2.12. Soit Mreg,⋄λ la restriction à A
♦
λ de M
reg
λ et f
⋄ : Mreg,⋄λ → A
♦
λ , alors nous
avons un carré cartésien :
Mreg,⋄λ
f⋄

//Mλ
f

A♦λ
// Aλ
en particulier, pour tout a ∈ A♦λ , nous avons Mλ(a) =M
reg
λ (a).
Définition 2.13. Pour un entier N et λ ∈ Div+(X,T ), on dit que N ≺ λ si, pour tout ω ∈ X∗(T )+
non nul, nous avons :
deg(〈ω,−w0λ〉) ≥ N .
Maintenant, il nous faut s’assurer que l’ouvert A♦λ est bien non vide, ce qui fait l’objet de la
proposition suivante :
Proposition 2.14. Supposons 2g ≺ λ, alors l’ouvert A♦λ est non vide.
Démonstration. Si Gder est simplement connexe, la preuve est identique à celle de Ngô [42, Prop.
4.7.1]. Dans le cas général, on considère G′ une z-extension de G et on relève λ˜ en λ. On a alors
une application
Aλ˜ → Aλ,
qui induit une application A♦
λ˜
→ A♦λ , comme on vient de voir que A
♦
λ˜
est non vide, il en est de
même de A♦λ . 
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3. Le complexe d’intersection de Mλ
Nous voulons dans cette section calculer le complexe d’intersection de l’espace total de Hitchin
Mλ. Nous avons vu qu’au-dessus de l’ouvert A
♦
λ , la fibration de Hitchin était lisse, nous allons
maintenant l’étudier sur un ouvert plus gros que A♦λ qui prendra en compte les singularités de
l’espace de Hitchin. Cet ouvert sera suffisamment gros pour les applications locales que nous avons
en vue.
3.1. Le théorème de transversalité. On note F le corps de fonctions de notre courbe projective
lisse géométriquement connexe X de genre g définie sur un corps algébriquement clos k. Soit G un
groupe connexe réductif déployé avec Gder simplement connexe. On renvoie à [6, sect. 4.2] pour les
preuves.
On considère un diviseur λ ∈ Div+(X,T ) et on note S = supp(λ). On dispose du diviseur
discriminant Dλ sur Cλ+. Considérons le sous-schéma
A≤dλ := {a ∈ Aλ| ∀ x ∈ X, dx(a) ≤ d},
lequel est ouvert. Pour tout a ∈ Aλ, nous avons une décomposition en somme de diviseurs :
∆(a) = ∆tr(a) + ∆sing(a),
où ∆sing(a) =
∑
x| dx(a)≥2
dx(a)[x]. On considère la fonction :
dsing : Aλ → N
a 7→ deg(∆sing(a))
.
Nous avons alors le lemme suivant :
Lemme 3.1. La fonction dsing est semi-continue supérieurement, i.e. pour tout d ∈ N, le sous-
schéma de Aλ constitué des a ∈ Aλ tels que dsing(a) ≤ d est ouvert.
Nous allons avoir besoin d’un autre invariant pour définir le bon ouvert. On rappelle que nous
avons λ =
∑
x∈X
λx[x] et S = supp(λ). On fixe un point fermé t ∈ X , tel que λt 6= 0, il va jouer le
rôle de point auxiliaire. On note alors S0 = S − {t}. Pour chaque point fermé x ∈ S0, nous avons
un schéma V λxG au-dessus de Dx = Spec(Ox) le voisinage formel autour de x. Ce schéma est lisse
en fibre générique. Soit alors l’entier
e′x := e
Elk
V λxG /Ox
,
où l’on renvoie à [6, Déf.39] pour la définition. Cet entier mesure la singularité du schéma V λxG , il
est à noter que si λx = 0, alors e′x = 0, puisqu’à ce moment-là, nous sommes dans le groupe. On
note alors ex = max(〈2ρ, λx〉 , e′x) et e =
∑
x∈S0
ex. On considère alors l’ouvert suivant :
Définition 3.2. On rappelle que nous avons fixé un point fermé t ∈ X, tel que λt 6= 0. Pour un
entier d ∈ N, on définit le sous-schéma A♭,≤dλ ⊂ A
≤d
λ constitué des a ∈ A
≤d
λ tels que :
– dt(a) = 0.
– 3dsing(a) + (3e+ 2d+ 1) |S0|+ 2g − 2 ≺ λ.
Proposition 3.3. Le sous-schéma A♭,≤dλ ⊂ A
≤d
λ est ouvert.
Remarque : Cet ouvert A♭,≤dλ peut sembler artificiel, mais pour les applications au lemme
fondamental il est suffisant. En effet, nous aurons en un point x de la courbe un cocaractère
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dominant λx et un discriminant local dx ; pour globaliser le problème nous aurons juste à prendre
le λt aussi grand que l’on veut, de telle sorte que l’inégalité
3dsing(a) + (3e+ 2dx + 1) |S0|+ 2g − 2 ≺ λ,
puisse être remplie.
On forme le carré cartésien :
M
♭,≤d
λ
//

Mλ

A♭,≤dλ
// Aλ
.
On pose alors
M
♭
λ =
⋃
d∈N
M
♭,≤d
λ ,
le théorème principal est alors le suivant [6, Thm. 30] :
Théorème 3.4. Soit G un groupe connexe réductif déployé tel que Gder est simplement connexe,
alors le champ M
♭
λ est équidimensionnel, soit m sa codimension, alors on a l’égalité suivante entre
les complexes d’intersections :
(∆♭)∗[−m]ICHλ = ICM♭λ
.
Nous allons avoir besoin d’un résultat plus général duquel le théorème ci-dessus se déduit. On
rappelle que nous avons S = supp(λ). D’après [34, Prop. 1.10-1.14], si nous avons un diviseur
N =
∑
i∈S
ni[xi]avec des ni suffisamment grands par rapport à λ, nous disposons d’une flèche lisse :
g : Hλ → [Grλ/GN ].
où GN := ResN/kG est la restriction à la Weil de G à N . Nous obtenons donc une flèche composée :
g♭ :M
♭
λ :→ [Grλ/GN ]
Nous avons fixé un point auxiliaire t ∈ X tel que λt 6= 0. Comme en ce point, on impose au
polynôme caractéristique d’être régulier semisimple, l’image de f ♭ va tomber dans l’ouvert
U := Grλt ×
∏
s6=t
Grλs .
Posons H
′
λ := g
−1(U), Gr
′
λ :=
∏
s6=t
Grλs et p : U → Gr
′
λ. On considère alors la flèche g
♭ composée
avec p :
θ♭ :M
♭
λ → [Gr
′
λ/G
′
N ]
avec G′N := ResN−nt[t]/k G. La proposition est la suivante [6, Prop. 32] :
Proposition 3.5. La flèche θ♭ est lisse.
3.2. Le cas général du théorème de transversalité. Nous avons besoin d’étendre ce résultat
à un groupe connexe réductif G quelconque.
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On considère p : G′ → G une z-extension de G par un tore déployé Z. Soit λ˜ qui relève λ, on
forme le carré cartésien suivant :
M˜λ˜

// Hλ˜

Mλ // Hλ
On a un isomorphisme naturel Grλ˜ → Grλ, en particulier pour la topologie lisse, Hλ˜ est isomorphe
à BunG’×Grλ et comme la flèche BunG’ → BunG est lisse surjective, il en est donc de même de la
flèche M˜λ˜ →Mλ et il nous suffit donc d’étudier le complexe d’intersection de M˜λ˜.
Pour un G′-torseur E sur X , on désigne par p∗E le G-torseur sur X qui s’obtient par poussé en
avant. Le champ M˜λ˜ classifie les paires (E,E
′, φ) telles que p∗E = p∗E′, p(φ) ∈ H0(X,V λG ∧
G p∗E)
et φ une modification bornée par λ˜. En particulier, la condition p∗E = p∗E′ implique que E et
E′ ne diffèrent que d’un Z-torseur, donc on obtient que M˜λ˜ classifie les paires (E,L, φ) avec L un
Z-torseur et E′ = E ∧G
′
L, où l’on a poussé L en un G′-torseur. Nous obtenons donc une flèche
canonique M˜λ˜ → BunZ et la fibre au-dessus du fibré trivial est isomorphe à Mλ˜. On a alors la
proposition suivante :
Proposition 3.6. Localement pour la topologie lisse sur BunZ, la fibration M˜λ˜ → BunZ est iso-
morphe à Mλ˜ ×k BunZ. En particulier, nous obtenons que :
(∆♭)∗[−m]ICHλ = ICM♭λ
.
Démonstration. Soit π : S → BunZ un atlas lisse surjectif avec S un schéma, soit L le Z-torseur
universel sur BunZ alors π∗L est localement trivial pour la topologie de Zariski. On obtient alors de
la même manière que [52, Lem. 4.1] que M˜λ˜×BunZS est isomorphe àMλ×kBunZ. L’assertion sur les
complexes d’intersections provient alors du théorème de transversalité 3.4 ainsi que du diagramme
commutatif :
M
♭
λ˜
//
  ❅
❅❅
❅❅
❅❅
❅
M˜♭
λ˜

// Hλ˜

M
♭
λ
// Hλ
où le carré du diagramme est cartésien avec des flèches verticales lisses. 
On a de manière analogue une flèche :
θ♭ :M
♭
λ → [Gr
′
λ/G
′
N ]
avec G′N := ResN−nt[t]/k G et on obtient pour un groupe connexe réductif général que :
Proposition 3.7. La flèche θ♭ est lisse.
4. Les fibres de Springer affines
On s’intéresse dans ce paragraphe à la variante locale des fibres de Hitchin, les fibres de Springer
affines. On rappelle certains résultats de [5] que l’on complète.
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4.1. La formule de dimension. Soit F = k((π)) un corps local, d’anneau d’entiers O et de corps
résiduel k algébriquement clos. Soit G connexe semisimple simplement connexe. Soit K = G(O).
On se donne λ ∈ X∗(T )+. On considère alors a ∈ Cλ+(O)∩C
λ,rs
+ (F ). Nous faisons alors la définition
suivante :
Définition 4.1. On définit la fibre de Springer affine Mλ(a) (resp. M
reg
λ (a)) comme le foncteur
dont le groupoïde des R-points pour une k-algèbre R est :
X×ˆR
hE,φ+
//
ha
$$■
■■
■■
■■
■■
■■
[V λ,0G /G]
χ+

Cλ+
muni d’un isomorphisme entre la restriction de hE,φ+ à X
•×ˆR et la section de Steinberg [ǫ+]
λ′(a) ∈
[V regG /G], (resp. les morphismes hE,φ+ qui se factorisent par [V
λ,reg
G /G× Z+]).
Lemme 4.2. Si l’on regarde les k-points de Mλ(a), en négligeant les nilpotents, il s’agit de l’en-
semble suivant :
{g ∈ G(F )/K | g−1γ0g ∈ V
λ,0
G (O)}.
où γ0 = ǫ+(a). Celui-ci étant non vide par définition.
Remarque : La condition que a ∈ Cλ+(O), nous donne que γ0 = (π
−w0λ, γ), pour un certain
γ ∈ KπλK.
4.2. Symétries d’une fibre de Springer affine. On rappelle que I := {(g, γ) ∈ G×VG| gγg−1 =
γ}. Nous avons défini le centralisateur régulier J , dont nous avons vu qu’il était muni d’un mor-
phisme :
χ∗+J → I,
qui est un isomorphisme au-dessus de V regG . On se donne alors une section ha : X → C
λ
+, nous avons
l’image réciproque Ja = h∗aJ .
Définition 4.3. Considérons le groupoïde de Picard P (Ja) au-dessus de Spec(k) qui associe à toute
k-algèbre R, le groupoïde des Ja-torseurs sur R[[π]], munis d’une trivialisation sur R((π)).
On définit une action du champ P (Ja) sur Mλ(a). En effet si (E, φ+) ∈ Mλ(a)(R), on a un
morphisme de faisceaux :
Ja → Aut(E, φ+)
qui se déduit de la flèche χ∗+J → I. Celui-ci permet de tordre (E, φ+) par un Ja-torseur sur X×ˆR
trivialisé sur XUllet×ˆR. On a alors la proposition suivante [5, Prop. 3.6] :
Proposition 4.4. [χ+] : [V
reg
G /(G× Z+)] → [C+/Z+] est une gerbe liée par le centralisateur J et
neutre.
En particulier, la fibre de Springer Mregλ (a) est un espace principal homogène sous P(Ja). Dans
la suite, c’est ce qu’on appellera l’orbite régulière.
On considère alors la flèche finie plate surjective, génériquement étale :
θ : V λT → C
λ
+.
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Nous avons le diviseur discriminant D+ = (2ρ,D) ⊂ Cλ+ dont le lieu de non-annulation s’identifie
au lieu régulier semisimple d’après (2). On le tire alors sur la base Cλ+ en un diviseur noté Dλ. Pour
a ∈ Cλ+(O) ∩ C
rs
+ (F ), on pose d(a) := val(a
∗Dλ). Nous allons donner une formule pour d(a). Soit
t+ = (π
−w0λ, t) ∈ V λT (F ) tel que θ(t+) = a et où F est la clôture algébrique de F et O son anneau
d’entiers. Par le critère valuatif, on a que t+ ∈ V λT (O) et on déduit :
(4) d(a) = 〈2ρ, λ〉+ val(det(Id− ad(t) : g(F )/gt(F )→ g(F )/gt(F ))),
avec gt l’algèbre de lie de son centralisateur. Nous avons alors le théorème suivant [5, Thm. 3.7-
Cor. 3.9] :
Théorème 4.5. Soit a ∈ Cλ+(O)∩C
rs
+ (F ), on considère la fibre de Springer affineMλ(a) introduite
dans la définition 4.1, alors nous avons :
(i) La fibre de Springer affine Mλ(a) est un k-schéma localement de type fini.
(ii) On a la formule de dimension :
dimP(Ja) = dimMλ(a) =
d(a)−c(a)
2 .
où c(a) = r − rgF (Ja(F )) et rgF désigne le rang du plus grand sous- tore F -déployé de
Ja(F ).
On note δ(a) = dimP(Ja), l’invariant δ local.
4.3. Miscellanées sur les fibres de Springer affines. Nous avons un résultat de locale constance
des intégrales orbitales :
Proposition 4.6. Soit a ∈ Cλ+(O) ∩ C
λ,rs
+ (F ). Il existe un entier N tel que pour toute extension
finie k′ de k, pour tout a′ ∈ Cλ+(O ⊗k k
′) tel que
a ≡ a′ mod πN ,
la fibre de Springer Mλ(a′) muni de l’action de P(Ja′) est isomorphe à Mλ(a) ⊗k k′ munie de
l’action de P(Ja′)⊗k k′.
Démonstration. La preuve est la même que [42, Prop 3.5.1]. 
Nous terminons ce paragraphe sur les fibres de Springer affine en montrant qu’elles admettent un
quotient projectif. Nous avons besoin d’écrire la grassmannienne affine G(F )/K comme une union
de variétés projectives Xi pour i ∈ N où
Xi = {x ∈ G(F )/K | ad(x)VG(O) ⊂ π−iVG(O)}.
Cette variété est bien projective car elle est fermée dans le produit
r∏
k=1
Xωki avec
Xωki = {x ∈ G(F )/K | ad(x) End(Vωi)(O) ⊂ π
−i) End(Vωi)(O)}.
lesquelles sont projectives par Kazhdan-Lusztig [27, p. 133].
Proposition 4.7. Soit a ∈ Cλ+(O) ∩ C
λ,rs
+ (F ), il existe un entier n ∈ N tel que :
M
λ,red
a = Λa(M
λ,red
a ∩Xn).
avec Λa = Ta(F )/Ta(O) où Ta désigne le plus grand tore déployé de Ja. De plus, Λa agit librement
et donc le quotient M
λ,red
a /Λa est projectif.
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Démonstration. Nous reprenons les arguments de Kazhdan-Lusztig [27, Prop. 1] auquel nous ren-
voyons pour les détails. On commence par prouver le résultat dans le cas où γ0 = ǫ+(a) est déployé.
En utilisant alors la décomposition d’Iwasawa, on prouve que pour tout x ∈ M
λ,red
a , il existe un
élément λ ∈ Λa tel que λx ∈ Ya où
Ya := {g ∈ U(F )/U(O)| g−1γ0g ∈ V λG (O)}.
Maintenant que nous nous sommes ramenés à U(F )/U(O), pour δ ∈ N on considère VG(O)λδ le
sous-ensemble des éléments γ ∈ V λG (O) tel que val∆(γ) = δ et on montre alors qu’il existe un entier
n(δ) tel que pour tout γ ∈ V λG (O)δ, on ait
Yγ ⊂ Xn(δ).
Cela s’obtient en passant par les groupes radiciels et en identifiant U(F ) avec F r. On l’applique
alors à ǫ+(a) pour obtenir la proposition dans le cas déployé. Pour le cas général, on passe à une
extension finie pour déployer γ0 et on redescend ensuite par un argument de cohomologie galoisienne
[27, p 135]. 
4.4. Modèle de Néron et groupes des composantes connexes. L’étude du groupe des com-
posantes connexes de P(Ja) se justifie par la proposition suivante :
Proposition 4.8. L’ensemble des composantes irréductibles de la fibre de Springer affine est en
bijection canonique avec le groupe des composantes connexes de P(Ja).
Remarque : Cette proposition est un corollaire de la densité de l’orbite régulière, dont on
repousse la preuve au corollaire 5.15.
Dans cette section, nous passons en revue les résultats établis par Ngô dans [42, sect. 3.8, 3.9].
Maintenant que nous avons introduit les bons objets, les preuves s’étendent telles quelles dans ce
nouveau contexte. On suppose ici que k est un corps de clôture algébrique k¯. On rappelle que
X = Spec(O) et on surmontera d’une barre tous les objets que l’on étend sur k¯. D’après Bosch-
Lütkebohmert-Raynaud [8, ch 10], il existe un unique schéma en groupes lisses de type fini J♭a sur
X de même fibre générique que Ja et tel que pour tout schéma en groupes lisses de type fini J ′ sur
X¯, de même fibre générique, on a un morphisme de groupes J ′ → J♭a induisant l’identité sur les
fibres génériques. En remplaçant dans la définition 4.3, Ja par J♭a, on obtient un ind-groupe P(J
♭
a)
sur k¯. Le morphisme canonique Ja → J♭a induit un morphisme sur les ind-groupes P(Ja)→ P(J
♭
a).
Lemme 4.9. Le groupe P(J♭a) est homéomorphe à un groupe abélien libre de type fini. Le morphisme
p : P(Ja)→ P(J♭a) est surjectif et son noyau est un schéma en groupes affines de type fini sur k¯.
Introduisons le revêtement caméral, il s’insère dans le diagramme cartésien suivant :
X˜a
θa

// V λT
θ

X¯
a
// Cλ+
.
Nous allons donner une interprétation galoisienne de J♭a en fonction de la normalisation de ce
revêtement caméral.
Proposition 4.10. Soit X˜♭a la normalisation de X˜a. Alors le modèle de Néron J
♭
a admet la des-
cription galoisienne suivante :
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J♭a =
∏
X˜♭a/X¯
(T × X˜♭a)
W .
On écrit X˜a = Spec(O˜a) et X˜♭a = Spec(O˜
♭
a).
Corollaire 4.11. On en déduit une autre formule pour la dimension de P(Ja) :
dimP(Ja) = dimk¯(t+ ⊗O¯ O˜
♭
a/O˜a).
Passons à la description du groupe des composantes connexes. Pour a : X¯ → Cλ+ génériquement
régulier semisimple, nous avons un schéma en groupes Ja lisse abélien sur X¯. Nous allons déterminer
la structure de π0(P(Ja)). Pour un groupe abélien de type fini Λ, posons
Λ∗ := Spec(Q¯l[Λ]).
Comme a est génériquement régulier semisimple, on obtient que le revêtement caméral est généri-
quement un W -torseur. En choisissant un point géométrique de X˜a au-dessus du point générique
de X , on obtient un morphisme de groupes :
π•a : I := Gal(F¯ /F )→W .
Ce morphisme va nous permettre de décrire la structure du π0. Soit J0a le sous-schéma ouvert des
composantes neutres de Ja. Nous avons une suite exacte :
1 // π0(Ja) // Ja(F¯ )/J
0
a(O¯) // Ja(F¯ )/Ja(O¯) // 1
d’où l’on obtient la suite analogue pour les π0 :
π0(Ja) // π0(P(J0a)) // π0(P(Ja)) // 1
Proposition 4.12. Le choix d’un point géométrique de X˜a au-dessus du point générique de X¯ nous
donne un isomorphisme canonique entre
π0(P(J0a))
∗ = Tˆ π
•
a(I)
et
π0(P(Ja))∗ = Tˆ (π•a(I)),
où Tˆ (π•a(I)) désigne le sous-groupe de Tˆ
π•a(I) des éléments κ ∈ Tˆ tels que π0(P(Ja)) est dans le
groupe de Weyl WH de la composante neutre Hˆ du centralisateur κ dans Gˆ.
5. Le champ de Picard
5.1. Morphisme degré. A la suite de Chaudouard-Laumon [11, 5.3-6.1], nous avons besoin de
définir un morphisme degré. Soit a ∈ Aλ, de la flèche χ∗+J → I
1, on déduit un morphisme de
schémas en groupes
Ja → S
où l’on rappelle que S := G/Gder et que I désigne le centralisateur dans G des éléments du Vinberg.
Nous déduisons alors une flèche entre les classifiants sur X :
Pa → BunS
et du morphisme degré B(S)→ X∗(S), nous obtenons un morphisme entre champs de Picard :
deg : Pa → X∗(S)
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avec a ∈ Aλ, où l’on voit X∗(S) comme un k-champ de Picard constant. On pose alors P1a :=
Ker(deg : Pa → X∗(S)). On obtient un sous-champ de Picard ouvert de Pa. En faisant varier
a ∈ Aλ, on obtient un champ de Picard P1, ouvert dans P , qui contient fibre à fibre P0 et qui agit
sur Mλ. On considère M
1
λ le sous-champ ouvert des fibres de degré zéro. On a bien une action de
P1 sur M
1
λ.
5.2. La courbe camérale. Soit X une courbe projective lisse géométriquement connexe sur un
corps fini k. On note X¯ = X ⊗k k¯. Soit un groupe G connexe réductif déployé, tel que Gder est
simplement connexe. On suppose car(k)∧|W | = 1. Soit λ ∈ Div+(X,T ) tel que c|λ avec c = |π1(G)|
au sens de la définition 2.6. La base de Hitchin se décrit alors de la façon suivante :
Aλ = (k∗)l ⊕
r⊕
i=1
H0(X,OX(〈ωi,−w0λ〉)),
où l est la dimension du centre de G. Soit le carré cartésien :
X˜ //

V λT
θ

X ×Aλ // Cλ+
où le morphisme horizontal du bas associe à (x, a) l’élément a(x). Le morphisme vertical de droite
est fini plat muni d’une action de W .
Soit U ⊂ X ×Aλ l’image réciproque de C
λ,rs
+ ⊂ C
λ
+ dans X ×Aλ. Le morphisme de projection
p : X × Aλ → Aλ étant lisse, en prenant l’image de U par p, nous obtenons l’ouvert A
♥
λ ⊂ Aλ,
introduit précédemment, dont les k¯-points sont :
A♥λ (k¯) := {a ∈ Aλ| a(X¯) 6⊂ Dλ},
où Dλ désigne le diviseur discriminant.
Remarque : Comme Gder est simplement connexe, il n’y a pas de différence entre régulier
semisimple et fortement régulier semisimple.
En prenant la fibre en chaque point a ∈ Aλ(k¯) de la flèche X˜ → X×Aλ on obtient le revêtement
caméral :
θa : X˜a → X¯.
Nous avons le lemme suivant [42, Lem. 4.5.1] :
Lemme 5.1. Pour tout a ∈ A♥λ (k¯) le revêtement caméral θa : X˜a → X¯ est génériquement un
W -torseur et la courbe camérale X˜a est réduite.
Pour a ∈ Aλ(k¯), on construit alors le revêtement X˜ρ,a qui s’insère dans le diagramme cartésien
suivant :
X˜a //
θa

V λT
θ

X¯
a
// Cλ+
Remarque : En reprenant les notations de (1), on a la formule :
J1a = πa,∗(T )
W .
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Proposition 5.2. Supposons λ ≻ 2g (cf.2.13). Alors pour tout a ∈ A♥λ (k¯), les courbes camérales
X˜a et X˜ρ,a sont connexes.
Démonstration. On commence par rappeler un théorème de Debarre [12, Th. 1.4] :
Théorème 5.3. Soit M une variété irréductible et m :M → P où P = Pn1× ...×Pnr est un produit
d’espaces projectifs. On suppose que m est propre au-dessus d’un ouvert V de P. Dans chaque Pni ,
on se donne une droite Li telle que pour tout sous ensemble I de {1, ..., n}, on a
dim(pI(m(M))) >
∑
i∈I
codim(Li)
où pI est la projection de P sur
∏
i∈I
Pni . On suppose que L = L1× ...×Lr est contenu dans V . Alors
m−1(L) est connexe.
On rappelle que nous avons une flèche de projection lisse :
p1 : Aλ → (k∗)l
Soit ξ = p1(a) etA
ξ
λ la fibre au-dessus de ξ. Pour 1 ≤ i ≤ r, considérons le diviseurDi := 〈ωi,−w0λ〉.
Soit le fibré en droites projectives P(Di) au-dessus de X¯. L’hypothèse sur le degré nous dit que le
fibré O(1) est très ample ce qui nous fournit un plongement projectif k : P(Di)→ Pni . Ensuite, il ne
nous reste qu’à reprendre l’argument de [42, sect. 4.6.2] que l’on applique à Aξλ au lieu de Aλ. 
5.3. Le lieu lisse de la courbe camérale. Dans la section 2.5, nous avions introduit l’ouvert
transversalA♦λ constitué des a ∈ Aλ(k¯) tels que ha : X¯ → C
λ
+ intersecte transversalement le diviseur
discriminant Dλ. Nous obtenons une caractérisation alternative de l’ouvert transversal à partir de
la courbe camérale :
Proposition 5.4. Un point a ∈ Aλ(k¯) est dans l’ouvert A
♦
λ (k¯) si et seulement si X˜a est lisse.
Démonstration. Supposons que a ∈ A♦λ (k¯), montrons que l’image inverse de cette section surX×V
λ
T
est lisse. En dehors du discriminant, le diviseur est étale, donc il n’y a rien prouver. Comme a(X¯)
coupe transversalement Dλ, il ne rencontre pas le lieu singulier. Un couple (v, x) ∈ V λT (k¯) est tel
que v ∈ X¯ et x est dans la fibre de V λT au-dessus de v. En particulier, pour (v, x) ∈ V
λ
T (k¯) un
point d’intersection de a(X¯) avec Dλ − D
sing
λ , x appartient à un unique hyperplan de racine, on
peut donc se ramener à un groupe de rang semisimple un. On calcule alors le complété formel de
la courbe X˜a en (v, x) qui est isomorphe k¯[[ǫv]][[t]]/(t2 − at+ ǫ2nvv ). La condition de transversalité
impose que la valuation de ∆ = a2 − 4ǫ2nv soit égale à un. Cela force donc nv = 0 et valv(a) = 0 et
dans ce cas la courbe X˜a est lisse en (v, x).
Réciproquement, si a /∈ A♦λ (k¯) et que a(X¯) coupe le lieu lisse du diviseur discriminant avec
une multiplicité au moins deux, la courbe n’est pas lisse d’après ci-dessus. Enfin, si a(X¯) coupe
D
sing
λ , il est dans au moins deux hyperplans de racines, donc le groupe de monodromie locale
πa(Iv) contient deux involutions distinctes, ce qui est impossible puisque qu’il est cyclique sous
l’hypothèse que l’ordre de W est premier à la caractéristique. 
Corollaire 5.5. Supposons λ ≻ 2g, alors pour tout a ∈ A♦λ (k¯), la courbe X˜a est irréductible.
Démonstration. On sait déjà que X˜a est connexe par la proposition 5.2, comme de plus X˜a est lisse,
on obtient que X˜a est également lisse et comme elle est connexe, elle est irréductible. 
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5.4. Modèle de Néron global. De même que pour le cas local, nous pouvons dévisser le champ
de Picard Pa en utilisant le modèle de Néron global. Sa construction est due à Bosch-Raynaud-
Lütkebohmert [8, ch. 10, par. 6]. On reprend les résultats établis par Ngô dans [42, sect. 4.8], dont
les preuves sont identiques.
Rappelons comment s’obtient le modèle de Néron global. Soit a ∈ A♥λ (k¯), on considère U l’ouvert
de X¯ , l’image réciproque a−1(Cλ,rs+ ). Pour tout x ∈ X¯ −U , on note D¯
Ullet
x le disque formel épointé
en x ∈ X¯ , on a les modèles de Néron locaux de Ja|D¯Ulletx et on les recolle avec le tore Ja,|U , pour
obtenir un schéma en groupes lisse de type fini sur X¯, J♭a, muni d’une flèche canonique Ja → J
♭
a.
En considérant X˜♭a la normalisation de la courbe camérale, l’action de W sur X˜a induit une action
de W sur X˜♭a.
Proposition 5.6. (i) Le schéma en groupes J♭a s’identifie aux points fixes sous W de la res-
triction à la Weil
∏
X˜♭a/X¯
(T ×X¯ X˜
♭
a).
(ii) Le morphisme Pa(k¯)→ P♭a(k¯) est essentiellement surjectif.
(iii) La composante neutre (P♭a)
0 est un champ abélien, i.e. un produit de variétés abéliennes
quotientées par des Gm agissant trivialement.
(iv) Le noyau Ra de Pa → P♭a est un produit de groupes algébriques affines de type fini Rx(a),
triviaux sauf en les points x ∈ X¯ − U .
Nous avons une courbe camérale πa : X˜a → X¯ génériquement étale galoisien de groupe W . Soit
X˜♭a la normalisation de X˜a munie d’une action de W . On a alors la description galoisienne pour
J♭a :
(5) J♭a =
∏
X˜♭a/X¯
(T × X˜♭a)
W .
Pour a ∈ A♥λ (k¯), on définit alors δa := dim(Ra). Cet invariant s’écrit comme une somme d’invariants
locaux :
(6) δa :=
∑
x∈X¯−U
δv(a),
où δv(a) est donné par la formule 4.5. De la description du groupe des symétries locales et de la
proposition 5.6, nous obtenons :
Corollaire 5.7. Pour tout a ∈ A♥λ (k¯), on a la formule :
δa = dimH
0(X¯, t⊗OX¯ (θ
♭
a∗OX˜♭a/θa∗OX˜♭a))
W .
Définition 5.8. On définit le sous-ensemble Aaniλ (k) de A
♥
λ (k¯) constitué des a tels que π0(P
1
a) est
fini.
Remarque : On montre dans la proposition 6.10 que ce sous-ensemble est ouvert.
5.5. Automorphismes. Soit (E, φ) ∈ M
♥
λ (k¯). Soit Aut(E, φ) le faisceau des automorphismes, il
est représentable par le schéma en groupes I(E,φ) = h∗(E,φ)I, l’image réciproque de I par hE,φ : X¯ →
[V λG/G]. Sur l’ouvert régulier semisimple Ua de X¯, ce schéma en groupes est un tore, mais sur X¯,
il n’est ni lisse ni plat. D’après [BLR], il existe néanmoins un unique schéma en groupes lisse I lis(E,φ)
sur X¯ tel que pour tout X¯-schéma lisse S, on a :
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Aut(E, φ) = HomX(S, I
lis
(E,φ)).
La flèche canonique I lis(E,φ) → I
lis
(E,φ) est un isomorphisme au-dessus de Ua et par définition :
Aut(E, φ) = H0(X¯, I lis(E,φ)).
Comme Ja est lisse, nous avons alors une flèche naturelle :
Ja → I lis(E,φ)
qui est un isomorphisme au-dessus de Ua, ainsi qu’une flèche :
I lis(E,φ) → J
♭
a
également un isomorphisme au-dessus de Ua.
Proposition 5.9. [42, Prop. 4.11.2] Pour tout (E, φ) ∈M
♥
λ (k¯), on a la suite d’inclusions :
H0(X¯, Ja) ⊂ Aut(E, φ) ⊂ H0(X¯, J♭a).
5.6. Un calcul de dimension. On commence par le cas où G est simplement connexe.
Lemme 5.10. Supposons λ ≻ 2g − 2, alors Aλ est un espace affine de dimension :
dimAλ = 〈ρ,−w0λ〉+ r(1 − g),
avec ρ =
r∑
i=1
ωi.
Démonstration. On a :
deg Cλ+ =
r∑
i=1
deg(Di) = 〈ρ,−w0λ〉.
Par Riemann-Roch :
dimH0(X,Cλ+)− dimH
1(X,Cλ+) = 〈ρ,−w0λ〉+ r(1 − g)
Comme λ ≻ 2g − 2, nous avons H1(X,Cλ+) = 0. 
Calculons maintenant la dimension du champ de Picard.
Proposition 5.11. Supposons λ ≻ 2g − 2, alors pour tout a ∈ A♥λ (k¯), dim(Pa) = 〈ρ,−w0λ〉 +
r(g − 1).
Démonstration. D’après la proposition 2.10, on sait déjà que le champ de Picard est lisse au-dessus
de A♥λ , donc il suffit de calculer la dimension en un point quelconque a ∈ A
♥
λ (k¯). Nous avons une
flèche :
a : X¯ → Cλ+.
Considérons le carré suivant :
V λ,0T

// V λT

C
λ,0
+
// Cλ+
où V λ,0T est l’ouvert V
λ
T ∩V
λ,0
G et C
λ,0
+ est l’image de V
λ,0
T par θ, qui est plat donc ouvert. On choisit
alors un point a ∈ A♥λ (k¯) tel que a(X¯) ∈ C
λ,0
+ . Par exemple, il nous suffit de prendre un point
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a ∈ A♦λ (k¯) tel que pour tout x ∈ supp(λ), val(∆x(a)) = 0 où ∆x(a) est le discriminant local en x.
Nous avons alors le diagramme cartésien :
X˜a //
θa

V λ,0T
θ

X¯
a
// C
λ,0
+
De la description galoisienne de Ja établi dans la remarque suivant le lemme 5.1, on obtient que
Lie Ja = (θa,∗t)
W où θa : X˜a → X¯ est le revêtement caméral. Par changement de base plat, nous
avons θa,∗t = a∗θ∗t, il nous suffit donc de calculer θ∗t. Comme nous avons un isomorphisme entre
V 0T et Z+ × T∆ et que la flèche d’abélianisation :
Z+ × T∆ → Ar
induit un isomorphisme entre T∆ et Ar, la flèche d’abélianisation est donc un T -torseur. Et de
l’égalité θ∗(ΩV λ,0T /X
)W = Ω
C
λ,0
+ /X
, nous obtenons :
(θ∗t)
W = (Cλ+)
∗.
Le théorème de Riemann-Roch nous donne alors :
dimPa = dimH1(X¯,Lie(Ja))− dimH0(X¯,Lie(Ja)) = 〈ρ,−w0λ〉+ r(g − 1).

Pour un groupe connexe réductif tel que Gder simplement connexe, il nous suffit alors d’ajouter
la dimension du centre pour obtenir la dimension de Aλ et pour la dimension du champ de Picard,
on ajoute (g − 1) dim(ZG).
5.7. Densité de l’ouvert régulier. On suppose de plus que G est semisimple. On établit formule
du produit analogue à celle de Ngô [42, sect 4.15] entre les fibres de Hitchin et les fibres de Springer
affines. Soit a ∈ A♥λ (k¯). Soit U l’image réciproque de l’ouvert C
λ,rs
+ par la flèche a : X¯ → C
λ
+. Le
recollement avec la section de Steinberg définit un morphisme∏
x∈X¯−U
Mλ,x(a)→Mλ(a).
Nous avons aussi un morphisme pour le champ de Picard∏
x∈X¯−U
Px(Ja)→ Pa,
qui induit une flèche
ψ :
∏
x∈X¯−U
Mλ,x(a) ∧
∏
x∈X¯−U
Px(Ja)
Pa //Mλ(a) .
Théorème 5.12. Pour tout a ∈ A♥λ (k¯), la flèche ψ induit une équivalence de catégories sur les
k¯-points.
De plus pour tout a ∈ Aaniλ (k¯), le quotient de
∏
x∈X¯−U
M
red
λ,x(a) × Pa par l’action diagonale de
∏
x∈X¯−U
Predx (Ja) est un champ de Deligne Mumford propre et
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ψred :
∏
x∈X¯−U
M
red
λ,x(a) ∧
∏
x∈X¯−U
Predx (Ja)
Pa →Mλ(a)
est un homéomorphisme.
Démonstration. La preuve est la même que celle de [42, Prop. 4.15.2] une fois que nous avons fait
appel à la proposition 4.7. 
Corollaire 5.13. Pour tout a ∈ Aaniλ (k¯), Mλ(a) est homéomorphe à un schéma projectif. De plus,
pour tout m ∈Mλ(a), le stabilisateur de m dans Pa est un groupe affine.
De la formule du produit et du résultat local [5, Prop. 4.24], on déduit le corollaire suivant :
Corollaire 5.14. Pour tout a ∈ A♥λ (k¯), le complémentaire de M
reg
λ (a) dans Mλ(a) est de dimen-
sion strictement plus petite que Mλ(a).
En particulier, dimMregλ (a) = dimMλ(a) = dimMλ(a).
Pour montrer la densité de l’ouvert régulier, nous allons maintenant avoir besoin du théorème
de transversalité 3.4, on rappelle que S = supp(λ).
Corollaire 5.15. La flèche f ♭ : M
♭
λ → A
♭
λ est plate et ses fibres sont géométriquement réduites.
On en déduit alors que pour tout a ∈ A♭λ(k), l’ouvert régulier M
reg
λ (a) est dense dans Mλ(a).
Démonstration. Le morphisme f ♭ a des fibres de dimension constante, la source est Cohen-Macaulay
d’après le théorème 3.4 et le but est lisse, donc f ♭ est plat. Comme de plus, les fibres Mλ(a) sont
équidimensionnelles, d’après le corollaire 5.14, on en déduit que Mregλ (a) est dense dans la fibre
Mλ(a). 
Remarque : Par la formule du produit 5.12, nous obtenons également la densité de l’orbite
régulière locale.
6. Stratification
6.1. Normalisation en famille. De même que dans Ngô, nous allons avoir besoin d’obtenir une
stratification de Aλ en fonction de l’invariant δ, correspondant à la dimension de la partie affine du
champ de Picard. Nous renvoyons à Ngô [42, sect. 5] pour les preuves qui sont les mêmes dans le
cas qui nous occupe.
Définition 6.1. Soit f : Y → S un morphisme projectif plat à fibres réduites de dimension un. Une
normalisation en famille est un S-schéma Y ♭ avec une flèche ξ : Y ♭ → Y propre et birationnelle telle
qu’au-dessus de chaque ouvert U de Y , dense dans chaque fibre de Y au-dessus de S, le composé
f ◦ ξ soit propre et lisse.
Considérons le foncteur B qui à tout k-schéma S associe le groupoïde des triplets (a, X˜♭a, ξ) où :
– a ∈ A♥λ (S)
– X˜♭a une S-courbe propre et lisse munie d’une action de W .
– ξ : X˜♭a → X˜a une normalisation en famille W -équivariante.
Soit b = (a, X˜♭a, ξ) ∈ B(S) un point dans un schéma connexe S. En notant π : X × S → S la
projection, sous l’hypothèse que l’ordre de W soit première à la caractéristique et comme S est
connexe, le faisceau
(π∗(ξ∗OX˜♭a/OX♭a)⊗OX t)
W
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est un OS-module localement libre de rang δ(b). Pour a ∈ A
♥
λ (k¯), on a vu que la courbe camérale
était connexe réduite, donc admet une unique normalisation et la flèche canonique B → A♥λ induit
une bijection au niveau des k¯-points.
Proposition 6.2. Le foncteur B est représentable par un k-schéma de type fini.
Fixons un point ∞ ∈ X(k¯). On rappelle que nous avons un ouvert A∞λ constitué des a ∈ Aλ qui
sont réguliers semisimples en ∞. Soit le diagramme cartésien
A˜λ

// V λ,∞T

A∞λ
// C
λ,∞
+
où la flèche horizontale du bas associe à a ∈ A∞λ le point a(∞) et C
λ,∞
+ la fibre au-dessus de ∞.
Comme pour a ∈ A∞λ , a(∞) est régulier semisimple, cela fait de A˜λ un W∞-torseur au-dessus de
A∞λ , où W∞ est la fibre du X-schéma groupes fini étale W en ∞.
De plus, le morphisme de A˜λ → V
λ,∞
T se factorise par le lieu régulier semisimple de V
λ,∞
T lequel
est lisse et géométriquement irréductible.
Lemme 6.3. Supposons λ ≻ 2g, alors A˜λ est lisse et géométriquement irréductible.
Démonstration. L’hypothèse sur le degré assure que l’application linéaire Aλ → Cλ+ est surjective,
donc la flèche A˜λ → V
λ,∞
T est lisse à fibres connexes. Comme de plus, elle se factorise par le lieu
régulier-semisimple de V λ,∞T , on obtient donc le résultat. 
On fait alors le changement de base B˜, de B à A˜λ. En considérant la flèche B˜ → A˜λ, on obtient
par [42, sect. 5.3.3] une stratification de A˜λ ⊗k k¯ en localement fermés irréductibles :
A˜λ ⊗k k¯ =
∐
ψ∈Ψ
A˜λ,ψ
où l’on peut supposer, si B˜ψ désigne l’image réciproque de A˜λ,ψ, que le morphisme induit est fini
radiciel. On peut également supposer que l’adhérence d’une strate est la réunion de strates, ce qui
nous permet de définir un ordre partiel sur les strates et donc comme A˜λ est géométriquement
irréductible, l’ensemble Ψ admet un élément maximal ψG.
6.2. Invariants monodromiques. Soit a˜ = (a, ∞˜) ∈ A˜λ(k¯) avec ∞˜ un point géométrique de X˜a
au-dessus de ∞. Soit Ua le plus grand ouvert de X¯ au-dessus duquel le revêtement X˜a → X¯ est
étale. On a alors un morphisme
π1(Ua,∞)→ W
On note Wa le sous-groupe de W image de π•a et Ia l’image par π
•
a du noyau de la flèche
π1(Ua,∞)→ π1(X¯,∞).
Nous avons par construction, Wa ⊂ W et Ia est un sous-groupe normal de Wa, contenu dans
Wa. Nous avons une autre interprétation des groupes Wa et Ia tirée de Ngô [42, sect. 5.4.2]. Nous
avons la courbe camérale X˜a qui est munie d’une action de W . Soit Ca la composante connexe
contenant ∞, alors Wa est le sous-groupe de W qui laisse stable la composante connexe. Ia est
alors le sous-groupe engendré par les éléments de Wa admettant au moins un point fixe sur Ca.
Comme la projection de Ca sur X admet une action libre de Θ, Ia est contenu dans le noyau de
Wa.
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Proposition 6.4. L’application a˜ → (Ia,Wa) est constante sur chacune des strates A˜λ définie
dans la section précédente. On en déduit donc une application
ψ → (Iψ ,Wψ),
définie sur l’ensemble des strates Ψ compatible avec l’application a˜ → (Ia,Wa) définie au niveau
des points géométriques.
Lemme 6.5. Considérons l’ordre partiel sur les couples (I,W ), (I1,W1) ≤ (I2,W2) si et seulement
si W1 ⊂W2 et I1 ⊂ I2, avec I1 normal dans W1 et W1 ⊂W ⋊Θ. L’application
ψ → (Iψ ,Wψ)
est croissante. De plus, si λ ≻ 2g, (IψG ,WψG) = (W,W ).
Démonstration. L’assertion sur la croissance vient de [42, Lem. 5.4.5]. L’assertion sur WψG , vient
du fait que pour λ ≻ 2g, l’ouvert A♦λ est non vide et que Wa =W , pour a ∈ A
♦
λ (k¯). L’assertion sur
Ia vient du fait que c’est un sous-groupe normal de W . La courbe camérale coupe transversalement
chaque hyperplan de racines, donc Ia contient toutes les réflexions sα associées aux murs hα. 
De ce lemme, on peut en déduire une stratification de A˜λ par les couples (I−,W−) où W− un
sous-groupe deW et I− est un sous-groupe normal deW− inclus dansW . On obtient que la réunion
des strates A˜λ,ψ, avec (Iψ ,Wψ) avec Iψ ⊂ I− et Wψ ⊂ W−, est un fermé de A˜λ et que la réunion
des strates A˜λ,ψ, avec Iψ = I− et Wψ = W− est ouvert dans ce fermé. On note A˜λ,(I−,W−) cette
strate. Nous obtenons alors
A˜λ =
∐
(I−,W−)
A˜λ,(I−,W−).
6.3. Calcul de π0(Pa). Fixons un point ∞ ∈ X(k¯). On considère l’ouvert A∞λ de Aλ ⊗ k¯ défini
sur k¯, qui consiste en les points a ∈ Aλ(k¯) tels que a(∞) ∈ C
λ,rs
+ (k¯). On considère alors en chaque
point a ∈ A∞λ , le champ de Picard P
∞
a qui classifie les Ja-torseurs avec une trivialisation en ∞.
Proposition 6.6. [42, Prop. 4.5.7] Le foncteur P∞ est représentable par un schéma en groupes
lisse localement de type fini au-dessus de A∞λ . Pour tout a ∈ A
∞
λ , le tore Ja,∞ agit sur P
∞
a en
modifiant la rigidification et induit un isomorphisme entre le champ quotient [P∞a /Ja,∞] et Pa.
Démonstration. La représentabilité vient de la représentabilité du schéma de Picard de la courbe
camérale. La deuxième assertion est immédiate, elle consiste en l’oubli de la trivialisation. 
Soit a ∈ A∞λ (k¯). Soit U l’image réciproque dans X¯ du lieu régulier semisimple. Au-dessus de U ,
le revêtement caméral est fini étale de groupe de Galois W . En se donnant ∞˜ ∈ X˜a au-dessus de
∞, on a un morphisme de groupes :
π•a : π1(U,∞)→W .
On note Wa l’image de π•a et Ia l’image du noyau de π1(U,∞) → π1(X¯,∞). Soit P
′
a le champ de
Picard associé à J0a . A nouveau, pour un groupe abélien de type fini Λ, on note :
Λ∗ = Spec(Ql[Λ])
le groupe affine diagonalisable associé. De la suite exacte :
0 // J0a // Ja // π0(Ja) // 0
nous obtenons une suite exacte longue
H0(X¯, π0(Ja)) // H
1(X¯, J0a) // H
1(X¯, Ja) // H
1(X¯, π0(Ja)) = 0 ,
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le dernier terme étant nul comme π0(Ja) est à support fini. On en déduit la proposition suivante :
Lemme 6.7. On a une flèche surjective :
P ′a → Pa,
de noyau fini et une suite exacte
H0(X¯, π0(Ja)) // π0(P ′a) // π0(Pa) // 0 .
Nous pouvons maintenant élucider la structure de π0(Pa) grâce à [11, Lem. 8.3.1-8.4.1] :
Proposition 6.8. Pour a˜ = (a,∞) ∈ A˜λ(k¯), on a un morphisme surjectif bien défini
X∗(T ∩Gder)→ π0(P
1
a)
défini et π0(P
′
a) s’identifie à X∗(T ∩ Gder)Wa . De plus, ces flèches se mettent en famille en un
morphisme surjectif de faisceaux entre le faisceau constant X∗(T ∩Gder) et π0(P1).
Définition 6.9. On définit le lieu anisotrope Aaniλ ⊂ A
♥
λ constitué des a ∈ A
♥
λ tels que π0(P
1
a) est
fini.
Proposition 6.10. Le lieu anisotrope Aaniλ ⊂ A
♥
λ est un ouvert de A
♥
λ .
Démonstration. Du lemme 6.5, nous obtenons que la réunion des strates A˜λ,ψ tel que (T ∩Gder)Wψ
est fini, est un ouvert de A˜λ. Et de la définition du lieu anisotrope, il résulte qu’un point a˜ =
(a,∞) ∈ A∞λ (k¯) est dans cet ouvert si et seulement si a ∈ A
ani
λ (k¯). 
Corollaire 6.11. Au-dessus de Aaniλ , le champ M
1,ani
λ est de Deligne-Mumford ainsi que P
1,ani.
Démonstration. De la description galoisienne de J♭a (5), nous obtenons que :
H0(X¯, J♭a) = T
Wa
Par définition de Aaniλ , nous avons (T ∩ Gder)
Wa qui est fini non-ramifié comme la caractéristique
est première à l’ordre du groupe de Weyl. Comme (E, φ) ∈ M
1,ani
λ , il résulte de la proposition 5.9
que Aut(E, φ) est contenu dans (T ∩ Gder)Wa , donc est également fini non-ramifié. Enfin, comme
un ouvert deM
1,ani
λ est un torseur sous P
1,ani, nous obtenons la propriété analogue pour le champ
de Picard. 
Enfin, il résulte de la proposition 6.8 que nous avons immédiatement :
Corollaire 6.12. Au-dessus de A˜aniλ , π0(P
1)|A˜ani
λ
est un faisceau en groupes abéliens finis.
6.3.1. Module de Tate. Plaçons-nous au-dessus de l’ouvert anisotrope. Au-dessus de cet ouvert,
d’après le corollaire 6.11, P1 est un champ de Deligne-Mumford lisse. Notons P0 le sous-champ de
Picard des composantes neutres de P1. Posons g : P0 → Aaniλ le morphisme structural. Il est lisse
de dimension relative d et nous posons :
TQl(P
0) = H2d−1(g!Ql)
qui est un Ql-faisceau sur A
ani
λ . On tire la proposition suivante de [42, Prop. 4.12.1] :
Proposition 6.13. Il existe une forme alternée
ψ : TQl(P
0)× TQl(P
0)→ Ql(−1)
telle qu’en chaque point géométrique a ∈ Aaniλ (k¯), la forme ψa est nulle sur la partie affine TQl(Ra)
et induit une accouplement parfait sur la partie abélienne TQl(Aa).
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D’après Ngô [42, sect. 4.12], on a une suite exacte de modules de Tate :
0 // T
Ql
(Ra) // TQl(P
0
a)
// T
Ql
(Aa) // 0
où Ra est un groupe affine et Aa un groupe abélien. Ils sont obtenus de la manière suivante. En
introduisant un rigidificateur, nous avons vu d’après la proposition 6.6, qu’au-dessus de l’ouvert
A∞λ , nous avons un schéma en groupes lisse de type fini P∞ qui se surjecte sur P
0, et l’on fait
ensuite pour ce groupe la décomposition de Chevalley avec Aa sa partie abélienne et Ra sa partie
affine. Cela revient alors à un dévissage de Chevalley pour le module de Tate TQl(P
0).
6.4. Stratification à δ constant. Pour a ∈ A♥λ (k¯), on rappelle que nous avions un entier δ(a)
égal à la dimension de :
H0(X¯, (θ♭a∗OX˜♭a/θa∗OXa ⊗OX t)
W ).
Lemme 6.14. La fonction a˜→ δ(a˜) est constante sur chaque strate A˜λ,ψ pour tout ψ ∈ Ψ.
Nous obtenons alors une application :
δ : Ψ→ N
laquelle est décroissante [42, 5.6.2]. Elle vérifie de plus la proposition suivante
Proposition 6.15. Soit P → S un schéma en groupes commutatifs lisses de type fini. La fonction
s → δs où δs est la dimension de sa partie affine, est une fonction semi-continue supérieurement.
Enfin, si λ ≻ 2g, δ(ψG) = 0.
De cette proposition, nous en déduisons que la réunion des strates A˜λ,ψ avec ψ ∈ Ψ tel que
δ(ψ) ≤ δ est un fermé de A˜λ et donc
A˜λ,δ =
∐
δ(ψ)=δ
A˜λ,ψ
est un ouvert dans le fermé défini ci-dessus. D’où nous déduisons la stratification suivante :
A˜λ =
∐
δ∈N
A˜λ,δ.
7. Codimension des strates Aλ,δ
Nous voulons prouver que codim(Aλ,δ) ≥ δ, ce qui en caractéristique p, pose déjà problème dans
le cas des algèbres de Lie, nous montrons donc un énoncé analogue à [42, Prop. 5.7.2].
Théorème 7.1. Pour un groupe G fixé et pour tout δ ∈ N, il existe un entier N dépendant de G
et δ, tel que si λ ≻ N alors la strate Aλ,δ est de codimension plus grande ou égale à δ.
Cet énoncé va se déduire d’un calcul local.
7.1. Stratifications radicielles. Soit O = k[[π]] avec k algébriquement clos de corps de fractions
F . Soit F sep une clôture séparable de F . On suppose que la caractéristique du corps est première
à l’ordre de W . Dans ce paragraphe, on peut supposer, sans restreindre la généralité, que G est
simplement connexe. On se donne un cocaractère dominant λ ∈ X∗(T )+. On dira qu’un sous-
ensemble Y de Cλ+(O) est admissible s’il existe m ∈ N tel que Y soit l’image réciproque d’une sous-
variété de Cλ+(O/π
mO). Pour a ∈ Cλ+(O)
′ := Cλ+(O) ∩ C
λ
+(F )
rs, soit x+ = (π−w0λ, x) ∈ T+(F sep)
d’image a, le choix de ce point définit un morphisme :
πa : I := Gal(F
sep/F )→W ,
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comme la caractéristique du corps est première à W , ce morphisme se factorise par le quotient
modéré Imod de Gal(F sep/F ). On considère alors un générateur topologique de Imod et on note wa
son image par πa.
Pour toute racine positive α ∈ R+, on définit une fonction r : R+ → Q+ par :
r(α) = 〈α, λ〉+ val(1− α(x)) + val(1− α−1(x)).
Dans la suite pour un élément t+ := (π−w0λ, t) ∈ V λT (O) et α ∈ R+, on pose :
φα(t) = 〈α, λ〉+ val(1− α(t)) + val(1− α
−1(t)).
Ainsi, nous avons d(a) = val(a∗Dλ) =
∑
α∈R+
r(α). On note c(a) = dimT+ − dim(T
wa
+ ), la chute du
rang torique et d’après la formule de dimension 4.5, on a
δ(a) = d(a)−c(a)2 .
L’orbite sousW de la paire (wa, r) ne dépend pas du choix de x. On considère alors le sous-ensemble
Cλ+(O)[w,r] de C
λ
+(O)
′ constitué des éléments a d’invariant [w, r] fixé.
Nous allons avoir besoin d’obtenir les strates Cλ+(O)[w,r] d’une autre manière dans le même esprit
que Goresky-Kottwitz-McPherson [22, sect.4.4]. Soit w ∈ W d’ordre l premier à la caractéristique
du corps. Soit E = F (π1/l) d’anneau d’entiers OE . On choisit ξl une racine primitive de l’unité et
on note τE l’unique élément de Gal(E/F ) qui envoie π1/l sur ξlπ1/l. On considère alors :
V λT,w(O) := {u ∈ V
λ
T (OE)
′| wτE(u) = u},
et pour une O-algèbre A, on pose :
V λT,w(A) = V
λ
T,w(O)⊗O A.
On peut définir un schéma V λT,w dont les O-points sont donnés par l’ensemble ci-dessus. On com-
mence par considérer la restriction à la Weil ResOE/O V
λ
T . Pour toute O-algèbre A, nous avons :
ResOE/O V
λ
T (A) = V
λ
T (OE ⊗O A),
L’automorphisme τE sur OE/O induit un automorphisme :
τE : ResOE/O V
λ
T → ResOE/O V
λ
T .
L’action de W sur V λT induit une action sur ResOE/O V
λ
T qui commute avec l’action de τE d’où
nous obtenons une action de Z/lZ sur ResOE/O V
λ
T qui agit par wτE . On considère alors :
V λT,w := (ResOE/O V
λ
T )
Z/lZ.
De plus, la flèche V λT → C
λ
+, induit un morphisme :
θw : V
λ
T,w → C
λ
+.
Enfin, pour une fonction r : R+ → Q+ fixée, on introduit le sous-ensemble de V λT,w(O) :
VT,w(O)r := {t ∈ V λT,w(O)| ∀ α ∈ R+, r(α) = φα(t)},
dont on vérifie immédiatement qu’il se surjecte par θw sur Cλ+(O)[w,r]. Nous avons alors la propo-
sition suivante :
Lemme 7.2. Pour toute W -orbite [w, r], le sous-ensemble Cλ+(O)[w,r] est admissible.
Démonstration. Posons Y := V λT,w(O)r , il nous suffit de voir que Y est admissible comme il s’envoie
surjectivement sur Cλ+(O)[w,r]. On choisit N tel que pour tout α ∈ R+, r(α) < N . Soient u
′ ∈ Y et
u ∈ V λT,w(O), tels que :
u = u′ [πN ].
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Nous voulons montrer que u′ ∈ Y , ce qui revient à voir que :
φα(u
′) = r(α),
or cette condition peut se vérifier modulo N compte tenu du choix de N , l’égalité u = u′ [πN ] nous
permet de conclure. 
7.2. Une inégalité de codimension.
Proposition 7.3. Si δ(a) > 0, alors on a codim[w, r] ≥ δ(a) + 1.
On commence par montrer l’assertion dans le cas déployé, i.e. w = 1. La preuve suit celle de [22,
Thm. 8.2.2]. On considère le sous-groupe de Lévi M de G dont le système de racines RM est donné
par le sous-ensemble R1 = {α ∈ R| r(|α|) ≥ 1} de R. Les objets correspondant au Lévi seront notés
d’un indice « M ».
Lemme 7.4. Supposons que Cλ+,M (O)rM soit de codimension a dans C
λ
+,M (O), alors il en est de
même pour Cλ+(O)r dans C
λ
+(O).
Démonstration. Comme nous avons, C+,M := VT /WM , on obtient un morphisme surjectif :
g : C+,M → C+.
On définit alors le polynôme Dλ,G/M sur VT par :
D+,G/M = 2(ρ− ρM )
∏
α∈R−RM
(1 − α(t)).
Soit UM le complémentaire du lieu d’annulation de D+,G/M . L’application g est étale au-dessus de
l’ouvert UM . Le reste de la preuve est maintenant identique à [22, Lem. 11.1.2]. 
Lemme 7.5. Supposons que Cµ+,r(O) soit de codimension a dans C
µ
+(O), alors C
µ+µ′
+,r+m(O) est de
codimension a+ rm dans Cµ+µ
′
+ (O), où µ
′ est tel que :
∀ i, 〈ωi, µ′〉 = m.
Démonstration. Cela vient du fait que C+,r+m(O)µ+µ
′
est l’image de Cµ+,r(O) par l’application :
(ω•(π
µ′ ) : (a1, . . . , ar) 7→ (πµ+µ
′
), πma1, . . . , π
mar).
et du lemme [22, 10.2.1]. 
Nous pouvons maintenant prouver la proposition 7.3 :
Démonstration. Passons à la preuve dans le cas déployé d’après Goresky-Kottwitz-McPherson. Nous
allons en fait démontrer un résultat plus précis sur la codimension, à savoir qu’elle est égale à :
DG(r) := dG(r) +
1
2
∑
α∈R+
r(α) = dG(r) + δ(a),
où dG(r) est la codimension de V λT (O)r dans V
λ
T (O), en particulier, on a dG(r) ≥ 1 comme δ(a) > 0.
On raisonne sur le cardinal du nombre de racines. Le cas où |R| = 0 est trivial. On suppose
d’abord qu’il existe α ∈ R+ tel que r(α) = 0, alors R1 est un sous-ensemble strict de racines. En
particulier, l’énoncé est vrai pour le Lévi M du lemme 7.4. En particulier, on obtient que Cλ+(O)r
est de codimension DM (rM ). Il nous faut donc voir que DM (rM ) = DG(r), ce qui est clair car
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r s’annule sur les racines qui ne sont pas dans M et que V λT (O)r est ouvert dans V
λ
T (O)rM d’où
dG(r) = dM (rM ). Si 0 n’apparaît pas comme valeur de r, soit m la plus petite valeur que prend r,
alors nous avons r = r′ +m de telle sorte que le théorème vaut pour r′ et il ne nous reste plus qu’à
utiliser le lemme 7.5 pour conclure.
Passons au cas général ; dans ce cas il nous suffit de voir que :
Cλ+(O)[w,r] ⊗O OE ⊂ C
λ
+(OE)r,
d’où l codim[w, r] ≥ codimCλ+(OE)r ≥ l(δ(a) + 1), ce qui conclut. 
Proposition 7.6. La proposition 7.3 implique le théorème 7.1.
Démonstration. Il suffit de reprendre [42, Prop. 5.7.2]. 
8. La fibration de Hitchin anisotrope
8.1. La propreté. On rappelle que l’on considère toujours un groupe connexe réductif déployé G.
Dans cette section, on démontre le théorème suivant :
Théorème 8.1. Le morphisme de Hitchin :
fani :M
1,ani
λ → A
ani
λ
est propre.
On commence par montrer la partie existence du critère valuatif. Il vaut au-dessus de A♥λ et
pour tout M
♥
λ .
Proposition 8.2. Soit R un anneau de valuation discrète de corps résiduel κ et de corps de fractions
K. Soit a ∈ A♥λ (R) et φK ∈ M
♥
λ (K) qui relève aK . Alors, il existe une extension finie étale K
′ de
K telle que pour la normalisation R′ de R dans K ′, il existe un morphisme φ′ ∈M
♥
λ (R
′) au-dessus
de a dont la restriction à Spec(K ′) soit au-dessus de φK .
Démonstration. Le point φK correspond à un point (EK , φK), η le point générique de XK . Quitte
à faire une extension finie de K, on peut supposer que EK est trivial au point η. En fixant une
trivialisation de EK , on obtient un élément γ ∈ V λG (L) où L est le corps de fonctions de XK .
Soit B l’anneau local au point fermé de XR défini par l’idéal engendré par une uniformisante π
de R. C’est un anneau de valuation discrète de corps résiduel le corps de fonctions Xκ et de corps de
fractions L. Soit a| Spec(B) ∈ Cλ+(B), comme a ∈ A
♥
λ (R), on en déduit que a| Spec(B) ∈ C
λ,f−rs
+ (B).
Lemme 8.3. Soit a| Spec(B) ∈ C
λ,f−rs
+ (B), alors on peut trouver γ0 ∈ V
λ
G (B) tel que χ+(γ0) =
a| Spec(B).
Démonstration. Si G vérifie que Gder est simplement connexe, il suffit de prendre la section de
Steinberg, dans le cas général, on a un carré cartésien :
V λ˜,f−rsG′
χ+

// V λ,f−rsG
χ+

C
λ˜,f−rs
+
// C
λ,f−rs
+
où G′ est une z-extension de G par un tore induit Z, λ˜ relève λ et les flèches horizontales sont des
Z-torseurs. En particulier, tout Z-torseur sur un anneau de valuation discrète est trivial, on peut
36
donc relever a| SpecB en a˜ ∈ C
λ˜,f−rs
+ (B), on a alors un élément γ1 ∈ V
λ˜,f−rs
G′ qui relève a˜ que l’on
projette en un élément de V λ,f−rsG (B), ce qu’on voulait. 
Maintenant, comme χ+(γ) = χ+(γ0), quitte à faire une extension, on peut supposer qu’il existe
g ∈ G(L) tel que Ad(g)γ = γ0. On recolle alors (EK , φK) avec le couple (E0, γ0) sur Spec(B), où
E0 est le torseur trivial. On obtient donc un couple (E, φ) défini sur le complémentaire des points
fermés de codimension deux de XR.
Soit x ∈ X×kS un tel point et considérons l’anneau local Ox en x. C’est un anneau local régulier
de dimension 2. Nous avons un couple (E, φ) sur Spec(Ox) − {x} que nous voulons prolonger.
D’après un théorème de Horrocks [25], il y a une équivalence de catégories entre les G-torseurs sur
Spec(Ox)− {x} et les G-torseurs sur Spec(Ox), donnée par la restriction. En particulier, cela nous
fournit un prolongement de E. Quant à la section, on a une flèche Spec(Ox) − {x} → V λG qui se
prolonge comme V λG est affine. 
Il nous faut maintenant montrer la séparation, nous allons nous inspirer de la démonstration de
Chaudouard-Laumon [11, sect. 9.2]. L’énoncé du critère valuatif est le suivant :
Proposition 8.4. Soit R un anneau de valuation discrète contenant k. Soient S = Spec(R) et
η = Spec(L) son point générique. Soient m,m′ ∈ M
1,ani
λ (R) et mK ,mK′ ∈ M
1,ani
λ (K) les points
associés tels que :
– fani(m) = fani(m′),
– on a un isomorphisme θK : mK → mK′ .
Alors, il existe une extension finie étale L′ de L telle que pour la normalisation S′ de S dans L′, il
existe un unique isomorphisme θ : m→ m′ qui prolonge θK .
Démonstration. Nous avons m = (E, φ) et m′ = (E′, φ′) dansM
ani
λ (R). Nous noterons d’un indice
K les objets correspondants de M
ani
λ (K). On a un isomorphisme G-équivariant
θK : EK → E′K
compatible aux sections φ et φ′ une fois que l’on a tordu par le V λG . Nous voulons le prolonger en
un isomorphisme θ au-dessus de Spec(R). Soit π une uniformisante de R. Il définit un point x de
codimension un de XR := X ×k R, on note B l’anneau local en ce point.
Lemme 8.5. [11, Lem. 9.3 et sect. 9.3] Pour que θK se prolonge à XR, il faut et il suffit qu’il
se prolonge à Spec(B). De plus, de tels prolongements, s’ils existent, sont uniques. Enfin, pour K ′
par une extension étale de K et R′ la normalisation de R dans K ′, il est équivalent de montrer le
prolongement de θK′ ou de θK .
Remarque : Si θK se prolonge en θ la compatibilité avec les sections est automatique puisque
l’égalité sera vraie sur un ouvert de XR.
Posons a = f(m) ∈ Aaniλ (R). Par Drinfeld-Simpson [14, Thm. 2], en agrandissant suffisamment
K on peut supposer que E et E′ sont triviaux et d’après le lemme suivant on peut les trivialiser de
telle sorte que les trivialisations de E ×G V λG et E
′ ×G V λG qui s’en déduisent envoient φ sur φ
′.
Lemme 8.6. Soient γ et γ′ des éléments de VG(B) tels que χ+(γ) = χ+(γ′) = a ∈ C
f−rs
+ (B), alors
il existe une extension finie K ′ de K telle que si l’on désigne par B′ la normalisation de B dans
K ′, γ et γ′ deviennent conjugués sous un élément de G(B′).
Démonstration. On renvoie à [11, Lem. 9.5] pour les détails. L’idée est que le transporteur de γ à
γ′ est un schéma en tores sur Spec(B) qui est donc isotrivial. 
37
Maintenant on fixe une fois pour toutes ces trivialisations et on obtient alors une trivialisation
de θK qui s’identifie à la translation à gauche d’un élément g ∈ G(F ) et γ ∈ VG(B) tel que
g−1γg = γ.
De plus, comme nos deux torseurs EK et E′K sont de degré zéro, cela force g ∈ Gder(F ). L’assertion
se réduit alors au lemme suivant :
Lemme 8.7. L’élément g est dans Gder(B).
Comme a ∈ Cf−rs+ (B) la réduction en fibre spéciale est encore régulière semi-simple. Ainsi le
centralisateur de γ est un schéma en tores Ta sur Spec(B) et est donc isotrivial. En particulier,
le tore Ta,F se déploie sur une extension finie étale. On obtient qu’il existe λ ∈ X∗(Ta) et h ∈
Ta(F ) ∩Gder(B) tel que
g = πλh.
Comme h est dans le centralisateur de γ, il n’est pas gênant de modifier la trivialisation de E
par h. Ainsi, quitte à changer de trivialisation, on peut supposer h = 1. Enfin, on a que λ est
nécessairement fixe sous Gal(Fs/F ). Or, a est anisotrope donc X∗(Ta ∩ Gder(F ))Gal(Fs/F ) = 0et
λ = 0. C’est ici que notre chemin diverge d’avec celui de Chaudouard-Laumon, cela nous suffit pour
conclure. 
8.2. La surjectivité. A ce stade, si Gder n’est pas simplement connexe, nous ne savons pas si
la flèche fani : M
ani
λ → A
ani
λ est surjective et nous aurons évidemment besoin de cette assertion
lorsque nous voudrons démontrer un théorème du support.
Proposition 8.8. La fibration fani :M
ani
λ → A
ani
λ est surjective sur les k¯-points.
Cette proposition n’est intéressante que si Gder n’est pas simplement connexe, puisque dans
ce cas nous ne disposons pas de section de Steinberg, nous nous plaçons donc dans ce cadre. On
note A♥,+λ l’ouvert de Aλ constitué des polynômes génériquement réguliers semisimples et réguliers
semisimples également en les points de supp(λ). On démontre alors le lemme suivant :
Proposition 8.9. Le morphisme f♥,+ :M
♥,+
λ → A
♥,+
λ est surjectif sur les k¯-points.
Démonstration. On a besoin d’un lemme :
Lemme 8.10. Soit a ∈ A♥,+λ (k¯). On note U := a
−1(Cλ,rs+ ), en particulier, par hypothèse supp(λ) ⊂
U . Alors il existe un ouvert non vide V ⊂ U et une paire de Hitchin (EV , φV ) qui s’envoie sur
aV ∈ H0(V,Cλ+), avec EV le G-torseur trivial.
Démonstration. Si Gder est simplement connexe, on utilise la section de Steinberg, on a donc
naturellement une paire (EV , φV ) avec EV le torseur trivial. On considère maintenant seulement G
connexe réductif. Soit G′ une z-extension, de tore induit Z et λ˜ qui relève λ. Nous avons donc le
diagramme suivant :
C
λ˜,f−rs
+

U
a
// C
λ,f−rs
+
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où la flèche verticale est un Z-torseur. En particulier, en tirant ce Z-torseur sur U par a, il est
localement trivial pour la topologie de Zariski. On considère alors un ouvert V qui contient supp(λ)
sur lequel le Z-torseur est est trivial. On obtient alors un relèvement a˜V ∈ H0(V,C
λ˜,f−rs
+ ) de a|V
et on dispose d’une paire (E′V , φ
′
V ), comme G
′
der est simplement connexe, que l’on pousse ensuite
dans V λG . En particulier, nous obtenons une paire de Hitchin (EV , φV ) sur V d’image aV avec EV
le torseur trivial. 
Il nous faut maintenant étendre cette paire en les points de X − V . Soit x ∈ X − V , on note Ox
l’anneau local complété en x, de corps de fractions Fx.
Nous avons une section ax ∈ Cλ+(Ox) ∩ C
λ,rs
+ (Fx), comme supp(λ) ⊂ V , nous avons même que
ax ∈ T/W (Ox). En restreignant la paire (EV , φV ) à Fx, nous avons une section γx ∈ G(Fx)rs
telle que χ(γx) = ax. En particulier, il existe une extension finie étale Ex de Fx telle qu’il existe
hx ∈ G(Ex) et tx ∈ T (Ex) satisfaisant :
hxγxh
−1
x = tx.
De plus, comme T → T/W est un morphisme fini et que χ(tx) = ax ∈ Cλ+(O), on obtient par
critère valuatif que t ∈ T (OE). Maintenant, en appliquant [22, sect. 8.1], on sait qu’il existe un
tore non-déployé Tw défini sur Fx, déployé sur Ex tel que tx ∈ Tw(Ox) et muni d’un plongement
Tw → G. En particulier, on obtient un élément γ′x ∈ G(O) tel que χ(γ
′
x) = ax. En étudiant le
transporteur de γx à γ′x, on obtient que c’est un T -torseur sur Fx, lequel est donc trivial, puisqu’il
est au-dessus du complété en x d’un corps de fonctions d’une courbe sur un corps algébriquement
clos. Il existe donc g ∈ G(Fx) tel que :
gγxg
−1 = γ′x.
La donnée de g nous permet alors de recoller la paire (EV , φV ) avec (E0, γ′x) à la Beauville-Laszlo,
où E0 est le torseur trivial. En itérant, on obtient donc une paire (E, φ) ∈ M
♥,+
λ (k¯) d’image
a ∈ A♥,+λ (k¯), ce qu’on voulait. 
On peut passer à la preuve de la proposition 8.8.
Démonstration. Le morphisme fani est d’image fermée F dans Aaniλ . De plus, d’après le lemme 8.9
F contient l’ouvert A♥,+λ ∩ A
ani
λ , lequel est dense dans A
ani
λ . On en déduit alors que F = A
ani
λ , ce
qu’on voulait. 
8.3. Correspondance endoscopique. Dans cette section, nous introduisons les groupes endosco-
piques qui vont intervenir dans la cohomologie des fibres de Hitchin au-dessus de l’ouvert anisotrope.
Soit G un groupe connexe réductif déployé tel que Gder est simplement connexe. Soit Gˆ le dual
de Langlands obtenu en échangeant racines et coracines dans la donnée radicielle. Il est muni d’une
paire de Borel (Tˆ , Bˆ).
Soit κ ∈ Tˆ , on considère Hˆ le centralisateur connexe de κ, qui est réductif comme κ est semi-
simple. On note H son dual. L’épinglage de Gˆ induit un épinglage pour Hˆ de même tore Tˆ et pour
un Borel BˆH de Hˆ contenant celui-ci. De plus, on a également une identification Out(Hˆ) = Out(H).
Considérons la suite exacte
1 // Hˆ // Gˆκ // π0(κ) // 1
où πκ est le groupe des composantes connexes du centralisateur de κ dans Gˆ. On a une flèche
canonique :
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oH(κ) : π0(κ)→ Out(H)
Définition 8.11. On appelle donnée endoscopique de G sur k, un couple (κ, ρκ) avec κ comme
ci-dessus et ρκ un morphisme
ρκ : π1(X¯,∞)→ π0(κ).
On note ρH le composé de ρκ et oH(κ). Ce morphisme nous permet de tordre H pour obtenir une
forme quasi déployée H de H, qui est le groupe endoscopique associé au couple (κ, ρκ). De plus,
si κ ∈ Tˆ est d’ordre fini, on dira que la donnée endoscopique est elliptique. Dans ce cas, si G est
semisimple, alors H l’est également.
Dans la suite, on suppose que la donnée endoscopique est déployée. Une telle hypothèse est vérifiée
si Gˆ a également son groupe dérivé simplement connexe. En particulier, la donnée de ρκ est triviale.
On réduit donc la donnée endoscopique au seul κ. Fixons alors κ ∈ Tˆ , on a un morphisme canonique
WH →W
compatible avec l’action sur T . On en flèche ν : CH := T/WH → C := T/W , qui, au-dessus de Crs,
est un morphisme fini étale :
νrs : CG−rsH → C
rs
où CG−rsH := ν
−1(Crs). Nous voulons essayer de passer au semi-groupe de Vinberg.
Naïvement, on voudrait définir une flèche ν : C+,H → C+ ; néanmoins, bien que H et G partagent
le même tore maximal, lorsque l’on veut passer au Vinberg, il faut ajouter une partie abélienne,
laquelle est une variété torique qui contient le tore adjoint comme groupe des inversibles qui eux
sont distincts pour H et G. Il est donc vain d’essayer de définir la correspondance endoscopique au
niveau de C+. En revanche, si nous fixons la partie abélienne, ce problème disparaîtra.
Nous avons C+ = AG × C et de même pour H . Etant donné que nous avons un isomorphisme
entre les tores maximaux T et TH de G et H et que les racines de H s’identifient à un sous-ensemble
de G, tout cocaractère dominant de G, reste dominant pour H . On en déduit alors une flèche :
−w0λ : X → [AH/TH ].
Les espaces caractéristiques Cλ+,H et C
λ
+ s’obtiennent par torsion par le T -torseur ET (−w0λ) des
espaces fibrés au-dessus de X , CH et C, d’où l’on obtient une flèche
ν+ : C
λ
+,H → C
λ
+.
On en déduit alors un morphisme
ν : Aλ,H → Aλ.
Lemme 8.12. La flèche ν restreinte à A♥λ est finie non ramifiée.
Démonstration. Il suffit de reprendre [43, 7.2]. 
Pour étudier la cohomologie de la fibration de Hitchin, il n’y a pas que la strateA♥λ qui va contribuer,
mais également des strates plus « petites ». En effet, notons Vλ la représentation irréductible de
plus haut poids λ de LG. Pour une donnée endoscopique κ, du morphisme η : Hˆ → Gˆ, on en déduit
par restriction une représentation :
(7) η∗Vλ :=
⊕
µ≤λ
(V Hµ )
⊕mµ ,
avec V Hµ la représentation irréductible de plus haut poids µ ∈ X∗(T )
+ et mλ = 1.
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Remarque : Il est à noter que l’on a mµ 6= 0 dès que λ−µ ne peut s’écrire comme une somme à
coefficients positifs de racines simples de H . On note alors socH(λ) l’ensemble des µ tels que µ 6= 0.
Définition 8.13. Etant donnée une donnée endoscopique κ, avec les notations de ci-dessus, on
considère le schéma :
Aη∗λ,H :=
⋃
µ∈socH(λ)
Aµ,H .
Si µ ≤ λ, on a une immersion fermée canonique :
Aµ → Aλ,
d’où l’on déduit à nouveau une flèche, notée de la même manière :
(8) ν : Aη∗λ,H → Aλ
qui est fini non-ramifiée au-dessus de A♥λ d’après le lemme 8.12.
8.4. Cohomologie au-dessus de l’ouvert anisotrope. On suppose Gder simplement connexe
et que l’endoscopie est déployée. Soit M
ani
λ,∞ (resp. P
∞,ani) le changement de base de M
1
λ (resp.
P1) à A˜aniλ . On pose ICMλ le complexe d’intersection sur M
ani
λ,∞.
Nous avons une flèche f˜ani :M
ani
λ,∞ → A˜
ani
λ qui est propre et g˜
ani : P∞,ani → A˜aniλ est propre et
lisse. Les deux sources sont des champs de Deligne-Mumford. D’après le théorème de Deligne [15]
f˜ani∗ ICMλ est pur et par le théorème de Beilinson-Bernstein-Deligne-Gabber [2], il se décompose
au-dessus de A˜aniλ en
f˜ani∗ ICMλ =
⊕
n∈Z
pHn(f˜ani∗ ICMλ)[−n]
où pHn(f˜ani∗ ICMλ)[−n] est pervers pur de poids n. Comme P
∞,ani agit sur M
ani
λ,∞ de manière
compatible à la stratification par les µ ≤ λ, P∞,ani agit sur f˜ani∗ ICMλ . Par le lemme d’homotopie
[39, 3.2.3] établi par Laumon-Ngô, l’action de P∞,ani sur les faisceaux de cohomologie pervers
pHn(f˜ani∗ ICMλ) se factorise par π0(P
∞,ani). La flèche surjective établie dans la proposition 6.8 :
X∗(T ∩Gder)→ π0(P∞,ani),
fait de π0(P∞,ani) un quotient fini de X∗(T ∩ Gder), nous permet de définir pour tout κ ∈ T , un
facteur direct pHn(f˜ani∗ ICMλ)κ sur lequel X∗(T ) agit à travers κ : X∗(T ∩Gder)→ Q
∗
l .
8.5. Transfert endoscopique. Soit κ une donnée endoscopique de G. D’après (8), on a une flèche
ν : Aη∗λ,H → Aλ.
Soit a˜ := (a, ∞˜) ∈ A˜λ(k¯). On a une projection
X˜a → X¯
génériquement étale de groupe W ⋊ π0(κ) vers X¯ . On définit une flèche
ν˜ : A˜η∗λ,H → A˜λ
donnée par (aH , ∞˜) 7→ (ν(aH), ∞˜). Cette flèche est définie sur k si ∞˜ est aussi défini sur k. Nous
avons la proposition due à Ngô [42, Prop. 6.3.2-6.3.3] et [43, 10.3, Lem. 10.1]
Proposition 8.14. Le morphisme ν˜H : A˜η∗λ,H → A˜λ est une immersion fermée.
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En particulier, cela nous permet de considérer A˜η∗λ,H comme un sous-schéma fermé de A˜λ. Nous
notons A˜aniλ,κ pour désigner son image dans A˜λ (Si l’on considérait des groupes quasi-déployés, A˜
ani
λ,κ
serait la réunion des A˜η∗λ,H associés aux morphismes ρκ : π1(X¯,∞)→ π0(κ)). Nous pouvons donc
maintenant localiser le lieu dans lequel on rencontre les supports de pHn(f˜ani∗ ICMλ)κ :
Proposition 8.15. Le support du faisceau pervers pHn(f˜ani∗ ICMλ)κ est contenu dans A˜
ani
λ,κ.
Démonstration. Il vient de la description de la proposition 6.8 de π0(P˜ani), que la restriction de
pHn(f˜ani∗ ICMλ)κ à l’ouvert A˜
ani
λ − A˜
ani
λ,κ est nulle. 
On pose alors
(f˜ani∗ ICMλ)κ =
⊕
n∈Z
pHn(f˜ani∗ ICMλ)κ[−n].
et nous notons supp((f˜ani∗ ICMλ)κ) l’ensemble des supports des faisceaux pervers irréductibles qui
interviennent dans la décomposition des faisceaux pHn(f˜ani∗ ICMλ)κ.
8.6. Détermination des supports. Dans le théorème 3.4, nous avions introduit l’ouvert A♭λ sur
lequel on contrôle le complexe d’intersection. On pose alors Aani,♭λ = A
♭
λ ∩ A
ani
λ . On rappelle que
nous avons une fonction δ définie sur Aλ. Pour a ∈ Aλ(k¯), nous avons :
δ(a) = dimRa
où Ra est le groupe défini dans la proposition 5.6. D’après [42, Lem. 6.5.3], cette fonction est semi-
continue supérieurement, nous faisons alors la définition suivante analogue à celle de Chaudouard-
Laumon [11] :
Définition 8.16. Soit Abonλ ⊂ Aλ le plus grand ouvert de Aλ tel que pour tout point de Zariski
a ∈ Abonλ , on ait l’égalité suivante :
codimAλ(a) ≥ δ(a).
Remarque : La fonction δ étant semi-continue supérieurement, l’égalité δ(a) = δ définit une
partie localement fermée Aλ,δ de Aλ. L’ouvert Abonλ est le complémentaire des composantes irré-
ductibles A′λ,δ de Aλ,δ qui vérifient
codimAλ(A
′
λ,δ) < δ.
Par noetherianité, il n’y a qu’un nombre fini de δ qui contribuent. Notons f˜ani,♭ la fibration de
Hitchin restreinte à A˜ani,♭λ .
Théorème 8.17. Soit κ : X∗(T ∩ Gder) → Q
∗
l et Z ∈ supp((f˜
ani,♭
∗ ICMλ)κ), alors Z est inclus
dans A˜η∗λ,H . Si de plus, Z ∩ A˜bonη∗λ,H 6= ∅, alors Z = A˜
ani,♭
η∗λ,H .
Nous reportons la preuve de ce théorème à la section 11.6. Nous pouvons en revanche d’ores et
déjà étudier la cohomologie ordinaire en degré maximal.
Proposition 8.18. Soit d la dimension relative de M
ani
λ,∞ → A˜
ani
λ . On a un isomorphisme entre
la partie stable (i.e. κ = 1) (R2df˜ani∗ ICMλ)st et le faisceau constant Ql. On a également un iso-
morphisme entre (R2df˜ani∗ ICMλ)κ et ν˜H,∗Ql.
Démonstration. On reprend la preuve de [42, Prop 6.5.1]. La section de Steinberg définit une im-
mersion ouverte P∞,ani → M
ani
λ,∞ dont le complémentaire est de dimension relative inférieure ou
égale à d− 1. Nous obtenons donc un isomorphisme
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R2dg!Ql → R
2df˜ani∗ ICMλ
compatible à l’action de π0(P˜ani), où g le morphisme structural de P˜ani. En utilisant alors le
morphisme trace, on peut identifier R2dg!Ql avec le faisceau associé au préfaisceau
U 7→ Q
π0(P
∞,ani)(U)
l
La fin de la proposition résulte de [42, Prop 6.5.1] auquel on renvoie pour les détails. 
9. La fibration si G non simplement connexe
9.1. Un calcul de dimension. On se place dans le cas G semisimple. Traiter le cas réductif
n’apporte que des modifications mineures (cf. [26, Rmq. 6.20]). A la suite d’Hurtubise-Markman
[26, sect. 3.2], nous introduisons un invariant discret topologique lié à une paire (E, φ) ∈ Mλ. On
note Gsc le revêtement simplement connexe de G et Tsc l’image réciproque de T dans Gsc. On note
U := X − supp(λ). On fixe un point fermé x0 ∈ X .
On considère alors le schéma en groupes Aut(E)U . La section unité de Aut(E)U induit une
application injective de π1(U, x0) → π1(Aut(E)U ). Comme le groupe π1(Aut(E)U ) s’identifie au
produit π1(U, x0)× π1(G). La section φ induit une flèche :
τφ : π1(U, x0)→ π1(G).
Comme π1(G) est abélien, τφ induit une classe dans H1(U, π1(G)). Si l’on choisit une autre paire
(E1, φ1) ∈Mλ la différence τφ − τφ1 est la restriction d’une classe de H
1(X, π1(G)), lequel est fini.
On note SG l’ensemble fini des valeurs que peut prendre l’invariant τ . En particulier, on a une
décomposition en composantes connexes de Mλ :
Mλ =
∐
τ∈SG
Mλ(τ)
Nous allons maintenant voir comment relier les composantes Mλ(τ) à un espace de Hitchin pour
Gsc. On fixe un invariant τφ : π1(U, x0) → π1(G). En vertu de [26, Cond. 6.13], cela ne restreint
pas la généralité de supposer τ surjectif. On note Γ := π1(G).
On considère alors f : Xτ → X le revêtement ramifié deX qui compactifie le revêtement galoisien
de groupe Γ,
f0 : X0τ → U
correspondant à τ . Soit le diviseur
τ−1(λ) =
∑
x∈X
∑
y∈Xτ
f(y)=x
dxλx[y] ∈ Div(X,Tsc)
où dx est l’ordre du stabilisateur de Γ agissant sur p−1(x). Posons
Mτ−1(λ) := Hom(Xτ , [V
τ−1(λ)
Gsc
/Gsc])
et Aτ−1(λ) la base de Hitchin associée. Nous avons alors par [26, (50)] que la paire (f∗E, f∗φ) admet
un relèvement (E′, φ′) ∈ Mτ−1(λ), qui est unique modulo l’action de Γ par translation à gauche
sur V τ
−1(λ)
Gsc
. Nous disposons d’une deuxième action de Γ sur V τ
−1(λ)
Gsc
, en voyant un élément g ∈ Γ
comme un automorphisme de Xτ :
g∗φ
′ = (g−1)∗φ′.
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Il résulte alors de [26, (50)], qu’en combinant ces deux actions, on obtient que φ′ est équivariante
pour l’action diagonale :
(9) g∗(g.φ′) := φ′.
En particulier, nous obtenons que :
(10) χ+(φ′) ∈ AΓτ−1(λ).
On considère alors le schéma V τ
−1(λ)
Tsc
au-dessus de Xτ . Il est muni d’une action de Γ×Γ, la première
venant de l’action naturelle de Γ sur VGsc et la deuxième issue de l’action de K sur Xτ . Nous avons
que le quotient de V τ
−1(λ)
Tsc
par Γ× Γ s’identifie à V λT . On forme alors le revêtement intermédiaire :
VT (λ, τ) := V
τ−1(λ)
Tsc
/∆(Γ)
où ∆(Γ) désigne l’action diagonale et le quotient étant au sens des invariants. On remarque que
nous avons naturellement :
(11) H0(X,VT (λ, τ)/W ) = AΓτ−1(λ).
Définition 9.1. A la suite d’Hurtubise-Markman [26], on considère l’ouvert VT (λ, τ)0 qui est le
complémentaire de l’intersection du lieu de ramification de VT (λ, τ) → VT (λ, τ)/W avec les fibres
de VT (λ, τ) au-dessus de supp(λ). Enfin, on considère V
τ−1(λ),0
Tsc
l’ouvert correspondant de V
τ−1(λ)
Tsc
Nous avons la proposition suivante tirée de [26, Lem. 6.14]
Proposition 9.2. Les schémas VT (λ, τ)0/W et V
τ−1(λ),0
Tsc
/W sont lisses et on a un carré cartésien :
V
τ−1(λ),0
Tsc
//

VT (λ, τ)
0

V
τ−1(λ),0
Tsc
/W //

VT (λ, τ)
0/W

Xτ // X
Cela va nous permettre de pouvoir calculer la dimension de Aλ quand G est semisimple. Nous
combinons les résultats de [26, 6.16, 6.17, 6.19] :
Proposition 9.3. Si 2gXτ − 1 ≺ τ
−1λ, alors l’espace des sections H0(X,VT (λ, τ)
0/W ) est soit
vide, soit une variété quasi-projective lisse de dimension :
〈ρ,−w0λ〉+ r(1 − g).
En particulier, Aλ est de même dimension.
Remarque :
– Il est à noter que pour un seul λv, l’accouplement 〈ρ, λv〉 peut être un demi-entier, néanmoins
globalement lorsque l’espace des sections est non vide la somme globale 〈ρ, λ〉 est bien un entier
(cf.[26, Rmq 3.1.]).
– Dans Hurtubise-Markman, X est une courbe elliptique, mais l’argument est le même une fois
que l’on ajoute dans Riemann-Roch la contribution venant du genre de la courbe. L’assertion
sur Aλ se déduit du lemme 9.6.
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Nous avons besoin d’un renforcement de la proposition 9.2 :
Lemme 9.4. Notons C+(λ, τ) := VT (λ, τ)/W , alors C+(λ, τ) est un fibré vectoriel et la flèche
VT (λ, τ)→ C+(λ, τ) est finie plate.
Démonstration. On peut également obtenir C+(λ, τ) comme le quotient de C
τ−1(λ)
+ par l’action
diagonale de K. On a un diagramme commutatif :
C
τ−1(λ)
+

// C+(λ, τ)

Xτ // X
,
montrons qu’il est cartésien. On a une flèche surjective entre schémas affines Cτ
−1(λ)
+ → C+(λ, τ)×X
Xτ qui est birationnelle d’après la proposition 9.2. Enfin, le schéma C+(λ, τ) est normal sur X
comme il est quotient d’une flèche normale par un groupe fini. Par changement de base, C+(λ, τ)×X
Xτ est normal sur Xτ , donc normal. On déduit alors par le Main Theorem de Zariski que la flèche
est un isomorphisme. De plus, par descente fidèlement plate, nous obtenons que C+(λ, τ) est un
fibré vectoriel sur X .
Enfin, la flèche VT (λ, τ) → C+(λ, τ) est finie plate car VT (λ, τ) est Cohen-Macaulay, comme
quotient d’un schéma Cohen-Macaulay et C+(λ, τ) est lisse. 
9.2. Un champ de Picard dans le cas semisimple. Posons
Aaugλ :=
∐
τ∈SG
H0(X,C+(λ, τ)).
Pour a ∈ Aaugλ (k¯) d’invariant τ , il résulte de l’égalité (11), que nous disposons d’un schéma en
groupes lisses J♯a sur Xτ , obtenu en tirant le centralisateur régulier pour Gsc par a. La description
galoisienne de la proposition 1.6 nous dit que J♯a s’obtient comme le complémentaire des hyperplans
de racines dans le schéma π♯∗(Tsc)W où
π♯ : V
τ−1(λ)
T → C
τ−1(λ)
+ .
Comme πaug : VT (λ, τ) → C+(λ, τ) est fini plat, π
aug
∗ (T )
W est un schéma en groupes commutatifs
lisses sur C+(λ, τ). En particulier, on peut considérer le schéma en groupes commutatifs lisses Jauga
sur X qui s’obtient également comme complémentaire des hyperplans de racines dans πaug∗ (T )W .
On construit de cette manière un champ de Picard Pauga , en considérant les J
aug
a -torseurs sur X .
En faisant varier a, on obtient un champ Paug sur Aaugλ,H . Nous avons la proposition suivante :
Proposition 9.5. Le champ Paug,♥ est lisse au-dessus de Aaug,♥λ . De plus, pour a ∈ A
aug,♥
λ (k¯),
on a la formule de dimension :
dimPauga = 〈ρ,−w0λ〉+ r(g − 1).
Démonstration. La lissité s’obtient de la même manière que la proposition 2.10. Comme Paug,♥
est lisse au-dessus de Aaug,♥λ , il suffit de calculer la dimension de l’ouvert H
0(X,VT (λ, τ)
0/W ).
La preuve est alors la même que pour la proposition 5.11 en utilisant [26, 6.16] pour identifier
Lie(Jauga ). 
On stratifie alors Aaugλ par l’invariant δ donné par :
∀ a ∈ Aaugλ , δ(a) = dim(R
aug
a )
où Rauga est la partie affine de P
aug
a .
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9.3. L’invariant δ. On définit un invariant δ sur l’ouvert Aaniλ à partir de celui sur A
aug
λ . On
commence par un lemme qui va se déduire de l’étude précédente :
Lemme 9.6. On a un morphisme fini surjectif :
Aaug,aniλ → A
ani
λ
Démonstration. D’après (11), nous avonsAΓτ−1(λ) = H
0(X,C+(λ, τ)). En particulier, du morphisme
fini VT (λ, τ)/W → Cλ+, nous obtenons, en utilisant [43, Lem. 7.3], une flèche propre :
∐
τ∈SG)
AΓτ−1(λ) → Aλ
De plus, elle est quasi-finie, puisque chaque fibre consiste en une K-orbite de sections de C+(λ, τ).
Il ne nous reste plus que l’assertion de surjectivité. Cela vient du fait que pour tout a ∈ Aaniλ (k¯),
d’après la proposition 8.8, il existe (E, φ) ∈ M
ani
λ (k¯) qui s’envoie sur a. La paire (E, φ) admet
un certain invariant τ et la construction du paragraphe précédent nous fournit d’après (10), un
relèvement a′ ∈ AΓτ−1(λ) de a. 
Comme l’invariant δ d’une section a ∈ Aaugλ ne dépend pas de l’action de K, on obtient en
particulier, une stratification sur Aaniλ :
Aaniλ =
∐
δ∈N
Aaniδ .
9.4. Comparaison d’invariants δ. Soit κ une donnée endoscopique elliptique de G, de groupe
H . D’après (8), on a un morphisme :
ν : Aη∗λ,H → Aλ.
On s’intéresse dans un premier temps à la « strate la plus haute λ » dans Aη∗λ,H . Nous avons alors
par composition une flèche :
νaug : A
aug
λ,H → Aλ.
Lemme 9.7. Soit aH ∈ A
aug
λ,H(k¯) d’image a ∈ Aλ(k¯), on a un morphisme
Ja → JaugaH
qui est génériquement un isomorphisme.
Démonstration. La preuve est la même que [42, Prop. 2.5.1], en utilisant la description galoisienne
de JaugaH de la section 9.2. 
Nous obtenons alors un morphisme surjectif :
Pa → PaugaH
de noyau :
RGH,aH = H
0(X¯, JaugaH /Ja)
qui est de dimension :
rGH(λ) := dimPa − dim(P
aug
aH ).
Soit Jaug,♭aH le modèle de Néron de J
aug
aH . Nous avons des morphismes de groupes
Ja → JaugaH → J
aug,♭
aH
46
qui sont génériquement des isomorphismes. En particulier, Jaug,♭aH est également le modèle de Néron
de Ja. En se rappelant que Ra := Ker(Pa → P♭a), nous obtenons alors la suite exacte :
1 // RGH,aH
// Ra // R
aug
aH
// 1
qui nous fournit la formule de dimension :
δ(a)− δH(aH) = rGH(λ).
Corollaire 9.8. Nous avons rHG (λ) = dimAλ−dimAλ,H . En particulier, pour tout aH ∈ Aλ,H(k¯),
d’image a ∈ A♥λ (k¯), δa − δH,aH est indépendant de aH .
Démonstration. Il résulte de la section 5.6 et des propositions 9.3 et 9.5 que nous avons :
rGH(λ) = dimPa − dimPH,aH = dimAλ − dimAλ,H .

Remarque : Pour les strates de Aη∗λ,H associées à un cocaractère µ < λ, l’application ν se factorise
par Aµ et on est ramené au cas précédent.
9.5. Une fibration de Hitchin augmentée. Fixons un invariant topologique τ , comme nous
avons une action de Γ× Γ sur V τ
−1(λ)
G , on forme le quotient :
VG(λ, τ) = V
τ−1(λ)
G /∆Γ.
Partant d’une paire (E, φ) ∈ Mλ(k¯), on a construit une paire (E′, φ′) ∈ Mτ−1(λ) telle que φ′ se
factorise en une section φ′ ∈ H0(X,VG(λ, τ) ∧Gsc E′). On pose alors
M
aug
λ :=
∐
τ∈SG
Hom(X, [VG(λ, τ)/G]).
et en poussant E′ en un G-torseur par la flèche Gsc → G, la paire (E′, φ′) nous fournit un point de
Mλ(a)(k¯) qui s’envoie sur (E, φ).
Lemme 9.9. La flèche M
aug
λ →Mλ est finie, surjective et nette.
Démonstration. La surjectivité est claire en vertu de ci-dessus. Comme VG(λ, τ) → V λG est finie
surjective génériquement étale, il résulte de [43, Lem. 7.3-p. 433], que la flèche induiteM
aug
λ →Mλ
est finie et non-ramifiée. 
On obtient donc un diagramme commutatif :
M
aug,ani
λ
p
//
faug,ani

M
ani
λ
fani

Aaug,aniλ
p
// Aaniλ
avec fani propre d’après le théorème 8.1 et les flèches horizontales finies surjectives d’après les
lemmes 9.6 et 9.9, en particulier, on en déduit que faug,ani est aussi propre.
Le champ M
aug
λ est muni d’une action de P
aug, induite par l’action du champ de Picard de
Mτ−1(λ), avec un ouvert régulier sur lequel il agit transitivement. Enfin, une analyse similaire à la
proposition 6.8 nous donne :
Proposition 9.10. On a un morphisme surjectif de faisceaux entre le faisceau constant X∗(T ) et
π0(Paug).
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10. Construction d’une présentation géométrique
Dans ce chapitre nous construisons une résolution des singularités en un sens faible de Mλ, que
l’on appelle une présentation géométrique du complexe d’intersection de Mλ. L’utilité d’une telle
présentation vient du théorème du support. En effet, dans [42, sect.7], on démontre un théorème du
support pour une flèche f : M → S propre munie d’une action d’un schéma en groupes commutatif
lisse g : P → S. Néanmoins, dans l’énoncé de Ngô, la source M est supposée lisse, ce qui n’est
évidemment pas le cas dans la situation qui nous concerne. Nous sommes donc forcés d’introduire
un espace qui fait office de résolution des singularités. Nous introduisons cette variante affaiblie
de résolution des singularités, dans la mesure où nous ne sommes pas en mesure de prouver que
l’espace que nous construisons au-dessus de Mλ est effectivement lisse, toutefois nous n’avons pas
besoin d’hypothèses si contraignantes. Un tel espace au-dessus deMλ va s’obtenir par changement
de base d’une résolution des singularités du champ de Hecke. Avant de commencer par des rappels
locaux sur la grassmannienne affine, nous introduisons la définition suivante :
Définition 10.1. Soit M un champ algébrique de type fini, équidimensionnel sur k. On appelle
π : M˜ →M une présentation géométrique du complexe d’intersection de M si :
– π est propre,
– Il existe un ouvert non vide U de M tel que la flèche π : π−1(U)→ U soit lisse,
– Le complexe d’intersection ICM est un facteur direct de π∗Ql.
Remarque :
– Nous raccourcissons dans la suite l’appellation présentation géométrique du complexe d’inter-
section en présentation géométrique.
– Il est immédiat qu’une résolution des singularités fournit une présentation géométrique.
– Un deuxième exemple vient de la situation suivante :
Y ′

// X ′

Y
∆
// X
où X ′ → X est une résolution des singularités d’un champ algébrique de type fini, équidimen-
sionnel sur k, ∆ : Y → X une immersion de codimension d telle que ∆∗[−d]ICX = ICY .
10.1. Rappels locaux et résolution de Demazure. On rappelle des résultats sur la résolution
des singularités de Grλ, on pourra consulter à cet égard [48]. Soit F = k((π)) et O = k[[π]]. Soit
G connexe réductif déployé sur k tel que Gder est simplement connexe. Soit K le k-schéma en
groupes dont les k-points sont G(O). Soit B un sous-groupe de Borel de G, nous avons une flèche
d’évaluation en zéro :
ev : K → G.
Plus généralement, on considère la flèche pour n ∈ N :
evn : K → G(O/πnO).
On appelle sous-groupe de congruence de niveau n le groupe Kn := Ker(evn). On pose également
Kn := G(O/πnO). Nous rappelons que nous avons une décomposition de Cartan :
G(F ) =
∐
λ∈X∗(T )+
KπλK
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et que Grλ := KπλK/K (resp. Grλ := KπλK/K). Dans la suite, nous simplifierons la notation πλ
en λ.
Lemme 10.2. On considère pour un cocaractère dominant λ, le fermé Grλ ⊂ Gr. L’action de K à
gauche sur Grλ se factorise par un quotient algébrique de type fini K → Knλ .
Démonstration. On voit G comme un sous-groupe de K et on regarde son action sur Grλ, le
stabilisateur de l’élément λ est un sous-groupe parabolique Pλ. Il résulte alors de [41, sect. 2, (2.4)]
que l’on peut voir Grλ comme un fibré G-équivariant sur G/Pλ dont la fibre au-dessus de G/Pλ
est l’orbite K1.λ. Le stabilisateur est donné par K1 ∩ λK1λ−1. Montrons qu’il contient un certain
groupe de congruence. Posons nλ := max
α∈R+
(〈α, λ〉) et pour i ∈ Z et α une racine de G, soit :
Uα,i := Uα(π
ix).
Il résulte alors de la formule :
λUα,iλ
−1 = Uα,i+〈α,λ〉
où Knλ ⊂ K1 ∩ λK1λ−1. On en déduit alors que K agit sur Grλ via K/Knλ = Knλ et donc
également sur Grλ par continuité. 
On considère le sous-groupe d’Iwahori I = ev−1(B). Posons B = G(F )/I la variété de drapeaux
affines, elle admet une flèche de projection projective lisse π : B → Gr qui lui donne une structure
d’ind-schéma. Elle admet la description modulaire suivante tirée de [21, sect. 1.1.3]
Définition 10.3. Pour une k-algèbre R, B(R) est le groupoïde des triplets (E, β, ǫ) avec E un G-
torseur sur R×ˆSpec(O), β une trivialisation sur R×ˆSpec(F ) de E et ǫ une réduction de E| Spec(R)
au Borel B.
On définit le groupe de Weyl affine étendu Waff := NG(F )(T (F ))/T (O), il s’identifie à W ⋊
X∗(T ). Sur Waff , on a une fonction de longueur l :Waff → N définie par :
l(wπλ) =
∑
α>0,
wα<0
|〈α, λ〉+ 1|+
∑
α>0,
wα>0
|〈α, λ〉|.
D’après la décomposition d’Iwahori-Bruhat, nous avons une décomposition en I-orbites :
G(F ) =
∐
w∈Waff
IwI.
Cette décomposition induit une décomposition de la variété de drapeaux affine :
B =
∐
w∈Waff
Bw
où les strates Bw := IwI/I sont des espaces affines de dimension l(w). Le groupe de Weyl affine
Waff admet un ordre partiel, dit de Bruhat tel que :
Bw =
∐
w′≤w
Bw′.
Considérons un triplet (β, (E, ǫ), (E, ǫ′)) constitué d’un G-torseur sur SpecO avec sa réduction
en fibre spéciale au Borel B et β un isomorphisme générique sur SpecF entre ces deux-torseurs,
leur position relative fournit un élément w de Waff , on note alors invI(E,E′) = w. Comme Gder
est simplement connexe, le groupe de Weyl affine étendu a une structure de groupe de Coxeter
engendrée par l’ensemble des réflexions simples {si, 0 ≤ i ≤ r}, constitué des réflexions simples
si de W pour 1 ≤ i ≤ r auquel on ajoute la réflexion s0 qui correspond à la racine affine simple
α0 = π
αˇ0sα0 où α0 est l’unique racine la plus haute. On rappelle qu’il existe une unique racine
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positive α0 =
∑
niαi telle que pour toute racine positive β =
∑
miαi, on a mi ≤ ni. Faltings a
alors introduit dans [19, sect.3] une résolution des singularités à la Demazure de Bw, pour w ∈ Waff .
A chaque racine simple αi, on associe le parahorique Pi := I ∪ IsiI pour 0 ≤ i ≤ r. Etant donné
w ∈ Waff , on peut donc écrire une décomposition réduite de w = sa1 . . . sal et on considère le
schéma :
C(sa1 , . . . , sal) = Pa1 × · · · × Pal/I
l.
où I l agit à droite par :
(p1, . . . , pl).(b1, . . . , bl) = (p1b1, b
−1
1 p2b2, . . . , b
−1
l−1plbl).
Par construction, C(sa1 , . . . , sal) est un fibré projectif au-dessus de C(sa1 , . . . , sal−1) en Pal/I = P
1.
Par récurrence, il est donc lisse, propre et irréductible. La multiplication des composantes nous
fournit une flèche :
θw : C(sa1 , . . . , sal)→ Bw.
Nous avons alors la proposition suivante tirée de [19, sect. 3] :
Proposition 10.4. La flèche θw est une résolution des singularités au sens suivant :
– Le schéma C(sa1 , . . . , sal) est lisse.
– La flèche θw est propre surjective.
– La flèche θw est un isomorphisme au-dessus de Bw.
– La flèche θw est I-équivariante.
Nous allons maintenant voir comment de cette résolution, nous en déduisons une pour Grλ pour
λ ∈ X∗(T )+. Tout d’abord, il résulte de la formule de dimension que IλI/I est de dimension
l(λ) = 2 〈ρ, λ〉. On a une flèche de projection p : B → Gr qui est projective lisse et IλI/I s’envoie
par p sur IλK/K. On note alors :
pλ : IλI/I → IλK/K
la flèche induite.
Lemme 10.5. La flèche pλ est un isomorphisme et IλK/K est un ouvert dense de Grλ. Le mor-
phisme pλ s’étend en un morphisme propre, surjectif et birationnel noté de la même manière
pλ : IλI/I → Grλ.
Démonstration. Notre démonstration s’inspire de Ngô-Polo [45, Lem 2.2]. On définit le k-groupe
G(k[π−1]) qui représente le foncteur R 7→ G(R[π−1]). Nous avons un morphisme
ev∞ : G(k[π
−1])→ G
qui envoie π−1 sur 0. Soit U le radical unipotent de B, on considère alors J := ev−10 (U) ⊂ I, et
R = Ker ev∞. On pose alors Jλ = J ∩ λRλ−1. Pour i ∈ Z, on note Uα,i := Uα(πix).
D’après [45, Lem 2.2], en choisissant un ordre total sur l’ordre des facteurs, on a un isomorphisme
de schémas donné par la multiplication :
∏
α∈R+,
〈α,λ〉>0
〈α,λ〉−1∏
i=0
Uα,i → Jλ,
en particulier, Jλ est un espace affine de dimension 2 〈ρ, λ〉. De plus, toujours d’après [45, Lem 2.2],
la flèche
jλ : J
λ → KλK/K,
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donnée par j 7→ jλ est une immersion ouverte. La flèche jλ : Jλ → KλK/K se factorise en une
flèche notée de la même manière
jλ : J
λ → IλK/K.
Montrons que c’est un isomorphisme. Tout d’abord, nous avons qu’une I-orbite est également une
J-orbite, ainsi on obtient un isomorphisme
J/(J ∩ λKλ−1)→ IλK/K.
Identifions le stabilisateur J ∩ λKλ−1 ; nous avons les formules suivantes :
∀ i ≥ 0, λ−1Uα,iλ = Uα,i−〈α,λ〉,
∀ k ≥ 1, λ−1U−α,kλ = U−α,k+〈α,λ〉.
On obtient alors un isomorphisme de schémas :
∏
α∈R+
∏
i≥〈α,λ〉
Uα,i
∏
k≥0
U−α,k → J ∩ λKλ
−1.
Ainsi, Jλ s’identifie naturellement à J/(J ∩ λKλ−1), d’où l’on déduit que jλ est un isomorphisme
et IλK/K est ouvert dans Grλ. La description ci-dessus nous montre également que la flèche de
projection
pλ : IλI/I → IλK/K
est un isomorphisme. Comme de plus, IλK/K est ouvert dans Grλ et que Grλ est irréductible,
nous en déduisons que IλK/K = Grλ. Maintenant, on déduit de la propreté de B → Gr et de
l’irréductibilité des deux espaces que pλ se prolonge en une flèche :
pλ : IλI/I → Grλ,
ce qu’on voulait. 
En particulier, une résolution des singularités de Grλ nous sera donnée par une résolution des sin-
gularités de IλI/I à la Demazure-Faltings. On renvoie pour plus de détails à [48] pour le traitement
du cas quasi-déployé.
10.2. Globalisation au champ de Hecke. Dans cette section, on montre comment de la réso-
lution locale de Grλ l’on déduit une résolution des singularités globale de la strate correspondante
du champ de Hecke. On considère λ =
∑
v∈S
λv[v], pour S un ensemble fini de points fermés. Soit B
un Borel de G, en chaque point v ∈ S, nous avons une flèche d’évaluation
evv : Kv := G(Os)→ G,
et on pose Iv = ev−1v (B), KS =
∏
v∈S
Kv, BS =
∏
v∈S
Bv et IS =
∏
v∈S
Iv.
Pour w =
∑
v∈S
wv[v] avec ws ∈ Waff , on pose Bw :=
∏
v∈S
Bwv .
De plus, sans restreindre la généralité, on suppose que pour tout v ∈ S, l(wv) = n. On écrit alors
w = sa1 . . . san avec sai =
∑
v∈S
svai [v] où chaque s
v
ai est une réflexion simple de Waff et on pose :
C(sa1 , . . . , san) :=
∏
v∈S
C(sva1 , . . . , s
v
an).
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Dans la suite, on choisit w tel que l’on a une flèche propre birationnelle surjective pλ : Bw → Grλ
qui est un isomorphisme au-dessus de IλK/K.
Posons Dλ =
∑
v∈S
nλv [v], avec nλv donné par le lemme 10.2 et Kλ =
∏
v∈S
Knλv ,v qui est un
quotient de KS . On définit alors le Kλ-torseur BunG,λ au-dessus de BunG, qui classifie les paire
(E, ι) où ι est une structure de niveau Dλ sur E. Nous allons commencer par un lemme dans l’esprit
du lemme 2.4 :
Proposition 10.6. (i) Le changement de base par le Kλ-torseur BunG,λ au-dessus de BunG
fournit un isomorphisme canonique entre Hλ ×BunG BunG,λ et Grλ × BunG,λ.
(ii) La projection Grλ×BunG,λ → Grλ induit un morphisme lisse de champs algébriques entre
le champ de Hecke Hλ et le champ quotient [Kλ\Grλ].
Démonstration. On considère le KS-torseur BunG
′ au-dessus de BunG qui classifie les paires (E, θ)
où θ est une trivialisation de E sur KS. Si on tire Hλ au-dessus de BunG
′, on obtient un isomor-
phisme canonique avec BunG
′×kGrλ compatible à l’action de KS des deux côtés. Ainsi, nous avons
un isomorphisme canonique :
Hλ
∼=
→ [(BunG
′×kGrλ)/KS ].
Or, on a vu que l’action de KS sur Grλ se factorise par Kλ et on obtient donc un isomorphisme
canonique avec le champ [(BunG,λ×kGrλ)/Kλ]. Ainsi, en considérant la flèche de projection Kλ-
équivariante :
BunG,λ×kGrλ → Grλ,
elle induit par passage au quotient une flèche lisse Hλ → [Kλ\Grλ]. 
Ce lemme nous permet d’obtenir un modèle local pour les singularités du champ de Hecke. On
commence par résoudre les singularités localement puis on tire la figure par le morphisme du global
vers le local. On a une flèche de réduction πλ : KS → Kλ et on pose Iλ := πλ(IS), on forme les
carrés cartésiens suivant :
Convn(sai )
(H)

// [Iλ\C(sa1 , . . . , san)]
θw

H
I
w

// [Iλ\Bw]
pλ

H
par
λ

// [Iλ\Grλ]
φ

Hλ // [Kλ\Grλ]
où w = sa1 . . . san , la flèche θw est la flèche de résolution des singularités, φ correspond à l’ajout
de facteurs G/B, qui est projective lisse et pλ est birationnelle. Toutes les flèches horizontales sont
lisses. Ce diagramme nous permet donc d’obtenir les objets globaux dont nous aurons besoin. Nous
allons maintenant introduire les problèmes de modules qu’ils classifient.
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Définition 10.7. On note HIS le ind-champ qui classifie les uplets ((E, ǫ), (E
′, ǫ′), β) où E et E′
sont des G-torseurs sur X, ǫ et ǫ′ sont des B-réductions sur S de E et E′ et β un isomorphisme
au-dessus de X − S.
Remarque : Aux points de S, nous pouvons regarder la position relative des paires (E, ǫ) et
(E′, ǫ′) et nous obtenons pour tout point v ∈ S un élément wv ∈Waff . Ainsi, le champ HIS admet
une stratification par des sous-champs fermés H
I
w où w =
∑
v∈S
wv[v] où invI(E,E′) ≤ w.
Considérons le champ BunparG qui classifie les paires (E, ǫ) constituées d’un G-torseur sur X et
d’une B-réduction sur S.
Corollaire 10.8. Après changement de base par BunparG,λ := BunG,λ×BunG Bun
par
G lisse à fibres
géométriquement connexes, le champ H
I
w ×BunparG Bun
par
G,λ s’identifie canoniquement à Bun
par
G,λ×Bw.
Démonstration. La preuve résulte de la proposition 10.6 puisque qu’une fois que l’on a trivialisé la
fibration Hλ au-dessus de BunG,λ, tous les champs au-dessus se trivialisent simultanément. 
Nous allons maintenant introduire la résolution de Demazure de H
I
w.
Définition 10.9. Soit ConvnS(H) le ind-champ dont les T -points sont donnés par les uplets
((E0, ǫ0), .., (En, ǫn), β1, .., βn) où les Ek sont des G-torseurs sur X × T , les βk
βk+1 : Ek|X×T− ⋃
s∈S
Γs×T
→ Ek+1|X×T− ⋃
s∈S
Γs×T
sont des isomorphismes et les ǫk sont des réductions des torseurs Ek|⋃s∈S Γs×T au Borel B.
Étant donné un élément w =
∑
v∈S
wv[v] avec wv ∈ Waff , on écrit alors w = sa1 . . . san avec
sai =
∑
v∈S
svai [v] où chaque s
v
ai est une réflexion simple de Waff .
On considère alors le sous-champ Convn(sai )(H) de Conv
n
S(H) où
∀ i, invI(Ei, Ei+1) = sai+1 .
Il est muni d’une flèche :
θw : Conv
n
(sai )
(H)→ H
I
w
qui envoie un uplet de Convn(sai )(H) sur ((E0, ǫ0), (En, ǫn), βn ◦ · · · ◦ β1) et par composition nous
avons une flèche :
p1 ◦ θw : Conv
n
(sai )
(H)→ BunparG .
Proposition 10.10. En faisant le changement de base par BunparG,λ au-dessus de Bun
par
G , nous
obtenons que Convn(sai )
(H) s’identifie après changement de base à
BunparG,λ×C(sa1 , . . . , san). En particulier, Conv
n
(sai )
(H) est lisse. De plus, la flèche θw est propre,
surjective et birationnelle.
Démonstration. La première partie de la preuve est un corollaire de la proposition 10.6. Enfin,
l’assertion sur θw vient de l’assertion locale correspondante. 
Il ne nous reste plus qu’à faire le lien avec le champ de Hecke classique. On commence par faire
le changement de base à BunparG . On pose alors
H
par
λ = Hλ ×BunG Bun
par
G .
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On prend alors w associé à λ défini dans la section précédente de telle sorte que nous avons une
flèche
πw : H
I
w → H
par
λ .
Proposition 10.11. La composée πw ◦ θw : Conv
n
(sai )
(H) → H
par
λ est une résolution des singula-
rités, où les (sai) sont les réflexions simples associées à w.
Démonstration. D’après les lemmes 10.10 et 10.6, H
par
λ , s’identifie à T×Grλ. L’assertion vient alors
du lemme 10.10 et du résultat correspondant dans le cas local. 
Remarque : On notera que pour passer à la situation analogue pour l’Iwahori au niveau du
champ de Hecke, nous sommes obligés de considérer des B-réductions aux deux torseurs (E,E′) et
donc nous ajoutons un facteur (G/B)|S| à Hλ pour en résoudre ensuite les singularités. Localement,
cela revient à faire l’opération φ : [Iλ\Grλ]→ [Kλ\Grλ], on considère ensuite la flèche birationnelle
pλ et ensuite on résout les singularités à la Demazure-Faltings.
10.3. Une présentation géométrique de l’espace de Hitchin. Pour w = λ ∈ Waff , nous
avons vu d’après le lemme 10.5 que la flèche :
pλ : ISwIS/IS → Grλ
est propre surjective et birationnelle au-dessus de Grλ. On peut supposer que pour tout v ∈ S,
l(wv) = n et on écrit une décomposition en réflexion simples w = sa1 . . . san . On considère alors le
champ Convnw(M), qui s’insère dans le carré cartésien suivant :
Convnw(M) //
πM

Convnw(H)

Mλ // Hλ
Nous avons alors une flèche
πM : Convn(sai )(M)→Mλ
et nous notons de la même manière la flèche induite sur l’ouvert M
♭
λ et on pose Conv
n,♭
(sai )
(M) la
restriction à cet ouvert de Convn(sai )(M). On renvoie à l’énoncé du théorème 3.4 pour la définition
de M
♭
λ.
Proposition 10.12. La flèche
πM : Convn,♭(sai )
(M)→M
♭
λ
est une présentation géométrique de M
♭
λ et la flèche π
M est même projective.
Démonstration. Par changement de base et d’après les propositions 10.10 et 10.11, on sait déjà que
la flèche est projective et qu’elle est lisse sur un ouvert U de M
♭
λ. Il nous faut donc voir que ICM♭λ
est un facteur direct de πM∗ Ql. Par le théorème 3.4, nous avons ∆
∗[−d]ICHλ = ICM♭λ
, comme
Convnw(H) est lisse et résout les singularités de Hλ, il résulte alors du théorème de changement de
base propre que IC
M
♭
λ
est un facteur direct de πM∗ Ql, ce qu’on voulait. 
Pour terminer ce paragraphe, nous voudrions voir si cette présentation géométrique est équiva-
riante par rapport à notre champ de Picard.
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Proposition 10.13. On a une action de P sur Convn(sai )(M) qui rend la flèche π
M P-équivariante.
Démonstration. Pour simplifier, on suppose que n = 2. On commence par donner une description
adélique de Conv2(sai )(M), nous obtenons alors :
Conv2(sai )
(M) = G2F \{(g1, g2, γ1, γ2) ∈ (GA/IA)
2 × (GrsF )
2| g−11 γ1g2 ∈ IAsa1IA, g
−1
2 γ2g1 ∈ Isa2I}.
où F est le corps de fonctions de la courbe X et G2F agit par :
(h1, h2).(g1, g2, γ1, γ2) = (h1g1, h2g2, h1γ1h
−1
2 , h2γ2h
−1
1 ).
Regardons les automorphismes d’un quadruplet (g1, g2, γ1, γ2), si nous posons µ1 = g
−1
1 γ1g2 et
µ2 = g
−1
2 γ2g1, ils consistent en les paires (h1, h2) telles que :
h−11 µ1h2 = µ1 et h
−1
2 µ2h
−1
1 = µ2,
d’où l’on obtient :
h−11 µ1µ2h1 = µ1µ2 et h2 = µ2h
−1
1 µ
−1
2 .
En particulier, la paire (h1, h2) est déterminée par h1 ∈ Iγ1γ2 et donc on obtient bien une action
du centralisateur régulier Jχ+(γ1γ2). 
11. Théorème du support
11.1. Un énoncé pour une fibration abélienne faible. Dans ce chapitre, nous démontrons un
théorème de support pour une flèche propre f : M → S. La principale différence avec le résultat
démontré par Ngô est que l’espace source n’est pas lisse, mais singulier. Nous remplaçons alors le
faisceau Ql par le complexe d’intersection.
Définition 11.1. Soit S un k-schéma de type fini géométriquement irréductible. Soit une flèche
projective f : M → S et un schéma en groupes lisse et commutatif g : P → S agissant sur M . On
dit que f est une fibration abélienne faible si :
(i) f et g sont de même dimension relative d.
(ii) L’action de P sur M a des stabilisateurs affines.
(iii) Soit P 0 le sous-schéma en groupes ouvert des composantes neutres des fibres de P au-dessus
de S. Posons g0 : P 0 → S. Nous avons le faisceau des modules de Tate
TQl(P
0) = H2d−1(g0! Ql)(d).
Pour tout point géométrique s de S, on a un dévissage canonique de Chevalley de P 0s
1 // Rs // P
0
s
// As // 1
avec As une variété abélienne et Rs un groupe algébrique affine commutatif qui induit une
décomposition analogue pour les modules de Tate
0 // TQl(Rs)
// TQl(P
0
s ) // TQl(As)
// 0 .
On dira que T
Ql
(P 0) est polarisable si localement pour la topologie étale de S, il existe
une forme bilinéaire alternée
TQl(P
0)× TQl(P
0)→ Ql
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dont la fibre en chaque point géométrique s s’annule sur T
Ql
(Rs) et induit un accouplement
parfait sur T
Ql
(As).
(iv) Nous avons une présentation géométrique P -équivariante π : M˜ → M , par exemple une
résolution des singularités P -équivariante.
(v) La présentation géométrique M˜ est projective.
(vi) On suppose que nous avons une stratification par des schémas lisses équidimensionnels Mµ.
Les strates sont indexées sur un ensemble E muni d’un ordre partiel avec un plus grand
élément λ tel que Mλ est un ouvert dense de M . On suppose que :
M =
∐
µ≤λ
Mµ
et pour µ ∈ E, posons mµ = dimMµ. Soit Mµ l’adhérence de la strate µ. Comme f est
propre, elle induit une application propre fµ : Mµ → Sµ sur un fermé Sµ ⊂ S. Posons
aµ = dimSµ. On suppose alors que la dimension relative de fµ est constante de dimension
dµ. En particulier, dλ = d.
(vii) ∀ µ ≤ λ,mλ −mµ ≥ aλ − aµ.
Remarque :
– Dans Ngô, les hypothèses à partir de (iv) étaient superflues étant donné que la source était
lisse.
Pour tout point géométrique s ∈ S, on pose δs := dimRs, la dimension de la partie affine de Ps.
Pour s ∈ S un point quelconque, le dévissage de Chevalley étant canonique et unique à changement
de base radiciel, la fonction δ est bien définie. Elle est de plus semi-continue supérieurement d’après
la proposition 6.15. L’énoncé est le suivant :
Théorème 11.2. Soit f :M → S une fibration abélienne faible. Notons ICM le complexe d’inter-
section sur M .
Soit K un faisceau pervers géométriquement simple présent dans la décomposition d’un faisceau
pervers de cohomologie pHn(f∗ICM ) et Z son support. Soit δZ la valeur minimale que la fonction
δ attachée à P prend sur Z. Alors on a l’inégalité
codim(Z) ≤ δZ .
Si l’égalité est atteinte, il existe un ouvert U de S ⊗k k¯ tel que U ∩ Z est non vide et un système
local L sur U ∩ Z tel que i∗L, i étant l’immersion fermée de U ∩ Z → U , soit un facteur direct de
la restriction du faisceau de cohomologie ordinaire de degré maximal H2d(f∗ICM ) à U .
La preuve de ce théorème va reprendre les arguments de Ngô. Nous allons voir que les seules
différences qui apparaissent dans la preuve concernent l’argument de dualité de Goresky-McPherson
ainsi que la liberté ponctuelle.
11.2. Une inégalité de Goresky-McPherson. Dans cette section, on commence par démontrer
une inégalité plus grossière sur la codimension des supports, à savoir qu’elle est plus petite que la
dimension relative de la fibration f .
Proposition 11.3. Sous les hypothèses ci-dessus et avec les mêmes notations, on a
codimZ ≤ d = dλ.
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Démonstration. Soit Z un sous-schéma fermé irréductible de S ⊗k k¯. On définit l’ensemble occ(Z)
des entiers n tel que Z apparaît comme support d’un facteur direct irréductible du faisceau pervers
pHn(f∗ICM ). Par dualité de Poincaré, on a un isomorphisme entre pH−i(f∗ICM ) et pHi(f∗ICM ).
Supposons occ(Z) 6= ∅ et soit n ∈ occ(Z), alors quitte à changer n en −n, on peut supposer n ≥ 0.
Soit U un ouvert de S⊗k k¯ et L un système local irréductible sur U ∩Z tel que i∗L[dim(Z)] soit
un facteur direct de la restriction de pHn(f∗ICM ) à U . Ainsi, i∗L[dim(Z)] est un facteur direct de
(f∗ICM )|U . En prenant le faisceau de cohomologie ordinaire, le faisceau i∗L est un facteur direct
de Hn−dim(Z)(f∗ICM ). La conclusion vient alors du lemme suivant :
Lemme 11.4. Pour tout k > 2dλ −mλ, Hk(f∗ICM ) = 0.
Démonstration. Soit k > 2dλ −mλ et s ∈ S un point géométrique, regardons la fibre du faisceau
Hk(f∗ICM ). Sur la fibre Ms, on a une stratification naturelle induite par celle de M ,
Ms =
∐
µ≤λ
Mµs .
Par un argument de suite spectrale standard, il suffit de démontrer que
∀ µ ≤ λ,Hk(Mµs , ICM ) = 0,
où nous avons noté de la même manière le complexe d’intersection restreint à Mµs . Commençons
par le cas µ = λ. En ce cas, la restriction de ICM à Mλs est égale à Ql[mλ] comme Mλ est lisse.
Ainsi, on obtient
Hk(Mλs , ICM ) = H
k(Mλs ,Ql[mλ]) = H
k+mλ(Mλs ,Ql) = 0.
Passons au cas µ ≤ λ. Alors (ICM )|Mµs est concentré en degrés cohomologiques [−mλ,−mµ]. Et
donc la propriété d’annulation revient à prouver que :
k +mµ > 2dµ
pour k > 2dλ −mλ. Le calcul nous donne alors
2(dλ − dµ)− (mλ −mµ) = (dλ − dµ)− (aλ − aµ) ≤ 0
où nous avons utilisé le fait que mµ = dµ + aµ et de même pour mλ et la dernière inégalité est
donnée par l’hypothèse de fibration abélienne faible, ce qui conclut. 
Montrons comment on en déduit la proposition ; nous obtenons :
n− dim(Z) ≤ 2dλ −mλ,
et des égalités dimZ + codimZ = aλ et mλ = dλ + aλ, on obtient
codim(Z) ≤ dλ.

Il va nous falloir maintenant améliorer cette inégalité. On définit alors
amp(Z) = max(occ(Z))−min(occ(Z)).
Proposition 11.5. Sous les hypothèses de 11.2, occ(Z) 6= ∅ et on a l’inégalité
amp(Z) ≥ 2(d− δZ).
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Voyons comment on déduit le théorème 11.2 grâce à cette proposition. L’ensemble occ(Z) étant
symétrique par rapport à zéro, cette contrainte impose l’existence d’un entier n ≥ d − δZ dans
occ(Z), il ne nous reste donc plus qu’à reprendre la fin de l’argument 11.3 pour obtenir l’inégalité
du théorème 11.2.
11.3. Action par cap produit et liberté. Ce chapitre suit [42, sect. 7.4-7.5]. Considérons donc
notre schéma en groupes lisse et commutatif g : P → S de dimension relative d à fibres connexes.
Posons le complexe suivant concentré en degrés négatifs :
ΛP = g!Ql[2d](d).
Nous avonsH0(ΛP ) = Ql et H
−1(ΛP ) = TQl(P ). Plus généralement, nous avons la formule suivante
pour les degrés supérieurs
H−i(ΛP ) =
∧i
T
Ql
(P ).
Soit un morphisme de type fini f :M → S sur lequel P agit, on a un morphisme trace :
act! act
! ICM → ICM
où act : P ×S M → M . Comme act est lisse, act! = act∗[2d](d) et act∗[d]ICM = ICP×SM . En
poussant cette flèche par f!, on obtient
(g ×S f)!ICP×SM [d](d)→ f!ICM
et en utilisant l’isomorphisme de Künneth, on obtient un morphisme de cap-produit :
ΛP ⊗ f!ICM → f!ICM
et en faisant f = g, on obtient un morphisme de complexes :
ΛP ⊗ ΛP → ΛP
d’où une structure d’algèbre commutative graduée sur ΛP . En multipliant par un entier N dans P ,
cela induit la multiplication par N sur le module de Tate et par N i sur H−i(ΛP ) =
∧i T
Ql
(P ). En
utilisant la technique de Lieberman [28, 2A11], on peut trouver des projecteurs appropriés de telle
sorte que :
ΛP =
⊕
i≤0
∧i
T
Ql
(P )[i]
de manière compatible à la multiplication.
L’ensemble des supports intervenant dans la décomposition en faisceaux pervers irréductibles est
fini, notons-le U. Pour tout α ∈ U, notons Zα le support correspondant. Pour tout n, on a une
décomposition canonique
pHn(f∗ICM ) =
⊕
α∈U
Knα
où Knα est la somme directe des faisceaux pervers irréductibles de
pHn(f∗ICM ) de support Zα. On
pose alors
Kα :=
⊕
n∈Z
Knα
que l’on suppose non nul pour tout α ∈ U. Pour α ∈ U, soit Vα un ouvert de Zα sur lequel la
restriction de Knα est de la forme Kα[dimVα] où K
n
α est un système local pur de poids n sur Vα.
Quitte à rétrécir Vα, il existe un changement de base fini radiciel V ′α → Vα tel que le schéma en
groupes P|V ′α admet un dévissage
1 // Rα // P|V ′α
// Aα // 1
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où Aα est un schéma abélien et Rα un schéma en groupes affine lisse à fibres connexes, tous deux
définis sur V ′α. Comme V
′
α → Vα est un homéomorphisme, on peut considérer que les modules de
Tate T
Ql
(Aα) et TQl(Rα), ainsi que les suites exactes qui les relient sont définis sur Vα. Enfin, quitte
à rétrécir à nouveau V ′α, on suppose que Vα ∩ Zα′ = ∅ sauf si Zα′ ⊂ Zα.
Ngô définit alors [42, sect. 7.4.2] une structure de ΛAα-module gradué sur Kα =
⊕
n
Knα. Nous
avons de même que dans Ngô la proposition cruciale suivante :
Proposition 11.6. Sous les hypothèses de 11.2, pour tout point uα ∈ Vα, la fibre Kα,uα est un
module gradué libre sur l’algèbre graduée ΛAα,uα .
Nous pouvons formuler l’énoncé de liberté sans faire intervenir de points bases.
Lemme 11.7. [42, 7.4.11] Soit U un k¯-schéma connexe. Soit Λ un système local gradué en un
nombre fini de degrés négatifs avec Λ0 = Ql muni d’une structure d’algèbre graduée Λ ⊗ Λ → Λ.
Soit L un système local gradué muni d’une structure de module gradué
Λ⊗ L→ L.
Supposons qu’il existe un point géométrique u de U tel que Lu soit un module libre sur la fibre Λu
de Λ en u. Supposons que L soit semisimple comme système local gradué. Alors il existe un système
local gradué E sur U de telle sorte que
L = Λ⊗ E
compatible aux structures de Λ-modules.
11.4. Liberté ponctuelle.
Proposition 11.8. Soit s ∈ S un point géométrique, alors d’après les hypothèses de fibration
abélienne faible, la partie abélienne de As de Ps agit avec des stabilisateurs finis sur Ms et⊕
Hn(Ms, ICM )[−n]
est un module libre sur ΛAs =
⊕
i
∧i
TQl(As)[i].
Démonstration. Nous avons une présentation géométrique P -équivariante π : M˜ →M . En particu-
lier, on obtient que ICM est un facteur direct de π∗Ql[mλ]. Donc pour montrer la liberté, il suffit
de démontrer la liberté pour le faisceau π∗Ql[mλ]. Ensuite, comme ΛAs est une algèbre locale, tout
module projectif sera libre, ce qui nous donnera le résultat.
L’action de As sur Ms est à stabilisateurs affines, il en est donc de même de l’action de As sur
M˜s. En particulier, le quotient Ns := [M˜s/As] est un champ propre à inertie finie. Comme M˜s est
projectif, on a une flèche θ : M˜s → Ns projectif lisse. D’après Deligne [16], on a une décomposition :
θ∗Ql[mλ] ∼=
⊕
i
Rim∗Ql[mλ − i]
qui induit la dégénérescence de la suite spectrale de Leray
Hp(Ns, R
qm∗Ql[mλ])⇒ H
p+q(M˜s,Ql[mλ])
en E2.
De plus, Rqm∗Ql est un système local sur Ns et le changement de base propre nous dit que sa
fibre s’identifie à Hi(As), donc en fait le faisceau est constant sur Ns de valeur Hi(As). On en
déduit donc une filtration ΛAs-stable sur
⊕
Hn(Ns,Ql[mλ]) dont le j-ième gradué est
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⊕
i
Hj(Ns, R
im∗Ql[mλ]) = H
j(Ns)⊗
⊕
Hi+mλ(As).
les gradués étant libres, il en est de même de la somme directe
⊕
Hn(Ns,Ql[mλ])[−n] et donc de⊕
Hn(M˜s)[−n], ce qu’on voulait. 
Maintenant la fin de la preuve du théorème 11.2 est strictement analogue à [42, sect. 7.5-7.6].
11.5. La δ-régularité et la κ-variante. On dit que le S-schéma en groupes commutatif lisse P
est δ-régulier si pour tout δ ∈ N, on a
codimS Sδ ≥ δ,
où Sδ désigne la strate à δ-constant. A la suite de Ngô, nous faisons la définition suivante :
Définition 11.9. Une fibration abélienne faible, dont la composante P est δ-régulière sera appelée
une fibration abélienne δ-régulière.
La δ-régularité est stable par changement de base. Nous en avons une caractérisation équivalente
due à Ngô [42, 7.1.6] ; soit Z un fermé irréductible de S. Soit δZ la valeur minimale de δ sur Z.
Alors, P est δ-régulier si et seulement si pour tout sous-schéma fermé irréductible Z de S, on a
codim(Z) ≥ δZ .
Il résulte alors du théorème 11.2 que nous obtenons le corollaire suivant
Corollaire 11.10. Soit f : M → S une fibration abélienne δ-régulière. Soit Z le support d’un
constituant pervers irréductible de f∗ICM , alors il existe un ouvert non vide U de S ⊗k k¯ tel que
U ∩Z est non vide et un système local non trivial L sur U tel que i∗L, avec i : U ∩Z → U , soit un
facteur direct de la restriction du faisceau de cohomologie ordinaire de degré maximal H2d(f∗ICM )
à U .
Démonstration. Cela résulte du cas d’égalité du théorème 11.2 par δ-régularité. 
Nous avons également avoir besoin d’une version faisant intervenir π0(P ). Supposons que ce
groupe est fini abélien.
Le schéma P agit alors sur pHn(f∗ICM ) via π0(P ), qui est fini abélien. Pour tout caractère
κ : π0(P ) → Q
∗
l , on considère le plus grand facteur direct
pHn(f∗ICM )κ de pHn(f∗ICM ) où
π0(P ) agit par κ. D’après Laumon-Ngô [39, 3.2.5], on peut montrer qu’il existe un entier N et une
décomposition de f∗ICM
f∗ICM =
⊕
κ∈π0(P )∗
(f∗ICM )κ.
tels que pour tout α ∈ π0(P ), (α − κ(α) Id)N est nul sur (f∗ICM )κ. En remplaçant f∗ICM par
(f∗ICM )κ dans le théorème 11.2, nous obtenons
Proposition 11.11. On peut remplacer dans 11.2, pHn(f∗ICM ) par pHn(f∗ICM )κ et H2d(f∗ICM )
par H2d(f∗ICM )κ.
11.6. Preuve du théorème 8.17. Nous allons maintenant appliquer le théorème du support au
morphisme f˜ani,♭ : M
ani,♭
λ,∞ → A˜
ani,♭
λ muni d’une action g˜
ani,♭ : P∞,ani → A˜ani,♭λ . On pose dans la
suite S := A˜ani,♭λ , S
bon = A˜bonλ ∩ A˜
ani,♭
λ , M = M
ani,♭
λ,∞ , P = P
∞,ani, f = f˜ani,♭ et g = g˜ani,♭. Le
fait qu’on ait des champs de Deligne-Mumford (cf. Prop. 6.11) ne pose pas de problèmes car la
preuve s’étend telle quelle, comme on sait qu’une fibre de Hitchin est une variété projective d’après
la proposition 5.13. La flèche g est bien lisse d’après 2.10 et P agit avec des stabilisateurs affines
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d’après la proposition 5.13. D’après la proposition5.15, la flèche f est plate et les inégalités sur les
dimensions résultent de 5.6. Enfin, d’après la proposition 6.13 le module de Tate est bien polarisable
D’après les propositions 10.13 et 10.12,M admet une présentation géométrique. Elle n’est a priori
pas projective, mais en fait on a seulement besoin que les fibres au-dessus de Aani,♭λ soient projectives
et cela vient du fait que la résolution est projective et que la fibre de Hitchin est homéomorphe à
un schéma projectif.
Au-dessus de Sbon, on a une fibration abélienne δ-régulière par définition. On commence par
démontrer le théorème 8.17 dans le cas où κ = 1 :
Proposition 11.12. Soit pHn(f∗ICM )st le plus grand facteur direct de pHn(f∗ICM ) sur lequel
X∗(T ) agit trivialement. Soit Z support d’un faisceau pervers géométriquement irréductible K qui
est un facteur direct de pHn(f∗ICM ). Si Z ∩ Sbon 6= ∅, alors Z = S.
Démonstration. La preuve est la même que celle de Ngô [42, 7.8.3]. Comme P est δ-régulier au-
dessus de Sbon, il résulte du théorème du support que codim(Z) = δZ . En particulier, par le théorème
11.2, il existe un ouvert U de S et un système local L sur U ∩ Z tel que i∗L, avec i : U ∩ Z → U ,
soit un facteur direct de la restriction de H2d(f∗ICM ) à U , dont on sait qu’il est constant d’après
la proposition 8.18, d’où U ∩ Z = U et donc Z = S. 
Passons à la preuve du théorème 8.17 :
Démonstration. Soit Z ∈ supp(f∗(ICM ))κ. D’après la proposition 8.15, on sait que Z ⊂ A˜η∗λ,H .
On rappelle d’après la définition 8.13 que nous avons :
A˜η∗λ,H =
⋃
µ∈socH(λ)
Aµ,H .
Soit alors µ ∈ socH(λ) tel que Z ∩ A˜bonµ,H 6= ∅, alors
codim(Z) ≥ δH,Z .
Pour tout aH ∈ A˜µ,H ⊂ A˜η∗λ,H , la différence
δ(aH)− δH(aH)
est indépendante de aH et vaut la codimension de A˜µ,H dans A˜λ d’après le corollaire 9.8. On obtient
alors
codim(Z) ≥ δ(aH) + codim(A˜µ,H) = δZ
On applique alors à nouveau le cas d’égalité du théorème 11.2, pour obtenir de la même manière
que dans le théorème précédent que Z = A˜η∗λ,H . 
11.7. Extension du théorème du support. Jusqu’à maintenant pour le théorème du support,
nous avons supposé que Gder était simplement connexe. Nous allons maintenant expliquer les mo-
difications nécessaires pour obtenir le cas général. On suppose G semisimple, pour simplifier, le cas
réductif est analogue en considérant un groupe m : G′ → G tel que G′ vérifie G′der simplement
connexe et m une isogénie.
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Dans le cas où G est semisimple la fibration M
ani
λ → A
ani
λ est incommode et il convient de la
remplacer par la fibration M
aug,ani
λ → A
aug,ani
λ . On rappelle que dans la section 9.5, nous avons
obtenu un diagramme commutatif :
M
aug,ani
λ
p
//
faug,ani

M
ani
λ
fani

Aaug,aniλ
p
// Aaniλ
où les flèches horizontales sont finies, surjectives, génériquement étales et les flèches verticales
propres. En particulier, on a :
p∗ICMaug,aniλ
= IC
M
ani
λ
.
On dispose de l’action d’un champ de Picard Paug,ani sur M
aug,ani
λ qui induit une action par le
lemme d’homotopie de π0(Paug) sur f
aug,ani
∗ ICMaug,aniλ
, en particulier, on peut définir pour chaque
κ ∈ X∗(T ), on peut définir un facteur (f
aug,ani
∗ ICMaug,aniλ
)κ. On définit alors pour κ ∈ X∗(T ), le
facteur direct (fani∗ ICManiλ
)κ de fani∗ ICManiλ
par :
(fani∗ ICMaug,aniλ
)κ = p∗(f
aug,ani
∗ ICMaug,aniλ
)κ.
On applique alors de la même manière que dans le cas simplement connexe le théorème 11.2 à
faug,ani : M
aug,ani
λ → A
aug,ani
λ , que l’on projette ensuite par la flèche p pour obtenir le théorème
8.17 dans le cas semisimple.
11.8. Stabilisation géométrique. On note toujours ν˜ l’application composée :
ν˜ : A˜η∗λ,H → A˜λ
On note
f˜H :M
ani,♭
η∗λ,H,∞ → A˜η∗λ,H
la fibration de Hitchin pour H . Nous voulons identifier en fonction des groupes endoscopiques, la
κ-composante du complexe (f˜ani∗ IC). On a une flèche canonique η : Hˆ → Gˆ (comme l’endoscopie
est déployée) d’où l’on déduit un foncteur de restriction :
η∗ : Rep(Gˆ)→ Rep(Hˆ).
En particulier, par l’isomorphisme de Satake, on obtient un morphisme entre les algèbres de Hecke
sphériques :
b : HG → HH .
Pour λ ∈ X∗(T )+, soit Vλ la représentation irréductible de plus haut poids λ, nous avons donc
l’égalité :
b(fλ) = f
H
λ +
∑
µ∈socH (λ)
mµf
H
µ ∈ HH ,
où socH(λ) désigne les cocaractères dominants de H qui interviennent dans la décomposition de la
représentation η∗Vλ. On regarde alors la strate de la grassmannienne affine :
Grη∗λ :=
∐
µ∈socH(λ)
Grµ
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et le faisceau pervers pur Sη∗λ,H :=
⊕
µ∈socH (λ)
IC
⊕mµ
Grµ
dessus. Maintenant, il résulte de la proposition
3.5 que l’on a une flèche lisse :
θ♭ :M
♭
λ → [Gr
′
λ/G
′
N ]
avec G′N := ResN−nt[t]/kG où t est le point auxiliaire. On tire donc ce faisceau par θ
♭ pour obtenir
un faisceau pervers pur sur Mη∗λ,H noté de la même manière. Le théorème de transversalité nous
dit que
Sη∗λ,H :=
∏
µ∈socH (λ)
IC
⊕mµ
M
♭
H,µ
.
Théorème 11.13. On suppose Gder simplement connexe déployé dont l’endoscopie est déployée.
Il existe un isomorphisme défini sur k entre les faisceaux pervers gradués :⊕
n
pHn(f˜ani∗ IC)κ
et ⊕
n
pHn(f˜aniH,∗Sη∗λ,H)st.
Remarque : Quitte à changer X en X ⊗k k′, pour une extension finie k′ de k, et étant donné
qu’une donnée endoscopique (κ, ρκ) sur X¯ est définie sur une extension finie de k, on a le résultat
analogue sur k¯. Nous donnerons la preuve de cet énoncé dans la section 12.5.
12. Comptage de points
Sauf mention explicite, on suppose que Gder est simplement connexe et que son endoscopie est
déployée.
12.1. Comptage dans une fibre de Springer affine. Comme nous sommes dans une situation
locale, on suppose de plus que G est simplement connexe. Soit v ∈ |X | un point fermé de X ,
on considère Fv la complétion v-adique du corps de fonctions de X , d’anneau d’entiers Ov, k le
corps résiduel de cardinal qv := qdeg(v). On désigne par F¯v la complétion v-adique de F¯ , d’anneau
d’entiers O¯v et on se donne une uniformisante πv (resp. πv¯) de Ov (resp. O¯v). Soit λ ∈ X∗(T )+ un
cocaractère dominant. Soit a ∈ Cλ,♥+ (Ov), un point entier de fibre générique régulière semisimple.
La fibre de Springer affine réduiteM
red
λ,v (a) est un k-schéma localement de type fini dont l’ensemble
des k¯-points est
M
red
λ,v (a) := {g ∈ G(F¯v)/G(O¯v)| ad(g)
−1γ0 ∈ G(O¯v)πλv¯G(O¯v)}
avec γ0 = ǫ+(a). Les nilpotents étant inutiles pour le comptage, nous supprimons l’exposant
« réd » dans M
red
λ,v (a), ainsi que pour tous les autres schémas où ce sera nécessaire.
Posons Ja = a∗J ; par la suite nous aurons à considérer un schéma en groupes J ′a muni d’un
morphisme J ′a → Ja qui est un isomorphisme sur la fibre générique, typiquement J
0
a , mais pas
seulement. Nous avons le k-schéma en groupes localement de type fini
Pv(J ′a) = Ja(Fv)/J
′
a(Ov).
La flèche J ′a → Ja permet de définir une action de Pv(J
′
a) surMλ,v(a) qui vérifie bien les hypothèses
[42, Hyp.8.2.1], nécessaires pour compter. On commence par un petit lemme
Lemme 12.1. Si la fibre spéciale de J ′a est connexe, on a un isomorphisme
H1(Fv, Ja) = H
1(k,Pv(J ′a)).
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Démonstration. C’est une application du théorème de Steinberg sur l’annulation de H1(F¯v, Ja) et
de celui de Lang sur l’annulation de H1(k, J ′a(Ov)). 
On a une application ;
Mλ,v(a)→ [G(Ov)\Grλ,v]
donnée par g 7→ g−1γg. On considère alors le faisceau K sur la fibre de Springer affine qui s’obtient
en tirant ICGrλ,v . On considère la fonction de Kazhdan-Lusztig :
fλ,v(x) := Tr(Frx, ICGrλ,x).
On rappelle la formule suivante qui relie la fonction de Kazhdan-Lusztig à l’autre base de l’algèbre
de Hecke sphérique [40] :
(12) fλ,v = (−1)〈2ρ,λ〉q−〈ρ,λ〉v (cλ,v +
∑
0≤µ<λ
aλµcµ,v)
où cλ,v sont les fonctions caractéristiques des strates Grλ,v.
Proposition 12.2. Supposons la fibre spéciale de J ′a connexe. Soit κ : H
1(Fv, Ja) → Q¯
∗
l , on a la
formule suivante : ∑
x∈[Mλ,v(a)/Pv(J′a)](k)
Tr(Frx¯,Kx¯)κ = vol(J
′
a(Ov), dtv)O
κ
a(fλ,v, dtv)
où fλ,v est la fonction associée à λ dans la base de Kazhdan-Lusztig de l’algèbre de Hecke sphérique.
Démonstration. On reprend la preuve de Ngô, la seule différence notable vient du faisceau.
Un point x ∈ [Mλ,v(a)/Pv(J ′a)](k) consiste en un couple (m, p) formé d’un élément m ∈Mλ,v(a)
et d’un élément p ∈ Pv(J ′a) tels qu’on ait pσ(m) = m. Une flèche entre (m, p) et (m
′, p′) dans cette
catégorie consiste en un seul élément h ∈ Pv(J ′a) tel que m
′ = hm et p′ = hpσ(h)−1. Pour chaque
objet x = (m, p) la σ-classe de conjugaison, définit un élément
cl(x) ∈ H1(k,Pv(J ′a)) = H
1(Fv, Ja).
Soit γ0 l’image de a dans VG par la section de Steinberg, on a un isomorphisme canonique entre Ja
et Iγ0 et donc d’après [42, Lem. 8.2.6], la classe cl(x) appartient en fait à
Ker(H1(Fv, Iγ0)→ H
1(Fv, G)).
Pour ξ ∈ Ker(H1(Fv, Iγ0) → H
1(Fv , G)), on considère la sous-catégorie [Mλ,v(a)/P(J ′a)]ξ(k) des
objets de [Mλ,v(a)/P(J ′a)](k) tels que cl(x) = ξ. Fixons jξ ∈ Iγ0 , la catégorie [Mλ,v(a)/P(J
′
a)]ξ(k)
est alors équivalente à la catégorie Oξ (cf.[42, p. 145] pour les détails) dont les objets sont les
éléments g ∈ G(F¯v)/G(Ov) :
– g−1jξσ(g) = 1
– ad(g)−1γ0 ∈ G(O¯v)πλv¯G(O¯v)
et dont les flèches g → g1 sont les éléments h ∈ Ja(Fv)/J ′a(Ov) tels que g = hg1, où on a utilisé
l’isomorphisme entre Ja et Iγ0 pour faire agir h à gauche. Comme ξ est d’image triviale dans
H1(Fv, G), il existe gξ ∈ G(Fv) tel que g
−1
ξ jξσ(gξ) = 1. Fixons un tel gξ et en posant
γξ = ad(gξ)
−1γ0,
on peut réinterpréter la catégorie Oξ comme la catégorie dont les objets sont les éléments g ∈
G(Fv)/G(Ov) vérifiant :
ad(g)−1γξ ∈ G(Ov)πλvG(Ov)
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toujours avec les mêmes flèches. L’ensemble des classes d’isomorphismes de Oξ est l’ensemble des
doubles classes
g ∈ Iγξ(Fv)\G(Fv)/G(Ov)
telles que ad(g)−1γξ ∈ G(Ov)πλvG(Ov). Le groupe des automorphismes est le groupe
(Iγξ(Fv) ∩ gG(Ov)g
−1)/J ′a(Ov)
dont le cardinal est donné par le quotient de volumes
vol(Iγξ (Fv) ∩ gG(Ov)g
−1, dtv)
vol(J ′a(Ov), dtv)
On obtient donc
♯Oξ =
∑ vol(Iγξ (Fv) ∩ gG(Ov)g−1, dtv)
vol(J ′a(Ov)), dtv
où l’on somme sur l’ensemble des doubles classes
g ∈ Iγξ(Fv)\G(Fv)/G(Ov)
telles que ad(g)−1γξ ∈ G(Ov)πλvG(Ov). Pour terminer le calcul, il ne nous reste plus qu’à identifier
la fonction Tr(Frx¯,Kx¯) pour x un k-point de la fibre de Springer affine et nous avons alors par
définition :
Tr(Frx¯,Kx¯) = fλ,v(g
−1γ0g),
d’où l’on déduit la formule :
∑
x∈[Mλ,v(a)/Pv(J′a)](k)
Tr(Frx¯,Kx¯)κ = vol(J
′
a(Ov, dtv))O
κ
a(fλ, dtv)
comme souhaité. 
Il nous faut maintenant passer de J ′a à Ja. Pour κ : H
1(k,Pv(Ja))→ Q¯∗l , en utilisant la flèche
H1(k,Pv(J0a ))→ H
1(k,Pv(Ja)),
on obtient un caractère de H1(k,Pv(J0a )) = H
1(Fv, Ja), noté de la même manière.
Proposition 12.3. Soit κ un caractère de H1(k,Pv(Ja)) et notons κ : H1(Fv, Ja)→ Q¯∗l le caractère
qui s’en déduit, alors nous avons la formule suivante avec la κ-pondération∑
x∈[Mλ,v(a)/Pv(Ja)](k)
Tr(Frx¯,Kx¯)κ = vol(J
0
a(Ov), dtv)O
κ
a(fλ,v, dtv)
De plus, si le caractère κ : H1(Fv, Ja)→ Q¯∗l ne provient pas de H
1(k,Pv(Ja)), alors la κ-intégrale
orbitale est nulle.
Démonstration. La preuve est la même que celle de [42, Prop. 8.2.7], par comparaison avec le cas
connexe et en étudiant la fibre du foncteur
[Mλ,v(a)/Pv(J0a)](k)→ [Mλ,v(a)/Pv(Ja)](k)
sur laquelle la fonction fλ,v est constante, donc cela n’affecte pas les calculs. 
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Corollaire 12.4. Soit κ un caractère de H1(Fv, Ja) et soit J♭,0a la composante neutre du modèle de
Néron Ja. Soit Λ un sous-groupe sans torsion σ-stable de Pv(J0a) vérifiant les hypothèses [42, Hyp.
8.2.1] qui existe d’après 4.7, on a l’égalité∑
n
(−1)nTr(σ,Hn([Mλ,v(a)/Λ],K))κ = vol(J♭,0a (O), dtv)O
κ
a(fλ, dtv).
De plus, si le caractère κ : H1(Fv, Ja)→ Q¯∗l ne provient pas de H
1(k,Pv(Ja)), alors la κ-intégrale
orbitale est nulle.
Démonstration. Il suffit de combiner [42, 8.1.13], en remplaçant le faisceau constant par le faisceau
K et 12.2, pour obtenir
∑
n
(−1)nTr(σ,Hn([Mλ,v(a)/Λ],K)κ) = (♯P0v (J
0
a)(k)) vol(J
0
a (Ov), dtv)O
κ
a(fλ, dtv).
Il ne nous reste plus qu’à prouver l’égalité :
(♯P0v (J
0
a)(k)) vol(J
0
a (Ov), dtv) = vol(J
♭,0
a (Ov), dtv)
ce qui fait l’objet de [42, cor. 8.2.10]. 
12.2. Comptage dans une fibre de Hitchin anisotrope. Soit k un corps fini et a ∈ Aaniλ (k).
Nous voulons calculer le nombre de points [M
1,ani
λ (a)/P
1,ani
a ](k). Il nous faut relier ce nombre de
points à un calcul local, malheureusement nous n’avons pas de formule de produit pour les éléments
de degré zéro, le lemme suivant pallie ce problème. On a un foncteur naturel :
φ : [M
1,ani
λ (a)/P
1,ani
a ]→ [M
ani
λ (a)/P
ani
a ].
Lemme 12.5. La flèche φ est une équivalence de catégories.
Démonstration. Montrons que φ est pleinement fidèle. Soient m et n dans M
1,ani
λ (a) tels que
φ(m) = φ(n). En particulier, il existe p ∈ Pania tel que pm = n. Or, comme m et n sont de degré de
zéro, cela impose que p soit également de degré zéro, donc φ est bien pleinement fidèle. Montrons
qu’il est essentiellement surjectif. Soitm ∈M
1,ani
λ (a), on choisit p ∈ P
ani
a tel que deg(p) = − deg(m)
alors nous avons deg(pm) = 0, ce qui conclut. 
On considère J ′a un X-schéma en groupes lisse commutatif muni d’un morphisme J
′
a → Ja qui est
un isomorphisme sur un ouvert U et qui a toutes ses fibres connexes. Soit P˜a le champ de Picard
correspondant, on a une flèche P˜a → Pa → X∗(G/Gder) et on note P˜1 ses éléments de degré zéro.
La flèche P˜a → Pa nous permet également de définir une action de P˜1 sur M
1
λ.
On note Ua = a−1(C
λ,rs
+ ), d’après la formule du produit 5.12 et le lemme 12.5, nous avons une
équivalence de catégories :
[M
1,ani
λ (a)/P˜
1,ani
a ] =
∏
v∈X−Ua
[Mλ,v(a)/P˜a,v]
compatible à l’action de Galois. Elles ont donc le même nombre de k-points. De plus, pour tout
caractère σ-invariant
κ : π0(Pa)σ → Q∗l ,
on a d’après [42, Prop. 8.4.3] l’égalité pour le κ-comptage, soit :
(13) ♯[M
1,ani
λ (a)/P˜
1,ani](k)κ =
∏
v∈X−Ua
♯[Mλ,v(a)/P˜a,v](k)κ.
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Maintenant, si l’on suppose de plus a ∈ Aani,♭λ (k), en utilisant le théorème de transversalité 3.4
et en combinant l’égalité 13 avec [42, 8.1.6 et 8.4.5] nous obtenons :
(14)
∑
n
(−1)nTr(σ,Hn(M
1
λ(a), ICMλ)κ) = (♯P˜
0
a)(k)
∏
v∈X−U
vol(J ′a(Ov))O
κ
a,v(fλv , dtv).
12.3. Le cas général. Pour établir le théorème 11.13, nous avons besoin de généraliser le comptage
aux groupes semisimples. En effet, partant d’un groupe G tel que Gder est simplement connexe, il
n’y a aucune raison que ses groupes endoscopiques H vérifient la même propriété. Néanmoins, nous
n’avons qu’à nous intéresser à la partie stable de la cohomologie, ce qui est plus commode. On note
Γ = π1(G) et on reprend les notations de la section 9.
Fixons donc a ∈ Aaniλ (k¯), d’invariant topologique τ , on sait qu’il peut se relever en une Γ-orbite
de sections dans Aaug,aniλ (k¯). Soit a
′ ∈ Aaug,aniλ (k¯) qui relève a, on a une action de P
aug
a′ sur la fibre
Mλ(a′)aug et également sur la fibre de Hitchin Mλ(a). Évidemment cette action dépend du choix
du relèvement, mais étant donné que ce qui nous intéresse c’est le nombre de points de Mλ(a),
nous verrons que cela n’est pas gênant. On se donne un point base (E∗, φ∗) dans Mλ(a) dont on
sait qu’il existe d’après 8.8. On commence donc par obtenir la proposition suivante
Proposition 12.6. Soit a ∈ Aaniλ (k¯), alors on a une formule du produit analogue à 5.12 :
[Mλ(a)/P
aug
a′ ] =
∏
v∈X−Ua
[Mλ,v(a)/P
aug
a′,v ]
avec Ua l’image réciproque du lieu fortement régulier semisimple par a.
Démonstration. La preuve est la même que 5.12 en remplaçant le point base donné par la section
de Steinberg par (E∗, φ∗). De plus, au-dessus de Ua, la section est fortement régulière semisimple,
donc les paires de Hitchin ne diffèrent que par l’action de Pauga′ . 
Pour compter le nombre de points globaux, on est donc ramené à un calcul local et à une fibre
de Springer usuelle, on obtient alors par le même argument que dans le cas simplement connexe
(12.3 et 14) les formules suivantes :
(15)
∑
x∈[Mλ,v(a)/Pv(J
aug
a′
)](k)
Tr(Frx¯,Kx¯) = vol(J
aug,0
a′ (Ov), dtv)SOa(fλ,v, dtv)
et
(16)
∑
n
(−1)nTr(σ,Hn(M
1
λ(a), ICMλ)st) = (♯P
aug,0
a′ )(k)
∏
v∈X−U
vol(Jauga′ (Ov))SOa,v(fλv , dtv).
Remarque :
(i) Ici, Paug,0a′ désigne la composante connexe de P
aug
a′ .
(ii) Il est important de noter que si l’on prend κ non trivial, comme il n’y a pas de choix
canonique, le comptage dépend du choix du point base (E∗, φ∗) choisi, ce qui pose problème
pour le comptage. On se retrouve confronté au même problème pour les groupes unitaires,
étant donné que nous n’avons de sections de Steinberg non plus.
12.4. Le côté endoscopique. Soit κ une donnée endoscopique de groupe H . On a donc une flèche
canonique η : Hˆ → Gˆ d’où l’on déduit un foncteur de restriction :
η∗ : Rep(Gˆ)→ Rep(Hˆ).
En particulier, par l’isomorphisme de Satake, on obtient un morphisme entre les algèbres de Hecke
sphériques :
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b : HG → HH .
Pour λ ∈ X∗(T )+, soit Vλ la représentation irréductible de plus haut poids λ, nous avons donc
l’égalité :
b(fλ) = f
H
λ +
∑
µ∈socH (λ)
mµf
H
µ ∈ HH ,
où socH(λ) désigne les cocaractères dominants de H qui interviennent dans la décomposition de la
représentation η∗Vλ. On regarde alors la fibration de Hitchin :
fH :Mη∗λ,H → Aη∗λ,H ,
et le faisceau pervers pur Sη∗λ,H surMη∗λ,H obtenu par équivalence de Satake géométrique à partir
de la fonction b(fλ) d’après [34, Thm. 1.17]. Un calcul analogue à la section précédente avec les
mêmes notations nous donne alors
(17)
∑
x∈[M
H
λ,v(a)/Pv(J
aug
a′
H
)](k)
Tr(Frx¯,K
H
x¯ ) = vol(J
aug,0
a′H
(Ov), dtv)SOaH (b(fλ,v), dtv)
et
(18)∑
n
(−1)nTr(σ,Hn(M
1
η∗λ,H(aH),K
H)st) = (♯P
aug,0
a′H
)(k)
∏
v∈X−U
vol(Jauga′H
(Ov))SOa,v(b(fλ,v), dtv).
avec KH := Sη∗λ,H .
12.5. Le lemme fondamental et stabilisation géométrique. On commence par prouver le
théorème 11.13 sur A˜ani,♭η∗λ,H − A˜
bad
η∗λ,H . Pour simplifier, on pose A˜H := A˜
ani,♭
η∗λ,H et A˜ = A˜
♭,ani
λ et on
note sans « tilde » les ouverts des bases de Hitchin correspondants. On démontre le théorème 11.13
sur l’ouvert A˜bonH .
Démonstration. Nous avons une immersion fermée 8.14
ν : A˜H → A˜,
définie sur k. D’après le théorème du support 8.17 sur AbonH , les faisceaux pervers purs
Lnκ = ν˜
∗pHn(f˜∗ICMλ)κ et L
n
H,st =
pHn(f˜H,∗Sη∗λ,H)st
sont les prolongements intermédiaires de leur restriction à n’importe quel ouvert non vide U˜ de
A˜bonH . Pour démontrer que ces faisceaux pervers sont isomorphes, il suffit donc de le démontrer sur
un ouvert dense U˜ de AbonH . Sur C+, on a le diviseur discriminant DG := (2ρ,∆G) et sur C+,H le
diviseur DH := (2ρH ,∆H). En particulier, nous avons l’égalité :
ν∗+DG = DH + 2R
G
H
avec RGH := (ρ− ρH ,
∏
α∈Ψ
(1− α)) pour Ψ un sous-ensemble de R−RH tel que pour toute paire de
racines opposées ±α ∈ R−RH , Ψ ∩ {±α} soit de cardinal un. C’est un diviseur effectif sur C+,H .
Lemme 12.7. On suppose que pour tout µ ∈ socH(λ), µ ≻ 2g. Alors, l’ensemble aH ∈ Aµ,H tel
que aH(X¯) coupe transversalement DH,µ + R
G
H,µ et ne coupe pas S = supp(λ), forme un ouvert
non vide Uµ de Aµ,H . En particulier, l’ouvert
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U :=
⋃
µ∈socH (λ)
Uµ
est un ouvert dense de AH .
Démonstration. La preuve est la même que pour la non-vacuité de l’ouvert A♦λ . 
Nous avons besoin de définir un autre diviseur sur AH qui va tenir compte de l’inclusion de
C
µ
+ → C
λ
+. On définit donc :
RGH,η∗λ =
⋃
µ∈socH (λ)
RGH,λµ
avec RGH,λµ = R
G
H,µ + 〈ρ, λ− µ〉. Soit U˜ , l’image réciproque de U dans A˜H , quitte à le rétrécir, on
peut supposer que pour tout n ∈ Z, les restrictions (notées de la même manière) :
Lnκ = (K
n
κ )|U˜ et L
n
H,st = (K
n
H,st)|U˜
sont des systèmes locaux purs de poids n. Il résulte alors de la pureté de ces systèmes locaux ainsi
que du théorème de Chebotarev [42, 8.5.3] qu’il suffit de démontrer que pour toute extension finie
k′ de k, pour tout k′-points a˜H ∈ U˜(k′) d’image a˜ ∈ A˜(k′), on a l’égalité des traces∑
n
(−1)nTr(σk′ , (L
n
κ)a˜) =
∑
n
(−1)nTr(σk′ , (L
n
H,st)a˜H ).
On note alors aH ∈ AH l’image de a˜ et de même a ∈ A l’image de a˜. Nous avons besoin également
d’un relèvement a′H ∈ A
aug
H de aH . On a un morphisme canonique
Ja → J
aug
a′H
qui est génériquement un isomorphisme. On considère alors J ′a un schéma en groupes commutatifs,
lisse sur X , à fibres connexes, équipé d’une flèche Ja → J ′a de telle sorte que P˜
1
a , le champ de
Picard des J ′a torseurs de degré zéro soit représentable par un groupe algébrique de type fini. On a
des flèches naturelles de P˜1a → P
1
a et P˜
1
a → P
1,aug
a′H
qui nous permettent de faire agir ce champ de
Picard sur les fibres de Hitchin correspondantes et donc de comparer les quotients [M
1
λ(a)/P˜
1
a ] et
[M
1
η∗λ,H(aH)/P˜
1
a ]. Par commodité, on pose :
LFa(fλ,v)κ =
∑
x∈[Mλ,v(a)/Pv(J′a)](k)
Tr(Frx¯,Kx¯)κ
et
LFaH (b(fλ,v)) =
∑
x∈[M
H
λ,v(a)/Pv(J
′
a)](k)
Tr(Frx¯,K
H
x¯ ).
On rappelle que du côté « H », le faisceau KH correspond au faisceau Sη∗λ,H . La conjonction des
égalités 14 et 17 montre que l’égalité se ramène à prouver la proposition suivante :
Proposition 12.8. Soit aH ∈ AH(k). Soit v un point fermé au-dessus duquel aH(X¯v) coupe
transversalement le diviseur DH,µ +R
G
H,µ et ne coupe pas S = supp(λ) pour tout µ ∈ socH(λ), on
a l’égalité :
LFa(fλ,v)κ = (−1)
2[deg(v)rGH,v(aH)−ρ
G
H (deg(v)λv)]q
deg(v)[rGH,v(aH)−ρ
G
H (deg(v)λv)]
v LFaH (b(fλ,v))
Remarque :
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– Dans l’énoncé de la proposition, nous avons RGH,η∗λ :=
∑
v∈X
deg(v)rGH,v(aH).
– Comme
∑
v∈X
deg(v)rGH,v(aH) = deg(
〈
2ρGH , λ
〉
), cela explique que globalement on ait pas de
décalage, puisque les termes se compensent.
12.6. Preuve de la proposition 12.8. Dans la suite, on suppose pour alléger les notations que
deg(v) = 1, le cas général étant analogue et de même on note fλ pour fλ,v. Soit v¯ un point
géométrique au-dessus de v, on procède par disjonction de cas.
Lemme 12.9. Supposons que v¯ /∈ supp(λ). Nous avons alors trois cas de figures qui s’offrent à
nous :
– aH(v¯) /∈ DH,λ ∪RGH,λ, alors
dH,v¯(aH) = 0, dv¯(a) = 0 et r
G
H,v¯(aH) = 0.
– aH(v¯) ∈ DH,λ, alors aH(v¯) /∈ RGH,λ, et on obtient
dH,v¯(aH) = 1, dv¯(a) = 1 et r
G
H,v¯(aH) = 0.
– aH(v¯) ∈ RGH,λ alors aH(v¯) /∈ DH,λ et
dH,v¯(aH) = 0, dv¯(a) = 2 et r
G
H,v¯(aH) = 1.
Alors, dans ces cas, la proposition 12.8 est vérifiée.
Ces trois cas ne présentent aucune différence avec le cas de l’algèbre de Lie et sont traités dans
[42, Lem. 8.5.7]. On passe ensuite au cas où l’on suppose que le polynôme aH est dans la strate « la
plus haute » de Aη∗λ,H .
Lemme 12.10. Soit v¯ ∈ supp(λ) et aH ∈ Aλ,H , dans ce cas par hypothèse on a :
dH,v¯(aH) = 0, dv¯(a) = 0 et r
G
H,v¯(aH) = 0,
et la proposition 12.8 est vérifiée.
Démonstration. Dans ce cas, les fibres de Springer affines sont de dimension zéro, on a donc une
action simplement transitive de Pv(Ja) et Paugv (Ja′) sur celles-ci, nous avons alors que :
[Mλ,v(a)/Pv(Ja)]κ = 1 et [M
H
λ,v(aH)/Pv(J
aug
a′ )] = 1,
en particulier, nous obtenons que :
∑
x∈[Mλ,v(a)/Pv(Ja)](k)
Tr(Frx¯,Kx¯)κ = (−1)〈2ρ,λ〉q−〈ρ,λ〉
en vertu de la formule (12) pour fλ et du fait que les strates plus petites ne contribuent pas comme
le discriminant est nul. En utilisant l’équation (16), nous avons :
(−1)〈2ρ,λ〉q−〈ρ,λ〉 = vol(J0a (Ov), dtv)O
κ
a,v(fλ, dtv)
D’où l’on déduit que :
∑
x∈[Mλ,v(a)/Pv(J′a)](k)
Tr(Frx¯,Kx¯)κ = (−1)〈2ρ,λ〉q−〈ρ,λ〉
vol(J′a(Ov))
vol(J0a(Ov))
De manière analogue, on obtient du côté endoscopique :
∑
x∈[M
H
λ,v(aH)/Pv(J
′
a)](k)
Tr(Frx¯,K
H
x¯ ) = (−1)
〈2ρH ,λ〉q−〈ρH ,λ〉
vol(J′a(Ov))
vol(Jaug,0
a′
H
(Ov))
.
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Maintenant de même que dans [42, Lem. 8.5.7], on a un isomorphisme canonique entre J0a et J
aug,0
a′H
,
on obtient alors :
LFa(fλ)κ = (−1)2ρ
G
H (λ)q−ρ
G
H (λ)LFaH (f
H
λ ).

Il ne nous reste plus qu’à traiter le cas des strates plus petites pour µ ∈ socH(λ)avec µ 6= λ, qui
est le plus subtil ; cela conclura la preuve de la proposition 12.8 :
Proposition 12.11. Soit v¯ ∈ supp(λ) et aH ∈ Aµ,H avec µ 6= λ ∈ socH(λ). Alors l’hypothèse
aH ∈ U donne :
dH,v¯(aH) = 0, a(v¯) /∈ Dµ, aH(v¯) /∈ RGH,µ,
et la proposition 12.8 est vérifiée.
Démonstration. Soit a(v¯) := ν(aH)(v¯) ∈ C
µ,rs
+ (Ov¯), posons γ0 := ǫ+(a(v¯)) ∈ V
µ,rs
G (Ov¯). Il résulte
de la formule de dimension que cv¯(a) = 0 et comme γ0 ∈ V
µ,rs
G (Ov¯), quitte à conjuguer, on peut
écrire :
γ0 := (π
−w0µ
v¯ , π
µ
v¯ t) ∈ G+(Fv¯)
avec t ∈ T (Ov¯). Dans la suite pour simplifier, on supprime les indices v¯, posons γ = πµt ; pour
démontrer la proposition 12.8, on considère la fibre de Springer affine :
Xλµ := {g ∈ G(F )/G(O) | g
−1πµg ∈ KπλK}.
En tenant compte de l’égalité X∗(T ) = T (F )/T (O), nous avons que :
Xλµ = X∗(T )× Y
λ
µ ,
avec Y λµ la fibre correspondante pour U(F )/U(O). Soit l’automorphisme fγ : U(F )→ U(F ) donnée
par u 7→ u−1γuγ−1, la fibre Y λµ se récrit :
Y λµ := f
−1
γ (Kπ
λKπ−µ ∩ U(F ))/U(O).
Comme γ0 = (π−w0µ, γ) ∈ VG(O)rs, en regardant sur les groupes radiciels, on voit que fγ induit
un isomorphisme sur U(O), en particulier, nous en déduisons que
fγ : Y
λ
µ ≃ Kπ
λKπ−µ ∩ U(F )/U(O).
On considère alors la variété introduite par Mirkovic-Vilonen [41] Sµ ∩Grλ. On a alors une flèche
de projection :
(19) Sµ ∩Grλ → KπλKπ−µ ∩ U(F )/U(O),
de fibre l’espace affine U(O)/πµU(O)π−µ de dimension 〈ρ, λ− µ〉. On rappelle alors l’énoncé suivant
qui va nous permettre de calculer les valeurs de fλ tiré de Ngô-Polo [45, Thm.3.1] :
Théorème 12.12. Le complexe RΓc(Sµ,Aλ) est concentré en degré 〈2ρ, µ〉, de dimension mλµ la
multiplicité de µ dans la représentation Vλ et sur lequel le Frobenius agit par q
〈ρ,µ〉.
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On déduit de ce théorème l’égalité :
(20)
∑
x∈Sµ∩Grλ(Fq)
Tr(Frx, ICGrλ) = Tr(Frq, RΓc(Sµ,Aλ)) = (−1)
〈2ρ,µ〉mλµq
〈ρ,µ〉,
Comme on s’intéresse à la κ-intégrale orbitale, il nous faut étudier la structure de P(Ja) :
Lemme 12.13. On a une suite exacte :
1 // G
〈ρ,λ−µ〉
a
// P(Ja) // X∗(T ) // 1 .
En particulier, nous avons H1(k,P(Ja)) = 0.
Démonstration. On considère l’élément
u :=
∏
1≤i≤r
xi(π
−〈ωi,λ−µ〉) ∈
∏
1≤i≤r
Ui,
où les Ui sont les groupes radiciels de racine simple αi. On vérifie qu’il est dans l’ouvert régulier de
la fibre de Springer affine Xλµ . Pour déterminer la structure de P(Ja), comme le champ de Picard
agit simplement transitivement sur l’ouvert régulier, il suffit de déterminer le stabilisateur de u dans
T (O) qui s’identifie à Ja(O). On décompose ensuite P(Ja) en une extension de X∗(T ) = T (F )/T (O)
avec T (O)/Ja(O). On cherche donc à résoudre l’équation :
u−1tu ∈ G(O) pour t ∈ T (O).
Cette équation revient à résoudre u−1tut−1 ∈ G(O) qui se ramène aux équations :
∀ 1 ≤ i ≤ r, π−〈ωi,λ−µ〉(1− αi(t)) ∈ O
d’où l’on déduit
∀ 1 ≤ i ≤ r, αi(t) = 1 + π
〈ωi,λ−µ〉O
et donc T (O)/Ja(O) est un groupe additif, ce qui conclut. 
De ce lemme, on déduit, que la κ-intégrale se calcule comme l’intégrale usuelle et en combinant
(20) et (19), on obtient :
(21) LFa(fλ)κ = (−1)〈2ρ,µ〉mλµq−〈ρ,µ〉
vol(J ′a(O))
vol(J0a (O))
.
Le côté endoscopique lui se calcule de la même manière que dans le cas 12.10 et l’on obtient :
LFaH (b(fλ,v)) = (−1)
〈2ρH ,µ〉mλµq
−〈ρH ,µ〉 vol(J
′
a(O))
vol(Jaug,0
a′
H
(O))
,
où l’on rappelle que b(fλ) =
∑
ν∈socH (λ)
mλνf
H
ν . Pour conclure, il ne nous reste plus qu’à comparer
vol(J0a (O)) avec vol(J
aug,0
H,a′H
(O)). On utilise alors le fait que ν(aH) se factorise par C
µ,rs
+ (O) et le
lemme 12.13 pour obtenir l’égalité :
vol(J0a(O)) = q
〈ρ,λ−µ〉 vol(Jaug,0H,a′H
(O)).


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Nous pouvons en déduire l’identité entre les intégrales orbitales locales :
Corollaire 12.14. On a l’égalité :
O
κ
a(fλ,v) = (−1)
2[rGH(a)−ρ
G
H (λ)]qr
G
H(a)−ρ
G
H (λ)SOaH (f
H
λ,v).
Démonstration. Les arguments sont maintenant les mêmes que [42, sect. 8.6]. 
On peut terminer la preuve du théorème 11.13 sur Aani,♭λ :
Démonstration. Il suffit de combiner, de la même manière que [42, sect. 8.7], les formules (14)-(18),
avec (15), 12.3 et le corollaire 12.14. 
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