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This work introduces a new class of image model which we call dynamic trees or DTs.
A dynamic tree model specifies a prior over structures of trees, each of which is a
forest of one or more tree-structured belief networks (TSBN). In the literature standard
tree-structured belief network models were found to produce “blocky” segmentations
when naturally occurring boundaries within an image did not coincide with those of
the subtrees in the rigid fixed structure of the network. Dynamic trees have a flexible
architecture which allows the structure to vary to accommodate configurations where
the subtree and image boundaries align, and experimentation with the model showed
significant improvements. They are also hierarchical in nature allowing a multi-scale
representation and are constructed within a well founded Bayesian framework.
For large models the number of tree configurations quickly becomes intractable to
enumerate over, presenting a problem for exact inference. Techniques such as Gibbs
sampling over trees are considered and search using simulated annealing finds high
posterior probability trees on synthetic 2-d images generated from the model. However
simulated annealing and sampling techniques are rather slow. Variational methods are
applied to the model in an attempt to approximate the posterior by a simpler tractable
distribution, and the simplest of these techniques, mean field, found comparable solu-
tions to simulated annealing in the order of 100 times faster. This increase in speed
goes a long way towards making real-time inference in the dynamic tree viable. Varia-
tional methods have the further advantage that by attempting to model the full posterior
distribution it is possible to gain an indication as to the quality of the solutions found.
An EM-style update based upon mean field inference is derived and the learned condi-
tional probability tables (describing state transitions between a node and its parent) are
compared with exact EM on small tractable fixed architecture models. The mean field
approximation by virtue of its form is biased towards fully factorised solutions which
tends to create degenerate CPTs, but despite this mean field learning still produces
solutions whose log likelihood rivals exact EM.
Development of algorithms for learning the probabilities of the prior over tree struc-
tures completes the dynamic tree picture. After discussion of the relative merits of
certain representations for the disconnection probabilities and initial investigation on
small model structures the full dynamic tree model is applied to a database of images
of outdoor scenes where all of its parameters are learned. DTs are seen to offer signif-
icant improvement in performance over the fixed architecture TSBN and in a coding
comparison the DT achieves 0   294 bits per pixel (bpp) compression compared to 0   378
bpp for lossless JPEG on images of 7 colours.
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Probabilistic modelling of images provides a useful and well grounded framework
to conduct inference from images. There has been much interest in this area over
recent years, and this has given rise to the development of a rich and varied suite of
models and techniques. Numbered amongst these are wavelet models, elastic template
matching, and one which has been particularly prominent is that of Markov Random
Field (MRF) approaches. They each have their own merits, but also limitations, and
a critique of their relative merits and weaknesses along with those of other important
work in the field is given in the next Chapter. Of these models Markov Random Field
(MRF) models have been very popular. However, one of their main limitations is that
inference in a general MRF is NP-hard. They also lack an hierarchical structure and
do not provide a multi-scale interpretation of the image – which is highly desirable.
We concentrate on a newly emerging and promising image model called the Tree-
Structured Belief Network (TSBN). Tree-structured belief networks provide a natural
way of modelling images within a probabilistic framework. By this method a balanced
tree-structured belief network is constructed with a single root node and the image
is presented at the leaves. Inference can then be conducted by an efficient linear-
time algorithm (Pearl, 1988a). Fixed-structure TSBNs have been used by a number
of authors as models of images such as Bouman and Shapiro (1994); Luettgen and
Willsky (1995); Irving et al. (1997); Fieguth et al. (1994). They have an attractive
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(a) (b) (c)
Figure 1.1: (a) “Balanced” tree with image applied (b) resulting segmentation and (c) an exam-
ple dynamic tree.
multi-scale architecture, but suffer from problems due to the fixed tree structure, which
can lead to very blocky segmentations.
Consider for instance the four level binary tree of Figure 1.1(a). The image applied in
the example is a 1-d image of a black bar on a white background, and initially all the
other nodes in the tree are uninstantiated. The structure and size of the TSBN directly
determines the images it can deal with. The binary tree shown handles 1-d images, but
more commonly quad-trees are used which better model the real 2-d images that are of
interest.
For the segmentation all the nodes in the network are updated to their most probable
state given the model parameters and the image. Since the network is probabilistic in
nature we can also ascertain measures of certainty about the state of each node and
so have a measure of performance. Our example produces the tree of Figure 1.1(b).
A common approach to doing this is by Pearl-style message passing (Pearl, 1988a),
which provides an attractive linear-time algorithm as long as the underlying undirected
graph does not contain any loops1.
The hierarchical structure of TSBNs naturally leads to coarser-scale representations
of the image at successive levels. As well as providing a natural mechanism for all
regions in the image to have some influence over each other and thus exert global
consistency, there is also potential for using the segmentations given at higher levels in
image coding applications.
1In general loopy graphs cannot be solved by linear-time inference, however examples do exist which
are collapsible down to a structure that can be solved in linear-time.
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However some problems arise when the natural boundaries in the image do not coin-
cide with those of sub-trees in the TSBN. This effect is illustrated by Figure 1.1(b),
where the black bar spans two sub-trees with roots at the third level. The resulting
segmented images exhibit an undesirable blockiness as a consequence. The aim of
this work is to attempt to find models which produce good representations of natural
images and to use these models to improve on current image segmentation techniques.
One strategy to overcome the fixed structure of TSBNs is to break away from the tree
structure, and use belief networks with cross connections; see e.g. Dayan et al. (1995).
However, this means losing the linear-time belief-propagation algorithms that can be
used in trees (Pearl, 1988a) and using approximate inference algorithms.
TSBNs have many attractive properties and we believe that models based upon them,
but having a dynamically adjustable tree structure to enable their boundaries to better
reflect those of the image, provide a very promising starting point. Such models we
have named dynamic trees (DTs) and one such tree produced for the toy image data is
shown in the Figure 1.1(c).
Dynamic trees are a generalisation of the fixed-architecture tree structured belief net-
works. Belief networks can be used in image analysis by grouping its nodes into visible
units Xv, to which the data is applied, and having hidden units Xh, connected by some
suitable configuration, to conduct a consistent inference. DTs set a prior P
 
Z  over
tree structures Z which allows each node to choose its parent so as to find one which




Xv  for a given image Xv. This effectively
produces forests of TSBNs.
Allowing this flexibility to chose their structure is not without cost. For useful dynamic
trees the number of configurations Z is very large and typically we cannot tractably
enumerate over all of them. This thesis will explore the dynamic tree model from
conception to a real world application of the model.
After a survey of existing models in Chapter 2, the dynamic tree model will be intro-
duced in Chapter 3. Sampling and search techniques operating on the true posterior
distribution of the DT for conducting inference are considered.
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Typically such techniques tend to be computationally intensive and slow to converge.
An alternative is to approximate the true probability distribution with a simpler tractable
one, and variational methods are proving very popular. Chapter 4 derives the mean field
algorithm for the dynamic tree which is the simplest of the variational approximations.
Learning algorithms for the DT are then developed and assessed in Chapter 5, and in
Chapter 6 the dynamic tree is used to learn a database of outdoor scenes, where DTs
are seen to offer significant improvement in performance over the fixed architecture
TSBNs. Chapter 7 concludes this work by summarising the key results obtained and
some promising avenues for subsequent research are also exposited.
Chapter 2
Literature Review
Image modelling has naturally been of considerable interest for many years and the
extensive research has generated a rich array of modelling strategies. Though some
image models work directly on the images, frequently the real-valued colour or grey-
scale pixels in the image are mapped to one of a set of discrete label classes. There
can be a one to one mapping of pixels to components in the labelled image, but more
usually adjacent pixels are grouped together as cliques resulting in a labelled image of
lower resolution. A number of techniques exist to do this, for example in Williams and
Feng (1998) a neural network is used. Image models are then applied to the labelled
image. Whilst the former is important, much work has already been done in this area
and our focus is the more interesting task of working on the labelled data.
A comprehensive discussion of all of the modelling strategies would be impractical, so
we concentrate on current state-of-the-art technologies. Within this we can group the
image models into one of two types, that of fixed and dynamic architectures.
2.1 Fixed Architecture Image Models
Of the fixed architecture models a popular method in image modelling is that of Markov
Random Fields (MRF). This class of model has seen widespread use in many areas,
5
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and in image segmentation these models have been used by authors such as Chellappa
and Chatterie (1985), Chellappa and Jain (1993) and Jain and Nadabar (1993). In MRF
models a neighbourhood relation is firstly defined between pixels or groups of pixels
in the image. A random variable designating the state is associated with each element
in the image, and at a particular site the state value of this variable is not only given
by the class of the pixel(s) to which it relates, but is also conditional on the states of
its neighbours. Thus the model considers the local correlations within an image, and
produces a Gibbs distribution which can be explored by sampling methods (Geman
and Geman, 1984).
Their popularity stems from their principled framework which seeks to develop algo-
rithms based upon sound reasoning rather than ad-hoc heuristics. MRFs also allow
inclusion of prior information and can be constructed in a manner so as to ensure the
stationarity of the process. However, the nature of MRF algorithms is such that they do
not examine global effects directly, but only as a conspiracy of local effects, by virtue
of the fact that the state of a node in the model is only influenced directly by those
of its neighbours. This enables efficient parallel implementation of the algorithm but
leads to a failure to capture explicitly less-localised effects such as a region of sky or a
table in an image. MRFs are undirected graphs and non-hierarchical in structure which
means that unlocalised or even global information cannot directly be considered. This
is clearly disadvantageous in image segmentation.
The Hierarchical Image Probability (HIP) model (Spence and Parra, 2000) uses Gaus-
sian filters arranged hierarchically in a tree structure to repeatedly blur and filter the
image from a fine to coarse representation leading to an identification of the object
at the root. Though hierarchical, the repeated filtering discards information required
to track long range dependencies in the image and extra hidden units are required to
model this.
So we see with hierarchical models we can consider the concept of objects in images.
Pentland (1989) describes an interesting approach to identifying objects in images,
which is claimed to be motivated by biologically plausible mechanisms. Initially filters
are applied to the image to create a bank of potential object parts, then these basic
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building blocks are combined by a network to produce the simplest, and it is argued
by the author, the most likely description of the objects in the image. Whilst novel, the
objects produced by the combination of parts can only ever approximate a region in an
image and this model is non-hierarchical in nature.
Recently tree-structured belief networks (TSBNs) have been applied to image segmen-
tation. Bouman and Shapiro (1994) and Luettgen and Willsky (1995) provide two such
examples. These TSBNs use fixed balanced tree-structures which have the image (or
an encoded representation of the image) instantiated at the leaf level of the network
and an algorithm which propagates messages of belief about the status of the network
to all the other nodes in the tree up to the root. The resulting equilibrium state, which
occurs when all nodes have had their beliefs updated, provides the image segmenta-
tion. This method is favourable over the MRF approach because TSBNs are directed
graphs and hierarchical by design. This hierarchical structure enables the image to
be broken down into regions which can in turn be further subdivided and so on down
to individual pixels at the leaf level. Thus nodes at different layers in the hierarchy
explain variable sized regions of pixels in the image, and enables global effects to be
directly considered unlike in MRFs.
Attractive linear time inference algorithms also exist to perform the belief propagation
(Pearl, 1988b) required for conducting inference in TSBNs, giving TSBNs a significant
advantage over MRFs whose inference is NP-hard. Other computationally attractive
algorithms do exist for structures of this form such as the Laplacian Pyramid of Burt
and Adelson (1987) used in image compression, but they are non-probabilistic in na-
ture.
Belief networks are not new to the field of image modelling. Utans (1994) proposes
a method of growing tree structures upwards from the data. He uses a predetermined
configuration of nodes which are each assigned to a given layer to provide the model
framework. Then an incremental algorithm working up the layers is employed to find
correlations between child nodes and connect related children to the same parent, with
an EM algorithm being used to learn the parameters for the nodes. The result is essen-
tially a hierarchical clustering model, and the toy example of dot clusters considered
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was too trivial to properly assess the model’s viability. It appears to be a somewhat
computationally intensive method, and the example could have been efficiently solved
by a simple clustering algorithm.
The fixed structure of TSBNs can often lead to blocky segmentations which occur when
the segmentation boundaries do not correspond with those of the quad-structure sub-
tree components of the network. Dayan et al (1995) and Bouman and Shapiro (1994)
both attempt to overcome this by proposing a cross-connected network architecture.
Bouman and Shapiro overlap the subtrees in their model so that nodes on the bound-
aries also connect across subtrees – in addition to their normal children in the quad-
tree arrangement – to produce an augmented pyramidal configuration. This means that
some nodes have multiple parents and in order to maintain computability of their al-
gorithm they make the simplifying assumption that at a particular scale (layer) all of
the nodes below adopt a quad-tree structure. The effect of the cross-connections is to
enforce smoothing across the boundaries of the subtrees, and so diminish the “blocki-
ness”. However such a scheme sacrifices the linear-time belief propagation algorithm
which makes the TSBN so attractive.
Another approach to this problem by Irving et al (1997) uses an overlapping tree struc-
ture in which pixels which fall on the boundaries dictated by the tree structure are
duplicated in the adjacent subtrees. By this method the duplicate pixels are weighted
such that their total effect sums to unity and so the boundaries between adjacent sub-
trees are smoothed. As in the cross-connected networks this is at the expense of the
fast inference algorithms.
Bouman and Shapiro (1994) and Irving et al. (1997) above hold firmly to fixed net-
work architectures, which are essentially balanced tree-structured belief networks with
slight modifications that attempt to reduce the “blocky” effect. Though “blockiness”
is reduced by these strategies they are still susceptible to image translation.
It is interesting to note that TSBNs bear some similarity to another class of hierarchical
model based on wavelets, of which De Bonet et al. (1998), De Bonet and Viola (1998)
and Istas (1995) are examples. Inference is straightforward in these models as they use
a complete basis of wavelets (c.f. over-complete bases of wavelets where inference is
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not straightforward); however though the models are hierarchical, each level is a scaled
version of the source image, without any representation of “objects”, and there is no
robustness to image translation.
We now consider dynamic architecture models and discuss their pros and cons over
the fixed architecture models described above.
2.2 Dynamic Architecture Image Models
Models whose architecture can be dynamically altered provide a powerful means of
addressing the image translation issue. The distinction between these and the fixed
architecture models is that dynamic models don’t merely instantiate hidden variables
in a fixed structure conditionally on the supplied data, but they seek also to find rela-
tionships between substructures of these variables and are able to modify these rela-
tionships on the fly should subsequent data demand it.
Such issues in images have been considered by von der Malsburg (1988) who proposed
a model of deformable templates called the Dynamic Link Architecture (DLA). In this
model the input image triggers feature detector cells which are then elastically matched
to templates residing in cells in the layer above, by exploring dynamic links between
the two layers. The templates are labelled graphs of objects expected to be found in the
image, and the task is essentially one of labelled graph matching. Though dynamic in
architecture this model is non-hierarchical with all object templates residing in a single
layer. Implementations based around this framework includes Lades et al. (1993) who
use it for the task of face recognition.
Bienenstock and Doursat (Bienenstock and Doursat, 1994, 1990) also proposed a shape
recognition model inspired by von der Malsburg’s dynamic link theory. Their model
assesses the quality of a match between two images by assessing the cost of elastically
deforming an image to the prototype image of a particular class. They consider the
task of handwritten digit recognition and show good generalisation results for training
set sizes of up to 1100 examples. The results quoted by these authors were all positive;
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however the DLA model has a complex structure of labelled graphs, is computationally
expensive, and foreknowledge of the objects likely to appear in the image is required.
This makes the model poor at generalising to new images where a previously unseen
object might arise.
Hummel and Biedermann (1992) alternatively use a 7-layer ANN model inspired by
biology to try and solve the dynamic binding paradigm. Their model takes line draw-
ings as an input and attempts to output a classification of the object it is depicting, but
as for the DLA model it cannot generalise to novel, previously unseen objects.
For images with objects that take on specific forms and with a discrete set of classes
techniques such as these based on deformable templates or dynamic binding may be
viable. For image segmentation where like regions or objects could take on very differ-
ent forms in similar images, and in others may not even be present, a template strategy
would appear to be too inflexible.
Geman and Geman (1984) introduce line processes as an extension of the basic MRF
approach. These line processes (which also form an MRF) occupy the boundaries be-
tween pixels, and the connection of a number of these segments together produced the
regions. Line processes are dynamically combined as edge elements which describe
the boundaries between regions in the image. They perform this within a Bayesian
framework and apply the model to an image restoration problem. This is an interesting
model, but it still suffers from the disadvantages of MRF approaches in that inference
is NP-hard.
A promising alternative to the above is to allow a certain flexibility to the network ar-
chitecture such that the subtree elements can be constructed in a way that their bound-
aries correspond directly to the natural boundaries in the image, producing unbalanced
TSBNs. It is anticipated that such models would have the flexibility required to al-
leviate the “blockiness” experienced by balanced TSBNs and be invariant to image
translation. Unbalanced tree structures have already been used by other areas of image
modelling such as Montanvert et al. (1991) and Meer and Connelly (1989) with an
algorithmic approach. Modelling such structures within a Bayesian framework seems
very attractive. Maintaining a tree structure without cross-connections would further
allow the use of the attractive linear-time inference algorithms of Pearl.
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Some work applying a hierarchical Bayesian model to images has already been under-
taken by Utans and Gindi (1993). Their motivation was object recognition and, like
von der Malsburg, sought a means of identifying particular objects in an image inde-
pendent of position, scale and rotation. These may appear anywhere in the image and
the task was to identify and match them against a previously constructed model of a
single instance of the object. They simplified the problem to the simultaneous labelling
of the parts of a single object (a gingerbread man) alongside the determination of its
parameters. The hierarchy consists of three layers, with a single object match neuron
at the top level connected to the second level object subparts whose labelling is based
on the stored object structure. The lowest level neurons identify the individual com-
ponents of the object in the given image, and the algorithm then tries to automatically
label and connect these neurons to parents in the layer above. As in von der Mals-
burg (1988), prior knowledge of the object is required and generalising the approach
to scenes containing multiple objects, including unknown and occluded types is a very
difficult task.
More recently Bayesian networks have been used by Bienenstock et al. (1997). They
use object primitives to model complex scenes, but these primitives are also hand-
crafted and it is not clear how the model would generalise to novel scenes.
For segmentation we are interested in identifying and labelling the regions within an
image which can be viewed as multiple objects of indeterminate size and shape, and
the above approach (just as with von der Malsburg’s templates in the DLA) would
seem inappropriate due to the large variability of image regions.
There is an analogy between the structural form of TSBNs and Context Free Gram-
mars (CFGs). Sampson (1996) conducts a search over parse trees of natural language
sentences in an attempt to learn their grammar. Parse trees of these grammars are
very similar in form to what we might expect by allowing dynamic architectures in
tree-structured belief networks. An extension to standard CFGs is to add a stochastic
element, and Chou (1989) and Geman and Manbeck (1994) use such models.
To pre-empt the work of Section 3.4.1 we note that as well as having dynamic archi-
tectures between a fixed number of units it might also be desirable to vary the number
of units. Hinton et al (1998) adopt such a strategy with their “hierarchical community
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of experts”, where-in the participation or non-participation of a unit in the model is
determined by a gating function at its output. They use a directed graph model which
is fully connected between successive layers, which means the Pearl inference algo-
rithm can not readily be adopted as the graphs contain multiple paths. So too Hinton
et al. (2000) also use general DAGs for their credibility networks. In Ghahramani and
Hinton (1998) the switchable units are fully fledged models, and Ghahramani et al use
a Markovian process to select which model to use at each interval of time.
Although not an image model the approach of Geiger and Heckerman (1996) is also
of importance. As for the dynamic tree model (to be described in the next Chapter)
Geiger and Heckerman use the Bayesian formalism to set a prior over their network’s
architecture. In a class of model they call similarity networks they represent their data
as a collection of Bayesian sub-networks. While cleverly using known conditional in-
dependencies to reduce parameterisation the model is fully knowledge based requiring




This chapter introduces the dynamic tree model which underpins the core work of
this thesis. Dynamic trees are probabilistic where-by solutions are automatically as-
signed a probability of certainty by the model. This makes them more robust than
non-probabilistic models as in addition to providing solutions it also gives an indica-
tion of certainty about them. Dynamic trees are also hierarchical models allowing a
multi-scale representation of images which can assist in finding better solutions and
also suggests possibilities for compression and image coding. They are essentially
mixtures of tree-structured belief networks implemented within a Bayesian formalism
which allows us to change their architecture.
As well as introducing the model this chapter explores its capabilities investigating
firstly its ability to handle translation of the image at which fixed architecture TS-
BNs ordinarily perform badly; secondly its generative capabilities are assessed to see
whether it can generate similar features to those one would ordinarily expect to see in
real images. The assumption here is that if the model naturally generates such features
then we would hope it to perform well in inference on real life images. Finally a more
comprehensive study of the types of distributions the dynamic tree is naturally suited
to is undertaken, before finally some treatment is given to possible enhancements to
the basic model formalism.
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Section 3.2.1 describes the model theory and explains how inference can be conducted
in dynamic trees. Then follows experimentation on small toy 1-d 16 pixel example
images which show the dynamic tree to have improved performance over Tree Struc-
tured Belief Networks against “blockiness” in Section 3.2.2.1. Section 3.2.2.2 then
explores the generative capabilities of dynamic trees and assess qualitatively whether
the dynamic tree ordinarily generates the sort of images one might see in real life. This
work is done on larger 16   16 pixel 2-d images. Sampling and simulated annealing is
used to find maximum a posteriori (MAP) solutions of the generated images and this
serves to give good insights into the inferential characteristics of the model1.
An exploration of the dynamic tree parameter space is made in Section 3.3 to quanti-
tatively explore the circumstances over which dynamic trees are preferable to the best
fixed structure choice and attention is given to potential improvements to the basic
model in Section 3.42.
3.2 The Dynamic Tree Model
3.2.1 Dynamic Tree Theory
3.2.1.1 Bayesian Overview
It was noted earlier that probabilistic modelling of images provides a useful and well
grounded framework from which we can conduct inference from images. The MRF
approach was seen to suffer the drawbacks that it is non-hierarchical in nature and
so considers only local effects in images and also that inference is NP-hard. A more
recent approach is the use of tree-structured belief networks (TSBN) whose hierarchi-
cal structure and linear time inference algorithms (Pearl, 1988b) provide an attractive
alternative, but these were seen to have disadvantages in that they produce “blocky”
segmentations.
1The material of these Sections has been published in Williams and Adams (1999).
2This work has been published in Adams and Williams (1999).
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The aim of the work being undertaken is to develop an image model which will im-
prove upon the segmentation performance of existing techniques. TSBNs have many
desirable qualities, outlined in Chapter 2 earlier, and a promising direction would be
to utilise these strengths and seek to overcome their limitations. The key strategy to
adopt here is to develop mechanisms for generating tree-like belief network structures
that are more malleable and able to adapt to real images. Dynamic trees seek to adopt
these strategies and it will be seen that they can be viewed as as a collection or “forest”
of TSBNs. To do this the task is reformulated within a Bayesian framework.
The structure of the DT can be described by indicator variables zi which give the index
of the parent node for child node i. Encapsulating the zi’s for each node of the DT in a
single vector Z thus gives a compact description of the DT configuration, and by this
method orphan children can be readily accommodated by setting their zi to a value that
does not reference any nodes in the network.
To fully describe the DT model two other parameters are required. These are the
prior P which sets the prior probability of a root node being in a particular state, and
the Conditional Probability Tables (CPTs) θ defining the state transition probabilities
between connected nodes. These are both discussed in Section 3.2.1.4. They remain
fixed during the following analysis and are omitted for clarity of description. The DT
model is referred to as Z and it is understood that there will be a number of fixed Ps
and θs associated with it.





Xv    P
 








Z  is defined to describe the probability of a particular set of links between






Z  of observing the image given the model can be readily calcu-
lated for tree structured belief networks. Pearl (1988b) derives a scheme for instantiat-
ing the nodes of belief networks with probabilistic beliefs of being in a particular state
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by a mechanism of message passing, and Neapolitan (1990); Castillo et al. (1997)
give a computationally efficient implementation of the theory. This is described in
Section 3.2.1.4 and Appendix A shows how this is adapted to calculate the likelihood.
P
 
Xv  can be viewed as a normalising constant such that the sum of the posterior
probabilities is unity. That is P
 
Xv    ∑i P
 




Z   Zi  .
Equation (3.1) gives the posterior probability which is a measure of how likely the
observation Xv belongs to the class of model defined by Z. Strictly speaking the pos-
terior above is the posterior marginal as the model contains hidden units which take










Xv   Z  is readily obtainable from the posterior marginal by standard
techniques if desired.
Thus there are two essential components that make up a dynamic tree network (i) the
tree architecture – governed primarily by the prior – and (ii) the nodes and conditional
probability tables (CPTs) in the given tree – which come into play in the likelihood
calculation. In Sections 3.2.1.2 and 3.2.1.4, the prior and likelihood calculations are
fully described and this is tied together with a discussion of inference in tree-structured
belief networks in Section 3.2.1.5.
3.2.1.2 Specifying the Prior
The role of the prior is to encode our knowledge and intuitions as to what might con-
stitute a good or bad model such that structures that are considered to be better will
have a higher prior probability and be seen more frequently.
For image segmentation there are a number of constraints which we need to impose on
belief networks. These are firstly that there will be a fixed number of units that will be
instantiated in such a way that they capture the (real valued) pixel data of the image,
and secondly in order to use the linear time inference algorithms of Pearl (1988b)
there should be no loops3. TSBNs have been used previously for image segmentation
3In general loopy graphs cannot be solved by linear-time inference, however examples do exist which
are collapsible down to a structure that can be solved in linear-time.
3.2. The Dynamic Tree Model 17
as the leaf nodes provide a natural means of introducing an image and the tree structure
contains no loops. They also have the advantage that successive layers of the tree each
provide a coarser abstraction of the image which enables regions or “objects” in the
image to be detected by single nodes that will become the roots of subtrees spanning
the object. The level in the tree that such nodes occur will depend on the size of the
object in the image (that is the number of pixels it spans).
Clearly in specifying the prior we wish to encourage the formation of tree structures.
However the “balanced” architecture used in Bouman and Shapiro (1994) and Luettgen
and Willsky (1995) is not flexible enough.
It is therefore necessary to devise a mechanism for automatically adjusting the tree
architecture to facilitate the best possible image segmentation (ones with the smoothest
possible boundaries) and models so produced we call dynamic trees (DTs).
(a) (b) (c)
Figure 3.1: (a) “Balanced” tree (b) “unbalanced” tree and (c) “disconnection”.
Variations to the balanced tree architecture will give rise to two basic tree forms illus-
trated in Figure 3.1 above. The DT will be composed of varying numbers of these two
types of operation.
Unbalancing of the tree occurs by moving a link from the “natural” parent to a different
parent such as in Figure 3.1(b). This allows subtrees to grow or contract to more
accurately fit the object in the image segment they are covering.
Allowing some nodes to totally disconnect from all parents and become a root (Fig-
ure 3.1(c)) enables groups of pixels in an image to be modelled by a single tree. Thus
the single tree network will become a “forest” of trees. This is advantageous as the
network will be able to group and identify regions of the image as distinct “objects”.
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Introducing flexibility over structure however is not without cost. It gives rise to an
exponentially increasing (with tree depth) number of configurations (Section 3.2.1.5),
and in order to exactly calculate the posterior of Equation (3.1) all have to be enumer-
ated. An obvious simplification to the model might be to consider one layer at a time.
Firstly we can marginalize out Z to create a fully connected belief network. Then by
enumerating over all of the states of all of the nodes on a layer we can reduce the layer
to a single node, and thus the dynamic tree model becomes a Markov chain. However
if there are C states for a node and nd nodes on a layer at depth d this computation is of
O
 
Cnd  , which is exponential in the number of nodes on the layer and still intractable.
It is possible that the summing over trees may well be an NP-complete problem, al-
though to show this formally it is necessary to find a transformation to a problem that
is already known to be NP-complete. (Garey and Johnson (1979) and Gibbons (1988)
provide a good introduction to NP-completeness theory.)
The next Section describes one formalism which allows nodes to chose different par-
ents or disconnect, while still enforcing the desirable tree structure. Section 3.2.2.1
then discusses the results obtained by this method assessing its merits and weaknesses.
3.2.1.3 DTs: The Full-Time-Node-Employment Prior
Consider a number of nodes arranged into layers, as in Figure 3.2(a). Define zi to be
the indicator vector showing to which parent node i belongs, then the matrix Z whose
columns are the individual zi vectors will specify the tree structure.
The simplest scheme for the prior is then to assume that each link is independent, so
that the prior for the tree, P
 









We wish to generate tree-like structures and create hierarchical models such that nodes
on a given level will act as detectors for objects of a given size. For this reason a child
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(a) (b) (c)
Figure 3.2: (a) “Naked” nodes, (b) a sample from the prior over Z, (c) data generated from the
tree in (b).
node is restricted to only being allowed to connect to nodes in the layer above. Each




zi  has been specified as follows. A child node in a given layer is assigned
an “affinity” for connecting to each of the nodes, including the null parent, in the
parent layer above. Child nodes are considered to have a “natural” parent which is the
parent it would have had if it was in a balanced tree structure such as Figure 3.1(a).
In assigning the affinities the present approach has been to give the highest value to
the “natural” parent and decrease it steadily with increasing distance of the potential
parent from the “natural” parent. Null parents are assigned an affinity in accordance
with the desirability of there being roots at a particular level of the network.




zi   ek    exp
 
βak 
∑ j   Pai exp
 
βa j  (3.3)
with β  0, and ek the unit vector with a 1 in position k. This is essentially the softmax
function (Bridle, 1990) which has found frequent use in neural networks. Figure 3.2(b)
shows a DT generated by this method and Figure 3.2(c) data generated from this tree.
We have named this prior the “full-time-node-employment prior” as all the nodes par-
ticipate in the creation of the tree structure to some degree. (In Section 3.4 a procedure
where all nodes need not participate will be discussed.)
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3.2.1.4 Calculating the Likelihood
Given that we have specified a prior strategy over network architectures and generated
a “forest” structure attention can now be given to calculating the likelihood of the
network.
The nodes in a TSBN take on discrete values and can be considered as C-class multi-
nomial random variables. On each of the links there is a conditional probability table
(CPT) θ, which defines the probability of changing state during a transition between
nodes, and for the root node there is a prior P.
DTs use this same methodology, however they can contain more than one tree and
potentially have a root at any level. Thus priors need to be set for each node in the
network.
At Appendix A the likelihood of observing the data Xv from a TSBN with a single root
node U is derived. For the N  0 roots in a DT the total likelihood is simply a product
of all the likelihoods of its component trees, i. Some of these probability values may
well be small, so for practical implementations the log-likelihood is used. The dynamic
























U  j i  λ   U  j i   (3.4)
with j   1       C, P
 
U  j i  is the prior of root node Ui being in state j, and where λ   Ui 
is the Pearl-style message vector that the root Ui receives. In this vector is a summary
of the states of all the child nodes in the sub-network of which Ui is the root.
3.2.1.5 Inference on Images




Xv  of the
tree with structure Z. Recall from the discussion of Section 3.2.1.1 that we prefer
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Xv  , and an application of Bayes’ formula gave
Equation (3.1).
The prior and likelihood have been dealt with above. The other element in the formula,
P
 
Xv  , is a normalising term which is independent of Z. Having no knowledge about
the prior over images P
 
Xv  , it is obtainable only by summing P
 
Z  P   Xv

Z  over all
models.
For a set of nodes created from balanced tree with branching factor b and depth D it is






b  d  2  1  b  d  1  (3.5)
This is exponential in tree depth and the total number of structures rapidly becomes
large and a naive evaluation over all configurations is clearly intractable. We have also
observed in Section 3.2.1.2 that the reduction of the model to a belief network that has
full layer to layer connections though offering a tremendous reduction in complexity
still results in something which is intractable, so we cannot normalise the posterior.




Xv  ∝ P
 
Z  P   Xv

Z  ,
and for large dimensional spaces, such as this, Markov Chain Monte Carlo methods
(MCMC) provide a means of accomplishing this. This is possible because the two
components P
 
Z  and P   Xv

Z  are readily evaluated. P   Z  is the prior defined by




Z  can be computed from Equation (3.4).





Xv  . Two popular ways of doing this are Gibbs sampling and the Metropolis
algorithm, and there exists a wealth of information about these methods for the inter-
ested reader in sources such as Geman and Geman (1984); Neal (1993); Gelman et al.
(1995). In the initial work described in Section 3.2.2.1 the Gibbs sampler was used, so
this is discussed briefly.
Gibbs sampling considers each variable in the joint distribution separately and sam-
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ples them all4 in turn conditioned on the other variables in the distribution. For a DT
structure of N nodes the algorithm is as follows
For n = 1 To Number of iterations












Z  i  denotes the state of all the links in the DT except that from the ith
node to its parent.
In common with the other MCMC algorithms Gibbs sampling has a period of “burn-
in” where the distribution does not reflect that of the one we are sampling from. It is
difficult to establish at which point during the sampling that the equilibrium distribu-
tion is reached and typically the first half of the chain is discarded. There is also no
firm method for determining when the chain has converged. For a discussion of these
issues see Cowles and Carlin (1996). Gibbs sampling is also computationally expen-
sive, and even in long runs there is no guarantee that we will find high posterior trees,
which are of interest.
In the 2-d image model experiments discussed in Section 3.2.2.2 we shall be solely
interested in finding the maximum a posteriori (MAP) state from the posterior, so
simulated annealing will be adopted in preference to Gibbs sampling as it is geared
towards finding such solutions. It also is less computationally intensive than Gibbs
sampling as we only need to propose new configurations and decide whether or not
to accept them, rather than evaluate all of the alternatives for a particular zi given the
other parameters and probabilistically choose one. This is advantageous for the much
larger search space of the 2-d models.
With simulated annealing there is the issue of what is the best annealing schedule to
adopt. Much work in the literature has already explored this (see for instance Stander
4The first node in the tree is not considered in Gibbs sampling as it is the root node and will always
be connected to the Null parent.
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and Silverman (1994) and Rees and Ball (1987)). In practice the traditional exponential
schedule was found to be adequate for our requirements. It may well be that more
optimal schedules exist for the DT, but this is an open research issue.
3.2.2 Dynamic Tree Experiments
In this Section we describe two experiments conducted on the dynamic tree models.
The first has been designed to compare the translation performance of DTs with that of
the balanced TSBN structure and is described in Section 3.2.2.1. In Section 3.2.2.2 we
generate 2-d images from the DT model, find the MAP dynamic tree for these images,
and contrast their performance relative to the balanced TSBN.
3.2.2.1 Comparing DTs with the Balanced TSBN
We consider a 5-layer binary tree with 16 leaf nodes, as shown in Figure 3.2. Each
node in the tree is a binary variable, taking on the values of white/black.
The priors Pl , CPTs θl , and affinities were set to be the same at each level, and a global
value of β covered the whole network. A brief exploration of the parameter space by
hand gave rise to the following values, P  
 
0   75   0   25  with 0   75 referring to white,
and θ had values of 0   99 on the diagonal and 0   01 off diagonal. We shall be dealing
with binary images of black “objects” on a white background and the prior was set to
reflect the fact that the images are largely white with smaller black regions in them. The
strongly diagonal CPTs favour parent nodes being in the same state as their children.
The affinities5 were set as 1 for the natural parent, 0 for the nearest neighbour(s) of the
natural parent,   ∞ for non-nearest neighbours and anull   0, with β   1   25.
To illustrate the effects of translation, we have taken a stimulus made up of a bar of five
black pixels, and moved it across the image. At each position the unnormalised log-
posterior logP
 
Z   logP   Xv

Z  was calculated for the balanced TSBN6 architecture
5The affinities are defined up to the addition of an arbitrary constant.
6Strictly speaking the notion of a prior over a fixed architecture is meaningless, but this was necessary
in order to make a fair comparison with the DT whose posterior cannot be normalised. The prior was
set up so that the balanced TSBN configuration had the highest probability so that it was not penalised
by this action.
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(a) 5 black nodes (b) 4 black nodes
Figure 3.3: Plots of the unnormalised log-posterior vs position of the input pattern for (a) the 5
black-nodes pattern and, (b) 4 black-nodes pattern.
and compared to the highest value found for the DT after conducting a search over
Z. To gauge the effectiveness of the Gibbs sampling “optimal” DT structures were
found by hand for each image using our intuitions as to what should be the best tree.
Note that due to symmetries there are in reality fewer than 12 distinct configurations.
Figure 3.3(a) shows clearly that the balanced TSBN is a poor model for this stimulus,
and that much better interpretations can be found using DTs, even though the “natural
parent” idea ensures that the logP
 
Z  is always larger for the balanced tree.
The x-axis in the plots denotes the position of the black bar in the image, and the y-
axis the log-posterior probability. Due to the large number of different tree structures
possible it is intractable to normalise the dynamic tree posterior so we cannot average
over all Zs to ascertain the constant P
 
Xv  (Equation (3.1)). So we compare the MAP
configuration ZMAP against the balanced-tree treating the latter within the same frame-
work. The definition of P
 
Z  is such that the balanced-tree model scores highest so for
any other configuration to beat this it must have a higher likelihood. Clearly it can be
seen that the balanced TSBN is a poor model of translated images compared to DTs,
even despite the fact that the “natural” parent notion ensures that P
 
Z  is always higher
for the balanced TSBN.
Notice also that the balanced TSBN displays greater sensitivity of the log-posterior
with respect to position than the DT model. This is readily explained by the fact
that during translation of the bar the black pixels span differing height subtrees in
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position 1 position 2 position 3
position 4 position 5 position 6
Gibbs opt: position 2 Gibbs opt: position 6
Figure 3.4: The optimal configurations for positions 1 to 6 for 5-black-nodes stimuli, and the
two sub-optimal configurations found by Gibbs sampling.
the balanced TSBN leading to varying levels of uncertainty about the states of the
hidden units in the affected subtrees. The DT model overcomes this by reorganising
its structure so that the black image forms its own tree.
For the Gibbs runs four chains each constructed from random starting positions were
run over 25,000 sweeps, and the DT found with the largest posterior is the one quoted
in the results. It can be seen from Figure 3.3 that Gibbs sampling found the optimal or a
sub-optimal solution near the optimum in each case. (Typically the log-posterior values
varied between the   20s and   70s). The optimal DT architectures for positions 1 to 6
are shown in Figure 3.4, along with the slightly sub-optimal architectures discovered
by Gibbs sampling for positions 2 and 6. Notice how the high posterior structures do
indeed pick out the black “objects” in the image as separate trees.
In Figure 3.3(b) we have shown the log-posterior for a stimulus made up of four black
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nodes7. In this case the balanced TSBN is even more sensitive to the stimulus location,
as the four black nodes fit exactly under one sub-tree when they are in positions 1, 5,
9 or 13. By contrast, the dynamic tree is less sensitive to the alignment, although it
does retain a preference for the configuration most favoured by the balanced TSBN.
This is due to the concept of a “natural” parent built into the (current) architecture (see
Section 3.5 for further discussion).
Clearly these results are somewhat sensitive to settings of the parameters. One of the
most important parameters is the diagonal entry in the CPT. This controls the relative
desirability of having a disconnection against a transition in the tree that involves a
colour change. For example, if the diagonal entry in the CPT is reduced to 0   95, the
gap between the optimal and balanced trees in Figure 3.3(b) is decreased. We have
experimented with CPT entries of 0   90, 0   95 and 0   99, but otherwise have not needed
to further explore the parameter space to obtain the results shown.
3.2.2.2 Generating from the Prior and Finding Maximum a Posteriori Trees
We now wish to investigate the generative capabilities of the DT. The 16 pixel 1-d
images used above are insufficient for this task so we turn our attention to 2-d images.
Considering a 5 layer quad-tree node arrangement gives a total of 256 leaf nodes or a
16x16 pixel image. A structural plot of such a tree generated from the prior is shown
in Figure 3.5.
Each sub-plot is a slice through the tree showing the nodes on successive levels. The
boxes represent a single node on the current level and their shading indicates the tree
to which they belong. Nodes in the parent layer above are superimposed as circles and
the lines emanating from them shows their connectivity. Black circles with a smaller
white circle inside are used to indicate root nodes. Thus in the example above we see
that the forest consists of four trees, three of whose roots lie at level 3 (which between
them account for most of the black in the image, Figure 3.5(f)), while the root node at
level 1 is responsible for the background.
7The parameters are the same as above, except that anull in level 3 was set to 1   0 to encourage
disconnections at this level, where the nodes cover four pixel sections of the image.
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(a) (b) (c)
(d) (e) (f)
Figure 3.5: Plot of the generative dynamic tree and accompanying image (f). Each colour in
the plots (a)–(e) represents a single tree, and the image (f) has black and white pixels.
(a) (b) (c)
(d) (e) (f)
Figure 3.6: Plot of the MAP dynamic tree of the accompanying image (f). Each colour in the
plots (a)–(e) represents a single tree, and the image (f) has black and white pixels.
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Level Affinities Transition probabilities
anat ann aother anull β P CPT diagonal
1 1.0 0.0 -1 -2       -0.5 1.5 0.9 0.99
2 1.0 0.0 -1 -2       0.25 1.5 0.9 0.99
3 1.0 0.0 -1 -2       0.5 2.5 0.25 0.99
4 1.0 0.0 -1 -2       -0.5 2.5 0.9 0.99
5 1.0 0.0 -1 -2       -9999.0 3.5 0.9 0.99
Table 3.1: 2-d dynamic tree model parameters. The ordering is from the root of the tree at level
1 down to the leaves at level 5.
Broadly speaking the parameters for the 2-d DTs were set to be similar to the 1-d
trees of the previous section, except that the disconnection affinities were set to favour
disconnections higher up the tree, and to values for the leaf level such that leaf discon-
nection probabilities tend to zero. In practice this resulted in all leaves being connected
to parent nodes (which is desirable as we believe that single-pixel objects are unlikely).
The β values increase with tree depth so that lower level nodes choose parents from a
tighter neighbourhood. The Pl and θl values were unchanged, and again we consider
binary valued nodes. The full set of parameters are summarised in Table 3.1.
A suite of 600 images were created by sampling DTs from the above prior and then
generating 5 images from each. Figure 3.5(f) shows an example of an image generated
by the DT and it can be seen that the “blockiness” exhibited by balanced TSBNs is not
present.
A search for the MAP dynamic tree of each of these images was undertaken using
simulated annealing with the same exponential strategy described earlier, and their
log-posteriors are compared with those of the balanced TSBN in the Plot 3.7. The line
denotes the boundary of equal log-posterior and the location of all the points above this
clearly shows that in every case the MAP tree found has a higher posterior probability.
This means that the MAP trees found all have a higher posterior probability than the
balanced quad-tree. A plot of the MAP structure for the example image discussed
earlier is given in Figure 3.6. Note how tree structures have formed to cover the black
pixels and a single larger tree models all of the white background absorbing the isolated
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Figure 3.7: Comparison of the MAP DT log-posterior against the quad-tree for 600 images.
black pixels as noise. Ideally these small “black” trees should have joined together at
level 2, but the four nodes present on this layer are clearly fully occupied with the
white background. This suggests having more nodes at the higher levels would be
advantageous. Work investigating this will be described in Section 3.4.
3.3 What Distributions can Dynamic Trees Model?
The preceding Sections have focused primarily on constructing the dynamic tree model
and exploring its generative and inferential capabilities. They have given good insight
into the operation of the model, and a qualitative assessment of its generative capabil-
ities has been made, but it is instructive at this juncture to ask
What distributions can the dynamic tree model? Are there any that it
favours? Are they of interest to us? And does it offer any advantages
over existing (simpler) models?
This Section is an attempt to address these questions. Firstly the procedure for making
a comparison between the dynamic tree and the fixed tree structured belief network
30 Chapter 3. The Dynamic Tree
is outlined in Section 3.3.1. Then in Section 3.3.2 the results of the comparison are
shown, and in Section 3.3.3 the implications of the findings are considered.
3.3.1 Making a Comparison
In order to ascertain a measure of the usefulness of the dynamic tree compared to
other models the natural candidate for comparison would be the fixed balanced tree-
structured belief network. This is an interesting question to ask as the dynamic tree was
motivated by certain limitations in the fixed structured belief network, most particu-
larly its “blockiness,” and furthermore the dynamic tree model is itself a generalisation
of the fixed TSBN over structure.
We are interested in discovering whether there are any probability distributions over
data which the dynamic tree can model more effectively than a fixed tree-structured
network, and the best chance of finding such a distribution would be to use the dy-
namic tree itself as the generative model. To do this we make a comparison between 
logP
 




Xv  for the best quad-tree – where the average
is over all of the patterns in our artificially generated dataset – and observe the gap
between them.
The process requires averaging over all of the tree structures so we are limited to very
small networks. For the comparison a 3-level, binary node configuration was chosen
(1   2   4), which gives rise to a total of 324 structures when allowing disconnections.
Images handled by the model will thus be 1-d and 4 pixels in size. Pixel values were
set to be binary, so a total of up to 16 images can be seen. The comparison is made
between the dynamic tree and whichever of the 324 different fixed structures performs
best on the given dataset.
Though very restricted in size, tractability prevents bigger models from being consid-
ered. Despite their size, the following Sections will demonstrate that some interesting
insights into the dynamic tree can still be gained even with these simple models.
The comparison is straightforward. A parameter set is chosen and a generative dy-
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Zn   θ  P   Zn  a  for each of the n   1       16 data patterns effectively simulating
infinite training data and representing the distribution exactly. For the dynamic tree the















θ   a  logP   Xnv

θ   a  (3.6)
For the fixed structure model each of the 324 structures are considered in turn and
the one whose average log-likelihood over the dataset is the highest was used in the
comparison. To be completely fair to the fixed TSBN model its CPT and state prior
parameters are optimised using the EM algorithm described in Section 5.3 for each of
the 324 structures separately before the best is chosen.
3.3.2 Investigating the Dynamic Tree Capabilities
The above framework provides the basis from which to investigate the capabilities of
the dynamic tree. In order to examine as clearly as possible the role played by each type
of parameter it is wise not to have too many of each, so they are kept to a minimum.
Consequently the CPT parameters were tied at all levels, as also were the priors. The
natural parent affinity was fixed at 0 to provide a baseline and different values for the
nearest-neighbour and null parent affinities were considered both above and below this.
In a network of this size there are no other type of neighbours. β is fixed at 1   0 so the
affinities correspond directly to the exponents used in the softmax function defining
the connection probabilities (Equation (3.3)).
A systematic grid search was conducted over this domain to gain a general insight
into the nature of the parameter space. An optimiser using the Nelder-Mead simplex
method (Matlab function fmins) was then used at starting points near to the optima
discovered in order to locate them more precisely. Visualizations of the results over
key regions are plotted in Figures 3.8–3.10.
8P
 
Xnv  Zn  θ  is obtainable by Pearl message passing and the summations can be fully enumerated in
the small tractable models.































































Figure 3.8: Comparing the variation of the difference between DT and highest fixed tree (HFT)
log-likelihood for null parent affinity, against the CPT at differing nearest neighbour affinity values































































Figure 3.9: Comparing the variation of the difference between DT and highest fixed tree (HFT)
log-likelihood for the CPT against the nearest neighbour affinity at null parent affinity values of



































































Figure 3.10: Comparing the variation of the difference between DT and highest fixed tree
(HFT) log-likelihood for null parent affinity, against the nearest neighbour affinity at differing CPT
values of (a) 0.7, and (b) 0.9.
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The affinity ranges are shown from   4   5 up to 4   5 which represent most of the full
range of connection probabilities9 between zero and one for that parameter. Ranges
outside these parameters largely correspond to one link connection probability tending
towards 1   0 essentially fixing the structure of the model to a single form and conse-
quently the corresponding fixed structure does as well as the dynamic tree.
The CPTs are shown only for the range 0   5 to 0   99 as for binary units the lower half is
a reflection about 0   5 corresponding to switching their class labels.
Figure 3.8 compares the effect of the null parent parameter against the CPT parameter
on DT performance for nearest neighbour connection probabilities that are (a) very
small, and (b) the same as the natural parent. There is one prominent peak on the plots
and it can be seen that for low nearest neighbour connection probabilities it occurs
when the null affinity is the same as the natural parent affinity. If the nearest neighbour
affinity is increased to that of the natural parent (Figure 3.8(b)) this peak moves to null
parent affinity of   3. Interestingly the height of the peak also goes up by an order of
magnitude. In each case the CPT is hard which penalises transitions between states
along the links – a useful feature that allows the dynamic tree to represent different
regions as distinct “objects.”
This suggests that the nearest neighbour-natural parent pair of affinities are more im-
portant to the dynamic tree than the null parent-natural parent combination. This is a
little surprising as intuitively one might expect the latter to be more significant. How-
ever fixed structure trees with one or more of the higher nodes disconnected can often
approximate the training data well by optimising their state prior at the roots, but it is
harder when the choice is primarily between two parents in the tree. In the extreme
case the fully disconnected tree has a lot of freedom, and was frequently picked as the
best single fixed structure.
The nearest neighbour-CPT comparison plots of Figure 3.9 are of similar form and
further illustrate the dominant importance of the nearest neighbour probability. In
Figure 3.9(b) it is seen that if the null parent affinity is increased to that of the natural
parent, then the best performing dynamic trees set their nearest neighbour affinities
higher still.
9dependent on the values of the other affinity parameters.
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The null parent against nearest neighbour affinity comparison plots of Figure 3.10 com-
plete the picture. They demonstrate clearly that none of the dynamic tree parameters
can be considered in isolation, and that they all have their part to play. Weakening the
diagonal of the CPTs to 0   7 for example as in Figure 3.10(a) alters the optimal balance
between the affinities requiring the nearest neighbour affinities to be different to the
natural parent for highest likelihood gap between the dynamic tree and the best fixed
structure. Nearest neighbour affinities higher than zero give the nearest neighbour a
higher connection probability than the natural parent, and at the two peaks seen in the
Figure the nearest neighbour and natural parent connection probabilities have nearly
the same ratios, but are reversed (0   81 and 0   18).
At the extreme affinity ranges on the periphery of the plots and further out there is no
difference between the average log-likelihood of the dynamic tree and the best fixed
structure. This is due to one of the affinities dominating reducing the dynamic tree to a
single form. This behaviour is summarised in the table. The undecided entry depends
on the CPT value as to which structural form is dominant.
Nearest Neighbour Null Parent Dominant Connection Tree Structure
Low Low Natural Parent Balanced
Low High Null Parent Fully Disconnected
High Low Nearest Neighbour Nearest Neighbour
High High Nearest Neighbour/Null Undecided
Table 3.2: Summary of dynamic tree behaviour at high affinities.
The plots shown in this Section and the discussion in the ensuing analysis all use a
uniform state prior at the roots of
 
0   5 0   5  . The full range of priors from 0   5 to 0   99
were examined, but in practice the graphs were all seen to be of similar form. Thus the
state prior parameter appears less important.
The grid search technique gave the maximum difference D of 0   0119 at nearest neigh-
bour affinity of 0, null parent affinity   3, with a CPT diagonal of 0   99, and the Simplex
search method corroborated this.
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3.3.3 Analysis
This work was motivated by the desire to examine whether or not the dynamic tree
model had any advantages over the simpler tree structured belief network which is
prone to “blockiness” in its segmentations. The previous Section showed clearly that
there were parameter ranges where the dynamic tree is superior to the best fixed struc-
ture that can be made from the same set of nodes. The highest gap in average log-
likelihoods between the two was of the order of 10  2, and although it is a little disap-
pointing that it was not higher it should be noted these comparisons were made from
structures containing only 7 nodes with there being a maximum of 16 different images
that the model could produce.
For such a simple configuration it is not surprising that fixed structures perform well
so the fact that there were DT parameter settings which allowed it to do better is very
encouraging. It would have been nice to have considered larger models where the
gap between dynamic tree and fixed model would be expected to widen considerably,
but the addition of even a single further layer to the model increases the number of
different configurations to in excess of 108 taking us into the realms of intractability.
Hard10 CPT diagonals were seen to be preferable as this encouraged the formation of
distinct trees for each region in an image and allows the concept of “objects” to be
adopted. With such CPTs the plots showed that the nearest neighbour affinity plays
a more significant role than the null parent affinity and that the optimal parameter
settings to produce the widest gap in log-likelihoods occurred at nearest neighbour
affinities identical to the natural parent and null affinities significantly smaller, typically
around   3.
Intuitively this may seem surprising as one would expect disconnections to be more
palatable under such a CPT scheme, but it appears that fixed structure trees with dis-
connections can optimise their root priors and produce good approximations. With
the choice being out of two parents in the tree (nearest neighbour or natural) then no
single fixed structure will be optimal and the dynamic tree’s configurability comes into
its own.
10that is elements tending towards a probability of 1   0.
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So in answer to the question posed at the beginning of this Section there are distri-
butions that the dynamic tree favours, and it does offer advantages over the fixed tree
structured belief network in many situations. As to the usefulness of the distributions
in question it is hard to ascertain on such small models. However it shows there to be
much potential for the dynamic tree and that the effort of developing the model such
that it can be applied to and learn from real data would be interesting and worthwhile.
3.4 Enhancing the Dynamic Tree - Sparse Dynamic Trees
Experimentation with DT prior produced promising results as described in Sections
3.2.2.1 and 3.2.2.2. However limitations in the number of nodes due to starting with the
balanced TSBN node arrangement created bottlenecks at higher levels of the network
where more than one tree in the DT “forest” competed for the same node and led to
some slightly awkward solutions. An example of such a case is shown in Figure 3.11
where two whites pixels are cut off from the rest of the white background.
Figure 3.11: An example of too few nodes in the full-time-node-employment prior.
It could be argued that in such instances we may wish the two white pixels to remain
isolated, but suppose we know that white is the background then it might be desirable
to allow the dynamic tree to be able to produce interpretations where the background
is fully joined. In the 1-d translation experiments of the 5 pixel stimulus, position 2 in
Figure 3.4 is one instance where this could have been useful. The MAP example tree
discussed in the 2-d experiments in Section 3.2.2.2 presents an even more compelling
case for extra nodes at higher levels.
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One solution to this dilemma may be to avoid modelling the background and concen-
trate on constructing trees only for the foreground objects. This may not be suitable
generally as some images may not have any region which could be satisfactorily des-
ignated as background, however in a great deal of tasks such as digit or handwriting
recognition for example, this method could be very desirable. This is another open
research issue. Here we choose instead to relax the number of nodes at higher levels
and allow the model to decide which nodes to use, and which nodes to leave unused
and inactive. This gives rise to the sparse dynamic tree. This will now be discussed.
3.4.1 SDTs: The Part-Time-Node-Employment Prior
Increasing the number of nodes in each layer and requiring many of them to remain
inactive means that we cannot continue with the prior described above where each
unit chooses its parent independently, as this would tend to lead to chains or isolated
links rather than tree structures. We have solved this problem by adopting a top-down
approach to tree generation, with the probability of links occurring at a given layer
being conditional on the activations of nodes in the layer above; we can thus grow
forests of trees from the roots to the leaves. We note that Montanvert et al. (1991),
and references therein describe a number of approaches to tree generation using both
top-down and bottom-up approaches.
We start with an arrangement of nodes such as that in Figure 3.12(a). Initially all the
nodes except those at the leaf (image) level are inactive, denoted by a broken line in
the figure. A prior for activation is set for the nodes of the top layer and this is used
to probabilistically activate some of the nodes and turn them on, as in Figure 3.12(b).
Typically we wish only a single node to be activated at this level to form a master root
for the image, so the prior probability needs to be set so as to encourage this.
After activating some (or none) of the top level nodes we consider the second layer.
As before each child in turn probabilistically chooses a parent out of its set of po-
tential parents, and if the parent chosen is active it connects to it and is turned on
(Figure 3.12(c)). Choosing an inactive parent results in the node remaining inactive
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(a) (b) (c)
(d) (e) (f)
Figure 3.12: (a) Inactive nodes, (b) prior turns on a top level node, (c) connections are made
to next level, (d) process is repeated until penultimate layer (e) bottom-up approach ensures all
leaves get connected and (f) data generated from the tree in (e).
and disconnected. The “null” parent in each level is considered to be always active so
that connecting to it results in the child becoming an active root.
For the sparse node arrangement we no longer have the notion of a “natural” parent as
used by the full-time-node-employment prior, so the affinity profiles must be designed
to encourage formation of tree structures. To get coherent trees such as in Figure 3.13,
nodes at higher levels must connect to parents further away than those in the lower
layers, so each layer is treated independently. We adopt the notation of affinity profiles
and replace the individual affinities ak that a node has for a particular parent with
templates encompassing all nodes in the parent layer. These templates are set so that
a node favours parents at or near the desired distance indicated by the peaks in the
profiles of Figure 3.13. We use a reference affinity of 1 for the most favoured node(s),
decreasing by 1 for nodes further from these points and affinities of   ∞ for nodes we
do not wish to connect to. Within this framework we similarly set the affinities for
the “null” parents for each of the lower layers. Thus the affinity profile for each child
at higher levels in the tree will typically be bimodal, indicating that we expect some
spreading out of the tree to occur, as shown in Figure 3.12(c).
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Tree Structure Affinity Profiles
Figure 3.13: Affinity profile to encourage formation of tree structures.
To produce the connection probabilities the appropriate template for the particular
layer is centred on the closest node above each child. The affinity values are then
assigned to all the parent nodes from the template accordingly, and Equation (3.3) can
then be used to produce the probabilities in the same way as for the standard dynamic
tree.
The top-down procedure is repeated on successive layers down to the penultimate level
(see Figure 3.12(d)). In this top-down approach the probability of node arrangement
at level i is conditional only on the state of the nodes at level i   1. Denoting by Zi the
connection matrix of the ith layer and letting the leaf layer have index L, then we have
the Markovian scheme P
 
Z0   Z1           ZL  1    P
 




Zi  1  .
The top-down method presents a problem at the leaf level of the network as it does
not guarantee that all the leaves will be active. Clearly we cannot allow inactive leaves
as they correspond to pixels in the image, so we modify the top-down strategy with a
bottom-up step. To do this we simply allow each leaf node to choose its parent in the
penultimate layer independently, and if any parents were not previously activated, they
now become new roots. The fifth node from the left on the penultimate level of the tree
in Figure 3.12(c) is an example of such a new root. Using this combined top-down and
bottom-up scheme we can specify fully a prior over trees.
We have termed this the “part-time-node-employment prior” as the nodes can decide




Z  , we need to take into account the fact that if a node in layers
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2 to L   1 is inactive, it could have become so by connecting to any inactive parent in
the layer above. Hence the probability of a node becoming inactive is computed by
summing the probabilities of connecting to all of the off parents.
Given that we have specified a prior over network architectures and generated a “for-
est” structure Z we must now translate this into a TSBN. The nodes in a TSBN take
on discrete values and can be considered as C-class multinomial random variables. On
each of the links there is a conditional probability table (CPT) θk, which defines the
probability of changing state during a transition between nodes, and for the root node
there is a prior P. DTs and SDTs use this same methodology, however we need to
associate a prior P with each unit as all have the potential to become a root. Currently
these parameters are defined on a level by level basis. Given a particular Z matrix
the probability of a particular instantiation of all of the random variables is simply the
product of the probabilities of all of the trees, where the appropriate root probabilities
and CPTs are picked up from the Pls and θls. Figure 3.12(e) shows a sample generated
from our tree structure.
3.4.2 Inference in SDTs
With the more complex part-time-node-employment prior of Section 3.4.1 the links of
the SDT are no longer independent of each other and thus some architectural changes
in a given tree will not be legal.
Sampson (1996) used simulated annealing to search over parse trees for natural lan-
guage sentences in an attempt to learn their grammar. In order to achieve this he
defined neighbourhood relationships which indicated the points in the space that could
be reached from any given point by one of the discrete set of permissible moves.
By similarly constructing relationships between particular configurations we can use
sampling to explore the posterior distribution of this prior and simulated annealing to
find MAP structures just as was obtained for the dynamic tree model. To do this we
define a mechanism for proposing changes to the network structure which the annealer
can decide to reject or accept in the normal way. As the connections of the network
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are conditioned on the states of the nodes in the adjacent layer and not independent as
in the case of the full-time-node-employment prior, we must also consider the effects
on neighbouring units as part of any proposed change to a node i. Nodes can now
be active or inactive so we also need to provide a means to allow dormant nodes to
be activated and redundant ones to be put to sleep. We use the move set summarised
below to explore Z space:
Randomly choose a node i   all nodes 
If Node is currently on
If Node is not a leaf
De-activate Node i;
Break link with parent;
Probabilistically choose new parent for all daughters connected to i;
Else
Choose another parent for the leaf;
Else
Activate Node i;
Probabilistically choose a parent for i;
Ask all active daughters if they prefer connecting to i. Move link if yes;
The move set described above is clearly only one of a number of possible strategies,
for example it might be argued that toggling the activation state of non-leaf nodes may
cause too big a change in the tree structure and allowing an intermediate move where
an active node simply picks different parents could prove beneficial. Another interest-
ing alternative includes moving or combining nodes within a layer while preserving
their links (as far as possible). This would allow better placed nodes to be found and
employed while retaining the network connectivity and enable gentler changes to the
network than with the current strategy. It would still need to be combined with mech-
anisms to enable nodes to try different parents and for new nodes to be switched in or
redundant ones de-activated as in the above.
Consideration of the move strategy is an important issue which directly influences the
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coverage of the search space made during annealing and thus the quality of solutions
found. The presence of units which may be active or inactive also adds further compli-
cations in MCMC (see Godsill (1997)). This is an interesting area for further research.
3.4.3 Existing Sparse Models
The notion of sparseness in SDTs connects to the second source for this work, sparse
coding. There has been considerable interest in the idea of sparse coding, e.g. Ol-
shausen and Field (1996). In this work an image is generated as a linear combination
of basis functions I   ∑i ciφi, where the ci’s are the coefficients on the basis functions φi  . There is a prior on the coefficients which encourages relatively few of them to
be on, but this prior is independent for each coefficient. The SDT extends this by us-
ing a layered prior which means that correlations are induced in units in a layer from
patterns of activation in the layer above.
The general sparse framework can be fully described using three sets of parameters,
existence variables for each unit S, variables specifying the connectivity between units
Z, and state variables X . The Credibility networks of Hinton et al. (2000) focus pri-
marily on S and Z, where-as the SDT considers them all. Note in contrast that the
dynamic tree model which constitutes the core emphasis of this thesis considers only
Z and X .
3.4.4 Comparing SDTs to other Image Models
The SDT was motivated by a need to allow the DT model to have extra nodes at higher
levels. We repeat the experiments of Section 3.2.2.1 on the SDT to compare the per-
formance of the sparse dynamic trees with that of the full-time-employment prior of
the DT, and the balanced TSBN.
We consider the same stimulus of 4 and 5 pixel bars in a 1d image of 16 pixels as used
for the 1-d full-time-employment prior (DT model) experiments. The corresponding
balanced TSBN for such an image is thus a 5-layer binary tree and we choose the
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node organisation of the part-time-employment prior such that the balanced TSBN fits
into this arrangement. This still gives a wide scope and we select the arrangement of
Figure 3.12(a) with a large uniform number of 15 nodes in each layer above the leaves,
so that the number of nodes does not limit the type of structures we can create.
Each node in the tree is a binary variable taking on values of either white or black. We
set the θl’s to be equal for all layers l, with values of 0   99 on the diagonal and 0   01 off
diagonal, and the Pls  
 
0   75   0   25  on all layers. In the Pl vectors the first element is
the prior of the node being white so we are favouring white roots by a factor of 3 to
1. This is determined by the statistics of the images under consideration, which in this
instance have approximately three times as many white pixels as black.
The affinities ak and βs are relevant to all the layers except the very top as any active
node at this level only has the option of connecting to a null parent. For the sparse
node arrangement we no longer have the notion of a “natural” parent as used by the
full-time-node-employment prior, so the affinity profiles must be designed to encourage
formation of tree structures. To get coherent trees such as in Figure 3.13, nodes at
higher levels must connect to parents further away than those in the lower layers, so
each layer is treated independently. We adopt the notation of affinity profiles and
replace the individual affinities ak that a node has for a particular parent with templates
encompassing all nodes in the parent layer. These templates are set so that a node
favours parents at or near the desired distance indicated by the peaks in the profiles of
Figure 3.13. We use a reference affinity of 1 for the most favoured node(s), decreasing
by 1 for pairs of nodes further from these points, eg. the 4th level affinity profile is of
the form (       ,   1,   1, 0, 0, 1, 0, 1, 0, 0,   1,   1,       ).
Within this framework we similarly set the affinities for the “null” parents for each of
the lower layers. We choose, anull   0   0 for all levels, and set the β’s to 1   5. The prior
for activating the nodes on the top level was set to 1
 
7.
We illustrate the effects of translation by applying the black bar stimuli at succes-







Z   logP   Xv

Z  for the particular Z configurations. Our interest is in the maxi-
mum a posteriori (MAP) Z for each image and we use simulated annealing combined
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(a) 5 black nodes (b) 4 black nodes
Figure 3.14: Plots of the unnormalised log-posterior vs position of the input pattern for (a) the
5 black-nodes pattern and (b) 4 black-nodes pattern.
with our move set to search for these. We also calculate the posterior of the balanced
TSBN architecture and compare it with the MAP configurations in Figures 3.14(a) and
(b). The affinity templates and other model parameters have been set such that the
highest prior probability P
 
Z  will be that of the balanced TSBN arrangement.
In the Figures the x-axis denotes the position of the left hand end of the bar, and the
y-axis shows the log-posterior probability.
We see from these Figures that the plot of the posterior of the part-time-node-employment
prior is almost flat indicating very little translation variation compared to the heavily
peaked and troughed posterior of the balanced TSBN. Notice also from the Figures
that the part-time-node-employment prior achieves a flatter posterior than the full-time-
node-employment prior. This is explained by extra nodes being available, enabling
similar structures to be formed at each of the different bar positions, as opposed to the
shortage of nodes at some positions encountered in the posterior of the full-time-node-
employment prior.
Some exploration of the parameter space has yielded even flatter posterior plots for the
sparse dynamic tree than the ones shown in Figure 3.14, however setting the parame-
ters is not trivial. It should be possible to learn the model parameters using an approach
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such as EM in much the same way that the CPTs and priors are learned for fixed ar-
chitecture networks. This question shall be addressed for the dynamic tree model in
Chapter 5.
3.5 Discussion
The above experiments demonstrate that the DT model overcomes the “blocky” seg-
mentation problem of TSBNs and that it has a greater translation invariance than bal-
anced TSBNs. Its dynamic architecture enables the creation of structures which we
have shown better explain the binary image data under consideration. Other authors
such as Sallans et al. (1998) have considered dynamic networks in which the structure
can switch, but they allow general DAGs rather than just trees. So too Hinton et al.
(2000) also use general DAGs for their credibility networks. We believe that it is useful
to find out what can be achieved using TSBNs.
We also note the similarity between posterior tree configurations and parses generated
by a context-free grammar (CFG). CFGs have a O
 
n3  algorithm to determine the MAP
parse; however, this algorithm depends crucially on the one-dimensional ordering of
the inputs. We believe that the possibility of crossed links in the (S)DT architecture
means that this kind of algorithm is not applicable to the DT case. Also, dynamic tree
models can be applied to 2-d images, where the O
 
n3  algorithm is not applicable.
Generating from the dynamic tree produced 2-d images which did not exhibit the same
blockiness inherent in fixed architecture TSBNs. Since the generative capabilities of a
model are usually a good indicator of its inferential ability this suggests the DT offers
a better representation of real-world images than fixed architecture TSBNs. The more
rigorous comparison of Section 3.3 clearly shows that even in a small set of toy images
there are many instances where even choosing an optimal fixed architecture from the
whole set of possible fixed architecture configurations is inferior to the full dynamic
tree model.
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We have also seen that simulated annealing methods are successful at finding trees
that have high posterior probability. Though annealing is an effective means of finding
good solutions from a distribution we cannot fully enumerate, simulated annealing (as
with sampling techniques) is computationally costly and probably too slow for use in
a practical system.
While it is true that inference over DTs is believed to be NP-hard, we do retain a
“clean” semantics based on the fact that we expect that each pixel should belong
to one object, which may lead to useful approximation schemes as an alternative to




Xv  ) distribution. One possibility is to use





Ghahramani, personal communication, 1998). This is considered in the next Chapter.
Up until now we have conducted all the experiments solely on toy examples. For the
DT model to be interesting it must be scalable to real images, and this is probably the
primary issue for consideration. In tandem with this though is also a requirement to
investigate learning of the model’s parameters as setting their values will no longer be
trivial for large structures. Chapters 6 and 5 respectively will address these concerns.
Finally we note that the SDT is an important first step towards further enhancing the
dynamic tree model. It addresses the fact that there are occasions where higher up
in the dynamic tree there are sometimes too few nodes to build the structures that
the model really wants to by adding extra nodes which are switchable. It maintained
all the advantages of the DT but the results suggest that there is clearly much more
work which could be done. There are also many other interesting research directions
including the introduction of additional information at the nodes; for example one
might use real-valued variables in addition to the multinomial variables considered
above. These additional variables might be used to encode information such as that
concerning the instantiation parameters of objects.
Chapter 4
Mean Field Dynamic Tree
4.1 Introduction
In the previous Chapter the dynamic tree model was introduced. It was seen to exhibit
improved performance over the fixed architecture TSBN in terms of blockiness, but at
a cost of tractable inference.
There are two key approaches which can be adopted in such circumstances to approx-
imate the posterior distribution of the dynamic tree. The first which involves sampling
or using search over the true posterior distribution has already been considered, and
in Section 3.2.2.2 simulated annealing was adopted. It was however seen to tend to
be slow to converge. The alternative is to use variational methods. Here a tractable
approximating distribution is fitted to the true posterior, and a standard technique in-
volves the use of a factorised distribution (the mean field approach) (Saul and Jordan,
1996; Ghahramani, 1997). This Chapter1 will demonstrate that such an approximation
is useful for dynamic trees.
Comparisons are made between this mean field approach and a maximum a posteriori
1The work of this Chapter was completed in collaboration with Amos Storkey and constitutes the
subject of the paper Adams, Storkey, Ghahramani and Williams (2000). The full derivation of the mean
field algorithm applied to the dynamic tree is given in Appendix B, and the author wishes to thank
Zoubin Ghahramani for producing the original analysis.
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approach using simulated annealing. We will explore the relative merits of the two
approaches and assess both analytically and qualitatively the solutions that each find
in order to assess whether mean field can provide a practical alternative to sampling.
Section 4.2 of this Chapter describes the theory behind the mean field approach to DTs,
and experiments comparing it with other methods are described in Section 4.3.
4.2 Mean Field for Dynamic Trees
We now introduce the mean field theory for dynamic trees. This Section gives only the
basic outline. For a full derivation consult the Appendix B.
The dynamic tree can be considered as an ordered set U of nodes i   1   2           U , each
of which taking on one of C possible states, 1   2           c. If Z    zi j  is used to denote
the set of possible directed tree structures over these nodes, where zi j is an indicator
variable, then zi j   1 indicates that the node i is connected to parent j. By ordering the
nodes such that upper level nodes have lower indices than those in the layer(s) below
then it means that zi j
  0 for j

i. Finally defining X    xki  to be the set of all of the
states of the nodes, then analogously with the z indicator variables, xki
  1 if node i is
in state k, and is zero otherwise.
Recall that there are two components to the dynamic tree, a prior over tree structures
P
 
Z  , and the likelihood P   X  Z  of being in a particular state conditioned on the struc-
ture Z. Conditional probability tables θ define the state transition probabilities across
connected links and act as a conditional prior over node states. For the prior we use
the fully factorised full-time-node-employment prior described in Section 3.2.1.3, and








i   1  j   0
πzi ji j (4.1)
The index j   0 is used to denote the special case of a connection to the null parent
which produces a disconnection, and πi j is the probability that node i chooses the
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parent j. φ is used to provide consistent treatment for the representation of the set of
parameters which govern the prior P
 
Z  . In this Chapter they are realised as explicit
probabilities πi j, but subsequent Chapters will introduce alternative representations.















k  l   1
 





where the indicator variables z   x pick out the correct probabilities.
The nodes of the dynamic tree constitute two distinct sets. The first contains evidential
or visible units Xv which are instantiated with the image data. The second are the
hidden units Xh whose value has to be inferred. Conditioning on the training data





Xv    P
 




In the mean field variational approach this posterior distribution is approximated by a

















Xv  the hidden units Xh. Appendix B gives the full
derivation for the interested reader. Here the basic approach is described. For nota-
tional simplicity the conditioning on the image data Xv in the variational approxima-
tion is dropped and shall be assumed.
The Kullback-Liebler (KL) divergence provides a convenient measure of the diver-
gence between two probability distributions. Choosing good forms for the Q dis-
tribution is achieved by minimising the KL divergence between the approximating
Q
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Z   X    logQ   Z    logQ   Xh   (4.4)
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By assuming a factorising form for the Qs mean field makes the structure variables Z
be independent of the node states X which allows us to treat them separately. In the true
posterior distribution they are of course not independent – so an exact fit is unlikely
– however this makes the computation tractable. The quality of the approximations
found are assessed against MAP samples from the true posterior in Section 4.3. We




To optimise the KL divergence for the Zs, Q
 
Xh  is fixed and a minimisation with
respect to Q
 
Z  , subject to the constraint ∑ j Q
 
zi j    1     i is performed. The results of



















j  Q  X  logθkli j (4.6)
So with Q
 
Xh  fixed we can explicitly calculate the optimal Q
 
Z  , and interestingly









Z  fixed. Substituting for P   Z   X  from Equation (4.2) into the expression
for the KL divergence (Equation (4.4)) gives




























πzi ji j ∏
kl
 















j  Q  Xh  logθkli j   ∑Xh Q   Xh  logQ   Xh   f   Z  (4.7)
where µi j  
 
zi j  Q  Z  , and f
 
Z  contains only Q   Z  terms which are constant in the
minimisation with respect to Q
 
Xh  . Performing the minimisation and solving for Xh
gives a solution of the form
Q
 










i j  (4.8)
where K1 is the partition function, and this is essentially a layered Boltzmann Machine
(as µi j is zero for all connections that are not between adjacent layers). Thus we see
that the full dynamic tree structure can be broken down into a series of layer Equations.
However these computations are still exponential in the number of nodes on a level (see
Section 3.2.1.2) and therefore intractable for usefully sized models. To proceed any
further it is necessary to make a simplifying assumption. One particularly convenient















In the above expression mki is the probability that node i is in state k. It is the mean that
node i will be in state k independent of the other nodes in the network. This results
in the fully factorised distribution for Q
 
Z   Xh  which is the characteristic hallmark of
the mean field approximation and is what makes it the simplest of all the variational
techniques.
This assumption allows us to make the following substitution




j  Q  X    mki mlj (4.10)
Care must be taken to ensure that ∑k mki
  1  
 
i and this is achieved simply by the addi-




α   1  . A straightforward application






∑r  exp   γr s  (4.11)
where
γrs   ∑
j  i∑l µs jmlj logθrls j  ∑i ∑k µismki logθkris (4.12)
Equations (4.12) form a set of coupled mean field equations which can be solved by
an iterative update (Saul and Jordan (1996)).
This update is performed asynchronously on each of the nodes and repeated cyclically
until convergence is reached.
4.2.3 Putting it all Together
Equations (4.5) and (4.11) provide the necessary results to perform an optimisation on
the KL divergence. The complete procedure is as follows.
1. Initialise all µi j and mki .
2. Cyclically update Equations (4.11) to find the local optimum for the means2 mki .
3. The Q
 
Z  s can then be calculated directly from Equation (4.5).
4. Repeat steps 2–3 until converged.
2Note that  xki xlj  Q  X  needs only to be computed for j  i as zi j 	 0 for j 
 i.
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Note that each step of the process is guaranteed not to increase the KL divergence
(4.4), and is bounded from below by 0, so convergence is assured.
Mean field therefore is an attractive approach as it replaces the intractable dependen-
cies between X and Z in the true posterior with simpler computations which can be
solved iteratively. This allows us to fully enumerate over tree structures Z, but at the
cost of now only having an approximation to the true posterior distribution. In the next
Section a comparison is made between mean field and sampling from the true posterior.
This will assess the quality of the mean field approximation of dynamic trees.
4.3 Experiments
We explore and contrast the performance of the mean field approach with that of sim-
ulated annealing (Section 3.2.1.5) using a 6 layer binary tree. With this architecture
we have 1-d images with 32 pixels. Initially we shall consider the case where the node
states are binary variables and the images are black and white.
A standard DT model of the above architecture was used. The prior over node states
was set to be uniform, with conditional probabilities of 0   99 down the diagonal and
0   01 off-diagonal. The probability of nodes choosing to become a root (disconnecting)
were set to be more favourable than connecting to the nearest neighbour, but less
favourable than connecting to the natural parent. This was achieved in the same way








βaik  . The
affinities, ai j, were set as 1 for the natural parent, and 1   N for the N’th nearest
neighbours of the natural parent, with β   1   25. The affinity for becoming a root,
anull , was 0   5. The model was sampled to generate a suite of training data of some 600
images which were used in our experiments. With this prior the images averaged an
equal number of black and white pixels of variable object size.
In the experiments we use simulated annealing as described in Section 3.2.1.5 to find
the maximum a posteriori (MAP) configuration of the DT for each of the images. This
was conducted from a starting temperature of 1   0 and exponentially decreased by a
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factor of 0   9. At each temperature up to 2000 proposals could be made, although
transition to the next temperature would occur after 200 accepted steps. The run was
deemed to have converged after five successive temperature steps were made without
accepting a single step.
For the mean field approach we order the nodes from the bottom nodes to those on
the higher levels, and sweep through them updating the ms asynchronously a total of
20 times each. This was found to be sufficient to allow these simultaneous equations
to reach their equilibrium state. The Q
 
Z  s can then be recalculated. Typically the
algorithm converged3 after 4 or 5 iterations. Mean field was found to be of the order
100 times faster than simulated annealing.









P  , where R is the MAP tree configuration (see Figure 4.1(a)). From
the comparative plot of Figure 4.1(a) it is clear that the KL divergence of the mean
field solutions is significantly lower than that of the MAP dynamic tree in all instances.
Typically we see from Figure 4.3(a), a difference in KL divergence of about 30 be-
tween the mean field example and the corresponding MAP tree. These results can be
understood when we realise that although the mean field approximation requires the
assumption that P
 
X  can be factorised, ie. P   X    ∏i P
 
xi  , it maintains a distribution
over P
 
Z  . For the MAP case we usually choose a tree with greater posterior proba-
bility, but we are only basing our estimate of the KL divergence on a single structure,
which is unlikely to account for a high proportion of the probability mass of the pos-
terior distribution. It can be seen that the distribution of points is grouped into a series
of energy bands for the MAP model, whereas for the mean field method they are more
evenly spread. This is probably due to the discrete nature of choices over tree structure
and node state in the true posterior distribution.
We can also compare the posterior5 probability of the MAP tree found by annealing
3A threshold change of less than 0   1 in the KL divergence between successive steps was found to be
sufficient to allow the Q
 
Z  to stabilise on a particular configuration.
4The KL divergence can be computed up to the addition of a constant dependent solely on the
probability of the image data, P
 
Xv  .
5We define the posterior as P
 
Z  Xv  ∝ P   Z  P   Xv  Z  and ignore the normalising term P   Xv  which
is constant across the two approaches.
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Figure 4.1: Comparison of (a) KL divergence, and (b) the unnormalised log-posterior of the
MAP tree against the corresponding mean field DTs.
and posterior of the highest probability tree structure found by mean field (HPMF tree),
where the connected links in the HPMF tree are the zi js of highest probability from the
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(a) (b) (c)
(d) (e) (f)
Figure 4.2: (a)-(c) The HPMF structures for 3 different images, and (d)-(f) the corresponding
MAP trees found by annealing.
Q
 
Z  distribution. Such a comparison is made in Figure 4.1(b), where the line in the
figure denotes the boundary of equal log-posterior.
We notice that in most cases (81.8%) the annealed tree has a higher posterior, but
in 11.5% of cases it is the same, and for 6.7% of examples the mean field approach
actually found a higher posterior tree (see Figure 4.3(b)). The latter is probably an in-
dication that though the annealer generally finds very good optima, it cannot guarantee
finding the global solution. Mean field by attempting to fit a distribution better explores
the landscape and is able find some of the harder solutions. However as we cannot ex-
actly fit the posterior we should usually expect the sampling approach to give better
results. These results are encouraging in that they demonstrate that the mean field al-
gorithm is able to find interpretations of the data which are comparable in performance
to the MAP structures found by sampling, at only a fraction of the computational cost.
A qualitative examination of the types of structures the mean field technique finds is
quite instructive. Three examples of HPMF trees found for different images are shown
in Figures 4.2(a)–(c), and the MAP trees found by simulated annealing with the same
data are shown below them in Figures 4.2(d)–(f). It can be seen that there is a high
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Figure 4.3: Histograms of the difference (MAP – HPMF) in, (a) KL divergence, and (b) posterior
probability, between the MAP and corresponding HPMF DTs.
degree of similarity in their structure, with both methods picking out objects in the
image as separate trees. We see that noisy pixels are largely ignored in both approaches
and left isolated. This is a facet of the strongly diagonal CPTs and further experiments
with weaker CPTs of 0   9 down the diagonal still produced interesting structures, but
allowed the noisy pixels to be absorbed by the object that contained them.
Plotting the difference in KL divergence and the difference in posterior probability of
the MAP and HPMF approaches (as in Figures 4.3(a) and 4.3(b)) proves informative.
We see from Figure 4.3(a) of the difference in KL divergence that this difference can be
approximated by a unimodal bell-shaped curve. For the difference between posteriors,
Figure 4.3(b), we notice that it has no distinct form, but most of the mass is close to
or at zero and this indicating that the mean field method usually finds HPMF solutions
that are very close to MAP.
4.4 Discussion
This Chapter has sought to explore techniques for approximating the true (intractable)
posterior distribution of the dynamic tree in contrast to sampling and annealing which
are computationally costly. The simplest of the variational methods, mean field, has
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been considered and both qualitative and quantitative comparisons of its performance
has been made against simulated annealing, using structural and KL divergence plots
respectively. We shall now discuss some of the more interesting aspects this work has
brought to light.
In the absence of any image data at the leaf level, the mean field approach as applied
to the binary (black and white) state variables of the nodes of the network can easily
be seen to be bimodal. The units of the network will correlate and drive the means to
0 (all black) or 1 (all white). There is also an unstable equilibrium with the means at
exactly half way, where the slightest perturbation will drive the means to one of the
two extremities – an example of spontaneous symmetry breaking. This is analogous
with a ferromagnetic system below its critical temperature.
The application of image data to the leaves of the network constrains the states of nodes
in the immediate layers above, but as we ascend the hierarchy it exerts a diminishing
influence and in the upper levels of the network the bimodal pattern can dominate the
mean field solution. Thus the nodes further away from the image still tend towards
0 or 1. This is undesirable in certain circumstances when there is similar amounts of
black and white in an image as one colour will tend to dominate at the higher levels and
suppress the other, and this is evident in the types of tree structures seen. This trend
is illustrated in Figure 4.2 where the smaller trees in the mean field solutions in Fig-
ures 4.2(a,c) are compressed and make less use of the hierarchical node arrangement
than the corresponding MAP models in Figures 4.2(d,f). Though this is a limitation,
we do still see interesting structures in the mean field trees and they can still model
variable sized regions as distinct trees of nearly appropriate size, though they capture
them less precisely than methods which find the MAP configuration.
The fact that the posterior of the HPMF trees is usually lower than the MAP tree is to be
expected as in the sampling approaches such as simulated annealing we are setting out
to find the MAP structure whereas for mean field we are concerned with averaging over
the whole distribution. However we observed in the histogram plots in Figure 4.3(b)
that most mean field solutions are only slightly worse.
Simulated annealing was used as it finds good solutions which are of primary interest,
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however Metropolis sampling approaches could give a good insight into the true nature
of the posterior distribution and is an avenue for further research.
We can conclude that the mean field approach provides significant advantages over
structure searching for the MAP solution in that it produces an approximating distribu-
tion to the posterior, which is more informative than simply choosing a single example.
Mean field was also able to find good HPMF solutions that rivalled the MAP structures
found by simulated annealing. This was achieved with a considerable saving in com-
putational effort and comes close to making real time inference in DTs viable.
We note however, that the assumption in mean field of a factorised distribution over
P
 
X  is not necessarily a good one, and an important direction for future work would
be to focus further on distributions giving a closer approximation to the true posterior.
An interesting extension to the standard mean field approach outlined above might
be to specify an alternative distribution over the xki s that more realistically captures
their relation. One possibility of using a tree structure to reflect their hierarchical
dependence upon each other is considered in Storkey (2000).
In order to apply the dynamic tree model to larger, more useful problems an element
of learning at least some of the model parameters will be required – as we are unlikely
to know the best parameters a priori. Given the success of the mean field approach
at finding good trees and its significant speed advantage over annealing and sampling
based techniques, mean field is a very attractive candidate for the inference engine
needed to underpin an Expectation-Maximisation (EM) style learning algorithm. The
next Chapter explores learning in the dynamic tree with a particular emphasis on mean
field based approaches as a precursor to applying the dynamic tree to a database of
real-world images in the subsequent Chapter.
Chapter 5
Learning the Dynamic Tree Parameters
5.1 Introduction
The dynamic tree model we have seen has two distinct sets of parameters, φ and θ.
The φ parameters govern the construction of the prior P
 
Z  , whereas the θs are state
transition probability tables defining transitions between connected nodes. In previous
Chapters we have been content to fix these by hand using our best intuitions, however
for the larger models needed for real data this will almost certainly be sub-optimal, and
a process for learning good parameters for the model from the data is required.
This Chapter1 is concerned with developing a full suite of learning algorithms for the
dynamic tree parameters. It builds on the theory of the previous Chapters and we shall
consider both exact and approximation methods. We take an incremental approach to
learning the parameters.
Ideally we would like to operate on the true dynamic tree probability distribution and
optimise the model parameters so as to maximise the likelihood, but this is intractable
for anything other than trivial structures. Mean field seen in the previous Chapter
provides a useful alternative. However though it performed well in inference tasks as it
only approximates the true posterior there is no guarantee it will be useful for learning
1Sections 5.3–5.4 of this Chapter have been published in Adams et al. (2001)
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the dynamic tree parameters, so initially we consider learning of the CPTs θ, in small
fixed architecture models with binary images. The fixed architecture is important as
exact learning on the true posterior distribution is tractable and it allows us to make
a comparison between exact learning and approximation techniques based upon the
mean field algorithm derived in the previous Chapter. Furthermore for small trees we
can fully enumerate the exact probability distribution of the data by summing over all
possible patterns and this gives us an effectively infinite dataset. Thus learning can be
evaluated under the most favourable conditions possible and enables us to ascertain the
best that any algorithm is likely to perform.
We then increase the model complexity by allowing disconnections. This is an inter-
mediate step between the fixed architecture model and the full dynamic tree, extending
the model’s capabilities while still tractable for exact approaches, and we compare
again mean field with exact EM.
Optimisation algorithms for the prior φ parameters completes the dynamic tree learn-
ing. Since we are now dealing with multiple tree structures exact approaches are in-
tractable even for small models and we can no longer make a comparison. To assess the
mean field algorithm we examine the stability of the learning rule by seeing whether
it will deviate when initialised at the same parameters as the generative model used
to create the training data, and also perturb its parameters to check that it does indeed
learn from the data.
Thus we explore the characteristics of all of the individual facets of the dynamic tree
model (θ and φ parameters). This provides the necessary preparation for the task of
applying dynamic trees to real image datasets, which will be described in Chapter 6.
Section 5.2 describes the fundamentals of the Expectation-Maximisation (EM) algo-
rithm which lies at the heart of all the learning approaches considered in this Chapter.
Section 5.3 then derives exact and mean field learning rules for the CPTs and com-
pares their relative performance. Disconnections are introduced in Section 5.4 and in
Section 5.5 learning of the prior is considered.
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5.2 Overview of Learning
The dynamic tree model can be viewed as a mixture model where the mixture com-
ponents are the set of possible tree configurations. Thus the probability of seeing a
particular image vector Xv   v under the model is given by
P
 











Xv   v   Xh

Z  P   Z  (5.1)
For the model parameters we define θ as the parameter representing the CPTs and pri-
ors over roots, and φ the affinities. Noting that P
 
Z  is dependent on the φ parameters,
and P
 
Xv   v   Xh










Xv   v   Xh

Z   θ  P   Z  φ  (5.2)
Z is defined to be a matrix composed of row vectors describing each child node’s
connectivity. The elements of each vector are binary indicator variables which have a
value 1 if the link is present, and zero otherwise. Thus Z describes a single structural
configuration.
Now consider a data set of labelled images Xnv   n
  1   2           N, and a dynamic tree
model of 1           U nodes, having a total of S forests of tree structures. Then the log-


























Zns   θ  P   Zns  φ    (5.3)
where Xnsh is describes states of hidden units of the dynamic tree , and Z
ns the structure
for each of the forests s, and patterns n. This then can be used directly to derive
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an update for the Expectation-Maximisation (EM) algorithm as described below in
Section 5.2.1, or approximated using variational techniques (Section 5.2.2) which are
useful when it is intractable to enumerate the full posterior.
For anything other than fixed architecture or disconnecting trees (see Section 5.4) the
latter is invariably the case. The ability in the dynamic tree of the nodes to chose
their own parents drastically increases (exponentially with tree depth) the number of
configurations we need to enumerate, and even a small dynamic tree of depth 4 based
upon a binary (1   2   4   8) node arrangement has a total of 1   27   108 distinct struc-
tures. This means that we cannot ordinarily use exact approaches and have to resort to
approximate inference methods such as mean field. In this Chapter we are primarily
concerned with comparing exact and mean field learning so restrict ourselves to small
structures where exact approaches are tractable. Below we derive a learning rule for
the true posterior in Section 5.2.1, and in Section 5.2.2 we consider the mean field
approach.
5.2.1 Learning from the True Posterior
For complex models it is not usually possible to calculate analytically the exact solution
of the parameters using a standard maximum likelihood approach. This arises when we
find the maximum likelihood solution constituting a set of highly non-linear coupled
equations where we cannot separate out the parameters individually. An investigation
into maximum likelihood leads us to consider an iterative approach based on initially
“guessing” a set of parameters to the model and then minimising an error function
using these “old” parameters to decouple the equations. Such a procedure has seen
widespread use in the literature and is known as the Expectation-Maximisation (EM)
algorithm.
It was mentioned earlier that the dynamic tree can be likened to a mixture model so we
can derive the EM algorithm for the DT along similar lines. Many authors have dealt
with EM on mixture-type models (eg. Ghahramani and Hinton (1996)) and we base
our derivation on the one used in Bishop (1995).
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The log-likelihood of the data under the model provides a convenient measure of fit of






















Zns   θ  P   Zns  φ  (5.4)
Now observe the change in likelihood when we update the current model parameters 
θ, φ  with a new set   θ̃   φ̃  . For clarity of notation we shall omit reference to the
dependency of Xnsh on the structure Z






θ̃   φ̃    logP   Xv














θ   φ 
  ∑
n















Xnv   θ   φ  (5.5)
Making use of Jensen’s inequality, which states that given a set of numbers λ j

0 such





λ jx j   ∑
j
λ j logx j (5.6)









θ̃   φ̃    logP   Xv









Xnv   θ   φ 





θ   φ  P   Zn   Xnh

Xnv   θ   φ  (5.7)
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We can rewrite the right-hand side of Equation (5.7) in terms of the new parameter
estimates θ̃   φ̃ as
B
 
θ̃   φ̃   θ   φ    ∑





Xnv   θ   φ  logP
 




θ̃   φ̃   Const (5.8)
where Const contains terms depending solely on the old parameters θ and φ. B
 
θ̃   φ̃   θ   φ 
is known as the expected complete data log-likelihood. By maximising B
 
θ̃   φ̃   θ   φ 
w.r.t θ̃   φ̃ we will obtain a new estimate of the model parameters which is guaranteed to
not reduce the log-likelihood, and we can iteratively repeat this process to find a local
maximum.
This is the basic EM algorithm for the dynamic tree. There are two sets of parameters
defining this model. The θs describe the state transitions between connected links, and
the φs define the prior over the connections. In Section 5.3 we derive and experiment
on rules that learn the θs. We keep the notation general so that there is no need to
re-cover the same ground as we increase the model complexity up to the full dynamic
tree.
5.2.2 Approximating the Posterior
We now derive a learning rule based upon the mean field approximation for dynamic
trees. Such a rule is desirable as we have seen in the previous section that the EM
approach requires knowledge of the normalised posterior which is usually intractable.
One approach to this is to sample from the posterior distribution which is itself com-
putationally expensive. Variational techniques, of which mean field is the most basic,
approximate the posterior by a simpler tractable distribution.
Consider again the log-likelihood of a labelled set of images X nv where n
  1           N
logP
 
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Equation (5.9) is obtained by an application of Jensen’s inequality.
Let L
 
Q   θ   φ  denote this lower bound (variational log-likelihood (VLL)), so that
L
 
Q   θ   φ    ∑















n  Xnv  logQ
 
Xnh   Z
n  Xnv  (5.10)
We see that (from Jordan et al. (1998); Jordan and Saul (1998)) we can perform an EM
type algorithm on this by starting at an initial parameter vector
 
θ  0    φ  0   and iterating
over the following 2 steps
1. Maximise the lower bound L
 
Q   θ   φ  with respect to the Q distribution (E step).
2. Fix Q and maximise the bound L
 
Q   θ   φ  with respect to the parameters θ for
the CPTs, and φ for the prior (M step).
This is coordinate ascent in L
 
Q   θ   φ  . We can relate this to the traditional EM algo-
rithm by noting that for fixed Q the right-hand side of Equation (5.10) is a function







θ   φ  term. Thus the M step is equivalent to
maximising the following function
∑










n  θ   φ  (5.11)
This is the variational equivalent to what is known as the expected complete log-
likelihood in the EM literature. In the traditional presentation of the EM algorithm
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the M step is defined by this same maximisation, but uses the true posterior in place of
the approximating Q distribution. There are plenty of examples in the literature of its
use – see for instance Neal and Hinton (1998); MacKay (1995).
These two approaches provide the framework for the learning algorithms discussed in
this Chapter. We could also consider gradient descent on both the true and variational
distributions, but to start with we shall only use EM.
Learning the CPTs in fixed architecture trees has already been investigated by a number
of authors (eg. Feng and Williams (1998); Laferté et al. (2000)), and a sensible starting
point would therefore be to compare this with mean field learning in fixed structures.
This will be addressed in the next Section.
5.3 Learning the CPTs of a Fixed Architecture Tree
5.3.1 An Expectation-Maximisation Update for the CPTs
We wish to maximise B
 
θ̃   θ  defined by Equation (5.8) and shown in Section 5.2.1 to
be the condition which maximally increases the lower bound on the log-likelihood for
the re-estimated parameters θ̃
B
 













n  θ̃   φ̃  (5.12)
This is known as Baum’s auxiliary function, and we need to constrain the maximisation
so as to ensure legal CPT entries. To do this define W
 
θ̃   θ    B   θ̃   θ    ∑i jl λi jl
 
∑k θ̃kli j   1 
where the summations k and l are over the 1           C states of the nodes i and j respec-




x j   l  , where we
use indicator variables zi j as before to pick out the parent pai   j) then gives
∂W
 
θ̃   θ 
∂θ̃kli j
  ∑






















n  θ̃   φ̃    λi jl
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  ∑




















θ̃   φ̃  θ̃kli j
δ
 
xni   k  δ
 
xnj   l  zni j   λi jl
  ∑









xni   k  δ
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Xnv   θ   φ 
θ̃kli j
zni j   λi jl
























Xnv   θ   φ  zni j












Xnv   θ   φ  zni j (5.13)




The update for each entry in the CPT is therefore
θ̂kli j  
∑n  Zn P
 




Xnv   θ   φ  zni j















n   θ  P   Zn  Xnv   φ  (5.15)
This update is a marginalisation over the joint distribution of trees and node states
considering the transition between a parent node j being in state l to a child node i in
state k along a connected link, normalised by the set of transition probabilities from
all the states of the parent j. Thus it measures the value of a connection probability
by summation of the joint distribution over all the tree configurations where the link
j  i is made, so that θkli js where this transition occurs frequently in higher probability
regions become larger than those which are less used or are involved in low probability
tree configurations.







Xv   Z   θ  can be found using Pearl’s message passing algorithm (see Feng and







Xv   Z   θ    1















The λ-values are the probability of observing the evidence in the subtree beneath a
particular node given that the node is in a state k, and the π-values are an estimate
of the probability of a node being in a particular state given the evidence in the rest
of the network above it. Their normalised product produces a consistent estimate of
the probabilities of a node being in each of the states it can take on. Equation (5.16)
obtains a local estimate of the joint probability of a transition from state l to k along a
given link, using the λ-value of the child node i, the π-value of the parent j, along with
the λ-messages of all the siblings of i.
As for the case of the affinities it is also sensible to share CPT parameters considering
the limited training data available. Typically we share CPTs on a level by level basis,
as it is not an unreasonable to assume stationarity of the transition probabilities across
the whole image at a particular scale. In the dynamic tree node i can choose from a
number of parents, and their CPTs are also shared.
If we define XI as the set containing all nodes xi sharing the same CPT, then
θ̂klI  
∑n  Zn ∑xi   XI P
 




Xnv   θ   φ  zni j
∑n  Zn ∑xi   XI ∑k  P   Z   xk  ni   xlnj  Xnv   θ   φ  zni j (5.17)
The difference between this and the unshared case is simply a summation over all the
nodes sharing the same CPT entry.
The complete EM algorithm for the dynamic tree is as follows.
1. Start with an initial estimation of parameters θ.
2. Calculate the posterior marginals P
 




Xnv   θ   φ  using Pearl style mes-
sage passing algorithm for the Zn   1           S structures.
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3. Use re-estimation formula given by Equation (5.14) to find new estimate for
CPTs, θ̂.
4. Repeat steps 2–3 using θ̂ from previous step as the current starting point. Run
until convergence is reached.
The joint distribution P
 
Zn   xk  ni   xlnj  Xnv   θ   φ  like the posterior cannot tractably be nor-
malised, making it necessary to resort to sampling to approximate this EM update for
anything other than the simplest of structures. Since S, the number of possible config-
urations of the dynamic tree grows exponentially with tree depth this rules out all but
the most trivial of dynamic trees (see Section 3.2.1.5 for a discussion). Hence a fixed
architecture tree will be considered.
To start with we are using a single fixed structure tree which is equivalent to setting a
prior πi j   δ
 
pai   j  . The EM update is therefore calculable, and the joint distribution













5.3.2 Mean Field EM update for the CPTs
We saw in Section 5.2.2 that we can perform an EM type algorithm on L
 
Q   θ̃   φ̃  , a
lower bound for the log-likelihood of the observed data, and that this bound for the
mean field dynamic tree approximation is given by Equation (5.10).
The derivation of mean field approximation to the dynamic tree is given in full in




θ   φ   
∏i j π
zi j
i j ∏i jkl
 




jzi j which is approximated in mean field by the factorising distri-
bution Q
 




Z  . A further assumption is then required, that Q   Xh 
fully factorises into Q
 
Xh    ∏ik mki , where mki is the mean value of node i in state k.
A straightforward application of calculus and use of Lagrange Multipliers to enforce
probability constraints produced the mean field equations. These are summarised in
Appendix B.3, where µi j  
 
zi j  Q  Z  is also defined.
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Differentiating the bound of Equation (5.10) with respect to θ̃kli j , and substituting for
the mean field parameters, gives the following
∂L
 
Qn   θ̃ 
∂θ̃kli j
  ∑





























































ni  j 
∂L
 
Qn   θ̃ 
∂µni  j 











where in Equation (5.19) we have used the chain rule to show the explicit and im-
plicit dependencies of L
 
Qn   θ̃  on θ̃kli j through the posterior term P
 





Zn  s and Q   Xnh  s which define the mean field approximation. The latter are
only implicitly dependent on θ̃ through µi j and mki respectively, which gives rise to
Equation (5.20).
This decomposition has been used in other learning applications such as in Baldi and
Pineda (1991), and is advantageous as it enables us to greatly simplify the learning rule
through the following argument.
We note that in the E step of our EM algorithm we are optimising Q
 
Zn  and Q   Xnh 













a local maximum in the mean field equations for the current θ̃. Therefore the implicit
terms do not contribute at all to Equation (5.20) and the gradient becomes
∂L
 

















































n  θ̃  
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  ∑





















Zn   θ̃ 
∂θ̃kli j
(5.22)
We need to ensure that the CPTs sum row-wise to unity in order to be legal proba-
bilities. So as in Section 5.3.1 we introduce the constraint ∑i jl λi jl
 













θ̃kli j   1     0 (5.23)
We find during the working that once again the P
 
       terms cancel, and get
λi jl   ∑
k  ∑n  Zn Q
 
xk  ni  Q   xlnj  Q   Zn  zni j (5.24)
and the mean field EM update equation for the CPTs is given by
θ̂kli j  






Zn  zni j
∑k  ∑n  Zn Q   xk  ni  Q   xlnj  Q   Zn  zni j (5.25)
In the case of the fixed architecture tree the nodes have no choice over parent so the zi js
are superfluous and the prior P
 
Z    ∏i j δ
 








∑k  ∑n Q   xk  ni  Q   xlnpai  (5.26)
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5.3.3 Comparing Mean Field EM with Exact EM for Fixed Architec-
tures
We now make comparisons between the exact and variational approaches discussed in
the previous Sections. The model used was of fixed balanced architecture and therefore
with the same characteristics as in Feng and Williams (1998). We chose a 4 layer
binary (1   2   4   8) configuration which produces 1-d, 8 pixel images. The nodes
were restricted to binary state variables giving a maximum of 256 different images
potentially generatable from the model. The aim was to use a sufficiently complex




θ   φ  .
In making comparisons between the true EM and mean field EM learning rules the
basic strategy was to choose a generative model and perform two sets of runs. The first
used an initial starting position the same as that of the generative model and tested the
stability of the algorithms by looking for any deviation from the true parameters during
learning. The second used a starting position with parameters perturbed from that of
the generative model, examining the ability of the algorithm to learn the parameters of
the generative model.
The choice of dataset here is important. Initially we are interested in seeing the best
that the algorithms can perform so as to discover their limitations. The choice of model
that can generate only 256 different images enables evaluation of all images in turn,
and the update for each in the learning algorithm can be weighted by the probability
of the particular pattern under the generative model. This effectively gives an infinite
training set so that it would be hoped that if the learning algorithm is reasonable it
should recover the generative model parameters exactly.
Selecting the generative model is not straightforward. There is a dependency be-
tween the CPT entries and the prior at the root of the tree in that any degeneracy
between states from a child to its parent can be captured either way. This becomes
even more pronounced when latterly disconnections lower down the tree are allowed
(Section 5.4).
Setting a uniform prior
 
0   5 0   5  , on the root node was found to be helpful to mean
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field learning as any bias to one state or another in the prior tended – by virtue of the
fact that the mean field variational method assumes independence between the nodes
by use of a factorised distribution – to be captured as degenerate CPTs in all layers
above the leaf level. The leaf level CPTs being close to the instantiated units were
better constrained by the data.
The CPT entries were set to be 0   9 on the diagonal and 0   1 off diagonal, as it is a
reasonable expectation that ordinarily a child would prefer to be in the same state as
its parent. (With the full dynamic tree architecture the child nodes can choose suitable
parents so that this would be the case.) These then give a generative model which
though simple is of the sort of form we would anticipate to be similar in nature to what
we would expect the full dynamic tree with real datasets to take on. This generates data
with the probability distribution shown in Figure 5.1(a). The peaks correspond with
patterns where whole sub-trees span regions in the image of the same pixel value, a
facet of the fixed balanced architecture and highlights nicely the “blockiness” difficulty
with such structures.
Two runs were made with this model. The first was with the same starting param-
eters as the generative model to test any deviation of the parameters from the true
model. The results are plotted in Figure 5.1(b). A second run had perturbed parame-
ters, achieved by setting the CPTs to 0   7 down the diagonal and 0   3 off-diagonal. This
is shown in Figure 5.2(a).
Each run was performed for 300 training cycles so as to be sure that convergence
was reached. Only the initial part of these runs prior to convergence is plotted in the
figures. The variational log-likelihood of the mean field approach before and after the
M step is shown, as also is the true log-likelihood of both the mean field and exact EM
approaches after each parameter update.
From Figure 5.1(b) it can be seen that the exact EM run starting at the generative model
does not deviate. This is to be expected as exact EM is working on the true posterior
and will not be able to find a higher likelihood solution than this given that we are
effectively using an infinite data set so the posterior is exact. For mean field EM the
log-likelihood decreases slightly before stabilising. This would appear worrisome until
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Figure 5.1: (a) Probability of the dataset under the generative model (b) Comparison of mean
field with exact EM learning starting at generative model for generative model CPTs 0.9 and
uniform prior at the root.
it is noted that with variational methods we are only approximating the true posterior
and though it was shown in Chapter 4 that mean field performed rather well, the fact
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that it uses a fully factorised distribution whereas the true joint distribution is definitely
not fully factorisable makes it far from perfect.
To see the implications of this consider what the log-likelihood of the data equates to.





Xnv    ∑




































Xnv   θ   φ 
 









P  , to
zero so the M-step is then optimising with respect to a slightly different distribution to
the true posterior.
The lower bound given in Section 5.2.2 uses the fact that the KL divergence between




P  is always greater than or equal to
zero, stating that the log-likelihood of the data is always greater than the variational




P  is minimised using the mean field algorithm.
The Q distribution is then fixed at this point and the variational log-likelihood is max-
imised in the M-step to find the new optimal θ̃. This changes the model and there is




P  remain minimal, in fact it should ordinarily
increase. Thus from Equation (5.27) it can be seen that this could cause the log-
likelihood of the data to decrease. This is exactly what can be seen to happen in
Figure 5.1(b) where dashed-dot line is the log-likelihood of the model. The varia-
tional log-likelihood which it is maximising (Equation (5.9)) does however increase as
expected.
Since mean field only approximates the true posterior by a factorising distribution and
is not exact, then it is plausible to speculate that a good mean field approximation
for a particular dataset could have different model parameters even to that of the true
generative model. The mean field approach is biased towards a factorised distribution,
so will tend towards factorised solutions as best the data will allow. This is indeed
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Level Start CPT Exact EM Mean Field EM
1
 
0   5 0   5   0   5 0   5   0   5108 0   4892
2
 
0   9 0   1
0   1 0   9
   0   9 0   1
0   1 0   9
   0   8737 0   1263




0   9 0   1
0   1 0   9
   0   9 0   1
0   1 0   9
   0   9334 0   0666




0   9 0   1
0   1 0   9
   0   9 0   1
0   1 0   9
   0   9005 0   0995
0   0923 0   9077

Table 5.1: Learned CPTs starting at the generative model.
what we see happening in the plot. There is a set of parameters with higher variational
log-likelihood than those of the generating model. The learning algorithm finds these
and we see a slight increase in the variational free energy.
The table illustrates this. It gives the parameters learned by the different methods after
40 iterations. Level 1 parameters are those at the top of the tree, and the level 4 ones
relate to the leaves at the bottom. At level 1 there is only the prior, and this is given.
Lower down it is the CPTs which are relevant. As expected the True EM algorithm has
not deviated at all from the initial CPT values. Examination of the final learned CPTs
of mean field EM shows them to have remained fairly close with the worst probability
only differing by 0   0334, and most being significantly less. The fact that they have
remained close despite the mean field weaknesses, would suggest that in this instance
the mean field approximation is fairly close to the true posterior.
Starting perturbed from the generative model can be seen in Figure 5.2(a) to produce
quite interesting results. Exact EM again performs as expected, monotonically in-
creasing the log-likelihood until by training cycle 26 it has recovered the generative
model parameters exactly and can do no better. Ordinarily we would not necessarily
expect EM to do so well, except in the limit of an infinite data set as we have here.
5.3. Learning the CPTs of a Fixed Architecture Tree 79

























MF EM log likelihood
Exact EM LL
(a)












































Figure 5.2: (a) Comparison of mean field with exact EM learning starting perturbed from the
model for generative model CPT of 0.9, and uniform prior (b) Analysis of the mean of the root
node during mean field learning of the CPTs showing the number out of the 256 patterns where
state 1 (white) was preferred by the root node, and its average value.
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Mean field EM starts off well, but on cycle 57 we see a dramatic fall in the variational
log-likelihood. Under standard EM this would be a worry as the theory precludes
this possibility. A close investigation of the CPTs around this point show that at cy-
cle 55 the prior on the root has a probability of P
 
White    0   46, so favouring black
states and of the 256 images the means found by mean field at the root node prefer
to be white for only 81 patterns. In the next step P
 
White    0   54 and for 142 of the
patterns the root node prefers being white, but the slight perturbation off the uniform
prior P
 
White    P   Black    0   5 pushes mean field from its unstable equilibrium of
not favouring any particular state and in the next cycle 255
 
256 patterns prefer to have
a white root node.
Figure 5.2(b) illustrates this effect. It gives an analysis of the preference of the root
node during mean field learning for each of the patterns. The top plot is a count of
the number of patterns for which the root chooses to be in state White (the mean value
is greater than 0   5), and the intermediate plot is a sum of the mean values for the
White state. The vertical dashed line in the plots indicates cycle 57 where the drop in
log-likelihood occurs. At this point the shift to choosing White for the root node in
255
 
256 patterns is clearly seen.
Table 5.2 shows the learned model parameters after 300 iterations. Also shown are
the mean field EM model parameters a few cycles before the onset of spontaneous
symmetry breaking (after 50 iterations). The resultant mean field EM prior has a
P
 
White    0   91, and at the lower levels the CPT entry for P   Xi   Black

Pai   Black 
is forced to 1 to try to offset this. Prior to the point of spontaneous symmetry breaking
the CPTs were moving towards that of the generative model. Clearly then it is pos-
sible to over-train using mean field EM even on an infinite data set, and spotting and
stopping training prior to the point of spontaneous symmetry breaking could be the
answer.
From Figure 5.2(a) the learning curve is seen to plateau out on a high log-likelihood
for nearly 20 cycles before this onset, so the inclusion of some convergence detection
criterion could be used to halt training at a point such as this and so avoid the over-
training which appears to cause this phenomenon.
Overall mean field EM learning compares favourably with exact EM in fixed architec-
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Level Start CPT Exact EM Mean Field EM
50 iterations 300 iterations
1
 
0   5 0   5   0   5 0   5   0   4608 0   5392   0   9097 0   0903
2
 
0   7 0   3
0   3 0   7
   0   9 0   1
0   1 0   9
   0   7599 0   2401
0   1708 0   8242
   0   8242 0   1758




0   7 0   3
0   3 0   7
   0   9 0   1
0   1 0   9
   0   9999 0   0001
0   1680 0   8320
   0   8053 0   1947




0   7 0   3
0   3 0   7
   0   9 0   1
0   1 0   9
   0   8798 0   1202
0   0614 0   9386
   0   8256 0   1744
0   0000 1   0000

Table 5.2: Learned CPTs starting perturbed from the generative model.
tures for this example dataset. Despite the limitations of the mean field approximation
it still seems fairly robust to parameter drift for starting points at or near the generative
model, and for perturbed starting positions finds solutions with log-likelihoods close
to that of exact EM. Exact EM by working on the true posterior distribution should
always do better.
5.4 The Disconnecting Tree
The disconnecting tree is an intermediate step between a single fixed architecture
TSBN, and the dynamic tree. In it each node is allowed the choice of connecting
to a single parent (we restrict this to the natural parent which is the one it would have
if it were part of a balanced TSBN) or being disconnected.
There are a number of ways in which disconnections can be viewed within the dynamic
tree framework. These shall be described with reference to inference where the bounds
given by each formalism will be compared.
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5.4.1 Inference in the Disconnecting Tree
5.4.1.1 Standard Disconnecting Tree
This approach is a straightforward simplification of the full dynamic tree model. In-
stead of allowing nodes to pick a parent from a set of potential candidates we restrict
their choice to either the “natural parent” or the “null” parent. The indicator variable
zi is defined to be the indicator variable describing the connectivity between the child
node i and its “natural parent”. It takes on the value 1 for connect and 0 for disconnect.
Defining Pdi as the probability with which the node makes this choice then the prior









1   Pdi  zi (5.28)
The mean field theory discussed earlier applies, and the full CPT update Equation (5.25)
can be used with the nodes only having two choices.
5.4.1.2 Effective CPTs
In the standard dynamic tree disconnections are modelled by having a null parent on
each layer which a node can choose to connect to with a particular probability. This
gives excellent interpretability as it is immediately obvious from a nodes’ indicator
vector zi whether it has disconnected or chosen to connect to a particular parent, how-
ever for learning this presents a problem. The reason is clear, that for a disconnecting
tree of n nodes with each having the choice of connecting or disconnecting, then there
are 2n  1 distinct configurations (the top level node can only be a root), which quickly
becomes intractable to enumerate.
There is an alternative way of handling disconnections which arises by viewing the
prior state vector as a degenerate CPT made up of identical row vectors each a copy
of the prior. By making the assumption that any degeneracy in a CPT is a contribution
to the prior then it is possible to fold the prior into the CPT, and after training exactly
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recover the prior, disconnection probability and CPT from the learned CPT. Defining
Pd as the prior disconnection probability for a node, π as the prior (a row vector), and
θ the CPT, then we can fold in disconnections using
θe f f  
 
1   Pd  θ  Pd1π (5.29)





θkle f f  (5.30)
πk   minl
 





θe f f   Pd1π 
   
1   Pd  (5.32)
where 1 is a column vector of 1s, and θkle f f the effective CPT whose rows index the
child state k, and columns the parent state l. Equation (5.30) extracts the degenerate
probability component for each child state and attributes it to the disconnection prob-
ability. Equation (5.31) finds the normalised ratio of these which is the prior vector,
and in (5.32) these are weighted by Pd and subtracted from the effective CPT. By fold-
ing in disconnections in this way the disconnecting tree can be represented in a single
structure and learning then is identical to the fixed architecture TSBN.
The advantage of this method is that disconnections are represented compactly with the
probability that any given node in the tree being disconnected more readily obtainable,
than keeping it explicit where it is necessary to sum over all the tree configurations
where the node is disconnected.
The disadvantage is that by merging it with the true CPT their meaning is blurred, and
the only sensible reconstruction of the two is to assume that all degeneracy in the CPT
is due to the prior. This means that every column in the CPT must be assumed to have
at least one transition which is zero as the degenerate component of each column will
be given by the smallest element, but that isn’t necessarily the case. Indeed to handle
noise we may wish to set each zero element to a small value.
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This approach can be used in true EM or mean field EM learning. Exact EM becomes
intractable as soon as nodes are allowed to chose their parents in the full dynamic tree
and in the mean field solution disconnection probabilities become unrecoverable, and
their meaning lost. The issue then is one of interpretability against concise treatment.
5.4.1.3 Exact Inference and Polytrees
Polytrees are an extension to the simple tree configuration which allows for multiple
parents. They are a form of singly connected networks whose inference algorithm is
described in Section 4.3 of Pearl (1988a). Instead of multiple parents however each
node has a single connected parent to which it can make the usual state transitions using
the CPT, and a gating variable whose prior encodes the disconnection probabilities.
This gating variable thus replaces the “null” parent of the standard DT formalism.
Gate
Figure 5.3: Using a gating variable polytree to signal disconnections.
The gating parent (Figure 5.3) is a node with 2 states, disconnect and connect. The
probability of disconnection Pd constitutes a prior over its state, and the equilibrium
belief of the gating units gives a measure of the effective disconnection probability of
their child.
Polytrees are a special type of singly connected network because although we now have
multiple parents we retain the basic tree structure. Thus the Pearl message passing
algorithm can still be performed in two sweeps. First the λ sweep runs from leaves
to root. At each stage the gating units are required to transmit a π message to its
child. Then the second sweep from root to leaves completes the belief calculation and
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while doing so λ messages can be passed up to the gating units and used to update the
effective disconnection probabilities.
This is an elegant approach and is very attractive when exact inference is tractable.
In the section below it is used to calculate the true log-likelihood of the model given
an infinite dataset and compared with bounds found from mean field methods using
explicit and folded-in disconnection probabilities.
5.4.2 Comparison of Disconnection Representations
The above representations were each considered using the same generative model pa-
rameters as in Section 5.3.3. Here though a prior is set at each level. The full range
of disconnection probabilities were investigated, and the results plotted in Figure 5.4
show the average (variational) log-likelihood using the infinite dataset.



























Standard MF (Var LL)
CPT Eff MF (Var LL) 
Exact CPT Eff       
Polytree            
Figure 5.4: Comparison of (variational) log-likelihoods for different model representations over
range of disconnection probabilities.
Exact inference methods give the exact log-likelihoods that should be expected for the
given disconnection probabilities. In the plot the polytree algorithm provides this. An
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alternative exact approach was also considered obtained by folding in the disconnec-
tions to create effective CPTs. This reduces the 2n  1 disconnecting tree configurations
to a single structure making exact inference tractable. Reassuringly they can be seen
to be equivalent.
For mean field, both the explicit (using Q
 
Z  s) and folded-in CPT (CPTe f f ) represen-
tations are given. Across the full range of disconnection probabilities the folded-in
representation gives higher log-likelihoods, than representing the disconnections ex-
plicitly. At first sight this might be thought surprising. The explicit representation
has more degrees of freedom and so it might be thought has greater power to model
the disconnecting architecture. In reality the key issue appears to be due to the nature
of the mean field approximation. Mean field makes a fully factorised assumption for
posterior distribution, which it has been noted is not an accurate reflection of the true
posterior. By allowing Q
 
Z  s in the explicit representation gives the mean field algo-
rithm more scope to exercise its bias towards factorised solutions – which it can’t do
in the effective CPT where the architecture is fixed. Thus folding in the CPTs actually
gives better performance.
5.4.3 Learning in the Disconnecting Tree
Introducing disconnections to the fixed architecture produces a more interesting model,
while folding them into the CPTs as described in Section 5.4.1.2 allows the 2n  1 con-
figurations to be represented in a single structure making it tractable to compare mean
field with exact EM, as was done with the fixed architecture model.
This representation of the CPTs gives a slightly altered interpretation to the gen-
erative model parameters. By attributing all of the degenerate components in the
CPT to disconnections we get a more robust representation that removes the over-
parameterisation ambiguity. The effect on the CPT is that the lowest probability el-
ements are driven down to zero and for the binary state CPT this gives the identity
matrix. The generative model with same prior and CPTs as were used in the previous
experiments was considered with disconnection probabilities 0   1, 0   2 and 0   5. Con-
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verting to effective CPTs using the formulae of Section 5.4.1.2 retains the uniform
prior, but transforms the CPTs to the identity matrix and the effective disconnection
probabilities to 0   28, 0   36 and 0   6 respectively.
Runs were made for mean field keeping the prior and CPTs distinct2 (Standard MF
EM), mean field with CPTs folded in (CPTe f f MF EM) and exact EM with folded in
CPTs (Exact EM), for the two disconnection probabilities. Their learning curves are
compared in Figure 5.5.
Standard mean field EM performs the worst in each case, giving the lowest bound.
This is perhaps not surprising as by keeping the CPTs and priors distinct gives more
degrees of freedom. Folding in the CPTs greatly improves the mean field performance,
though exact EM is still noticeably better.
An examination of the effective disconnection probabilities found after 40 training
cycles for mean field learning is interesting. They were extracted from the final CPTs
using Equation (5.30) and are given in the table for levels 2 down to the leaves at
level 4, for each run performed. The top level contains only the root node which is
permanently disconnected and is not shown. The prior and CPT associated with each
was as for the generative model, uniform with the CPT being the identity matrix.
From table 5.3 it can be seen that mean field tends to choose to make all the upper
levels independent by preferring to disconnect and the structure of the CPTs learned
is degenerate. In the lowest level (closest to the data) it recovers the generative model
parameters exactly. This type of behaviour is not really surprising considering that
mean field uses a factorised approximation. Exact EM nearly finds the generative
model for low disconnection probabilities, but for high disconnections it struggles on
the higher levels, getting progressively worse the further from the data the parameters
are.
Table 5.4 compares the log-likelihoods of the CPTe f f mean field with those found by
exact EM. For the runs starting at the generative model we observe the same drop
in log-likelihood as was observed during fixed architecture learning, and again differ-
2Unlike the folded in case we are required to use the Q
 
Z  distribution in mean field. The discon-
nection probabilities were fixed to avoid the over-parameterisation problem.
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Figure 5.5: Learning of the CPTs starting at the generative model (left above), and with per-
turbed CPTs of 0   7 on the diagonal (right above), for generative model disconnection probabili-
ties of 0   28 (a)–(b), 0   36 (c)–(d), and 0   6 (e)–(f).
ences between the true posterior and the mean field approximation are likely to account
for this. Starting perturbed from the generative model gives rise to likelihoods which
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Target Pd   0   28




Target Pd   0   36




Target Pd   0   6




Table 5.3: Learned disconnection probabilities from a start CPT of 0   7, for generative model
disconnection probabilities of 0   28, 0   36 and 0   6.
At generative model Perturbed
Target Pd CPTe f f MF Exact EM CPTe f f MF Exact EM
0.28 -4.8715 -4.8105 -4.9805 -4.8105
0.36 -5.1996 -5.1288 -5.1996 -5.1289
0.6 -5.4938 -5.4917 -5.4938 -5.4924
Table 5.4: Log-likelihoods of converged models learned from a start CPTs of 0   9 and 0   7, with
effective generative model disconnection probabilities of 0   28, 0   36 and 0   6.
slowly increase during the course of training converging to those shown in the table.
It is interesting to see that for disconnection probabilities of 0   36 and 0   6 these are the
same as for the run starting at the generative model and suggests a stable equilibrium
at this configuration. This is very encouraging.
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5.5 Learning the Prior Probabilities
The above has dealt with learning the CPTs and extended the work to dealing with





φ  over the structural configurations Z whose parameters φ also need to be
learned.
To complete the learning picture we now turn our attention to deriving the re-estimation
formulae for these parameters. These determine the form of the distribution P
 
Z  and
can be viewed in a number of ways. Two such ways are as a set of discrete probabilities
πi j for each of the parent-child connections; or alternatively we can specify them as a
function of affinity parameters ai j which apportion a share of the probability mass to
each of the potential parents of node i.
Learning rules for both approaches are derived below, and their relative merits dis-
cussed.
5.5.1 Considering the Prior as a set of Probabilities








i  j   0
πzi ji j (5.33)
where U is the number of nodes in the Dynamic Tree. zi j is the indicator variable
denoting to which parent j the node i is connected. For a node i we can combine its
associated indicator variables into a connectivity vector zi which will have a 1 at the
position j representing its connected parent and zeros elsewhere. zi0 is used to indicate
a disconnected root node, and thus the size of this vector zi is U  1. Alternatively it is a
simple matter to fold in the disconnections as described in Section 5.4.1.2 by omitting
them, and does not change the analysis. Here though they are included explicitly.
We wish to maximise Baum’s auxilary function given by Equation (5.12) with respect
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to the prior parameters. In the Equation φ was used to denote these parameters –
which for the analysis of this section we replace by the π used for this formulation of
the prior distribution. Once again we introduce a Lagrange Multiplier to ensure legal
probabilities, and maximise B
 
π̃   π    ∑i λi
 










π̃i j   1     ∑


































The notation is again simplified as per Section 5.2.1 for reasons of clarity.
Substituting ∂P  Zn  π̃ ∂π̃i j into Equation (5.34) gives
λi   ∑


























Xnv   θ   π  zni j





















Xnv   θ   π  zni j






Xnv   θ   π  (5.36)
Which gives rise to the update Equation
π̂i j  




Xnv   θ   π  zni j




Xnv   θ   π 
(5.37)
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Intuitively we can understand this update as the sum of the contribution from the pos-
terior of all the trees where the link zi j is present, normalised by the total posterior for
all the tree configurations. So links which are used more frequently will get higher
probabilities than those which are less important.




Xnv   θ   π 
over all the possible tree configurations S which is intractable for large dynamic trees.
Thus to work on the true posterior directly it would be necessary to resort to sampling.
Alternatively it could be approximated using variational techniques.
The simplicity of this learning rule makes it very attractive. However, representing the
prior parameters as πs in this way is inefficient and there is likely to be far more πs
than the usually limited training data would allow for good training. For a tree with a
branching factor b then the nodes at level d would have b  d  2  parent nodes to choose
from (excluding the null parent) and the total number of π parameters for a tree of




b  d  2    1   b  D  2 1   b (5.38)
which is exponential in tree depth. Parameter sharing would be very desirable, and by
using the obvious symmetry of the network they can be reduced by 1
 
b. It would be
attractive to share parameters between nodes on the same level where each would have
the same number of potential parents. However edge effects caused by nodes on the
peripheries having less near parents on one side than those in the centre mean the πs
are not identical throughout and further sharing possibilities are limited.
An obvious solution is to define the π parameters in terms of a set of hyper-parameters
which map down to the appropriate probabilities through a known function. It should
be possible to share these parameters with nodes on the same level and perhaps even
all nodes, so drastically reducing the number of parameters needed to be learned. The
affinity formulation described in the next Section is one way of achieving this.
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5.5.2 Constructing the Prior from Affinities
5.5.2.1 Affinities not shared
The affinity formulation has already been seen when the dynamic tree was described











∑ j  exp   βai j    zi j   ∏i j πzi ji j (5.39)
where zi j the indicator variable picking out the node connections. The ai js are the
affinity parameters and βs are positive constants. The advantage of using these is we
have a direct measure of the preference of a node for connecting to particular parents.
The softmax in the expression for the prior in Equation (5.39) prevents us from obtain-
ing a straightforward expression for the EM update, so we consider instead the gradient
based approaches. The simplest form adjusts the model parameters so as to take small
steps along a suitably defined surface S, where at each iteration τ there are update rules
of the form
∆a  τ i j   η   τ  ∇S  τ   a  τ i j (5.40)
The log-likelihood of the data provides a convenient measure with which to optimise
















Zn   θ  P   Zn  a  (5.41)
By differentiating with respect to the affinities a gradient learning rule can be derived.
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Zn   θ  P  Zn  a P  Zn  a 













Zn   θ  P   Zn  a 



















P  Xnv  Zn  θ  P  Zn  a 
∑Z  n P  Xnv  Z  n  θ  P  Z  n  a  . This is the responsibility component for tree Z in thejoint distribution.





a    ∑
i  j   0



















βacd   
  β
 
zi j   ∑
c  d
zcd
∑d  exp   βacd  
∑d   exp   βacd    δciδd  j 
  β
 
zi j   ∑
c  d  d  zcdπcd  δciδd  j 
  β
 





zi j   πi j  (5.44)
as πcd    exp  βacd  ∑d   exp  βacd    from the definition (5.39) above.
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zi j   πi j    (5.45)
The gradient of the log-likelihood with respect to the affinity parameter ai j is thus
a summation over all posterior trees weighted by the difference between the number
of times the affinity parameter participates in an active link zi j, and the connection
probability of the link it represents yi j. So when the affinity participates in many higher
posterior tree structures we get a bigger update, but it is curtailed if the prior probability
of making this link is already high.
5.5.2.2 Shared affinities
The above analysis is for the most general case of independent affinities. The sparse
dynamic tree (see Section 3.4) extends individual affinities to templates for each layer,
and this provides the ideal framework for use in learning. To explore how templates
can be incorporated consider for simplicity of notation a 1-d node configuration. Or-
dinarily this would be a binary tree, though we are not restricted to such node arrange-
ments. (Extension to 2-d image models is not difficult, though careful selection of
node ordering is necessary.)
The most obvious form of sharing would be per layer, and would seem intuitively
reasonable as nodes on the same level might be expected to perform the same roles.
Let I denote the index of a set of templates 1           D (1 per layer), where D is the depth
of the tree. Each node sharing the template by virtue of being on the same level will
have the same number of potential parents. Let IW then denote an appropriately sized
window spanning the required number of affinities to accommodate each potential
parent of the children on level I, and J be an ordered set of potential parents so that
the first parent on the layer has index 0. Each child node will have a different natural
parent, so define si as the offset of the start of the window such that the natural parent
of node i will have affinity anat , then for a tree with branching factor b, and current
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depth d, where the top level is depth 1, these offsets are given by
si   floor
 
b  d  1   i
b
 (5.46)
Figure 5.6 below summarises these definitions. The numbering of the affinities in the
Figure refers to their distance from the natural parent and adopting a symmetrical
template would allow further sharing of the parameters, though this is not necessary.
ψ3 2ψ 1ψ natψ 1ψ 2ψ 3ψ
Si W
Affinity Template
Figure 5.6: Sharing the affinities using a template.




α is the index of the parent j amongst the ordered set of parent nodes J.
We define a sharing hyper-parameter ψ such that ∂ai j∂ψ
  1 when ai j is included in the
set of affinities shared by ψ, and zero otherwise.
The derivation of the log-likelihood with respect to the prior is the same as above,



















i  j:  i  j    ψ
 
zi j   πi j  (5.47)
and the gradient becomes










i  j:  i  j    ψ
 
zi j   πi j    (5.48)
To extend templates to 2-d image models we might consider for example a quad-tree
arrangement, which is highly suitable for 2-d image modelling. On each successive
layer there will be four times as many nodes as on the previous one. Two adjacent
























Figure 5.7: (a) Parent nodes, and (b) child nodes, from a quad-tree arrangement capable of
modelling 2-d images. (c) gives the affinity template, and (d) the overlay of the parent affinities
for child c.
A suitable affinity template then might take the form of that in Figure 5.7(c), where
anat is the affinity of the natural parent, and the indices denote affinities for nodes with
a distance 1   2         away from the natural parent. For the child c with a natural parent p
then overlaying the parent configuration at the right offset on the affinity template gives
the set of affinities for the particular child node. This is illustrated in Figure 5.7(d)
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5.5.3 Mean Field Learning Rule for Softmax Affinities
To derive the gradient for the mean field approach we cannot start with the log-likelihood
as with using the true posterior. Instead we begin at the lower bound for the log-
likelihood, known as the variational log-likelihood.
L
 
Q   θ   a    ∑











































a    H   Q  (5.49)
Considering the shared case, then differentiate with respect to ψ
∂L
 
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i  d






















i  j:  i  j    ψ
 






i  j:  i  j    ψ
µi j    βNΨπi j (5.50)
where N is the number of training patterns, and Ψ the number of shared affinities
referenced by the hyper-parameter ψ.
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5.5.4 Learning the Affinities
We now evaluate the learning rules derived for mean field learning of the affinities and
once again we adopt a similar procedure to that used in the disconnecting tree and CPT
learning previously discussed.
The aim is to discover whether mean field can learn the affinities for each of the differ-
ent parent classes (natural, null, nearest neighbour, etc) so we require a dataset which
is poorly modelled by a fixed architecture tree. Section 3.3 investigates such issues and
we choose parameters for the generative model where the gap between dynamic tree
and best fixed tree is large. This gives a generative model whose nearest neighbour
affinity is 0   25 and null parent affinity   2   25. These are relative to the natural parent
whose affinity is held constant at zero. β – which provides a lever to “squeeze” the
affinity profile – is set to 1   0 so that the affinities quoted are not scaled. The CPTs
were set to 0   99 down the diagonal and the state prior was uniform.
The 1   2   4 binary node configuration was chosen once again as this is at the very
limit of tractability (within a reasonable time frame) for the exact method against which
mean field is compared. This arrangement has 8 leaf nodes and for binary pixel inten-
sities gives a total of 16 images. For the full dynamic tree model this node arrangement
allows a choice of two parents (including the null parent) for each of the two nodes in
the second layer, and the leaves each have a choice of three parents. This produces a
total of 324 tree structures.
Naive gradient ascent learning of the affinities was tried alongside the more sophis-
ticated scaled conjugate gradient (SCG) optimisation. While SCG optimisation pre-
dictably converged much faster (typically 40-50 times faster) the quality of solutions it
achieved were no better than straightforward gradient ascent. The results shown in the
following Section are from gradient ascent optimisation runs as this illustrates more
clearly what is happening.
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5.5.4.1 Gradient ascent optimisation
The procedure involves fully marginalising out the hidden Xh, and connection variables
Z, from the joint distribution P
 
Xv   Xh   Z  given by the generative model to produce
a probability distribution over images. This distribution is then supplied to the learn-
ing algorithm. Once again we weight each of the 16 images by their probability of
occurrence and so have an effectively infinite training set.
Gradient ascent requires a learning rate term η, which is ordinarily a constant less than
one. A small amount of experimentation was done, but in practice it was found that it
only affected the rate of convergence and not the final solution. An η of 0   3 was used
in the following runs.
Initially runs were made with starting nearest neighbour and null parent affinities of
 1, and then a second run was performed with them at 0   5 and   2 respectively. These
represent starting perturbed a long way from the generative model and beginning very
close to it, and between them were designed to examine the stability of the learning
algorithm and the radius of any basin of attraction which one hopes would exist. The
traces of the affinities and log-likelihoods for both runs are shown in Figure 5.8.
From the affinity trace plots in Figures 5.8(a) and 5.8(c) it can be seen that the exact
approach (shown as a continuous line) using the true posterior distribution does learn
the target parameters of the generative model (dashed line). Its log-likelihood is seen
to increase rapidly initially, and then remain constant at   1   57. This would suggest
that the log-likelihood surface around the target model is almost flat, and a number of
different solutions perform almost as well.
For the mean field runs the null parent affinity converges to around   2   55 in both cases
and this is interesting as it seems to show that there is a stable fixed point for the null
parent affinity under the mean field approximation at this point. The fact that it finds
this solution even when perturbed a long way away from it shows it has a large basin
of attraction.
The nearest neighbour affinities appear to perform very well under mean field. Typi-
cally from the runs it settles on a solution of between 0   22 and 0   07 which compares
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Figure 5.8: Affinity traces and log-likelihoods starting (a)–(b) perturbed far from, and (c)–(d)
close to the generative model, with the initial affinities all larger than the target ones.
favourably to the target of 0   25. Clearly then the nearest neighbour concept is approx-
imated satisfactorily by mean field, and it is the case that setting it too small initially
will cause it to be suppressed. It was noticed that when the nearest neighbour affinity
was initialised at values less than 0   5 very often it would be suppressed. Care then
needs to be taken over starting positions for learning runs, and setting initial affinities
higher rather than lower is the safer option.
For these runs the converged log-likelihood for the mean field approach was   1   5709
this is extremely close to the correct log-likelihood found by the exact approach, yet
the affinity values are clearly different. This illustrates the flatness of the likelihood
surface immediately about the optimal solution where many parameterisations give
very similar likelihoods. However this could just be a facet of the small models used
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which tend not to have the variability of larger more complicated models and we would
not necessarily expect this to be the case for bigger models applied to real data.
Changes in null parent affinity happen far more quickly during learning than for the
nearest neighbour. This may in part be due to the fact that the null parent affinity is
shared between both of the lower two layers so is given more emphasis, whereas the
nearest neighbour affinities operate solely in the bottom level connections.
From the likelihood plots though it appears that when the null parent affinities change
rapidly so does the average log-likelihood of the model. In contrast the nearest neigh-
bour affinity changes produce a barely perceptible effect. This suggests that in models
of this size the null parent plays a dominant role.
The previous runs were all undertaken with starting affinities greater than the gen-
erative model. To test whether this is important similar runs were performed to the
above only perturbing the affinities of the nearest neighbour and null parent lower than
the generative model. Starting affinities of   4 for both the nearest neighbour and null
affinities was used as a far perturbation from the generative model, and a nearest neigh-
bour affinity of 0 and null affinity of   2   5 was a close perturbation. Figure 5.9 shows
the affinity traces and corresponding log-likelihood plots for these runs.
Once again the exact approach learns the generative model correctly, though it takes
considerably longer. Figures 5.9(b) and 5.9(d) show that the variational log-likelihood
increases rapidly in the initial training cycles, but then remains virtually flat from then
on. For the perturbed far from the generative model case (Figure5.9(b)) the variational
log-likelihood is seen to increase in two steps. Interestingly this occurs at points of
rapid change in the null parent affinity.
Mean field performs disappointingly from these starting positions as the dot-dashed
line in the affinity trace plots shows. We see that the best it achieved for the null
parent affinity was   2   7 and for the nearest neighbour it diverged from the target. The
first interesting thing to note is whether perturbed close to the generative model or a
long way away mean field still learned the same affinity values for both parent types.
This is very encouraging as it suggests that the learning algorithm is stable, however
since mean field is only an approximation to the true posterior it is not unlikely that
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Figure 5.9: Affinity traces and log-likelihoods starting (a)–(b) perturbed far from, and (c)–(d)
close to the generative model, with the initial affinities all smaller than the target ones.
it will have slightly different optima. By initialising the affinities to very small values
in comparison to the natural parent which is held constant at zero we are in reality
making it very difficult for them to assert any influence at all. Similar behaviour is
well documented for neural networks where if the weights are initialised too small
they frequently are suppressed and set to zero. It could well be the case that something
similar is happening with the nearest neighbour affinity as the more negative an affinity
becomes the smaller is its connection probability.
In an attempt to improve the mean field results a number of things have been tried. This
included initialising successive mean field cycles with the optimised solution found in
the previous training cycle for that data point. This was found to eliminate spiking in
the variational log-likelihood where occasionally it gets stuck in lower valued optima,
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but did not improve on the final solution. Multiple (5) runs were performed for each
starting point and the results shown were typical of those produced.
Overall mean field was found to successfully learn solutions for null and nearest neigh-
bour affinities comparable to the generative model, though care needs to be taken not
to initialise them too low.
5.6 Discussion
We have seen that an EM style learning algorithm based upon mean field performs
encouragingly in a comparison with exact EM in fixed architecture trees, and shows
good potential for use in larger structures where exact EM becomes intractable. Using
small tractable models has enabled us to make a thorough comparison between the two
approaches and given valuable insights into the capabilities of mean field EM learning
invaluable for future work. Spontaneous symmetry breaking was seen to be a weakness
of mean field which can affect learning, but with careful monitoring of training error
this can be avoided.
In the disconnecting tree mean field EM finds the generative model parameters at the
level nearest the data, but higher levels become degenerate. It means that mean field
has collapsed down the hierarchical model into a single layer as it can still obtain good
log-likelihoods for the toy dataset considered. It was noted in Chapter 4 that mean field
driven by its factorised approximation has a tendency to do this, but for more complex
datasets it made use of higher levels.




φ  the affinity approach seems very attractive, as it allows
parameters to be readily shared using templates. In the comparisons the exact approach
was able to fully learn the generative model, and when initialised at the generative
model did not deviate. The mean field approximation had more difficulty though it
still found solutions which increased the variational log-likelihood. On the toy data it
appears to be much harder to learn the nearest neighbour probabilities than disconnec-
tions, and an important consideration on initialising the model is that they are not set
too low. Otherwise they are suppressed to zero from which they cannot recover.
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The same issues regarding the mean field approximation for the CPTs is also applicable
to the affinities, and though predictably the simpler mean field approximation is infe-
rior to using the true posterior it is tractable and has been seen to produce satisfactory
results.
This completes the theory for DT learning, and in the next Chapter the dynamic tree
model is applied to a real image data task and its performance evaluated.
Chapter 6
Learning on Real Images
6.1 Introduction
So far we have introduced the dynamic tree model and in subsequent Chapters devel-
oped and evaluated efficient inference and learning algorithms for the model. In this
final experimental Chapter we tie all these things together with an application on real
data.
The ultimate test of any model’s capabilities is how it performs on real world data, and
here we apply the DT to a database of outdoor scenes.
In Williams and Feng (1999) the usefulness of Tree-Structured Belief Network for
coding images is explored, and it would be interesting to examine whether the dynamic
tree can further extend the advantages noted therein. This is also discussed in this
Chapter.
Section 6.2 discusses practical issues related to scaling up to real-world sized prob-
lems, Section 6.3 summarises the exact and mean field EM learning algorithms used
for learning the dynamic tree parameters (see Chapter 5 for a full derivation), and ex-
periments comparing the dynamic tree to a fixed architecture model showing it offers
a significant improvement are given in Section 6.4.
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6.2 Scaling up to Real Images
There are a number of issues associated with scaling up to using real images, includ-
ing choosing a suitable programming language, balancing speed against memory effi-
ciency and taking precautions to protect against numerical errors – an issue because of
the finite arithmetic range of computers. These are discussed below.
6.2.1 Choosing a Programming Language
The choice of programming language is an important consideration for any learning
algorithm. Hitherto Matlab 5   1 has been primarily used as it had the useful properties
of being rapid to prototype with its powerful matrix formalism, and easy to test from
within the command line driven environment of the application.
This provided the ideal environment from which to develop and test the initial learning
algorithms on toy data and proved invaluable for gaining insights into the effectiveness
of mean field for learning in the dynamic tree in Chapter 5. However the flexibility it
gives is at the cost of speed, and for scaling up to real-world problems something more
powerful is required.
Obvious candidates are Fortran or C for speed, but the object-orientedness of Java al-
lows for a more structured programming approach which is desirable when implement-
ing complex models such as the dynamic tree. C++ was finally chosen as it provides a
good balance between all of these desirable qualities.
The full source code of the C++ implementation written for this work and the suite of
Matlab functions which complement it are fully documented and available at http://
www.anc.ed.ac.uk/code/adams/dt/dt.tgz. Here only a brief outline is
given to illustrate some of the practical issues associated with moving from small toy
problems to large dimensional real-world data.
The dynamic tree model is composed of three main classes. The Node object is the
smallest and contains all variables pertinent to a single node in the tree, such as whether
it is instantiated with data (leaf node) and pointers to any probability tables it may
require.
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Tree is the base class of the dynamic tree grouping the nodes and describing their
connectivity. It implements all of the crucial functionality such as calculating the like-
lihood of the model given data.
Derived from class Tree are various Prior classes each of which add the neces-
sary functionality for performing operations on the given prior type. A host of dif-
ferent priors have been considered in this work on the dynamic tree of which the
product Prior p1 and conditional Prior c4 implement the part and full-time node-
employment-priors described in Chapter 3. Figure 6.1 shows this class hierarchy in
full.
Prior_p1 Prior_c1 . . . Prior_c4 Prior_s2









Figure 6.1: The dynamic tree model C++ class hierarchy.
Thus the Tree class accessed through the desired derived Prior class produces the
full dynamic tree model. To conduct inference further classes are defined which take
the DT model as an argument. These are Sample for the sample and search type
approaches including Gibbs Sampling and Simulated Annealing. Class Mean field
conducts the alternative variational method of inference, mean field, as described in
Chapter 4.
The highest level class Learn is derived from the inference classes whose methods it
extensively uses for learning each of the various DT parameters.
This then is the basic structure of the dynamic tree code. The advantages of using an
object oriented language for such a complex task have been considerable especially in
areas of flexibility and reliability.
In implementing the model a number of practical issues arose. These commonly occur
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and are well-documented arising from the fact that a computer is a finite machine with
finite memory and finite arithmetic. The key issues encountered were
  Speed versus memory efficiency
  Scaling arrays to avoid numerical errors
  Handling missing data
The handling missing data is best described with reference to the learning algorithm
and so will be discussed after the theory in Section 6.3.3. The other two are discussed
below in the following Sections.
6.2.2 Speed Versus Memory Efficiency
Learning in large models such as required for real image data is computationally very
intensive and ideally we would wish to pay as small an overhead as possible in ac-
cessing data and variables. The optimum would be working on full matrices with
immediate access to each element as and when required, but this is not always possi-
ble.
For the dynamic tree model used on the 96   64 pixel images the number of leaf nodes
is 6144. Add to this the hierarchy of nodes in the layers above arranged in a quad-tree
formation (except for the second level where there are 6 nodes instead of the usual 4),
then the total number of nodes becomes 8191. This presents a problem in specifying
the distributions π
 
Z  and Q   Z  between each node and all of the others as to fully
represent them O
 
108  elements are required for each. Assuming that each element is
a float of 8 bytes in size, then the total space required per matrix is  0.8 GB. Clearly
this is impractical.
Fortunately the majority of elements will be zero as most nodes can pick only one of
a handful of parents, and this suggests the solution of implementing the connectivity
matrix as a sparse matrix where only the non-zero elements are stored. However there
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is a cost in access time as zero elements can only be retrieved by firstly ascertaining
that they are not among the list of non-zero elements.
It is therefore vital that that non-zero elements are organised as efficiently as possible
so that as few search steps as possible are required to find any element or ascertain
that it is zero. Hashing functions are used frequently in computers to solve problems
such as these. The connectivity matrix for dynamic trees have a particular property of
having only a few elements in each row (each node can pick only one of a handful of
parents) and they further tend to be grouped together as the indexes of the parents a
node can choose commonly lie consecutively (neighbouring nodes in the layer above).
This suggests the following mapping could efficiently represent the π
 




m    n   sparse matrix   m    n mod K 
where m and n are the row and column indices of the matrix, and K is an integer. This
effectively splits the matrix into smaller matrices of width K. These are then overlaid
and any clashing elements are chained on a linked list. The resultant superposition of
matrices is then stored sparsely.
For this task K   13 was used to strike a balance between ensuring that very few
non-sparse elements occupied the same bin (so needing to be chained as a linked list)
while not wasting too much memory allocating space which is not used. Access times
achieved were typically 2–2   5 times slower than the full matrix representation.
For further details consult the C++ code of the SparMat class of the dynamic tree
source code available on-line.
6.2.3 Scaling Arrays to Avoid Numerical Errors
In working with probabilities – especially in large models – there is always the danger
that some may underflow to zero which can result in transition probability updates for
some states being erroneously recalculated as having zero probability when in reality
they have a small but significant value.
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For the Pearl message passing algorithm for exact inference this was a particular prob-
lem with the λ state of the top level root node frequently being set to
 
0           0  . (See
Appendix A, and Pearl (1988a) for details of the algorithm.)
Commonly this can be solved by rescaling the vector by dividing through by a constant
which is retained and recombined separately. This constant is best kept within the log
domain as it may become too small to represent within the standard range of the com-
puter and if the vector elements are also converted to logs at a later date the constant
becomes additive.
To avoid underflow a good choice for the constant is the smallest element of the vec-
tor. This proved very effective initially, however later on in training the dynamic tree
the difference between the highest and lowest elements in the λ vector grew to such
an extent as to cause overflow. Under such circumstances the smallest element is of
no significance as the belief states represented by the elements with high values dom-
inate, so instead normalising with respect to the highest valued element in a λ vector
both prevents it underflowing to
 
0           0  and avoids the numerical overflow which is
catastrophic for the learning algorithm. This then was the approach which was adopted.
Given that these practical issues related to performing learning in realistic models
within the limitations of current computer technology have been suitably resolved we
can now turn our attention to learning the dynamic tree model parameters on a database
of real world images. This is the subject of the rest of this Chapter, where in Section 6.3
the theory is briefly summarised, before experimental procedure, results and analysis
are given in Sections 6.4–6.5.
6.3 Learning in Dynamic Trees
Before progressing to the experiments we briefly summarise the learning rules for dy-
namic trees derived in the previous Chapter. Section 6.3.1 gives the exact EM learning
rule for the CPTs, and then in Section 6.3.2 the full mean field updates for all dynamic
tree parameters are summarised.
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6.3.1 An EM update for learning the CPTs




φ  defines a
probability distribution over tree structures Z and is conditional on a set of parameters
φ, which are used in its construction and to be learned during training. Then there are
state variables for the nodes with CPTs θ governing the transition probabilities between
connected nodes.
To assign each parent-child combination its own unique CPT however would lead to
massive over-parameterisation for the limited training data usually available, so it was
deemed sensible to share the CPTs among nodes on the same level (scale). θI is used
to denote the shared CPT for the set of nodes XI.
The derivation of a a learning rule for the CPTs involves maximising the log-likelihood
of a set of training images Xnv   n
  1       N, which produces the following EM update
θ̂klI j  
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The λs and πs are the Pearl messages used to pass information to a node about the states
of its children and parents respectively Pearl (1988a), and s
 
xi  is the set of siblings of
node i. This derivation is an extension of that of Feng and Williams (1998) used for
fixed architecture TSBNs, full details of which were given in Section 5.3.1.
6.3.2 Mean Field EM in Dynamic Trees
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Q   θ   φ  (6.3)
which can be similarly used to derive an EM style learning algorithm based upon
mean field (Section 5.2.2). The CPTs θ and the affinities φ constitute two very distinct
parameter types and as such require different treatment.
Learning the CPTs: The derivation uses a similar methodology to that of exact EM
(see Section 5.3.2 for full details). Performing this optimisation on the DT this gives
rise to the following update rule for the CPTs
θ̂klI j  
∑n  Z  n  ∑Xi   XI Q
 
X k  n i  Q   X l  n j  Q   Z  n   zni j
∑k  ∑n  Z  n  ∑Xi   XI Q   X k   n i  Q   X l  n j  Q   Z  n   zni j (6.4)
Learning the Affinities: The affinities set a prior over tree structures. As for the
CPTs affinities also can be shared between nodes to reduce parameterisation. We de-
fine φ to denote such sets of shared affinities, and ai j is the individual affinity a node i
has for connecting to parent j.
To obtain an update we maximise the bound on the log-likelihood (Equation (6.3))





















Xnv   φ  πi j    (6.5)
This can be optimised wrt φ using standard gradient optimisation techniques such as
conjugate gradients. (See Section 5.5.2 for the complete derivation.)
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The Complete Learning Algorithm therefore consists of fixing the model parameters
θ and φ, and running mean field until the Qs reach convergence.
Then we fix the Qs and calculate the update for the CPT using Equation (6.4). A
gradient based optimiser can then be used on Equation (6.5) to traverse one or more
steps along the affinity gradient.
The θ and φ parameters are then updated, and the process repeated.
6.3.3 Handling Missing Data
A reality of dealing with real world is that frequently we are given examples which are
incomplete, broaching the issue of how do we deal with missing data? If we simply
set the missing pixel to a random value we may well end up learning noise, and even
a uniform instantiation with all states equi-probable could still be saying something
which is untrue.
Assuming that the data is missing at random (see Little and Rubin (1987)) the cor-
rect solution is to marginalize out the uninstantiated variables. For exact inference
using Pearl message passing in belief networks this is achieved automatically by the
algorithm when the λ value of the uninstantiated node is set to
 
1   1           1  . With the
mean field approximation a little care is required as it is unclear as to whether an unin-
stantiated leaf node may exert any unintended influence on the resultant equilibrium
distribution. The solution we have used is to temporarily modify the connection prob-
ability table so that missing data leaf nodes have a probability of disconnection of 1   0.
They then do not contribute anything towards the mean field equilibrium distribution.
The implications for the learning rule update equations is that such nodes should be
ignored for the given example.
An alternative to marginalising out unlabelled pixels would be to model them as a class
in their own right. This is entirely possible within the framework of the current algo-
rithm and can be justified within a principled approach. However, as unlabelled pixels
are only an artifact of the labelling scheme and are not a property of the distribution
that underlies the images which we are trying to model we prefer the solution above.
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6.4 Experiments
This Section comprises of two parts. Section 6.4.1 discusses the origins of data used in
the experiments and how it was presented to the dynamic tree model. Then in Section
6.4.2 the experiments are performed and analysed.
6.4.1 The Image Data
We use a set of colour images of out-door scenes from the Sowerby Image database1
for our experiments. These feature both rural and urban examples and contain many
of the typical objects you would expect to find – such as the roads, cars and buildings
of urban environments to the country lanes and fields of the rural. The original scenes
were photographed using small-grain 35mm transparency film under carefully con-
trolled conditions at a number of locations in and around Bristol, UK. The analogue
transparencies were then digitised using a calibrated scanner to produce high quality
24-bit colour representations.
In addition to the raw images the database also contains corresponding labelled ex-
amples created by over-segmenting the images and then hand labelling each region
produced. This gave rise to 92 labels, organised hierarchically.
The fixed TSBN model has already been applied to this database (Feng et al., 2001) in
which the 92 class labels are merged down to 7 super classes. Since the fixed TSBN can
be viewed as a special case of the dynamic tree where the architecture is not allowed
to change this provides an excellent model for comparison and consequently we chose
to adopt the same class labels.
The labels distinguish all of the key regions of interest in the image representing, “sky”,
“vegetation”, “road markings”, “road surface”, “building”, “street furniture” and “mo-
bile object.” Such is the nature of gathering real data that circumstances inevitably
1This database can be made available to other researchers. Please contact Dr Andy
Wright or Dr Gareth Rees, Advanced Information Processing Department, Advanced Technol-
ogy Centre - Sowerby, BAE SYSTEMS Ltd, PO Box 5 Filton, Bristol, BS34 7QW, UK,
email: gareth-s.rees@baesystems.com for details.
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Figure 6.2: (a) An urban and a rural scene from the Sowerby database and (b) their corre-
sponding labelled images. To the right is a key defining the labels used.
arise where there is missing data, so a further dummy “unlabelled” class is added to
accommodate this. Unlike the others the unlabelled class is not learned since it is an
artifact of the labelling strategy adopted and is dealt with as described in Section 6.3.3.
Figure 6.2(a) shows one urban and one rural scene from the database.
The dynamic tree as formulated operates with discrete classes hence it is necessary to
use the labelled images instead of the real valued data. However there are a wealth of
established techniques which can be used to produce a mapping from real valued pixels
to a discrete number of classes. For example in Feng and Williams (1998) a multi-layer
perceptron (MLP) is trained to do this. It takes as its input an 18 dimensional feature
vector comprising elements such as normalised red-green-blue, colour hue, contrast,
texture and grey scale whose statistics are calculated directly from the images. There
is also no reason why some discretised form of the raw feature vector itself could
not be used in place of class labels for unsupervised learning, but the advantage of
having class labels representing real world features is that it allows analysis which is
directly interpretable. The reverse mapping from labels to real valued pixels is equally
straightforward, eg. using Gaussian mixture models. The MLP and Gaussian mixture
model methods are compared in Feng et al. (2001).
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6.4.2 Experimental Procedure
The Sowerby database contains 104 images which were randomly divided by Feng and
Williams (1998) into a training set of 61 images and the rest allocated as a test set. For
comparative purposes we use the same training and test sets to learn the dynamic tree
model parameters.
The full size images comprise of 768   512 pixels, which Feng et al (Feng et al., 2001)
reduce by a factor of 4 in each dimension to 192   128 pixels. This was achieved by
sub-dividing the full size image into regions of 4   4 pixels and adopting a majority
voting strategy to chose the winning class label. In cases where there was a tie a label
was chosen probabilistically from the competing classes based on the prior probabili-
ties of the given labels being seen in the images. The class label prior probabilities for
the training and test sets are given in Table 6.1.
Class P(Label)
Training Set Test Set
Unlabelled 0.0036 0.0418
Atmospheric phenomena 0.1443 0.1140
Vegetation 0.3703 0.3899
Road surface markings 0.0012 0.0008
Road surface 0.4210 0.3804
Building 0.0473 0.0569
Street furniture 0.0056 0.0112
Mobile object 0.0067 0.0050
Table 6.1: Image pixel class priors for the training and test sets.
We adopt the same procedure and further downsample the images to 96   64 pixels.
The label urban and rural examples of before are shown at this resolution in Figure 6.3
and it can be clearly seen that most of the detail is still present.
The downsampling process adopted ensures that the statistics of each class is main-
tained so there should be negligible loss incurred. Furthermore once trained the model
6.4. Experiments 119






















Figure 6.3: Examples of an urban and a rural scene label images down-sampled to 96   64
pixels.
could easily be extended to the full size image by using duplicates of the learned Con-
ditional Probability Tables (CPTs) and prior for the lowest (leaf) level.
For the experiments we use a 7-level model. The node arrangement is quad-tree for all
bar the second level where there are 6 instead of 4 nodes. The latter is to accommodate
the 3 : 2 aspect ratio of the training images and produces the desired image size of
96   64 pixels.
Setting the initial model parameters is an open question and probably a paper in itself.
This issue has been explored in previous work (see Chapter 5, Feng et al. (2001)) and
in keeping with the philosophy that a child node would favour being in the same state
as its parent we make the CPTs strongly diagonal with probability 0   9 and the rest of
the probability mass is shared equally among the 6 other states. The prior for root
nodes being in a particular state was set to be uniform. All models were initialised
with the above CPTs and state prior.
The dynamic tree model has a further set of parameters called affinities, which are
used to set the prior over tree structures (Section 3.2.1.2). They are given relative to
a parameter called the natural parent affinity which is the parent a given node would
have if it were part of a balanced tree. This is set to 0 for reference purposes. Im-
portant other connections a node may wish to make is to its nearest neighbour(s) or to
disconnect and become a root (null node). The raw affinity values are translated into





∑ j  exp   ai j   (6.6)
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where zi j is the boolean indicator variable of the connection between nodes i and j.
In Section 3.3.2 investigation showed a useful working range for the dynamic tree
was for affinity values of 0 and   3 for the nearest neighbour and null connections
respectively. Other connections are given a probability of zero. The interpretation for
this is that nearest neighbour connections are equi-probable with the natural parent and
disconnections are possible but with a far lower probability.
Specifying each of the model parameters individually is unwise considering the limited
amount of training data usually available. Here we chose to share the CPTs on a level-
by-level basis and learn the affinities ann and anull as single parameters over the whole
dynamic tree.
We make a comparison between the fixed architecture balanced tree-structured belief
network of Feng et al. (2001) and the dynamic tree. In the experiments on the DT
the mean field EM learning algorithm described in Section 6.3.2 was used. Firstly
mean field was run over all of the training examples to produce an approximation of
the joint distribution for the E-step of the algorithm. This involved updating the means
cyclically for a number of iterations until equilibrium was reached, then updating the
structure Q
 
Z  in single step and repeating until convergence. In practice the 5 com-
plete iterations were sufficient but the algorithm was allowed to terminate early if the
variational log-likelihood altered by less than 0   05 between cycles.
The M-step of the algorithm is a single step update for the CPTs, but for the affinities a
gradient method is necessary. Conjugate gradients was used with the optimiser being
allowed to take up to 3 steps. Three steps were necessary in order to take advantage
of the conjugate gradients – performing only one would simply be gradient descent.
After calculating new estimates for the CPTs and affinities all of the model parameters
were updated and the process repeated.
A comparison was made between three types of model, the fixed quad-tree (fixed ar-
chitecture), a dynamic tree where only the CPTs were learned (CPT-only DT) and the
dynamic tree model where all parameters were learned (full DT). All used the mean
field EM algorithm as summarised in Section 6.3.2 (and is described fully in Sec-
tion 5.2.2), and additionally exact EM learning was performed on a fixed architecture
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Figure 6.4: Learning curves on the 61 image training set for the fixed tree, CPT only learn
dynamic tree, fully learned dynamic tree models, and exact EM learning on the fixed tree.
quad-tree model using the exact EM learning update given in Section 6.3.1. (For a
further comparison of mean field EM against the exact method in fixed trees see Sec-
tion 5.3.3.)
The learning curves on the training set of 61 patterns are given in Figure 6.4, showing
the variational log-likelihoods obtained by the three DT models learned using the mean
field EM approach, and the log-likelihood of the fixed architecture quad-tree model
learned by exact EM.
Considering firstly mean field EM learning, it can be seen from the Figure that while
the fixed architecture mean field EM model shows good improvement in variational
log-likelihood during training it can only go so far. Learning only the CPTs of a dy-
namic tree model whose affinities were set from observed optimal parameters in toy
data (see Section 3.3.2) appears to offer an advantage over the fixed architecture model
with increased variational log-likelihood over the training set. The full DT model does
better still, indicating that having variable architecture offers an advantage over the
fixed architecture model.
Exact EM on the fixed architecture model can be seen to obtain a higher log-likelihood
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than variational log-likelihood bound given by both the fixed and CPT-only mean field
learning models. This is not surprising as the exact approach using the true probabil-
ity distribution is able give the actual log-likelihood where-as mean field gives only a
lower bound on the likelihood of the data P
 
Xv  , and the comparisons made in Chap-
ter 5 seemed to suggest that it may not be that tight. To confirm this on the real data
the mean field variational log-likelihood was calculated during training at each iter-
ation of the model learned under exact EM. This is shown as the crossed line in the
plot of Figure 6.4 and we see clearly that the variational log-likelihood does indeed lie
significantly below the exact log-likelihood. However, we observe that the variational
log-likelihood obtained by mean field learning on the full dynamic tree beats the exact
log-likelihood for EM training of the fixed architecture model, so clearly even though
we can’t perform exact learning on the dynamic tree model – which we would like to
do – it still out-performs the fixed architecture model learned by exact approaches.
Though apparently fairly stable, it can be seen from the plot that the average variational
log-likelihood for both variants of the DT appears to decline after 3–4 training itera-
tions. A known weakness of the mean field learning algorithm (Section 5.3.3) is that it
tends to settle at unstable equilibria where even a slight perturbation of the parameters
can cause “spontaneous symmetry breaking.” On the toy data learning of Chapter 5 it
was observed that in subsequent iterations the model tries to correct this by hardening
the CPTs resulting in a drop in performance, and this is probably what is happening
here.
We can evaluate the quality of the learned models by calculating the variational log-
likelihood on the test set of 43 images. This can then be used to obtain the coding cost
in bits/pixel, where




# labelled pixels in image
(6.7)
An important point to remember is that with variational methods we are calculating a
lower bound on the likelihood (an upper bound on coding cost), and the likelihood can
only be at least as good or better.
Table 6.2 gives these coding costs for the various models and is compared with the
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Model After Bound on Coding Cost
Training (bpp)
Cycle Full Less than 33% missing
Mean field Fixed architecture 15 0.8588 0.3918
DT - CPT only 2 0.4089 0.3228
Full dynamic tree 2 0.3805 0.2942
Exact EM Fixed architecture 10 0.3421 0.3253
JPEG-LS – 0.3810 0.3782
Independent pixels – 1.7872 1.7358
Table 6.2: Performance on the test set of 43 images. Independent pixels is the coding cost
under the assumption that each pixel is independent of all of the others.
lossless JPEG-LS codec2 – which is available from http://www.hpl.hp.com/loco/.
Under the JPEG-LS scheme a model of the image is constructed by firstly conditioning
the current sample on the previously observed ones. The resulting distribution is then
used to assign shorter codes to more the probable events.
The second column of the table gives the number of training epochs used to train
each of the models before applying them on the test data. In an attempt to minimise
over-training this usually occurred at the point where the training error first peaked (see
Figure 6.4). We see from the third column that on the full test set JPEG-LS outperforms
all except the full DT and exact EM models.
However an examination of the percentage of unlabelled pixels in each of the images
of the test set (Figure 6.5) shows 3 images to have greater than 33% unlabelled pixels
which is extremely unusual. Ordinarily we might expect some unlabelled pixels and
so need a robustness to them, but images degraded to that extent could reasonably be
rejected as bad data. Removing these 3 images gives average coding costs as listed in
the final column of the table. As can be seen now even the fixed tree is comparable
to JPEG-LS and the full dynamic tree offers significant improvements over them both
– the DT model was found to have a higher variational log-likelihood than the fixed
architecture model in 42
 
43 of the test images.
2In the case of JPEG-LS the coding cost was obtained by compressing the images and measuring the
size of the compressed files.
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Figure 6.5: Percentage of unlabelled pixels in each of the 43 test set images (a) per image
and, (b) as histogram.
Exact EM learning of the fixed architecture quad-tree tree also performs well. Over
the full set of test images it achieves a lower coding cost than even the full dynamic
tree. It has already been noted that the mean field approximation is very weak when
there is little data so it is likely to perform badly on images with many missing pixels,
and indeed we see this to be the case. (The variational log-likelihoods of the 3 images
with more than 33% missing pixels are significantly lower than those of the other 40
images.) So it is not surprising that the fixed architecture model learned by exact EM
achieves a slightly lower coding cost than the dynamic tree over the full test set of 43
images where there are many unlabelled pixels – especially as it has the advantage of
using the true probability distribution for the model. However, after removing the 3
images with more than 33% missing pixels the dynamic tree model achieves a signifi-
cantly lower coding cost (0   294 bpp) than the exact-EM trained quad-tree model (0   325
bpp). On this set of 40 test images, lossless JPEG obtains 0   378 bpp compression.
6.5 Discussion
In this Chapter we have considered learning the full set of parameters of the model
dynamic tree and applied it to learning a database of outdoor scenes.
6.5. Discussion 125
Using real world images of outdoor scenes the dynamic tree was seen to exhibit a
higher variational log-likelihood during training than the log-likelihood of the fixed
architecture model using exact EM. As mean field is only an approximation to the
true distribution it is likely to produce a weaker bound than the actual log-likelihood
obtained from the true posterior, so a higher likelihood is clearly indicative of the
dynamic tree’s superiority over the fixed architecture model.
However, mean field is a bad approximation technique when there are significant
amounts of unlabelled data in an image. On the full test set of 43 images the exact
EM model achieves a lower coding cost than the full dynamic tree. When the three im-
ages with greater than 33% missing pixels are discarded though, the DT outperforms
even the exact EM learned fixed architecture quad-tree model on the coding task, ob-
taining a theoretical 0   294 bpp compression against 0   325 bpp for the fixed architecture
model learned under exact EM.
On a set of 40 previously unseen images with low levels of missing data (less than 33%
unlabelled pixels in each image) from the same database the dynamic tree model again
had a higher likelihood and calculation of the coding cost showed that the dynamic tree
can achieve greater compression than the loss-less JPEG (JPEG-LS). In the comparison
the full DT achieves 0   294 bpp compression compared to 0   378 bpp for lossless JPEG
on images of 7 colours.
An alternative to discarding unlabelled pixels would be to model them as a class in their
own right. This is entirely possible within the framework of the current algorithms and
can be justified within a principled approach (JPEG-LS codes in this way). However
as unlabelled pixels are only an artifact of the labelling scheme and not the distribu-
tion that underlies the images which we are trying to model we prefer to consider the
unlabelled class as noise.
Chapter 7
Conclusions
The focus of this work has been on developing a novel hierarchical, probabilistic image
model which we have called the dynamic tree. Successive Chapters have introduced the
theory and developed inference techniques which are then used to underpin learning
algorithms. Finally the full model was evaluated on a real world dataset of outdoor
scenes. From this work the following conclusions can be drawn.
Chapter 3: The dynamic tree model
  The dynamic tree model overcomes the blocky segmentation problem of TSBNs
and that it has a greater translation invariance than balanced TSBNs. Its dynamic
architecture enables the creation of structures which we have shown better ex-
plain the image data under consideration. (Section 3.2)
  Generating from the dynamic tree produced 2-d images which did not exhibit
the same blockiness inherent in fixed architecture TSBNs. Since the generative
capabilities of a model are usually a good indicator of its inferential ability this
suggests the DT offers a better representation of real-world images than fixed
architecture TSBNs. (Section 3.2)
  A more rigorous comparison of DTs against fixed architecture TSBNs clearly
shows that even in a small set of toy images there are many instances where even
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choosing an optimal fixed architecture from the whole set of possible fixed ar-
chitecture configurations is inferior to the full dynamic tree model. (Section 3.3)
  Simulated annealing methods were seen to be successful at finding trees that
have high posterior probability. Though annealing is an effective means of find-
ing good solutions from a distribution we cannot fully enumerate, simulated an-
nealing (as with sampling techniques) is computationally costly and probably
too slow for use in a practical system. (Section 3.5)
  An extension to the DT prior, the sparse dynamic tree was seen to be an impor-
tant first step towards further enhancing the dynamic tree model. It addressed
the fact that there are occasions where higher up in the dynamic tree there are
sometimes too few nodes to build the structures that the model really wants to by
extra adding nodes which are switchable. It maintained all the advantages of the
DT and achieved an even flatter profile in the translation experiments, but the re-
sults suggest that there is clearly much more work which could be done. Further
discussion as to possible improvements is given in the next Section. (Section 3.4)
Chapter 4: Mean field inference
  The simplest of the variational methods, mean field, has been considered and
both qualitative and quantitative comparisons of its performance has been made
against simulated annealing, using structural and KL divergence plots respec-
tively. They illustrate that mean field was able to find good highest probability
mean field solutions that rivalled the MAP structures found by simulated anneal-
ing. (Section 4.3)
  The application of image data to the leaves of the network constrains the states
of nodes in the immediate layers above, but as we ascend the hierarchy it exerts
a diminishing influence and in the upper levels of the network the equilibrium
states inherent in the model can dominate the mean field solution. Thus the nodes
further away from the image still tend towards the same state for all the nodes.
This is undesirable as one colour will tend to dominate at the higher levels and
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suppress the others, and this was evident in the types of tree structures seen. It
resulted in subtrees being compressed and less use was made of the hierarchi-
cal node arrangement than in corresponding MAP models of the same images
found by simulated annealing. Though this is a limitation, we do still see inter-
esting structures in the mean field trees and they can still model variable sized
regions as distinct trees of nearly appropriate size, though they capture them less
precisely than methods which find the MAP configuration. (Section 4.3)
  The posterior of the highest probability mean field trees was usually lower than
the MAP tree, but this is to be expected as in the sampling approaches such
as simulated annealing we are setting out to find the MAP structure where-as
for mean field we are concerned with averaging over the whole distribution.
(Section 4.3)
  We can conclude that the mean field approach provides significant advantages
over structure searching for the MAP solution in that it produces an approximat-
ing distribution to the posterior, which is more informative than simply choosing
a single example. This was achieved with a considerable saving in computational
effort and comes close to making real time inference in DTs viable. (Section 4.4)
  We note however, that the assumption in mean field of a factorised distribution
over P
 
X  is not necessarily a good one, and an important direction for future
work would be to focus further on distributions giving a closer approximation to
the true posterior. (Section 4.4)
Chapter 5: Developing learning algorithms
  An EM style learning algorithm based upon mean field performs encouragingly
in a comparison with exact EM in fixed architecture trees, and shows good po-
tential for use in larger structures where exact EM becomes intractable. Using
small tractable models has enabled us to make a thorough comparison between
the two approaches and given valuable insights into the capabilities of mean field
EM learning invaluable for future work. Spontaneous symmetry breaking was
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seen to be a weakness of mean field which can affect learning, but with careful
monitoring of training error this can be avoided. (Section 5.3)




φ  the affinity approach seems very attractive, as
it allows parameters to be readily shared using templates. In the comparisons
the exact approach was able to fully learn the generative model, and when ini-
tialised at the generative model did not deviate. The mean field approximation
had more difficulty though it still found solutions which increased the variational
log-likelihood. On the toy data it appears to be much harder to learn the nearest
neighbour probabilities than disconnections, and an important consideration on
initialising the model is that they are not set too low. Otherwise they are sup-
pressed to zero from which they cannot recover. The same issues regarding the
mean field approximation for the CPTs is also applicable to the affinities, and
though predictably the simpler mean field approximation is inferior to using the
true posterior it is tractable and has been seen to produce satisfactory results.
(Section 5.5)
Chapter 6: A real-world application
  On real world images of outdoor scenes the dynamic tree was seen to exhibit
a higher variational log-likelihood during training than the log-likelihood of the
fixed architecture model using exact EM. As mean field is only an approximation
to the true distribution it is likely to produce a weaker bound than the actual
log-likelihood obtained from the true posterior, so a higher likelihood is clearly
indicative of the dynamic tree’s superiority over the fixed architecture model.
(Section 6.4)
  However mean field is a bad approximation technique when there are significant
amounts of unlabelled data in an image. On the full test set of 43 images the
exact EM model achieves a lower coding cost than the full dynamic tree. When
the three images with greater than 33% missing pixels are discarded though, the
DT outperforms even the exact EM learned fixed architecture quad-tree model
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on the coding task, obtaining a theoretical 0   294 bpp compression against 0   325
bpp for the fixed architecture model learned under exact EM. (Section 6.4)
  Using a set of 40 previously unseen images with low levels of missing data
(less than 33% unlabelled pixels in each image) from the same database the dy-
namic tree model again had a higher likelihood and calculation of the coding cost
showed that the dynamic tree can achieve greater compression than the loss-less
JPEG (JPEG-LS). In the comparison the full DT achieves 0   294 bpp compres-
sion compared to 0   378 bpp for lossless JPEG on images of 7 colours. The fixed
architecture model in contrast could only rival JPEG-LS. (Section 6.4)
Overall then the dynamic tree model which was motivated by fixed architecture TS-
BNs being prone to blocky segmentations is shown to be successful on real image
data. It overcomes the blockiness of the fixed architecture TSBNs and from a coding
perspective achieves lower coding costs than loss-less JPEG.
Such is the nature of research however that one question is usually answered by two or
three more, and the final Section of this work will be devoted to some of these.
7.1 Opportunities for Future Investigation
The analysis in the previous Chapters have suggested the following key areas which
appear very promising for future investigation
  Using real-valued nodes
  Further develop the sparse dynamic tree prior
  More complex variational approximations
  Other datasets
Each shall be discussed in turn in the following Sections.
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7.1.1 Using Real-Valued Nodes
The introduction of additional information at the nodes could be used for example to
add extra contextual information perhaps making explicit longer range dependencies
which would otherwise have to filter implicitly through the model’s architecture. This
could be in the form of real-valued variables in addition to the usual multinomial vari-
ables of the dynamic tree model. These additional real-valued variables might be used
to encode information such as that concerning the instantiation parameters of objects.
Currently objects are only picked out by root nodes in the dynamic tree’s forest of trees
structure, but adding instantiation parameters would enable construction of higher level
objects from identified sub-components in the image. Thus we might for example be
able to identify a man from limb, torso and head components.
In a possible extension of the dynamic tree model to image sequences such parameters
could potentially facilitate tracking of objects between frames.
Alternatively real-valued node variables could replace the current discrete ones com-
pletely to create a real-valued version of the dynamic tree. Gaussians would be an
obvious choice of probability distribution to govern them due to their tractable proper-
ties. Such a model could then operate directly on real-valued pixel data and as it would
allow textures to be generated datasets such as those from synthetic aperture radar
(SAR) data – already very popular with authors such as De Bonet et al (De Bonet and
Viola, 1998) in their wavelet models – might be considered.
A comparison the between the relative performance of the dynamic tree against these
other models such of these would also be very interesting.
7.1.2 Further Develop the Sparse Dynamic Tree Prior
The sparse dynamic tree was introduced in Section 3.4 as an extension to the basic
dynamic tree model. The motivation was to accommodate richer structures at higher
levels by having switchable nodes which could be activated if doing so provided a
higher probability interpretation of the image data, as the conventional dynamic tree
sometimes had too few nodes at higher levels.
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Though it did show an improvement over the dynamic tree with an even flatter posterior
when compared against the DT in the translating 1-d bars test certain aspects of the
prior were less than ideal.
The biggest problem was the mechanism for turning on nodes in the top layer. The
SDT strategy was to treat them all as being independent and allow any node to turn on
with a small finite probability. The probability of turning on n nodes was thus given







 Pnac   1   Pac  N  n (7.1)
where n is the number of nodes activated, Pac the probability of node activation and N
the total number of nodes in the layer.
The Binomial distribution has the mean µ   NPac so by tuning Pac we can bias towards
a particular number of nodes switching on. However there is no mechanism for deter-
mining which of the nodes are activated with ones on the periphery being just as likely
as those in the central area.
The number of nodes activated at the top level has an important bearing on the number
activated lower down. For nodes in the lower levels, apart from turning on as roots
themselves with a similar small probability if a parent is too far away they will prefer
not to connect and remain inactive. Subsequent levels will then have a similar diffi-
culty. This can bias the prior in favour of turning on too few nodes and often the higher
levels were unused and the hierarchical advantages of the model were curtailed.
Therefore rather than treating the activation of nodes at the top level as independent
it would be better to take a more holistic approach and have some control on their
position.
Choosing where to place the active nodes is not however straightforward. Perhaps a
discrete Gaussian-like distribution centred about the middle node position on the top
level could be used to decide which nodes to activate once we have decided how many
will be turned on. This would then favour central nodes turning on over more distant
ones which would desirably enforce a loose tree structure.
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Perhaps this procedure could be used on lower levels with successive Gaussians having
larger variances to give more and more uniform a spread. This would enable abstrac-
tion of the number of nodes activated from the issue of their connectivity, giving more
control over the number of active nodes.
Such a scheme may well overcome the weakness of too few nodes in the sparse dy-
namic tree and would certainly be interesting to try.
7.1.3 More Complex Variational Approximations
Although mean field inference performed well it uses the assumption of a factorised
distribution over P
 
X  which is arguably a poor approximation to the true posterior.
Conveniently from the analysis the Z variables which describe the structure of the
dynamic tree fall out as independent without need of further assumptions beyond the
distribution being factorised between Z and X. However the requirement for X to be
factorised is incompatible with a hierarchical node arrangement.
An interesting extension to the standard mean field approach outlined in Chapter 4
might be to specify an alternative distribution over the xki ’s that more realistically cap-
tures their relation. One possibility of using a tree structure to reflect their hierarchical
dependence upon each other, is considered in (Storkey, 2000), but this is only one of a
number of structured variational approximations which might be considered.
7.1.4 Other Datasets
There are other potential applications to which the dynamic tree model might be po-
tentially profitably applied and it would be very interesting to try the model on some
of them.
One such example might be the Landsat database of satellite images of the Earth used
by Taylor and Henery (1994). There the class labels distinguish between soil types and
various agricultural usages of different regions.
Appendix A
Calculating the Likelihood
For the sake of simplicity of notation we take a three level binary tree example to derive















Figure A.1: 3-level binary tree.
Figure A.1 shows such a tree with a root node U and the leaf level is assumed to have
the image vector Xv applied which sets the states of these nodes.
Pearl (1988b) defines the lambda vector λ
 
u  as follows
λ
 
u    P   e   u  (A.1)
where e  is the evidence (instantiated nodes) in the subtree below u and shows that the
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following two relations hold. Taking the node u in the Figure as an example, then
λ
 







u    λ   v1  θTv1  u (A.3)
where θv1  u is the CPT for the link u  v1 and λ
 
u  is a row vector.
We examine the case where the leaf nodes w are instantiated with the evidence (image)















u   v   w

Z  dudv (A.4)
Now the nodes are discrete so the integral becomes a sum, and using the product


















































vi  can be seen from the definition of Equation (A.1) to simply be λw j
 
vi  as w j


































































u  λ   v1  θTv1  uλ
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u  λ   u  (A.9)
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Expression (A.8) is as a result of substituting in λs from Equation (A.3), then by Equa-
tion (A.2) we get the final expression in (A.9).
The significance of this result is that the likelihood for any tree network can be obtained
from the dot product of the λ vector in the root node with its prior probability. Since
the algorithm for computing the λs is linear time this makes it quick to compute.
This result though shown for a 3-level binary tree generalises to any tree structure of
any depth by virtue of (A.2) which fuses all the lambda messages passed from the
children into a single one for the parent. Thus the only constraint on the architecture is
that it does not contain any multiple paths (or loops).
Appendix B
Mean Field Derivation for Dynamic
Trees
Begin by ordering the U nodes of the dynamic tree model sequentially from the top
level root to the last leaf as shown in the Figure.
1 n2 . . .
Figure B.1: Mean field node ordering.
Defining the indicator variable denoting the link from node i to its parent j as zi j and




φ  for the
dynamic tree can be written as
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i   1  j   0
πzi ji j   (B.1)
where φ    πi j  is the set of all prior probabilities. There are many ways to construct
the prior from a set hyper-parameters some of which are discussed in Section 5.5. It is
not of concern to us here how they were obtained.
The nodes in the DT model take on 1       C discrete states, and θ defines the transition
probabilities between connected nodes. Thus θkli j denotes the probability of node i
being in state k given that its parent j is in state l. Analogously with the z indicator
variables we can define indicators for node states where xki
  1 when node i is in state k













πzi ji j ∏
kl
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The nodes of the dynamic tree constitute two distinct sets. The first contains evidential
or visible units Xv which are instantiated with the image data. The second are the
hidden units Xh whose value has to be inferred. Conditioning on the training data





Xv    P
 





In the mean field variational approach this posterior distribution is approximated by a

















Xv  the hidden units Xh. The Kullback-Liebler
(KL) divergence provides a convenient measure of the distance between two functional
forms. Choosing good forms for the Q distribution is achieved by minimising the KL
divergence between the approximating Q
 
Z  Q   Xh  1 and the true posterior distribution.































Z   Xh 
P
 
Z   X    P   Xv  
  logP
 








Z   X    logQ   Z   Xh     (B.4)
The assumption of a factorising distribution for the Qs makes the states X independent
of the the tree structure Z and KL divergence simplifies to
∆   logP
 












Z   Xh   Xv 
  logQ
 
Z    logQ   Xh     (B.5)






Z  the Kullback-Liebler divergence (Equation (B.4)) is differentiated











Xh    logP
 
Z   Xh   Xv    logQ
 
Z   (B.6)
Taking logs of the joint dynamic tree distribution (Equation (B.2)) gives
logP
 
Z   X    ∑
i  j  izi j
 








which can then be used to substitute for logP
 
Z   X  in Equation (B.6). Performing this
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substitution and solving for the minimum gives
logQ
 














i  j  izi j  logπi j  ∑kl xki xlj logθkli j  
∝ ∑
i  j  i zi j  logπi j  ∑kl   xki xlj  Q  X  logθkli j  (B.8)
Now define





j  Q  X  logθkli j   (B.9)
Substituting in the above and taking the exponential produces
Q
 





j  izi jνi j    (B.10)
The final step uses Lagrange multipliers to constrain the Zs to be valid probabilities
such that ∑ j Q
 
zi j    1, and gives rise to the following mean field update equation for
the dynamic tree structure
Q
 








The nice thing about this derivation is that without any further assumptions other than






The optimisation of Q
 
Xh  proceeds along similar lines, by firstly differentiating Equa-











Z  logP   Z   Xh   Xv    logQ
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As well as taking the log of the joint dynamic tree probability distribution giving in
Equation (B.2) we also average over Q
 





Z  logP   Z   X    ∑
i  j  i
 
zi j  Q  Z 
 









Define µi j  
 
zi j  Q  Z  , and substitute the above into Equation (B.12) to obtain




































i  j  iµi j  logπi j  ∑kl   xki xlj  Q  X  logθkli j  (B.14)
where the term involving µi j has been averaged over Q
 










j  Q  X  raises the same tractability issues as for the true posterior
and to proceed any further we need to make a second assumption that all of the xs are
independent. So we define
Q
 











such that mki is the mean probability that node xi is in state k. In order to ensure that





α   1  . With these substitutions Equation (B.14) becomes






i  j  iµi j
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mβα   1    (B.16)
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  1   logmrs
 ∑






 mljδsiδrk  logθkli j    ρs
 
  1   logmrs   ρs
 ∑
j  i∑l µs jmlj logθrls j  ∑i ∑k µismki logθkris (B.17)
where δab is the Kronecker delta. Defining γrs   ∑ j  i ∑l µs jmlj logθrls j  ∑i ∑k µismki logθkris
produces a similar form for the update equation of the means as was obtained for Q
 
Z  .




∑r  expγr s (B.18)
However since the right hand side of Equation (B.18) contains terms involving m we
have a set of coupled linear equations which need to be solved iteratively.
B.3 The Full Mean Field Algorithm
The full set of mean field Equations for the dynamic tree are summarised below.
Q
 






































zi j  Q  Z 
The update algorithm is of necessity iterative requiring a number of cycles through
each mean in turn, before Q
 
Z  can be updated in a single step. To reach an equilibrium
this whole process usually needs repeating.
Specific details and full discussion of this are given in Chapter 4.
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