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Abstract— In this paper, we investigate how to distribute
agents of different types in heterogeneous multiagent systems.
Heterogeneity can for instance be related to various resources
and capabilities agents may have. We insist that every agent
can find all different resources available in the network in its
closed neighborhood. The total number of different resources
that can be accommodated within a system under this setting
depends on the underlying graph structure of the network.
This paper provides an analysis of the assignment of multiple
resources to nodes and the effect of these assignments on the
overall heterogeneity of a network. We extend our analysis to
proximity graphs, a widely used interaction model in multi
agent and wireless systems. In addition, we perform qualitative
and quantitative studies regarding the roles of individualagents
and their interactions in such heterogeneous networks.
I. INTRODUCTION
One of the challenges in heterogeneous networks is to
optimally distribute agents with different capabilities within
a network. In fact, the interconnection topology becomes a
significant factor in determining the system’s overall perfor-
mance and capability when the agents are non-homogeneous
and equipped with different resources. Several applications of
such systems have been studied in the literature, ranging from
energy efficient sensor networks (e.g., [1], [2]), coverage
and optimization problems (e.g., [3], [4]), surveillance and
monitoring systems (e.g., [5], [6]), facility location problems
in operations research (e.g., [7]), and topology control in
wireless networks (e.g., [8], [9]), to name a few. All of these
problems can be studied in terms of this broader issue of how
to use the underlying network structure to optimally perform
various complex group level tasks by distributing nodes with
various capabilities across the network.
In [10], we employed graph theoretic methods to charac-
terize heterogeneity in multiagent systems from a network
topology view point. The analysis was performed under
the setting where each agent belongs to only one of the
L different types available, and they are distributed such
that every agent can find all different types in its closed
neighborhood. In this paper, we continue to characterize the
distribution of agents in heterogeneous multiagent systemin
a more general framework, allowing each individual agent
to have multiple capabilities. In order to deal with such
situations, we can utilize the concept of assigning multiple
types of resources to a node instead of one [11].
In this paper, we investigate this multiple resource assign-
ment problem over a graph in the context of heterogeneous
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multiagent systems. Each agent is equipped with at mosts
different “capabilities” (resources or facilities) from agiven
set ofr unique capabilities. Every node performs a task that
needs to utilize allr facilities or resources within a network
by interacting with its neighbors only. For a given system,
how can we get such a distribution of agents? An even more
fundamental concern is if such a distribution is possible at
all for a given network topology. We address these issues by
analysing the role of individual nodes and interactions in the
context of heterogeneous distributions of capabilities among
agents within a network. In terms of the network topology of
multiagent system, these constraints can be related to a so-
called (r, s)-configuration of an underlying graph structure
[11]. Here, the goal is to assigns unique colors (or labels)
to each vertex in a graph such that every vertex hasr unique
colors in its closed neighborhood.
If k different resource types can be accommodated in a
network under the setting where every agent can find all
resources in its closed neighborhood by having only one
resource by itself, then clearlyks different resources can
be accommodated in the same network if each agent is
allowed to haves resource types. But it is shown in [11]
that it may be possible to incorporatemorethanks resource
types in a network under a similar setup. Thus, the ability of
the network structure to accommodate heterogeneous entities
may improve significantly with the leverage of assigning
multiple resources to the nodes.
The organization of the rest of the paper is as follows:
In Section II, we introduce the notations used in the paper.
Section III provides an analysis of the(r, s)-configuration
property of graphs for multiagent systems. A suffcicient
condition for a graph to have an(r, s)-configuration is
presented in Section IV. In Section V, a special case of
(5, 2)-configuration forR-disk proximity graphs is discussed.
Finally we present our conclusions in Section VI.
II. PRELIMINARIES
In this section, we introduce the terms that are used
throughout the paper. Also, we state the problem along with
some preliminary results from [11].
Throughout this paper, agraphG(V,E), with a vertex set
V and an edge setE, is a simple undirected graph. An edge
between the nodesvi andvj is denoted byvi ∼ vj . Theopen
neighborhoodof a vertexv ∈ V (G), denoted byN (v), is
the set of vertices adjacent tov. Its closed neighborhood,
denoted byN [v], is N (v) ∪ {v}. The degree of a vertexv,
deg(v), is the cardinality ofN (v). The minimum degree of
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Fig. 1. (a) The closed neighborhoods of nodes1 and3 are missing labela, while node2 does not have labelh in its closed neighborhood. (b) Node3
is missingl in N [3]. (c) All of the five labels are distributed to get a(5, 2)-configuration.
degree of a graph,∆(G), is max{deg(v) | v ∈ V }. A set
S is a dominating set, if for eachv ∈ V (G), eitherv ∈ S
or v is adjacent to somew ∈ S. In other words, the closed
neighborgood of eachv ∈ V (G) must contain at least a
vertex in S for it to be a dominating set. Thedomination
number is the cardinality of a dominating set with the
minimum number of vertices. Adomatic partition, D, is a
partition of V (G) into subsets,D = {V1, V2, · · · , Vk}, such
that,
⋃k
i=1 Vi = V (G), and eachVi ∈ D is a dominating set
in G. The maximum cardinality ofD is thedomatic number
of G, denoted bydom(G). The difference of setsA andB,
denoted byA−B, is the set of elements inA that are not in
B. Also, as-subset of a setR, is a subset ofR containing
at mosts elements.
Let us model the underlying network topology of a mul-
tiagent system by a graphG(V,E), where V represents
the set of agents andE represents the inter-connections
among agents. Assume there arer possible types of resources
or facilities that need to be distributed among the nodes,
such that every node gets a maximum ofs different types.
Each node is assumed to be performing a “task” that needs
to utilize all r different resources by interacting with its
neighbors only. For a givenG, how can we get such a
distribution of resources among the agents, if it is possible
at all? In mathematical terms, we can state this as follows
Let R = {1, 2, · · · , r} be a set of labels. A functionf ,
f : V → [R]s
is called an (r,s)-configuration of a graphG, where[R]s is a




∀ v ∈ V (G).
(r, s)-configurations of graphs are useful in studying het-
erogeneity in multiagent systems from a network topology
view point. In such networks, agents may be different from
each other in terms of their resources or capabilities (for
instance, sensing, actuation, software, computational com-
plexity). A unique label (or a color) can be associated with
each resource type available in the network. All of the
vertices in an underlying graph of the network are then
assigned labels (or colors) in accordance with the resources
contained by the corresponding agents. A vertex may have
multiple labels if the agent has more than one resource types.
In terms of(r, s)-configurations,s is the maximum number
of resources any agent can have, andr is the maximum
number of resource types available within a network such
that every agent can find all these resource types in its closed
neighborhood.
Various network topology related aspects of heterogeneity
in multiagent systems can be studied in terms of the frame-
work of (r, s)-configurations. For instance, does there exist
an (r, s)-configuration of a graphG for a given r and s?
For a givens, what is the maximum value ofr for an (r, s)-
configuration ofG? How can we extend a given labelling
of a graph to an(r, s)-configuration by adding edges? We
address these problems in Seccions III and IV. Firstly, we
illustrate these issues through an example below.
Example:
Consider an industrial location where some manufactur-
ing process depends on environmental conditions, including
temperature(t), light (l), humidity (h), air pressure(p),
and air flow (a). A specific environmental condition, say
ω(t, l, h, p, a), related to all of the above parameters needs
to be maintained. Sensors for each of the above parameters
t, l, h, p, a are mounted at various data collection points
whereω(t, l, h, p, a) is computed. Let there be a constraint
(e.g., hardware) that a maximum of two sensors can be
mounted at every data collection point. Since, all five pa-
rameters are needed for the computation ofω(t, l, h, p, a),
sensors need to be distributed such that all five sensor
types are available in the closed neighborhood of every data
collection point. So, the problem is to determine a(5, 2)-
configuration of the underlying network topology. Three
different cases are shown in the Fig. 1 for this set up. In the
first case, the required distribution of sensors is not possible
as a (5, 2)-configuration does not exist for that particular
graph. In the second case, although a(5, 2)-configuration
exists, the sensors are not distributed to achieve it. In the
last case, the right distribution of sensors is shown.
Domination in graphs (see e.g., [14]) provides a basic
tool for studying (r, s)-configurations of graphs. A graph
G, having dom(G) = γ has a(sγ, s)-configuration. But
interestingly, it may also have an(r, s)-configuration, for
somesγ < r. So, an(r, s)-configuration of a graph allows us
to explore and utilize its structure in a more profitable way.
For example, there are cycle graphs withn nodes, denoted
by Cn, that have a domatic number of 2. So, they always
have a(4, 2)-configuration, but it is shown in [11] that every
cycleCn, wheren 6= 4, 7, has a(5, 2)-configuration. Similar
is the case with the cubic graphs1. Every cubic graph has a
(5, 2)-configuration [11], although there are infinite number
of cubic graphs with a domatic number of 2. So, assigning
multiple facilities to a node in a network may possibly
increase the overall capacity of the network to accommodate
a larger number of facilities.
Throughout the paper, we will use the terms labels and
colors interchangeably, depending on the context. Also, the
node and agent terms are equivalent here.
III. ANALYSING NETWORKS FOR
(r, s)-CONFIGURATIONS
In heterogeneous multiagent systems, agents with different
resources or capabilities (for instance sensing, actuation) are
interconnected with each other. Local tasks performed by an
agent depends on the resources available in its neighborhood.
Thus, we need a way to analyse how various types of agents
are distributed within a network? This information will be
useful to figure out the missing resources in the neighborhood
of an agent along with the interactions needed to make these
resources available to that agent. In mathematical terms, we
need a formal way to get an(r, s)-configuration from a given
labelling of an underlying graph. This can be achieved by
first identifying missing labels from the neighborhoods of its
vertices, and then determining extra edges required to make
these missing labels available in the vertices’ neighborhods.
In addition, it is also valuable to characterize redundant
edges, i.e. edges whose removal will not matter for the sake
of the(r, s)-configuration. We address all these issues in this
section.
Given a graph withn nodes, where each node has at most
s distinct labels from a set ofr labels. Let thecolor matrix,
C ∈ Rn×r be given by,
Cij =
{
1 if j ∈ f(vi), wherej ∈ {1, 2, · · · , r}
0 otherwise.
Heref(v) indicates the colors assigned to a vertexv. The
column index ofC indicates the label (or the color), thus
Cij = 1 means that colorj has been assigned to the vertex
vi. Note that if a maximum ofs different colors can be
assigned to a vertex, then there can be at mosts number of
1’s in each row ofC.
We also define acolor distribution matrix, Φ as follows,
Φ = AC + C
whereA is the adjacency matrix of the graph andC is the
color matrix. Here,Φ ∈ Rn×r,.
The color distribution matrix gives information regarding
the distribution of various colors within a network. In fact, it
tells us about the exact number of various colors available in
the closed neighborhood of any node in a network, as stated
in the following lemma.
1A graph whose every vertex has a degree 3 is a cubic graph.
Lemma 3.1: [10] Φij is the number of nodes with color
j in the closed neighborhood of nodevi.
Thus, for a given coloring,Φij = 0 means thatvi is
missing the colorj in its closed neighborhood. Thus, an
extra edge is needed to connectvi with somevu, with a
color j. The upper and lower bounds on the number of extra
edges required to get an(r, s)-configuration from a given
coloring ofG are presented in the following result.
Theorem 3.2: The number of extra edgesE , needed to





≤ E ≤ z(Φ) (1)
where,z(Φ) is the number of 0’s in the color distribution
matrix, Φ, for the given coloring.
Proof : Let vi ∼ vj be an extra edge connecting vertex
vi with colors κ1, κ2, · · · , κs, to vertex vj with colors
τ1, τ2, · · · , τs. Since, every vertex can have at mosts distinct
colors, sovi ∼ vj can add at mosts missing colors inN [vi]
and also at mosts missing colors inN [vj ]. This is pos-
sible whenevervi is missing colorsτ1, τ2, · · · , τs in N [vi]
given by Φiτ = 0 ∀τ ∈ {τ1, · · · , τs}, and vj is missing
κ1, κ2, · · · , κs in N [vj ], given byΦjκ ∀κ ∈ {κ1, · · · , κs}.
In this case, thevi ∼ vj edge will change2s zero entries in
theΦ matrix to ones. In any other case, i.e.,vi has at least
one of theτ1, τ2, · · · , τs colors in its closed neighborhood
or vj has at least one of theκ1, κ2, · · · , κs colors inN [vj ],







The upper bound is straight forward asΦiτ = 0 means
that vi is missing a colorτ in N [vi], and the colorτ can
always be made available inN [vi] through the addition of a
single edgevi ∼ vj , wherevj is any vertex with colorτ .
As an example, considerG shown in Fig. 2, with a given
labelling of the nodes. Here, each node can have at most two
labels from a set of five labels, given by{1, 2, 3, 4, 5}. The
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SinceΦ43 = Φ51 = 0, v4 is missing label3 in N [v4] and
v5 is missing label1 in its closed neighborhood. By adding
E number of edges, where1 ≤ E ≤ 2 (by Theorem 3.2),
a (5, 2)-configuration ofG can be obtained. Note that by
adding a single edge,v4 ∼ v5, we get a(5, 2)-configuration,
where every node has set of five distinct labels in its closed
neighborhood.
A. Redundant Edges
In dynamic multiagent systems, edges may be lost.















Fig. 2. (a) A graphG. (b) Labelling of the nodes, wherev1 is assigned the
labels1 and 3, v2 is assigned the labels4 and 5, and so on. (c)v4 ∼ v5
edge is needed as label 3 is missing fromN [v4] and label 1 is missing
from N [v5].
the neighborhood of an agent, thus affecting the(r, s)-
configuration of the underlying graph. So, we need to charac-
terize all such edges whose deletion is not critical in the sense
that their removal will preserve the number of resources
available in the neighborhood of any agent. Let us define the
deficiency of a nodev in a network as the number of colors
from a coloring set{1, 2, · · · , r} missing inN [vi]. Similarly,
thedeficiency of a networkis the sum of all node deficiencies.
Now, based on this notion, we can define aredundant edge
to be one whose deletion does not increases the deficiency
of a network.
If Φij = 1, it means thatvi has only one neighbor with
color j, and thus, an edge betweenvi and thatj colored
node isnot redundant. Similarly,Φij > 1 will imply that vi
has more than one node with colorj in N [vi]. So, there may
be a redundant edge betweenvi and some of its neighbors.
Theorem 3.3: Let vi be a node with colors
κ1, κ2, · · · , κs, and vj be its neighbor with colors
τ1, τ2, · · · , τs. An edgevi ∼ vj is redundant if and only
if Φiτ1 ,Φiτ2 , · · · ,Φiτs and Φjκ1 ,Φjκ2 , · · · ,Φj,κs , are all
greater than 1 at the same time.
Proof: (⇐) Let vi ∼ vj be a redundant edge. Then, by
definition, it means thatvi has at least two neighbors for each
of the colorsτ1, τ2, · · · , τs in N [vi], i.e.Φiτ1 ,Φiτ2 , · · · ,Φiτs
are all greater than 1. Similarly, forvj , the redundancy
of a vi ∼ vj edge implies that for each of the colors,
κ1, κ2, · · · , κs, vertexvj has at least two neighbors inN [vj ],
implying thatΦjκ1 ,Φjκ2 , · · · ,Φj,κs are all greater than 1.
(⇒) Now assumevi ∼ vj is not redundant, then at least
one of the following is true.
(a) there exists aτ ∈ {τ1, τ2, · · · , τs}, such thatvi has
only vj as aτ colored vertex inN [vi], i.e., Φiτ = 1 for
someτ ∈ {τ1, τ2, · · · , τs}.
(b) there exists aκ ∈ {κ1, κ2, · · · , κs}, such thatvj has
only vi as aκ colored vertex inN [vj ], i.e., Φjκ = 1 for
someκ ∈ {κ1, κ2, · · · , κs}.
In both cases, Φiτ1 ,Φiτ2 , · · · ,Φiτs and
Φjκ1 ,Φjκ2 , · · · ,Φj,κs , are not all greater than 1
simultaneously, proving the required result.
Consider again the example shown in Fig. 2. Here,v2 has
labels 4, 5, and v3 has labels2 and 5. Also, note that in
the color distribution matrix,Φ22,Φ25,Φ34 andΦ35 are all
greater than 1. Thus, by Lemma 3.3, thev2 ∼ v3 edge is
redundant and its deletion is not increasing the deficiency of















Fig. 3. (a) A graphG. (b) Labelling of the nodes ofG. (c) v2 ∼ v3 edge
is redundant. Removing this edge will not increase the deficiency of any
node.
IV. SUFFICIENT CONDITION AND A LABELLING
SCHEME FOR AN(r, s)-CONFIGURATION
The underlying network topology of a system determines
the number of various capabilities or resource types that
can be incorporated within a system under the constraint
that every nodev can find every resource type inN [v].
The domatic number is the maximum number of disjoint
dominating sets in a graph. Thus, under the restriction that
every node can have only one resource type, the maximum
number of resource types that can be distributed in the
network is the domatic number of the underlying graph.
In other words, the maximum value ofr in an (r, 1)-
configuration is the domatic number of the graph. Thus, a
graph with a domatic number of at leastγ, always has an
(r, s)-configuration forr = sγ. However, there are many
graphs withdom(G) = γ that have(r, s)-configurations for
r = sγ + 1. For example, cycle graphsCn, wheren is not
a multiple of 3 havedom(Cn) = 2, but they still have a
(5, 2)-configuration. Thus, the structure of the network can
be used to incorporate more heterogeneous resources. Here,
we present a sufficient condition for a graph with domatic
numberγ to have an(r, s)-configuration withr = sγ + 1.
This will also outline a procedure to get a labelling scheme
for an (r, s)-configuration, forr = sγ + 1.
Firstly, we define some terms that will be used to prove
Theorem 4.1, which is the main result of this section.
Definition 4.1: (Minimal Partition of G): Let G be a
graph with domatic numberγ and vertex setV . A minimal
partition of G, denoted byΠ, is a partitioning ofV into
γ + 1 disjoint sets such that,
Π = D1 ∪D2 ∪ · · ·Dγ ∪ VΠ (2)
whereDi is a minimal dominating set,∀i ∈ {1, 2, · · · , γ},
andVΠ = V − (∪
γ
i=1Di) is the set of vertices that are not
included in any minimal dominating setDi.
We termVΠ in (2) as the set ofnon-critical verticeswith
respect to a minimal partitionΠ, and we note thatVΠ ∩
(∪γi=1Di) = ∅.
Now, consider a minimal partitionΠ of G and letDγ+1 be
a dominating set such thatVΠ ⊆ Dγ+1. Sincedom(G) = γ
andVΠ is not a dominating set, we have
Dγ+1 = VΠ ∪ IΠ
whereIΠ ⊂ (∪
γ
i=1Di). We term a setIΠ with the smallest
cardinality, a set ofcommon verticeswith respect to a
minimal partitionΠ.
The notions of minimal partition,Π, set of non-critical
vertices with respect to a minimal partitionΠ, and a set of










Fig. 4. A cycle graph,C8 having a domatic numberγ = 2. A minimal
partition Π = D1 ∪ D2 ∪ VΠ, whereD1 = {v1, v4, v7} and D2 =
{v2, v5, v8} are minimal dominating sets, andVΠ = {v3, v6} is the set
of non critical vertices with respect toΠ. We can take another dominating
setD3 asD3 = VΠ ∪ IΠ, whereIΠ = {v8} is a set of common vertices
with respect to a minimal partitionΠ.
Theorem 4.1: Let G be a graph with domatic number
γ. Let Π be a minimal partition ofG and IΠ be a set of
common vertices with respect toΠ. If there exists another
minimal partition ofG, say Π̃ 6= Π, such thatIΠ ⊆ VΠ̃,
whereVΠ̃ is the set of non-critical vertices with respect to










Di ∪ VΠ, whereVΠ is the set of non-
critical vertices with respect to a minimal partitionΠ. Also,
let Dγ+1 be a dominating set withDγ+1 = VΠ ∪ IΠ, where





distinct labels to all the vertices in a dominating set
Di, for every i ∈ {1, 2, · · · , γ + 1}2. Under this labelling








they are included in two different dominating sets, including
Dγ+1 and some otherDi for i ∈ {1, 2, · · · , γ}. Note that the













(γ + 1) labels in its closed
neighborhood.




Si ∪ VΠ̃, with VΠ̃ being the set of non-critical vertices
with respect toΠ̃, and eachSi being a minimal dominating
set. Let Π̃ be such thatIΠ ⊆ VΠ̃. It means that every





labels. Since,Si ⊆ (V − VΠ̃)










more unique labels to
each vertex inSi. Since eachSi is a dominating set, every










(γ + 1) unique labels are already available in the closed

















in their closed neighborhoods. Since each vertex is assigned
at mosts distinct labels, we have an(r, s)-configuration of











labels assigned to the vertices ofDi are different from the ones
assigned to the vertices inDj wherei 6= j.
As an example, consider a(5, 2)-configuration ofC8.
Since the domatic number ofC8 is 2, let us takeγ = 2.
We consider two minimal partitions ofC8, denoted byΠ
and Π̃ respectively. We takeΠ as shown in Fig. 4. For̃Π,
we takeΠ̃ = S1 ∪ S2 ∪ VΠ̃, as shown in Fig. 5(a). Since
IΠ ⊆ VΠ̃, (r, s)-configuration exists forC8, wherer = 5 if

















Fig. 5. (a) Π̃ = S1 ∪ S2 ∪ VΠ̃, whereS1 = {v1, v4, v6} and S2 =
{v2, v5, v7} are disjoint minimal dominating sets, whileVΠ̃ = {v3, v8} is
the set of non-critical vertices with respect toΠ̃. (b) A (5, 2)-configuration
of C8 is shown, where each vertex has two labels from a set of five labls
{1, 2, 3, 4, 5}.
V. MULTIPLE RESOURCE ASSIGNMENT IN
R-DISK GRAPHS
TheR-disk proximity graph model is frequently employed
to model inter-connections among nodes in multi agent
networks. In such a model, a disk of radiusR is associated
with every nodev that lies at the center of the disk. This
disk represents the interaction range of a node, which is
assumed to be same for all the nodes. A node forms an edge
with others if and only if they exist within thatR radius
disk of the node [12]. Applications of such a model include
ad hoc communication networks, wireless sensor networks
(e.g. [18]), multi agent and multi robot systems (see e.g.,
[15]), and other broadcast networks with a limited range
transmitters and receivers, to name a few.
The analysis of a(5, 2)-configuration ofR-disk proximity
graphs is of significance, particularly in the context of
heterogeneous multiagent systems. Here, we show thatR-
disk graphs have a(5, 2)-configuration under certain mild
conditions. It is assumed that the agents equipped with
multiple capabilities or resources are lying in a plane, and
the interactions among them are modelled by theR-disk
proximity graph model.
We start by translating the geometric property of such
graphs into a graph-theoretic one by first defining the fol-
lowing special graphs. A graphG is a complete bi-partite
graph if there exists a partition of its vertex setV = X ∪Y ,
such that an edgeu ∼ v exists wheneveru ∈ X andv ∈ Y .
If | X |= x and | Y |= y, then a complete bi-partite graph
is denoted byKx,y. Examples are shown in Fig. 6. We also
define adouble cycle graph, denoted byC4 • C4, as the
one obtained by identifying a vertex ofC4 with a vertex of
anotherC4, as shown in Fig. 6. Also, a gaphG is said to be
an H-free graph, if H is not an induced subgraph ofG.
K1,6 K2,3 C4 • C4
Fig. 6. Complete bi-partite graphs,K1,6 and K2,3. The double cycle
graph,C4 • C4, obtained by identifying a vertex of aC4 with a vertex of
anotherC4.
It is shown in [17] thatK2,3 cannot be anR-disk graph.
In the following Lemma, it is shown thatR-disk graphs are
alwaysK1,6-free.
Lemma 5.1: An R-disk proximity graph isK1,6 free.
Proof: Let G(V,E), be anR-disk proximity graph. Let
v ∈ V such thatN (v) = {v1, v2, · · · , vp}, wherep ≥ 6.
Also, let θ(vivvj) be the anglev makes withvi and vj , as
shown in Fig. 7. If‖vi, vj‖ is the euclidean distance between
the nodesvi and vj , then it is easy to see that‖vi, vj‖ >
R, wheneverθ(vivvj) > 60
o. Thusvi, vj ∈ N (v) are non-
adjacent if and only ifθ(vivvj) > 60
o. ForG to haveK1,6 as
an induced subgraph, there must be a subsetÑ (v) ⊆ N (v),
with | Ñ (v) |= q ≥ 6, such thatθ(xivxj) > 60
o, ∀xi, xj ∈




θxivx(i+1) + θxqvx1 > 360
o,
which is not possible. Thus anR-disk graph isK1,6-free.
θv4vv5 < 60
o
|| v4, v5 ||< R
N (v) = {v1, v2, · · · , v7}
Ñ (v) = {v1, v2, v3, v5, v6}
θxivxj > 60
o, ∀xi, xj ∈ Ñ (v)












Fig. 7. AnR-disk graph can never haveK1,6 as an induced subgraph.
A result regarding a(5, 2)-configuration of K1,6-free
graphs has been recently reported in [16].
Theorem 5.2: [16] A K1,6-free graphG with a minimum
degree of at least two has a(5, 2)-configuration, whenever
G is notC4, C7,K2,3 or C4 • C4.
An O(n2) algorithm is also provided in [16] to achieve a
(5, 2)-configuration of a graph, if it exists. Using Theorem
5.2, Lemma 5.1, and the fact that anR-disk graph can never
be aK2,3 graph, we get the following result directly,
Theorem 5.3: An R-disk proximity graphG with a mini-
mum degree of at least 2 has a(5, 2)-configuration whenever
G 6= C4, C7 or C4 • C4.
VI. CONCLUSIONS
In this paper, we studied heterogeneity in multiagent
systems from a network topology view point using concepts
from graph theory. The notion of(r, s)-configurations of a
graph is used to characterize the distribution of agents with
multiple capabilities (or resources). In such a distribution,
every agent can find all types of resources available in the
network in its closed neighborhood. The role of individual
agents and interactions in attaining(r, s)-configurations is
also examined. This study not only analysed the role of
network topology in the context of heterogeneous multiagent
systems, but also provided ways to design network structures
where agents equipped with various resources coordinate
with each other to accomplish complex tasks.
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