We investigate the seismic reflectivity structure of the upper oceanic crust by comparing multichannel seismic (MCS) reflection data collected at DSDP/ODP Hole 504B to the results of downhole logging. At this site drilling shows a welldefined change in physical properties at depths within the basement of about 0.5-0.6 km, corresponding to the downward transition from volcanic rocks to dikes. Extensive processing of the MCS data, required to remove high-amplitude side-scattered arrivals, revealed no conclusive evidence for laterally coherent reflection events generated within the upper 1-2 km of the crust. The crustal traveltime to the volcanic/dike boundary (about 0.25 s) is similar to the traveltimes of shallow reflection events observed in other areas. In an attempt to understand the lack of reflectivity from the volcanic/ dike boundary at Hole 504B, we calculated synthetic reflection seismograms for a series of velocity-depth profiles constructed from the logged downhole variations in physical properties. These seismograms were calculated with the source signature of the 1785-in. 3 (29.3-L) air gun array used to acquire the MCS data. The synthetic seismograms demonstrate that the reflections from the shallow crust are low in amplitude and may be obscured by source reverberation and by sediment-column multiples. Nonetheless, the limited available data also suggest that the upper crustal structure at Hole 504B may in fact differ from that at other crustal sites where high-amplitude reflections from within the shallow crust have been observed.
INTRODUCTION
. Characteristics of upper and middle crust reflections.
The application of near-normal-incidence, multichannel seismic (MCS) reflection profiling techniques to the study of oceanic crustal structure has resulted in the detection and mapping of reflecting horizons both within the crust and at the crust/ mantle boundary. Shallow and deep intracrustal events (e.g., Musgrove and Austin, 1983; Mutter and NAT Study Group, 1985; McCarthy et al., 1988; Rohr et al., 1988) , proposed magma chamber reflection events (Herron et al., 1978; Hale et al., 1982; Morton and Sleep, 1985; Detrick et al., 1987; Rohr et al., 1988) , and Moho reflections (e.g., Stoffa et al., 1980; Grow and Markl, 1977; Mutter and NAT Study Group, 1985) have been identified. The high spatial resolution and profiling rates attainable with the MCS technique, together with the interpretable seismic images that comprise the processed data, result in this technique being a powerful tool for mapping variations in seismic structure over a wide range of length scales. One of the first studies of oceanic crustal structure using MCS techniques consisted of the 1974 acquisition of a 3400-km-long profile extending from the United States continental margin to the Mid-Atlantic Ridge (Grow and Markl, 1977) . Since then, thousands to tens of thousands of kilometers of MCS data have been acquired on oceanic crust. In contrast to commonly observed reflections from the crust/mantle boundary, upper-and midcrustal reflection events (Table 1) have been reported less frequently.
A limitation of the MCS technique is the difficulty in obtaining accurate interval velocities within the oceanic crust. Reflection amplitudes are a function of seismic impedance, but it is difficult to determine the impedance structure of oceanic crust 1 Becker, K., Sakai, H., et al., 1989. Proc. ODP, Sci. Results, 111 Musgrove and Austin (1983) . b Mutter and NAT Study Group (1985) ; McCarthy et al. (1988) . c Rohr et al. (1988) .
because of the typically low signal-to-noise ratios of near-normal-incidence intracrustal and Moho reflection events. Consequently, the primary information retrievable from MCS data is the traveltime to a given reflector. In contrast to MCS techniques, the wide-angle reflection/refraction method allows the determination of seismic velocities, quantitative numbers that are readily compared to the results of other experiments. Optimally, wide-angle reflection/refraction and near-normal-incidence MCS data are collected simultaneously. Such experiments allow the depth determination of a reflective horizon within the layered velocity structure characteristic of oceanic crust. Although the shallow reflection events summarized in Table 1 can be identified with confidence, the lack of co-incident wide-angle reflection/refraction data prevents correlating these reflections to the layered velocity structure characteristic of the oceanic crust. While combined MCS and wide-angle reflection/refraction techniques provide a clear picture of oceanic seismic structure, the large number of parameters that control rock velocity (e. g., Purdy and Ewing, 1986) makes it difficult to correlate seismic and geological structure. Marine seismologists typically relate the layered velocity-depth structure that they derive from refraction experiments to geological structure in terms of the vertical distribution of lithologies that are found in ophiolite sequences.
In this approach, seismic Layer 2 is correlated with volcanic and sheeted dike sequences, seismic Layer 3 is correlated with a gabbroic sequence, and mantle velocities of 8.0 km/s or greater are associated with residual ultramafic rocks. Similarly, observed MCS reflection events are often associated with these geological boundaries. However, the validity of the ophiolite model of oceanic crustal stratigraphy is uncertain. An alternative viewpoint is that observed velocity layering and reflection events can be correlated with approximately constant maximum depths of chemical alteration and cracking in either a compositionally homogeneous or layered crust (e.g., Lewis, 1983) .
It is tempting to relate the reflection events of Table 1 to one or more of the geological boundaries recognized in ophiolites, namely the volcanic/sheeted dike, greenschist facies/amphibolite facies, and sheeted dike/gabbro transitions. Ophiolite studies show that the depths, thicknesses, and geologic character of these geological boundaries vary by hundreds of meters over length scales of a few kilometers (Casey et al., 1981) , in agreement with the variable traveltimes and discontinuous occurrence of these shallow reflection events. However, correlating these events to geological boundaries is ambiguous without direct sampling of the reflecting boundaries by crustal drilling.
In this paper, we investigate the seismic reflectivity structure of the upper 1-2 km of oceanic crust by comparing MCS reflection data collected at Deep Sea Drilling Project/Ocean Drilling Program (DSDP/ODP) Hole 504B to synthetic reflection seismograms computed for velocity-depth profiles constructed from downhole logging of physical properties. Hole 504B has been drilled to a total basement depth of 1.288 km and is the deepest drill hole into oceanic crust at the time of writing. Hole 504B is the only location where the volcanic/dike boundary, predicted by the ophiolite model to be a fundamental feature of oceanic crust, has been drilled. The downward change in rock type coincides with changes in a variety of logged physical properties. The normal-incidence traveltime to this boundary is similar to the traveltimes of shallow reflection events observed in other areas (e.g., Table 1 ). Accordingly, Hole 504B appears to be an ideal location to test the hypothesis that shallow reflection events (Table 1) correlate with the downward transition from volcanic rocks to dikes.
STUDY AREA
DSDP/ODP Hole 504B is located on the Nazca plate, about 225 km south of the Costa Rica Rift, the easternmost segment of the Cocos/Nazca plate boundary ( Fig. 1) . Water depth and sediment thickness at the drill site are 3460 m and 275 m, respectively, and the crustal age is estimated to be 5.9 m.y. . Within a radius of 50 km about the drill site, basement topography has amplitudes typically less than 100 m ; basement topographic highs strike eastwest, parallel to the Costa Rica Rift (Searle, 1983) .
The sedimentary sequence at Hole 504B consists of three lithologic units (Fig. 2) . Unit 1, extending from the seafloor to a depth of 145 m below seafloor (mbsf), consists of nannofossil oozes that are characterized by a mean compressional-wave velocity and density of about 1.51 km/s and about 1.32 g/cm 3 , respectively (Wilkens and Langseth, 1983) . Unit 2, extending to a depth of 227 mbsf, consists of chalks that are characterized by a mean compressional-wave velocity and density of about 1.53 km/s and 1.48 g/cm 3 , respectively. Lying immediately above basement, Unit 3 consists of up to 30 m of interbedded limestones and cherts (CRRUST, 1982) . A compressional-wave velocity of 4.25 km/s was measured for a chert sample from Unit 3 (Wilkens and Langseth, 1983) . All of these velocities for the sediments were measured at room pressure.
From the top of oceanic crust downward (Fig. 2) , the drilled igneous sequence consists of 0.575 km of basaltic flows and pil-lows, 0.209 km of mixed extrusive/intrusive basaltic rocks, and finally 0.504 km of diabase dikes (Anderson et al., 1982; Shipboard Scientific Party, 1988) . The latter are distinguished from extrusive rocks on the basis of texture and the absence of volcanic glass (Anderson et al., 1982) . The vertical sequence of extrusives and dikes drilled at Hole 504B is consistent with the ophiolite model of oceanic crust (e.g., Coleman, 1977) . Consequently, the dike succession at Hole 504B is interpreted as a sheeted dike sequence. Velocity-depth profiles determined from wide-angle reflection/refraction experiments (Little and Stephen, 1985; Collins, 1989 ) suggest that the current bottom of the drill hole is near the Layer 2/Layer 3 transition ( Fig. 2B) .
Hole 504B is unique in the great variety of geophysical experiments that have been carried out downhole. Multichannel compressional (P-) and shear (S-) wave sonic velocity logs, active-source neutron and gamma-ray logs, conventional and largeaperture (10-80-m) electrical resistivity logs, and borehole televiewer logs are discussed by Anderson et al. (1982 Anderson et al. ( , 1985a , , Newmark et al. (1985) , and Moos et al. (1986) . Variations in crustal permeability and in borehole heat flow are described by Anderson et al. (1985b) and .
Inspection of the logged physical properties at Hole 504B demonstrates that electrical resistivity, as determined by the large-aperture array , shows the greatest variation as a function of depth. Resistivity values increase by about two orders of magnitude downhole, indicating a decrease in bulk porosity of about 10%-15% in the same direction . In contrast to conventionally acquired resistivity data, the large-aperture data are less affected by borehole drilling fluids and drilling-induced fracture porosity and are thought to be representative of the resistivity structure at distances of tens of meters-instead of centimeters-from the borehole. The largeaperture resistivity data also represent averages over length scales that are more appropriate for comparison to controlled-source seismic experiments. Salisbury et al. (1985) showed that bulk porosity, rather than rock type and composition, is the primary control on the P-wave velocity of the upper crust at Hole 504B. Estimates of fracture porosity at Hole 504B, derived by subtracting laboratory-measured porosities from the bulk porosity data, show that fracture porosity decreases to near zero toward the bottom of the drill hole . This decrease is at least partially explained by filling of porosity by alteration products.
The recognition of seismic Layers 2A, 2B, and 2C in the upper 1-2 km of oceanic crust (e.g., Houtz and Ewing, 1976) has prompted a search for three zones of distinctive physical properties at Hole 504B. Such a subdivision is readily recognized in the estimates of bulk porosity derived from the large-aperture resistivity data ( Fig. 2A ). These data are characterized by two zones of rapidly decreasing porosity as a function of depth that are separated by a zone where the porosity is approximately constant. Correlating the location of the changes in porosity gradient with the Layers 2A/2B and 2B/2C boundaries indicates that these layers are about 200, 350, and greater than 500 m thick, respectively. Porosity decreases by about 5°7o over a distance of about 50 m across the volcanic/sheeted dike transition (Layers 2B/2C boundary). Anderson et al. (1985a) described similar changes in gradient in other logged physical properties. Layers 2A and 2B are less readily distinguished in the sonic velocity data, and Layer 2A cannot be identified in borehole seismic data (Little and Stephen, 1985; Stephen, 1985) , presumably because of its local occurrence and/or its limited thickness (Fig. 2) .
MCS DATA
In May 1985, Robert D. Conrad was used to collect approximately 1700 km of MCS data in the vicinity of Hole 504B (Fig.  1) . The primary objective of this experiment was to conduct a re- . Model OBS is the observed sonic velocity data averaged into 10m-thick layers. The bulk porosity-depth model was calculated from a large-aperture resistivity log using an exponent of 2.0 for Archie's law . The velocity (EMP20) profile on the right was derived empirically from the bulk porosity model as described in the text. A possible subdivision into seismic Layers 2A, 2B, and 2C is indicated. B. The observed sonic velocity (model OBS) profile for Hole 504B plotted alongside the preferred velocity profiles of Little and Stephen (1985) (dashed line) and Collins (1989) (heavy solid line), based on borehole and sonobuoy seismic-refraction data, respectively.
gional reconnaissance of the crustal reflectivity structure around the drill site. Shotpoint spacing was about 50 m, and the 2.4km-long receiver array consisted of 48 channels with a group separation of 50 m. The MCS data were collected into 24-fold common-midpoint (CMP) gathers, with a CMP spacing of 25 m. For the study described here, attention was focused on the shallow crust only. In order to correlate the drilled lithologic sequence with possible intracrustal reflections in the MCS data, processing efforts were concentrated on short segments (15-25 km in length) of all five lines that pass near the drill site. In the following discussion, we present results for two of the five profiles, lines 485 and 490. These profiles trend east to west and northwest to southeast, respectively ( Fig. IB) . Both profiles were acquired with a four-element air gun array with chamber sizes of 235, 350, 500, and 700 in. 3 (3.9, 5.7, 8.2, and 11.5 L), fired at a pressures of 2000 lb/in. 2 (13.8 MPa).
Processing of the MCS data included three different sequences designed to reduce noise resulting from diffractions from the irregular seafloor. The three sequences consisted of the following: (1) transformation of the shot records into CMP gathers followed by velocity analysis and CMP stack; (2) frequency-wavenumber (f-k) filtering of the shot gathers, followed by CMP gather and CMP stack; and (3) transformation of the filtered shot gathers into receiver gathers, followed by f-k filtering, CMP gather, and CMP stack.
The f-k filtering of the shot and receiver gathers was prompted by the presence of arrivals in the shot records that were reflected from the sediment/basement interface both in front of and behind the receiver and also from outside the vertical plane defined by the source and receiver (Fig. 3 ). When transformed into CMP gathers ( Fig. 4) , such scattered phases have moveouts similar to intracrustal reflection events (e.g., Larner et al., 1983) . For the MCS data acquired at Hole 504B, some of the scattered noise can be attenuated by applying an f-k filter to the shot gathers. However, those parts of the scattered phases with small moveout (e.g., hyperbola apexes) cannot be attenuated without
Range (km) Figure 3 . A. Shot gather 2489 from MCS line 485, acquired about 5 km from the drill site. The seismograms are unfiltered. Amplitudes are multiplied by an exponential, time-varying function. The time window over which the time-varying gain function was applied ranges from 4.5 to 6.0 s; the gain at 6.0 s is 40 dB. Note the hyperbolic-shaped noise phases. These side-scattered phases are repeated at about 0.1-s intervals, implying that the side-scattered energy is multiply reflected/refracted in the sedimentary section. This type of coherent noise is typical of all the MCS data. B. As for Figure 3A , but an f-k filter designed to attenuate arrivals with moveouts of 6 ms/trace and greater was applied to the shot gather. Note that parts of the side-scattered phases were attenuated. The f-k filter removes much of the seafloor reflection at greater offsets; however, it cannot remove the energy falling along the apexes of the hyperbolas. Aliased energy, arriving before the seafloor reflection, was introduced by the f-k filtering.
also attenuating intracrustal events (e.g., Fig. 3 ). Simple calculations show that the moveout of these components of the scattered arrivals may increase when the data are transformed into receiver gathers. Accordingly, we regathered the previously filtered shot records into receiver gathers and again applied an f-k filter. A drawback of f-k filtering is the introduction of numerical phases with wavenumbers equal to the cutoff values of the filter, despite the use of a tapered band-pass window (Fig. 3) . Consequently, all of the phases that dip from right to left have stacking velocities less than this value. The horizontally-directed phase at 5.6 s has a stacking velocity of 1.8 km/s, anomalously low for a reflection event with a crustal traveltime of 0.7 s. B. As for Figure 4A , but an f-k filter was applied to the shot gather prior to CMP gather. The 5.6-s event has been attenuated, implying that this event is a side-scattered phase.
For the MCS data collected at Hole 504B, any positive effects of applying the second/-/: filter appeared to have been outweighed by the introduction of additional spatially-aliased arrivals. We attempted to optimize the stacking velocities using two approaches. We plotted CMP gathers every 1-2 km, and applied normal-moveout (NMO) corrections appropriate for a range of velocities increasing from 1.4 to 2.1 km/s, in intervals of 0.1 km/s, to each gather. In addition, the CMP gathers were stacked at constant velocities of 1.4-2.1 km/s, in intervals of 0.1 km/s, to generate constant-velocity stacks.
Constant-velocity stacks of a part of line 490 are shown in Figures 5 and 6. The shallow-crustal reflection events in the profile showing the data stacked with a velocity of 1.5 km/s ( Fig. 5 ) probably represent source reverberation and sediment-column multiples. The "tails" of some of the diffraction hyperbolas evident in Figure 5A are attenuated in the /-£-filtered data shown in Figure 5B . Many of the reflection events evident in Figure 5 are not seen in the data stacked with a velocity of 1.8 km/s (Fig.  6 ). The sonic velocity log collected at Hole 504B predicts that this value is the appropriate stacking velocity for a reflection event from the volcanic/dike contact. The crustal traveltime of this predicted event is 0.25 s. Accordingly, the reflection event with a traveltime of 5.25-5.3 s (Fig. 6 ) may be a reflection from this lithologic boundary.
Parts of lines 490 and 485, stacked with depth-varying velocities, are shown in Figures 7 and 8. Stacking velocities were calculated from the velocity-depth model derived from analysis of wide-angle reflection/refraction data collected at the drill site (Collins, 1989) . This velocity-depth model predicts that a stacking velocity of about 1.9 km/s is appropriate for a reflection event with an intracrustal traveltime of 0.25 s. Both profiles show a reflection event with an intracrustal traveltime of 0.25-0.3 s. This event is the same as the event identified in the constant-velocity stacked section (Fig. 6) . The traveltime and stacking velocity of this phase are consistent with it being a reflection from the volcanic/dike transition (Figs. 7 and 8) . However, the constant crustal traveltime of this event is indicative of source reverberation or a "peg-leg" multiple generated within the sedimentary section. This latter interpretation is supported by the lack of evidence for a reflection event in the CMP gathers with a stacking velocity greater than or equal to 1.8 km/s (Fig. 4) . A relatively high-amplitude reverberation or multiple might not be completely attenuated by the CMP stack. The 5.25-5.3-s reflection event can also be seen in the data stacked with a velocity of 1.5 km/s (Fig. 5 ).
SYNTHETIC SEISMOGRAM MODELS FOR HOLE 504B
The difficulty in identifying shallow-crustal reflection events may simply be due to the presence of high-amplitude, side-scattered arrivals. However, synthetic reflection seismograms calculated for a series of velocity-depth models constructed from the logged variations in physical properties at Hole 504B suggest that reflections from the shallow crust might be difficult to confidently identify even in the absence of noise.
Impedance Models
At Hole 504B, the seismic impedance of the upper crust is readily determined from downhole measurements of sonic velocity and density (e.g., Salisbury et al., 1985) . However, the usefulness of these impedance values is uncertain because they represent averages over length scales of less than about 3 m (e.g., Salisbury et al., 1985) and consequently may not be representative of impedance variations at the seismic length scales of tens of meters appropriate for the MCS data. A simple average of these impedance values is probably inappropriate because the logged data are not necessarily indicative of velocity variations away from the drill hole. The velocity and density of the upper crust at seismic length scales can be estimated from the bulk porosity data, which are in turn estimated from the results of a large-aperture resistivity experiment . Although these relationships are not unique, the range of velocity-depth profiles presented below probably bounds the true values. The following argument assumes that velocity is a function of porosity only.
Bulk porosity (<£) and resistivity can be empirically related via Archie's law r m /r f = a4>~", where r m and //are the resistivity of the rock medium and pore fluid, respectively, and a is a constant (Archie, 1942; Hyndman and Drury, 1976) . The value of the exponent n is a function of void geometry . The appropriate value of n in oceanic crust ranges from 1.5 to 2.5, with the lower values characteristic of cracks and the higher values characteristic of grain-boundary porosity (e.g., . For Hole 504B, the nature of the porosity changes with depth, and consequently no one value of the exponent n is appropriate .
The correlation of velocity with porosity is not unique because the velocity of a porous medium is dependent on void geometry (e.g., Watt et al., 1976) . However, irrespective of void size and shape, the velocity bounds on an isotropic n-phase aggregate can be calculated using the method described by Hashin and Shtrickman (1963) . The Hashin-Shtrickman velocity bounds on a water-rock aggregate are shown in Figure 9 ; the Pand S-wave velocities of the rock phase (Vp = 6.4 km/s, Vs = 3.5 km/s) are the values predicted by the best-fit relationship between laboratory-measured values of velocity and porosity for samples recovered from Hole 504B . The density of the rock phase (2.94 g/cm 3 ) is that predicted by low-porosity (0.1%) samples recovered from the bottom of Hole 504B .
Velocity and porosity can also be related via the self-consistent scheme (SCS), which allows the calculation of velocity as-NW 5 km Figure 5 . A. Part of MCS line 490, stacked at a constant velocity of 1.5 km/s. From left to right, CMP numbers range from 4550 to 5100. The data are unfiltered. Amplitudes are scaled using an AGC window of 0.25 s. B. As for Figure 5A , but an/-/: filter was applied to the shot gathers prior to CMP sorting and stacking. The hyperbolic diffractions are reduced in amplitude.
suming interacting voids of specific shape (Hill, 1965) . The SCS prediction for fluid-filled spheres is shown in Figure 9 ; the prediction for disc-shaped voids coincides with the Hashin-Shtrickman lower bound. Also shown in Figure 9 is the empirical porosity-velocity relationship (EMP) derived from laboratory measurements . The lack of correlation between measured permeabilities and the resistivity-derived porosities in Layer 2B and below may be explained by alteration products sealing an originally porous and permeable formation. Thus, by using resistivity-derived porosity estimates to infer seismic velocity, the velocities in the lower part of the hole may be underestimated. Therefore, we have used four paths through the velocity-porosity space appropriate to the rocks recovered from Hole 504B, together with the porosity-depth data, to calculate velocity-depth profiles from the bulk porosity data (Fig. 10) . For each path, three velocitydepth profiles are presented, corresponding to different values of the exponent in Archie's law. The bulk porosity of the upper 53 mbsf was assumed equal to the value at a depth of 3787 m below sea level, where the first resistivity measurement was made . The downhole variation in the density of the igneous crust is readily calculated from the density of the rock matrix and the bulk porosity.
Many of the synthetic seismograms shown here were calculated from the two velocity-depth models illustrated in Figure  2A . Model OBS is taken from the observed sonic-velocity data averaged into layers 10-m-thick. Model EMP20 (also referred to as EMP) is derived from the porosity-depth log using an empirical relationship for porosity and velocity . The 20 in EMP20 indicates that an Archie's law exponent of 2.0 was used to convert resistivity values to porosities. With the exception of the chert layer, the velocity and density of the sedimentary sequence for both models OBS and EMP20 are the laboratory-measured values of Wilkens and Langseth Figure 6 . A. Part of MCS line 490, stacked at a velocity of 1.8 km/s. CMP numbers are as given in Figure 5 . The data are unfiltered, and the amplitudes are scaled using an AGC window of 0.25 s. B. As for Figure 6A , but an/-/: filter was applied to the shot gathers prior to CMP sorting and stacking. The hyperbolic diffractions are reduced in amplitude. (1983) . The velocity of the sedimentary section is close to 1.5 km/s. The density of the chert sequence was assumed to be 2.2 g/cm 3 , typical of reported values (Hamilton, 1978) .
Normal-Incidence Synthetic Seismograms
Normal-incidence synthetic seismograms were calculated with a frequency-domain reflectivity code (Berryman et al., 1958) and include all multiply-reflected phases. The layers of the input models were assumed to be nonattenuative. The signatures and spectra of the source functions used to calculate the seismograms presented here are shown in Figure 11 . Source LDGO is the source signature (manufacturer's specification) of the 1785in. 3 (29.3-L) air gun array used to acquire the MCS data. The tuned source is a 4170-in. 3 (68.3-L) air gun array described by Brandsaeter et al. (1979) , chosen because it is representative of a well-tuned source array having a high primary-to-bubble ratio.
Comparison of the normal-incidence seismograms presented in either Figure 12 or 13 demonstrates that both sediment-column and internal multiples contribute significantly to the computed seismogram. As shown in the presentation of velocity models as a function of traveltime in Figure 10 , no primary phases are predicted at times greater than about 5.4 s. Given realistic attenuation values, the amplitude of these multiple events would be attenuated. Seismic attenuation values for the rock types (oozes and chalks) that constitute the sedimentary section at Hole 504B have not been reported in the literature. However, assigning attenuation values of 0.01-0.005 dB/m to the sedimentary sequence does not significantly affect the amplitude of the multiply-reflected events. These attenuation values, corresponding to seismic Q values of 72 and 144, are typical of a fine-grained sedimentary rock (Hamilton, 1972 (Hamilton, , 1976 . The importance of multiply-reflected arrivals is evident on inspection of the observed data in Figure 5 . Figure 5 . Stacking velocities were determined from velocity analysis of wide-angle reflection/refraction data collected in the immediate vicinity of the drill site. The unfiltered seismograms are scaled with an AGC window of 0.25 s duration. The seismograms to the left of the stacked profile are synthetic normal-incidence seismograms computed using model OBS ( Fig. 2A) . Seismogram O was computed for the sedimentary and igneous sections of model OBS whereas seismogram S was computed for only the sedimentary section of the model. The single arrow shows the reflection event generated at the volcanic/dike boundary; the double arrow indicates the primary sediment-column multiple. For seismogram S, the phases between the basement reflection phase and the primary multiple represent source reverberation and the peg-leg multiple generated within the sedimentary section. The source pulse used to compute the seismogram is that for the air gun array used to acquire the CMP data. The synthetic seismograms are scaled in an identical manner to the observed data and were filtered at 5-60 Hz. Figure 8 . CMP-stacked seismograms for MCS line 485. From right to left, CMP numbers range from 7400 to 8000. The data and synthetics are stacked and scaled as described in Figure 7 .
The most readily recognized reflection event is seen at 5.35 s (Figs. 12 and 13) and is generated in the vicinity of the Layer 2/ Layer 3 transition (Fig. 2B) . However, the sonic velocity logs may be unreliable at these depths because these data were acquired close to the bottom of the drill hole. At shallower depths, the reflection event at 5.2 s (Figs. 12 and 13 ) correlates best in time and depth with the volcanic/dike boundary. This event has a greater amplitude in the seismogram calculated for the observed velocity-depth profile than in the seismogram calculated for the velocity-depth model without the sedimentary section. This is probably due to the reduced impedance contrast at the sediment/basement interface in the former model. The 5.2-s re-flection event has a traveltime that is only 0.25 s greater than the basement reflection event and consequently, is obscured by the source reverberation of the basement reflection event in the seismograms calculated with source LDGO (Fig. 12) . Without accurate source deconvolution, the 5.2-s event might be difficult to distinguish from source reverberation in observed data. This event is more readily recognized in the seismograms calculated with the signature of the tuned array. Reflections generated from within the volcanic sequence are also identifiable in the latter seismograms. The synthetic seismograms calculated for the velocity-depth profiles derived from the velocity-porosity relationships shown in Figure 9 are clearly dominated by source Porosity (%) Figure 9 . Possible porosity-velocity relationships for Hole 504B calibrated to the physical properties of samples recovered at Hole 504B. Curves HS + and HS~ represent the Hashin-Shtrickman upper and lower bounds on velocity-porosity space, curve SCS is the relationship predicted by the self-consistent scheme (see text), and curve EMP is the empirical relationship between laboratory-measured values of velocity and porosity . These curves were calculated using the formulae presented in Watt et al. (1976) . reverberation and sediment-column multiples (Fig. 14) . Only velocity-depth profile HS~ generates a readily recognized reflection event (Fig. 14B) .
Synthetic CMP Gathers
The normal-incidence synthetic seismograms of Figures 12-14 are not strictly analogous to the seismograms of MCS data that are generated by stacking tens of seismograms having a common midpoint. Layer boundaries with low seismic impedance may be more readily detected by recording arrivals at horizontal ranges close to the P-wave critical point where the amplitudes of the reflected phase are significantly greater than at normal incidence. Accordingly, we attempted to better replicate the CMP stacking method by calculating and stacking synthetic CMP gathers (Figs. 15A and 16A) for velocity models OBS and EMP20 ( Fig. 2A) using the reflectivity method (Fuchs and Muller, 1971; Kennett, 1975) . Synthetic CMP gathers for the range window 0.3-2.7 km were summed using stacking velocities calculated from the input velocity models. These gathers were computed for frequencies of 10-30 Hz because comparison of filtered and unfiltered samples of the observed MCS data demonstrates that the observed data have negligible energy at frequencies greater than 30 Hz. The 5.2-s reflection event in the stacked CMP gather calculated for model OBS (Fig. 15B ) correlates with the volcanic/dike boundary. However, this event is difficult to distinguish from source reverberation. The stacked CMP gather (Fig. 16B ) computed for model EMP20 does not show a readily identifiable event from this geological boundary. Comparison of Figures 15A and 16A with Figures 12-14 suggests that a receiver array with an aperture greater than 2.4 km would not necessarily increase the amplitude of the 5.2-s event. At ranges greater than 2.7 km, synthetic CMP gathers for both the OBS and EMP20 models are dominated by refracted arrivals.
In the reflectivity method, the Fourier transform of the pressure response at the receiver is represented by a Hankel transform over the incidence angle of the product of the reflectivity function and Bessel functions of the first kind. Stephen (1977 Stephen ( , 1983 showed that for accurate seismogram calculation the lim-its of integration of the Hankel transform must be chosen wide enough to avoid the introduction of false arrivals with phase velocities corresponding to one or other of the integration limits. In addition, the angle increment must be sufficiently small so that the computed seismograms do not show reverberative noise (Stephen, 1977 (Stephen, , 1983 Mallick and Frazer, 1987) .
For the velocity structures of interest in this paper, the minimization of the noise sources described in the preceding requires excessive computation. The synthetic CMP gathers shown in Figures 15A and 16B were computed using an angle increment of 0.023° and integration limits of 0.07° and 40°. These limits correspond to phase velocities of 1100 and 2.175 km/s, respectively. This choice of parameters introduces a high-amplitude numerical arrival with a phase velocity of 2.175 km/s, but results in negligible reverberative noise. The false arrival has a negligible effect on the seismograms included in the CMP stack.
In implementing the reflectivity method used to compute the synthetic CMP gathers shown in Figures 15A and 16B , the Bessel functions in the integrand of the Hankel transform are approximated by Hankel functions. This approximation is satisfactory when the argument of the Bessel function is greater than 15 for those values of frequency and incidence angle that contribute most to the integrand (Stephen, 1977) . When the approximation is inappropriate, values of the reflectivity function at large angles of incidence are weighted more heavily than they should be. For the synthetic CMP gathers shown here, the minimum value of the Bessel function argument is about 0.15. To check the accuracy of these calculations, we computed synthetic seismograms for which the Bessel functions were alternately approximated by Hankel functions and by Chebyshev polynomials. The latter are a better approximation than the former when the argument of the Bessel function is small. For horizontal ranges of 0.3-3.0 km using the incidence angles and frequencies listed in the preceding, the seismograms for both of these approximations were not observably different.
Wide-Aperture Synthetic CMP Gathers
Synthetic reflection modeling at normal incidence shows that the smooth velocity transition that characterizes the velocity profiles derived from estimates of the bulk porosity data are dominated by source reverberation and sediment-column multiples ( Fig. 14) . However, wide-aperture synthetic CMP gathers for model EMP20 ( Fig. 2A) show that the velocity gradient, which defines the volcanic/sheeted dike transition, generates high-amplitude refracted arrivals at horizontal ranges of 6-7 km (Fig. 17A) . These seismograms were calculated using an angle increment of 0.051° and integration limits of 0.17° and 89°, corresponding to phase velocities of 500 and 1.5001 km/s, respectively. In contrast to the seismograms presented in Figures  15A and 16A , this choice of parameters does not introduce false arrivals but causes low-amplitude reverberative noise. However, this noise has negligible effect on the observed amplitude focusing at the 6-7-km range.
The observation of high-amplitude refracted arrivals (Fig.  17) suggests that the depth to the extrusives/sheeted dike transition at Hole 504B might be more readily mapped with the wideangle reflection/refraction technique than with conventional MCS techniques. Wide-angle reflection/refraction data acquired at Hole 504B show amplitude focusing at ranges of 5-7 km (Collins, 1989) , as predicted by the synthetic seismogram modeling. The horizontal range of this amplitude high has been shown to be a sensitive indicator of the depth to the Layer 2/ Layer 3 velocity transition (Bratt and Purdy, 1984) . Accordingly, the Layer 2/Layer 3 boundary at Hole 504B must lie in the vicinity of the volcanic/dike transition. 
DISCUSSION
The difficulty in identifying a reflection event generated within the upper crust at Hole 504B is probably due to a combination of factors in the experimental technique and geological structure. The high-amplitude, side-scattered arrivals characteristic of the MCS data (e.g., Fig. 3 ) cannot be completely removed by f-k filtering, and these events probably obscure intra-crustal reflections. Given this noise problem, the ability to confidently identify an intracrustal reflection event at Hole 504B would probably be improved if MCS data were acquired with a receiver array characterized by a shorter group separation. The shorter group separation would allow more accurate f-k filtering, minimizing the effects of spatial aliasing. Side-scattered arrivals in MCS data acquired on the Juan de Fuca Ridge were successfully removed by f-k filtering (Rohr et al., 1988) . These Frequency (Hz) Figure 11 . Source signatures and spectra of the two source pulses used to calculate synthetic seismograms. Although the spectra are similar, the primary-to-bubble pulse ratio of the tuned array is superior to the LDGO source. Figure 14 . Normal-incidence synthetic seismograms for the velocitydepth models shown in Figure 10 . The seismograms calculated for the porosity-derived velocity profiles are all similar to each other, indicating that they are dominated by the source reverberation and by multiply-reflected energy trapped within the sedimentary layer. The asterisks indicate the two-way traveltime to the top of the volcanic/dike boundary. Because of the variation of the Archie's law exponent with depth, seismograms were calculated for Archie's law exponents of (A) 1.5, (B) 2.0, and (C) 2.5.
OBS: 10-30 Hz Figure 15 . A. Synthetic CMP gather calculated for ranges of up to 6 km for velocity-depth model OBS ( Fig. 2A) . Amplitudes of the seismograms were multiplied by a constant scaling factor and plotted with a reduction velocity of 4.5 km/s. The linear phase preceding the seafloor reflection is numerical noise. B. Comparison of two normal-incidence seismograms on the left (for velocity model OBS, excluding and including the igneous section) with two seismograms resulting from a CMP stack of seismograms in Figure 15A for the range window 0.3-2.7 km. The stacking velocities used for the seismogram labeled "CMP stack" were calculated from the input velocity-depth model. A constant stacking velocity of 1.5 km/s was used to obtain the seismogram on the far right in order to accentuate sediment-column multiples. The asterisks indicate the two-way traveltime to the top of the volcanic/dike boundary. Amplitudes were multiplied by an exponential, time-varying function. The time window over which the gain function was applied ranges from 5 to 5.5 s; the gain at 5.5 s is 30 dB. The amplitudes of the two normal-incidence seismograms are comparable, as are those of the CMP-stacked seismograms.
data, which show an intracrustal reflection event with a crustal traveltime of 0.3-0.55 s (Table 1) , were acquired with a receiver array having a group separation of only 25 m (Rohr et al., 1988) , as opposed to 50 m for the present study. Figure 16 . A. Synthetic CMP gather calculated for velocity-depth model EMP20 ( Fig. 2A) and plotted as described for Figure 15A . B. Comparison of two normal-incidence seismograms on the left (for velocity model EMP20, excluding and including the igneous section) with two seismograms resulting from a CMP stack of the seismograms in Figure  16A for the range window 0.3-2.7 km. The asterisks indicate the twoway traveltime to the top of the volcanic/dike boundary. Amplitudes have been scaled as described in Figure 15B .
The synthetic seismograms shown in Figure 12 demonstrate that it would be difficult to assert that the 5.2-s event represents an intracrustal reflection rather than source reverberation without knowledge of the velocity-depth model and the source signature. This problem does not arise for the seismograms calculated with the shorter-duration source signature (Fig. 13) . Clearly, accurate deconvolution of the MCS data using the measured source signature would aid in identifying a reflection event from the volcanic/dike boundary. We did not attempt to deconvolve the MCS data collected at Hole 504B because of lack of knowledge of the source signature. The signature shown in Figure 11 is only an approximation to the true signature. We did not use the seafloor reflection as an estimate of the source signature be- Figure 17 . A. Wide-aperture synthetic CMP gather calculated for velocity-depth model EMP20 ( Fig. 2A ). Amplitudes were multiplied by a linear function of range, and times were plotted with a reduction velocity of 6.0 km/s. The velocity gradient corresponding to the volcanic/dike transition generates high-amplitude refracted arrivals at horizontal ranges of 6-7 km. B. Power vs. range for the seismograms shown in Figure  17A . The time window over which power was computed extends from 4.8 to 5.1 s reduced time. The power peak corresponds to the amplitude focusing observed at a range of 6-7 km. cause inspection of the synthetic seismograms calculated with source LDGO (Fig. 12) shows that the seafloor reflection phase overlaps the reflection event generated at the sedimentary Unit 1/Unit 2 boundary. This event is also evident in the observed data ( Figs. 7 and 8) . The low amplitude of the 5.2-s event ensures that misidentification of the source pulse would prevent the accurate deconvolution required to image this event.
The side-scattered noise evident in the MCS data and the relative shallowness of the extrusives/sheeted dike boundary at Hole 504B clearly reduces the detectability of a reflection event from this horizon. However, it is also possible that the geological structure of the shallow crust at Hole 504B is anomalous relative to typical oceanic crust and differs from the crustal structure in those areas where high-amplitude shallow reflection events have been identified (Table 1 ). In the MCS data collected on the Juan de Fuca Ridge (Rohr et al., 1988) , the reflection event from the shallow crust is of sufficient amplitude to be readily identifiable on the individual traces of CMP gathers (K.M.M. Rohr, pers. comm., 1988) . While additional processing of the MCS data collected at Hole 504B might result in the imaging of a shallow reflection event, the amplitude of such an event is unlikely to be comparable to the high-amplitude event mapped on the Juan de Fuca Ridge. The effective impedance contrast across the geological structure generating this high-amplitude event must be much greater than the impedance contrast across the volcanic/dike boundary at Hole 504B.
The difference in the impedance structure of the Juan de Fuca and Hole 504B sites does not rule out the possibility that the event described by Rohr et al. (1988) was generated at a lithologic/porosity transition similar to that observed at Hole 504B. If the thickness of the volcanic/dike transition at Hole 504B was half of that observed, the effective impedance would be significantly enhanced. In the absence of any evidence to the contrary, and given supporting evidence from ophiolite studies, it is reasonable to suggest that the transition zone drilled at Hole 504B is a fundamental feature of the oceanic crust. The thickness of this transition zone controls the reflectivity structure of the upper crust and must vary over length scales of a few kilometers because the reflection amplitudes of the events listed in Table 1 vary laterally over this length scale (see references in Table 1). This inferred variation in transition zone thickness is consistent with the results of ophiolite mapping. These studies show that the depths and thicknesses of the volcanic/dike, dike/ gabbro, and metamorphic facies transition zones can vary by hundreds of meters over distances of a few kilometers (Casey et al., 1981) . These geological boundaries are strong candidates for producing shallow crustal reflections.
The question remains whether or not there are systematic long-wavelength variations in the thickness of upper crustal transition zones which might explain regional differences in shallow crustal reflectivity. The limited available data set does not appear to conclusively identify such a trend. The sites listed in Table 1 are characterized by variable crustal ages and spreading rates. Crustal ages range from less than 1 m.y. (Juan de Fuca) to more than 100 m.y. (western North Atlantic), and halfspreading rates at the time of formation of these sites ranged from about 10 mm/yr (western North Atlantic) to 30 mm/yr (Juan de Fuca). The identification of systematic variations in upper crustal reflectivity as a function of seafloor-spreading parameters awaits the widespread acquisition of densely sampled MCS data using broad-band source arrays.
Although the relationship between shallow crustal reflections and the velocity structure of the upper oceanic crust remains to be determined, it seems plausible to correlate these reflections with the Layer 2/Layer 3 velocity transition zone. Bratt and Purdy (1984) have shown that the thickness of Layer 2 varies by up to 700 m over lateral distances of a few kilometers along a 0.5-m.y.-old, 200-km-long strip of crust on the East Pacific Rise. No systematic variations in the thickness of this layer were observed. The observed thickness variation is equivalent to a difference of about 0.25 s in two-way traveltime, which is similar to the observed variations in the traveltimes of shallow crustal reflections (Table 1) . These refraction data, however, collected using on-bottom receivers and surface sources, do not have the resolution to allow the accurate determination of variations in the thickness of the Layer 2/Layer 3 transition zone. High-quality refraction data, collected using both on-bottom sources and receivers, (e.g., Purdy, 1987) in an area of known upper crustal reflectivity would closely constrain the velocity structure of the reflecting horizon. Drilling such a well-surveyed reflecting horizon would set the stage for a careful investigation of the structure of the upper oceanic crust. valuable assistance throughout the course of the experiment. Initial data reduction was carried out at Lamont-Doherty Geological Observatory, and we thank John Mutter, Peter Buhl, John Diebold, and Joyce Alsop for their help. Kristin Rohr provided advice on reprocessing the MCS data and preprints on related work. Reprocessing of the reflection data at USGS was facilitated by Jon Childs, Eric Geist, and Jill McCarthy. Steve Eittreim, Jeff Karson, Jan Morton, and Dick Von Herzen provided helpful reviews of this manuscript. The work described here was funded by National Science Foundation grants OCE-84-10658 and OCE-87-00806. Woods Hole Oceanographic Institution Contribution 7070.
