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Abstract
We introduce a new concept of perturbation of closed linear subspaces
and operators in Banach spaces called uniform λ−adjustment which is
weaker than perturbations by small gap, operator norm, q−norm, and
K2−approximation. In arbitrary Banach spaces some of the classical
Fredholm stability theorems remain true under uniform λ−adjustment,
while other fail. However, uniformly λ−adjusted subspaces and linear op-
erators retain their (semi)Fredholm properties in a Banach space which
dual is Fréchet-Urysohn in weak∗ topology.
We also introduce another concept of perturbation called uniform
µ−approximation which is weaker than perturbations by small gap, norm,
and compact convergence, yet stronger than uniform λ−adjustment. We
present Fredholm stability theorems for uniform µ−approximation in ar-
bitrary Banach spaces and a theorem on stability of Riesz kernels and
ranges for commuting closed essentially Kato operators.
Finally, we define the new concepts of a tuple of subspaces and of a
complex of subspaces in Banach spaces, and present stability theorems
for index and defect numbers of Fredholm tuples and complexes under
uniform λ−adjustment and uniform µ−approximation.
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31 Introduction
The goal of this paper is to research the foundation of the Fredholm stability
theory in Banach spaces. We consider perturbations of linear subspaces of a
general kind based on metric proximity of the sequence of differences between
elements of two subspaces to a fixed vector from the ambient Banach space. This
approach subsumes several already known classes of perturbations and allows
for cases that do not fit into any of the existing class. We prove and present
Fredholm style stability theorems  some of them new, others strengthening
classical results.
The following subsection recaps several current Fredholm stability approaches
in their relation to each other.
1.1 Overview of the Stability Theory
The concept of a gap between two linear subspaces of a Banach space has been
introduced 60 years ago in [35]. Starting from that foundational paper the gap
as a measure of proximity between two subspaces or between two operators (en-
compassing operators with small norm difference) has been used in the research
of stability of properties of linear equations with Fredholm and semiFredholm
operators  see [35, 19, 18, 20, 38, 39, 33].
Soon after [35] it was established in [9] that the property of being a Fredholm
operator is stable under perturbation by a compact operator. In the subsequent
papers [24, 25, 47, 40, 46] a more general theory of stability of Fredholm and
semiFredholm operators has been developed that considers perturbations by
operators with a small measure of non-compactness.
In parallel with the above two stability theories yet another approach has
been developed in [48, 4, 5, 11, 45, 52, 49, 50] as a theory of collectively com-
pact operators or, equivalently, as a theory of compact approximation. Re-
sults in this direction are closely related to computational methods. A rela-
tion between compact operators, compact approximation and measures of non-
compactness have been established. For example, in [52] it has been proved
that a sequence of linear operators (An)N mapping a Banach space X onto a
Banach Space Y K2−converges to a null operator (i.e. the K2−condition holds:
if (xn)N ⊂ X is bounded, then (Anxn)N ⊂ Y is relatively compact) if and only if
limn→∞ q(∪i≥nAi(B1)) = 0 where B1 is a unit ball in X, q(M) is the Hausdorff
measure of non-compactness of a set M ⊂ Y .
Another area of stability research that generalizes the theory of compact
perturbations involves perturbations of linear operators by inessential, Ω+ and
Ω− operators ([1, 2]), strictly singular ([32]) and strictly cosingular ([43, 44])
operators  the work [2] presents a thorough overview of the result in this direc-
tion. In addition, recently another direction has emerged in stability theory for
Fredholm and semi-Fredholm pairs of subspaces of a Banach space in work [29]
 it employs the concepts of strictly singular and strictly cosingular operators
in the context of pairs of subspaces.
All of the above approaches proved powerful stability results in Banach
spaces, and not only for (semi)Fredholm operators  in the cited works it had
been proved that they allow for stability of spectral properties. Also, Fredholm
properties of operator complexes have been discovered to be stable under small
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gap, compact or inessential perturbations in the works [14, 15, 51, 3, 17].
What can be said about the relations between these stability theories? It
appears that compact paerturbations and compact approximation are related
via Hausdorff measure of noncompactness. At the same time compact pertur-
bations are extended by inessential, Ω+ and Ω− operators, strictly singular and
strictly cosingular operators.
However, we do not know of any so far established relations between small
gap and compact approximation, or between small gap and perturbations by
compact operators. Another notable difference between these approaches is
that only the gap theory and the newly developed concepts of strictly singular
and strictly co-singular pairs deal with the subspaces of a Banach space  the
rest is concerned only with linear operators.
Note that a general theory of multivalued linear operators with meaningful
applications has been extensively developed (see [13]) and some stability theo-
rems have been obtained there as well. Thus, it would be of certain interest to
consider if similar results can be obtained for subspaces of Banach spaces, not
just for single or multi valued operators.
The disparity between the gap concept and the rest of the above mentioned
approaches brings up a question if there is a small set of coherent underly-
ing principles on which a unified stability theory can be founded. Ideally, its
theorems would strengthen and generalize the facts for subspaces and opera-
tors from all of the existing theories of gap, compact perturbations, compact
approximation, inessential operators and singular/co-singular perturbations.
1.2 New Concepts: λ−Adjustment and µ−Approximation
In the course of this paper we attempt to build a theory from which most of
the known (semi)Fredholm stability results for small gap, compact perturba-
tions and compact approximation follow. It is based on the following simple
observation.
The gap distance depends on the norm ‖x− y‖ of a difference between two
vectors x and y from different subspaces of a Banach space X. Obviously that
value is the same as ‖x− y − θ‖ where θ ∈ X is the null vector. By replacing θ
with an arbitrary vector z ∈ X, and by considering the sequences of norms of
differences ‖xn − yn − z‖ instead of a single difference ‖x− y‖, it is possible to
define proximity of the sequences of Banach subspaces that extends the concept
of gap and that parallels perturbations by operators with the small measure of
non-compactness.
Following this idea, in Section 2 we define the concept of lower and upper
λ−adjusted sequences of closed subspaces of a Banach space. That concept is
rather general as it encompasses the concepts of gap, perturbations by operator
with the small measure of non-compactness and K2−approximation. Appar-
ently due to this generality an upper semiFredholm pair of subspaces and upper
semiFredholm operators may become unstable under upper λ−adjustment in
an arbitrary Banach space as shown in Section 2.4. Still, in Section 2.5 we show
that any lower semiFredholm pair of subspaces remains stable under lower
λ−adjustment. Also, lower λ−adjustment of continuous operators preserves
Fredholm and lower semiFredholm properties.
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In the next Section 3 we introduce BFU−spaces  those are Banach spaces
which dual is a Fréchet-Urysohn topological space in weak∗ topology. The
class of BFU−spaces is rather broad as it contains all separable and reflexive
spaces and their finite products. It appears that in BFU−spaces upper semi
Fredholm pairs of subspaces and upper semiFredholm operators remain stable
under upper λ−adjustment.
In the following Section 4 we introduce another perturbation concept 
µ−approximation. In essence, two sequences of subspaces from a Banach space
µ−approximate each other if they are λ−adjusted and if for any vector of the
encompassing Banach space its close proximity to the subspaces from the first
sequence means that it is also close enough to the subspaces from the second
sequence. It appears that any (semi)Fredholm property of a pair of subspaces
from any Banach space is stable under µ−approximation. Furthermore, prop-
erties of the essentially Kato operators remain stable under µ−approximation
of commuting operators as well. Note that essentially Kato stability has been
previously proved only for perturbations by operators with the small norm (see
[26, 27, 28, 16]).
In the last Section 5 we apply the previously established results to what
seems to be the new concepts of tuples of subspaces and of complexes of tuples
of subspaces from Banach spaces. We present and discuss definitions of a tuple
of subspaces, of a pair complex, of a tuple complex and of an inclusion complex.
For each of them we present stability results under λ−adjustment and under
µ−approximation.
1.3 Research Dateline
A large number of the important results from Sections 2, 3 and 4 had been
obtained (in a slightly different form) in the period of years 19751980. Some of
the results from Section 4 (together with the spectral stability theorems omitted
from the current paper) where presented in the author's 1977 graduation thesis
at the University of Latvia in Riga, Latvia.
Other material from Sections 2, 3 and 4, as well as the entire body of Section
5 has been developed in 20072008 time period.
1.4 Acknowledgments
The work between 19751980 has been conducted under the guidance of Mikhail
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Current research has been fully supported by my family  I am grateful to
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1.5 Notational Conventions
N is a set of natural numbers, N′ is an infinite subset of N, N′′ is an infinite
subset of N′ , etc. When the number of nested subsets becomes high, we denote
the subset at depth n as N′n
N ⊃ N′ ⊃ N′′ ⊃ N′′′ ⊃ N′4 ⊃ N′5 ⊃ ...
When several lines of subsets are considered at the same time, we distinguish
them by lower indices as follows:
N ⊃ N′ ⊃ N′′ ⊃ ... N′k ⊃ N′k+1 ⊃ ...
N ⊃ N′0 ⊃ N
′′
0 ⊃ ... N
′k
0 ⊃ N
′k+1
0 ⊃ ...
N ⊃ N′1 ⊃ N
′′
1 ⊃ ... N
′k
1 ⊃ N
′k+1
1 ⊃ ...
A sequence of elements enumerated by elements n ∈ N′ is denoted by (en)N′ .
When more than one index is involved the running index from set N′ is specified
with that set like (enm)m∈N′ or (e
k
m)m∈N′ , etc.
If (Mn)N′ is a sequence of non-empty sets and (xn)N′ is a sequence of elements
such that xn ∈ Mn for n ∈ N′ , then we say that (xn)N′ isfrom (Mn)N′ and
write (xn)N′ / (Mn)N′ .
A vector x from a unit sphere of a Banach space X is called a unit vector ;
a sequence of unit vectors (xn)N′ is called a unit sequence.
All subspaces and operators in Banach spaces are meant to be linear.
A null element of a Banach space is denoted by θ; a null subspace of a
Banach space  the one that consists of a single element θ  is denoted by {θ};
a null operator from a Banach space X to a Banach space Y  the one that
maps every vector from X into θ from Y  is also denoted by θ.
If X1, ..., Xk are k ≥ 2 Banach spaces, then their direct product∏k
i=1X
i = X1 × · · · ×Xk is a Banach space of ordered k−tuples (x1, ..., xk)
such that xi ∈ Xi for each i = 1, ..., k; the norm on ∏ki=1Xi is defined as
max{∥∥x1∥∥ , ...,∥∥xk∥∥}.
If X and Y are two Banach spaces, then C(X,Y ) is a set of closed linear
operators  those which graphs are closed in the product space X × Y ; domain
dom(A) of a closed operator A ∈ C(X,Y ) may be a proper subspace of X.
The set of all continuous operators from C(X,Y ) is denoted by BC(X,Y ).
Note that operators from BC(X,Y ) may not be defined on the whole X.
By B(X,Y ) we denote a Banach space, furnished with operator norm, of
continuous (i.e. bounded) operators defined on all X and acting into Y ; K(X,Y )
is a space of all compact operators. Note inclusions
K(X,Y ) ⊂ B(X,Y ) ⊂ BC(X,Y ) ⊂ C(X,Y ).
Dimension of a Banach space X, denoted by dimX, is the power of a maximal
set of linearly independent vectors; if it is not finite, then we write dimX =∞.
When dimension numbers are finite, their addition and subtraction follow usual
rules of arithmetics; when at least one of the dimensions is∞, then by definition
the result of any addition or subtraction is ∞ as well.
72 Uniform λ−Adjustment in Banach Spaces
In this section we define lower and upper uniform λ−adjustment between se-
quences of closed subspaces of Banach spaces. Uniform λ−adjustment between
sequences of closed linear operators is then defined as uniform λ−adjustment
between their graph subspaces in the product space. Then we show that per-
turbations by small gap, small norm, small q−norm and K2−approximation
become just particular cases of uniform λ−adjustment, while some other per-
turbations previously not fit into any of the existing cases still satisfy definition
of λ−adjustment.
After that we present several examples when properties used to be stable
under previous perturbations break down under uniform λ−adjustment. At the
end we prove that lower uniform λ−adjustment with small λ still preserves lower
semiFredholm properties of a pair of subspaces and that lower 0−adjustment
preserves any lower or upper (semi)Fredholm properties of continuous linear
operators.
2.1 Uniform λ−Adjustment
Definition 2.1.1 (Uniform λ−Adjustment of Sequences of Subspaces). Let
(Mn)N′ and (Pn)N′ be a pair of sequences of closed subspaces from a Banach
space X, Mn 6= {θ} for all n ∈ N′ and λ ≥ 0. We say that (Mn)N′ is lower
uniformly λ−adjusted with (Pn)N′ (equivalently  (Pn)N′ is upper uniformly λ−
adjusted with (Mn)N′ ) if for any η > 0 and for any unit subsequence (xn)N′′
from (Mn)N′′ there exists a subsequence (yn)N′′′ from (Pn)N′′′ and a vector z ∈ X
such that
lim
n∈N′′′
‖xn − yn − z‖ ≤ λ+ η.
The uniform λ−adjustment between (Mn)N′ and (Pn)N′ is a non-negative real
number defined as
λN′ [Mn, Pn] := inf{λ ∈ R | (Mn)N′ is lower uniformly λ−adjusted with (Pn)N′}.
Definition 2.1.2 (Uniform λ−Adjustment Between a Subspace and a Sequence
of Subspaces). Similarly to the uniform adjustment of a pair of sequences of sub-
spaces, we define uniform adjustment between a subspace M and a sequence of
subspaces (Pn)N′ , as well as uniform adjustment between a sequence of subspaces
(Mn)N′ and a subspace P , denoting
λN′ [M,Pn] := λN′ [Mn, Pn] where M = Mn for n ∈ N
′
,
λN′ [Mn, P ] := λN′ [Mn, Pn] where P = Pn for n ∈ N
′
.
The uniform λ−adjustment is well defined between any two sequences of
subspaces (Mn)N′ and (Pn)N′ since for any unit subsequence (xn)N′ / (Mn)N′
one can choose yn = θ for n ∈ N′ and z = θ ∈ X so that (yn)N′ / (Pn)N′ and
lim
n∈N′
‖xn − yn − z‖ = lim
n∈N′
‖xn − θ − θ‖ = 1.
Thus λN′ [Mn, Pn] ≤ 1 for any two sequences of subspaces (Mn)N′ and (Pn)N′ .
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Recall that if x is a vector from a Banach space X, and P is a closed sub-
space of X, then distance from x to P is defined as
dist(x, P ) := inf{‖x− y‖ | y ∈ P};
if M , P are two closed subspaces of a Banach space X then the gap between M
and P is a real non-negative number defined as
δ(M,P ) := sup{dist(x, P ) | x ∈M, ‖x‖ = 1}.
The concept of uniform λ−adjustment generalizes the concept of gap dis-
tance as shown in the following lemma:
Lemma 2.1.3 (Uniform λ−Adjustment is Weaker than Gap). Small gap means
small adjustment:
λN′ [Mn, Pn] ≤ lim
n∈N′
δ(Mn, Pn).
Proof. Consider a unit subsequence (xn)N′′ / (Mn)N′′ and a number η > 0. Def-
inition of δ(Mn, Pn) implies that for every vector xn ∈Mn one can find a vector
yn ∈ Pn such that ‖xn − yn‖ < δ(Mn, Pn) + η; hence, setting z = θ, we see that
lim
n∈N′′
‖xn − yn − z‖ = lim
n∈N′′
‖xn − yn − θ‖
= lim
n∈N′′
‖xn − yn‖
≤ lim
n∈N′′
δ(Mn, Pn) + η.
Therefore, according to definition of λ−adjustment we shall conclude that
λN′ [Mn, Pn] ≤ lim
n∈N′
δ(Mn, Pn).
2.2 The Small Uniform λ−Adjustment Theorem
Throughout this article we will see a significant interplay between the concepts
of gap and uniform λ−adjustment; in particular, we will be using the following
well known theorem (see [35, 18, 33, 42]:
Theorem 2.2.1 (The Small Gap Theorem). Suppose that M and P are two
closed subspaces from a Banach space X. Then
1. If dimM <∞ and dimM < dimP , then there exists a unit vector x ∈ P
such that dist(x,M) = 1.
2. If δ(M,P ) < 1, then dimM ≤ dimP .
3. If δ(M,P ) < 1, then dimX/P ≤ dimX/M .
4. If δ(X,P ) < 1, then δ(X,P ) = 0 and X = P .
Let us use the Small Gap Theorem in order to prove a similar statement for
uniform λ−adjustment:
Theorem 2.2.2 (The Small Uniform Adjustment Theorem). Let (Mn)N′ and
(Pn)N′ be two sequences of closed subspaces, P be a closed subspace from a
Banach space X. Then
2.2 The Small Uniform λ−Adjustment Theorem 9
1. If λN′ [Mn, Pn] < 1/2, then there exist K ∈ N
′
, L ∈ N such that for m > K
dimMm ≤ L+ dimPm.
2. For every  > 0 there exists a natural number K ∈ N and a
finite-dimensional subspace Q ⊂
∑K
i=1Mi such that
λN′ [Mn, Pn] +  ≥
1
2
× lim
n∈N′
δ(Mn, Q +
n∑
j=1
Pj). (1)
3. If λN′ [Mn, P ] < 1/2 then there exist K ∈ N
′
, L ∈ N such that for m > K
dimX/P + L ≤ dimX/Mm.
4. If Mn = M ⊂ Pn for n ∈ N′ and dimPn →∞, then
0 = λN′ [M,Pn], λN′ [Pn,M ] ≥
1
2
5. If λN′ [Mn, {θ}] < 1/2 then there exists a closed subspace Q ⊂ X with a
finite co-dimension dimX/Q <∞ and a natural number K ∈ N′ such
that Mm ∩Q = {θ} for all m > K and all norms of natural projectors
Prm : Mm ⊕Q→ Q are bounded from above.
Proof. If for large enough n all dimPn are infinite then proposition 1 is trivially
true. Thus we shall only consider a case when infinitely many numbers dimPn
are finite, and suppose to the contrary that there exists a subsequence N′′ such
that
lim
n∈N′′
(dimMn − dimPn)→∞.
We may assume that all dimensions dimMn are finite as well  otherwise we
could consider finite-dimensional subspaces M
′
n ⊂Mn with the same property.
Now let us build inductively a subsequence N′′′ such that for all n ∈ N′′′
dimMn > dim (
∑
i∈N′′′ ,i<n
Mi +
∑
i∈N′′′ ,i≤n
Pi) :
• According to our assumption there exists n1 ∈ N′′′ such that
dimMn1 − dimPn1 > 0;
• suppose that we have already built such numbers n1, n2, ..., nk up until
k. Since all Mni and Pni are finite-dimensional, the sum of their dimen-
sions Sk ∈ N is finite. According to our assumption there exists some
r > nk, r ∈ N′′′ such that dimMr − dimPr > Sk. If we set nk+1 = r then
it is easy to see that
dimMnk+1 > dimPnk+1 + Sk
= dimPnk+1 + (
∑
i≤k
dimMni +
∑
i≤k
dimPni)
≥ dim (
∑
i<k+1
Mni +
∑
i≤k+1
Pni).
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According to our construction, we can apply proposition 1 from the Small Gap
Theorem to each pair of subspaces
(Mnk+1 ,
∑
i<k+1
Mni +
∑
i≤k+1
Pni)
choosing a unit subsequence (xn)n∈N′′′ / (Mn)n∈N′′′ such that
dist(xn,
∑
i∈N′′′ ,i<n
Mi +
∑
i∈N′′′ ,i≤n
Pi) = 1. (2)
Now choose η > 0 so that λN′ [Mn, Pn] + η <
1
2 , also choose a subsequence
(yn)N′4 / (Pn)N′4 and z ∈ X such that
lim
n∈N′4
‖xn − yn − z‖ < λN′ [Mn, Pn] + η.
Hence, applying the triangle inequality for large enough n > m, n,m ∈ N′4 we
obtain
‖xn − (xm − ym + yn)‖ = ‖xn − yn − xm + ym‖
= ‖(xn − yn − z)− (xm − ym − z)‖
≤ ‖(xn − yn − z)‖+ ‖(xm − ym − z)‖
< 2× (λN′ [Mn, Pn] + η) < 1.
However,
xm − ym + yn ∈
∑
i∈N′′′ ,i<n
Mi +
∑
i∈N′′′ ,i≤n
Pi,
Therefore
dist(xn,
∑
i∈N′′′ ,i<n
Mi +
∑
i∈N′′′ ,i≤n
Pi) < 1.
which directly contradicts (2). Therefore our assumption is incorrect and we
shall conclude that there exist K ∈ N′ and L ∈ N such that dimMm ≤ L+ Pm
for m > K which concludes the proof of proposition 1.
Suppose that proposition 2 is not true for some  > 0 and choose any unit
vector x1 from M1, set n1 = 1, Q1 = sp({xn1})  a linear space spanned on
vector xn1 . Then, since dimQ1 <∞, there shall exist some n2 > n1 and a unit
vector xn2 ∈Mn2 such that
dist(xn2 , Q1 +
n2∑
j=1
Pj) > 2× (λN′ [Mn, Pn] + ).
Next set Q2 = sp({xn1 , xn2})  a linear space spanned on both xn1 and xn2 .
Again, following our assumption there shall exist some n3 > n2 such that
dist(xn3 , Q2 +
n3∑
j=1
Pj) > 2× (λN′ [Mn, Pn] + ).
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Continuing this process, one can build sequences of numbers N′′ = (nk)k∈N and
unit vectors (xnk)k∈N / (Mnk)k∈N and a sequence of finite-dimensional subspaces
Qk = sp({xn1 , xn2 , ..., xnk}) ⊂
∑nk
j=iMj such that
dist(xnk+1 , Qk +
nk+1∑
j=1
Pj) > 2× (λN′ [Mn, Pn] + ). (3)
Now recall that by definition of uniform λ−adjustment, for the just built unit
subsequence (xn)N′′ and for  > 0 one can find a subsequence (yn)N′′′ / (Pn)N′′′
and a vector z ∈ X such that
lim
n∈N′′′
‖xn − yn − z‖ ≤ λN′ [Mn, Pn] + .
Therefore, there exists K ∈ N′′′ such that for all n > K, n ∈ N′′′ :
lim
n∈N′′′
‖xn − (xK + yn − yK)‖ = lim
n∈N′′′
‖xK − yK − xn + yn)‖
= lim
n∈N′′′
‖(xK − yK − z)− (xn − yn − z)‖
≤ lim
n∈N′′′
‖xK − yK − z‖+ lim
n∈N′′′
‖xn − yn − z‖
≤ 2× (λN′ [Mn, Pn] + ).
Since xn ∈Mn is a unit vector, xK ∈ QK , and yn − yK ∈ Pn + PK , we observe
that for n > K
dist(xn, QK + Pn + PK) ≤ 2× (λN′ [Mn, Pn] + ).
However, if n > K, thenQm ⊇ QK for allm ∈ [K,n) and
∑n
j=1 Pj ⊃ (Pn + PK);
therefore, for the same m and n
dist(xn, Qm+
n∑
j=1
Pj) ≤ dist(xn, QK+Pn+PK) ≤ 2×(λN′ [Mn, Pn]+). (4)
Now combining (3) and (4) and recalling that  > 0 we obtain a contradiction:
2× (λN′ [Mn, Pn] + ) < 2× (λN′ [Mn, Pn] + ).
Thus our assumption shall be invalid, hence proposition 2 is true.
In order to prove proposition 3, choose numbers  and η so that
λN′ [Mn, P ] < η <
1
2
, 0 <  <
1
2
− η.
Since all Pn are equal to P , we may rewrite (4):
lim
n∈N′
δ(Mn, Q +
∑
P ) = lim
n∈N′
δ(Mn, Q + P )
≤ 2× (λN′ [Mn, P ] + )
< 2× (η + ) < 2× 1
2
= 1.
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Applying proposition 3 from the Small Gap Theorem to the pairs of subspaces
(Mn, Q + P ) for large enough n ∈ N′ , and noticing that dimQ <∞ we obtain
dimX/Mn ≤ dimX/(P +Q) ≤ dimX/P − dimQ,
dimX/Mn + dimQ ≤ dimX/P,
which concludes the proof of the proposition 3.
In order to prove proposition 4 note that equality 0 = λN′ [M,Pn] trivially
follows from the definition of λ−adjustment. For the second relation rewrite (1)
λN′ [Pn,M ] +  ≥
1
2
× lim
n∈N′
δ(Pn, Q +
∑
M) =
1
2
× lim
n∈N′
δ(Pn, Q +M).
Now consider quotient subspaces Pn/M and (Q +M)/M in the quotient space
X/M . Since dim(Q +M)/M <∞ by construction and since dimPn/M →∞
by assumption, we may apply proposition 2 from the Small Gap Theorem ob-
taining equality
1 = lim
n∈N′
δ(Pn/M, (Q +M)/M) = lim
n∈N′
δ(Pn, Q +M);
hence λN′ [Pn,M ] +  ≥ 12 . Since  can be arbitrarily small we conclude that
λN′ [Pn,M ] ≥ 12 .
In order to prove proposition 5 we first establish that there exists a number
η > 0, a closed subspace Q ⊂ X, and a number K ∈ N′ such that dimX/Q <∞
and δ(Mm, Q) > η for all m > K,m ∈ N′ . Assume the opposite  then for any
number 2−n, n ∈ N, for any closed subspace Q ⊂ X such that dimX/Q <∞
and for any number K ∈ N′ there exists a number m > K,m ∈ N′ such that
δ(Mm, Q) ≤ 2−n. In this case build two sequences of vectors (xn)N′′ / (Mn)N′′
and (tn)N′′ ⊂ X following the inductive process:
• According to Hahn-Banach theorem the dual space X∗ contains a func-
tional f with the norm 1. Since dimX/Ker(f) = 1 <∞, due to our as-
sumption there exists some n1 ∈ N′ such that δ(Mn1 ,Ker(f)) < 2−1. De-
note fn1 = f , Qn1 = Ker(fn1), n0 = 0 and Qn0 = X. Due to the gap in-
equality there can be found a unit vector xn1 ∈Mn1 and a vector qn1 ∈ Qn1
such that ‖xn1 − qn1‖ < 2−1. Also define qn0 = q where q is a vector
such that fq = 1  it is obvious that X = Qn0 = sp({qn0})⊕Qn1 and
dist(qn0 , Qn1) = ‖q0‖ = 1.
• Suppose that for k ≥ 1 we have already found k numbers {n1, ..., nk} ⊂ N′ ,
k closed subspaces X = Qn0 ⊃ Qn1 ⊃ ... ⊃ Qnk , k unit vectors xni ∈Mni ,
k non-null vectors qni ∈ Qni such that Qni−1 = sp({qni−1})⊕Qni ,
‖xni − qni‖ < 2−ni for all i ∈ {1, ..., k}, and dist(qni , Qnj ) = ‖qni‖ for any
i, j ∈ {1, ..., k}, i < j. Since qnk is a non-null vector, by the Hahn-Banach
theorem there exists a unit functional f ∈ X∗ such that fqnk = ‖qnk‖.
Denote Q = Qnk ∩Ker(f). Obviously Qnk ⊃ Q, Qnk = sp({qnk})⊕Q.
Since dimX/Q = k + 1 <∞, according to our assumption we can find a
number nk+1 ∈ N′ , nk+1 > nk, a unit vector xnk+1 ∈Mnk+1 and a vector
qnk+1 ∈ Q such that
∥∥xnk+1 − qnk+1∥∥ < 2−(k+1). Now rename Qnk+1 = Q;
obviously dist(qni , Qnk+1) = ‖qni‖ for any i < k + 1, i ∈ {1, ..., k}.
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Denote N′′ = {n1 < ... < nk < ...}, consider the sequence (xn)N′′ / (Mn)N′′
and choose a real number  ∈ (0, 12 − λN′ [Mn, {θ}]). According to definition of
uniform λ−adjustment there exist a subsequence N′′′ and a vector z ∈ X such
that for large enough n ∈ N′′′
‖xn − z‖ ≤ λN′ [Mn, {θ}] + .
Then, taking this into account, as well as the inequality ‖qn − qm‖ ≥ ‖qn‖ from
our construction, and using the triangle inequality we can estimate for the same
n,m ∈ N′′′ , n > m:
‖qn‖ ≤ ‖qn − qm‖ = ‖qn − xn + xn − qm‖
≤ ‖qn − xn‖+ ‖xn − qm‖
≤ 2−n + ‖xn − qm‖
= 2−n + ‖xn − xm + xm − qm‖
≤ 2−n + ‖xn − xm‖+ ‖xm − qm‖
≤ 2−n + ‖xn − xm‖+ 2−m
= 2−n + 2−m + ‖xn − xm‖
< 2−m+1 + ‖xn − z + z − xm‖
≤ 2−m+1 + ‖xn − z ‖+‖ z − xm‖
≤ 2−m+1 + λN′ [Mn, {θ}] +  + λN′ [Mn, {θ}] + 
= 2−m+1 + 2× (λN′ [Mn, {θ}] + ).
Now recall that by construction ‖xn − qn‖ < 2−n, therefore, since each xn is a
unit vector
1 = ‖xn‖ = ‖xn − qn + qn‖ ≤ ‖xn − qn‖+ ‖qn‖ < 2−n + ‖qn‖ .
We may now rewrite the previous two inequalities like this:
1− 2−n < ‖qn‖ < 2−m+1 + 2× (λN′ [Mn, {θ}] + ).
Following simple arithmetic calculation we obtain:
1
2
− λN′ [Mn, {θ}] −  < 2−n−1 + 2−m.
However, the left part is a fixed positive number according to our choice of
, while the right part converges to 0 as n and m approach infinity which is
an obvious contradiction. Hence, we must conclude that our assumption is
incorrect, and, therefore there exists L ∈ N′ , a closed subspace Q ⊂ X and a
number ν > 0 such that dimX/Q = K <∞ and δ(Mm, Q) ≥ ν for any number
m > K,m ∈ N′ .
Now suppose that dm = dimMm ∩Q > 0 for infinite number of indices m.
In this case we know that dm < dimMm since δ(Mm, Q) ≥ ν > 0. Obviously
λN′ [Mn ∩Q, {θ}] ≤ λN′ [Mn, {θ}] < 1/2; therefore applying the previous consid-
erations we can find anotherQ1 ⊂ Q such that δ(Mm ∩Q,Q1) ≥ ν1 > 0 for large
enough m.
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However, from proposition 1 it follows that dimensions of allMm are limited
for large enoughm. Therefore, we can continue this process only a finite number
of times l until we reach some Ql ⊂ X such that dimX/Ql <∞,Mm ∩Ql = {θ}
and δ(Mm, Ql) ≥ η = min{ν1, ..., νl} > 0. Therefore, for the same m we may
define natural projectors Prm : Mm ⊕Ql → Ql  obviously their norms are
bounded from above by 1 + 1η . This concludes the proof of the proposition
5 and of the entire theorem
Notice that estimates in the Small Uniform Adjustment Theorem involve
constant 1/2 while estimates in the Small Gap Theorem involve constant 1. It
appears that the estimate of 1/2 is precise when no limitations are placed on the
Banach space X  examples of that will be shown in the next Subsection 2.4.
However, we will see further that these estimates can be improved from 1/2 to
1 for a Banach space which dual is Fréchet-Urysohn space in weak∗ topology.
It is also worth noticing that study of uniform adjustment is interesting
only for subspaces from infinite-dimensional Banach spaces because for finite-
dimensional Banach spaces it is trivial:
Lemma 2.2.3. Any two sequences (Mn)N′ and (Pn)N′ of subspaces from a
finite-dimensional Banach space X are always uniformly 0−adjusted.
Proof. Indeed, recall that if dimX <∞, then any unit sequence (xn)N′′ con-
tains a convergent subsequence (xn)N′′′ → z ∈ X. Hence, for a subsequence
(xn)N′′ / (Mn)N′′ we may set yn = θ ∈ Pn for n ∈ N
′′′
and obtain
lim
n∈N′′′
‖xn − yn − z‖ = lim
n∈N′′′
‖xn − θ − z‖ = lim
n∈N′′′
‖xn − z‖ = 0.
Therefore, λN′ [Mn, Pn] = 0.
2.3 Uniform λ−Adjustment for Operators
We now define uniform λ−adjustment for linear closed operators.
Definition 2.3.1 (Uniform λ−Adjustment of Sequences of Closed Linear Op-
erators). Let X and Y are two Banach spaces. Consider (An)N′ and (Bn)N′ 
a pair of sequences of operators from C(X,Y ), as well as (GAn)N′ and (GBn)N′
 sequences of their respective graphs in the product space X × Y (recall that a
graph of a closed operator A ∈ C(X,Y ) is a closed subspace of X × Y defined
as set of ordered pairs {(x,Ax) | x ∈ Dom(A) ⊂ X}).
We say that (An)N′ is lower uniformly λ − adjusted with (Bn)N′ (equiva-
lently  (Bn)N′ is upper uniformly λ − adjusted with (An)N′ ) if the sequence
of graphs (GAn)N′ is lower uniformly λ− adjusted with the sequence of graphs
(GBn)N′ in the product space X × Y .
The uniform λ−adjustment between (An)N′ and (Bn)N′ is defined as uniform
λ−adjustment between their sequences of graphs:
λN′ [An, Bn] := λN′ [GAn , GBn ].
Definition 2.3.2 (Uniform λ−Adjustment between an Operator and a Se-
quence of Operators). Similarly to the uniform adjustment of a pair of sequences
of operators from C(X,Y ), we define uniform adjustment between an operator
A ∈ C(X,Y ) and a sequence of operators (Bn)N′ ⊂ C(X,Y ), as well as uniform
2.3 Uniform λ−Adjustment of Operators 15
adjustment between a sequence of operators (An)N′ ⊂ C(X,Y ) and an operator
B ∈ C(X,Y ), denoting
λN′ [A,Bn] := λN′ [An, Bn] where A = An for n ∈ N
′
,
λN′ [An, B] := λN′ [An, Bn] where B = Bn for n ∈ N
′
.
Uniform adjustment of operators is non-trivial only in case when Y has an
infinite dimension
Lemma 2.3.3. If X and Y are two Banach spaces and dimY < ∞, then any
sequence of operators (An)N′ from C(X,Y ) is lower uniformly 0−adjusted with
a null operator θ from B(X,Y ).
Proof. Consider a bounded sequence (xn, Anxn)N′′ / (GAn)N′′ . Obviously the
sequence (Anxn)N′′ is bounded in Y . Therefore, since dimY <∞, there exists
a subsequence (Anxn)N′′′ convergent to some t ∈ Y . Now set
yn = (xn, θ) ∈ Gθ ⊂ X × Y
for n ∈ N′′′ and z = (θ, t) ∈ X × Y . Then
lim
n∈N′′′
‖(xn, Anxn)− yn − z‖ = lim
n∈N′′′
‖(xn, Anxn)− (xn, θ)− (θ, t)‖
= lim
n∈N′′′
‖(xn − xn − θ,Anxn − θ − t)‖
= lim
n∈N′′′
‖Anxn − t‖ = 0,
which proves that λN′ [An, θ] = 0.
Lemma 2.3.4. Any sequence of functionals (fn)N from X∗ is lower uniformly
0−adjusted with a null functional from X∗.
Proof. Set Y = K where K is the field of X and apply the previous lemma.
We will now explain how uniform adjustment generalizes perturbations of
linear operators by small gap, norm, q−norm and by K2 convergent operators.
For that we need the following two definitions:
Definition 2.3.5 (λ−adjustment of Subspaces). Let X be a Banach space, M
and P are two closed subspaces of X, M 6= {θ}. Define two sequences of sub-
spaces from X: (Mn)N′ and (Pn)N′ such that Mn = M and Pn = P for n ∈ N
′
.
We say that subspace M is lower λ−adjusted with P (equivalently  P is upper
λ−adjusted with M) if (Mn)N′ is lower uniformly λ−adjusted with (Pn)N′ .
The λ−adjustment between M and P is defined as
λ[M,P ] := λN′ [Mn, Pn].
Definition 2.3.6 (λ−adjustment of Operators). Let X and Y be Banach spaces,
A,B ∈ C(X,Y ) are two closed linear operators; GA and GB are their respective
graphs  closed subspaces from the product space X × Y . We say that operator
A is lower λ− adjusted with B (equivalently  B is upper λ−adjusted with A)
if GA is lower λ−adjusted with GB.
The λ−adjustment between A and B is defined as
λ[A,B] := λ[GA, GB ].
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Theorem 2.3.7. Let X and Y are two Banach spaces. Then the following
propositions are true:
1. Recall that for two closed operators from C(X,Y ) their gap distance is
defined as the gap distance of their graphs GA and GB in the product
space X × Y :
δ(A,B) := δ(GA, GB);
Then, for any two sequences (An)N′ and (Bn)N′ from C(X,Y )
λN′ [An, Bn] ≤ lim
n∈N′
δ(An, Bn). (5)
2. Consider a linear closed operator A ∈ C(X,Y ) and a sequence of continu-
ous operators (Cn)N′ from B(X,Y ) such that limn∈N′ ‖Cn‖ = 0. Then
λN′ [A+ Cn, A] = λN′ [A,A+ Cn] = 0.
3. Recall that for A,C ∈ C(X,Y ), operator C is called A− compact if the set
{Cxn | n ∈ N} is relatively compact in Y for every sequence (xn)N ⊂ X
whenever the sequence of pairs (xn, Axn)N is bounded in the product space
X × Y . Now, if C is A−compact, then
λ[A,A+ C] = 0.
4. Recall that for every bounded subset M ⊂ X its Hausdorff measure of non-
compactness is defined as
q(M) := inf{e ∈ R |M is covered with a finite number of balls radius e};
also recall that if C is a continuous operator from B(X,Y ), then its q−norm
is defined as ‖C‖q := q(C(S)), where S is a unit ball from X. Now, if
A ∈ C(X,Y ) and C ∈ B(X,Y ), then
λ[A,A+ C] ≤ ‖C‖q .
5. If A ∈ C(X,Y ) and C ∈ K(X,Y ), then
λ[A,A+ C] = λ[A+ C,A] = 0.
6. Recall that a sequence of continuous operators (Cn)N′ ⊂ BC(X,Y )
is said to K2−approximate null operator if for every bounded sequence
(xn)N′ / (dom(Cn))N′ the sequence (Cnxn)N′ ⊂ Y is relatively compact.
Now, if A ∈ C(X,Y ) and every Cn is defined on the whole space X, i.e.
(Cn)N′ ⊂ B(X,Y ), and (Cn)N′ K2−approximates null operator, then
λN′ [A+ Cn, A] = λN′ [A,A+ Cn] = 0.
Proof. Proposition 1 immediately follows from Lemma 2.1.3.
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In order to prove proposition 2 recall a well known fact ([33]) that if
limn∈N′ ‖Cn‖ = 0, then
lim
n∈N′
δ(A+ Cn, A) = lim
n∈N′
δ(A,A+ Cn) = 0. (6)
Thus, combining formulas (6) and (5) we see that:
λN′ [A+ Cn, A] = λN′ [A,A+ Cn] = 0.
For proposition 3 consider a unit sequence (xn, Axn)N′ ∈ GA. Since C is
A−compact, there exists a subsequence (xn)N′′ that converges to some t ∈ Y .
Now put
(yn) = (xn, Axn + Cxn)N′′ ⊂ GA+C , z = (θ,−t) ∈ X × Y.
Then
lim
n∈N′′
‖(xn, Axn)− yn − z‖ = lim
n∈N′′
‖(xn, Axn)− (xn, Axn + Cxn)− (θ,−t)‖
= lim
n∈N′′
‖(xn − xn − θ, Axn −Axn − Cxn + t)‖
= lim
n∈N′′
‖(θ,−Cxn + t)‖
= lim
n∈N′′
‖Cxn − t‖ = 0,
which proves proposition 3: λ[A,A+ C] = 0.
For proposition 4 consider a unit sequence (xn, Axn)N′  clearly (xn)N′ be-
longs to a unit ball S ⊂ X. According to definition of ‖C‖q, for any η > 0 there
exists a finite cover of A(S) with the balls radius ‖C‖q + η. Therefore, we can
find a subsequence N′′ such that (Axn)N′′ is contained within one of the balls
with center t ∈ Y . Now put
(yn) = (xn, Axn + Cxn)N′′ ⊂ GA+C , z = (θ,−t) ∈ X × Y.
Obviously
lim
n∈N′′
‖(xn, Axn)− yn − z‖ = lim
n∈N′′
‖(xn, Axn)− (xn, Axn + Cxn)− (θ,−t)‖
= lim
n∈N′′
‖(xn − xn − θ, Axn −Axn − Cxn + t)‖
= lim
n∈N′′
‖(θ,−Cxn + t)‖
= lim
n∈N′′
‖Cxn − t‖ ≤ ‖C‖q + η.
Therefore, λ[A,A+ C] ≤ ‖C‖q.
Proposition 5 follows from proposition 4 once we notice that ‖C‖q = 0 for a
compact operator C.
In order to prove proposition 6 consider a bounded sequence
(xn, Axn)N′ ⊂ GA. Obviously sequence (xn)N′ ⊂ X is bounded, hence, since
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(Cn)N′ K2−approximates null operator, one can choose a subsequence (xn)N′′
such that (Cnxn)N′′ converges to some t ∈ Y . Now put
(yn)N′′ = (xn, Axn + Cnxn)N′′ / (GA+Cn)N′′ , z = (θ,−t) ∈ X × Y.
Then
lim
n∈N′′
‖(xn, Axn)− yn − z‖ = lim
n∈N′′
‖(xn, Axn)− (xn, Axn + Cnxn)− (θ,−t)‖
= lim
n∈N′′
‖(xn − xn − θ, Axn −Axn − Cnxn + t)‖
= lim
n∈N′′
‖(θ,−Cnxn + t)‖
= lim
n∈N′′
‖Cnxn − t‖ = 0.
Therefore, λN′ [A,A+ Cn] = 0.
Now consider a bounded sequence (xn, Axn + Cnxn)N′ / (GA+Cn)N′′ . Obvi-
ously sequence (xn)N′ ⊂ X is bounded, hence, since (Cn)N′ K2−approximates
null operator, one can choose a subsequence (xn)N′′ such that (Cnxn)N′′ con-
verges to some t ∈ Y . Now put
(yn)N′′ = (xn, Axn)N′′ ⊂ GA, z = (θ, t) ∈ X × Y.
Then
lim
n∈N′′
‖(xn, Axn + Cnxn)− yn − z‖ = lim
n∈N′′
‖(xn, Axn + Cnxn)− (xn, Axn)− (θ, t)‖
= lim
n∈N′′
‖(xn − xn − θ, Axn + Cnxn −Axn − t)‖
= lim
n∈N′′
‖(θ, Cnxn − t)‖
= lim
n∈N′′
‖Cnxn − t‖ = 0.
Thus λN′ [A+ Cn, A] = 0 which proves proposition 6.
While the previous theorem showed how the known concepts of convergence
end up being particular cases of uniform adjustment, the next theorem pro-
vides means of constructing non-trivial uniformly adjusted operators that do
not degenerate into any of the known cases.
Theorem 2.3.8. Let X and Y are two Banach spaces, (An)N′ ⊂ C(X,Y ) and
(Bn)N′ ⊂ C(X,Y ). Then the following propositions are true:
1. Suppose that λN′ [An, Bn] = 0, C ∈ B(X,Y ), (Cn)N′ ⊂ B(X,Y ) and
(Cn − C)N′ K2−approximates the null operator θ ∈ B(X,Y ), then
λN′ [An + Cn, Bn + C] = 0 and λN′ [An + C,Bn + Cn] = 0.
2. If C ∈ B(X,Y ) and λN′ [θ,Bn] = 0, then λN′ [C,C +Bn] = 0.
3. If C ∈ B(X,Y ) and λN′ [Bn, θ] = 0, then λN′ [C +Bn, C] = 0.
4. Suppose that X, Y , Z are Hilbert spaces and K is a compact operator
from K(X,Y ). Then for any bounded sequence of continuous operators
(Cn)N′ ⊂ B(Y, Z)
λN′ [θ, Cn ◦K] = 0.
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Proof. It is not hard to see that the sequence of operators (Cn)N′ is bounded in
B(X,Y ): otherwise there would be a bounded sequence of vectors (cn)N′ ⊂ X
such that limn∈N′ ‖Cncn‖ =∞; but since (Cn)N′ K2−approximates C, the se-
quence (Cncn − Ccn)N′ is relatively compact and therefore bounded; yet (Ccn)N′
is bounded since C is continuous, therefore (Ccn)N′ is bounded which contra-
dicts our assumption. Therefore, there exists a constant K such that
lim
n∈N′
‖Cn‖ ≤ K <∞. (7)
Now, in order to prove proposition 1 consider a unit sequence
(xn, Anxn + Cnxn)N′′ / (GAN+Cn)N′′ .
From (7) we can estimate the norms of Anxn using the triangle inequality:
lim
n∈N′′
‖Anxn‖ = lim
n∈N′
‖Anxn + Cnxn − Cnxn‖
≤ lim
n∈N′′
‖Anxn + Cnxn‖+ lim
n∈N′′
‖Cnxn‖ ≤ 1 +K < ∞.
Thus, setting αn = 1/ ‖(xn, Anxn)‖ for n ∈ N′′ we obtain
lim
n∈N′′
αn = lim
n∈N′′
1
‖(xn, Anxn)‖ ≥
1
max{1, 1 +K} =
1
1 +K
.
Now suppose that limn∈N′′ αn =∞. Then both (xn)N′′ and (Anxn)N′′ converge
to θ; thus, according to (7), (Cnxn)N′′ also converges to θ  but this contradicts
our choice of unit sequence (xn, Anxn + Cnxn)N′′ . Therefore, for some P <∞
P ≥ lim
n∈N′′
αn ≥ lim
n∈N′′
αn ≥ 11 +K . (8)
Now consider a unit sequence (αnxn, An(αnxn))N′′ / (GAN )N′′ and a number
η > 0, then put
ν =
η
(1 + ‖C‖)× (1 +K) ; (9)
since λN′ [An, Bn] = 0, there exists a subsequence (yn)N′′′ ⊂ Y and a vector
(t, v) ∈ X × Y such that
lim
n∈N′′′
‖(αnxn − yn, An(αnxn)−Bnyn)− (t, v)‖
= lim
n∈N′′′
‖(αnxn − yn − t, An(αnxn)−Bnyn − v)‖ ≤ ν. (10)
Since C is continuous, for n ∈ N′′′
‖C(αnxn)− Cyn − Ct‖ ≤ ‖C‖ × ‖αnxn − Cyn − t‖ ≤ ‖C‖ × ν. (11)
Since (Cn)N′ K2−approximates C and (αnxn)N′′′ is bounded there exists a sub-
sequence N′4 and a vector u ∈ Y such that
lim
n∈N′4
‖Cn(αnxn)− C(αnxn)− u‖ = 0. (12)
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Define
∆ = lim
n∈N′4
‖(An + Cn)(αnxn)− (Bn + Cn)yn − v − Ct− u‖
= lim
n∈N′4
‖An(αnxn) + Cn(αnxn)−Bnyn − Cnyn − v − Ct− u‖
= lim
n∈N′4
‖(An(αnxn)−Bnyn − v) + (C(αnxn)− Cyn − Ct) + (Cn(αnxn)− C(αnxn)− u)‖ .
Combining (10), (11) and (12) together and using the triangle inequality we get
∆ ≤ lim
n∈N′4
‖(An(αnxn)−Bnyn − v‖
+ lim
n∈N′4
‖C(αnxn)− Cyn − Ct‖
+ lim
n∈N′4
‖Cn(αnxn)− C(αnxn)− u‖
≤ ν + ‖C‖ × ν + 0 = ν × (1 + ‖C‖).
(13)
Taking into account (8), we see that the sequence of numbers (αn)N′′ is con-
tained within a compact interval [ 11+K , P ] ⊂ R, so we can choose a convergent
subsequence (αn)N′5 such that
lim
n∈N′5
αn → α ∈ [ 11 +K , P ],
then rewrite (13) (using (9)):
1
α
×∆ = lim
n∈N′5
∥∥∥∥(An + Cn)(xn) − (Bn + Cn)( 1αyn) − 1α (v + Ct+ u)
∥∥∥∥
≤ 1
α
× ν × (1 + ‖C‖)
≤ ν × (1 +K)× (1 + ‖C‖)
=
η
(1 + ‖C‖)× (1 +K) × (1 +K)× (1 + ‖C‖) = η.
(14)
We can also rewrite the first component from (10):
lim
n∈N′′′
∥∥∥∥xn − 1αyn − 1αt
∥∥∥∥ ≤ να
≤ ν × (1 +K)
=
η
(1 + ‖C‖)× (1 +K) × (1 +K) ≤ η.
(15)
Therefore, from (14) and (15) we conclude that given a unit sequence
(xn, Anxn + Cnxn)N′′ / (GAn+Cn)N′′
and a number η > 0 we found a subsequence
(
1
α
yn, (Bn + Cn)(
1
α
yn))N′5 / (GBn+Cn)N′5
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and a vector
(z, k) = (
1
α
t,
1
α
(v + Ct+ u)) ∈ X × Y
such that
lim
n∈N′5
∥∥∥∥(xn, Anxn + Cnxn) − ( 1αyn, (Bn + Cn)( 1αyn))− (z, k)
∥∥∥∥
= lim
n∈N′5
∥∥∥∥(xn − 1αyn − 1αt, (An + Cn)xn − (Bn + Cn)( 1αyn)− 1α (v + Ct+ u))
∥∥∥∥
≤ max{η, 1
α
×∆}
≤ max{η, η} = η,
which proves that λN′ [An + Cn, Bn + C] = 0.
We skip the proof of the second equality as it is similar to the proof of the
first one.
Proposition 2 directly follows from Proposition 1 since a sequence of opera-
tors all equal to the same operator K2 approximates that operator. Proposition
3 is established by exactly the same argument.
Now let us prove proposition 4. Let sup{‖Cn‖} = T <∞. Consider a unit
sequence (xn, θ)N′ ⊂ X × Y and a number η > 0. According to [47] there exists
a closed subspace L ⊂ X such that dimX/L <∞ and ‖K|L‖ ≤ ηT . Decompose
Hilbert spaceX = L⊥ ⊕ L and the sequence xn = un + vn where un ∈ L⊥, vn ∈ L
and ‖un‖ ≤ 1, ‖vn‖ ≤ 1 for n ∈ N′ . Since
dimL⊥ = dimX/L <∞,
we can choose a convergent subsequence (un)N′′ → u ∈ L⊥. Now set
(yn)N′′ = (vn, (Cn ◦K)vn)N′′ / (GCn◦K)N′′ , z = (u, θ) ∈ X × Y.
Then
lim
n∈N′′
‖((xn, θ)− yn − z)‖ = lim
n∈N′′
‖((xn, θ) − (vn, (Cn ◦K)vn) − (u, θ))‖
= lim
n∈N′′
‖((xn − vn − u, (Cn ◦K)vn − θ)‖
= lim
n∈N′′
‖((un − u, (Cn ◦K)vn)‖
= lim
n∈N′′
max{‖un − u‖ , ‖(Cn ◦ (K|L))vn‖}
≤ lim
n∈N′′
max{0, ‖(Cn ◦ (K|L))‖ × ‖vn‖}
≤ lim
n∈N′′
‖Cn‖ × ‖(K|L)‖ ≤ T × η
T
= η.
Therefore, λN′ [θ, Cn ◦K] = 0.
Using the last result we now construct a sequence of operators from L2[0, 1]
that are 0−adjusted with the null operator θ but that do notK2−approximate θ.
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Let (ϕn)N ⊂ L2[0, 1] be an orthonormal basis, and K(x, y) ∈ L2([0, 1]× [0, 1]).
Consider a sequence of operators (Sn)N ⊂ B(L2[0, 1], L2[0, 1]) defined like this:
(Snf)(x) = ϕn(x)×
∫ 1
0
K(x, y)× f(y)dy.
Each Sn is a composition of the multiplication operator ϕn(x)× f(x) with the
compact integral operator
∫ 1
0
K(x, y)× f(y)dy; therefore, λN[θ, Sn] = 0 accord-
ing to proposition 3 from Theorem 2.3.8. But because (ϕn)N ⊂ L2[0, 1] is an
orthonormal basis, (Sn)N does not K2−approximate θ for any non-trivial kernel
K(x, y).
The following theorem shows that if a pair of sequences of operators degen-
erates into just a pair of continuous operators, then close adjustment between
them becomes equivalent to their difference having a small q-norm:
Theorem 2.3.9. Suppose Y and Y are two Banach spaces and A,C ∈ B(X,Y ).
Then
1. ‖C‖q ≤ 2×max{1, ‖A‖} × (‖C‖+ ‖A‖+ 1)× λ[A,A+ C].
2. C is a compact operator, i.e. ‖C‖q = 0 if and only if λ[A,A+ C] = 0.
Proof. In order to prove proposition 1 consider a sequence of non-null vectors
(xn)N from a unit ball of X, a sequence of real numbers
(αn)N = (max{‖xn‖ , ‖Axn‖})N
and a sequence of vectors
(x
′
n)N = (
1
αn
xn)N. (16)
Obviously (x
′
n, Ax
′
n)N ⊂ X × Y is a unit sequence. Therefore, for any η > 0 one
can find a subsequence (yn, (A+ C)yn)N′ / GA+C and some (z, t) ∈ X × Y such
that
lim
n∈N′
∥∥∥(x′n, Ax′n) − (yn, (A+ C)yn) − (z, t)∥∥∥ ≤ λ[A,A+ C] + η.
Let us rewrite this inequality for each component:
lim
n∈N′
∥∥∥x′n − yn − z∥∥∥ ≤ λ[A,A+ C] + η, (17)
lim
n∈N′
∥∥∥Ax′n − (A+ C)yn − t∥∥∥ ≤ λ[A,A+ C] + η. (18)
Recall that both A and C are continuous; thus application of first A then C to
the left side of (17) results in
lim
n∈N′
∥∥∥Ax′n −Ayn −Az∥∥∥ ≤ ‖A‖ × (λ[A,A+ C] + η), (19)
lim
n∈N′
∥∥∥Cx′n − Cyn − Cz∥∥∥ ≤ ‖C‖ × (λ[A,A+ C] + η). (20)
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Now adding (20) and (19), subtracting (18), using the triangle inequality, and,
finally, applying (17) we observe
lim
n∈N′
∥∥∥Cx′n − Cz −Az + t∥∥∥
= lim
n∈N′
∥∥∥(Cx′n − Cyn − Cz) + (Ax′n −Ayn −Az)− (Ax′n −Ayn − Cyn − t)∥∥∥
≤ lim
n∈N′
(
∥∥∥(Cx′n − Cyn − Cz)∥∥∥+ ∥∥∥(Ax′n −Ayn −Az)∥∥∥+ ∥∥∥(Ax′n −Ayn − Cyn − t)∥∥∥)
≤ (‖C‖+ ‖A‖)× lim
n∈N′
∥∥∥x′n − yn − z∥∥∥ + ∥∥∥(Ax′n −Ayn − Cyn − t)∥∥∥)
≤ (‖C‖+ ‖A‖)× lim
n∈N′
∥∥∥x′n − yn − z∥∥∥ + (λ[A,A+ C] + η)
≤ (‖C‖+ ‖A‖)× (λ[A,A+ C] + η) + (λ[A,A+ C] + η)
≤ (‖C‖+ ‖A‖+ 1)× (λ[A,A+ C] + η).
From this and from (16) we conclude that for any unit sequence (xn)N we have
found a vector Cz −Az + t ∈ Y such that for some subsequence N′
lim
n∈N′
‖Cxn − αnCz − αnAz + αnt‖
≤ |αn| × (‖C‖+ ‖A‖+ 1)× (λ[A,A+ C] + η).
Obviously |αn| ≤ max{1, ‖A‖}; thus for some N′′ the sequence (αn)N′′ converges
to some α ∈ [0,max{1, ‖A‖}]. Therefore, the previous inequality can be rewrit-
ten:
lim
n∈N′
‖Cxn − αCz − αAz + αt‖
≤ max{1, ‖A‖} × (‖C‖+ ‖A‖+ 1)× (λ[A,A+ C] + η).
Denoting
q(η) := max{1, ‖A‖} × (‖C‖+ ‖A‖+ 1)× (λ[A,A+ C] + η),
we see that for every non-null sequence (xn)N from a unit ball of X we can
find a subsequence (xn)N′′ and a vector u = αCz + αAz − αt ∈ Y such that
‖Cxn − u‖ ≤ q(η) for all n ∈ N′′ .
Now it is easy to prove that if S is a unit ball from X, then Hausdorff
measure of non-compactness µ(C(S)) ≤ 2× q(η). Suppose this is not true 
then one can choose a sequence (xn)N ⊂ S such that ‖Cxn − Cxm‖ > 2× q(η)
for any two different n and m. But we have just proved that there exists N′ such
that ‖Cxn − u‖ ≤ q(η) for all n ∈ N′ ; thus, applying the triangle inequality, we
see that for different n,m ∈ N′
‖Cxn − Cxm‖ = ‖Cxn − u− (Cxm − u)‖
≤ ‖Cxn − u‖+ ‖(Cxm − u)‖ ≤ 2× q(η)
which contradicts our choice of (Cxn)N. Therefore, µ(C(S)) = ‖C‖q ≤ 2× q(η).
Since η can be arbitrarily small, we conclude that proposition 1 is true.
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In order to prove proposition 2 recall that, according to Theorem 2.3.7 propo-
sition 4, λ[A,A+ C] ≤ ‖C‖q. Therefore, if ‖C‖q = 0, then λ[A,A+ C] = 0.
According to proposition 1
‖C‖q ≤ 2×max{1, ‖A‖} × (‖C‖+ ‖A‖+ 1)× λ[A,A+ C].
Therefore, if λ[A,A+ C] = 0, then ‖C‖q = 0.
2.4 Examples of Instability
Since uniform adjustment is a non-trivial extension of both gap topology and
compact perturbations, it is interesting to find to which extent the nice stability
properties of the latter two remain true for the former. Indeed, we shall see that
in general stability breaks.
For example, the small gap theorem states that if δ(M,P ) < 1 and
dimP <∞ then dimM ≤ dimP , i.e. that finite dimension is stable under gap
perturbations smaller than 1. Yet we shall see immediately that in l∞ (the space
of limited sequences of real numbers with sup−norm) a similar statement about
λN′ [Mn, Pn] is not true  smaller than 1 lower uniform λ−adjustment may still
increase finite dimensions up to infinity. Then we will observe that although
δ(X,P ) = 1 for any proper closed subspace P ⊂ X, a similar statement about
λN′ [l∞, Pn] is not true  some subspaces Pn may be significantly 'smaller' than
l∞, yet λN′ [l∞, Pn] = 0.
Example 2.4.1 (Non-Trivial Lower 1/2−Adjustment with Subspace {θ}). There
exists a sequence of closed subspaces (Mn)N from l∞ such that
λN′ [Mn, {θ}] = 1/2 and dimMn →∞. This is in contrast to the fact that there
can be no subspace M ⊂ l∞ with dimM > 0 and δ(M, {θ}) < 1.
Proof. Partition N into an infinite sequence of disjoint non-empty subsets:
N =
⋃
n∈N
Bn, Bn 6= ∅ for all n ∈ N, Bi
⋂
Bj = ∅ for i 6= j.
Define closed subspaces Mn ⊂ l∞ consisting of sequences (αni )i∈N which com-
ponents with indices from N\Bn are null:
Mn := {(αni )i∈N ∈ l∞ | i /∈ Bn ⇒ αni = 0}.
Let us show that λN[Mn, θ] = 1/2. Consider a unit sequence of vectors
(xn)N′ / (Mn)N′ , xn = (α
n
i )i∈N. Define a vector z = (βi)i∈N:
• if i /∈ ⋃n∈N′ Bn then set βi = 0;
• otherwise i belongs to a single Bn, so set βi = 1/2× αni .
From the construction of z we can calculate components γni of the difference
(γni )i∈N = yn = xn − z for all n ∈ N
′
:
• if i /∈ ⋃n∈N′ Bn then γni = αni − βi = 0− 0 = 0;
• otherwise i belongs to a single Bn, so
γni = α
n
i − βi = αni −
1
2
× αni =
1
2
× αni .
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From this, taking into account that each xn = (αni )i∈N is a unit vector, we can
calculate the norms of (γni )i∈N = yn for all n ∈ N:
‖yn‖ = sup
i∈N
|γni | = sup
i∈N
|1
2
αni | =
1
2
× sup
i∈N
|αni | =
1
2
.
Hence
lim
n∈N′
‖xn − z‖ = lim
n∈N′
‖yn‖ = 12;
therefore λN′ [Mn, {θ}] = 1/2 < 1. However, obviously card Bn = dimMn where
card Bn is the number of elements in Bn; therefore, if we partition N so that
card Bn →∞, then dimMn →∞.
Example 2.4.2 (Non-Trivial Upper 0−Adjustment in l∞). There exists a se-
quence of closed subspaces (Pn)N from l∞ such that λN[l∞, Pn] = 0 and dimX/Pn →∞.
This is in contrast to the fact that δ(X,P ) = 1 for any closed subspace P ⊂ l∞
with dimX/P > 0.
Proof. Partition N into an infinite sequence of disjoint non-empty subsets:
N =
⋃
n∈N
Bn, Bn 6= ∅ for all n ∈ N, Bi ∩Bj = ∅ for i 6= j.
Define closed subspaces Pn ⊂ l∞ consisting of sequences (αni )i∈N which compo-
nents which indices from Bn are null:
Pn := {(αni )i∈N ∈ l∞ | i ∈ Bn ⇒ αni = 0}.
First we prove that λN[l∞, Pn] = 0. Consider a unit sequence of vectors
(xn)N′ ⊂ l∞, xn = (αni )i∈N. Define a vector z = (βi)N:
• if i /∈ ⋃n/∈N′ Bn then set βi = 0;
• otherwise i belongs to a single Bn, so set βi = αni .
Vector z belongs to l∞ since (xn)N′ is a unit sequence from l∞. Also, by our con-
struction each vector yn = xn − z belongs to Pn. Obviously ‖xn − yn − z‖ = 0
for all n ∈ N′ . Therefore we conclude that λN[l∞, Pn] = 0. However,
dimX/Pn = card Bn, thus if we choose Bn so that card Bn →∞ then
dimX/Pn →∞. This is in contrast to the fact that there can be no closed
subspace P ⊂ l∞ with dimX/P > 0 and δ(X,P ) < 1.
It is a well known fact ([33]) that the gap between a pair of closed sub-
spaces (M,P ) from a Banach space X is equal to the reverse gap between their
annihilators (P⊥,M⊥) from the dual space X∗:
δ(M,P ) = δ(P⊥,M⊥).
However, the next example shows that a similar statement is not true for uniform
λ−adjustment.
Example 2.4.3 (Subspaces and their Annihilators are not Equally Adjusted).
The sequence of subspaces (Mn)N from Example 2.4.1 is such that
1
2
= λN[Mn, {θ}] 6= λN[{θ}⊥,M⊥n ] = λN[l∗∞,M⊥n ] = 1.
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Proof. It has already been proved that λN[Mn, {θ}] = 1/2. Now let us estimate
λN[l∗∞,M
⊥
n ]. Let N
′
be a subsequence of N such that each nk ∈ N′ belongs to Bk,
and xnk is a unite vector from Mnk which only non-null coordinate is a unit co-
ordinate nk. Define a unit sequence of functionals from l
∗
∞ as enk(x) = ωnk ∈ K
where K is the field of X and ωnk is the nk-th coordinate of x projected on xnk .
Obviously each enk ∈ l∗∞ is well defined in this manner.
Now suppose that, contrary to our assertion, λN[l∗∞,M
⊥
n ] = ν < 1. Then,
for any η from the open interval (ν, 1) there exists a subsequence of functionals
(fn)N′′ / (M
⊥
n )N′′ and a functional g from l∞ such that for all n ∈ N
′′
‖en − fn − g‖ = η < 1.
Consider how each functional hn = en − fn − g acts on the previously chosen
unit vectors xn for all n ∈ N′′ :
hnxn = (en − fn − g)xn = enxn − 0− gxn = 1− gxn ≤ η < 1.
Therefore, the following inequality holds for all n ∈ N′′ :
1− η ≤ gxn.
Now choose a natural number K > ‖g‖ /(1− η) and add together the first K of
the above inequalities:
K × (1− η) ≤
K∑
i=1
(gxni) = g(
K∑
i=1
xni) ≤ ‖g‖ × (
K∑
i=1
xni).
Recall that vector
∑K
i=1 xni is from l∞ and that all its components xni are
unit vectors from l∞ each having a single non-null coordinate at position ni,
therefore all coordinates up to K of
∑K
i=1 xni are either 0 or 1, so the norm of∑K
i=1 xni is 1 and the previous inequality transforms to:
K × (1− η) ≤ ‖g‖ × (
K∑
i=1
xni) = ‖g‖ ,
K ≤ ‖g‖
1− η .
However, the last inequality contradicts our choice of K > ‖g‖ /(1− η). There-
fore, we shall conclude that
λN[l∗∞,M
⊥
n ] = 1.
Recall that an operator A ∈ C(X,Y ) with a closed range R(A) ⊂ Y is called
semiFredholm if one of its defect numbers α(A) = dimKer(A)
or β(A) = dimY/R(A) is finite; it is called Fredholm if both defect numbers
α(A) and β(A) are finite. According to the known results from [35, 19, 18, 20,
38, 39, 33, 24, 25, 47, 40, 46], semiFredholm and Fredholm operators remain
such, with the stable defect numbers, under perturbations by small gap, norm or
q−norm. However, our next example shows that Fredholm and semiFredholm
operators are not stable under upper uniform 0−adjustment.
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Example 2.4.4 (Upper Uniformly 0−Adjustment Breaks Fredholm Proper-
ties). Let I : l∞ → l∞ is an identity operator; obviously I is Fredholm with α(I)
= β(A) = 0. There exist a sequence of closed operators(An)N ⊂ C(X,Y ) such
that λN[I, An] = 0, yet none of An is either Fredholm or semiFredholm.
Proof. Consider a sequence of subspaces (Pn)N from l∞ built in the previous
Example 2.4.2  we have proved there that λN[l∞, Pn] = 0. Therefore, if (An)N
is a sequence of closed operators An : l∞ → l∞ each being constant on Pn, then
it is easy to show that λN[I, An] = 0. But we have already seen that, depending
on the choice of partitioning N =
⋃
Bn it is possible to have values of dim l∞/Pn
being any arbitrary large natural numbers or even infinity. Therefore, one can
easily construct An to have any defect numbers of any finite or infinite values,
and/or having images to be closed or not closed (when dim l∞/Pn =∞), thus
making each or some of An not a Fredholm, not an upper semiFredholm or not
a lower semiFredholm operator.
In the final example of this subsection we show that uniform adjustment
of a sequence of subspaces does not mean that individual subspaces from that
sequence are adjusted. This situation differs from perturbations by small gap,
norm or q−norm where convergence of sequences of subspaces or operators
means that individual members of the sequence are also becoming close to the
target.
Example 2.4.5 (Uniform Adjustment and Adjustment Differ). There exists a
sequence of closed subspaces (Pn)N from l∞ such that λN[l∞, Pn] = 0, yet for all
n ∈ N λ[l∞, Pn] ≥ 1/2.
Proof. Consider the sequence (Pn)N from l∞ built in Example 2.4.2. As we have
noted before, if N is partitioned into infinite subsets Bn, then dim l∞/Pn =∞.
Therefore, applying proposition 4 from the Small Uniform Adjustment Theorem,
we get λ[l∞, Pn] ≥ 1/2 for any n ∈ N. However, it has been proved in Example
2.4.2 that λN[l∞, Pn] = 0.
2.5 Lower SemiFredholm Stability of Subspaces
Our previous Example 2.4.4 had shown that there is no stability of any of the
Fredholm properties under upper uniform λ−adjustment even if λ = 0. How-
ever, our next theorem shows that lower semiFredholm pair of closed subspaces
is stable under lower λ−adjustment for small λ.
In order to formulate that theorem we shall consider some preliminary con-
cepts. Let M , N be two closed subspaces in a Banach space X such that
M +N = M +N , M +N = (M ∩N)⊕ S. Consider a natural mapping
Φ : Π = M ∩ S × M ∩N × N ∩ S → M +N
Φ : (u, t, v) → u+ t+ v.
Define a complete norm on Π
‖(u, t, v)‖ = max{‖u‖ , ‖t‖ , ‖v‖}.
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Then, since
M +N = M +N = (M ∩N)⊕ S = M ∩ S ⊕ M ∩N ⊕ N ∩ S,
it is clear that Φ is a continuous bijection from the Banach space Π onto the Ba-
nach spaceM +N . Therefore, according to the open mapping theorem operator
Φ−1 is a continuous operator. Let us denote ϕS(M,N) :=
∥∥Φ−1∥∥.
Also recall that a pair of closed subspaces (M,N) from a Banach space X is
called lower semiFredholm if its lower defect number α(M,N) := dim(M ∩N)
is finite; it is called upper semiFredholm if its upper defect number
β(M,N) := dimX/(M +N) is finite; it is called a Fredholm pair if both de-
fect numbers α(M,N) and β(M,N) are finite, an index of a (semi)Fredholm
pair is defined as
ind(M,N) := α(M,N)− β(M,N).
Note that for a lower semiFredholm pair there always exist many closed sub-
spaces S such that M +N = (M ∩N)⊕ S if α(M,N) = dim(M ∩N) <∞.
Therefore, denote
ϕ(M,N) := inf{ϕS(M,N) | M +N = (M ∩N)⊕ S}.
We are now ready to formulate our first stability theorem:
Theorem 2.5.1 (Lower SemiFredholm Pairs are Stable). Let M , N be two
closed subspaces in a Banach space X such that M +N = M +N . Let (Mn)N′ ,
(Nn)N′ are two sequences of closed subspaces from X, and set
λM = λN′ [Mn,M ], λN = λN′ [Nn, N ];
then the following propositions are true
1. Suppose that pair (M,N) is lower semiFredholm and define a real number
ω = 2× (min(λM , λN ) + ϕ(M,N)× (λM + λN )).
If ω < 1/2, then for large enough n ∈ N′ pairs (Mn, Nn) are also lower
semiFredholm and
lim
n∈N′
α(Mn, Nn) < ∞.
2. Suppose that M +N = (M ∩N)⊕ S and define a real number
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )).
If (Hn)N′′ is a sequence of closed subspaces, Hn ⊂Mn for all n ∈ N
′′
and
δ(Hn, Nn)→ 0, then
λN′′ [Hn,M ∩N ] ≤ ωS(M).
Proof. Proposition 2 will be the key to the proof of the proposition 1, so we start
with 2 first. Consider η > 0 and a unit sequence (xn)N′′ / (Hn)N′′ . According to
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the definition of λ−adjustment, our goal is to find a sequence (yn)N′′′ ⊂M ∩N
and a vector z ∈ X such that
lim
N′′′
‖xn − yn − z‖ ≤ ωS(M) + η. (21)
In order to do that first choose a number  from an open interval
 ∈ (0, η
4× (1 + 2× ϕS) ). (22)
Then, since δ(Hn, Nn)→ 0 we can find (tn)N′′ / (Nn)N′′ such that
lim
N′′
‖xn − tn‖ → 0. (23)
According to definition of λ−adjustment, there exist subsequences (un)N′′′ ⊂M ,
(vn)N′′′ ⊂ N and vectors u, v ∈ X such that
lim
N′′′
‖xn − un − u‖ ≤ λM + ,
lim
N′′′
‖tn − vn − v‖ ≤ λN + .
(24)
Now choose a number γ from an open interval
γ ∈ (0, η
2× (2 + ϕS) ). (25)
Then, from (24) for large enough m ∈ N′′′ we obtain
‖xm − um − u‖ ≤ λM + + γ;
therefore, applying the triangle inequality, for the same large enough m and n
lim
n∈N′′′
‖xn − un − xm + um‖ = lim
n∈N′′′
‖(xn − un − u)− (xm − um − u)‖
≤ lim
n∈N′′′
‖xn − un − u‖+ ‖xm − um − u‖
≤ λM + + γ + λM + + γ
= 2× (λM + + γ).
(26)
At the same time, combining (23) and (24) and again using the triangle inequal-
ity observe
lim
N′′′
‖un − vn + u− v‖ = lim
N′′′
‖un − vn + u− v − (xn − tn) + (xn − tn)‖
≤ lim
N′′′
‖un − vn + u− v − (xn − tn)‖+ lim
N′′′
‖(xn − tn)‖
≤ lim
N′′′
‖(tn − vn − v)− (xn − un − u)‖+ 0
≤ lim
N′′′
‖tn − vn − v‖+ lim
N′′′
‖xn − un − u‖
≤ λM +  + λN +  = λM + λN + 2× .
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Thus, for large enough m ∈ N′′′
‖um − vm + u− v‖ ≤ λM + λN + 2× + γ;
therefore, applying the triangle inequality, for the same m
lim
n∈N′′′
‖un − vn − um + vm‖ = lim
n∈N′′′
‖(un − vn + u− v)− (um − vm + u− v)‖
≤ lim
n∈N′′′
‖un − vn + u− v‖+ ‖um − vm + u− v‖
≤ (λM + λN + 2× ) + (λM + λN + 2× + γ)
= 2× (λM + λN + 2× ) + γ.
(27)
Since un ∈M and vn ∈ N for n ∈ N′′′ , we can decompose vectors un and vn:
un = an + bn : an ∈M ∩ S, bn ∈M ∩N,
vn = dn + en : dn ∈ N ∩ S, en ∈M ∩N.
Therefore, we can represent
un − vn − um + vm = an + bn − dn − en − am − bm + dm + em
= (an − am) + (bn − en − bm + em) − (dn − dm).
Note that an − am ∈M ∩ S, bn − en − bm + em ∈M ∩N and
dn − dm ∈ N ∩ S. Therefore, taking into account (27), we obtain for large
enough m ∈ N′′′ :
lim
n∈N′′′
‖an − am‖ ≤ lim
n∈N′′′
ϕS × ‖un − vn − um + vm‖
= ϕS × lim
n∈N′′′
‖un − vn − um + vm‖
≤ ϕS × (2× (λM + λN + 2× ) + γ).
(28)
We are now ready to prove that the sequence (yn)N′′′ and the vector z ∈ X we are
looking for can be chosen by setting yn = bn for all n ∈ N′′′ and z = xm − bm for
some large enoughm ∈ N′′′ . Indeed, let us estimate using the triangle inequality
and taking into account inequalities (26) and (28) together with estimates for 
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from (22) and γ from (25):
lim
n∈N′′′
‖xn − yn − z‖ = lim
n∈N′′′
‖xn − bn − (xm − bm)‖
= lim
n∈N′′′
‖xn − bn − (xm − bm)− (an − am) + (an − am)‖
≤ lim
n∈N′′′
‖xn − bn − (xm − bm)− (an − am)‖+ lim
n∈N′′′
‖(an − am)‖
= lim
n∈N′′′
‖xn − an − bn − (xm − am − bm)‖+ lim
n∈N′′′
‖(an − am)‖
= lim
n∈N′′′
‖xn − un − (xm − um)‖+ lim
n∈N′′′
‖(an − am)‖
≤ 2× (λM + + γ) + ϕS × (2× (λM + λN + 2× ) + γ)
= 2× (λM + ϕS × (λM + λN ))
+ 2× (1 + 2× ϕS)× 
+ (2 + ϕS)× γ
< 2× (λM + ϕS × (λM + λN )) + η2 +
η
2
= ωS(M) + η.
This concludes the proof of the proposition 2.
In order to prove proposition 1 let us first assume that λM ≤ λN and that
at least one of λM or λN is not null. Then, since ω < 1/2, a simple arithmetic
calculation shows that
ϕ(M,N) <
1
4 − λM
λM + λN
Therefore, according to our definition of ϕ(M,N), and since α(M,N) <∞,
we can decompose M +N = (M ∩N)⊕ S so that ϕS(M,N) satisfies the same
inequality
ϕS(M,N) <
1
4 − λM
λM + λN
so that simple reverse arithmetic calculation leads to the inequality
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )) < 12 . (29)
In case when both λM and λN are equal to 0, choose any decomposition
M +N = (M ∩N)⊕ S  in this case the calculation yields ωS(M) = 0 < 1/2.
Thus, we can always choose decompositionM +N = (M ∩N)⊕ S so that (29)
is true.
Now we are ready to establish that Mn +Nn = Mn +Nn for large enough
n ∈ N′ . Assuming the opposite, we can find a subsequence N′′ such that for all
n ∈ N′′
Mn +Nn 6= Mn +Nn.
Then, according to the well known fact from ([33], theorem 4.19, p. 226), for all
n ∈ N′′ there would be an infinite-dimensional closed subspace Hn ⊂Mn such
that δ(Hn, Nn) < 1/n, in other words δ(Hn, Nn)→∞. However, due to (29) we
may apply proposition 2 thus establishing that λN′′ [Hn,M ∩N ] ≤ ωS(M) < 1/2.
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Then, according to the Small Uniform Adjustment Theorem applied to the se-
quence (Hn)N′′ and the finite-dimensional spaceM ∩N it follows that dimHn <∞
for large enough n ∈ N′′ which contradicts our choice of Hn. Thus we conclude
that Mn +NN = Mn +Nn for large enough n ∈ N′ .
Now consider subspaces Hn = Mn ∩Nn for all n ∈ N′ . Obviously Hn ⊂Mn
and δ(Hn, Nn) = 0 for all n ∈ N′ . Therefore, we can apply proposition 2 thus
establishing λN′′ [Hn,M ∩N ] ≤ ωS(M) < 1/2. Then, according to the Small
Uniform Adjustment Theorem applied to the sequence (Hn)N′′ and the finite-
dimensional space M ∩N it follows that there exists L ∈ N such that
dimHn < L for large enough n ∈ N′ . Therefore
lim
n∈N′
α(Mn, Nn) = lim
n∈N′
dimMn ∩Nn = lim
n∈N′
dimHn < L < ∞.
Thus we have established that for large enough n ∈ N pairs (Mn, Nn) are lower
semiFredholm. This concludes our proof of the proposition 1 in case when
λM ≤ λN . In case when λN < λM the same proof remains valid by swapping
M and N .
2.6 Lower Stability of Index of Continuous Operators
It is easy to see that index of Fredholm pair of subspaces is not stable under
lower uniform λ−adjustment  any two pairs of subspaces in a finite-dimensional
space are uniformly 0−adjusted yet their indices may obviously differ. However,
for linear operators their index is stable under perturbation by lower uniformly
0−adjusted continuous operators. In order to prove that we first consider the
following theorem that establishes the structure of the continuous operators
lower uniformly λ−adjusted with the null operator.
Theorem 2.6.1 (The Structure of Lower Uniform λ−Adjustment). Let X and
Y be two Banach spaces, (An)N′ ⊂ C(X,Y ). Then the following propositions
are true:
1. If λN′ [An, θ] < 1/2, then for each  ∈ (0, 1/2− λN′ [An, θ]) there exists a
closed subspace Y ⊂ Y such that dimY/Y <∞ and for large enough n
An ∈ BC(X,Y ) with the norm estimate∥∥∥An |A−1n (Y)∥∥∥ < 2× λN′ [An, θ] + .
2. If λN′ [An, θ] = 0 and sequence (xn, Anxn)N′′ ⊂ X × Y is bounded, then
sequence (Anxn)N′′ ⊂ Y is relatively compact.
3. If λN′ [An, θ] = 0, then for large enough n ∈ N
′
each An can be decom-
posed into An = Cn + Fn where both Cn, Fn ∈ B(dom(An), Y ), the se-
quence (Cn)N′ K2−approximates θ, and limN′ dimFn(X) <∞.
4. If λN′ [An, θ] = 0 and (An)N′ ⊂ C(X,Y ), then ‖An‖q → 0.
Proof. Suppose that we have established the norm estimate from proposition 1,
as well as the finite dimension estimate for large enough n. Then An is a finite-
dimensional extension of a continuous operator defined on a closed subspace of
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dom(An) and thus is a continuous operator itself, i.e. An ∈ BC(X,Y ). Now let
us prove the norm and dimension estimates.
Suppose to the contrary that the norm estimate is not true for large enough
n. Then choose any  ∈ (0, 1/2− λN′ [An, θ]) and construct inductively a unit
sequence of vectors (yn)N′′ ⊂ Y and a sequence (Yn)N′′ of closed subspaces of
Y :
• According to our assumption there exists a unit vector y ∈ Y such that
for some n1 ∈ N ∥∥A−1n1 y∥∥ ≤ 2× λN′ [An, θ] + ;
Using Hahn-Banach Theorem find a unit functional f ∈ Y ∗ such that
fy = 1. Now put yn1 = y, Yn1 = Ker(f); obviously dist(yn1 , Yn1) = 1.
• Suppose that for some k > 1 we have built unit vectors yn1 , ..., ynk and
closed subspaces Yn1 ⊃ ... ⊃ Ynk such that
yni+1 ∈ Yni , Yni = sp({yni+1})⊕ Yni+1
and dist(yni , Yni) = 1 for all i = 1, ..., k. Obviously dimY/Ynk = k <∞;
therefore, according to our assumption there exists a unit vector y ∈ Ynk
and a number m > nk such that∥∥A−1m y∥∥ ≤ 2× λN′ [An, θ] + ;
Now put nk+1 = m, ynk+1 = y, then applying Hahn-Banach Theorem
choose a unit functional f ∈ Y ∗nk such that fynk+1 = 1 and set Ynk+1 = Ker(f).
Obviously Ynk = ynk+1 ⊕ Ynk+1 and dist(ynk+1 , Ynk+1) = 1.
Now define a sequence of numbers N′′ = {n1, ..., nk, ...}. From the construc-
tion it is clear that Yn ⊃ Ym and dist(yn, Ym) = 1 whenever n > m. Define a
sequence of vectors (xn)N′′ such that xn = A
−1
n yn for all n ∈ N
′′
. Obviously
(xn, Anxn)N′′ ⊂ X × Y is a unit sequence since ‖xn‖ ≤ 2× λN′ [An, θ] +  < 1
and ‖Anxn‖ = ‖yn‖ = 1 for all n ∈ N′′ . Therefore, for any number
ν ∈ (0, 1/2− λN′ [An, θ]) there exists a sequence (tn)N′′′ ⊂ X and a vector
(u, v) ∈ X × Y such that
lim
N′′′
‖(xn, yn)− (tn, θ)− (u, v)‖ ≤ λN′ [An, θ] + ν.
Projecting onto Y obtain
lim
N′′′
‖yn − v‖ ≤ λN′ [An, θ] + ν;
Therefore, if γ ∈ (0, 1/2− λN′ [An, θ]− ν), then applying the triangle inequality
for large enough n > m and taking into account the choice of ν and γ obtain
‖yn − ym‖ = ‖yn − v − ym + v‖
≤ ‖yn − v‖+ ‖ym − v‖
≤ λN′ [An, θ] + ν + γ + λN′ [An, θ] + ν + γ
= 2× (λN′ [An, θ] + ν + γ) < 1.
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However, according to our construction dist(yn, Ym) = 1 for any n > m; hence,
since ym ∈ Ym ⊂ Yn we have
1 ≤ ‖yn − ym‖ .
Now, combining the last two inequalities we come to a contradiction
1 ≤ ‖yn − ym‖ < 1.
This concludes the proof of the proposition 1.
In order to prove proposition 2 recall that since λN′ [An, θ] = 0, for a unit
sequence (xn, Anxn)N′′ ⊂ X × Y there exists a subsequence (y1,n)N′′′ ⊂ X and
a vector (u1, v1) ∈ X × Y such that
lim
N′′′
‖(xn, Anxn)− (y1,n, θ)− (u1, v1)‖ ≤ 2−3.
Projecting onto Y we see that for large enough n ∈ N′′′
‖Anxn − v1‖ ≤ 2−3 + 2−3 = 2−2;
therefore, for large enough n,m ∈ N′′′
‖Anxn −Amxm‖ = ‖Anxn − v1 −Amxm + v1‖
≤ ‖Anxn − v1‖+ ‖Amxm − v1‖
≤ 2−2 + 2−2 = 2−1.
Let m be such as above and define m1 = m, N1 = {n ∈ N′′′ | n > m1}. Again,
since λN′ [An, θ] = 0, there exists a subsequence of numbers N
′′′
1 ⊂ N1, a sequence
of vectors (y2,n)N′′′1 ⊂ X and a vector (u2, v2) ∈ X × Y such that
lim
N′′′1
‖(xn, Anxn)− (y2,n, θ)− (u2, v2)‖ ≤ 2−4.
Projecting onto Y we see that for large enough n ∈ N′′′1
‖Anxn − v2‖ ≤ 2−4 + 2−4 = 2−3;
therefore, for large enough n,m ∈ N′′′1
‖Anxn −Amxm‖ = ‖Anxn − v2 −Amxm + v2‖
≤ ‖Anxn − v2‖+ ‖Amxm − v2‖
≤ 2−3 + 2−3 = 2−2.
Let m be such as above and define m2 = m, N2 = {n ∈ N′′′1 | n > m2}. Contin-
uing this way we can find a series of subsequences
N
′′ ⊃ N1 ⊃ N2 ⊃ ... ⊃ Nk ⊃ ...
(xn)N′′ ⊃ (xn)N1 ⊃ (xn)N2 ⊃ ... ⊃ (xn)Nk ⊃ ...
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such that for each k and for all n,m ∈ Nk ‖Anxn −Amxm‖ ≤ 2−k. Now build
a new diagonal sequence Nd from all N1,N2, ...,Nk, ...:
Nd = {ni | ni = min{n | n ∈ Ni}}.
If i, j ∈ Nd and i > j then both xi and xj belong to Nj by our construction.
Therefore ‖Aixi −Ajxj‖ ≤ 2−j for any two i > j from Nd; hence (Anxn)Nd ⊂ Y
is a Cauchy sequence. Thus, since Y is a complete metric space, the se-
quence (Anxn)Nd converges to some vector from Y . So, for any subsequence
(Anxn)N′′ ⊂ (Anxn)N′ ⊂ Y we have found a convergent subsequence
(Anxn)Nd ⊂ (Anxn)N′′ which means that the sequence (Anxn)N′ is relatively
compact in Y .
We have just proved proposition 2 for a unit sequence (xn, Anxn)N′′ ⊂ X × Y .
When (xn, Anxn)N′′ is not a unit sequence but just a bounded sequence, con-
sider the value  = inf ‖(xn, Anxn)‖. If  = 0 then we can choose a subsequence
(xn, Anxn)N′′′ ⊂ X × Y that converges to (θ, θ) ∈ X × Y thus (Anxn)N′′ ⊂ Y
converges to θ ∈ Y . Otherwise choose a subsequence (xn, Anxn)N′′′ such that
norms of its elements αn = ‖(xn, Anxn)‖ approach  > 0 and scale that subse-
quence by dividing its elements onto their norms αn 6= 0 so that it becomes a unit
sequence  by the preceding proof ( 1αnAnxn)N′′′ has a convergent subsequence.
Now rescale that convergent subsequence back by multiplying each element on
αn  it will still remain a convergent subsequence since αn →  <∞. Therefore,
for any bounded sequence (xn, Anxn)N′′ ⊂ X × Y the sequence (Anxn)N′′ ⊂ Y
has a convergent subsequence, therefore (Anxn)N′′ is relatively compact. This
concludes our proof of the proposition 2.
In order to prove proposition 3 we first note that given a closed subspace Z
of a Banach space X with a finite codimension dimX/Z = K <∞ one can find
a projection P : X → Z such that ‖P‖ ≤ K + 1. Indeed, using Hahn-Banach
theorem K times, it is possible to build K unit vectors xi ∈ X and K unit
functional fi ∈ X∗ such that fixj = δji and Z = ∩Ker(fi). After that, K one-
dimensional projections Qi : X → sp({xi}) are defined as Qix = fi(x)xi. It is
clear that Q =
∑
Qi is a projection onto sp({x1, ..., xK}) and that ‖Q‖ ≤ K,
also P = I −Q is a projection onto Z and ‖P‖ ≤ K + 1.
Now consider a sequence of continuous operators (An)N′ ⊂ BC(X,Y ) such
that λN′ [An, θ] = 0. According to proposition 1 there exists a closed subspace
Y1 ⊂ Y such that dimY/Y1 = K <∞ and a numberm ∈ N′ such that for n > m∥∥∥An |A−1n (Y1)∥∥∥ < 1. (30)
Obviously dim dom(An)/A−1n (Y1) ≤ K for same n; then, as we noted before,
there exist projections Pn : dom(An)→ A−1n (Y1) with ‖Pn‖ ≤ K + 1.
Let us define N′′ = {n ∈ N′ | n > m} and prove that (An ◦ Pn)N′′ ⊂ BC(X,Y )
K2−approximates the null operator θ. For that we need to show that if
(xn)N′′ / ((dom(An))N′′ is bounded then (AnPnxn)N′′ ⊂ Y is relatively com-
pact. Since norms of all Pn are bounded by K + 1, the sequence (Pnxn)N′′
is bounded if (xn)N′′ is bounded. Therefore, since Pnxn ∈ A−1n (Y1), we can ap-
ply inequality (30) and conclude that (AnPnxn)N′′ is also bounded. Therefore,
the sequence (Pnxn, AnPnxn)N′′ is bounded in X × Y . Now, applying proposi-
tion 2 to this bounded sequence we conclude that (AnPnxn)N′′ ⊂ Y is relatively
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compact which means that (An ◦ Pn)N′′ K2−approximates θ. Now for n ∈ N
′′
set
Cn = An ◦ Pn, Fn = An ◦ (I − Pn).
Obviously An = Cn + Fn. Also, we had proved that (Cn)N′′ K2−approximates
θ. Thus, since
dimFn(dom(An)) = dimAn ◦ (I − Pn)(dom(An))
≤ dim(I − Pn)(dom(An))
= dim dom(An)/A−1n (Y1) = K < ∞,
the proof of the proposition 3 is finished.
In order to prove proposition 4 consider decomposition An = Cn + Fn for
n ∈ N′′ from proposition 3. By our assumption dom(An) = X for all n ∈ N′ .
Therefore, according to [52], ‖Cn‖q → 0 since (Cn)N′′
K2−approximates the null operator θ. Using this after applying the trian-
gle inequality for q−norm and noticing that ‖Fn‖q = 0 since dimensions of all
Fn(X) are finite, we obtain
lim
N′′
‖An‖q = limN′′ ‖Cn + Fn‖q ≤ limN′′ (‖Cn‖q + ‖Fn‖q)
≤ lim
N′′
(‖Cn‖q + 0) = limN′′ ‖Cn‖q = 0.
Finally, since N′ \ N′′ is a finite set, we infer that
lim
N′
‖An‖q = 0.
This concludes our proof of the proposition 4.
We are now ready to prove the following
Theorem 2.6.2 ((Semi)Fredholm Operators are Stable under Lower 0−Adjustment).
Let X and Y be two Banach spaces, A ∈ B(X,Y ) and (An)N′ ⊂ B(X,Y ). Sup-
pose that λN′ [An, θ] = 0. Then the following propositions are true:
1. If A is a lower semiFredholm operator, then for large enough n ∈ N′
operators A+An are also lower semiFredholm. Moreover, there exists
L ∈ N such that α(A+An) ≤ L for the same n.
2. If A is a Fredholm operator, then for large enough n ∈ N′ operators A+An
are also Fredholm and ind(A+An) = ind(A). Moreover, there exists S ∈ N
such that β(A+An) ≤ S for the same n.
Proof. Proposition 1 is a consequence from the previous Theorem 2.5.1. Indeed,
let us apply a well known technique defining subspaces from X × Y (see [33])
M = Mn = X × {θ}, N = GA, Nn = GA+An ;
obviously (M,N) is a lower semiFredholm pair of closed subspaces in X × Y ,
also it is clear that λN′ [Mn,M ] = 0. Let us prove that λN′ [Nn, N ] = 0. By
definition λN′ [Nn, N ] = λN′ [A+An, A]. Since A ∈ B(X,Y ) and λN′ [An, θ] = 0
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it follows from Theorem 2.3.8 proposition 3 that λN′ [A+An, A] = 0 . There-
fore, λN′ [Nn, N ] = 0. Thus, by Theorem 2.5.1 there exists a number K1 ∈ N
such that pairs (Mn, Nn) are lower semiFredholm and values of β(Mn, Nn)
are limited by some finite number L for n > K1. However it is obvious that
α(Mn, Nn) = α(A+An), so the values of α(A+An) are limited by a finite
number L for the same n.
In order to prove proposition 2 observe that according to proposition 3 from
the previous Theorem 2.6.1 we may assume that all An can be decomposed into
An = Cn + Fn so that Cn, Fn ∈ B(X,Y ), the sequence (Cn)N′ K2−approximates
θ, and
lim
N′
dimFn(X) ≤ R (31)
for some R <∞. Applying a well-known fact about K2−approximation from
[52] we conclude that there exists K2 ∈ N such that for n > K2, n ∈ N′ opera-
tors A+ Cn are also Fredholm and their indices are all equal to the index of
A. Therefore, since all Fn are finite, by the classical result from [9] operators
A+ Cn + Fn are Fredholm and their indices are all equal to the index of A for
the same n. At the same time
α(A+ Cn + Fn) ≤ α(A+ Cn) + dimFn(X) ≤ α(A+ Cn) + R
due to (31). Hence, for all n > max(K1,K2) values of β(A+An) are limited by
S = L+R+ ind(A):
β(A+An) = β(A+ Cn + Fn) = α(A+ Cn + Fn) − ind(A+ Cn + Fn)
= α(A+ Cn + Fn) − ind(A)
≤ α(A+ Cn) + R − ind(A)
≤ L + R − ind(A)
= S.
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3 (Semi)Fredholm Stability in BFU−Spaces
In the previous section we presented examples when Fredholm stability prop-
erties break under uniform λ−adjustment. In particular, in the space l∞ the
analog of the small gap theorem is valid only for constants < 1/2 while semi
Fredholm and Fredholm linear operators are not stable under uniform upper
λ−adjustment for any λ ≥ 0. Those examples prompt one to look for a special
class of Banach spaces where the analog of the small gap theorem still holds
for constants < 1 and where stability of Fredholm properties is preserved under
λ−adjustment.
In this section we present one such class that we call the class of BFU-spaces
 those are Banach spaces for which every norm bounded set of functionals
is a Fréchet-Urysohn space in weak∗ topology. After proving in topological
FréchetUrysohn spaces a general lemma about the convergence points of the
sequence of subsets, we proceed with proving in BFU−spaces the analog of
the small gap theorem with the constants < 1 and stability of semiFredholm
and Fredholm linear operators and pairs of subspaces. The latter theorems
show improved estimates for lower uniform λ−adjustment, as well as stability
of (semi)Fredholm properties under upper λ−adjustment.
3.1 BFU−Spaces
Recall that a Hausdorff topological space (T, τ) is called a FréchetUrysohn space
if for every set G ⊂ T and every element t ∈ G there is a sequence (tn)N ⊂ G
convergent to t (see [30, 7]).
Definition 3.1.1 (BFU−Space). We call a Banach space X a BFU−space if
every norm bounded set of functionals from its dual X∗ is a FréchetUrysohn
space in topology induced by the weak∗ topology w∗ = σ(X∗, X).
As we shall see shortly, the class of BFU−spaces is rather broad. In order
to establish its content we will need one preliminary definition and one result.
Recall from [31] p. 284 that a subset G from a topological space (T, τ) is
called relatively countably compact if any sequence (gn)N ⊂ G has a limit point
g ∈ T , i.e. there exists g ∈ T such that for each open neighborhood U ∈ τ of
g and for each number n ∈ N there exists another number m > n such that
gm ∈ U .
The following fundamental lemma can be found in [31] p.285; its proof has
first appeared in [53]1:
Lemma 3.1.2 (Closure in the Second Dual). Let E be a relatively weakly count-
ably compact subset from a Banach space X. Let E1 be σ(X∗∗, X∗)−closure
of the set pi(E) where pi : X → X∗∗  the canonical injection. Then E1 is
σ(X∗∗, X∗)−compact and for every element F ∈ E1 there is a sequence (xn)N ⊂ E
with a single limit point x ∈ X such that pi(x) = F .
We are now ready to examine the content of the class of BFU−spaces in
the following lemma:
1See also [12, 34] where similar ideas are used for the proof of the EberleinSmulian theo-
rem.
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Lemma 3.1.3 (Examples of BFU−Spaces). The class of BFU−Spaces in-
cludes
1. separable Banach spaces,
2. reflexive Banach spaces,
3. products of separable and BFU−spaces,
4. products of any finite number of reflexive and separable spaces,
5. quotient spaces of BFU−spaces,
6. complemented subspaces of BFU−spaces.
Proof. If X is a separable Banach space, then X∗ is metrizable in w∗ topol-
ogy. Therefore, X∗ is FréchetUrysohn since every metrizable space is Fréchet
Urysohn.
Let X be a reflexive Banach space and consider a norm bounded set G from
its dual space X∗. By the Banach-Alaoglu theorem its closure G
w∗
in weak∗
topology is compact. Since X is reflexive, by the EberleinSmulian theorem
G
w∗
is countably compact in weak∗ topology. Since X is reflexive, the weak
topology w∗∗ = σ(X∗, X∗∗) induced by X∗∗ coincides with the weak topology
w∗ = σ(X∗, X). Therefore, G is relatively countably compact in w∗∗ topology.
Let pi : X∗ → X∗∗∗ be a canonical injection. By the previous lemma 3.1.2 ev-
ery element g from the closure of pi(G) ⊂ X∗∗∗ in the σ(X∗∗∗, X∗∗) topology is
a single limit point of some sequence (gn)N ⊂ pi(G). By the EberleinSmulian
theorem there exists a subsequence (gn)N′ convergent in σ(X
∗∗∗, X∗∗∗∗) topol-
ogy. Since X is reflexive, topologies σ(X∗∗∗, X∗∗∗∗) and σ(X∗∗∗, X∗∗) coincide.
Therefore, (gn)N′ is convergent in σ(X
∗∗∗, X∗∗) topology. Since g is the only
limit point of (gn)N in σ(X∗∗∗, X∗∗) topology, we shall conclude that (gn)N′
converges to g in that topology. Therefore, the set pi(G) ⊂ X∗∗∗ is Fréchet
Urysohn in σ(X∗∗∗, X∗∗) topology. Since X is reflexive X = X∗∗, X∗ = X∗∗∗,
also G = pi(G) ⊂ X∗ and σ(X∗∗∗, X∗∗) topology coincides with σ(X∗, X) topol-
ogy. Therefore, the set G is FréchetUrysohn in σ(X∗, X) topology.
A product of a BFU−space and a separable Banach space is again a
BFU−space  this follows from the Banach-Alaoglu theorem and from the fact
that a product of a compact Fréchet-Urysohn space onto a compact space with
the first axiom of countability is FréchetUrysohn (see [6, 41]).
From the last statement and from the fact that a finite product of separable
spaces is separable, while a finite product of reflexive spaces is reflexive, it
follows that a product of any finite number of reflexive and separable spaces is
a BFU−space.
Due to a natural isomorphism between a dual to a quotient space of a Banach
space over a closed subspace and the annihilator of that closed subspace it is
clear that a quotient space of a BFU−space is a BFU−space.
Also, one can easily establish that a closed complemented subspace of a
BFU−space is still a BFU−space since it is isomorphic to a quotient taken
over its complement.
Now we present three technical lemmas. The first lemma is equivalent to
a theorem about a product of compact spaces from [6, 41]. Since it will be
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the key to the proofs of stability of (semi)Fredholm properties, we lay out its
independent and elementary proof. The second lemma is a seemingly obvious
statement in general topological spaces which proof appears to be somewhat
elusive unless presented rigorously. The third lemma establishes, with the help of
the first and second lemmas, a connection between the Fréchet-Urysohn property
and uniform λ−adjustment.
Lemma 3.1.4 (Closure of a Sequence of Subsets). Let (T, τ) be a compact
Fréchet-Urysohn topological space, (Gn)N is a sequence of non-empty subsets
from T and an element t ∈ T belongs to a closure of every subset Gn ⊂ X for
n ∈ N. Then there exists a subsequence N′ ⊂ N and a sequence of elements
(tn)N′ / (Gn)N′ convergent to t.
Proof. Define
G = {g ∈ T | (tn)N′ → g for some (tn)N′ / (Gn)N′}. (32)
Let us first prove that t ∈ G. Consider any open neighborhood V of t. Since
(T, τ) is a Hausdorff compact space it is regular and, therefore, there exists a
neighborhood U of t such that U ⊂ V . According to the lemma's condition there
exists a sequence (tn)N′ / (Gn)N′ such that tn ∈ U for all n ∈ N
′
. Therefore,
denoting S = {tn | n ∈ N′}, we have the inclusion S ⊂ U ⊂ V . Let us prove
that one can choose a subsequence (tn)N′′ ⊂ S convergent to some g ∈ U ⊂ V .
Suppose that S \ S 6= ∅. Then choose g ∈ S \ S; since (T, τ) is Fréchet-
Urysohn, there exists a sequence from S convergent to g. After a simple renu-
meration of that sequence, one constructs a subsequence (tn)N′′ → g. Now con-
sider the case when S \ S = ∅ and define Sn1 = S \ {tn1}. By the same reasoning
we might find that Sn1 \ Sn1 = ∅. In this case, since (T, τ) is regular, there ex-
ists a neighborhood Un1 of tn1 such that Un1 ∩ Sn1 = ∅. Continuing this way we
could build a sequence of closed sets Snk and non-intersecting neighborhoods
Unk each neighborhood containing a single element tnk , for all of the infinite
number of elements tnk from S. As (T, τ) is compact and by assumption S is
closed, there exists a finite cover of S by some non-intersecting finite number of
neighborhoods Unk1 , ..., Unkj which is a contradiction.
Therefore, one can choose a subsequence (tn)N′′ ⊂ S convergent to some
g ∈ U ⊂ V . Therefore g ∈ G according to (32) and g ∈ V at the same time. As
V was an arbitrary neighborhood of t, we must conclude that t ∈ G.
Now, since (T, τ) is Fréchet-Urysohn, we can choose a sequence (gn)N ⊂ G,
(gn)N → t. According to (32) there exists a series of infinite sets of natural
numbers N1,N2, ... and a series of sequences (t1m)m∈N1 , (t2m)m∈N2 , ... such that
(tkm)m∈Nk → gk and (tkm)m∈Nk / (Gm)m∈Nk for each k ∈ N. Let us build a new
series of sets of natural numbers N′1,N
′
2, ... by induction:
• Define set N′1 = N1 and number min1 = min{n | n ∈ N
′
1}.
• If N′k and mink have already been defined, then declare
N
′
k+1 = {n ∈ Nk+1 | n > mink},
mink+1 = min{n | n ∈ N′k+1}.
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From this construction it is clear that
min1 < min2 < ... < mink < ... (33)
Also, the sequences of elements (tkm)m∈N′k / (Gm)m∈N
′
k
enumerated by new sets
N′k still converge to gk for each k ∈ N. The important property of the just built
series of sets is such that the total number of elements which lower indices are
bounded from above is finite. That is, for any L ∈ N
card{tkm | m ≤ L, k ∈ N} < ∞. (34)
The proof is quite trivial  by (33) there can be no more than L elements in
the first sequence, no more than L− 1 elements in the second sequence, etc. 
totally the count does not exceed
L−1∑
i=0
L− i = L× (L+ 1)
2
.
Having established (34) it is also easy to see that
{tkm | m ∈ N
′
k, k ∈ N} \
⋃
i>L
Gi ⊂ {tkm | m ≤ L, k ∈ N} (35)
Now for each i = 0, 1, 2, ... define sets
Hi =
∞⋃
k=i+1
{tkm | m ∈ N
′
k}.
Let us prove that for each i ∈ N
t ∈ Hi. (36)
Let U be a neighborhood of t and i ∈ N. Since (gn)N → t there exists k > i such
that gk ∈ U . Since (tkm)m∈N′k → gk, there exists some m ∈ N
′
k such that t
k
m ∈ U .
Yet tkm ∈ Hi since k > i, therefore t ∈ Hi.
Now suppose that lemma is not true. Since (T, τ) is Fréchet-Urysohn and
t ∈ H0, we can find a sequence (zn)N ⊂ H0 such that (zn)N → t. Suppose that
for any L ∈ N we can findm > L such that zm ∈ ∪i>LGi. Then we could choose
an infinite subsequence N′ such (zm)N′ / (Gm)N′ ; at the same time (zm)N′ → t
(since (zn)N → t) which would prove our lemma contrary to the assumption that
the lemma is false. Therefore,
{zn | n ≥ L}
⋂
(
⋃
i>L
Gi) = ∅
for some L ∈ N. Yet each zn is some tkm, thus by the previous equality
{zn | n ≥ L} ⊂ {tkm | m ∈ N
′
k, k ∈ N} \
⋃
i>L
Gi;
therefore by (35)
{zn | n ≥ L} ⊂ {tkm | m ≤ L, k ∈ N},
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thus by (34) the set {zn | n ∈ N} is finite. However (zn)N → t and all zn belong
to the finite number of sets G1, ..., GL which means that for some j1 ≤ L we
can choose a subsequence from {zn | n ≥ L} ∩Gj1 which converges to t. Since
{zn | n ∈ N} is finite, we infer that elements from that subsequence must be a
single constant element from Gj1 . Therefore, since (T, τ) is Hausdorff, we shall
conclude that that element is t, which means that t ∈ Gj1 .
Repeat the previous argument for Hj1+1 instead of H0  since we have al-
ready proved in (36) that t ∈ Hj1 , we will find that t ∈ Gj2 for some j2 ≥ j1 + 1.
Continuing this process we can prove that there exists an infinite series of num-
bers j1 < j2 < ... such that t ∈ ∩∞k=1Gjk . Therefore we can simply choose zjk = t
for every k ∈ N so that (zjk)k∈N / (Gjk)k∈N and (zjk)k∈N → t which contradicts
to our assumption that the lemma is false.
Lemma 3.1.5 (Closure of a Countable Union of Subsets). Let (T, τ) be a topo-
logical space, (Gn)N be a sequence of subsets from T . For each n ∈ N define
sets
Hn =
∞⋃
i=n
Gn.
Suppose that there exists a subsequence (hn)N1 / (Hn)N1 convergent to some el-
ement t ∈ T . Then there exists a subsequence (gn)N2 / (Gn)N2 convergent to
t.
Proof. Since N1 is an infinite subset of N, we can uniquely enumerate its ele-
ments as N1 = {n1 < n2 < ... < nk < ...}. We will use this enumeration to build
a sequence (gn)N2 / (Gn)N2 inductively:
• Since hn1 ∈ Hn1 , by definition of Hn1 there exists some number r ≥ n1
such that hn1 ∈ Gr. Denote r1 = l, p1 = 1 and gr1 = hn1 = hnp1 .
• Suppose we have built three finite sets of k natural numbers {r1 < ... < rk},
{p1 < ... < pk} and {np1 < ... < npk} such that ri ≥ npi , gri ∈ Gri and
gri = hnpi for each i = 1, ..., k. Consider setHrk+1. Since (hn)N1 / (Hn)N1 ,
there exists some nm ∈ N1, nm ≥ rk + 1 such that hnm ∈ Hnm . Therefore,
by definition of Hnm there is some j ≥ nm such that hnm ∈ Gj . Denote
rk+1 = j, pk+1 = m and grk+1 = hnm = hnpk+1 . Obviously, by our con-
struction rk+1 = j ≥ nm ≥ rk + 1 > rk, also rk+1 = j ≥ nm = npk+1 .
Now consider the just built set of natural numbers N2 = {r1, r2, ..., rk, ...} and
the sequence (grk)k∈N. By construction (grk)k∈N / (Grk)k∈N. Let us prove that
this sequence converges to t. Let U be a neighborhood of t; since (hni)i∈N
converges to t, there exists some L ∈ N such that for any j > L hnj ∈ U . By
our construction numbers npk strictly increase, so there exists some q such that
npq > L. Hence if j > q then npj > L and therefore grj = hnpj ∈ U which means
that (grk)k∈N converges to t.
The next lemma illustrates the key technique of separating the null functional
from the subsets of annihilators of the uniformly λ−adjusted subspaces. This
lemma itself and its separation technique will be used further in a number of
the stability results.
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Lemma 3.1.6 (The Null Functional Separation). Let (Mn)N′ and (Pn)N′ be
two sequences of closed subspaces in a BFU−space X, Mn 6= {θ} for all n ∈ N′ .
Suppose that real positive numbers r and η are such that
r × (λN′ [Mn, Pn] + η) < 1,
and for every n ∈ N′ the sets of functionals Tn ∈ X∗ and Vn ∈ X∗ are defined
like this
Tn = {f ∈ P⊥n
∣∣ ‖f‖ ≤ r and sup{|fx| ∣∣ x ∈Mn, ‖x‖ = 1} ≥ 1},
Vn =
⋃
i≥n,i∈N′
Ti. (37)
Suppose that Tn 6= ∅ for all n ∈ N′ . Then for some k ∈ N′ the null functional
θ ∈ X∗ does not belong to the weak closure of Vk, i.e. θ /∈ Vkw
∗
.
Proof. Assume the opposite  that for some infinite subset N′′ ⊂ N′ θ ∈ Vnw
∗
for
all n ∈ N′′ . Obviously, all defined this way sets Vn are contained within a closed
ball Br ⊂ X∗ radius r centered at θ ∈ X∗ which is a norm-bounded subset of
X∗, therefore it is w∗-compact due to the Banach-Alaoglu theorem; in addition,
the topological space (Br, w∗) is Fréchet-Urysohn since X is a BFU−space.
Then we can apply Lemma 3.1.4 to the compact Fréchet-Urysohn space (Br, w∗)
and its sequence of subsets (Vn)N′′ concluding that there exists a subsequence
(fn)N′′′ / (Vn)N′′′ such that
(fn)N′′′ −−→w∗ θ ∈ X
∗. (38)
Taking into account that all Vn are unions of Ti with indices i ≥ n, we can apply
Lemma 3.1.5 and conclude that there exists an infinite subset N′′1 ⊂ N
′′
and a
subsequence (fn)N′′1 / (Tn)N′′1 such that (fn)N′′1 → θ in weak
∗ topology. Now
recall that by (37) there exists a sequence of unit vectors (xn)N′′1 / (Mn)N′′1 such
that |fnxn| → 1. Also, by definition of λ−adjustment there exists a subsequence
(yn)N′′′1 / (Pn)N′′′1 and a vector z ∈ X such that
lim
N′′′1
‖xn − yn − z‖ ≤ λN′ [Mn, Pn] + η
In addition fnyn = 0 since fn ∈ Tn ⊂ P⊥n ; also fnz → 0 by (38). Therefore,
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using all that rewrite
1 = lim
N′′′1
|fnxn| = lim
N′′′1
|fnxn − fnz + fnz|
≤ lim
N′′′1
|fnxn − fnz|+ lim
N′′′1
|fnz|
≤ lim
N′′′1
|fnxn − fnz|+ 0
= lim
N′′′1
|fnxn − θ − fnz|
= lim
N′′′1
|fnxn − fnyn − fnz|
≤ lim
N′′′1
‖fn‖ × ‖xn − yn − z‖
≤ r × lim
N′′′1
‖xn − yn − z‖
≤ r × (λN′ [Mn, Pn] + η).
However, the above inequality is in direct contradiction with our choice of r and
η: r × (λN′ [Mn, Pn] + η) < 1.
3.2 The BFU Small Uniform Adjustment Theorem
The following theorem is a stronger version of the Small Uniform Adjustment
Theorem 2.2.2 from Subsection 2.1  all improvements are due to the BFU
property of the Banach space X. Note that constant 1 is used in all conditions
for uniform λ−adjustment; also proposition 1 contains single subspaces Pn in-
stead of their sums. Finally, the last proposition 4 establishes good structural
properties under upper uniform adjustment of subspaces with the entire space.
Theorem 3.2.1 (The BFU Small Uniform Adjustment Theorem). Let (Mn)N′
and (Pn)N′ be two sequences of closed subspaces in a BFU−space X. Then
1. For every  > 0 there exists a finite-dimensional subspace Q ⊂ X such
that
λN′ [Mn, Pn] +  ≥ lim
n∈N′
δ(Mn, Q + Pn). (39)
2. If λN′ [Mn, Pn] < 1, then there exist K ∈ N
′
, L ∈ N such that for m > K
dimMm ≤ L + dimPm.
3. If λN′ [Mn, Pn] < 1 then there exist K ∈ N
′
, L ∈ N such that for m > K
dimX/Pm ≤ L+ dimX/Mm.
4. The following conditions are equivalent:
(a) λN′ [X,Pn] < 1.
(b) λN′ [X,Pn] = 0.
(c) If (xn)N′ ⊂ X is a bounded sequence, then there exists a sequence
(yn)N′ / (Pn)N′ such that (xn − yn)N′ is relatively compact.
3.2 The BFU Small Uniform Adjustment Theorem 45
(d) There exists a finite dimensional subspace Q ⊂ X and a numberM ∈ N
such that for n > M
X = Q+ Pn;
also, the norms of the natural projections Prn : Q⊥ ⊕ P⊥n → Q⊥ are
all bounded from above.
Proof. Denote λ = λN′ [Mn, Pn]. If λ = 1 then set Q = {θ} for every  > 0.
Since the gap between any two subspaces does not exceed 1, the following is
true
lim
n∈N′
δ(Mn, Q + Pn) ≤ 1 < 1 +  = λ+  = λN′ [Mn, Pn] + 
which proves proposition 1. Therefore, we only need to consider the case when
λ < 1. For any  ∈ (0, 1− λ) partition set N′ into two subsets N′′0 ,N
′′
1 defined
like this:
N
′′
0 = {n ∈ N
′′ | δ(Mn, Pn) ≤ λ+ },
N
′′
1 = {n ∈ N
′′ | δ(Mn, Pn) > λ+ } = N′ \ N′′0 .
Suppose that the set N′′1 is finite. In this case all large enough n ∈ N
′
belong
to N′′0 so we can set Q = {θ} and this will prove proposition 1. Thus we only
need to consider the case when N′′1 is infinite. Since δ(Mn, Pn) > λ+  for all
n ∈ N′′1 , then for every n ∈ N
′′
1 there exists a vector xn ∈Mn such that ‖xn‖ = 1
and dist(xn, Pn) > λ+ . Applying Hahn-Banach theorem to xn and Pn we can
find a functional fn ∈ P⊥n ⊂ X∗ such that fnxn = 1 and ‖fn‖ < 1λ+ . Therefore,
denoting by Sn the unit sphere fromMn, we may define for every n ∈ N′′1 a non-
empty set
Tn = {f ∈ P⊥n
∣∣ ‖f‖ ≤ 1
λ+ 
and sup{|fx| ∣∣ x ∈ Sn ⊂Mn} ≥ 1}. (40)
Let us consider a sequence (Vn)N′′ of unions of sets Ti defined for every n ∈ N
′′
1 :
Vn =
⋃
i≥n,i∈N′′1
Ti. (41)
Set r = 1λ+ and η =

2  obviously r × (λ+ η) < 1. Then we have all the condi-
tions of the Null Functional Separation Lemma 3.1.6 from which it follows that
θ /∈ Vnw
∗
for large enough n ∈ N′′1 . Therefore, there exists a base neighborhood
W ∈ w∗ of θ ∈ X∗ and a number M ∈ N such that for n > M
Vn ∩W = ∅. (42)
According to definition of the weak topology w∗ the base neighborhood W is
determined by a real number ν > 0 and by a finite number of vectors v1, ..., vk
from X such that f ∈W if and only if |fvi| < ν for all i ∈ {1, ..., k}. There-
fore, due to (42), for every n > M and for every f ∈ Vn there always exists
some i ∈ {1, ..., k} such that |fvi| ≥ ν > 0. Hence, defining a finite-dimensional
space V = sp({v1, ..., vk}), we conclude that Vn ∩ V ⊥ = ∅ for n > M , n ∈ N′′1 .
Therefore, due to (41), for the same n
Tn ∩ V ⊥ = ∅. (43)
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Our goal now is to prove that δ(Mn, V + Pn) ≤ λ+  for all n > M , n ∈ N′′1 .
Suppose the opposite  then there shall exist a real number γ ∈ (0, 1− (λ+ )),
a natural number j > M , j ∈ N′′1 and a unit vector xj ∈Mj such that
dj = dist(xj , V + Pj) ≥ λ+ + γ. (44)
Applying the Hahn-Banach theorem construct a functional fj such that fjxj = 1,
‖fj‖ = 1dj and fj ∈ (V + Pj)⊥. Obviously (V + Pj)⊥ ⊂ V ⊥, therefore fj ∈ V ⊥.
Thus fj /∈ Tj due to (43). However, by our construction
fjxj = 1 and fj ∈ (V + Pj)⊥ ⊂ P⊥j . Therefore, according to definition of Tj
from (40) the only way fj can be outside of Tj is if ‖fj‖ > 1λ+ , but it is impos-
sible since by fj construction and by (44) the opposite is true:
‖fj‖ = 1
dj
≤ 1
λ+ + γ
<
1
λ+ 
.
Thus we must conclude that our assumption is wrong and therefore
δ(Mn, V + Pn) ≤ λ+  for all n > M , n ∈ N′′1 . Recall that V = sp({v1, ..., vk}),
therefore dimV <∞. Denoting Q = V , we conclude that for a given  > 0 a
finite dimensional space Q has been found such that for the sequence N
′′
1
λN′ [Mn, Pn]+ = λ+ ≥ lim
n∈N′′1
δ(Mn, V +Pn) = lim
n∈N′′1
δ(Mn, Q+Pn). (45)
Now recall that in the beginning of the proof we partitioned N′ into two subsets
N′′0 ,N
′′
1 ⊂ N
′
:
N
′′
0 = {n ∈ N
′′ | δ(Mn, Pn) ≤ λ+ },
N
′′
1 = {n ∈ N
′′ | δ(Mn, Pn) > λ+ } = N′ \ N′′0
(46)
If N′′0 is finite, then inequality (45) can be rewritten by replacing N
′′
1 with N
′
λN′ [Mn, Pn] +  ≥ lim
n∈N′
δ(Mn, Q + Pn)
which obviously proves proposition 1. Now suppose that N′′0 is an infinite set.
Note that δ(Mn, Pn) ≥ δ(Mn, Q + Pn) since Pn ⊂ Q + Pn. Therefore, the
first line from (46) can be rewritten for the sequence N′′0
λN′ [Mn, Pn] +  = λ+  ≥ lim
n∈N′′0
δ(Mn, Pn) ≥ lim
n∈N′′0
δ(Mn, Q + Pn). (47)
Therefore, as inequality (47) contains only N′′0 while inequality (45) contains
only N′′1 , we can combine inequalities (47) and (45) into a single inequality
containing the whole set N′ :
λN′ [Mn, Pn] +  ≥ lim
n∈N′
δ(Mn, Q + Pn),
which concludes our proof of the proposition 1.
In order to prove proposition 2 suppose that λN′ [Mn, Pn] < 1; then, accord-
ing to proposition 1, for any  ∈ (λN′ [Mn, Pn], 1) there exists a finite dimen-
sional space Q such that
1 > λN′ [Mn, Pn] +  ≥ lim
n∈N′
δ(Mn, Q + Pn). (48)
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Therefore, it follows from the proposition 2 of the Small Gap Theorem that for
large enough n
dimMn ≤ dim(Q + Pn) ≤ dimQ + dimPn.
Denoting L = dimQ <∞ concludes the proof of the proposition 2.
In order to prove proposition 3 note that due to (48) and due to the propo-
sition 3 of the Small Gap Theorem for large enough n
dimX/(Q + Pn) ≤ dimX/Mn.
Denoting L = dimQ <∞ we can rewrite the above inequality for the same
large enough n:
dimX/Pn − L ≤ dimX/(Q + Pn) ≤ dimX/Mn,
which proves proposition 3.
In order to prove proposition 4 note that implications (c)⇒ (b)⇒ (a) are
trivial so we only need to prove (a)⇒ (d)⇒ (c).
Suppose that (a) is true  we need to prove (d). Let Sn be a unit sphere in
P⊥n for every n ∈ N
′
. Define
Tn = Sn, Vn =
⋃
i≥n,i∈N′
Ti. (49)
Also set r = 1 and choose some η ∈ (0, 1− λ)  obviously r × (λ+ η) < 1. Then,
since Mn = X for all n ∈ N′ , we can easily verify that
Tn = Sn = {f ∈ P⊥n
∣∣ ‖f‖ ≤ r and sup{|fx| ∣∣ x ∈Mn = X, ‖x‖ = 1} ≥ 1}.
Therefore all conditions of the Null Functional Separation Lemma 3.1.6 are true,
thus it follows that θ /∈ Vnw
∗
for large enough n ∈ N′ . Therefore, there exists
a base neighborhood W ∈ w∗ of θ ∈ X∗ and a number M ∈ N such that for
n > M,n ∈ N′
Vn ∩W = ∅. (50)
According to definition of the weak topology w∗ the base neighborhood W is
determined by a real number η > 0 and by a finite number of vectors q1, ..., qk
from X such that f ∈W if and only if |fqi| < η for all i ∈ {1, ..., k}. There-
fore, due to (50), for every n > M and for every f ∈ Vn there always exists
some i ∈ {1, ..., k} such that |fqi| ≥ η > 0. Hence, defining a finite-dimensional
space Q = sp({q1, ..., qk}), we conclude that Vn ∩Q⊥ = ∅ for n > M , n ∈ N′ .
Therefore, due to (49), for the same n
Sn ∩Q⊥ = ∅.
Since Sn are unit spheres from Pn, we shall conclude from the previous equation
that P⊥n ∩Q⊥ = {θ} for n > M,n ∈ N
′
. Therefore X = Q+ Pn for the same n
 since dimQ ≤ k this proves the first part of the proposition (d).
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In order to prove the second part note that P⊥n ∩Q⊥ = {θ} for large enough
n, hence
dimP⊥n ≤ dimX∗/Q⊥ = dimQ ≤ k <∞.
Therefore, all spaces Q⊥, P⊥n and Q
⊥ ⊕ P⊥n are closed, the natural projections
Prn : Q⊥ ⊕ P⊥n → Q⊥ all exist and are continuous. Now suppose that the norms
of projections Prn are unbounded. Then there exists a subsequence of projec-
tions (Prn)N′′ such that (‖Prn‖)N′′ →∞. Therefore, there exists a sequence of
unit functionals (fn)N′′ / (P
⊥
n )N′′ such that dist(fn, Q
⊥)→ 0 or, equivalently,
that
‖fn − rn‖ → 0 (51)
for some sequence of functionals (rn)N′′ ⊂ Q⊥. Recall that we have proved that
there exists some ν > 0 such that for each fn from a unit sphere Sn ⊂ P⊥n for
large enough n there always exists some kn such that |fnqkn | ≥ ν > 0. There-
fore, since there is only a finite number of vectors q1, ..., qk, we can choose a
subsequence N′′′ and some vector qj such that
lim
n∈N′′′
|fnqj | ≥ ν > 0.
Now combining the previous inequality with (51) and recalling that rnqj = 0
since (rn)N′′ ⊂ Q⊥ we obtain a contradiction:
0 < ν ≤ lim
n∈N′′′
|fnqj | = lim
n∈N′′′
|fnqj − rnqj |
≤ lim
n∈N′′′
(‖fn − rn‖ × ‖qj‖)
= ‖qj‖ × lim
n∈N′′′
(‖fn − rn‖)
= ‖qj‖ × 0 = 0.
This concludes our proof of the implication (a)⇒ (d).
Now let us prove implication (d)⇒ (c). We can safely assume that (d) is
true for all n ∈ N′ . Since the norms of the projections Prn : Q⊥ ⊕ P⊥n → Q⊥ are
all bounded by some K <∞ and since dimX∗/Q⊥ = k <∞, using the Hahn-
Banach theorem up to k times one can extend each projection
Prn : Q⊥ ⊕ P⊥n → Q⊥ toward a projection Pr
′
n : X
∗ → Q⊥ so that the norms
of the extended projections Pr
′
n are still bounded by K × k. Let Gn be kernels
of Pr
′
n  define subspaces from X like this
Hn = ⊥Gn =
⋂
f∈Gn
Ker(f).
Obviously each Hn is a closed subspace and Hn ⊂ Pn, also X = Hn ⊕Q and
the norms of natural projections Wn : X = Hn ⊕Q→ Q are bounded by the
same constant K × k.
Now let (xn)N′ be a bounded sequence of vectors from X. Decompose each
xn = Wnxn + (I −Wn)xn  the sequence (Wnxn)N′ ⊂ Q is bounded and there-
fore is relatively compact since dimQ <∞, while ((I −Wn)xn)N′ / (Pn)N′ since
((I −Wn)xn)N′ / (Hn)N′ and Hn ⊂ Pn. Denoting yn = (I −Wn)xn ∈ Pn we in-
fer that (xn − yn)N′ is relatively compact. This concludes the proof of the im-
plication (d)⇒ (c).
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Note that with some additional effort one can prove the following theorem
that augments the BFU Small Uniform Adjustment Theorem with stability of
finite co-dimensions under simultaneous upper and lower uniform λ−adjustment
of nested subspaces:
Theorem 3.2.2 (Co-Dimensions of Nested Subspaces are Bounded). Let X be a
BFU−space and P ⊂ Q are two closed subspaces of X such that dimQ/P <∞.
Suppose that two sequences (Pn)N′ and (Qn)N′ of closed subspaces from X are
such that Pn ⊂ Qn for all n ∈ N′ ; also suppose that uniform λ−adjustment num-
bers λN′ [Qn, Q] and λN′ [P, Pn] are small enough. Then there exists a number
K ∈ N such that dimQn/Pn < K for large enough n ∈ N′ .
3.3 Upper SemiFredholm Stability of Subspaces in BFU−Spaces
Our previous Example 2.4.4 had shown that there is no stability of any of the
Fredholm properties under upper uniform λ−adjustment in l∞ even if λ = 0.
However, our next theorem shows that in BFU−spaces upper semiFredholm
pair of closed subspaces is stable under upper λ−adjustment for small λ.
In order to formulate that theorem consider some preliminary concepts. Let
M , N be two closed subspaces in a Banach spaceX such thatM +N = M +N ,
X = (M +N)⊕ S for some closed subspace S ⊂ X. Define a natural mapping
Ψ : Ω = M × N × S → X,
Ψ : (a, b, c) → a+ b+ c.
Also, define a complete norm on Ω
‖(a, b, c)‖ = max{‖a‖ , ‖b‖ , ‖c‖}.
Then, since
X = M +N ⊕ S = (M +N) ⊕ S,
it is clear that Ψ is a continuous surjection from the Banach space Ω onto the
Banach space X. Therefore, according to the open mapping theorem operator
Ψ is an open operator and there exists a real number γ > 0 such that any vector
x ∈ X can be decomposed into vectors a ∈M , b ∈ N and c ∈ S so that
‖x‖ × γ ≥ max{‖a‖ , ‖b‖ , ‖c‖}.
Denote ψS(M,N) the inf of such numbers γ.
Note that for an upper semiFredholm pair there always exist many closed
subspaces S such that X = (M +N)⊕ S if β(M,N) = dimX/(M +N) <∞.
Therefore, denote
ψ(M,N) := inf{ψS(M,N) | X = (M +N)⊕ S}.
We are now ready to formulate our next stability theorem:
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Theorem 3.3.1 (Upper SemiFredholm Pairs from BFU−Spaces are Stable).
Let (M,N) be an upper semiFredholm pair of closed subspaces in a BFU−space
X. Let (Mn)N′ , (Nn)N′ are two sequences of closed subspaces from X, and set
λM = λN′ [M,Mn], λN = λN′ [N,Nn];
then the following propositions are true
1. Define a real number
ω = ψ(M,N)× (λM + λN ).
If ω < 1, then for large enough n ∈ N′ pairs (Mn, Nn) are also upper semi
Fredholm and
lim
n∈N′
β(Mn, Nn) < ∞.
2. Suppose that X = (M +N)⊕ S and define a real number
ωS(M) = ψS(M,N)× (λM + λN ).
If ωS(M) < 1 and (Wn)N′′ is a sequence of non-null closed subspaces from
X∗ such that Wn ⊂M⊥n for all n ∈ N
′
and δ(Wn, N⊥n )→ 0, then there
exists K ∈ N such that dimWn ≤ K <∞ for large enough n ∈ N′
Proof. Proposition 2 is the key to the proof of proposition 1, so we start with
2. Let Sn be a unit sphere from Wn for each n ∈ N′ . Define
Vn =
⋃
i≥n
Si.
Our first goal is to prove that θ /∈ Vnw
∗
for some n ∈ N′ . Assume the opposite
and consider the unit ball B1 ⊂ X∗ centered in θ ∈ X∗. Since B1 is norm-
bounded it is compact in w∗ topology by the Banach-Alaoglu theorem. Also,
since X is a BFU−space, (B1, w∗) is Fréchet-Urysohn. Therefore, according
to Lemma 3.1.4 there exists a subsequence of functionals (gn)N′1 / (Vn)N′1 con-
vergent to θ in w∗ topology. Then, by Lemma 3.1.5 there exists a subsequence
(fn)N′′ / (Sn)N′′ convergent to θ in w
∗ topology. Since each fn is a unit func-
tional, there exists a unit sequence of vectors (xn)N′′ ⊂ X such that fnxn = 1.
For each xn consider its decomposition
xn = an + bn + cn, an ∈Mn, bn ∈ Nn, cn ∈ S (52)
such that
ψS(M,N) = 1×ψS(M,N) = ‖xn‖×ψS(M,N) ≥ max{‖an‖ , ‖bn‖ , ‖cn‖}.
(53)
There are four cases to consider in respect to values an and bn:
1. There exists a subsequence N′′′ such that all αn = ‖an‖ and βn = ‖bn‖
are greater than zero and αn → α ∈ R, βn → β ∈ R. Choose a positive
number η from an open interval
η ∈ (0, 1
2
× ( 1
ψS(M,N)
− λM − λN )); (54)
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by definition of λ−adjustment there exist two sequences of vectors
(un)N′4 / (Mn)N′4 and (vn)N′4 / (Nn)N′4 and vectors u, v ∈ X such that
lim
N′4
∥∥∥∥ 1αn × an − un − u
∥∥∥∥ ≤ λM + η,
lim
N′4
∥∥∥∥ 1βn × bn − vn − v
∥∥∥∥ ≤ λN + η.
Multiplying first inequality by αn and second by βn, taking into account
estimate from (53) and limits αn → α ∈ R, βn → β ∈ R obtain
lim
N′4
‖an − αun − αu‖ ≤ α× (λM + η) ≤ ψS(M,N)× (λM + η),
lim
N′4
‖bn − βvn − βv‖ ≤ β × (λM + η) ≤ ψS(M,N)× (λN + η).
(55)
2. For any subsequence N′′′ such that all αn = ‖an‖ > 0 the opposite is true
for βn: βn = ‖bn‖ = 0. Applying definition of λ−adjustment as before
obtain the first inequality from (55). Since βn = ‖bn‖ = 0, the second
inequality from (55) trivially holds for any choice of bounded sequence
(vn)N′4 and vector v.
3. For any subsequence N′′′ such that all βn = ‖bn‖ > 0 the opposite is true
for αn: αn = ‖an‖ = 0. This case is treated as above by symmetry 
applying definition of λ−adjustment as before obtain the second inequality
from (55). Since αn = ‖an‖ = 0, the first inequality from (55) trivially
holds for any choice of bounded sequence (un)N′4 and vector u.
4. For large enough n ∈ N′ all elements an, and bn are null. In this case both
inequalities from (55) trivially hold for any choice of bounded sequences
(un)N′4 , (vn)N′4 and vectors u, v.
We have just proved that (55) is true in all possible cases. Now, taking into
account decomposition (52), the inequalities from (55), the choice of η form (54)
and the triangle inequality estimate
lim
N′4
‖xn − cn − αun − βvn − αu− βv‖ =
= lim
N′4
‖an + bn − αun − βvn − αu− βv‖
= lim
N′4
‖an − αun − αu+ bn − βvn − βv‖
≤ lim
N′4
‖an − αun − αu‖ + ‖bn − βvn − βv‖
≤ ψS(M,N)× (λM + η) + ψS(M,N)× (λN + η)
= ψS(M,N)× (λM + λN + 2× η) < 1.
Recall that dimS <∞ and sequence (cn)N′4 is bounded, so there exists a sub-
sequence N′5 such that (cn)N′5 → c ∈ S. Therefore, since (fn)N′′ / (Sn)N′′ con-
verges to θ in w∗ topology, it is clear that (fncn)N′5 → limn∈N′5 fnc = 0. Taking
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this into account, and also recalling that fnun = 0 since each fn belongs to
annihilator of Mn, estimate
lim
N′5
|fnxn − βfnvn − fn(αu+ βv)| =
= lim
N′5
|fnxn − fncn + fncn − αfnun − βfnvn − fn(αu+ βv)|
= lim
N′5
|fn(xn − cn − αun − βvn − αu− βv) + fncn|
≤ lim
N′5
‖fn‖ × ‖xn − cn − αun − βvn − αu− βv‖+ lim
N′5
|fncn|
= 1× lim
N′5
‖xn − cn − αun − βvn − αu− βv‖+ 0
< 1× 1 = 1.
By construction fnxn = 1, therefore, using the previous inequality and the tri-
angle inequality two times, estimate
1 = lim
N′5
fnxn
= lim
N′5
|fnxn − βfnvn − fn(αu+ βv) + βfnvn + fn(αu+ βv)|
≤ lim
N′5
|fnxn − βfnvn − fn(αu+ βv)|+ lim
N′5
|βfnvn + fn(αu+ βv)|
< 1 + lim
N′5
|βfnvn + fn(αu+ βv)|
< 1 + lim
N′5
|βfnvn|+ lim
N′5
|fn(αu+ βv)|
(56)
Now recall that (fn)n′5 → θ in w∗ topology, therefore
lim
N′5
|fn(αu+ βv)| = 0.
Also recall that δ(Wn, N⊥n )→ 0  therefore, since fn are all unit functionals,
there exists a sequence of functionals (hn)N′5 / (N
⊥
n )N′5 such that
lim
N′5
‖fn + hn‖ = 0.
Therefore, recalling from (55) that all vn are bounded by some K <∞, we can
further estimate (56) to an obvious contradiction
1 < 1 + lim
N′5
|βfnvn|+ lim
N′5
|fn(αu+ βv)|
= 1 + lim
N′5
|βfnvn|+ 0
= 1 + lim
N′5
|βfnvn + θ|
= 1 + lim
N′5
|βfnvn + βhnvn|
≤ 1 + lim
N′5
|β| × ‖fn + hn‖ × ‖vn‖
≤ 1 + lim
N′5
|β| × ‖fn + hn‖ ×K
= 1 + |β| ×K × lim
N′5
‖fn + hn‖
≤ 1 + |β| ×K × 0 = 1 + 0 = 1.
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Therefore, our assumption is not correct and we shall conclude that θ /∈ Vmw
∗
for some m ∈ N′ . Hence, there exists a base neighborhood of θ ∈ X∗ such that
for the same m
Vm ∩W = ∅. (57)
According to definition of the weak topology w∗ the base neighborhood W is
determined by a real number η > 0 and by a finite number of vectors q1, ..., qk
from X such that f ∈W if and only if |fqi| < ν for all i ∈ {1, ..., k}. Therefore,
due to (57), for every f ∈ Vm there always exists some i ∈ {1, ..., k} such that
|fqi| ≥ ν > 0. Hence, defining a finite-dimensional spaceQ = sp({q1, ..., qk}), we
conclude that Vm ∩Q⊥ = ∅. Therefore, due to (57) and recalling the definition
of Vn obtain for all n > m,n ∈ N′
Sn ∩Q⊥ = ∅.
Since Sn are unit spheres fromWn, the previous equation yieldsWn ∩Q⊥ = {θ}
for n > m,n ∈ N′ . Since dimX∗/Q⊥ ≤ k <∞ it follows that dimWn ≤ k <∞
for the same n which concludes the proof of proposition 2.
In order to prove proposition 1 we first prove that there exists a closed
finite-dimensional subspace S ⊂ X such that X = (M +N)⊕ S and
ωS = ψS(M,N)× (λM + λN ) < 1. (58)
Consider two cases:
• β(M,N) = 0. In this caseX = (M +N)⊕ {θ} and ψ{θ}(M,N) = ψ(M,N).
Therefore, by the condition of proposition 1
ω{θ} = ψ{θ}(M,N)× (λM + λN ) = ψ(M,N)× (λM + λN ) = ω < 1.
• β(M,N) > 0. In this case, since
ω = ψ(M,N)× (λM + λN ) < 1, ψ(M,N) < 1
λM + λN
,
by definition of ψ(M,N) one can find a closed finite-dimensional subspace
S ⊂ X such thatX = (M +N)⊕ S and ψ(M,N) ≤ ψS(M,N) < 1λM+λN .
Therefore, (58) holds.
Thus, in any case there exists a closed finite-dimensional subspace S ⊂ X such
that X = (M +N)⊕ S and (58) holds.
Now suppose that there exists a subsequence N′′ such that
M⊥n +N
⊥
n 6= (M⊥n +N⊥n ) for all n ∈ N
′′
. Then, according to Theorem 4.19 from
[33] there exists a sequence of infinite-dimensional closed subspaces Wn ⊂M⊥n
such that δ(Wn, N⊥n )→ 0. However, according to proposition 2 such subspaces
Wn must have limited finite dimension for large enough n ∈ N′′ . Therefore, our
assumption is incorrect and M⊥n +N
⊥
n = (M⊥n +N⊥n ) for large enough n ∈ N
′
.
Now consider spaces Wn = M⊥n ∩N⊥n  obviously Wn ⊂M⊥n , also
δ(Wn, N⊥n ) = 0 since Wn ⊂ N⊥n . Again, according to proposition 2 there exists
K ∈ N such that dimWn = dimM⊥n ∩N⊥n < K <∞ for large enough n ∈ N
′
.
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Thus, we have just proved that pairs (M⊥n , N
⊥
n ) are lower semiFredholm,
and α(M⊥n , N
⊥
n ) < K <∞ for large enough n ∈ N
′
. Then according to Theorem
4.8 from [33] pairs (Mn, Nn) are upper semiFredholm and β(Mn, Nn) < K <∞
for the same n ∈ N′ . This concludes the proof of the proposition 1 and of the
entire theorem.
Note that using Theorem 3.2.2 and with some additional effort one can prove
the following theorem that extends the BFU semiFredholm stability theorems
to cases when regular defect numbers α and β are infinite:
Theorem 3.3.2 (Extended BFU Stability of (Semi)Fredholm Pairs). Let X
be a BFU−space and M , N are two closed subspaces of X such that their sum
is closed M +N = M +N . Let (Mn)N′ and (Nn)N′ be two sequences of closed
subspaces from X. Then the following propositions are true:
1. Suppose that Q is a closed subspace from X containing both M and N
such that dimQ/(M +N) <∞. Also suppose that (Qn)N′ is a sequence
of closed subspaces from X such that Qn contains both Mn and Nn, i.e.
⊂Mn +Nn ⊂ Qn for all n ∈ N′ . Further suppose that uniform λ−adjustment
numbers λN′ [Qn, Q], λN′ [M,Mn] and λN′ [N,Nn] are small enough. Then
for large enough n ∈ N′ the sums ofMn and Nn are closedMn +Nn = Mn +Nn
and there exists a number K ∈ N such that
dimQn/(Mn +Nn) < K for the same n.
2. Suppose that P is a closed subspace from X contained in both M and
N such that dim(M ∩N)/P <∞. Also suppose that (Pn)N′ is a se-
quence of closed subspaces from X such that Pn is contained in both Mn
and Nn, i.e. Pn ⊂Mn ∩Nn for all n ∈ N′ . Further suppose that uni-
form λ−adjustment numbers λN′ [P, Pn], λN′ [Mn,M ] and λN′ [Nn, N ] are
small enough. Then for large enough n ∈ N′ the sums of Mn and Nn are
closed Mn +Nn = Mn +Nn and there exists a number K ∈ N such that
dim(Mn ∩Nn)/Pn < K for the same n.
3.4 Upper Stability of Index of Continuous Operators in
BFU−spaces
It is easy to see that index of Fredholm pair of subspaces is not stable upper
uniform λ−adjustment  any two pairs of subspaces in a finite-dimensional space
are uniformly 0−adjusted yet their indices may obviously differ. However, for
linear operators in BFU−spaces their index is stable under perturbation by
upper uniformly 0−adjusted continuous operators. In order to prove that we
first establish a technical lemma that uncovers the structure of upper uniform
0−adjusted operators in BFU−spaces.
Lemma 3.4.1 (The Structure of Upper Uniform 0−Adjustment). Let X and
Y be two Banach spaces, (An)N′ ⊂ B(X,Y ) a sequence of continuous operators
and λN′ [θ,An] = 0. Then the following propositions are true:
1. Suppose that two sequences of functionals (fn)N′ ⊂ Y ∗ and (fnAn)N′ ⊂ X∗
are both point wise converging to zero. Then ‖fnAn‖ → 0.
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2. Suppose that X × Y is a BFU−space. Then for every  ∈ (0, 1) there ex-
ists a closed finite co-dimensional subspace R ⊂ Y ∗, dimY ∗/R <∞ such
that for large enough n ∈ N′
‖A∗n | R‖ ≤ .
3. ‖An‖q → 0.
Proof. In order to prove proposition 1 assume the opposite  then there exists
a unit sequence (xn)N′′ ⊂ X and some  > 0 such that ‖fnAnxn‖ >  for all
n ∈ N′′ . Due to the point wise convergence condition, norms of all functionals
(fn)N′ ⊂ Y ∗ and (fnAn)N′ ⊂ X∗ are limited by some K ∈ R. By definition of
λ−adjustment there exists a sequence (yn)N′′′ ⊂ X and vectors t ∈ X, u ∈ Y
such that
lim
N′′′
‖(xn − yn − z, Anyn − t)‖ ≤ 2×K
Applying functionals fnAn to the first component and taking into account that
fnAnz → 0 obtain
lim
N′′′
‖fnAnxn − fnAnyn‖ = lim
N′′′
‖fnAnxn − fnAnyn − fnAnz + fnAnz‖
≤ lim
N′′′
‖fnAnxn − fnAnyn − fnAnz‖+ lim
N′′′
‖fnAnz‖
= lim
N′′′
‖fnAnxn − fnAnyn − fnAnz‖+ 0
= lim
N′′′
‖fnAn(xn − yn − z)‖
≤ lim
N′′′
(‖fnAn‖ × ‖xn − yn − z‖)
≤ lim
N′′′
‖fnAn‖ × 2×K ≤ K ×

2×K =

2
.
Applying functionals fn to the second component and taking into account that
fnt→ 0 estimate
lim
N′′′
‖fnAnyn‖ = lim
N′′′
‖fnAnyn − fnt+ fnt‖
≤ lim
N′′′
‖fnAnyn − fnt‖+ lim
N′′′
‖fnt‖
= lim
N′′′
‖fnAnyn − fnt‖+ 0
≤ lim
N′′′
(‖fn‖ × ‖Anyn − t‖)
≤ lim
N′′′
‖fn‖ × 2×K ≤ K ×

2×K =

2
.
Now taking into account the previous two inequalities and using the triangle
inequality estimate further
lim
N′′′
‖fnAnxn‖ = lim
N′′′
‖fnAnxn − fnAnyn + fnAnyn‖
≤ lim
N′′′
‖fnAnxn − fnAnyn‖+ ‖fnAnyn‖
≤ 
2
+

2
= 
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which contradicts our assumption that ‖fnAnxn‖ >  for all n ∈ N′′ . Therefore,
‖fnAn‖ → 0 which concludes the proof of the proposition 1.
In order to prove proposition 2 choose  ∈ (0, 1) and define sets of functionals
for every n ∈ N′ like this:
Tn = {(fAn, f) ∈ (X × Y )∗
∣∣ ‖f‖ = 1, ‖fAn‖ > }
Suppose that for large enough n ∈ N′ sets Tn are empty. Then proposition 2
is true as we can choose Q being the whole space Y ∗. We are now left with
the case when there is a subsequence N′′ such that Tn is not empty for every
n ∈ N′′ . In this case consider the following sets for the same n:
Gn = {( fAn‖fAn‖ ,
f
‖fAn‖ ) ∈ (X × Y )
∗ ∣∣ ‖f‖ = 1, ‖fAn‖ > }.
Sets Gn are not empty since sets Tn are not empty. Now for each n ∈ N′′ define
sets
Vn =
⋃
i≥n
Gi.
Denote by (θ, θ) the null element from (X × Y )∗ and suppose that (θ, θ) ∈ Vnw
∗
for an infinite number of n. Then note that all sets Gn and Vn are contained
in a ball B 1

⊂ (X × Y )∗ of radius 1 centered in (θ, θ) ∈ (X × Y )∗ which is a
bounded set and therefore is a compact space in w∗ topology of (X × Y )∗ by
the Banach-Alaoglu theorem. Also, it is a Fréchet-Urysohn space since X × Y
is a BFU−space. Therefore, applying first Lemma 3.1.4, then Lemma 3.1.5 we
can find a subsequence (gn)N′′′ / (Gn)N′′′ such that (gn)N′′′ → (θ, θ) in the w∗
topology. By construction each gn can be rewritten as
gn = (
fnAn
‖fnAn‖ ,
fn
‖fnAn‖ ).
However, by proposition 1 ∥∥∥∥ fnAn‖fnAn‖
∥∥∥∥→ 0
which is impossible as each of these norms are obviously equal to 1. This means
that our assumption is wrong and (θ, θ) /∈ Vnw
∗
for some m ∈ N′ . Hence, there
exists a base neighborhood of (θ, θ) ∈ (X × Y )∗ such that for the same m
Vm ∩W = ∅. (59)
According to definition of the weak topology w∗ the base neighborhoodW is de-
termined by a real number η > 0 and by a finite number of vectors q1, ..., qk from
X × Y such that f ∈W if and only if |fqi| < ν for all i ∈ {1, ..., k}. Therefore,
due to (59), for every f ∈ Vm there always exists some i ∈ {1, ..., k} such that
|fqi| ≥ ν > 0. Hence, defining a finite-dimensional space Q = sp({q1, ..., qk}),
we conclude that Vm ∩Q⊥ = ∅. Therefore, recalling the definition of Vn obtain
for all n > m,n ∈ N′
Gn ∩Q⊥ = ∅.
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However, each Gn is a scaled image of Tn while Q
⊥ is a linear subspace, therefore
for the same n
Tn ∩Q⊥ = ∅. (60)
If P : (X × Y )∗ → Y ∗ is a natural projection, then define R = P (Q⊥). It is
clear that dimY ∗/R <∞ since dim(X × Y )∗/Q⊥ <∞. Also, from (60) and
from construction of Tn it is clear that
‖A∗n | R‖ ≤ .
which concludes the proof of the proposition 2.
In order to prove proposition 3 recall that λ−norm of a continuous opera-
tor A ∈ B(X,Y ) is defined as inf of such  > 0 for which there exists a closed
subspace L = L ⊂ X such that dimX/L <∞ and ‖A | L‖ ≤ . Also recall
from [47] that for any continuous operator A ∈ B(X,Y )
‖A‖λ = ‖A∗‖q .
Therefore, since proposition 2 essentially states that ‖A∗n‖λ → 0, we conclude
that ‖A∗∗n ‖q → 0. But it is easy to see that ‖A‖q ≤ 2× ‖A∗∗‖q for any
A ∈ B(X,Y ). Therefore ‖An‖q → 0 which concludes the proof of the propo-
sition 3 and of the entire lemma.
We are now ready to prove the final stability theorem of this section:
Theorem 3.4.2 ((Semi)Fredholm Operators are Stable under Upper 0−Adjustment).
Let X and Y be two Banach spaces and X × Y is a BFU−space, A ∈ B(X,Y )
and (An)N′ ⊂ B(X,Y ). Suppose that λN′ [θ,An] = 0. Then the following propo-
sitions are true:
1. If A is an upper semiFredholm operator, then for large enough n ∈ N′
operators A+An are also upper semiFredholm and there exists L ∈ N
such that for the same n
β(A+An) ≤ L.
2. If A is a Fredholm operator, then for large enough n ∈ N′ operators A+An
are also Fredholm and ind(A+An) = ind(A) and there exists R ∈ N such
that for the same n
α(A+An) ≤ R.
Proof. In order to prove proposition 1 apply a well known technique defining
subspaces from X × Y (see [33])
M = Mn = X × {θ}, N = GA, Nn = GA+An ;
obviously (M,N) is an upper semiFredholm pair of closed subspaces in a
BFU−space X × Y , also it is clear that λN′ [M,Mn] = 0. Let us prove that
λN′ [N,Nn] = 0. By definition λN′ [N,Nn] = λN′ [A,A+An]. Since A ∈ B(X,Y )
and λN′ [θ,An] = 0 it follows from Theorem 2.3.8 proposition 2 that
λN′ [A,A+An] = 0. Therefore, λN′ [N,Nn] = 0. Thus, by Theorem 2.6.2 there
exists a number K1 ∈ N such that pairs (Mn, Nn) are upper semiFredholm and
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values of β(Mn, Nn) are limited by some L ∈ N a finite number for n > K1. How-
ever it is obvious that
β(Mn, Nn) = β(A+An), so the values of β(A+An) are limited by the same
finite number L for the same n.
In order to prove proposition 2 notice that if operator A is Fredholm, then
according to [25, 46] operator A+ C is also Fredholm and ind(A+ C) = ind(A)
for any C ∈ B(X,Y ) with the small enough q−norm ‖C‖q. Then notice that
‖An‖q → 0 by proposition 3 from lemma 8. Therefore, A+An is also Fredholm
and ind(A+An) = ind(A) for large enough n.
Finally, recall that by definition
α(A+An) = ind(A+An) + β(A+An),
and by the current proof there exists K2 ∈ N such that
ind(A+An) = ind(A)
for n > K2; therefore values of α(A+An) are limited by the finite number
R = ind(A+An) + L
for n > max{K1,K2} where K1 is from the previous step.
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4 Uniform µ−Approximation in Banach Spaces
4.1 Motivation and Definition
The concept of uniform λ−adjustment appears to be rather broad as it cap-
tures in one sweep both gap-close and compact-close subspaces and operators.
Thus, there may be no surprise that some stability theorems break-down for
λ−adjustment in general Banach spaces. Moreover, λ−adjustment may increase
dimension of Fredholm operator's kernel or co-dimension of its range similar to
the well known fact that a compact perturbation may increase the dimension
of the kernel and co-dimension of the range. However, it is also a well known
fact that small gap perturbation never do that  kernel dimension and range
co-dimension always remain the same or decrease (see [33]).
This motivates one to seek an intermediate kind of perturbation  the one
that captures gap-small perturbations and compact convergence, but leaves
K2−approximation and compact perturbations aside. It appears that a con-
dition expressing some sort of point wise convergence is needed, and, indeed,
the following two definitions do the job:
Definition 4.1.1 (Uniform µ−Approximation of Sequences of Subspaces). Let
(Mn)N′ and (Pn)N′ be a pair of sequences of closed subspaces from a Banach
space X, Mn 6= {θ} for all n ∈ N′ and a vector µ = (µ1, µ2, µ3) ∈ R3 such that
µ1 ≥ 0, µ2 ≥ 0, µ3 ≥ 0. We say that (Mn)N′ is lower uniformly µ−approximating
(Pn)N′ (equivalently  (Pn)N′ is upper uniformly µ− approximating (Mn)N′ )
if the following two conditions hold
1. The sequence (Mn)N′ is uniformly µ1−adjusted with the sequence (Pn)N′ ,
i.e. λN′ [Mn, Pn] = µ1,
2. If (xn)N′′ / (Mn)N′′ is a unit sequence of vectors such that
limN′′ ‖xn − z‖ ≤ µ2 for some vector z ∈ X, then there exists a subse-
quence N′′′ ⊂ N′′ and a sequence of vectors (tn)N′′′ / (Pn)N′′′ such that
limN′′′ ‖tn − z‖ ≤ µ3.
The uniform µ−proximity between (Mn)N′ and (Pn)N′ is any R3 vector
µ = (µ1, µ2, µ3) such that (Mn)N′ µ−approximates (Pn)N′  this vector is de-
noted by
µN′ [Mn, Pn].
Definition 4.1.2 (Uniform µ−Approximation between a Subspace and a Se-
quence of Subspaces). Similarly to the uniform approximation of a pair of
sequences of subspaces, we define uniform approximation between a subspace
M and a sequence of subspaces (Pn)N′ , as well as uniform approximation be-
tween a sequence of subspaces (Mn)N′ and a subspace P , denoting uniform
µ−proximities
µN′ [M,Pn] := µN′ [Mn, Pn] where M = Mn for n ∈ N
′
,
µN′ [Mn, P ] := µN′ [Mn, Pn] where P = Pn for n ∈ N
′
.
The concept of µ−approximation is well defined as it is obvious that any
two sequences of subspaces µ−approximate each other with the µ−proximity
vector (1, 0, 1) ∈ R3.
60 4 UNIFORM µ−APPROXIMATION
Also, it is not hard to see that when space P is finite dimensional, then
lower µ−approximation degenerates to the convergence in the gap topology if
µ = (0, 0, 0). Similarly, when space P has a final co-dimension, then upper
µ−approximation degenerates to the convergence in the gap topology if µ =
(0, 0, 0).
Once µ−approximation is defined for closed subspaces, it is trivially applied
to closed operators  two sequences of closed operators µ−approximate each
other if their graphs µ−approximate each other in the product space.
As a simple but interesting fact note that if Y is a finite-dimensional Ba-
nach space, then a sequence of operators (An)N point wise converges to the null
operator θ ∈ B(X,Y ) if and only if (An)N (0, 0, 0)−approximates the null oper-
ator θ. In particular, taking Y = K where K is a field of Y , we conclude that
a sequence of functionals weakly converges to the null-functional if and only if
that sequence (0, 0, 0)−approximates that null functional.
It is not hard to see that µ−approximation is a weaker concept than small
gap, small norm and compact convergence. Also, when the Banach space X is
finite-dimensional, µ−approximation degenerates to small-gap.
At the same time µ−approximation captures cases that did not use to
fit into any of the previous schemes  for example, if (An)N ⊂ B(X,Y ) com-
pactly converges to the null operator θ and ‖Cn‖ ≤  for all Cn ∈ B(X,Y ),
then (An + Cn)N µ−approximates θ for µ = (, , ) ∈ R3, yet it is clear that
(An + Cn)N does not compactly converge to θ, neither norms of An + Cn may
be limited by .
4.2 Fredholm Stability under µ−Approximation
The concept of µ−approximation allows for full range of stability theorems in
the setting of general Banach spaces (without any additional constraints on the
structure of X)  they encompass both the stability facts for (semi)Fredholm
pairs of subspaces and for (semi)Fredholm linear operators. Here is an example
of such a theorem:
Theorem 4.2.1 ((semi)Fredholm Pairs are Stable under µ−Approximation).
Let X be a Banach space, M,N are two closed subspaces from X. Let (Mn)N′
and (Nn)N′ are two sequences of closed subspaces from X. Then the following
propositions are true:
1. Suppose that pair (M,N) is lower semiFredholm and that the sequence
(Mn)N′ lower uniformly µ−approximates space M for some µ = µM while
the sequence (Nn)N′ lower uniformly µ−approximates space N for some
µ = µN . Then, if µM and µN are small enough, the pairs (Mn, Nn) are
also lower semiFredholm for large enough n ∈ N′ , while
α(Mn, Nn) ≤ α(M,N) for the same n.
2. Suppose that pair (M,N) is upper semiFredholm and that the sequence
(Mn)N′ upper uniformly µ−approximates space M for some µ = µM while
the sequence (Nn)N′ upper uniformly µ−approximates space N for some
µ = µN . Then, if µM and µN are small enough, the pairsMn, Nn) are also
upper semiFredholm for large enough n ∈ N′ , while β(Mn, Nn) ≤ β(M,N)
for the same n.
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3. Suppose that pair (M,N) is Fredholm and both lower and upper
µ−approximation conditions from the above two cases are true  that is
sequences (Mn)N′ and (Nn)N′ upper and lower µ−approximate respective
spaces M and N . Then when all the proximities are small enough, the
pairs (Mn, Nn) are also Fredholm for large enough n ∈ N′ , while
α(Mn, Nn) ≤ α(M,N),
β(Mn, Nn) ≤ β(M,N),
ind(Mn, Nn) = ind(M,N).
for the same n.
There are more stability facts in this area in addition to the above theorem.
For example, the reverse stability is true:
Theorem 4.2.2 (Reverse Fredholm Stability). If M , N , (Mn)N′ and (Nn)N′
are closed subspaces from a Banach space X then the following propositions are
true:
1. If all pairs (Mn, Nn)N′ are lower semiFredholm so that their coefficients
ϕ(Mn, Nn) are bounded from above, then the pair (M,N) is also lower
semiFredholm for small enough upper uniform proximities µN′ [M,Mn]
and µN′ [N,Nn]; moreover, α(M,N) ≥ α(Mn, Nn) for large enough n.
2. If all pairs (Mn, Nn)N′ are upper semiFredholm so that their coefficients
ψ(Mn, Nn) are bounded from above, then the pair (M,N) is also upper
semiFredholm for small enough lower uniform proximities µN′ [Mn,M ]
and µN′ [Nn, N ]; moreover, β(M,N) ≥ β(Mn, Nn) for large enough n.
3. If all pairs (Mn, Nn)N′ are Fredholm so that their coefficients ϕ(Mn, Nn)
and ψ(Mn, Nn) are bounded, then the pair (M,N) is also Fredholm for
small enough uniform proximities µN′ [M,Mn], µN′ [N,Nn], µN′ [Mn,M ]
and µN′ [Nn, N ]; moreover, ind(Mn, Nn) = ind(M,N) for large enough n.
As another example one can cite a theorem of a complemented kernel:
Theorem 4.2.3 (Complemented Kernels and Sums are Stable). If M , N ,
(Mn)N′ and (Nn)N′ are closed subspaces from a Banach space X then the fol-
lowing propositions are true:
1. When the kernel M ∩N of an upper semiFredholm pair (M,N) is com-
plemented, then so will be complemented the kernels Mn ∩Nn of the ap-
proximating pairs (Mn, Nn) for small enough uniform proximities
µN′ [Mn,M ], µN′ [M,Mn], µN′ [Nn, N ] and µN′ [N,Nn].
2. When the sum M +N of a lower semiFredholm pair (M,N) is comple-
mented, then so will be complemented the sums Mn +Nn of the approxi-
mating pairs (Mn, Nn) for small enough uniform proximities µN′ [Mn,M ],
µN′ [M,Mn], µN′ [Nn, N ] and µN′ [N,Nn].
As another interesting fact we can mention that Fredholm pairs remain stable
when considering them in subspaces of the enclosing space X  note that this
theorem is a stronger version of the previous Theorem 4.2.1:
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Theorem 4.2.4 (Extended Stability of (Semi)Fredholm Pairs). Let X be a
Banach space and M , N are two closed subspaces of X such that their sum is
closed M +N = M +N . Let (Mn)N′ and (Nn)N′ be two sequences of closed
subspaces from X. Then the following propositions are true:
1. Suppose that Q is a closed subspace from X containing both M and N
such that βQ(M,N) = dimQ/(M +N) <∞. Also suppose that (Qn)N′ is
a sequence of closed subspaces from X such that Qn contains both Mn and
Nn, i.e. Mn +Nn ⊂ Qn for all n ∈ N′ . Further suppose that uniform
µ−proximity vectors µN′ [Qn, Q], µN′ [M,Mn] and µN′ [N,Nn] are small
enough. Then for large enough n ∈ N′ the sums of Mn and Nn are closed
Mn +Nn = Mn +Nn and
βQn(Mn, Nn) = dimQn/(Mn +Nn) ≤ βQ(M,N).
2. Suppose that P is a closed subspace from X contained in both M and N
such that αP (M,N) = dim(M ∩N)/P <∞. Also suppose that (Pn)N′ is
a sequence of closed subspaces from X such that Pn is contained in both
Mn and Nn, i.e. Pn ⊂Mn ∩Nn for all n ∈ N′ . Further suppose that
uniform µ−proximity vectors µN′ [P, Pn], µN′ [Mn,M ] and µN′ [Nn, N ] are
small enough. Then for large enough n ∈ N′ the sums of Mn and Nn are
closed Mn +Nn = Mn +Nn and
αPn(Mn, Nn) = dim(Mn ∩Nn)/Pn ≤ αP (M,N).
3. Suppose that all the previous conditions are satisfied and in addition uni-
form µ−proximity vectors µN′ [Q,Qn] and µN′ [Pn, P ] are small enough.
Define
ind(P,Q)(M,N) = α(P,Q)(M,N) − β(P,Q)(M,N),
ind(Pn,Qn)(Mn, Nn) = α(Pn,Qn)(Mn, Nn) − β(Pn,Qn)(Mn, Nn);
Then for large enough n ∈ N′
ind(Pn,Qn)(Mn, Nn) = ind(P,Q)(M,N).
4.3 Essentially Kato Stability under µ−Approximation
The concept of uniform µ−approximation also allows for strengthening pre-
viously known stability facts about Riesz kernels and ranges for essentially
Kato continuous operators disturbed by small commuting continuous opera-
tors proved in [26, 27, 28, 16, 2]. That is, Riesz kernel and range remains stable
for non-continuous essentially Kato closed operators under perturbations which
are not necessarily continuous:
Theorem 4.3.1 (Stability of Riesz Kernel and Range). Let X be a Banach
space and A ∈ C(X,X) is a closed operator. Define its Riesz Range and Riesz
Kernel respectively
M(A) :=
∞⋂
n=1
R(An), N(A) :=
∞⋃
n=1
Ker(An).
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Suppose that the range of A is closed R(A) = R(A) and the following dimensions
are finite
(A) = dim (N(A) +M(A)) / M(A) < ∞,
γ(A) = dim (N(A) +M(A)) / M(A) < ∞.
Operators of this kind are called essentially Kato operators (see [16]). Let there
be a continuous operator C ∈ BC(X,X) commuting with A, i.e. such that both
ACx and CAx are defined and ACx = CAx for each x ∈ dom(A); suppose also
that there exists a continuous reverse operator (A+ C)−1 ∈ B(X,X). Finally,
suppose that (Bn)N is a sequence of operators (continuous or not) all commuting
with both A and C such that the sequence (A+Bn)N ⊂ C(X,X) uniformly lower
and upper µ−approximates operator A with µ = (0, 0, 0). Then for large enough
n ∈ N
1. M(A+Bn) ⊃M(A),
2. R(A+Bn) = R(A+Bn),
3. (A+Bn) ≤ (A),
4. γ(A+Bn) ≤ γ(A),
5. If X can be decomposed X = R(A)⊕ S, then there exist closed subspaces
Sn ⊂ X such that X = R(An)⊕ Sn; if (A) = 0 then Sn = S,
6. M(A+Bn) ⊂M(A) +N(A),
7. (A+Bn)−1(N(A)) ⊂ N(A),
8. N(A+Bn) ⊂ N(A)
9. If X can be decomposed X = Ker(A)⊕ S, then there exist closed subspaces
Sn ⊂ X such that X = Ker(An)⊕ Sn; if (A) = 0 then Sn = S,
10. If N(A) is a BFU−space then N(A+Bn) ⊃ N(A) ∩M(A),
11. If δ(A+Bn, A)→ 0 then N(A+Bn) ⊃ N(A) ∩M(A).
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5 Tuples and Complexes of Closed Subspaces
While traditionally Fredholm stability theorems for subspaces were limited to
pairs of subspaces, Fredholm stability theorems for continuous operators were
considered in recent years for commuting tuples and for complexes of continuous
linear operators. In this section we extend the concept of (semi)Fredholm pair
of subspaces to the concepts of (semi)Fredholm tuple and Fredholm complex of
closed subspaces. We also present Fredholm style stability theorems for tuples
and complexes of subspaces.
5.1 Tuple of Closed Subspaces
We define the concept of an upper semiFredholm tuple of closed subspaces in
a straightforward way; the concept of a lower semiFredholm is less obvious (its
rationale will be revealed in the next lemma), while the concept of Fredholm
tuple is quite clear:
Definition 5.1.1 ((Semi)Fredholm Tuples). Let X be a Banach space, and
T = {M1, ...,Mk} be a finite set of k > 1 closed subspacesM i from X, i = 1, ..., k.
We will call T a tuple. Suppose that the sum of tuple's components is closed
Sum(T ) =
k∑
i=1
M i =
k∑
i=1
M i.
Then the following definitions are in order:
1. Suppose that the space Sum(T ) has a finite co-dimension in X, i.e.
β(T ) = dimX/Sum(T ) <∞. Then tuple T is called an upper semiFredholm
tuple and the number β(T ) is called its upper defect number.
2. For each i = 1, ..., k − 1 define the tuple's i−th kernel Ker(i, T ) to be the
subspace equal to
Ker(i, T ) = M i ∩ (
k∑
j=i+1
M j),
Suppose that all tuple's kernels Ker(i, T ) have finite dimensions
α(i, T ) = dimKer(i, T ) <∞; then tuple T is called a lower semiFredholm
tuple and the number
α(T ) =
k−1∑
i=1
α(i, T )
is called its lower defect number.
3. Suppose that T is both upper and lower semiFredholm tuple  then it is
called a Fredholm tuple. The index ind(T ) of a Fredholm tuple is defined
as ind(T ) = α(T )− β(T ).
Although the above definition may give an impression that tuple's defect
numbers depend on the particular enumeration of tuple's elements, the following
lemma shows it is not the case  the tuple's defect numbers remain the same for
any permutation of indices of tuple's elements; also it gives the explicit formula
for index calculation in finite-dimensional spaces:
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Lemma 5.1.2 (Tuple's Defect Numbers are Well Defined). Let T = {M1, ...,Mk}
be a tuple of k ≥ 2 subspaces of a Banach space X. Then the following proposi-
tions are true:
1. The upper defect number β(T ) of an upper semiFredholm tuple does not
depend on enumeration of tuple's elements.
2. The lower defect number α(T ) of a lower semiFredholm tuple does not
depend on enumeration of tuple's elements.
3. If X is a finite-dimensional Banach space, then any tuple of its subspaces
T = {M1, ...,Mk} is a Fredholm tuple and T 's index can be effectively
calculated using dimensions of X and M i like this:
ind(T ) =
k∑
i=1
dimM i − dimX.
Proof. Proposition 1 is obvious since addition of vectors in Banach spaces is
commutative, so for any permutation {j1, ..., jk} of the set {1, ..., k}
Sum(T ) =
k∑
i=1
M i =
k∑
i=1
M ji .
In order to prove proposition 2 consider direct product ΠT of the elements of
the tuple T = {M1, ...,Mk}:
ΠT =
k∏
i=1
Mi = M1 × ...×Mk.
Define a natural linear mapping
ΦT : ΠT → X, ΦT : (x1, ..., xk) 7→
k∑
i=1
xi.
Let us prove that dimKer(ΦT ) = α(T ). Let Pr1 is a natural projection from
Ker(ΦT ) onto its first component M1; it is a simple algebraic fact that the
linear space Ker(ΦT ) is isomorphic a to direct product of its image and kernel
Ker(ΦT ) ≡ Pr1(Ker(ΦT ))×Ker(Pr1).
It is also clear that x1 ∈ Pr1(Ker(ΦT )) ⊂M1 if and only if x1 + x2 + ...+ xk = θ
for some x2 ∈M2, ..., xk ∈Mk, in other words x1 = −(x2 + ...+ xk), or, equiv-
alently, x1 ∈M1 ∩ (∑ki=2M i). Therefore,
Pr1(Ker(ΦT )) = M1 ∩ (
k∑
i=2
M i).
Combining the last two relations we obtain algebraic isomorphism
Ker(ΦT ) ≡ (M1 ∩ (
k∑
i=2
M i)) × Ker(Pr1).
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Now consider the spaceKer(Pr1)  it consists of vectors (θ, x2, ..., xk) ∈ Ker(ΦT )
such that x2 + ...+ xk = θ. Thus, if k > 2, then we may consider a sub-tuple
T1 ⊂ T , T1 = {M2, ...,Mk} and apply the same reasoning to T1  for a natural
projection Pr2 of Ker(ΦT1) onto its first component M
2 we will obtain
Ker(ΦT1) ≡ (M2 ∩ (
k∑
i=3
M i)) × Ker(Pr2).
However, obviously
Ker(Pr1) ≡ Ker(ΦT1);
therefore, combining the previous three isomorphisms we obtain isomorphism
Ker(ΦT ) ≡ (M1 ∩ (
k∑
i=2
M i)) × (M2 ∩ (
k∑
i=3
M i)) × Ker(Pr2).
It is clear that continuing this way we end up with the isomorphism
Ker(ΦT ) ≡ (M1 ∩ (
k∑
i=2
M i)) × (M2 ∩ (
k∑
i=3
M i)) × ... × (Mk−1 ∩Mk).
Since all numbers α(j, T ) for j = 1, ..., k − 1 are by definition dimensions of the
corresponding components M j ∩ (∑ki=j+1M i) it then follows that
dimKer(ΦT ) =
k−1∑
j=1
α(j, T ) = α(T ). (61)
In order to finish the proof of the proposition 2 note that for any permutation
{j1, ..., jk} of the set {1, ..., k} we may consider a re-ordered tuple
T
′
= {M j1 , ...,M jk} and a new product
ΠT ′ =
k∏
i=1
M ji = M j1 × ...×M jk ,
and define a new natural linear mapping
ΦT ′ : ΠT ′ → X, ΦT ′ : (xj1 , ..., xjk) 7→
k∑
i=1
xji .
Due to commutativity of addition in vector spaceX it is obvious that the kernels
of the mappings ΠT and ΠT ′ are isomorphic:
Ker(ΦT ) ≡ Ker(ΦT ′ ).
Therefore, their dimensions are the same. Hence, according to (61) we obtain
the equality
α(T ) = dimKer(ΦT ) = dimKer(Φ
′
T ) = α(T
′
) (62)
which means that the value of the lower defect number α(T ) of a lower semi
Fredholm tuple T does not depend on the permutation of T 's elements.
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In order to prove proposition 3 recall a simple algebraic fact about a linear
operator  dimension of its domain is equal to the sum of dimensions of its range
and kernel; for ΦT it means
dimR(ΦT ) + dimKer(ΦT ) = dim dom(ΦT )
Substituting R(ΦT ) with
∑k
i=1M
i, dimKer(ΦT ) with α(T ) (from (61)) and
dim dom(ΦT ) with
∑k
i=1 dimM
i rewrite the previous equality
dim
k∑
i=1
M i + α(T ) =
k∑
i=1
dimM i.
Now recall definition of β(T ):
X − dim
k∑
i=1
M i = β(T ).
Adding the previous two equalities obtain
dim
k∑
i=1
M i + α(T ) + X − dim
k∑
i=1
M i =
k∑
i=1
dimM i + β(T ),
α(T ) + X = β(T ) +
k∑
i=1
dimM i.
The last equality can be then rewritten like this:
ind(T ) = α(T ) − β(T ) =
k∑
i=1
dimM i − X
which concludes the proof of the proposition 3 and of the entire lemma.
5.2 Stability of (Semi)Fredholm Tuples
It appears that (semi)Fredholm tuples of closed subspaces are stable under
uniform λ−adjustment and under uniform µ−approximation  every theorem
establishes so far for (semi)Fredholm pairs of subspaces has its counterpart
for (semi)Fredholm tuples of subspaces. The proof of every such theorem is
quite standard  for a given tuple of k closed subspaces from a space X we may
consider a canonical pair in the product space X
k+1×...×X and apply the already
established stability theorem for the pair  the tuple stability then follows au-
tomatically since defect numbers of the canonical pair and defect numbers of
the tuple are the same. The following lemma establishes equivalence between
tuples and pairs, between their defect numbers, as well as between their uniform
λ−adjustment numbers and between their uniform µ−proximity vectors.
Lemma 5.2.1 (Canonical Mapping between Tuples and Pairs). Let X be a
Banach space and T = {M1, ...,Mk} be a tuple of k > 1 closed subspaces from
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X. Define a new space X(k) = X
k×...×X and a canonical linear map
ΦT ∈ BC(X(k), X),
ΦT : dom(ΦT ) =
k∏
i=1
M i → X,
ΦT : (x1, ..., xk) 7→ 1
k
×
k∑
i=1
xi;
let GΦT ⊂ X(k) ×X be a graph of the operator ΦT ; also define a pair PT of
closed subspaces in the product space X(k) ×X:
PT = (X(k) × {θ}, GΦT ).
Then the following propositions are true:
1. T is a lower semiFredholm tuple if and only if PT is a lower semi
Fredholm pair; in this case α(PT ) = α(T ).
2. T is an upper semiFredholm tuple if and only if PT is an upper semi
Fredholm pair; in this case β(PT ) = β(T ).
3. T is a Fredholm tuple if and only if PT is a Fredholm pair; in this case
ind(PT ) = ind(T ).
4. Let (Tn)N′ and (Sn)N′ are two sequences of k−tuples of closed subspaces
from a Banach space X such that Tn = {M1n, ...,Mkn} and Sn = {P 1n , ..., P kn}
for all n ∈ N′ . For the same n consider graphs GΦTn ⊂ X(k) ×X and
GΦSn ⊂ X(k) ×X of the canonical mappings ΦTn and ΦSn .
For j = 1, ..., k define numbers λj ∈ R and vectors µj ∈ R3:
λj := λN′ [M
j
n, P
j
n],
µj := µN′ [M
j
n, P
j
n] = (µ
j
1, µ
j
2, µ
j
3).
Also define new numbers λ, µm ∈ R:
λ := max{λj | j = 1, ..., k},
µm := max{µjm | j = 1, ..., k} for m = 1, 2, 3.
Then the following formulas hold:
λN′ [GΦTn , GΦSn ] = λ,
µN′ [GΦTn , GΦSn ] = (µ1, µ2, µ3).
Proof. The proof of the proposition 1 exactly follows the proof of the propo-
sition 2 from the previous Lemma 5.1.2. Proposition 2 is quite obvious, while
proposition 3 is a direct consequence of propositions 1 and 2. Proposition 4 is
mechanically verified using definitions of uniform λ−adjustment and uniform
µ−approximation and the definition of norm on the product space X(k) ×X as
the max of the norms of its components.
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As we have mentioned in the beginning of this subsection, every stability
result for (semi)Fredholm pair of subspaces can be extended to a similar result
for (semi)Fredholm tuples. Here is just one example of such extension  others
can be formulated and proved in the same fashion:
Theorem 5.2.2 (Stability of (Semi)Fredholm Tuples). Let X be a Banach
space and T = {M1, ...,Mk} be a tuple of k > 1 closed subspaces from X. Let
(Tn)N′ be a sequence of k−tuples of closed subspaces from X such that
Tn = {M1n, ...,Mkn} for all n ∈ N
′
. Then the following propositions are true:
1. If tuple T is lower semiFredholm and numbers λN′ [M
j
n,M
j ] are small
enough for all j = 1, ..., k, then tuples Tn are also lower semiFredholm
for large enough n ∈ N′ and there exists Kα ∈ N such that α(Tn) ≤ Kα
for the same n. If vectors µN′ [M
j
n,M
j ] ∈ R3 are small enough for all
j = 1, ..., k, then Kα = α(T ).
2. Suppose that X is a BFU−space. If tuple T is upper semiFredholm and
numbers λN′ [M
j ,M jn] are small enough for all j = 1, ..., k, then tuples Tn
are also upper semiFredholm for large enough n ∈ N′ and there exists
Kβ ∈ N such that β(Tn) ≤ Kβ for the same n. If X is a Banach space
and vectors µN′ [M
j ,M jn] ∈ R3 are small enough for all j = 1, ..., k, then
Kβ = β(T ).
3. Suppose that X is a BFU−space. If tuple T is Fredholm and both num-
bers λN′ [M
j ,M jn] and λN′ [M
j ,M jn] are small enough for all j = 1, ..., k,
then tuples Tn are also Fredholm for large enough n ∈ N′ and there exists
Kα,Kβ ∈ N such that α(Tn) ≤ Kα and β(Tn) < Kβ for the same n. If X
is a Banach space and both vectors µN′ [M
j
n,M
j ] ∈ R3, µN′ [M j ,M jn] ∈ R3
are small enough for all j = 1, ..., k, then Kα = α(T ) and Kβ = β(T ), also
ind(Tn) = ind(T ) for large enough n ∈ N′ .
Proof. We will prove only proposition 1  propositions 2 and 3 can be dealt with
similarly.
First suppose that all numbers λN′ [M
j
n, P
j
n] are small for j = 1, ..., k. Con-
sider canonical pairs PT = (X(k) × {θ}, GΦT ) and PTn = (X(k) × {θ}, GΦTn ) in
the product space X(k) ×X. Since tuple T is lower semiFredholm, pair PT is
also lower semiFredholm and α(PT ) = α(T ) according to proposition 1 from
Lemma 5.2.1. According to proposition 4 of the same Lemma 5.2.1 number
λN′ [GΦTn , GΦSn ] is small when all k numbers λN′ [M
j
n, P
j
n] are small for j = 1, ..., k.
Therefore, according to proposition 1 from Theorem 2.5.1 applied to pairs PT
and PTn , pairs PTn are also lower semiFredholm for large enough n ∈ N
′
and
there exists Kα ∈ N such that α(PTn) ≤ Kα for the same n. Then, applying
proposition 1 from Lemma 5.2.1 to pairs PTn and tuples Tn we conclude that for
the same n tuples Tn are also lower semiFredholm and α(Tn) = α(PTn) ≤ Kα.
This concludes the proof of the first part of proposition 1.
For the second part note that according to proposition 4 of Lemma 5.2.1
vector µN′ [GΦTn , GΦSn ] is small when all k vectors µN′ [M
j
n, P
j
n] are small for
j = 1, ..., k. Therefore, according to proposition 1 from Theorem 4.2.1 pairs
PTn are also lower semiFredholm for large enough n ∈ N
′
and α(PTn) ≤ α(PT )
for the same n. Again, applying proposition 1 from Lemma 5.2.1 to pairs
PTn and tuples Tn we conclude that for the same n tuples Tn are also lower
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semiFredholm and α(Tn) = α(PTn) ≤ α(PT ) = α(T ). Thus the second part of
proposition 1 has been proved as well.
5.3 Pair Complex
The previously defined concept of tuples of closed subspaces captures the prop-
erties of closed subspaces related to their sums and intersections. However, it
does not reflect the case when some subspaces are included in others. In this
section we introduce the concept of a pair complex  a finite set of subspaces
that captures the inclusion relations of its members.
Definition 5.3.1 (Pair Complex). Let X be a Banach space and PC = {P 1, ..., P k}
is a finite set of k ≥ 2 pairs of closed subspaces, each pair P j comprised of two
subspaces M j and N j: P j = (M j , N j). We call PC a pair complex if the sum
of every but the last pair is included in the intersection of its successor pair, in
other words if for each j = 1, ..., k − 1
M j +N j ⊂ M j+1 ∩N j+1.
Definition 5.3.2 (Fredholm Pair Complex). Let X be a Banach space and
PC = {P 1, ..., P k} is a pair complex. Suppose that the sum of each pair's com-
ponents is closed M j +N j = M j +N j for each j = 1, ..., k, and that the fol-
lowing dimensions, called defect numbers of pair complex PC, are finite:
γ1 := dimM1 ∩N1 <∞,
γj := dim(M j ∩N j)/(M j−1 +N j−1) <∞, j = 2, ..., k,
γk+1 := dimX/(Mk +Nk) <∞.
Then pair complex PC is called a Fredholm complex. Its index is calculated
according to the following formula:
ind(PC) :=
k+1∑
j=1
(−1)j−1 × γj .
The concept of a pair complex closely mirrors the well known concept of
an operator complex defined as a sequence of linear operators between Banach
spaces such that the range of each but the last operator is included in the kernel
of the next operator (see [3]). Indeed, we will now show how to build a pair
complex from a given operator complex.
Consider an operator complex OC comprised of a finite set of Banach spaces
{X1, ..., Xk+1} where k ≥ 1, and of a finite set of closed linear operators
{A1, ..., Ak} where Ai ∈ C(Xi, Xi+1) and R(Ai) ⊂ Ker(Ai+1) for each
i = 1, ..., k:
X1
A1−−−−→ X2 · · · Xk A
k
−−−−→ Xk+1. (63)
Define a new Banach space X and a finite set {M1, ...,Mk} of its closed sub-
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spaces
X =
k+1∏
i=1
Xi,
M j =
j∏
i=1
Xi ×
k+1∏
i=j+1
{θ} ⊂ X for j = 1, ..., k.
Also define k closed subspaces N j ⊂ X for each j ∈ 1, ..., k like this
N j = {(x1, ..., xj︸ ︷︷ ︸
j
, Ajxj , θ, ..., θ︸ ︷︷ ︸
k−j
) | xi ∈ Xi, i = 1, ..., j}.
Now consider k pairs of closed subspaces from X for each j ∈ 1, ..., k:
Pj = (M j , N j).
The following lemma reveals the structure of the set {P 1, ..., P k}:
Lemma 5.3.3 (Operator Complex Induces a Pair Complex). Let OC be an
operator complex of size k + 1 with k ≥ 1 from (63). Consider the set of pairs
PC = {P 1, ..., P k} built as above. Then the following propositions are true
1. The set of pairs PC is a pair complex.
2. Recall that an operator complex OC is Fredholm if all operators Aj have
close ranges and the following dimensions, called defect numbers of oper-
ator complex OC, are finite:
α1 := dimKer(A1) <∞,
αj := dimKer(Aj)/R(Aj−1) <∞, j = 2, ..., k,
αk+1 := dimXk+1/R(Ak) <∞.
The index of Fredholm complex is calculated as
ind(OC) =
k+1∑
j=1
(−1)j−1 × αj .
Now, OC is a Fredholm operator complex if and only if PC is a Fredholm
pair complex. In this case γj = αj for each j = 1, ..., k + 1; in particular
ind(OC) = ind(PC).
Proof. In order to prove proposition 1 notice that obviously every component
of each pair is a closed subspace from X. We now only need to show that for
each j = 1, ..., k − 1
M j + N j ⊂ M j+1 ∩ N j+1.
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For that it is sufficient to prove that
(a) M j ⊂ M j+1,
(b) M j ⊂ N j+1,
(c) N j ⊂ M j+1,
(d) N j ⊂ N j+1.
Formula (a) is true by definition of M j . Formula (b) is true since for every
y ∈M j
y = (x1, ..., xj︸ ︷︷ ︸
j
, θ, ..., θ︸ ︷︷ ︸
k−j+1
)
= (x1, ..., xj︸ ︷︷ ︸
j
, θ, θ, θ, ..., θ︸ ︷︷ ︸
k−j−1
)
= (x1, ..., xj︸ ︷︷ ︸
j
, θ, Aj+1θ, θ, ..., θ︸ ︷︷ ︸
k−j−1
) ∈ N j+1.
Formula (c) is true since all vectors from N j have null components at indices
higher than j + 1. Finally, formula (d) is true due to the property of operator
complex OC having Aj+1 ◦Aj = θ; that is, for every z ∈ N j :
z = (x1, ..., xj︸ ︷︷ ︸
j
, Ajxj , θ, ..., θ︸ ︷︷ ︸
k−j
)
= (x1, ..., xj︸ ︷︷ ︸
j
, Ajxj , θ, θ, ..., θ︸ ︷︷ ︸
k−j−1
)
= (x1, ..., xj︸ ︷︷ ︸
j
, Ajxj , Aj+1Ajxj , θ, ..., θ︸ ︷︷ ︸
k−j−1
) ∈ N j+1.
In order to prove proposition 2 assume that operator complex OC is Fred-
holm. We will prove that pair complex PC is Fredholm as well. First notice
that from definitions of M j and N j it follows that
M j +N j =
j∏
i=1
Xi × R(Aj)×
k+1∏
i=j+2
{θ}, j = 1, ..., k. (64)
Also notice that ranges R(Aj) of all operators Aj are closed since operator com-
plex OC is Fredholm. Thus, it follows from the above formula that
M j +N j = M j +N j for all j = 1, ..., k.
Now let us show that γj = αj for each j = 1, ..., k. It is obvious that these
equalities are true due to the following easily verifiable isomorphisms:
M1 ∩N1 ≡ Ker(A1),
(M j ∩N j)/(M j−1 +N j−1) ≡ Ker(Aj)/R(Aj−1), j = 2, ..., k,
X/(Mk +Nk) ≡ Xk+1/R(Ak).
(65)
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From the fact that γj = αj for each j = 1, ..., k it then clearly follows that
ind(OC) =
k+1∑
j=1
(−1)j−1 × αj =
k+1∑
j=1
(−1)j−1 × γj = ind(PC).
Now assume that pair complex PC is Fredholm and let us prove that operator
complex OC is Fredholm as well. First notice, that since M j +N j = M j +N j
for all j = 1, ..., k, then it follows from (64) that the ranges of operators Aj
are closed R(Aj) = R(Aj) for the same j. Also, from the inclusion property
of a Fredholm pair complex M j−1 +N j−1 ⊂M j ∩N j , from (64) and from the
following obvious formula
M j ∩N j =
j−1∏
i=1
Xi × Ker(Aj)×
k+1∏
i=j+1
{θ}, j = 1, ..., k.
it follows that R(Aj−1) ⊂ Ker(Aj) for all j = 2, ..., k. Finally, from the isomor-
phisms of (65) it also follows that γj = αj for each j = 1, ..., k; consequently
ind(OC) = ind(PC). This concludes the proof of the proposition 2 and of the
entire lemma.
While the previous lemma demonstrates how to construct a pair complex
from an operator complex, the next lemma shows the opposite by constructing
an operator complex from the pair complex:
Lemma 5.3.4 (Building Operator Complex from a Pair Complex). Let X be
a Banach space and PC = {P 1, ..., P k} be a pair complex from X with k ≥ 1
pairs P j = (M j , N j) for each j = 1, ..., k. Define the set of k + 1 Banach spaces
{X1, ..., Xk, Xk+1} and the set of k subspaces Dj ⊂ Xj for j = 1, ..., k:
Xj := X ×X, Dj := M j ×N j ⊂ Xj , for j = 1, ..., k,
Xk+1 := X.
Also define the set of k − 1 operators {A1, ..., Ak−1}:
Aj ∈ BC(Xj , Xj+1), dom(Aj) = Dj , Aj : (x, y) 7→ (x+ y, −(x+ y)),
and operator Ak
Ak ∈ BC(Xk, Xk+1), dom(Ak) = Dk, Ak : (x, y) 7→ x+ y.
Then the following propositions are true:
1. The set of spaces {X1, ..., Xk, Xk+1} and the set of operators {A1, ..., Ak}
constitute an operator complex OC:
X1
A1−−−−→ X2 · · · Xk A
k
−−−−→ Xk+1. (66)
2. Operator complex OC is Fredholm if and only if pair complex PC is Fred-
holm. In this case αj(OC) = γj(PC) for each j = 1, ..., k + 1 and conse-
quently ind(OC) = ind(PC).
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Proof. In order to prove proposition 1 first notice that all operators Aj for
j = 1, ..., k − 1 are well defined  since PC is a pair complex then
M j +N j ⊂M j+1 ∩N j+1,
and therefore Aj maps Banach space Dj = M j ×N j ⊂ Xj into Banach space
space
(M j +N j) × (M j +N j) ⊂ (M j+1 ∩N j+1)× (M j+1 ∩N j+1)
⊂ M j+1 ×N j+1
⊂ X ×X
= Xj+1.
Also, by construction for j < k − 1
Aj+1 ◦Aj(x, y) = Aj+1(x+ y, −(x+ y))
= ((x+ y) + (−(x+ y)), −((x+ y) + (−(x+ y)))) = (θ, θ),
and for the last operator Ak
Ak ◦Ak−1(x, y) = Ak(x+ y, −(x+ y))
= (x+ y) + (−(x+ y)) = θ.
Therefore Aj+1 ◦Aj = θ which proves that the set of Banach spaces
{X1, ..., Xk, Xk+1} and the set of operators {A1, ..., Ak} constitute an operator
complex OC from (66).
In order to prove proposition 2 notice that by construction of operators Aj
their ranges are closed R(Aj) = R(Aj) if and only if the sums of respective
subspaces are closed M j +N j = M j +N j . Also, from the same construction
it is easy to establish the following isomorphisms for each j = 1, ..., k:
Ker(Aj) ≡ M j ∩N j , R(Aj) ≡ M j +N j .
Hence
α1(OC) = dimKer(A1) = dim(M1 ∩N1) = γ1(PC),
αk+1(OC) = dimX/R(Ak) = dimX/(Mk +Nk) = γk+1(PC),
and for each j = 2, ..., k
αj(OC) = dimKer(Aj)/R(Aj−1) = dim(M j ∩N j)/(M j−1 +N j−1) = γj(PC).
Therefore
ind(OC) =
k+1∑
j=1
(−1)j−1 × αj =
k+1∑
j=1
(−1)j−1 × γj = ind(PC).
5.3 Pair Complex 75
It is worth noticing that in a finite-dimensional space X the index of a pair
complex can be calculated directly from the dimensions of all pair's components
and from the dimension of X. Similarly, the index of an operator complex in
finite-dimensional spaces can be calculated from the dimensions of its spaces:
Lemma 5.3.5 (Index of a Pair Complex). Then the following propositions are
true:
1. Let X be a finite-dimensional Banach space and PC = {P 1, ..., P k} be a
pair complex from X with k ≥ 1 pairs P j = (M j , N j) for each j = 1, ..., k.
Then the following formula holds:
ind(PC) =
k∑
j=1
(−1)j−1 × (dimM j + dimN j) + (−1)k × dimX.
2. Let OC be an operator complex
X1
A1−−−−→ X2 · · · Xk A
k
−−−−→ Xk+1.
Suppose that dimXj <∞ and dom(Aj) = Xj for each j = 1, ..., k. Then
the following formula holds:
ind(OC) =
k+1∑
j=1
(−1)j−1 × dimXj .
Proof. In order to prove proposition 1 first recall definition of γ1
γ1 = dim(M1 ∩N1).
Then note that for any two subspacesM and N from a finite-dimensional space
X the following obvious formula is true:
dim(M +N) = dimM + dimN − dimM ∩N.
Applying this formula to each component γj for j = 2, ..., k recalculate γj like
this
γj = dim(M j ∩N j)/(M j−1 +N j−1)
= dim(M j ∩N j) − dim(M j−1 +N j−1)
= dim(M j ∩N j) − (dimM j−1 + dimN j−1 − dim(M j−1 ∩N j−1))
= dim(M j ∩N j) − (dimM j−1 + dimN j−1) + dim(M j−1 ∩N j−1))
= dim(M j−1 ∩N j−1) + dim(M j ∩N j) − (dimM j−1 + dimN j−1).
Applying the same formula to γk+1 obtain
γk+1 = dimX/(Mk +Nk)
= dimX − dim(Mk +Nk)
= dimX − (dimMk + dimNk − dim(Mk ∩Nk))
= dim(Mk ∩Nk) − (dimMk + dimNk) + dimX.
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It is clear now that the components dim(M j ∩N j) will cancel each other out
in the index formula since each next additive member γj of that formula has
the sign opposite to the previous member γj−1  the only members left will be
dimM j + dimN j and dimX:
ind(PC) =
k+1∑
j=1
(−1)j−1×γj =
k∑
j=1
(−1)j−1×(dimM j+dimN j) + (−1)k×dimX.
In order to prove proposition 2 recall definition of α1
α1 = dimKer(A1).
Then recall for each j = 2, ..., k the simple algebraic fact
αj = dimKer(Aj+1)/R(Aj) = dimKer(Aj+1) − (dimXj − dimKer(Aj)).
Finally
αk = dimXk+1 − (dimXk − dimKer(Ak)).
It is now clear that in the final sum for ind(OC) all members dimKer(Aj)
cancel each other out, so only dimensions of Xj will remain:
ind(OC) =
k+1∑
j=1
(−1)j−1 × dimXj .
5.4 Stability of Fredholm Pair Complexes
We are now ready to formulate a Fredholm stability theorem for pair complexes:
Theorem 5.4.1 (Stability of Fredholm Pair Complexes). Let PC = {P 1, ..., P k}
be a Fredholm pair complex in a Banach space X such that P j = (M j , N j)
for each j = 1, ..., k. Consider a sequence (PCn)N′ of pair complexes from
X, such that PCn = {P 1n , ..., P kn} for each n ∈ N
′
and P jn = (M
j
n, N
j
n) for each
j = 1, ..., k. Then the following propositions are true:
1. Consider the following uniform proximity vectors from R3 for each
j = 1, ..., k:
µN′ [M
j
n,M
j ], µN′ [N
j
n, N
j ], µN′ [M
j ,M jn], µN′ [N
j , N jn].
If all of these vectors are small enough, then pair complexes PCn are
Fredholm for large enough n. Moreover, for the same n defect numbers
from PCn do not exceed respective defect numbers from PC while their
indices remain the same:
γj(PCn) ≤ γj(PC), j = 1, ..., k,
ind(PCn) = ind(PC).
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2. Suppose that X is a BFU−space. Consider the following uniform adjust-
ment numbers from R for each j = 1, ..., k:
λN′ [M
j
n,M
j ], λN′ [N
j
n, N
j ], λN′ [M
j ,M jn], λN′ [N
j , N jn].
If all of these numbers are small enough, then pair complexes PCn are
Fredholm for large enough n. Moreover, there exists K ∈ N such that for
the same n all defect numbers from PCn do not exceed K while absolute
value of ind(PCn) does not exceed k+12 ×K:
γj(PCn) ≤ K, j = 1, ..., k,
ind(PCn) ≤ k + 12 ×K.
By converting an operator complex of closed operators to a pair complex as
described in the previous Lemma 5.3.3 and applying the above Theorem 5.4.1
one can prove the following theorem about stability of operator complexes.
Theorem 5.4.2 (Stability of a Fredholm Operator Complex). Let OC be a
Fredholm operator complex comprised of a finite set of Banach spaces {X1, ..., Xk+1}
where k ≥ 1, and of a finite set of closed linear operators {A1, ..., Ak} where
Ai ∈ C(Xi, Xi+1) and R(Ai) ⊂ Ker(Ai+1) for each i = 1, ..., k:
X1
A1−−−−→ X2 · · · Xk A
k
−−−−→ Xk+1. (67)
Let (OCn)N′ be a sequence of operator complexes each comprised of a finite
set of Banach spaces {X1n, ..., Xk+1n } where k ≥ 1, and of a finite set of closed
linear operators {A1n, ..., Akn} where Ain ∈ C(Xin, Xi+1n ) and R(Ain) ⊂ Ker(Ai+1n )
for each i = 1, ..., k and for each n ∈ N′ :
X1n
A1n−−−−→ X2n · · · Xkn
Akn−−−−→ Xk+1n . (68)
then the following propositions are true:
1. Consider the following uniform proximity vectors from R3 for each
j = 1, ..., k:
µN′ [A
j
n, A
j ], µN′ [A
j , Ajn].
If all these vectors are small enough, then operator complexes OCn are
Fredholm for large enough n. Moreover, for the same n defect numbers
from OCn do not exceed respective defect numbers from OC while their
indices remain the same:
αj(OCn) ≤ αj(OC), j = 1, ..., k,
ind(OCn) = ind(OC).
2. Suppose that the product space
∏k+1
j=1 X
j is a BFU−space. Consider the
following uniform adjustment numbers from R for each j = 1, ..., k:
λN′ [A
j
n, A
j ], λN′ [A
j , Ajn].
If all of these numbers are small enough, then operator complexes OCn are
Fredholm for large enough n. Moreover, there exists K ∈ N such that for
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the same n all defect numbers from OCn do not exceed K while absolute
value of ind(OCn) does not exceed k+12 ×K:
αj(OCn) ≤ K, j = 1, ..., k,
ind(OCn) ≤ k + 12 ×K.
5.5 Tuple Complex
So far we have extended the basic concept of a pair of closed subspaces in two
different directions. On one hand a tuple of closed subspaces from subsection
5.1 captures the properties of a finite set of closed subspaces related to their
sums and intersections and allows for (semi)Fredholm stability theorems. On
the other hand a pair complex of closed subspaces from subsection 5.3 captures
inclusion properties of its member pairs. It is hard not to notice that while a
tuple may have any finite number of closed subspaces, a pair complex allows only
for two-elements components (although for any finite number of components).
In this section we extend the concept of pair complex to tuple complex  a
complex of closed subspaces which elements can be tuples of any finite num-
ber of subspaces, not just of pairs of subspaces. Although at first glance the
construction of a finite tuple complex may seem like an esoteric construction,
we shall immediately explain that in reality it is a very simple concept as it
naturally extends all the previously known concepts  pairs, tuples, and pair
complexes.
Definition 5.5.1 (Tuple Complex). Let X be a Banach space and T = {T 1, ..., T k}
be a finite set of tuples, each tuple T j consisting of tj ∈ N closed subspaces
{M j,1, ...,M j,tj} from X. Consider the set of k + 1 Banach spaces
{X1, ..., Xk, Xk+1} defined like this
Xj := X × · · · ×X︸ ︷︷ ︸
tj
, j = 1, ..., k,
Xk+1 := X.
Also let A = {A1, ..., Ak} be a set of k continuous linear operators Aj:
Aj ∈ BC(Xj , Xj+1), dom(Aj) =
tj∏
i=1
M j,i.
Suppose that k = 1, or, if k > 1, then for each j = 1, ..., k − 1 the range R(Aj)
of operator Aj is a subset of the kernel Ker(Aj+1) of the next operator Aj+1. In
other words, suppose that the spaces Xj and operators Aj constitute an operator
complex OC
X1
A1−−−−→ X2 · · · Xk A
k
−−−−→ Xk+1. (69)
Then the following definitions are in order
• The ordered triple (X,T,A) is called a tuple complex.
• If operator complex OC is a Fredholm operator complex, then tuple complex
(X,T,A) is called a Fredholm tuple complex; its defect numbers γj(X,T,A)
and index ind(X,T,A) are defined to be equal to the respective defect num-
bers γj(OC) and index of the operator complex ind(OC).
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The following lemma shows that with a suitable choice of operators Aj each
of the previous objects  pair of subspaces, tuple of subspaces and pair complex
 can be converted into a tuple complex. Moreover, if any of those objects is
Fredholm then its corresponding tuple complex is Fredholm.
Lemma 5.5.2 (Examples of Tuple Complexes). Let X be a Banach space. Then
the following propositions are true:
1. Let (M1,M2) be a pair of closed subspaces from X. Define subspaces
M1,1 = M1 ⊂ X and M1,2 = M2 ⊂ X and construct a tuple of subspaces
consisting of just two elements T 1 = (M1,1,M1,2). Define Banach spaces
X1 = X ×X and X2 = X and a set A = {A1} of one linear operator A1
A1 ∈ BC(X1, X2), dom(A1) = M1,1 ×M1,2, A1(x, y) = x+ y.
Define a set of tuples consisting of just one tuple T = {T 1}. Then the
triplet (X,T,A) is a tuple complex. That tuple complex is Fredholm if and
only if pair (M1,M2) is Fredholm; in this case ind(X,T,A) = ind(M1,M2).
2. Let T 1 = {M1, ...,Mk} be a tuple of k closed subspaces from X. For each
j = 1, ..., k define a subspace M1,j = M j ⊂ X. Also define two Banach
spaces X1 = X × · · · ×X︸ ︷︷ ︸
k
and X2 = X, and a set of tuples consisting of
only one tuple T = {T 1}. Finally define a set A = {A1} of one linear
operator A1
A1 ∈ BC(X1, X2), dom(A1) =
k∏
i=1
M1,i, A1(x1, ..., xk) =
k∑
i=1
xi.
Then the triplet (X,T,A) is a tuple complex. That tuple complex is Fred-
holm if and only if the original tuple of subspaces T 1 = {M1, ...,Mk} is
Fredholm; in this case ind(X,T,A) = ind(T 1).
3. Let PC be a pair complex of k pairs of subspaces from X
{(M1,1,M1,2), ..., (Mk,1,Mk,2)}.
Build an operator complex OC from PC as explained in the previous
Lemma 5.3.4 and define a set T = {T 1, ..., T k} of k tuples each tuple con-
sisting from the corresponding pair elements T j = {(M j,1,M j,2)} from the
pair complex PC. Also define a set of operators A = {A1, ..., Ak} where
each Aj is from the constructed operator complex OC. Then the triplet
(X,T,A) is a tuple complex. That tuple complex is Fredholm if and only if
the original pair complex PC is Fredholm; in this case
ind(X,T,A) = ind(PC).
Proof. The proof of being a tuple complex is quite mechanical: in the first two
cases the constructed triplets (X,T,A) are tuple complexes just because they
consist of only one element; in the third case (X,T,A) is a tuple complex simply
because M j,1 +M j,2 ⊂M j+1,1 ∩M j+1,2 means that R(Aj) ⊂ Ker(Aj+1) for
j < k.
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The Fredholm property is also trivially verified in every case. First, ranges
R(Aj) of all Aj are closed if and only if corresponding sum M1 +M2 for a pair
case and sums
∑k
i=1M
j,i for tuple and pair complex cases are closed.
Then, in the case of a pair of subspaces the dimension of kernel Ker(A1) and
the co-dimension of range R(A1) can be trivially checked to be the same as the
respective dimensions of the common subspace M1 ∩M2 and of the quotient
space X/(M1 +M2); therefore, ind(X,T,A) = ind(M1,M2)
In the case of a tuple the dimension of kernel Ker(A1) and the co-dimension
of range R(A1) can be trivially checked to be the same as the values of α(T 1)
from Definition 5.1.1 and of dimX/(
∑k
i=1M
i) respectively; therefore
ind(X,T,A) = ind(T 1).
In the case of a pair complex the dimension of kernel Ker(A1) is equal to
the dimension of subspace M1,1 ∩M1,2; the dimensions of Ker(Aj+1)/R(Aj)
can be trivially checked to be the same as the dimension of the quotient spaces
(M j+1,1 ∩M j+1,2)/(M j,1 +M j,2) for j < k; for j = k it is also a trivial fact that
dimXk+1/R(Ak) = dimX/(Mk,1 +Mk,2); therefore ind(X,T,A) = ind(PC).
It is worth noticing from the above lemma and from the previous Lemma
5.3.4 that a tuple complex captures the inclusion relation between successive
elements of a pair complex due to the same structure of every linear operator
Aj for j < k
Aj(x, y) 7→ (x+ y, −(x+ y)).
These operators can be defined through a single 2× 2 nilpotent matrix:
A =
(
+1 +1
−1 −1
)
, A× A =
(
0 0
0 0
)
= θ.
Note that since the matrix is nilpotent of degree 2 it guarantees the main con-
dition of the tuple complex which is Aj+1 ◦Aj = θ.
Obviously, for the tuple complexes which tuples have more than two ele-
ments, the inclusion relation can be captured through a variety of matrices of
higher degrees: when all the matrices are the same (which may only happen
when the ranks of all tuples are the same) these matrices shall be nilpotent of
degree 2; for different matrices (which may happen regardless of the values of
the tuple's ranks) the nilpotent condition should be replaced with the condition
for two successive matrices Aj and Aj+1 having a null product Aj+1 × Aj = θ.
For example, in case when the sums of all tj subspaces from tuple T
j belong
to the intersection of all tj+1 subspaces from tuple T
j+1
tj∑
i=1
M j,i ⊂
tj+1⋂
i=1
M j+1,i,
one can use tj × tj+1 matrices
Atj×tj+1 =

+1 . . . +1
−(tj+1 − 1)−1 . . . −(tj+1 − 1)−1
...
. . .
...
−(tj+1 − 1)−1 . . . −(tj+1 − 1)−1

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so that
Atj+1×tj+2 × Atj×tj+1 =
0 . . . 0... . . . ...
0 . . . 0
 = θ.
With the help of the above matrices Atj×tj+1 one can define linear operators
Aj ∈ BC(Xj , Xj+1) like this
dom(Aj) =
tj∏
i=1
M j,i,
Aj : (x1, x2, ..., xtj︸ ︷︷ ︸
tj
) 7→ (
tj∑
i=1
xi, −
∑tj
i=1 x
i
tj+1 − 1 , ... , −
∑tj
i=1 x
i
tj+1 − 1︸ ︷︷ ︸
tj+1−1
) ∈
tj+1∏
i=1
M j+1,i.
Obviously
R(Aj) ⊂
tj+1⋂
i=1
M j+1,i = dom(Aj+1)
according to our assumption and Aj+1 ◦Aj = θ since Atj+1×tj+2 × Atj×tj+1 = θ,
or in other words R(Aj) ⊂ Ker(Aj+1).
The previous examples show that the concept of a pair of closed subspaces
and the concept of a pair complex are just the simplest cases of a tuple complex
since their corresponding inclusion matrices are very simple. Obviously, more
elaborate examples of inclusion relations can be presented.
However, in general it appears that the concept of a tuple complex captures
much more than the inclusion relation between subspaces from successive tuples
since the linear operators Aj do not have to be induced by any tj × tj+1 matrix;
in fact they can be operators from BC(T j , T j+1) of any complexity. Therefore,
one can think of a tuple complex having the same generality as an operator
complex with an additional twist of having operator's domains being products
of closed subspaces from a given Banach space. As such, it is worth noticing
that when X is finite-dimensional, then the index of a tuple complex (X,T,A)
can be calculated directly from Lemma 5.3.5:
Lemma 5.5.3 (Index of Finite-dimensional Tuple Complex). Let X be a finite-
dimensional Banach space and (X,T,A) be a tuple complex such that
T = {T 1, ..., T k} and T j = {M j1, ...,M jtj} for each j = 1, ..., tk. Then the fol-
lowing formula holds
ind(X,T,A) =
k∑
j=1
(−1)j−1 × (
tj∑
i=1
dimM ji) + (−1)k × dimX.
5.6 Inclusion Complex and Its Stability
Since tuple complexes can be considered a special case of operator complexes,
the stability of Fredholm tuple complexes can be described by the already pre-
sented Theorem 5.4.2 about the stability of Fredholm operator complexes. That
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theorem guarantees stability as long as the complex operators (Ajn)N′ closely
λ−adjust or µ−approximate respective operators Aj from the target complex.
It is worth noticing that since operators from the tuple complex are con-
tinuous, their adjustment and approximation necessarily yields adjustment and
approximation of their domains. Therefore, since these domains are finite direct
products of closed subspaces from the enclosing Banach space, it follows that
individual subspaces from the operator complexes have small λ−adjustment
numbers and small µ−approximation vectors as long as those numbers and vec-
tors are small for the complex operators. However, the opposite statement may
not be always true  since operators Ajn and A
j are not restricted in their na-
ture, their λ−adjustment numbers and µ−approximation vectors are not always
small when the respective numbers and vectors of their domains are small.
This situation may seen to be unfortunate as in all the previous examples of
Fredholm pairs, Fredholm tuples, and Fredholm pair complexes stability theo-
rems could be expressed purely in terms of closeness of the subspaces involved
and without even mentioning of any complex operators. In order to remedy
this situation we introduce a special class of tuple complexes called inclusion
complexes  they capture the inclusion relation in a tight manner by allowing
only operators induced by fixed finitedimensional matrices. Then it follows
that for inclusion complexes the Fredholm stability theorem can be expressed
almost purely in terms of the subspaces involved.
Definition 5.6.1 (Inclusion Matrix and Inclusion Operator). Let X be a Ba-
nach space over a field K and T 1 = {M11, ...,M1k}, T 2 = {M21, ...,M2l} are
two tuples of closed subspaces from X. Consider a k × l matrix Ak×l with ele-
ments from K
Ak×l =
a
11 . . . a1k
...
. . .
...
al1 . . . alk
 .
Define two Banach spaces
Xk := X × · · · ×X︸ ︷︷ ︸
k
, X l := X × · · · ×X︸ ︷︷ ︸
l
,
and a continuous linear operator A ∈ BC(Xk, X l):
dom(A) =
k∏
i=1
M1i, A(x1, ..., xk) 7→ (
k∑
i=1
a1i × xi, ...,
k∑
i=1
ali × xi).
Suppose that the image of operator A is contained in the product of subspaces
from tuple T 2:
R(A) ⊂
k∏
i=1
M2i.
Then matrix Ak×l is called the inclusion matrix and operator A is called the
inclusion operator in respect to tuples T 1 and T 2.
It is obvious now that in the case of a tuple of subspaces the natural map-
ping ΦT from Lemma 5.1.2 is an inclusion operator related to the sum of the
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subspaces from the tuple with the inclusion matrix of dimension k × 1:
Ak×1 = (1 . . . 1︸ ︷︷ ︸
k
).
Also recall from the previous Subsection 5.5 that a pair complex can be treated
as a tuple complex with tuples of rank 2 and all but last tuple operators being
inclusion operators defined by a single 2× 2 nilpotent matrix
A2×2 =
(
+1 +1
−1 −1
)
, A2×2 × A2×2 =
(
0 0
0 0
)
= θ.
The last operator from a pair complex is defined by a 2× 1 inclusion matrix
A2×1 =
(
1 1
)
.
It is easy to prove the following lemma which establishes dependency between
λ−adjustment numbers and µ−proximity vectors of the tuples' components and
inclusion operators.
Lemma 5.6.2 (λ−Adjustment and µ−Proximity of Inclusion Operators). Let
X be a Banach space over a field K and T 1 = {M11, ...,M1k}, T 2 = {M21, ...,M2l}
are two tuples of closed subspaces from X with the inclusion k × l matrix Ak×l
that defines inclusion operator A.
Let (T 1n)N′ and (T
2
n)N′ be two sequences of tuples so that T
1
n = {M11n , ...,M1kn }
and T 2n = {M21n , ...,M2ln } for each n ∈ N
′
.
Also suppose that inclusion k × l matrices Ak×ln define inclusion operators
An for each n ∈ N′ . Identify each inclusion matrix Ak×ln and Ak×l with a linear
operator from B(Kk,Kl) and suppose that norms of their differences approach
0: ∥∥Ak×ln − A∥∥ → 0.
Then the following propositions are true:
1. λ−Adjustment numbers λN′ [An, A] and λN′ [A,An] approach number 0 when
λ−adjustment numbers λN′ [M1jn ,M1j ] and λN′ [M1j ,M1jn ] approach num-
ber 0.
2. µ−Proximity vectors µN′ [An, A] and µN′ [A,An] approach vector θ ∈ R3
when µ−proximity vectors µN′ [M1jn ,M1j ] and µN′ [M1j ,M1jn ] approach vec-
tor θ ∈ R3.
Equipped with the concept of the inclusion matrix and inclusion operator,
we may now introduce inclusion complex :
Definition 5.6.3 (Inclusion Complex). Let (X,T,A) be a tuple complex and
each operator Aj from the set of operators A = {A1, ..., Ak} is an inclusion
operator defined by some inclusion matrix Atj×tj+1 for every j = 1, ..., k (here
tj is the count of subspaces in the tuple T j = {M1, ...,M tj} for each j = 1, ..., k
while tj+1 = 1 if one recalls that the last space Xk+1 from the tuple complex
definition is defined to be just X).
Then tuple complex (X,T,A) is called an inclusion complex. If the set of its
inclusion matrices is denoted as
A = {At1×t2 , ... ,Atk×tk+1},
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then that inclusion complex is denoted as (X,T,A). An inclusion complex is
written schematically using its inclusion matrices instead of its operators:
X1
At1×t2−−−−→ X2 · · · Xk A
tk×tk+1−−−−−−→ Xk+1.
Inclusion complex (X,T,A) is called a Fredholm inclusion complex if tuple com-
plex (X,T,A) is Fredholm  defect and index numbers from (X,T,A) are defined
to be respective defect and index numbers from (X,T,A).
It follows directly from the above definition that for any two consecutive
inclusion matrices from an inclusion complex their product is always a null
matrix
Atj+1×tj+2 × Atj×tj+1 =
0 . . . 0... . . . ...
0 . . . 0
 = θ.
Also note that we have already established in the previous subsection 5.6 that a
pair of subspaces, a tuple of subspaces and a pair complex all can be considered
to be inclusion complexes.
We are now ready to present the final theorem of this paper
Theorem 5.6.4 (Stability of a Fredholm Inclusion Complex). Let X be a Ba-
nach space and IC = (X,T,A) be a Fredholm inclusion complex with the set
of tuples T = {T 1, ..., T k} of closed subspaces T j = {M j1, ...,M jtk} for each
j = 1, ..., k and the set of inclusion matrices A = {At1×t2 , ... ,Atk×tk+1}
X1
At1×t2−−−−→ X2 · · · Xk A
tk×tk+1−−−−−−→ Xk+1.
Let (ICn)N′ be a sequence of inclusion complexes from X, such that
ICn = (X,Tn,An) with the sets Tn = {T 1n , ..., T kn} of tuples of closed subspaces
T jn = {M j1n , ...,M jtkn } for each j = 1, ..., k and the sets of inclusion matrices
An = {At1×t2n , ... ,Atk×tk+1n }
X1n
At1×t2n−−−−→ X2n · · · Xkn A
tk×tk+1
n−−−−−−→ Xk+1n .
for each n ∈ N′ . Identify each inclusion matrix Atj×tj+1 and Atj×tj+1n with a
linear operator from B(Ktj ,Ktj+1) and suppose that∥∥Atj×tj+1n − Atj×tj+1∥∥ → 0.
Then the following propositions are true:
1. Consider the following proximity vectors from R3:
µN′ [M
11,M11n ] . . . µN′ [M
1t1 ,M1t1n ]
...
. . .
...
µN′ [M
k1,Mk1n ] . . . µN′ [M
ktk ,Mktkn ]
µN′ [M
11
n ,M
11] . . . µN′ [M
1t1
n ,M
1t1 ]
...
. . .
...
µN′ [M
k1
n ,M
k1] . . . µN′ [M
ktk
n ,M
ktk ]

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If all these vectors are small enough, then inclusion complexes ICn are
Fredholm for large enough n. Moreover, for the same n defect numbers
from ICn do not exceed respective defect numbers from IC while their
indices remain the same:
γj(ICn) ≤ γj(IC), j = 1, ..., k,
ind(ICn) = ind(IC).
2. Let X be a BFU−space and consider the following adjustment numbers
from R: 
λN′ [M
11,M11n ] . . . λN′ [M
1t1 ,M1t1n ]
...
. . .
...
λN′ [M
k1,Mk1n ] . . . λN′ [M
ktk ,Mktkn ]
λN′ [M
11
n ,M
11] . . . λN′ [M
1t1
n ,M
1t1 ]
...
. . .
...
λN′ [M
k1
n ,M
k1] . . . λN′ [M
ktk
n ,M
ktk ]

If all of these numbers are small enough, then inclusion complexes ICn are
Fredholm for large enough n. Moreover, there exists K ∈ N such that for
the same n all defect numbers from ICn do not exceed K while absolute
value of ind(ICn) does not exceed k+12 ×K:
γj(ICn) ≤ K, j = 1, ..., k,
ind(ICn) ≤ k + 12 ×K.
Proof. According to Lemma 5.6.2 proximity vectors and adjustment numbers
of the inclusion operators are small when respective proximity vectors and ad-
justment numbers of tuples' components are small. Then both of the above
propositions follow from the respective propositions about the stability of oper-
ator complexes from Theorem 5.4.2.
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6 Open Problems
In the conclusion of this work we list remaining open questions related to
λ−adjustment.
The first set of questions relate to the concept of BFU−spaces introduced
in Section 3.
1. Does a product of any two BFU−spaces remains to be a BFU−space?
Note that in the system of axioms ZF +MartinAxiom a product of two
FréchetUrysohn spaces may not remain FréchetUrysohn (see [36, 8]).
2. Does a product of a BFU−space and a reflexive space remains to be a
BFU−space?
3. Is the property of being a BFU−space a 3SP−property? (For survey of
3SP−properties see [10]).
4. Is it true that any uncomplemented closed subspace of a BFU−space is a
BFU−space?
5. The BFU Small Uniform Adjustment Theorem 3.2.1 appears to be fun-
damental for the stability theory of BFU spaces. It differs from the non-
BFU Small Uniform Adjustment Theorem 2.2.2 by the constant employed
 the BFU version uses 1 while non-BFU version uses 1/2. The natu-
ral question arises if the value 1 of the constant is characteristic of BFU
spaces? Also, proposition 1 of the BFU version is much stronger than
proposition 2 from non-BFU version  does this proposition 1 character-
ize BFU spaces? In summary, suppose that in a given Banach space X
any of the propositions 1,2,3 or 4 from Theorem 3.2.1 is true for any two
sequences of closed subspaces (Mn)N′ and (Pn)N′ from X. Is it true that
X is a BFU−space?
6. If the answer to the previous question is no, then in what other classes of
Banach spaces, aside from BFU−spaces, the Small Uniform Adjustment
theorem holds for constants between 1/2 and 1?
Another question is related to proposition 5 from the Small Uniform Adjust-
ment Theorem 2.2.2. Note that its counterpart is absent from the BFU version
in Theorem 3.2.1. Thus the following open question remains: does proposition
5 from Theorem 2.2.2 remain true in BFU -spaces if its constant 1/2 is replaced
with constant 1?
Finally, one can notice that index of Fredholm pairs, tuples and complexes
may not be preserved exactly under λ−adjustment (even in finite-dimensional
Banach spaces). Thus the question remains: under which additional condition
the index is preserved exactly under λ−adjustment? Obviously this condition
shall be such that it is automatically satisfied for continuous operators as their
index is preserved under λ−adjustment.
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