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ABSTRACT
Graphs are commonly used visualization tools in a variety of fields. Algorithms have
been proposed that claim to improve the readability of graphs by reducing edge cross-
ings, adjusting edge length, or some other means. However, little research has been
done to determine which of these algorithms best suit human perception for particular
graph properties. This thesis explores four different graph properties: average local
clustering coefficient (ALCC), global clustering coefficient (GCC), number of trian-
gles (NT), and diameter. For each of these properties, three different graph layouts
are applied to represent three different approaches to graph visualization: multidi-
mensional scaling (MDS), force directed (FD), and tsNET. In a series of studies con-
ducted through the crowdsourcing platform Amazon Mechanical Turk, participants
are tasked with discriminating between two graphs in order to determine their just
noticeable differences (JNDs) for the four graph properties and three layout algorithm
pairs. These results are analyzed using previously established methods presented by
Rensink et al.[42] and Kay and Heer[28]. The average JNDs are analyzed using a
linear model that determines whether the property-layout pair seems to follow We-
ber’s Law, and the individual JNDs are run through a log-linear model to determine
whether it is possible to model the individual variance of the participant’s JNDs. The
models are evaluated using the R2 score to determine if they adequately explain the
data and compared using the Mann-Whitney pairwise U-test to determine whether
the layout has a significant effect on the perception of the graph property. These
tests indicate that the data collected in the studies can not always be modelled well
with either the linear model or log-linear model, which suggests that some properties
may not follow Weber’s Law. Additionally, the layout algorithm is not found to have
a significant impact on the perception of some of these properties.
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Chapter 1
INTRODUCTION
Graphs are a widely used visualization tool. Software developers can use them to
represent the interaction between classes in a program[39], security analysts use them
to model the systems on their network[1], and many features of the internet can be
modelled using graphs[18]. There exists algorithms that can sift through a given
graph to extract interesting information and features. These algorithms produce
results such as general clusters of connected nodes, the degree of separation between
any pair of nodes, or the classification of clusters of nodes. However, these results
need to be verified and understood by humans. Models can overtrain on irrelevant
details, and algorithms can overlook patterns. Fortunately, humans are fairly good at
noticing patterns, and as humans write these algorithms and construct models they
need to be able to verify that their systems are working as intended while minimizing
the opportunity for mistakes.
There are many existing algorithms that organize graphs in certain ways to opti-
mize for various properties such as node layout, edge crossings, and clumping groups
together. Force-directed layout algorithms treat the graph as a collection of springs
and repelling forces and simulate the interaction until it becomes stable. Other algo-
rithms try to minimize edge crossings or optimize for some other constructed property
of the graph. Researchers have studied the effectiveness of these algorithms in isola-
tion. Generally, they improve human perception of at least some subset of interesting
graph properties. However, little research has been done to understand to what de-
gree these graph drawing algorithms enhance human perception when compared to
each other. The goal of this thesis is to explore which graph layout algorithm is best,
1
and for which graph properties.
Previous work by Soni[44] explored this topic regarding the graph properties den-
sity and average local clustering coefficient for the multi-dimensional scaling, force-
directed, and circular graph layout algorithms. This thesis extends the work of Soni.
by considering the tsNET[31] graph layout algorithm along with the previous algo-
rithms to four graph properties: average local clustering coefficient, global clustering
coefficient, number of triangles, and diameter. The circular layout was found to be
poorly suited for both topics, and so it was dropped from this extension. The data
produced by the Amazon Mechanical Turk studies is analyzed using a linear regression
model on the averaged just noticeable differences to determine whether the property
can be modeled using Weber’s Law. The data is additionally run through a Box-
Cox transformation to determine whether a log-linear model or a linear model would
better represent the individual just noticeable differences. Finally, each graph layout
algorithm is analyzed for each graph property using a Mann-Whitney pairwise U-test
to determine if there is sufficient evidence to claim that the layout algorithm had a
significant impact on the perception of the graph property.
2
Chapter 2
RELATED WORKS
This section reviews related works in graph visualization. The first section pro-
vides an overview of graph layout algorithms along with several specific examples.
This is followed by discussion of prior work in graph layout comparisons. The final
section introduces the concept of Just Noticeable Differences and it has been applied
to the study of human perception.
2.1 Graph Properties, Graph Mining, and Visualization Pipelines
Graphs are useful for visualizations because they capture a large number of fea-
tures. These range from the raw number of vertices and edges, to the degree to which
vertices are connected to each other, to more abstract properties such as the global
clustering coefficient. Many of these properties have been studied in other domains,
and automatic algorithms have been created to analyze graphs in relation to some
subset of graph properties. A table of common graph properties and how frequently
they can be found in literature based on their formal names can be found in Table
2.1. From this list, four graph properties were chosen to to study in this thesis: aver-
age local clustering coefficient, global clustering coefficient, number of triangles, and
graph diameter.
Data mining is generally the process of extracting useful information from collec-
tions of data. While generally applicable, it falls short when applied to graphs since
every graph has inherent and meaningful structure. Graph mining is a special case
of structured data mining that uses the structure of graphs to help solve tasks like
identifying clusters, applying classifications, or detecting anomalies.
3
Property Library Results
Clustering
ACM 26937
IEEE 7911
Clique
ACM 649
IEEE 57785
Eccentricity
ACM 1409
IEEE 334947
Table 2.1: Number of results for common graph property terms from the libraries
of KDD, ACM, and IEEE
Chakrabarti and Faloutsos[6] present survey of several applications of graph min-
ing and some algorithms that can be used to solve the problem. Some examples
include identifying graph patterns to assist in detecting similarities between graphs
using known properties such as power laws[15] or distinctive patterns such the bowtie
structures found in graphs of routers on the worldwide web[11]. They also discuss
the generation of realistic synthetic graphs using methods such as random graph
models[14], preferential attachment model[2], or an optimization-based model[4].
Rehman et al.[40] produced a survey on graph mining techniques that is primarily
focused on the identification of clusters[10], graph classification[27], and sub graph
mining[34]. Dhillon et al.[10] present an algorithm for identifying graph clusters
on graphs with a large number of edges and nodes. This algorithm is based on
multilevel techniques using weighted kernel K-means as an objective function. It
has been shown to be effective on the IMDB Movie dataset which has 1.2 million
nodes and 7.6 million edges. Kashima et al.[27] introduced a new kernel method that
takes the inner product of two graphs where one is unknown and computes where
they are similar based on the nodes of the graphs and the labels of the edges. If
the graphs identical similarities, then they are classified into the same group. Le et
4
al.[34] proposed the Coring technique that would partition a partition a large graph
into small sub graphs where the nodes inside the sub graph are highly interconnected
while being weakly connected to the other nodes in the graph. The algorithm works
on both weighted and unweighted graphs. It uses a four step system that starts by
computing the density variation sequence to identify sets of nodes that have minimum
density. The second step identifies core nodes by varying the rate of change in the
minimum density value and checking whether it surpasses some threshold and the
sequence of minimum densities is in a particular order. The third step partitions
the graph into clusters using the coring method. The final step expands the clusters
where the central node is the core node and the boundaries are the regions of low
density nodes.
Algorithms that take in raw data and produce detailed analysis are undeniably
useful. However, there is always a need to be able to justify the conclusions when
applied to real world scenarios. If a graph were produced and an algorithm says
that one particular cluster is suspicious, then a human that reviews the relevant data
later should be able to pick out the suspicious activity. This brings the problem
into the domain of graph visualization systems. These systems can be used to verify
the results of a graph mining algorithm. Additionally, they can be utilized as part
of a visual analytic pipeline that involves operation on the data to produce models
and visualizations, that are then iterated on to create knowledge. Wang et al.[50]
published a comprehensive survey of visual analytics pipelines that covers a range of
systems from the traditional pipeline by Keim et al.[29] to modern innovations for
different kinds of data.
The Keim et al.[29] visual analytic pipeline is applicable on both structured and
unstructured datasets. The first phase is preprocessing the data to remove errors
or invalid items, or to apply a transformation to the data. From this point, the
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data can be visualized and automatic models may be fit to the data. The automatic
data mining algorithms may not be entirely appropriate or require tuning to fully
represent the data. Employing visual data exploration methods affords the ability to
validate the results of the automatic algorithms or determine that a new algorithm is
necessary. As process of visualization and automatic algorithm refinement continues,
it is possible to generate conclusions.
Han et al.[20] present a pipeline specifically suited for knowledge discovery in
databases. They use data mining as an intermediate step to apply more intelligent
methods in order to extract data patterns from which knowledge may be derived.
Since the patterns revealed by data mining may not be useful, additional work is
necessary to determine whether the patterns are appropriate or if the data mining
process needs to be modified.
Sacha et al.[43] presents a knowledge generation model for visual analytics that is
heavily skewed towards the operations performed by humans. The system is split into
two parts. The first performed by the computer and covers the interaction between
the data, visualization, and models. The second depends on humans and their ability
to explore the visualization and models to find insight and determine hypotheses,
which can then be converted into knowledge or refinement for the visualization or
model.
Each of these pipelines depends on the user’s ability to interpret the data through
computer generated visualizations. It is therefore important to consider how the
data is being presented. Some of the graph mining algorithms that can produce sub
graphs may be appropriate here, as smaller graphs are easier to visualize. However,
the results of that algorithm should still be verified to ensure that the majority of
interesting data is being retained. Therefore it is important to study methods for vi-
sualizing graphs that are appropriate in each context. Visualization methods may not
6
generalize well, or they may have limitations on the scale of data they can represent.
2.2 Graph Layout Algorithms
A wide array of topics can be modelled using graphical networks, from subway
maps[52] to Twitter hashtags[49]. There exists several summaries that discuss the
wide variety of graph layout algorithms[19, 33]. Gibson et al.[19] primarily discusses
the variety of graph layout algorithm types. These include force-directed[13], multi-
dimensional scaling [7], and multi-level techniques[25]. Force-directed graphs gen-
erally come in two varieties: spring-electrical based approaches and energy-based
approaches. Spring-electrical force directed layouts such as Kamada et al.[26] treat
edges as an attracting force and nodes as a repelling force and run a simulation of the
physical interaction that eventually settles. Energy-based force directed layouts such
as Davidson and Harel’s[9] simulated annealing algorithm treat the optimal layout
as a solution to an optimization problem. In cases where the graph models high di-
mensional data, dimension reduction is typically used to project the graph into a two
dimensional plane. Three dimensions are not typically used since they prove less ideal
in practice [8, 47]. This category primarily contains multi-dimensional scaling(MDS),
but it also includes more recent methods such as tsNET[31]. MDS draws the graph
by minimizing the difference between the distance in high dimensional space and Eu-
clidean space. The more modern interpretation uses distance scaling, which can get
stuck in local minima solutions. The classical scaling method[46] computes an exact
solution, but its run time is prohibitively expensive.
Stochastic Neighbor Embedding (SNE) [23] is a method for probabilistic dimen-
sionality reduction. It works by converting the graph into a similarity matrix using
Gaussian distributions centered at each object in high dimensional space and com-
puting similarity by calculating the densities using these distributions. Hinton and
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Rowies[23] propose using Kullbeck-Leibler[32] for each object’s divergences as a cost
function. t-SNE.[31] is a variant of the SNE algorithm that claims to be simpler to
optimize. The t-SNE algorithm works by converting high dimensional data into a
matrix of pairwise similarities. It deviates from the normal SNE approach by using a
symmetric cost function and the Student-t distribution to compute similarity in low
dimensional space instead of the standard Gaussian distribution.
The tsNET algorithm expands on the work of t-SNE. Rather than using the
distance preserving techniques typical to multi-dimensional scaling, it uses t-SNE to
prioritize preserving neighborhoods. Its cost function is given in Equation 2.1. The
first term in Equation 2.1 is the Kullback-Leibler divergence from t-SNE; the second
is a compression term that reduces the time for the algorithm to optimize; and the
third adds a repelling force to nodes in the graph to avoid undesirable clumping of
nodes.
C = λKLCKL +
λc
2N
∑
i
||yi||2 − λr
2N2
∑
i,j
i 6=j
log(||yi − yj||+ σr) (2.1)
Yifan Hu’s force directed layout[25] is a multilevel force directed layout algorithm.
It is broken into several stages: coarsening, layout the coarsest graph, and refinement.
The general idea is to reduce the graph to a simple state, solve it, and then apply that
solution iteratively to the more complicated states. The coarsening step uses edge
collapsing[22] to produce a sequence of graphs that have progressively fewer nodes
and edges while retaining enough information to retrieve the parent graph. In this
phase, pairs of adjacent vertices are collapsed into a new vertex with a weight that
represents the number of original vertices it represents. Edges are initialized to have a
weight of one and are only updated when the pair of collapsed nodes share a neighbor.
In this case, the new weight for the edge is the sum of the original edge weights. This
process continues until there are only two remaining vertices or Equation2.2 is true.
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In this equation, V i represents the number of vertices in graph Gi and ρ is some
constant (the original authors chose ρ = 0.75).
|V i+1|
|V i| > ρ (2.2)
Once the coarsest graph is achieved, a force directed layout algorithm with step size
decay is applied to produce an optimal layout. At each step, until the graph is
returned to its original state, the collapsed vertices and edges are expanded and the
force directed layout algorithm applied again.
There are also algorithms that seek to emulate how humans would lay out graphs.
Keifer et al.[30] produced the Human-like Orthogonal Network Layout (HOLA) that
seeks to reproduce how humans would optimally represent graph networks. They
conducted an experiment where human participants were asked to manually improve
simple graph layouts. From these experiments, they identified nine significant fea-
tures, two of which were novel. The novel features are: users prefer trees to be
located outside the main clusters, and users create bends such that the nodes are
on the edges of a square rather than the corner. The remaining features are broken
into a set that is positively correlated and a set that is negatively correlated to user
preference. Users prefer compactness, grid-like node placement, and symmetry. Users
do not prefer edge crossings, edge bends, standard deviation in edge segment length,
and stress.
The HOLA algorithm is composed of four phases that modify the original graph
G. The first phase determines the core sub-graph graph of G by removing all leaf
nodes and reproducing them in graph H. Connected components in H are designated
trees that are attached to the core by their root nodes. The second phase organizes
the layout of the core by first applying a stress-minimizing layout algorithm and then
by introducing orthogonality. The core is made orthogonal by first aligning each
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neighbor of nodes with a degree of 3 or higher (in descending order) to a cardinal
direction. This is followed by applying gradient descent on the stress on the graph
with strict constraints on the nodes with a degree of 3 or higher and none on nodes
with a lower degree, designated as links. Maximal sub-graphs composed entirely of
links are called chains. The second step to produce the layout of the core is to
place the chains in such a way that minimizes the cost of bends. The third phase
incrementally adds trees back into the graph G. A symmetric layout is found for each
tree, the core is planarised, and the tree is placed on one of the resulting faces in
one of the eight compass directions. Once all trees are placed, gradient descent is
performed to reduce the accumulated stress. The final phase makes tweaks to the
graph to reduce the number of sub-optimal portions. Such tweaks include: aligning
misaligned pairs of nodes, making the distribution of nodes more even, rotating the
layout to account for the fact that common aspect ratios are longer than they are
tall, and removing dummy nodes that were introduced from planarising the graph.
2.3 Graph Layout Comparisons
Every graph layout attempts to optimize particular features called aesthetics.
Examples of aesthetics include: minimizing edge crossings[41], symmetry[17], mini-
mizing bends[45], and the orthogonality[30] of the layout. Each of these aesthetics
have been introduced as improving a user’s ability to comprehend graphs. Significant
research has been done on determining how these affect human perception, as well as
how they compare to graph layouts manually generated by humans.
F. J.J. van Ham and B. Rogowitz[48] ran a study that had users generate layouts
for small graphs with 16 nodes and two clusters with varying number of connec-
tions between the clusters. These layouts were compared against an automatic force-
directed layout in terms of perceptual factors such as edge crossings and representing
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clusters. The user-generated layouts varied, but they were found to converge with
the force-directed layout in areas such as reducing edge crossings, bounding clusters
within hulls, and increasing distance between clusters.
Dwyer et al.[12] conducted a comparative study between user-generated and au-
tomatic graph layouts. They tasked 32 participants with creating graph layout for
small graphs of 50 nodes and around 74 edges by hand, either using a multi-touch
Surface or a desktop with mouse input. Each graph had similar topological structures
such as small complete sub-graphs or large cycles. The participants were asked to
arrange the graph to improve the ability to perceive tightly interconnected groups
of nodes, nodes that join two groups together, long chains of nodes, and nodes that
share few connections with other nodes. The best of these graph layouts were used
in the next study that evaluated the performance of 9 user generated layouts and 3
automatic layouts (physics-based Force Directed, circular layout, and an orthogonal
layout). Then each of the 194 participants make an initial selection of one layout
from each kind of layout, perform the four tasks that the user-generated graphs were
designed for, and make a final selection. The graph layout that was selected the
most as their final choice and performed best was the physics-based layout while the
circular and orthogonal layouts performed significantly worse than both the physics
layout and most user-generated layouts.
Purchase[38] conducted a study that compared small graph networks with a vari-
ety of layout algorithms (including force-directed, planar grid, and planar orthogonal)
to determine which layout allowed the user to more quickly and accurately answer
comprehension questions, such as finding the shortest path between a pair of nodes
or determining the minimum number of nodes that need to be removed to disconnect
two nodes. The pair of experiments strongly indicated that the number of edge cross-
ings is a significant factor but only when there are a large number of edges. There was
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little support for minimizing edge bends and maximizing symmetry and no support
for orthogonality and maximizing the minimum angle of edges. Of the studied algo-
rithms, none of them performed significantly better than other comparable layouts,
and only one performed worse.
Pohl et al.[37] applied eye-tracking technology to study the effectiveness of these
graph layout algorithms: force-directed layout, a layer-based approach, and an orthog-
onal layout. Each user was given five tasks and evaluated how well they performed
as well as what areas their eyes paid attention to. These tasks range from being as
simple as determining whether a small graph contains a node with a particular label
to finding the node with the highest degree. The layouts were primarily graded on
accuracy and response time, and for three of the five tasks, the force-directed lay-
out was significantly better than the others. In the other two tasks, no layout was
significantly different than the others.
There are many studies that have examined these aesthetics to justify claims that
particular graph layout algorithms are an improvement over prior work. This ad-
vances the families of algorithms and tends to produce better results but fails to
provide a quantitative answer to the question of which graph layout algorithm is best
suited for particular use cases. Harrison et al.[21] expanded upon Rensink et. al.’s[42]
classic work on the perception of correlation in scatterplots by establishing a ranking
of visualization techniques by conducting a large scale experiment (n=1687). This
experiment established that the perception of the visualizations of correlation could
be modeled using Weber’s Law. When the visualizations are shown to follow Weber’s
Law, it is possible to compare them directly using the inferred Weber model at par-
ticular correlation values. Therefore it is possible to rank them based on the inferred
just noticeable differences (JNDs) of correlation for all of the studied visualizations
without doing a comparison study for every possible pair.
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2.4 Perception of Properties: Just Noticeable Difference
Just Noticeable Difference (JND) comes from the field of psychophysics. It de-
scribes a relationship between stimuli and precepts. Specifically, it is the minimum
difference in some property in the stimulus that is perceptible to humans. With this
JND, it is possible to compare directly to the derived JND for the same property in
a different situation. This leads to being able to compare results directly without the
need to to compare every pair of variations to see which is qualitatively better. In-
stead, it is possible to use quantitative information about perception to make such a
ranking with significantly fewer studies. Additionally, when a given property is shown
to follow Weber’s law, it is possible to model the perception of properties across a
spectrum of stimuli.
Ferzli and Karam [16] utilized JNDs to create a probability-based model for just
noticeable blurring in images. They performed a subjective experiment to determine
the value of standard deviation in their Gaussian filter that led to a probability of
detection of 63% on a normalized histogram, which is then considered the sigma
of just noticeable blurriness(JNB). They applied these JNBs to create a perceptual
sharpness metric which is shown to decrease monotonically as blurriness increases, a
property not shared with previous metrics.
Zhang et al.[55] proposed a discrete cosine transformation based model that in-
corporates several major features of images, including spatial cosine sensitivity func-
tions, quasi-parabola luminance adaption, adaptive inter-band and intra-band con-
trast masking. These features are combined to create a model that reduces the infor-
mation lost when switching contexts between pixel domains and sub-bands. This is
then used to create a model that more accurately predicts the JND of image quality.
You and Jeon [54] studied the JND of refrigerator noise. They used an up-down
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method as opposed to the more classical monotonically increasing/decreasing or ran-
dom methods to avoid user adaptation and bias. The up-down method approaches
the reference value from both below and above, and correctly distinguishing the stim-
uli decreases the distance, while failing to do so increases it. They used the up-down
method to determine the JND for the Zwicker parameters[56] of noise (loudness,
sharpness, roughness, and fluctuation).
A common companion to the study of JNDs is Weber’s Law. This law comes
from the field of psychophysics and proposes a relationship between the JND of a
stimuli and its original value. Specifically, this states that the JND of a stimulus
is proportional to the magnitude of the original stimulus, as seen in Equation 2.3.
This usually breaks down at the boundaries of human perception, either because the
stimulus becomes essentially imperceptible or the data does not have a wide enough
range to capture the JND.
Rensink et al[42] studied the perception of correlation in scatterplots. They used
a variant of the up/down or staircase method to determine the JND of the correlation
values. They created scatterplots with data points drawn from a Gaussian distribution
with ranges of correlation between 0 and .9 with intervals of 0.01 (the step size). The
initial distance is 0.1. Each time the user answers correctly, the distance shrinks
by the step size. Each incorrect answer increases the distance by three times the
step size. The reference value is approached from both above and below in an effort
to minimize user adaptation. Users were filtered according to their performance
in a trial study. If they failed to demonstrate aptitude they were replaced. The
JND for each user is assumed to stabilize when they have achieved a stable 75%
accuracy as determined by an F-test on the most recent 24 answers in three groups
of eight. Failure to reach a stable JND by 50 questions indicates that the study is
unable to capture that user’s JND. Rensink et al. analyzed the data by performing
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a least-squares fit linear regression on the averaged JNDs for both above and below.
Both models had similar slops and intercepts (JND = −.20r + .223 for above and
JND = −.25r+ .282 for below) and both had R2 scores exceeding 0.96. They further
analyzed the data by creating a unified model to describe both directions at once by
adding half the averaged JND for a correlation value depending on direction (below is
added as negative), which resulted in JND = −0.22r + 0.25 with R2 = 0.871. They
concluded that it is possible to model perception of correlation in scatterplots using
Weber’s Law and proposed a method for estimating the Weber constant k.
∆S
S
= k (2.3)
A later paper by Harrison et al.[21] further explored the perception of correlation
by extending the visualizations to include scatterplots and eight other common visu-
alizations: parallel coordinates, stacked area, stacked line, stacked bar, donut, radar,
line, and ordered line. They sought to rank these visualization methods to determine
which one was best for perceiving correlation. They followed a similar experiment
structure to Rensink et al.[42]. Both use the staircase procedure on a set of correlation
values that are approached from both directions with a 0.1 starting distance and 0.01
step size. Harrison et al. added some features to counter the ceiling effect and chance
boundary. The ceiling effect occurs when the range of correlation values is insufficient
to capture a user’s JND so the comparison correlation value stays at approximately
maximum distance from the reference value. The chance boundary is the JND that
one would expect after giving purely random answers. A simulation of the study
run 10,000 times with the agent answering randomly indicated that this results in a
JND=0.45, and any JND that is at least 0.45 is therefore discarded as failing to be
better than chance. They employed 1,687 participants through Amazon Mechanical
Turk where each participant was assigned one visualization, two correlation values,
15
and one correlation direction (either positive or negative). Every correlation value
is approached by above and below. This study fit linear models to the average of
JNDs and confirmed that the majority of the visualizations have R2 scores exceeding
0.90 and the lowest was R2 = 0.74. Additionally, they performed a Mann-Whitney
pairwise U-test with a Bonferroni corrected α = 0.0036 on the pairs of visualizations
and found that the different visualizations produced statistically significant results for
most pairs aside from a couple such as scatterplot-negative and scatterplot-positive.
Harrison and Rensink worked with Yang et al.[53] to continue research into the
perception of correlation in scatterplots. They determined that it was unlikely that
the participants in their studies actually were perceiving raw correlation in scatter-
plots. Rather, they were discriminating based on the percepts presented by the graph
composed of visual features. These visual features are based on several categories:
length, shape, area, and density. They applied concepts such as bounding boxes, con-
vex hulls, and projections to the scatterplots and tasked the participants to determine
which of the plots had a greater correlation. They modeled the resulting data using
weighted logistic regression. They then ranked the results for each concept and found
that the top four visual features are the area of the ellipse(area), the ellipses minor
axis(length), the length of the perpendicular side of the bounding box(length), and
the standard deviation of the perpendicular distances to the regression line(density).
These features represent the length, area, and density categories. This suggests that
participants are not relying on singular visual features, but rather a combination of
features that mostly rely on the distance between the scatterplot’s points and each
plot’s regression line.
Additionally, Yang et al. studied the effectiveness of the Harrison et al.[21] linear
regression model on the averaged JNDs as well as the linear model and log-linear
model on the individual JNDs presented by Kay and Heer[28] when applied to the
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data including visual features. Their results suggest that correlation and the models
based on visual features are approximately interchangeable. They conducted further
analysis on replacing the log transform with a power transform and found that it may
be more robust and better addressed the skewed residuals noted in previous models.
The linear model fails to be able to accurately predict individual JNDs, and the log
transform is merely a special case of the power transform that may not be widely
applicable.
A paper by Kay and Heer[28] offer a counter point to the basis of Harrison and
Rensink’s methodologies. Kay and Heer claim that models that depend on averaging
the individual JNDs to reduce the variance means that important information is lost.
That is, that individual variance in JND is information that one wants to be able to
model. Overlooking the individual’s data could obscure problems within the model.
One example they give is that having a high R2 value for a linear model of the averaged
JNDs does little to explain most of the variance in the JNDs, since averaging them
removes the vast majority of variance. So having a high score does mean the model
explains the variance in how individuals perceive the visualizations.
yi,v = βv,1 + βv,2ri + i (2.4)
yi,v = βv,1 + βv,2ri + βv,3αi + βv,4αiri + i (2.5)
Kay and Heer constructed four different models that all work on the individual
JNDs of the Harrison and Rensink dataset. The first is a strictly linear model on
the individual data points. This linear model is extended from the standard linear
regression equation as seen in Equation 2.4 to Equation 2.5 by incorporating a sum-
to-zero contrast to encode approach, where αi is 1 if direction is below or -1 if direction
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is above. This model was found to have a non-constant variance and skewed residuals,
so they attempted to resolve both problems using a log transform. They justified this
by performing a Box-Cox transform on the data to find a λ with a 95% confidence
interval of [-0.005,0.0635] which includes the log transform (0) and excludes the linear
transform (1). The log transform largely corrected the skewed and non-constant
variance, but it still relied on preproccessing the data to eliminate outliers and data
that was found to be worse than chance. They sought to include this data as it is
still useful to explain nonstandard data. As the log transform corrected the non-
normality of the data, they added back in the outliers. To include the data that was
worse than chance they turned to a censored regression model which is equivalent
to the log transformed model except that at the JNDs are constrained between the
ceiling of 1− r and the floor r. The fourth model they propose is a Bayesian variant
of the censored log-linear model using priors drawn from the results of Rensink and
Baldridge[42] to produce a ranking similar the one created by Harrison et al. with
the addition of considering the error in the model when ranking visualizations.
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Chapter 3
METHODOLOGY
The goal of this thesis is to evaluate how graph layout algorithms affect peo-
ple’s abilities to perceive differences in graph properties. To accomplish this, four
commonly studied graph properties were selected: average local clustering coefficient
(ALCC), global clustering coefficient (GCC), number of triangles, and diameter. The
graph layout algorithms are: Force Directed Layout[25], Multi-Dimensional Scaling[5],
and tsNET[31]. Each of these algorithms utilize different methods and are modern
iterations on classic graph layout methods.
3.1 Experimental Method
The experimental methodology follows the methodology presented by Rensink et
al.[42] and Harrison et al.[21]. To determine each user’s JNDs for the perception
of each of the studied graph properties, a staircase procedure is used. These graph
properties have a range of values to draw from. A number of those property values
are selected as target values to be approached using the staircase procedure.
The staircase procedure is designed to narrow down the JND by approaching the
target value from both above and below. One target value is chosen for the duration
of a trial, and the comparison value is derived from the target value. Initially, the
comparison value is the starting distance away from the target value. If the direction
is above, then it would start at target value plus the starting distance while if the
direction were below it would be target value minus the starting distance. After the
user makes a judgment, the comparison value shifts. The magnitude and direction
depend on whether the user answered correctly. If the user answered correctly, the
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comparison value moves step size towards the target value. If the user answered
incorrectly, then the comparison value movies 3*step size away from the target value.
The comparison value is not able to equal the target value. In each judgment, both
the target value and comparison values are use to select a random graph from the 100
graphs available for the property value. The location of the target value is randomly
assigned to either left or right.
The user study is based on the methods of Soni[44] and is hosted on Amazon Me-
chanical Turk. Each user was required to meet three standards before being admitted
to the study. These standards are: located in the United States, 95% HIT Approval
Rating for the Requester’s HITs, and at least 50 HITs approved overall. These were
set in place to reduce the amount of flawed user data.
This study is composed of several phases. In every phase, graphs are presented
as 400x400 pixel images regardless of the viewer’s monitor resolution, and viewing on
mobile devices is strictly forbidden. Upon entering the study, the user is greeted with
an introduction page. This page briefly explains the graph property being studied
and provides two labelled pairs of graphs to demonstrate what a graph with a higher
property value looks like. Following the introduction, the user proceeds to the tutorial
and screening test. In the tutorial and screening test, the distance between the
presented graph pairs is kept large to make it easier to distinguish the properties.
The tutorial is five questions long and asks the user to correctly identify the graph
with a higher graph property. If the user answers incorrectly, they are told that they
selected the wrong graph and cannot proceed until they answer correctly. The tutorial
is followed by the screening test, which tests the user’s ability to correctly distinguish
the graph properties. No feedback is given when selecting a graph. The screening
test is 15 questions long and the user must answer at least 10 of them correctly in
order to proceed to be admitted to the full study. If a user passes the screening test,
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they are assigned two target values to approach from both above and below. Each
target value is assigned to 30 users. A target value and direction pair composes a
trial, and each trial lasts up to 50 judgments. The user may finish a trial early if it is
determined that their JND has stabilized, as determined by the convergence criterion
presented by Harrison et al.[21] and Rensink et al.[42].
The convergence criterion looks at the 24 most recent judgments and attempts to
determine whether the user’s ability to distinguish the graphs has stabilized. To do
this, the 24 judgments are split into three groups of eight sequential judgments and
compared using an F-test, where the null hypothesis is that the populations have the
same variance. This test uses an α = 0.1. If the three data sets are highly similar,
the p-value will be high and the user will exit the trial. If the p-value is low, then
that indicates that there is sufficient evidence to claim that the three data sets were
drawn from a different distribution which means the user has not had their JND
stabilize. Regardless of which exit condition is met, the final JND is calculated using
the averaged JND of the last 24 judgments in the trial.
3.2 Data Analysis Method
The primary purpose of this thesis is to determine whether these graph layout
algorithms produce visualizations that follow Weber’s Law. The methods of Harrison
et al.[21] are applied to identify graph properties that can be modeled using Weber’s
Law. Following these methods, the data is preprocessed according to two criterion.
The first removes target-direction pairs if the data indicates that at least 50% of users
never reached a stable JND. This occurs when the users get stuck at the boundaries
of the property value ranges. Since the JND did not stabilize, it is not possible to say
that the recorded JND is a good indication about what their true JND would be. A
user in such a scenario is said to be bound by the ceiling effect. The hit rate is the
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percentage of users bound by the ceiling effect. When the hit rate exceeds 50%, the
target-direction pair is discarded.
The second step in preprocessing is to remove outliers in the user data. This is
done by comparing each user’s JND against the mean for that target-direction pair.
If the user is more than three standard deviations away from the mean, then that
user’s data is discarded.
This model is used to plot the average JND for each target-direction for a given
graph layout and graph property. The target values are modified using the following
equation to incorporate information about the direction into the plot. In this equa-
tion, t is the target value, jnd(t) is the average just noticeable difference of of the
target value and direction pair, and α represents the direction and is defined below.
The resulting values are then run through a standard linear regression model and
plotted.
tα = t+ 0.5 ∗ α ∗ jnd(t) (3.1)
α =

1 direction is above
−1 direction is below
(3.2)
yi,v = βv,1 + βv,2ti (3.3)
The Kay et al.[28] methodology is a followup to Harrison et al.[21]. They argue
that there is meaningful information that is lost when averaging the JNDs of each
participant, and claim that removing poorly performing visualization does not address
the root issue in the remaining visualizations. They use the following formula to
perform linear regression on each individual data point. As in Equation 3.1, ti refers
to the target value and α is the direction.
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yi,v = βv,1 + βv,2ti + βv,3αi + βv,4αiti + i (3.4)
i ∼ N(0, σ2v) (3.5)
α =

−1 direction is above
1 direction is below
(3.6)
To determine whether a power transform would be useful to model the data, a
Box-Cox transform is applied. When the optimal λ is approximately 0 then a log
transform is appropriate; when λ is near 1 then a no transform is required. For other
values of λ, that value should be used to perform the corresponding power transform
to produce optimal results.
For the purposes of plotting this equation, each ti is evaluated for both direc-
tions and the result is averaged. Since the equation has a sum-to-zero constraint
on the added parameters for direction, this is a reasonable approximation for the
three-dimensional output. Since this equation is no longer strictly linear, it can not
determine whether the graph property follows Weber’s Law.
The final part of data analysis is to determine whether the different layouts have a
significant impact on user perception. To evaluate this, each pair of layout algorithm
and graph property visualizations are compared using a Mann-Whitney U test[36].
This nonparametric test’s null hypothesis states that a randomly selected value from
one visualization has an equal chance to be either less than or greater than another
value from the second distribution. Rejecting this null hypothesis indicates that the
two visualizations have a different distribution. The standard α = 0.05 is used as
a base value. However, since this test is being applied several times to the same
dataset, a Bonferroni Correction is applied per Harrison et al.[21]. This reduces the
alpha by a factor of 3, the number of statistical tests being performed, to produce
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the final α = 0.0166. To reject the null hypothesis, the p-value of the Mann-Whitney
test must be less than α.
3.3 Graph Generation
Graphs were generated using NetworkX’s implementation of Holme and Kim[24]
algorithm for creating scale free networks with tunable clustering. This algorithm
modifies the Barabasi-Albert[2] model to prefer attaching to neighbors over random
vertices. This aligns with the goals of many of the properties being studied. However,
it does not afford the targeting of specific values for graph properties.
The Holme and Kim[24] algorithm was extended by running the resulting graph
through a hill climbing algorithm. This algorithm would randomly rewire portions
of the graph until the targeted graph property reaches a particular value, within the
tolerance level of 0.001. At each stage, the best graph so far is used as the base
graph, and the scale of the rewiring increases as the graph gets closer to the target
and decreases if it gets further away. If a graph fails to reach the target value within
an arbitrary number of iterations it is rejected.
Since a large number of graphs for each property value is required for the experi-
ment, the significance of the theoretical boundaries for the targeted graph properties
is not high. The closer the property value is to that boundary, the more difficult it
is to arrive at using this solution and the fewer kinds of graphs it will generate. The
exact bounds were determined by running the algorithm for each property on a wide
array and which graphs it produced. Values that had a failed to produce a valid graph
within 10,000 iterations consistently indicated that the boundary had been reached.
Each graph is then run through each graph layout algorithm to produce the visual-
izations used in the study. MDS and Yifan Hu are provided through Gephi, while
tsNET is run from source.
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Algorithm 1: Graph Generation Algorithm
Input: Number of edges, number of nodes, target graph property tgp
Output: Scale-free network with the target graph property
1 Generate initial graph G using NetworkX
2 G best ←− G
3 loss best ←− 1000
4 rewiring rate ←− number of edges
5 tolerance ←− 0.001
6 max iterations ←− 10000
7 number iterations 0
8 while loss best < tolerance and number iterations < max iterations do
9 G copy ←− G best
10 Rewire G copy
11 Calculate graph property gp
12 loss ←− abs(tp - tgp)
13 if loss <= loss best then
14 G best ←− G copy
15 loss best ←− loss
16 rewiring rate ∗ = 1.1
17 else
18 rewiring rate ∗ = 0.9
19 number iterations + = 1
20 end
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Chapter 4
EXPERIMENTS
This chapter discusses the experiments conducted for this thesis. Each of the four
experiments studied one of these four graph properties: average local clustering co-
efficient (ALCC), global clustering coefficient (GCC), number of triangles (NT), and
Diameter. In each experiment, the studied graph property is visualized using these
three graph layout algorithms: multidimensional scaling (MDS), force directed (FD),
and tsNET. The details of the experimental procedures are discussed in Section 3.1,
the details of the data analysis in Section 3.2, and the details of graph generation in
Section 3.3.
Each experiment is conducted on Amazon Mechanical Turk and asks the partic-
ipant to determine which of two graphs has the higher graph property value. They
must pass an initial screening to ensure that they understand the property and can
perform reasonably well on a more distinct set of examples.
The data analysis involves three different processes. The first is asking whether
the graph property follows Weber’s Law for this layout. This is evaluated using the
methods of Harrison et al.[21]. In these methods, a linear model is fit to the averages
of the JND against the tα defined by Equations 4.1 and 4.2.
tα = t+ 0.5 ∗ α ∗ jnd(t) (4.1)
α =

1 direction is above
−1 direction is below
(4.2)
The second method is the log-linear model presented by Kay et al.[28] and attempts
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to gain insight into the JNDs of the individual participants rather than taking them
in aggregate. To do this, Equations 4.3, 4.4, and 4.5 are used to define a linear model
with an interaction variable that represents the direction. This is then run though a
Box-Cox transform to make the JNDs better fit a normal distribution.
log(yi,v) = βv,1 + βv,2ti + βv,3αi + βv,4αiti + i (4.3)
i ∼ N(0, σ2v) (4.4)
α =

−1 direction is above
1 direction is below
(4.5)
The final part is the Mann-Whitney pairwise U-test. The null hypothesis states that
the two data sets are drawn from the same distribution. The initial α is the standard
0.05. However, it is modified by the Bonferonni Correction for multiple statistical
tests to result in the final value α = 0.05
3
= 0.0166. When the p-value for this test
is below this threshold, the null hypothesis is rejected and conclude that the pair of
data sets are drawn from different distributions.
4.1 Experiment 1: Average Local Clustering Coefficient
Average local clustering coefficient (ALCC) is a graph property that is significant
in real world graphs. As seen in graphs of internet activity, real world networks tend
to have more dense clusters than would be assumed with random chance. It is highly
related to the concept of a scale-free network, which states that the distribution of the
node degree in a graph follows a power law. A small number of nodes have a very high
degree, and the vast majority of nodes have a small degree. Average local clustering
coefficient is a measure of how clumpy a graph is and is defined in Equations 4.6 and
4.7. The first equation is the local clustering coefficient of undirected graphs, and the
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second averages it to produce the ALCC.
Ci =
2|ejk : vj, vk ∈ Ni, ejk ∈ E|
ki(ki − 1) (4.6)
C =
1
n
n∑
i=1
Ci (4.7)
The local clustering coefficient measures the degree to which the node and its
neighbors form a complete sub-graph. The concept of the average local clustering
coefficient was introduced by Watts and Strogatz[51] to determine whether a graph is
considered small-world. In this equation, n refers to the nodes in the graph, N is the
set of nodes, E is the set of edges. Ni is the set of nodes that is in the neighborhood
of a particular node vi and ki is the degree of that node.
4.1.1 Experiment Design
This experiment builds directly upon the results of Soni[44]. The new experiment
collected data for the tsNET layout while the FD and MDS layouts are the results
found by Soni. As such, the same parameters are used in the new experiment. As
discussed in Section 3.3, each graph is generated with |N | = 100, and |E| = 194
distributed as a scale-free network. The bounds for ALCC are set to be [0.07,0.75]
with a step size of 0.01. A slight departure is that 100 graphs were produced for each
value compared to the previous 20. Each of these graphs is run through each layout
algorithm to create the data sets used in this experiment.
The experiment for FD conducted by Soni[44] was run with a different set of
parameters than either MDS or tsNET. The details of this system can be found in
Table 4.2. These direction dependent parameters were used to produce additional
data points. Using the original set of parameters, there were not enough data points
remaining after preprocessing to produce a reliable model. The primary differences
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Figure 4.1: Example of graphs presented by the three layouts for a range of ALCC
values
are that the interval between target values was decreased and the extremes brought
closer to the edge of the range of property values.
4.1.2 Results
Each layout was run in a distinct study. The MDS study had 75 participants and
produced a total of 300 data samples in total. The FD study had 201 participants
which produced a total of 402 data samples. The tsNET study had 73 participants
and a total of 292 data samples.
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Users per trial 30
Maximum number of questions 50
Target values 0.20, 0.30, 0.40, 0.50, 0.60
Starting distance 0.10
Min value 0.07
Max value 0.75
Tutorial lower set range [0.10, 0.20]
Tutorial high set range [0.50, 0.70]
Step size 0.01
Table 4.1: Experiment parameters for ALCC MDS and tsNET
Users per trial 20
Maximum number of questions 75
Target values (below) 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75
Target values (above) 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55
Starting distance 0.20
Min value 0.07
Max value 0.75
Tutorial lower set range [0.10, 0.20]
Tutorial high set range [0.50, 0.70]
Step size 0.01
Table 4.2: Direction dependent experiment parameters for ALCC FD
Before continuing with the data analysis, all of the study data was preprocessed
according to the methods discussed in Section 3.2. The preprocessing system removed
data samples based on two criteria. If a target direction pair has a hit rate of at least
50%, it is likely bound by the ceiling effect, which indicates that these participants
did not converge to their true JND. As such, these target direction pairs are elimi-
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FD 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75
Above 18.7% 8.1% 15.0% 4.4% 6.3% 14.0% 14.2% 24.8% 11.9% 50.0% — — — —
Below — — — — 78.4% 67.5% 59.2% 38.3% 47.5% 49.4% 19.4% 13.1% 11.7% 4.58%
Table 4.3: ALCC table of hit rate statistics for FD
Layout Direction 0.2 0.3 0.4 0.5 0.6
MDS
Above 0.8% 1.7% 2.9% 11.8% 41.0%
Below 80.4% 62.1% 33.0% 15.7% 6.53%
tsNET
Above 26.2% 32.6% 54.4% 60.3% 73.6%
Below 83.3% 67.2% 54.3% 45.3% 29.2%
Table 4.4: ALCC table of hit rates for MDS and tsNET
nated. The second criterion removes outlying individual data points that exceed three
standard deviations from the mean for its target direction pair.
The FD study had 62 of 402 data samples removed. One sample was found to
be an outlier The remaining 61 samples were removed because they belonged to one
of these three target direction pairs that were found to have excessive hit rates: (30,
below), (35,below), (40, below). The hit rates for all target values can be found in
Table 4.4. This leaves 340 data samples for further analysis.
The MDS study had 60 of 300 data samples removed. These 60 were removed
because two target direction pairs, (20,below) and (30, below), were found to have
excessive hit rates. The hit rates for all target values can be found in Table 4.4.No
outliers were identified. This leaves 240 data samples for further analysis
The tsNET study had 176 of 292 data samples removed. All of these were removed
because the following target direction pairs were found to have an excessive hit rate:
(20, below), (30, below), (40, below), (40, above), (50, above), (60, above). The hit
rates for this study can be found in Table 4.4. No outliers were removed. This leaves
116 data samples for further analysis. This is less than half the original data set and
may not have enough data samples to produce meaningful results.
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4.1.3 The Model of Weber’s Law
Figure 4.2: Linear regression plots for each graph layout for the ALCC property
Layout B0 B1 R2
MDS 0.3616 -0.3787 0.9116
FD 0.5788 -0.6522 0.8205
tsNET 0.3300 0.0187 0.0020
Table 4.5: ALCC linear regression parameters
The linear regression model on the averaged JNDs described in Section 3.2 is
applied to the results of this experiment. The model parameters may be found in
Table 4.5 and the plots in Figure 4.2.
These results indicate that MDS best fits the linear model with its R2 of 0.9116,
though FD model’s fit of R2=0.8205 is also good. The tsNET layout has approxi-
mately zero variance of the data captured in the linear model and is clearly not a
good fit.
Since both MDS and FD have high R2 scores, it is possible to conclude that the
average JND of ALCC in both layouts follows Weber’s Law with a negative linear
relationship with the target value. The tsNET layout does not follow Weber’s Law
since its R2 score indicates that a linear model explains approximately none of the
variance.
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4.1.4 Fitting Individuals
Figure 4.3: Log-linear regression results for each graph layout for the ALCC
property
Layout B0 B1 B2 B3 R2 λ
MDS -0.926 -1.914 0.1397 0.138 0.286 -0.021
FD -0.388 -1.566 0.2326 -0.050 0.3579 0.303
tsNET -0.783 0.1581 -0.119 0.272 0.021 0.952
Table 4.6: ALCC Log Linear Regression Parameters
To model the individual JNDs, the log-linear regression model described in Section
3.2 is applied. The model parameters may be found in Table 4.6 and the plots in
Figure 4.3. The optimal lambdas found by the Box-Cox transformation indicate
that a power transform with lambda around 0 is appropriate, although the tsNET
transform indicates that the power should be closer to 1. The log transform is applied
to the data in the attempt to correct the skew. Normality plots for this transform
may be found in Appendix C.
None of the models that result from using the log-transformed linear regression
model have a significant R2 value. This indicates that there is more variation than
can be captures in a linear model, even when incorporating the direction and direction
x target as additional terms.
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Type Pair of Layouts p-value Test Statistic
Averaged JND
MDS and FD 0.0092 27
MDS and tsNET 0.0042 0
tsNET and FD 0.0825 18
Individual JND
MDS and FD 3.89e-17 24233.5
MDS and tsNET 2.03e-21 5621
tsNET and FD 9.01e-6 15031
Table 4.7: ALCC Mann-Whitney results
4.1.5 Comparison Between Layout Algorithms
To determine whether the graph layout algorithm has a significant impact on the
JNDs of ALCC the Mann-Whitney pairwise U-test described in Section 3.2 is applied
to the data for every pair of layouts. When considering the averaged JNDs of the
Harrison et al.[21] linear regression model, the only pair of layouts that does not
have a p-value less than α = 0.166 is tsNET and FD. For these two layouts it is not
possible to reject the null hypothesis that states these two data sets are drawn from
the same distribution. However, the MDS-FD and MDS-tsNET pairs do produce a
sufficiently low p-value which suggests that these layouts have a significant impact
on the averaged JNDs of ALCC. For the individual JNDs of the Kay et al.[28], all of
the p-values are well below α. This indicates that all three layout algorithms have a
significant impact on the individual JNDs of ALCC.
4.1.6 Discussion
In general, this experiment is inconclusive. The data provided by Soni[44] strongly
indicate that ALCC follows Weber’s Law according to the linear model on the av-
eraged JNDs. This result is not replicated using with the tsNET layout on newly
34
generated data. None of the datasets were able to be modeled using the individual
JNDs. Applying the log transform to the JNDs did increase the R2 slightly com-
pared to non-transformed model, but the highest is still 0.35 which is too low to be
significant. The only claim There is sufficient evidence to claim that all three layout
algorithms have a significant impact on the JNDs of ALCC.
4.2 Experiment 2: Global Clustering Coefficient
Global Clustering Coefficient (GCC) is a graph property that measures how closely
connected a graph is overall. This is measured by counting the number of closed
triplets. A node forms a triplet if it has two edges connecting it to two other nodes.
A triplet is considered closed if those two nodes have a third edge that connects them.
Otherwise the triplet is considered open. The set of three nodes that form a closed
triplet also make a triangle. This means there are two equations for calculating GCC.
The first is Equation 4.8 where the number of closed triplets is divided by the total
number of both open and closed triplets. The second is Equation 4.9 where three
times the number of triangles is divided by the total number of triplets. Examples
of three different graphs with the GCC values 0, 0.15, and 0.3 that are represented
with each of the three layout algorithms can be found in Figure 4.4.
C =
Number of closed triplets
Number of all triplets
(4.8)
C =
3 ∗ Number of triangles
Number of all triplets
(4.9)
4.2.1 Experiment Design
Like the ALCC experiment, this one follows the methodology as presented by
Soni[44]. The only differences are in the target values. The feasible range of GCC
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Figure 4.4: Example of graphs presented by the three layouts for a range of GCC
values
values for graphs that follow the power law with |N | = 100 and |E| = 194 was
determined by running the algorithm discussed in Section 3.3 until it would no longer
consistently find a graph with the specified GCC value. The minimum GCC value is
0 and the maximum GCC value found was G0.39. The target values (0,1, 0.2, 0.3)
were selected to evenly represent the available data.
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Users per trial 30
Maximum number of questions 50
Target values 0.10, 0.20, 0.30
Starting distance 0.09
Min value 0.00
Max value 0.39
Tutorial lower set range [0.05, 0.15]
Tutorial high set range [0.25, 0.35]
Step size 0.01
Table 4.8: GCC Experiment Parameters
Layout Direction 0.1 0.2 0.3
FD
Above 31.4% 33.5% 72.2%
Below 87.76% 46.2% 32.4%
MDS
Above 26.3% 30.6% 76.1%
Below 82.3% 34.4% 31.7%
tsNET
Above 45.3% 41.3% 79.0%
Below 91.1% 57.4% 21.8%
Table 4.9: GCC table of hit rates
4.2.2 Results
For the MDS layout study, there was a total of 180 data samples. The target-
direction pairs (30, above) and (10, below) were removed due to having 76.1% and
82.3% hit rates respectively. The remaining hit rates can be seen in Table 4.9 No
outliers were removed. This leaves 120 samples for further analysis.
The FD layout study produced 180 total data samples. Like MDS, this study also
found (30, above) and (10, below) to have excessively high hit rates as seen in Table
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4.9. No outliers were identified, which means that a total of 59 data samples were
removed from consideration. This leaves 121 for further analysis.
The tsNET layout produced 176 data samples. Similar to both MDS and FD,
it found that (30, above) and (10, below) had high hit rates as seen in Table 4.9.
However, it also found that (20, below) has a hit rate of 57.4% and is removed. No
outliers were identified. This leaves 88 samples for further analysis, which is about
half the original data set. This is a potential source for problems in data analysis.
4.2.3 The Model of Weber’s Law
Figure 4.5: Linear regression results for each graph layout for the GCC property
Layout B0 B1 R2
MDS 0.1446 -0.0434 0.0095
FD 0.1816 -0.1478 0.0756
tsNET 0.4358 -1.1676 0.7686
Table 4.10: GCC Linear Regression Parameters
Like the ALCC experiment, the linear regression model on the averaged JNDs
rescripbed in Section 3.2 is applied. The parameters of this model can be found in
Table 4.10 and the plots in Figure 4.5. The R2 value for the MDS and FD layouts
are approximately 0, which strongly suggests that the JNDs cannot be modelled in
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any reasonable manner. While the R2 value for the tsNET layout is higher, the figure
illustrates a problem with the data. The preprocessing stage removed all but one data
point from below, which means that the direction has a much more significant impact
on the model’s prediction than the target value would. So it is likely not possible to
any of these models evidence for the claim that the JND of GCC can be modeled
using Weber’s Law.
4.2.4 Fitting Individuals
Figure 4.6: Log-linear regression results for each graph layout for the GCC
property
Layout B0 B1 B2 B3 R2 λ
MDS -2.174 -0.5981 -0.339 1.804 0.02 0.119
FD -1.595 -2.861 -0.248 1.896 0.074 0.438
Table 4.11: GCC Log Linear Regression Parameters
The log-linear regression model described in Section 3.2. Due to the issue where
preprocessing removed all but one target from the below direction, the tsNET model
overtrained drastically and so was excluded from further consideration. The MDS and
FD models may be found in Table 4.11 and the plots in Figure 4.6. The log transform
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was applied to the model since the lambdas from the Box-Cox transform are closer to
zero than one. The model parameters suggest that the two most predictive features
were the target (B1) and the direction*target (B3) while the direction (B2) is weighted
less heavily. Though since the R2 value in both cases is low, those observations may
be questionable.
4.2.5 Comparison Between Layout Algorithms
Type Pair of Layouts p-value Test Statistic
Averaged JND
MDS and FD 0.2352 5.0
MDS and tsNET 0.2979 4.0
tsNET and FD 0.4298 5.0
Individual JND
MDS and FD 0.0402 6812.5
MDS and tsNET 0.00591 4652.5
tsNET and FD 0.1861 5401
Table 4.12: GCC Mann-Whitney results
To identify whether the layout had a significant impact on the JNDs of GCC, the
Mann-Whitney pairwise U-test described in Section 3.2 was applied to both individual
and averaged JNDs using the modified α = 0.0166. Using this α, the only test that
produced a significant result is MDS and tsNET with the individual dataset. This
is contradictory with the results of the MDS-FD and tsNET-FD pairs, which both
failed to reject the null hypothesis that states the datasets were drawn from the same
distribution. If tsNET and MDS were in fact drawn from the same distribution, then
one would expect the results of comparing MDS-FD and MDS-tsNET to agree. Since
they do not, this suggests that there is some amount of information being missed
with this test.
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4.2.6 Discussion
This experiment seems to indicate two things about the perception of GCC using
the MDS, FD, and tsNET layout algorithms. The first is that the R2 values for the
linear model of MDS and FD are both less than 0.1. The tsNET linear model’s R2
is reasonable at 0.76 but due to the fact that of the three available data points only
one represented the second class indicates the there is insufficient data to make any
reasonable conclusions. Additional data points would likely solve the issues with both
the linear and log-linear models.
The second is that none of the layout algorithms are sufficiently different from
one another to conclude that the data was drawn from different distributions. The
only pair of layouts that had a p-value of less than 0.166 was MDS and tsNET on
the individual JNDs. However, since this contradicted the results for MDS-FD and
tsNET-FD (both of which failed to reject the null hypothesis stating that they were
drawn from the same distribution), it would be presumptuous to take the sufficient
p-value as conclusive evidence that the data is sufficiently different given the layout
algorithm that produced it.
Layout JND Weber’s Law Reason
MDS 0.0861 + 0.23t No Low R2
FD 0.2320− 0.42t No Low R2
tsNET 0.3754− 0.9t N/A Bad data
Table 4.13: GCC summary table for Weber’s Law
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4.3 Experiment 3: Number of Triangles
This experiment measures the perception of the number of triangles. This is re-
lated to the experiment regarding the perception of global clustering coefficient(GCC)
in graphs. This is because one way of calculating GCC depends directly on the num-
ber of triangle as seen in Equation 4.10.
C =
3 ∗ Number of triangles
Number of all triplets
(4.10)
As discussed in the GCC experiment, a triangle is formed from a set of three nodes
where each node has an edge connecting it to the other two. Measuring the absolute
number of triangles is a different approach to measuring how closely connected the
nodes in a graph are. Both ALCC and GCC measure a ratio of how a graph is
connected. ALCC measures it by measuring how connected each node is on average
to how closely connected the graph could be given its number of nodes and GCC
measures it by dividing the number of triangles by the number of total triplets. An
example of three graphs with a range of the number of triangles represented by each
layout algorithm can be found in Figure 4.7
4.3.1 Experiment Design
This experiment follows the same procedure as the previous two. Graphs were
generated using the algorithm discussed in Section 3.3 and the bounds were deter-
mined experimentally. The upper bound on the number of triangles appears to be
150 for graphs with with |N | = 100 and |E| = 194 where the degree distribution
follows the power law. The upper bound of 150 triangles corresponds to 0.35 GCC
on average although each graph has some variation in the total number of triplets.
Like GCC, the minimum number of triangles is 0. To span the range of values, the
target values [50, 60, 70, 80, 90, 100] were selected a starting distance of 50 triangles
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Figure 4.7: Example of graphs presented by the three layouts for a range of
number of triangles
(about 0.1 GCC). Since the scale of the number of triangles is larger than the other
graph properties its step seize is increased from 0.1 to 5.
4.3.2 Results
The MDS layout study produced 348 data samples. Although no outliers were
identified, 146 samples from the following target-direction pairs were removed due to
high hit rate: (50, below), (60,below), (80, below), (90, above), (100, above). The
remaining hit rates can be seen in Table 4.15. This leaves 202 data samples for further
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Users per trial 30
Maximum number of questions 50
Target values 50, 60, 70, 80, 90, 100
Starting distance 50
Min value 0
Max value 150
Tutorial lower set range [10, 70]
Tutorial high set range [80, 140]
Step size 5
Table 4.14: NT experiment parameters
Layout Direction 50 60 70 80 90 100
FD
Above 36.8% 38.1% 52.2% 46.7% 55.6% 59.3%
Below 60.4% 56.3% 59.72% 40.4% 37.2% 37.4%
MDS
Above 39.4% 44.6% 47.4% 49.1% 50.0% 59.6%
Below 58.2% 58.1% 49.3% 51.4% 38.0% 41.9%
tsNET
Above 35.2% 39.2% 45.5% 48.1% 51.8% 45.7%
Below 64.7% 53.63% 56.4% 56.1% 55.6% 48.8%
Table 4.15: NT table of hit rates
analysis.
The FD layout study produced 360 data samples. Like the MDS study, no outliers
were identified. The following target-direction pairs were removed due to high hit rate
as seen in Table 4.15: (50, below), (60,below), (70, below), (80, below), (90, above),
(100, above). This removed 180 samples and leaves 180 for further analysis.
The tsNET layout study produced 360 data samples. No outliers were identified.
The following target-direction pairs were removed due to having a high hit rate as
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Layout B0 B1 R2
MDS 66.0617 -0.0431 0.0187
FD 72.4878 -0.1043 0.1383
tsNET 123.2703 -0.6584 0.8685
Table 4.16: Linear regression model parameters for the averaged JNDs of number
of triangles with data preprocessing
seen in Table 4.15: (50, below), (60, below), (70, below), (80, below), (90, below), (90,
above). These account for 180 of the samples which leaves 180 for future analysis.
Since all but one target for the below direction was removed, it is unlikely that any
model that incorporates information about direction will work reliably for this data.
The results of this experiment are problematic. For every layout, about half of
the sample values were removed due to their target-direction hit rates being high.
This is concerning since few people in each layout reached the maximum number of
questions. Failure to reach the maximum number of questions indicated that the
participants’ JND did stabilize, but at a point that was close to the edge.
One conflicting point is that while the hit rate is high for much of the experiment,
the number of people who ran out of questions in a trial before stabilizing their JND
is low. The MDS experiment had 21 data samples where the participants reached
the end, FD had trials, and tsNET had 33 trials. Since each represents a small
fraction of the whole (about 360 for each layout) it indicates that the vast majority
of participants did stabilize their JND and exited early, but their JND was high and
crossed the threshold at the boundaries. As such, the data analysis for this experiment
will be conducted twice. Once with the hit rate detection in place and once without
it.
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Layout B0 B1 R2
MDS 60.68 -0.049 0.021
FD 60.64 -0.033 0.01
tsNET 65.57 -0.09 0.051
Table 4.17: Linear regression model parameters for the averaged JNDs of number
of triangles without data preprocessing
Figure 4.8: Linear regression results for each graph layout for the number of
triangles property
Figure 4.9: Linear regression results for each graph layout for the number of
triangles property without preproccessing
4.3.3 The Model of Weber’s Law
Like the previous two experiments, the linear model was run on the averaged
JNDs. However, due to previously discussed issues it was run on the data both
before and after preprocessing. The model parameters for the preprocessed dataset
can be found in Table 4.16 while the parameters for the original dataset can be found
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in Table 4.17. The plots can be found in Figures 4.8 and 4.9 respectively.
As can be seen in the tables, none of the R2 values for either the preprocessed
dataset or the original dataset indicate that any linear model can reasonably represent
fit the the data. The only exception is the preprocessed tsNET model which is suspect
due to the fact that there is only one data point for the below direction. This is the
same problem encountered in the GCC experiment, and its effects mostly go away
when looking at the dataset without preprocessing. The other models do not appear
significantly affected by preproccessing. This suggests that the perception of the
number of triangles can not be modelled using Weber’s Law.
4.3.4 Fitting Individuals
Figure 4.10: Linear regression results for each graph layout for the individual
JNDs of the number of triangles property with preprocessing
The log-linear model discussed was run on both the original dataset and the pre-
processed version.The model parameters for each layout’s model can be found in Table
4.18 for the preprocessed version and Table 4.19 for the version without preprocess-
ing. The resulting plots can also be found in Figures 4.10 and 4.11 respectively. The
tsNET layout has the same problem as observed in the GCC experiment regarding
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Figure 4.11: Linear regression results for each graph layout for the individual
JNDs of the number of triangles property without preprocessing
Layout B0 B1 B2 B3 R2 λ
MDS 56.513 -0.001 -43.187 0.58 0.077 1.117
FD 59.066 -0.0171 -36.795 0.502 0.058 1.145
Table 4.18: Linear regression model parameters for the individual JNDs of number
of triangles with preprocessing
the lack of direction variables for the direction below. Each layout’s data was trans-
formed by a Box-Cox transform to ensure that the residuals would not be skewed. The
lambdas for both versions indicated that the log transform would not be appropriate,
so the model was run as a strictly linear model.
The models themselves appear to have learned that the predicted JNDs depend
heavily on the B2 coefficient for the direction of approach. This occurs in both the
original dataset and the preprocessed version, although the preprocessed tsNET has
similar issues to the ones encountered in the linear model discussed in the previous
section. Aside from the intercept B0, all other coefficients are significantly smaller
than B2 which indicates that neither the target value (B1) nor the interaction of
direction and target value (B3) were determined to be important predictors of JND.
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Layout B0 B1 B2 B3 R2 λ
MDS 59.128 -0.03 -43.427 0.599 0.219 0.702
FD 54.5881 0.059 -47.463 0.678 0.317 0.87
tsNET 37.387 0.035 -29.034 0.414 0.299 0.882
Table 4.19: Linear regression model parameters for the individual JNDs of number
of triangles without preprocessing
Type Pair of Layouts p-value Test Statistic
Averaged JND
MDS and FD 0.3605 18
MDS and tsNET 0.4715 20
tsNET and FD 0.4681 17
Individual JND
MDS and FD 0.2444 17970.5
MDS and tsNET 0.3096 18793
tsNET and FD 0.1169 15708.5
Table 4.20: NT Mann-Whitney results
4.3.5 Comparison Between Layout Algorithms
In order to determine if the layout had a significant impact on the perception
of the number of triangles the Mann-Whitney pairwise U-test described in Section
3.2 was applied. Using α = 0.0166, none of the layout pairs for either the original
or preprocessed dataset produce significant results. This indicates that none of the
layout algorithms used had a significant impact on the perception of the number of
triangles.
4.3.6 Discussion
This experiment ran into several problems, some of them similar to those encoun-
tered in the GCC experiment. Since these properties are similar this is to be expected.
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Type Pair of Layouts p-value Test Statistic
Averaged JND
MDS and FD 0.4426 69
MDS and tsNET 0.3325 64
tsNET and FD 0.3754 66
Individual JND
MDS and FD 0.2454 61645
MDS and tsNET 0.0845 61275.5
tsNET and FD 0.2104 64132
Table 4.21: NT Mann-Whitney results without preprocessing
Like GCC, there were many data points thrown out due to suspected ceiling effect
since they had high hit rates. This means that in some cases there were only one or
two target values for a given direction, with a significantly higher number for the other
direction. Since there were few people who reached the maximum number of ques-
tions (6% of trials), the data analysis was run a second time without preprocessing
in the hope that this would produce useful information. It is not clear whether this
succeeded, but it seemed to alleviate some of the problems with having insufficient
data points from one direction or the other. Specifically, the tsNET layout for both
the averaged and individual JND linear models had a noticeable negative slope that
was potentially caused by there only being one target value for the direction below
left after preprocessing. The primary difference after removing the preprocessing step
is that the tsNET graphs now resemble the ones for the MDS and FD layouts.
None of these models suggest that the perception of the number of triangles in
a graph follow Weber’s Law. The R2 values in the linear models are all below 0.15,
or highly suspect in the case of tsNET with preprocessing. This matches the results
from the GCC experiment down to the same issue with tsNET.
The results of the Mann-Whitney Pairwise U-test on the pairs of layout algorithms
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almost precisely matches the results from GCC. The only difference is that the MDS-
tsNET test with individual JNDs fails to be significant here. This confirms the
suspicion noted in the GCC discussion stating that there was insufficient evidence to
conclude that any of the pairs of layout algorithms produced data that was drawn
from different distributions.
4.4 Experiment 4: Graph Diameter
The other experiments were concerned with how people perceive how graphs are
connected and clustered. However, those properties do not indicate the scale of the
graph. Diameter is the the length of the maximum eccentricity in the graph, where
eccentricity is defines as the longest shortest path between any node and any other
node in the graph. This is related the the radius of the graph, which is the smallest
eccentricity.
The range of eccentricities in well-formed graphs with the same number of edges
and vertices is rather small. Three example graphs with diameters [5, 15, 25] as
presented by each of the three layouts can be found in Figure 4.12. Between the
values of 5 and 15 the graph grows a long singly-linked sub-graph, and past that the
challenge is picking which tail is longer.
4.4.1 Experiment Design
This experiment follows the same procedure as the previous three. The graphs
were generated using the algorithm discussed in Section 3.3. The minimum and
maximum diameter for graphs with |N | = 100 and |V | = 194 was found to to be 5
and 29 respectively. Due to the small range of values the starting distance is merely
two and the step size is one.
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Figure 4.12: Example of graphs presented by the three layouts for a range of
diameters
4.4.2 Results
The data was preprocessed according to the criterion discussed in Section 3.2.
Data samples are considered outliers if they exist beyond three standard deviations
from the mean for their target-direction pair. Target-direction pairs are removed
when the overall hit rate for them exceeds 50%.
For all layouts studied in this experiment, the same target-direction pair (21,
above) was removed due to high hit rates as can be seen in Table 4.23. This reduced
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Users per trial 30
Maximum number of questions 50
Target values 8, 16, 21
Starting distance 2
Min value 5
Max value 29
Tutorial lower set range [8, 15]
Tutorial high set range [18, 25]
Step size 1
Table 4.22: Graph Diameter Experiment Parameters
Layout Direction 8 16 21
FD
Above 32.3% 43.1% 63.6%
Below 0.0% 0.0% 0.0%
MDS
Above 22.9% 43.2% 63.1%
Below 0.0% 0.0% 0.0%
tsNET
Above 36.2% 33.9% 64.4%
Below 0.0% 0.0% 0.0%
Table 4.23: Diameter table of hit rates
the number of data samples by 30 for tsNET, 29 for MDS, and 28 for FD. The final
number of samples are as follows: MDS has 15, tsNET has 150, and FD has 144.
4.4.3 The Model of Weber’s Law
Like previous experiments, the linear regression model on averaged JNDs was
applied to the data. The plots can be found in 4.13 and the model parameters can be
found in Table 4.24. As can be seen in the table, none of the layouts had a R2 score
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Figure 4.13: Linear regression results for each graph layout for graph diameter
Layout B0 B1 R2
MDS 0.5606 0.4358 0.5867
FD 0.1222 0.5051 0.5899
tsNET 0.5109 0.5075 0.3883
Table 4.24: Linear regression model parameters for averaged JNDs of graph
diameter
greater than 0.6. This indicates that a linear model is not a good fit for any of these
layouts. Although the general shape of the data points indicate that a quadratic
function would fit better, the data samples from above and below seem like there
should be one line fit to each direction. Since the number of data samples is low this
may not be significant.
Layout B0 B1 B2 B3 R2 λ
MDS 0.925 0.048 -0.858 0.0391 0.308 -0.233
FD 0.902 0.0731 -1.158 0.052 0.474 0.099
tsNET 1.345 0.026 -1.289 0.07 0.436 -0.108
Table 4.25: Linear regression model parameters for individual JNDs of graph
diameter
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Figure 4.14: Log-linear regression results for each graph layout for the diameter
property
4.4.4 Fitting Individuals
The log-linear regression model is applied to the data in a similar manner to
the previous experiments. The resulting model parameters can be found in Table
4.25 and the plots in Figure 4.14. Similar to the number of triangles experiment,
the magnitude of the direction coefficient (B2) is high compared to the coefficients,
exceeding the magnitude of the intercept for the force directed layout.
4.4.5 Comparison Between Layout Algorithms
Type Pair of Layouts p-value Test Statistic
Averaged JND
MDS and FD 0.2654 9
MDS and tsNET 0.3381 10
tsNET and FD 0.1730 11
Individual JND
MDS and FD 0.0754 10521
MDS and tsNET 0.0248 10115.5
tsNET and FD 0.3406 11386
Table 4.26: Diameter Mann-Whitney results
The results of the Mann-Whitney pairwise U-test can for all layout algorithm pairs
can be seen in Table 4.26. Using the α = 0.0166 the only pair that has a p-value
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that is less than α is MDS-tsNET for individual JNDs. This is inconsistent with the
results of tsNET-FD and MDS-FD, and so may not be significant. If tsNET and FD
were drawn from the same distribution, then when compared to MDS their results
should be consistent.
4.4.6 Discussion
This experiment on diameter encountered a few issues. The foremost of which is
the fact that the range of diameter values is quite restricted on graphs of this scale.
This leads to a very limited range of diameter values where the graph looks similar
to the graphs studied in the other experiments. Beyond diameter of 13, the graphs
begin to develop long tails and loops and from that point on that is the single most
dominant feature of the graph. Since the minimum practical diameter was found to
be 5, having only 8 values of diameter is not enough to do collect any meaningful data
from. So the final experiment design used diameters ranging from 5 to 29. None of
the algorithms produced linear regression models that had a good fit on the averaged
JNDs of the data. They are all fairly consistent, and demonstrate two similarities.
The first is that the (21,above) pair was dropped for every layout which indicates that
the upper bound was insufficient to capture the JND for that target. The second is
that the data appears bimodal, which provides evidence for confirming the suspicion
that there are in fact two kinds of perception problems being represented here. The
data points for every layout that correspond to the targets approached from below
form a fairly straight line with a moderate positive slope. The data points that
correspond to each target approached from above form a very different line, with a
higher intercept and a slight negative slope. However, these could be artifacts due to
the fact that the number of data points is small with 5 overall and only 2 from above.
The log-linear regression model should in theory have a better regression model simply
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due to the fact that the number of data points is significantly increased, from five
to approximately 150 data samples per layout. Despite this, the R2 score is slightly
worse than the linear model’s (0.47 at best compared to the linear model’s 0.58). This
indicates that the log-linear model does not explain the variance of the data better
than the linear model.
Finally, the Mann-Whitney pairwise U-test indicates that the layout algorithm
does not have a significant impact on the perception of diameter in these graphs.
The only exception is the MDS and tsNET pair for individual JNDs, but since this
is inconsistent with the results comparing tsNET with FD and MDS with FD, it is
likely that this is a statistical artifact and should be ignored.
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Chapter 5
CONCLUSION
This thesis explored the perception of four graph properties using crowdsourcing
via Amazon Mechanical Turk. This data was analyzed using the linear regression
model on the averaged JNDs presented by Harrison et al.[21]. This model was used to
determine whether the graph property seemed to follow Weber’s Law for a particular
graph layout. The original work by Soni[44] indicated that ALCC could be modeled
using Weber’s Law due to high R2 values observed for the MDS and FD layout
algorithms. However, these results are not replicated in this thesis for any of the
graph properties despite using the same experimental procedure. The only model
found to have an R2 value above 0.7 is the GCC tsNET model, which due to the lack
of data points and the issues encountered in the log-linear model makes this result
likely meaningless.
The second set of models is based on the work of Kay and Heer[28]. The purpose of
these was to provide an alternate model that may explain the JNDs of the participants
better since it included the individual variance that was lost when aggregating the
JNDs in the previous model. To determine whether a linear or log-linear model was
appropriate, each data set was run through a Box-Cox transform. If the optimal λ
is found to be near 0 then the log-linear model was used, otherwise if the λ was near
1 then the linear model was used. Regardless of which model was used, in each case
the observed R2 values are less than 0.5.
The final stage of data analyzes was to use a Mann-Whitney pairwise U-test on
both variants of the datasets for every graph property and graph layout algorithm
pair. Every comparison produced insignificant results aside from a couple which are
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Figure 5.1: Example figure of the direction creating two distinct legs to the
parabola
likely flukes since they contradict the results with the other layouts for the same graph
property. There is insufficient evidence to reject the null hypothesis that states that
the datasets were drawn from the same distribution.
Since neither the Kay and Heer method nor the Harrison et al. methods produced
any models that have a good fit to the data, this suggests that the relationship
between the value of the graph property, the direction of approach, and the JND can
not be modeled using a linear regression model. When viewing the data from several
experiments without the preprocessing step used in the linear model on averaged
JNDs the shape is distinctly quadratic, as can be seen in Figure 5.1. However, the
fact that each branch is made entirely of different direction of approach indicates that
using a quadratic model is not sufficient to model the JND as it relates to the graph
property value.
During the course of this thesis, several problems were encountered. These include
the data not being well behaved, the data analysis methodology not being able of
handling certain patterns in the data, and the general failure of the models to produce
significant results. The data was obtained using crowding via Amazon Mechanical
Turk. Mechanical Turk has been used in previous studies[21][53] to provide large
59
Figure 5.2: Example of bimodal distribution in the probability plot and the
corresponding plot of the data points using the linear model on averaged JNDs
datasets that produced meaningful results. That does not mean that it is without
problems. It has been noted previously that there should not be a high degree of
trust placed on crowd sourced participants due to the limitations of the platform.
Extra work has to be done to prevent people who are answering randomly or fail
to understand what the provided material is asking for from significantly affecting
the results of the study. This thesis used the same method as Soni[44] where every
participant had to pass a tutorial and screening test to continue on to the main
part of the study. It does nothing to prevent people who have already passed the
screening test from deviating from what they have indicated they have learned and
start answering randomly. Data analysis operates under the assumption that the
number of such participants will not significantly affect the population as a whole.
In an attempt to validate the results in this thesis, an a replication experiment was
conducted to determine if using the graphs and methods of this thesis would produce
the same results as found by Soni[44] for the ALCC MDS experiment. Details of this
can be found in Appendix A. In short, the results of Soni’s work were not able to be
replicated and several measures were applied to identify potential differences. While
all of the measures were found to be virtually identical aside from the visualization
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style of the graphs, none were sufficient to explain the differences in results.
The data produced by Mechanical Turk has a few features that are most apparent
in the GCC and Triangles datasets. As seen in Figure 5.2, there appears to be a
bimodal distribution based on the direction of approach that is not fully resolved
by the Box-Cox transform. This could be an artifact of a limited number of data
samples or targets, but it is observed in every model to at least some degree. Neither
the linear model on the averaged JNDs nor the log-linear model on the individual
JNDs explains this well. A quadratic model would likely provide a better fit, but
since the difference is based on direction rather than the relationship between JND
and the target graph property value it would be overlooking relevant information.
There are additional limitations inherent in visualizing graphs as node-edge dia-
grams. The first of which is that there is a strict limit on the scale of what can feasibly
be represented. These visualizations quickly become too cluttered to make much sense
of. Leskovec and Faloutsos.[35] discuss possible ways to sample from large graphs in
such a way that retains the majority of interesting features such as the clustering or
degree distribution. They found that approximately 15% of the graph is necessary to
retain that information according to calculated property values. If this generalizes to
the perception of property values, then it would increase the scale of the graphs that
can be visualized in this way by about one order of magnitude.
While it is a classic to visualize graphs as node-edge diagrams, there are other ways
this data can be represented. Behrisch et al.[3] studied the potential of visualizing
nodes and edges in the form of an adjacency matrix with 35 well known reording
algorithms with reasonable run-times for both sparse and dense graphs on the scale
of up to 1500 nodes. They did not address the question of what makes the result of
reording useful, restricting the quality metric to eliminating reorderings that failed
to reveal any interesting patterns.
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Additionally, there is the question of what visual features are people really looking
at. Yang et al.[53] conducted further research in the area of the perception of corre-
lation in scatterplots in order to determine what visual features are people inferring
correlation from. It is unlikely that typical viewers can perceive raw correlation, and
it is similarly unlikely that it would be possible to perceive GCC directly. There-
fore it would be worth determining which percepts the users are using to make their
judgments on graph properties.
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APPENDIX A
ALCC MDS REPLICATION EXPERIMENT
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Figure A.1: The graph on the left is an example generated by the graph
generation algorithm used for all other experiments in this thesis. The one on the
right is the same graph reproduced in the style presented by Soni
A potential problem was noticed fairly late in the writing of this thesis. The
visualizations of the graphs produced by the algorithm described in Section 3.3 had
different sized nodes and edges compared to the prior work by Soni[44]. A compari-
son of these visualization styles can be found in Figure A.1. Since the MDS and YH
datasets for the ALCC experiment were used from his work, this is a potential prob-
lem. To determine whether this would present a significant difference in that data
two additional experiments were conducted. The first was an attempt to replicate
the results of Soni on the ALCC MDS experiment using the newly generated graphs.
As seen in Figure A.2, the results are drastically different. Reasons were sought to
explain the difference in results. Values tested included: the average node degree,
the node degree distribution, and average local clustering value. All of these tested
virtually identical to Soni’s graphs, so this left the differences in visualization style
as the only identifiable difference.
A second replication experiment was conducted with the graphs generated by the
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Figure A.2: Comparison graphs between Soni’s results and the original graphs
produced by the graph generation algorithm
algorithm with an updated visual style to precisely match the one in Soni’s work.
As seen in Figure A.2 and Table A.1, these results are an improvement over the
results gained from the original replication experiment. However, they still fail to
approach the results presented by Soni. It should be noted that the visualization
style was found to have a significant impact on the individual JNDs as determined
by a Mann-Whitney Pairwise U-test on the two replication datasets (p=0.002).
Layout Direction 0.2 0.3 0.4 0.5 0.6
Soni MDS
Above 0.8% 1.7% 2.9% 11.8% 41.0%
Below 80.4% 62.1% 33.0% 15.7% 6.53%
MDS Rep1
Above 30.6% 51.8% 51.3% 71.9% 84.9%
Below 91.0% 71.3% 65.8% 52.3% 40.8%
MDS Rep2
Above 30.7% 24.31% 56.7% 74.9% 85.3%
Below 89.9% 67.0% 66.1% 32.1% 24.31%
Table A.1: Hitrates for Soni’s ALCC MDS experiment along with the two
replication study’s results
It is not clear what factor has changed between the work presented by Soni and the
experiments conducted in this thesis. It could be as simple as the study participants
presented by Amazon Mechanical Turk are a different population than before. Or
there is some feature in the graphs that is not accounted for in this analysis. However,
both replication studies are relatively consistent with the rest of the experiments
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conducted for this thesis. This implies that the issue is not some random fluke but
doesn’t explain what the difference is.
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APPENDIX B
ALCC MDS VISUALIZATION COMPARISON FOR 0.60 ALCC
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Soni New Graphs
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Soni New Graphs
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Soni New Graphs
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Soni New Graphs
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Soni New Graphs
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APPENDIX C
BOX-COX SUPPLEMENTARY PLOTS
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Figure C.1: Normality plots to identify what values of λ are appropriate for
transforming the datasets
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Figure C.2: Probability plots that show the before and after comparison for
applying the Box-Cox transform with the optimal λ
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