ABSTRACT Two-stream network architecture has the ability to capture temporal and spatial features from videos simultaneously and has achieved excellent performance on video action recognition tasks. However, there is a fair amount of redundant information in both temporal and spatial dimensions in videos, which increases the complexity of network learning. To solve this problem, we propose residual spatial-temporal attention network (R-STAN), a feed-forward convolutional neural network using residual learning and spatial-temporal attention mechanism for video action recognition, which makes the network focus more on discriminative temporal and spatial features. In our R-STAN, each stream is constructed by stacking residual spatial-temporal attention blocks (R-STAB), the spatial-temporal attention modules integrated in the residual blocks have the ability to generate attention-aware features along temporal and spatial dimensions, which largely reduce the redundant information. Together with the specific characteristic of residual learning, we are able to construct a very deep network for learning spatial-temporal information in videos. With the layers going deeper, the attention-aware features from the different R-STABs can change adaptively. We validate our R-STAN through a large number of experiments on UCF101 and HMDB51 datasets. Our experiments show that our proposed network combined with residual learning and spatial-temporal attention mechanism contributes substantially to the performance of video action recognition.
I. INTRODUCTION
Video-based human action recognition is important in many scientific and technological fields, such as intelligent monitoring, public security, human-computer interaction and behavioral analysis, etc., and has gained wide attention of academia in recent years [1] - [7] . The performance of action recognition system depends to a large extent on whether it can extract and utilize relevant information from the video. The emergence of Convolutional Neural Networks (CNN) has greatly promoted the advancement of image classification, image segmentation, object detection, etc. [8] - [10] . Many researchers have built various network structures with different depths and widths to extract complex features from images [11] , [12] . However, video has the characteristic of multiple frames, and the 2D CNNs do not model its time and motion information. Therefore, we need to develop networks fusing the time information in videos. In general, there are three ways to model time information. A simple method is
The associate editor coordinating the review of this manuscript and approving it for publication was Alexandros Iosifidis. to directly apply 3D CNNs [7] , [13] to multiple consecutive frames, they are able to capture temporal information in a short period, and create a hierarchical representation of spatial-temporal data directly. However, that also cause an excessive number of parameters, and increase the difficulty for training suitable models. Another method is to extract motion information such as optical flow from consecutive video frames, and design a two-stream network that combines spatial and temporal streams [14] , [15] . However, these methods only capture motion information between adjacent frames, largely ignoring the long-term structure of the video. The third type of methods use the Long Short-Term Memory (LSTM) model to aggregate time information on the basis of 2D CNN, but the results are not very satisfactory [16] . Our work comprehensively considers the performance and effectiveness of various action recognition networks, and proposes a two-stream network combined with residual learning [11] and spatial-temporal attention mechanism, which is able to extract and utilize vital spatial-temporal information from long-term structure videos and achieve better performance.
FIGURE 1.
The overview of R-STAN. Our R-STAN is two-stream architecture, the appearance stream use RGB modality as input to learn appearance information, the motion stream use RGB Difference as input to learn motion information. Each stream is composed by our R-STAB. We adopt a sparse sampling strategy to sample segments and cover the long-term video structure. The predictions from the two streams are fused to get the final prediction.
The attention mechanism is important for the human brain to process visual signals [17] - [19] . By quickly scanning the global image, our brain can extract top-level information to guide the bottom-up learning process, then the efficiency and accuracy of visual information learning can be greatly improved. Recent years, attention mechanisms in CNNs has been proved to be effective in improving the performance of image classification, image caption and image segmentation tasks [20] - [23] . It has several important advantages: (1) Improved performance. The attention mechanism uses a bottom-up top-down feed-forward structure to obtain important areas that needs to be focused on, guides the network to pay more attention to these areas to learn more detailed information, while suppressing other useless information. On the other hand, the attention mechanism also provides a different representation of the target areas. (2) Easy to integrate. The attention mechanism can be easily integrated into any deep neural network structure and trained in an endto-end fashion. However, related methods consider incorporating temporal information for human action recognition in videos are still insufficient. Inspired by the previous works, we propose a spatial-temporal attention module for action recognition tasks. It can not only focus on key areas in each frame, but also pay more attention to key frames through a competition mechanism automatically. This method can greatly restrain the interference of noise, make the network pay more attention to the key information in videos, and improves the performance of action recognition.
In this paper, in view of the problem that existing human action recognition methods cannot effectively extract and utilize the key information in videos, we propose Residual Spatial-Temporal Attention Network (R-STAN), a two-stream convolutional neural network that combines spatial-temporal attention mechanism and residual learning, described in Fig. 1 . R-STAN learns spatial and temporal features with appearance stream and motion stream. Each stream is constructed on the basis of Residual network. In each Residual block, there is a spatial-temporal attention module integrated in it, that make up our Residual Spatial-Temporal Attention Block (R-STAB), which guides the network to pay more attention to discriminative temporal and spatial features. The R-STABs allow us to build very deep networks to learn the complex features in videos adaptively. As the layers going deeper, the attention-aware features from different blocks will change adaptively. With the help of the excellent features of Residual Networks and spatial-temporal attention module, the performance of our network can be effectively improved.
The main contributions of this paper are as follows: (1) We propose a spatial-temporal attention module for video action recognition; (2) We propose R-STAN, a two-stream CNN architecture that integrates the attention mechanism into Residual Network. Each stream of the network can be trained end-to-end. (3) We propose a sparse sampling strategy on videos. Together with our sampling strategy, our R-STAN achieves state-of-the-art performance on the public datasets UCF101 [24] and HMDB51 [25] .
II. RELATED WORKS A. HUMAN ACTION RECOGNITION
Human action recognition has drawn considerable attention from the academic community. The performance of an action recognition system relies heavily on whether it can extract useful action features from the videos. Consistent with this fact, several traditional works have designed effective representations, which are able to tackle the challenges including camera motions, illumination changes and view point changes. Wang et al. propose to track the densely-sampled feature points in video frames to get the trajectory features, and combine them with other traditional features (e.g., motion boundary histogram (MBH), temporal histogram of oriented gradients (HOG), histogram of optical flow (HOF) et al.) to represent the motion features, which help improve the performance of action recognition effectively [26] , [27] . Iosifidis et al. [28] propose to use Self Organizing Maps (SOM) to represent human body posture prototypes, then exploite Multilayer Perceptrons for action classification. VOLUME 7, 2019 Their method was demonstrated to be effective in challenging problem setups in action recognition. Recent years, action recognition methods based on CNNs have been proved to be very efficient, which are becoming increasingly a research hotspot [14] , [15] , [29] - [31] . Simonyan and Zisserman [14] propose a two-stream CNN architecture for action recognition, which processes spatial and temporal information separately. Each stream is a conventional 2D CNN, to capture the appearance and motion information of the video, RGB images and optical flow images are fed into the spatial network and the temporal network respectively. Their experimental results show that CNNs trained on optical flow images from dense frames can bring about excellent performance for action recognition tasks. Wang et al. [15] extract short snippets from videos based on a sparse sampling strategy, then the class scores of the selected snippets are generated through the two-stream CNN. Finally, the final classification results are obtained by fusing the class scores of each stream. 3D CNN is another important method for human action recognition, Ji et al. [13] develops a 3D CNN model, in which 3D convolution kernels are adopted to extract information from both spatial and temporal dimensions to capture motion information between multiple adjacent frames. Zolfaghari et al. [32] construct a network architecture combining 2D CNN and 3D CNN. First, the sampled frames are initially classified by the 2D CNN, then the temporal context between these frames is captured by a 3D CNN. The confidence of classification results are greatly improved compared to only using the single frames, the network achieves good performance in terms of speed and accuracy. Feichtenhofer et al. [33] propose SlowFast networks for action recognition and detection, their model could capture spatial semantics through a low frame rate pathway, and capture temporal semantics through a high frame rate pathway. Their model has achieved good performance in action recognition and action detection tasks. Ullah et al. [1] proposes a human action recognition method by combining with CNN and deep bidirectional LSTM (DB-LSTM) network. Their method is able to learn features from long term sequences and competitive performance compared with other state-of-the-art action recognition methods.
B. ATTENTION MECHANISM
Attention mechanism not only tells where to focus, but also provides a special representation of the features for the learning process in networks. In recent works, attention mechanism is widely used in various network models and different application fields [20] - [23] , [34] , [35] . Hu et al. [21] establish interdependencies between channels through introducing Squeeze-and Excitation (SE) block. In each SE block, spatial information is squeezed, then the importance of each feature channel is captured adaptively in a learning way. Based on the learned weight information, the original features are refined. Their experiments show that SE module can bring significant performance improvement with small additional computing cost. Inspired by the work [21] , Roy et al. [23] proposes three different SE modules (cSE, sSE and scSE) for image segmentation. The cSE blocks squeeze spatial information and excite channel information. The sSE blocks squeeze channel information and excite spatial information. The scSE blocks redefine the feature map from space and channel, then fuse the results. Their proposed blocks are integrated in DenseNet [36] , SD-Net [37] and U-Net [38] . Finally, they evaluate their method in organ segmentation on whole body CT scans and brain segmentation on MRI scans. Similarly, Woo et al. [22] proposes Convolutional Block Attention Module (CBAM), a simple yet effective attention module for feedforward convolutional neural networks. Given an intermediate feature map, CBAM infers the attention map along two separate dimensions, channel and space. Then it multiplies the attention maps by the input feature map for adaptive feature refinement. CBAM is a lightweight and universal module, which can be seamlessly integrated into any CNN architecture and perform end-to-end training with the basic CNNs. As for human action recognition task in videos, since videos have temporal information, we not only need to focus on important features to suppress noise in space and channel, but also need to pay more attention to important frames in time. In this paper, we propose a spatialtemporal attention module, we apply our spatial-temporal attention module in the dimensions of time, channel and space simultaneously. In this way, our network is able to explore ''where'', ''what'' and ''when'' to learn the important information adaptively.
C. RESIDUAL LEARNING
The introduction of residual learning [11] effectively solves the problem that the network performance degrades as the number of network layers increases. The residual learning technique allows us to train very deep networks while maintaining good performance. In recent years, there have been many works adopt residual learning for human action recognition tasks. Feichtenhofer et al. [39] propose a two-stream network for action recognition based on residual learning, the two streams are used to learn appearance and motion features separately. In addition, in the learning process, the network fuses the information learned in the motion stream with the appearance stream. So that, their network can learn the spatial-temporal features in the video at the same time, and finally achieve competitive performance. Qiu et al. [6] propose Pseudo-3D Residual Network, which splits the traditional 3D convolution kernel (3 × 3 × 3) into a temporal convolution kernel (3 × 1 × 1) and a spatial convolution kernel (1 × 3 × 3), which greatly reduces the computation cost and the number of samples needed during the training process. In their work, they built a 199-layer Pseudo-3D Residual Network, which greatly improved classification speed and accuracy. Similar to our work, Wang et al. [20] propose Residual Attention Network. In their work, attention modules are integrated into residual blocks to benefit from the advantages of residual learning and attention mechanism. But, their work is designed for image classification tasks and they did not consider the residual learning of temporal information in videos. In our work, we consider about the information in both spatial and temporal dimensions, and design the R-STAB, which is composed by integrating the spatial-temporal attention module into the residual block, that allows us to build very deep network to learn spatial-temporal information from videos.
III. RESIDUAL SPATIAL-TEMPORAL ATTENTION NETWORK
The overview of R-STAN is illustrated in Fig. 1 . As the figure shows, our R-STAN is built based on the two-stream architecture for video action recognition. In most two-stream architectures, RGB images and Optical Flow images are usually pushed into each steam to capture the appearance and motion features separately. But, the extraction of Optical Flow images with TVL1 Optical Flow algorithm [40] adopted by the most previous works [15] , [30] , [39] is really time confusing though which can improve the classification accuracy. With that in mind, We use RGB Difference images instead of Optical Flow images as input to capture motion information. The RGB Difference images are easy to obtain with few computations. We just need to compute the differences between two adjacent frames by simple element-wise subtraction operation. Compared to Optical Flow, the computation cost is largely reduced. And the RGB images are still used as input to capture appearance information. During training phase, each stream is trained individually. During testing phase, we get the probabilities that the videos belong to each action category from the Softmax normalization layer in each stream. And we take an average of the predictions generated from the two streams to produce the final prediction.
Each stream is constructed on the basis of a Residual network. The Residual blocks in the ResNet [11] are integrated with our proposed spatial and temporal attention modules, which forms our new Residual spatial-temporal attention blocks (R-STAB). These blocks guide the network to pay more attention to the distinctive time steps and spatial locations. In our work, we construct R-STAN-50, R-STAN-101 and R-STAN-152 to evaluate our methods, which are constructed based the ResNet50, ResNet101, and ResNet152 respectively.
A sparse sampling strategy similar to TSN [15] is adopted in our network. We divide each video into α segments and sample the frames in the segments to cover the long-term structure of the videos. Differently, we randomly select only one frame instead of a short snippet from each segment as one group of segments. This random selection method is performed k times and generate k groups of segments, which is illustrated in Fig.3 . During training phase, each group of the segments from one video is pushed into the network as an individual unit to augment the training samples. During the testing phase, the k groups are also inferred individually. Then we take an average of the predictions generated from the k groups to produce the final prediction results. This strategy is able to cover long-term structure in videos and is also more suitable for our R-STAN, which reduces the computation cost while maintaining accuracy. The architecture design of R-STAN is able to take the advantages of Residual Network and attention mechanism simultaneously. Together with the sparse sampling strategy, our R-STAN can achieve good performance on action recognition.
Based on the standard cross-entropy loss, the video-level loss function can be described as:
where
, U denotes the number of action classes, r i denotes the ground truth label of class i, V i denotes the classification score of the same class inferred from all segments. The video-level loss function allow us to optimize the parameters w with standard back propagation algorithms, which can be described as:
after embedding the attention module A(N ), the parameters in our attention model could also be optimized by the back propagation algorithms, so formula (2) could be improved as:
for simplify description, the temporal and spatial attention modules are written together recorded as A(N ). It is obvious that the attention module can serve as an extra information to guide the learning process of our R-STAN.
A. RESIDUAL SPATIAL-TEMPORAL ATTENTION BLOCK
Our proposed R-STAN is the concatenation of Residual Spatial-Temporal Attention Blocks (R-STAB), each of them is composed by a residual block, a temporal attention module and a spatial attention module. When the feature maps generated from the residual blocks come, the temporal and spatial attention-aware features will be inferred by the attention modules and then multiplied by the input feature maps sequentially, the whole structure can be seen in Fig. 2 . The attention modules are really helpful in showing the network ''when'' and ''where'' to look, and can effectively increase the performance of R-STAN. What's more, the attentionaware features can be learned as extra features, which also help the network to learn spatial-temporal information from the videos. The working process of the attention modules can be described as:
in which M indicates the feature maps generated by the R-STAB, M indicates the input feature maps, A T indicates VOLUME 7, 2019 FIGURE 2. The architecture of our R-STAB. Our R-STAB consists of traditional convolutional layers in the residual block (shown as blue blocks at the head of our attention modules), a temporal attention model and a spatial attention model. In order to learn the temporal weights of the video segments, the feature detectors of multiple segments generated from the residual block are transformed into the multiple feature detectors of one single segment. Then the learning of temporal weights could be easily changed to the learning of channel weights. So that we can perform a spatial-wise average pooling to squeeze the spatial information and adopt the following fully connected layers to learn temporal attention features, and refine the weights of the transformed feature detectors. Then transform the feature detectors in one video back to feature detectors of multiple segments. And learn the spatial attention information with an average pooling and a convolutional layer. Finally, we refine the former feature detectors and transmit them to the next R-STAB.
FIGURE 3.
The sample strategy in R-STAN. This is an example of the sample strategy, which is applied on video ''v_Diving_g11_c02.avi'' in UCF101 dataset. Firstly, the video is divided into α segments evenly. Secondly, we randomly select one frame from each segment to form one group of segments. This step is performed k times and form k group of segments. During the training phase, each group is trained as an individual video to augment the training samples. During testing phase, the k groups generated from the video are also pushed into the network individually. And finally, we take an average of the classification score of each group to produce the final classification result.
the temporal attention map, A S indicates the spatial attention map, indicates the element-wise multiplication.
B. TEMPORAL ATTENTION
In previous action recognition works [15] , all the sampled segments are processed as independent batches with CNN. And they evaluate the classification score of the whole video by averaging across all the sampled segments.
Their convolution operations can be simply described as follows:
denotes the convolutional kernels, * denotes convolution (note: channel-wise description and bias terms are ignored to simplify notation). Though they produce the video-level classification through averaging across all the segments, the dependencies among different segments are ignored. In our work, we aim to make the network automatically pay more attention to the important segments in a video. With this in mind, we propose temporal attention module. After learning with Residual blocks, each sampling segment in one video generates multiple channels, and each channel represents a feature detector. In traditional image classification tasks, we usually judge ''what'' is important by channel attention modules [21] , whereas for video action recognition tasks, we also need to judge ''when'' is important in a longterm video. Through assigning reasonable weights to corresponding segments, the network could pay more attention to distinctive segments. In order to effectively calculate the temporal attention, we propose the temporal attention module. Fig. 2 describes the process in detail (marked with ''Temporal Attention''). Firstly, we transform the feature detectors of the sample segments from one video into multiple channels of one single segment, so that the feature shape is transformed from F to F ,
in which, α and β indicate the number of the sampled segments and the number of channels generate from each segment separately, W and H indicate the width and height of each feature detector separately. So that, the calculation of temporal attention can be simply converted to the calculation of channel attention. Secondly, we perform a spatial-wise global average pooling to compress the spatial information into channel descriptors whose statistics are expressive for the whole image. The global average pooling can be formulated as follows:
where 
Finally, we fed the squeezed feature maps input into a subnet composed by two fully connected layers which aims to fully capture temporal-wise dependencies. The size of the first fully connected layer is 1 × αβ × r, in which, r indicates the reduction ratio. In our experiment, we set r as 1/16. For the second fully connected layer, its size is set to 1 × αβ, which is equal to the number of the input feature maps. So that, we can perform element-wise multiplication between the newly learned scalar and the original feature detectors F :
in which F T indicates the feature detectors of one video assigned with temporal weights, ϕ indicates the sigmoid function, δ indicates the ReLU function, FC and FC indicate the two fully connected convolution layers. In this way, different segments from one video can be assigned corresponding weights:
denotes the convolutional kernels, * denotes convolution, w t denotes the weight corresponding to each segment and v j corresponding to each channel of the transformed segments. Compared to the work in [21] , our method not only help the network pay more attention to ''what'' but also concern more about ''when''. Discussion: The temporal attention module aggerates the spatial information by a spatial-wise average global pooling. Then we make full use of the context information among different segments with two fully connected layers, due to their capable of learning nonlinear interactions among segments, they are flexible enough to learn activations with the layers going deeper adaptively. Finally, the activations are regarded as specific weights and used to scale the inputs.
C. SPATIAL ATTENTION
Apart from ''when'' and ''what'', ''where'' is also especially significant for learning important information from the videos. Spatial attention is generally used for exploring ''where'' is important for images and it is also suitable for the segments in videos. However, the spatial attention information for different frames in one video can be quite different. For example, in diving, a man stands on the springboard at the first frame, but dives into water at the last frame. So that, the spatial attention features should be learned independently for each frame. Fig. 2 describes the process in detail (marked with ''Spatial Attention''). For this reason, the feature detectors assigned with temporal weights (F T ) should be transformed to the shape of individual segments:
in which F T indicates the feature detectors generated from formula (9) . After transformation, the feature shape changed to F T . Then we can learn the spatial attention information for each segment in the video individually. Firstly, the multiple feature detectors of each segment are compressed through a channel-wise average pooling operation:
where y n indicates a static of the channels of the n-th segment in the video, n ∈ [1, α], C n indicates the channels of the VOLUME 7, 2019
n-th segment in N , G c−ave indicates the channel-wise global pooling function, β indicates the number of channels generated from each segment and C k n indicates the k-th channel of the n-th segment. After that, the feature shape changes as follows:
Then we generate the spatial attention by applying a 7 × 7 convolution layer. In order to keep the spatial size of F T , we set padding to ''same'' for the convolution parameter. Finally, we get the spatial attention A S , and multiply A S by each feature detector of F T to generate the final refined feature F refine , the process can be described as:
in which, ϕ indicates the sigmoid function, f 7×7 indicates the 7 × 7 convolution layer, indicates the element-wise multiplication which can be detailed described as:
where F refine indicates the final refined feature maps of one specific segment, β indicates the number of the channels of the segment, A s indicates the learned attention-aware features, C k indicates the k-th channel of the segment. Discussion: The statistics of each pixel across the channels of one segment is expressive for the segment. We learn the spatial attention information from the statistic-based image and map the learned weights on each channel of the segment to make our network pay more attention to the significant regions. Due to the learning ability of the convolution layer, the attention-aware features can change adaptively with the layers going deeper.
IV. EXPERIMENT A. DATASETS AND IMPLEMENTATION DETAILS
We perform our experiments on two standard datasets UCF101 and HMDB51. UCF101 dataset established by the University of Central Florida contains 13320 videos, and 101 classes of human actions. Each class of human action is divided into 25 groups, each group contains consist of 4 to 7 videos. The frame length of the videos are between 29 and 1776, and their spatial resolution are 320 × 240. Noises like background disturbances, camera motion, scale and illumination changes exist in the videos increase the difficulty experiment. This dataset is divided into three training/ testing splits. We evaluate the performance by computing the average accuracy over the three splits. HMDB51 contains 6766 videos clips from video website YouTube and digital films. The videos are divided into 51 classes indicate 51 action categories. The experiments on this dataset are also performed using three training/testing splits. Then we report the average accuracy of them.
As described in section III, we divide each video into α segments and randomly select only one frame from each segment as the sample to put into the network. We use RGB and RGB Difference as the input modalities. Concerning data augmentation, we adopt the same augmentation method as in [15] , [39] . We fix the size of input images as 340 × 256, then crop the images from the corners and the center of the images. And the width and the height of the images are randomly selected from {256, 224, 192, 168}. Finally, the cropped images are resized to 224 × 224. Additionally, horizontal flipping is also applied to further augment the training samples. As for the data augmentation in temporal dimension, we sample the segments from each video into k groups and regard each group as an independent video to push into the network for training and testing, which is detailed illustrated in section III. We set k according to the number of sampled segments in our experiments. We adopt the Stochastic Gradient Descent (SGD) algorithm to learn the network parameters. The batch size of SGD is set to 128. Due to the memory constraints, we use a batch size of 16 to perform the batch normalization, and update the weights every 8 iterations to make up for the memory shortage. For the two streams, the parameters in the network are pre-trained on ImageNet dataset. We set the learning rate as 0.001 to initialize the network, and decrease to its 1/10 at the 40-th epoch, 80-th epoch and 100-th epoch. The whole training process stops at the 120-th epoch.
B. ABLATION STUDY 1) NUMBER OF SAMPLE SEGMENTS
In order to explore how the number of segments influences the experimental results, we perform several tests on UCF101 and HMDB51 datasets (over all splits). In this experiment, we construct our R-STAN-101 (which is designed based on the ResNet101 [11] , that contains 33 residual blocks, we integrate the attention modules after each residual block). Follow the sparse sampling strategy described in section III, we sample 3, 6, 9 and 12 segments from each video to evaluate the performance of the network. The experimental results can be seen in Table 1 , as the number of sampling segments increases, the accuracy also increases. Such result is largely due to the fact that our network learns more information from the increasing sample segments. Considering the memory limitation, we do not test more sample frames as the input, and finally use 12 segments as standard parameter for our later experiments.
2) SPATIAL AND TEMPORAL ATTENTION
The spatial-temporal attention module integrated in the Residual block is a combination of the temporal attention module and the spatial attention module. We perform several experiments to test the performance of the two modules independently. We also test the influence of different placement orders of the two modules on the network performance. Related experiments are performed on UCF101 and HMDB51 datasets (over all splits). The network architecture TABLE 1. Classification accuracy of R-STAN-101 with different sample segments on UCF101 and HMDB51 dataset (over all splits). We sample 3, 6, 9 and 12 segments from each video to evaluate the performance of the network. We perform the experiments on appearance stream and motion stream, and fuse their scores to get the final predictions. We set attention mode to ''temporal+spatial'' (described in the following part). is R-STAN-101. The experimental results are shown in Table 2 .
From the experimental results, we can see that the temporal attention module can help the network achieve better performance than the spatial attention module. But, both of them can play a role in improving the accuracy. So, it is important to use both modules in our network. Additionally, we find the combination mode of ''temporal + spatial'' performs slightly better than that of ''spatial + temporal''. We argue that, the temporal attention module can achieve a more globally affection than the spatial one. So that, arranging the temporal attention module ahead can help suppress more noises and make the network focus on discriminative features more easily in the later module.
3) DEPTH AND COMPLEXITY OF THE NETWORK
We also evaluate the impact of different depth of the network on the performance. We built R-STAN networks based on ResNet50, ResNet101 and ResNet152 for testing. We experiment with UCF101 and HMDB51 datasets (over all splits), and only use RGB modality as input. As expected, accuracy increases as the depth of the network increases. The complexity of our network is represented as GFLOPs (Giga Floatingpoint Operations Per Second), we report the computation cost of a single view and numbers of such views used at inference phase. It can be seen that, our attention modules can help the networks achieve better accuracies with little additional computation cost. The results are shown in Table 3 . In order to show the complexity and accuracy of our network more intuitively, we visualize the results in Fig. 4 .
C. EFFICIENCY
In this part, we evaluate the efficiency of R-STAN and compare it with other state-of-the-art methods. The experiment is performed on UCF101 and HMDB51 datasets (over all splits). As shown in Table 4 , our method can surpass other methods with only RGB modality as input, and the VOLUME 7, 2019 TABLE 4. Efficiency of R-STAN and other state-of-the-art methods. Our R-STAN with modalities of RGB and RGB Difference achieves competitive accuracy and efficiency. We perform the experiments on UCF101 dataset (over all splits). Segment number is set to 12, attention mode is set to ''temporal + spatial'', and the base architecture is ResNet101.
TABLE 5.
Comparison with the state-of-the-art methods on the UCF101 and HMDB51 datasets (over all splits). The input modality is limited to RGB and RGB Difference. R-STAN is pre-trained on ImageNet dataset and get a competitive performance to other methods pretrained on the Kinetics and Sports-1M datasets. Segment number is set to 12, attention mode is set to ''temporal + spatial'', and the base architecture is ResNet101.
efficiencies are kept real-time (>25 fps). This shows that out proposed R-STAN with the spatial-temporal attention blocks in it can get higher accuracy with lower additional computation cost. Although methods like TSN [15] and I3D [41] which use optical flow images as input can surpass our method in accuracy, the calculation speed of the optical flow is too slow and seriously affects the efficiency of their models.
D. COMPARISON WITH STATE-OF-THE-ART METHODS
Finally, we compare our method with other state-of-theart methods. We perform the experiments on UCF101 and HMDB51 datasets with R-STAN-101 framework. Using modalities of RGB and RGB Difference as input. The number of segments sampled from each video is 12. The attention module ''Temporal + Spatial'', which is described in the ablation study on spatial and temporal attention. And our network is pre-trained on ImageNet dataset. In order to ensure the fairness of comparison, we have removed some methods using optical flow as input modality. The experimental results show that our R-STAN can achieve better performance by constructing very deep network and benefiting from the spatial-temporal attention mechanism. As shown in Table 5 , the performance of our method surpasses some popular two-stream and 3D network structures. Our method also outperform Res3D [43] and TSN [15] networks which are pre-trained on Sports-1M and Kinetics separately.
V. CONCLUSION
In this paper, we propose R-STAN, a two-stream network architecture for video action recognition. In this network, one stream processes appearance information and another stream processes motion information. Each stream is composed of our proposed stacked R-STAB and can be trained end-toend. This network architecture has two advantages: one is that the temporal and spatial attention modules can help capture meaningful information in the videos and provide extra attention-aware features for the network. Another aspect is the benefit of residual learning, which allows us to build very deep network structure to learn the complex features of the videos. The experimental results show that our R-STAN can achieve good performance with only RGB and RGB Difference as input modalities. 
