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Abstract 
This work proposes a unified framework for the integrated process and solvent synthesis that 
allows the identification of solvent molecules based on process performance criteria. The 
presented methodology suggests the synthesis of solvent molecules based on multiple 
objective optimisation. While the interactions among a variety of objectives are thoroughly 
explored, the optimisation results in a comprehensive set of solvents that represents 
molecules with a broad range of structural, physical and economic characteristics regardless 
of the process task in which they are to be utilised. The obtained molecules are introduced 
into the process synthesis stage through the formation of molecular clusters, thus partitioning 
the molecular set into smaller compact groups of similar molecules. A representative 
molecule from each cluster is introduced into the process synthesis model as a discrete option 
and the result represents the economic impact of the solvent in the specific process. A variety 
of clustering strategies are explored in order to incorporate the solvent design information 
into the process synthesis stage without increasing the solvent-process synthesis 
computational load. Stochastic optimisation technology is employed for the quick and 
reliable identification of optimum solvent and process design options. Stochastic optimisation 
algorithms in the form of Simulated Annealing, Genetic Algorithms and Ant Colony 
Optimisation are comparatively studied with regards to their performance in superstructure 
optimisation of separation processes. The presented developments are illustrated with a 
number of cases studies of academic and industrial importance on the integrated synthesis of 
solvents and separation processes. 
The proposed framework is further extended to account for the integrated synthesis of 
solvents and reaction-separation process systems. The presented methodology integrates 
previous efforts in reaction-separation process synthesis with the proposed solvent-process 
design technology. The employed process synthesis scheme is able to capture all possible 
designs featuring reaction, reactive separation and separation options through the use of 
generic superstructure representations. The integrated solvent and reaction-separation process 
synthesis is illustrated through a case study on the design of solvents for extractive 
fermentation processes. The solvents designed using the proposed framework for both 
separation and reaction-separation processes present major improvements over results 
obtained using existing solvent-process design methods. 
IV 
Acknowledgements 
First of all, I would like to thank my supervisor Dr. Patrick Linke for his constant support, 
guidance and friendship. His research ideas are totally innovative and well structured in his 
mind. He takes up very challenging research problems and has a way of making even the 
most complex things sound simple and effortless. I would also like to thank my other 
supervisor Prof. Antonis Kokossis for his advice and recommendations and for always 
considering me when new research or job opportunities are presented. Thank you both for 
giving me the opportunity to start this PhD and for the financial support. It has been a 
privilege working with you! 
I would also like to thank all the staff from the chemical engineering department and 
particularly Andy Tate, Penny Briggs and David Arnall for always being welcoming and 
willing to help. Especially, I would like to thank Dr. Norman Kirkby for his valuable advice 
regarding Fortran related issues. 
I would like to acknowledge the IChEME CAPE subject group and particularly the chairman, 
Prof. D. Bogle, for the prize in the Colin McGreavy competition. I would also like to 
acknowledge the ESCAPE 14 organizing committee for giving me the opportunity to attend 
the conference through the Marie Curie sponsorship. 
Many thanks go to my family for all their support and encouragement throughout my 
undergraduate and postgraduate years. I definitely wouldn't have made it without them! 
I would also like to thank Daniel Montolio-Rodriguez for his help with the preparation of 
parts of this work. I wish he had joined the group a lot earlier! 
I made many friends throughout the past three years and it has been an enjoyable ride! 
Thanks to Thanos and Maria who have been good friends all these years, always welcoming 
and encouraging and have made Guildford a less painful place to be! Thanks to Ricardo for 
being a good friend, always willing for a meaningful discussion over breakfast, lunch or a 
pint! I wish that he didn't have to go back to Italy so early on! Thanks to Alex who is 
probably the best housemate I have ever had and a good friend. Thanks also to Chrysa for 
being a friend (and helping Alex to be a good housemate! !! ). Thanks to my previous 
housemates Andreas and Mauro who have been so much fun to live with in the crazy Park 
V' 
Barn house. Thanks to Dave and Henry for being friendly and helpful. Thanks to my old 
friend Nik for the weekends in Loughborough. Thanks to Istvan, Jason, Chrisoula, Kostas, 
Kiki, Despoina, Saloua, Christoforos, Caetano and Sylvaine who have helped me in the first 
couple of years and made life enjoyable. Thanks to the guys in the office Suresh, Sujoy, 
Elaine, Anatoliy, Moheema for their help and friendship. Thanks to all my friends back home 
for not forgetting me. 
Last, but by no means least (she is probably wondering by now why I haven't thanked her 
yet! ) I would like to say the most special thank you to Dr. Vikki. Thank you for the constant 
support, encouragement, understanding and joy that you brought in my life. Thank you for 
showing me the "ways of the western man" and helping me adjust to the English culture. 
Thank you for all the wonderful journeys abroad. Thank you for showing me what you can 
achieve with self-belief and perseverance. Thank you for reading my thesis without falling 
asleep (you are probably the only one)!!! Above all thank you for being around for me, even 
in the difficult times (and you have been a pleasant distraction! ) 
vi 
Table of Contents 
Abstract iii 
Acknowledgements iv 
Table of Contents vi 
List of Tables x 
List of Figures xiii 
Nomenclature xvi 
1 Introduction 1 
1.1 Structure of the thesis 5 
2 On the Synthesis and Optimisation of Liquid-liquid Extraction 
Processes Using Stochastic Search Methods 8 
2.1 Process representation and problem formulation 9 
2.1.1 Mathematical formulation 11 
2.2 Stochastic Optimisation Methods: Background and Implementation 13 
2.2.1 Process Simulation 14 
2.2.2 Stochastic optimality 15 
2.2.3 Simulated Annealing 15 
2.2.4 Genetic Algorithms 19 
2.2.5 Ant Colony Optimisation 23 
2.3 Objective Function 30 
2.4 Illustrative Examples 31 
3 Development of Solvent Candidates for Optimal 
Process-Solvent Systems 38 
3.1 Problem decomposition for integrated process-solvent design 42 
3.2 Optimisation framework 44 
3.2.1 Representation of solvent molecules 44 
3.2.2 Multiple objective optimisation 45 
3.2.3 Multiple objective Simulated Annealing 47 
vii 
3.3 Synthesis background and objectives 49 
3.3.1 Solvent performance indicators 50 
3.3.2 Properties as synthesis objectives 51 
3.4 Illustrative examples 52 
3.4.1 Example 1: Design of solvents for the separation of an n-Butanol-Water 
mixture using liquid-liquid extraction 54 
3.4.2 Example 2: Design of solvents for the separation of an Air-Acetone mixture 
using gas-absorption 63 
3.5 Concluding remarks 71 
4 Decomposition-based Approach for the Integrated Solvent 
and Process Design 73 
4.1 Problem definition 74 
4.2 Solvent design-process synthesis interface 75 
4.2.1 Clustering of Pareto optimal set 76 
4.3 Process synthesis framework 83 
4.4 Solvent-process synthesis background 84 
4.4.1 Solvent representation and multi-objective optimisation 84 
4.4.2 Clustering algorithm 85 
4.4.3 Clustering validity criteria 86 
4.4.4 Optimisation methods 87 
4.5 Implementation of proposed methodology 87 
4.5.1 Solvent and process design objectives and constraints 87 
4.5.2 Goals of illustrative examples 91 
4.6 Illustrative Examples 92 
4.6.1 Example 1: Integrated solvent-liquid-liquid extraction-distillation 
design for the separation of an n-Butanol-Water mixture 92 
4.6.2 Example 2: Integrated solvent-gas-absorption-distillation design for 
the separation of an Air-Acetone mixture 100 
4.6.3 Example 3: Integrated solvent-extractive distillation design for the 
separation of a Cyclohexane-Benzene mixture 109 
4.7 Summary of important observations 112 
4.8 Concluding remarks 113 
viii 
5 Case Studies: Integrated Solvent and Process Selection 115 
5.1 Preliminary process screening 116 
5.2 Process and solvent synthesis background 118 
5.2.1 Process models 118 
5.2.2 Process and solvent synthesis objectives 119 
5.3 Case study 1: Design of solvents for the recovery of dichloromethane 120 
5.3.1 Case A: Liquid-liquid extraction-solvent recovery 120 
5.3.2 Case B: Extractive Distillation 122 
5.3.3 Comparison of cases A and B 124 
5.4 Case study 2: Design of solvent recovery plant 125 
5.4.1 Process pre-screening 125 
5.4.2 Process synthesis decisions 126 
5.4.3 Results and discussion 128 
5.4.4 Comparison of optimum structures 134 
5.5 Conclusions 135 
6 Integrated Solvent Design and Reaction-Separation Process Synthesis 136 
6.1 Integration of solvent design and reaction-separation process synthesis 139 
6.1.1 Problem statement and synthesis approach 140 
6.1.2 Process synthesis framework 142 
6.2 Synthesis background and optimisation 144 
6.3 Illustrative example and implementation 144 
6.3.1 Solvent properties for extractive fermentation 144 
6.3.2 Remarks on the solvent and process synthesis framework 147 
6.3.3 Process synthesis strategy 148 
6.4 Design of solvents for ethanol production through extractive fermentation 149 
6.4.1 Solvent-process clustering results 151 
6.4.2 EF synthesis results for optimal molecules 154 
6.4.3 Toxicity and melting point considerations 155 
6.4.4 EFN synthesis results for optimal molecules 157 
6.4.5 Comparison with results from literature 159 
6.5 Sol ution robustness and time performance 160 
6.6 Concluding remarks 162 
1\ 
7 Conclusions and Future Work 164 
7.1 Discussion on proposed developments 165 
7.1.1 Integrated solvent and process synthesis design philosophy 165 
7.1.2 Stochastic optimisation in process synthesis 166 
7.1.3 Application of proposed method to complex systems 166 
7.1.4 Limitations of proposed synthesis framework 167 
7.2 Future work 168 
7.2.1 Incorporation of solvent design information in process synthesis using 
a regressed model of the Pareto front 168 
7.2.2 Knowledge driven optimisation in integrated solvent and process synthesis 170 
7.2.3 Application of proposed methodology in grid computing environment 170 
7.2.4 Conceptual screening of reactive-extraction process options 171 
7.2.5 Integrated solvent and separation process selection 172 
References 173 
Appendix A: Problem Data and Specifications 182 
Appendix B: Process and Cost Models 186 
Appendix C: Calculations and Correlations 189 
N 
List of Tables 
Chapter 2 
Table 2.1: Algorithmic parameters 19 
Table 2.2: Search rigor control parameters 19 
Table 2.3: Use of standard deviation as termination criterion in ACO 28 
Table 2.4: Components used in examples 31 
Table 2.5: Computational results for Examples 1 and 2 32 
Table 2.6: Optimisation results for Examples 1 and 2 33 
Table 2.7: Computational results for Examples 3 and 4 34 
Table 2.8: Optimisation results for Example 3 34 
Table 2.9: Optimisation results for Example 4 35 
Chapter 3 
Table 3.1: Sensitivity analysis of solvent properties 52 
Table 3.2: Designs obtained using M. O. O. solvent performance objectives for case A 54 
Table 3.3: Designs obtained using M. O. O. property objectives for case B 56 
Table 3.4: Designs obtained using S. O. O. for case C 57 
Table 3.5: Designs obtained using M. O. O. for case C 58 
Table 3.6: Order of polynomial and coefficients for cases A and B 62 
Table 3.7: Numerical results for increasing number of objectives 63 
Table 3.8: Designs obtained using the M. O. O. framework for gas-absorption 65 
Table 3.9: Designs obtained for simultaneous solvent design with gas absorption 66 
Table 3.10: Designs obtained for simultaneous solvent design with gas absorption 
and recovery 68 
Table 3.11: Comparison of S. O. O. and M. O. O. solvent results based on process 
performance 69 
Chapter 4 
Table 4.1: Objective functions for solvent design 88 
Table 4.2: Process and partitioning of data for Example 1 93 
Table 4.3: Best ranking molecules for Example 1 95 
Table 4.4: Best ranking molecules with aromatic rings for Example 1 96 
Xi 
Table 4.5 Optimum process structures for each molecule of Tables 4.3 and 4.4 96 
Table 4.6: Molecules found using S. O. O. for various objectives 98 
Table 4.7: Standard deviation against population size for each cluster 100 
Table 4.8: Population size with respect to computational time and number of molecules 
screened 100 
Table 4.9: Cost of the central molecule for each cluster for Example 2 101 
Table 4.10: Total clustering results for serial clustering in Example 2 103 
Table 4.11: Total clustering results for serial clustering using the clustering probability 104 
Table 4.12: Solvents identified in Example 2 107 
Table 4.13: Optimum process structure for D1 107 
Table 4.14: Physical properties and process-solvent cost of molecules for Example 2 108 
Table 4.15: Average computational time for different population sizes in Example 2 109 
Table 4.16: Highest ranking molecules for Example 3 111 
Table 4.17: Process optimisation results for Example 3 (where j=ed, dst) 112 
Table 4.18: Summary of reduction of computational load achieved in examples 113 
Chapter 5 
Table 5.1: Objective functions and constraints for solvent design 119 
Table 5.2: Physical properties of obtained molecules for case A 121 
Table 5.3: Process performance of obtained molecules for case A 122 
Table 5.4: Boiling points for components in case study 1 122 
Table 5.5: Obtained solvent molecules for case B 124 
Table 5.6: Comparison of cases A and B 125 
Table 5.7: Available processes 126 
Table 5.8: Mixture azeotropic data 126 
Table 5.9: Molecular design data for case study 2 128 
Table 5.10: Comparative optimisation results for processes A and B 130 
Table 5.11: Optimum and near optimum solvent options for process B 130 
Table 5.12: Optimum process structure for solvents B1 130 
Table 5.13: Physical properties for proposed solvent molecules 131 
Table 5.14: Comparative optimisation results for processes C and D 133 
Table 5.15: Optimum process structure parameters and options for process C 133 
Table 5.16 Optimum process structure for pair of solvents Cl 133 
xii 
Table 5.17: Physical properties for proposed solvent molecules S2 134 
Table 5.18: Comparative optimisation results for proposed structures 134 
Chapter 6 
Table 6.1: Kinetic parameters for ethanol production (Fournier, 1986) 150 
Table 6.2: Clustering iteration 1 for infinite dilution activity coefficients 152 
Table 6.3: Optimal molecules for EF process synthesis 154 
Table 6.4: Process parameters for solvent-EF synthesis 154 
Table 6.5: Physical properties for molecules S 1-S6 155 
Table 6.6: Additional molecules obtained by M. O. O. CAMD for CS, Tm lower 
than those of dodecanol 156 
Table 6.7: Process parameters for molecules E1-E3 156 
Table 6.8: Physical properties for molecules E 1-E3 157 
Table 6.9: Optimisation results for EFN synthesis of highest ranking molecules 157 
Table 6.10: Optimal results for SEF, EF, EFN synthesis using dodecanol 159 
Table 6.11: Comparison between results presented in this work and results obtained 
from literature 159 
Table 6.12: Computational results 162 
Appendix A 
Table A. 1: Volume and area parameters for UNIQUAC 182 
Table A. 2: Binary interaction parameters K for UNIQUAC 182 
Table A. 3: Problem data 183 
Table A. 4: Recovery and purity specifications 183 
Table A. 5: Mixture components participating in separations 183 
Table A. 6: Input feed flowrates and mass fractions for each component 184 
Table A. 7: Process data for liquid-liquid extraction 184 
Table A. 8: Boiling point related data for chapters 3 and 4 184 
Table A. 9: Process design data chapters 3 and 4 184 
Table A. 10: Groups considered in molecular design 185 
Appendix C 
Table C. 1: Parameters for tie line correlation 190 
Table C. 2: Parameters for solubility surface correlation 190 
X111 
List of Figures 
Chapter 2 
Figure 2.1: Superstructure of the extractor 11 
Figure 2.2: Main components of representation framework 13 
Figure 2.3: Representation of decomposition based strategy for UNIQUAC 14 
Figure 2.4: Flow diagram for SA 16 
Figure 2.5: Typical convergence results for SA 18 
Figure 2.6: Flow diagram for GA 20 
Figure 2.7: Single point Crossover 21 
Figure 2.8: Example of Mutation 21 
Figure 2.9: Typical convergence results for GA 23 
Figure 2.10: Flow diagram for ACO 25 
Figure 2.11: Effect of difference between Number of Regions and Number of Ants in the 
convergence of ACO 28 
Figure 2.12: Typical convergence results for ACO 29 
Figure 2.13: Effect of Trail Diffusion in convergence of ACO 29 
Figure 2.14: Effect of Evaporation rate in convergence of ACO 30 
Figure 2.15: Performance of the algorithms in terms of time 36 
Chapter 3 
Figure 3.1: Schematic representation of proposed decomposition based strategy 43 
Figure 3.2: Flowchart for multi-objective SA 48 
Figure 3.3: M. O. O. vs. S. O. O. range of properties for case A 55 
Figure 3.4: Case A vs. case B and S. O. O. framework range of properties 56 
Figure 3.5: M. O. O. vs. S. O. O. range of properties for case C 58 
Figure 3.6: a) Comparison of designs obtained by Marcoulaki and Kokossis (2000b) with 
designs obtained in case A. b, c) Comparison of designs obtained by Marcoulaki and 
Kokossis (2000b) with designs obtained in cases A and B 59 
Figure IT Correlation coefficient for properties of designed molecules in case A 60 
Figure 3.8: Correlation coefficient for properties of designed molecules in case B 61 
xiV 
Figure 3.9: Correlation coefficient for properties of designed molecules in case C 61 
Figure 3.10: Ranges of properties for M. O. O. vs. S. O. O. simultaneous solvent-process 
design approach 67 
Figure 3.11: Integrated solvent-process design for separation of air-acetone mixture 68 
Figure 3.12: Correlation coefficient for cost (OF)-solvent properties in integrated solvent- 
process design 70 
Chapter 4 
Figure 4.1: Schematic representation of proposed decomposition based methodology 74 
Figure 4.2: Logical flow diagram for solvent-process clustering decisions 78 
Figure 4.3: Clustering paths identification through serial clustering 79 
Figure 4.4: Clustering paths identification through parallel clustering 80 
Figure 4.5: Process synthesis framework 83 
Figure 4.6: Components of integrated solvent-process synthesis framework 84 
Figure 4.7: Generic structural configuration utilised in the presented examples 91 
Figure 4.8: Results of clustering validity rule 92 
Figure 4.9: Minimum second differences against number of clusters for Example 1 94 
Figure 4.10: Effect of solvent selectivity (Ss) and solute distribution coefficient (M) in 
process cost (OF) 97 
Figure 4.11: Development of standard deviation against population size 99 
Figure 4.12: Generation of molecular clusters for Example 2 101 
Figure 4.13: Integrated solvent process cost for all molecules obtained for Example 2 102 
Figure 4.14: Clustering results for parallel clustering 106 
Figure 4.15: Average standard deviation against population size for both clustering 
strategies in Example 2 108 
Figure 4.16: Clustering results for Example 3 110 
Chapter 5 
Figure 5.1: Structures employed for extractive distillation and liquid-liquid extraction- 
recovery processes 118 
Figure 5.2: Simplified process flow diagram 120 
Figure 5.3: Proposed clustering paths 121 
Figure 5.4: Potential separation splits 123 
\v 
Figure 5.5: Proposed conceptual superstructure for solvent recovery plant 127 
Figure 5.6: Design options a) and b) for structure (1,2,3,4,5) of Figure 5.5 129 
Figure 5.7: Design options a) and b) for structure (1,2,3,6,7) of Figure 5.5 132 
Chapter 6 
Figure 6.1: Integrated solvent-reaction-separation framework 141 
Figure 6.2: Example RMX unit and design options captured by RMX units 142 
Figure 6.3: Extractive fermentation process configurations 148 
Figure 6.4: Clustering decisions for identification of optimal molecules 152 
Figure 6.5: Comparison of EF and SEF synthesis performance of molecules 153 
Figure 6.6: Optimal structures for EFN synthesis 158 
Xvi 
Nomenclature 
Chapter 2 
Symbol Description 
c Parameter controlling non-linearity in ACO 
Cspl Cost coefficient for solvent ($/kg) 
C1 Cost coefficient per stage of column ($/stage' yr) 
E, Objective function value of state i 
E1, c Mass flow of component c in stage i of the the extract stream (kg/hr) 
E;,, p Total flowrate of solvent in the Objective Function (kg/hr) 
ESFI Split fraction of the extract stream in stage i 
FSFi Split fraction of the raffinate stream in stage i 
k Current temperature interval or ant passing from a region 
l Length of the chromosome string 
LMC Length of Markov chain in Simulated Annealing 
NA Number of ants in Ant Colony Optimization 
NST Total number of stages in the Objective Function 
PRRraf c Target purity 
PS Population size in Genetic Algorithms 
R Maximum search radius 
RC Target recovery 
RESF Split fraction of the extract stream participating in recycle/bypass 
R;, Mass flow of component c in stage i of the raffinate stream (kg/hr) 
Rraf Mass flow of the outlet in the raffinate stream (kg/hr) 
RSF Split fraction of the raffinate stream participating in recycle/bypass 
SECOMP Set of components 
SESF Set of side feed streams 
SESP Set of side product streams 
SESS Set of side solvent streams 
SEST Set of stages 
sf Side feed 
SF1 
., 
Mass flow of component c in stage i of the side feed stream (kg/hr) 
XIII'll 
Symbol Description 
sp Side product 
SP; s Mass flow of component c in stage i of the side product stream (kg/hr) 
ss Side solvent feed 
SS;, c Mass flow of component c in stage i of the input side solvent stream (kg'hr) 
T Annealing temperature or total number of iteration in ACO 
Number of iterations over T' in SA 
x;, c Mass fraction of component c in stage i of raffinate stream 
yi, c Mass fraction of component c 
in stage i of extract stream 
S Statistical cooling parameter 
dzj Amount of pheromone laid to a region i by an ant 
p Positive parameter controlling the trail evaporation 
Cr Standard deviation 
7(i) Pheromone value of region i 
\v'111 
Chapters 3-5 
Symbol Description 
AF Absorption factor 
Ce Cost coefficient for energy ($, hr/kJ) 
Cl Cluster number 
CS Toxicity 
CSI Cost coefficient per stage for column ($/stage*yr) 
E Energy required in distillation (kJ/hr or BTU/hr) 
EF Extraction factor 
H, Heat of vaporisation (kJ/gmol) 
LC50 Lethal concentration (mol/L) 
M Distribution coefficient (wt/wt) 
MW Molecular weight (g/gmol) 
N Number of stages 
Nm Number of molecules in cluster 
OF Objective function value 
P Probability 
P,, p Vapour pressure (bar) 
PR Target purity 
R Reflux ratio 
RC Target recovery 
RS R-squared clustering index 
Sb Solute solubility (wt/wt) 
SF Split fraction 
SFB Solvent flowrate (kg/hr or ton/hr) 
S, Solvent losses in raffinate (wt%) 
SM Solvent molecule 
SP Solvent power (wt/wt) 
SS Selectivity (wt/wt) 
SSB Sum of squares between 
SSW Sum of squares within 
T Temperature (K) 
xix 
Symbol Description 
TBP Boiling point temperature (K) 
w" Weight of objective i 
X* Equilibrium liquid concentration of acetone 
Xb Mole or mass fraction at the bottom of the column 
Xd Mole or mass fraction at the top of the column 
yin Inlet molar concentration of acetone in gas phase 
your Outlet molar concentration of acetone in gas phase 
% Contribution of group j 
aB, A Relative volatility 
y Infinite dilution activity coefficient 
S Solubility parameter (cal/cm3)li2 
A Tmin Minimum temperature difference 
Subscripts/Superscripts 
Symbol Description 
A Solute 
ab Absorption 
B Diluent 
cnd Condenser 
dst Distillation 
ed Extractive distillation 
He Liquid-liquid extraction 
max Maximum 
min Minimum 
rb Reboiler 
S Solvent 
xx 
Chapter 6 
Symbol Description 
CE Limiting concentration of ethanol (gr/L) 
C Concentration (gr/L) 
D Density difference 
EF Extractive fermentor 
EFN Extractive fermentation network 
k Rate constant (kg, /kgc-hr) 
NE, S Flowrate of ethanol in extract stream (kg/hr) 
NG, aq Flowrate of glucose in raffinate (kg/hr) 
Ns Flowrate of solvent in extractive fermentation (kg/hr) 
nt Toxic power constant 
Pt Number of points in each cluster 
r, Production rate 
SEF Sequential extractive fermentor 
TM Melting point (K) 
Y Yield 
AG Gibbs free energy of reaction 
Chapter 11 
Chapter 1 
Introduction 
Solvents are frequently used as mass separating agents in order to improve the driving forces 
in chemical processes. The design objective is to choose process configurations and solvent 
molecules such that the performance of the overall system is maximised. However, due to the 
complexities involved in the design problem, computer aided molecular design (CAMD) and 
chemical process synthesis have evolved as two independent disciplines within process 
systems engineering. Extensive research efforts in recent years produced promising results in 
both areas. These research efforts can now be brought together to form the basis for a 
technology that will allow the design of high performance solvents tailored specifically for 
the process system in which they will be utilised. 
The design of solvent molecules using CAMD techniques capitalises on the development of 
computational methods in order to screen for molecules with superior performance, while 
avoiding the time consuming and unfocused experimental studies. High quality simulations 
of solvent molecules can be achieved by use of models based on quantum mechanics. While 
these methods are computationally expensive, Group Contribution (GC) methods achieve a 
reasonable estimation of the properties of the designed solvent molecules required in the 
chemical processes in only a fraction of the time required by quantum mechanic simulations. 
Employing structural combinations of functional groups, the GC methods predict the 
properties of the generated molecules in a reverse engineering approach. This design 
philosophy allows the combined use of optimisation and GC CAMD synthesis techniques, 
where a vast number of options are screened with the objective of synthesising molecules that 
reach desired performance targets. As this philosophy has evolved through research, 
successful results have been reported in published literature with regards to the performance 
of the synthesised molecules. These results have mainly been achieved due to improvements 
in the CAMD synthesis representation and to the development of faster and more robust 
optimisation algorithms. However, there are underlying limitations that have not yet been 
addressed and will be discussed below. 
Chapter 1 
Current optimisation based CAMD solvent synthesis methods employ a set of criteria during 
the exploration of the solvent synthesis solution space. These criteria are in the form of 
thermodynamic properties that emulate the behaviour of the molecules into the processes in 
which they are utilised. The formulation of the optimisation problem dictates that one of the 
employed thermodynamic criteria assumes the role of the objective function that is being 
optimised. The remaining criteria are restrained to the auxiliary role of constraints providing 
performance limits that either are desired to be achieved or must not be violated. The first 
assumption that is inherent in this formulation is that a single thermodynamic criterion is 
sufficient to lead the optimisation search towards solvent molecules that will positively affect 
the performance of a pre-selected process. The second assumption involves the selection of 
bounds representing the performance limits that is in many cases unwarranted as there is no 
prior knowledge of these limits. In this context the manifold synthesis drives involved in 
process synthesis are poorly represented or misrepresented and the results are prematurely 
biased towards presumably optimal options. An additional shortcoming derived as a result of 
a strategy that employs a single objective function to represent the synthesis problem's 
requirements, is that all the underlying trends and trade-offs among the intermolecular 
property-property and structural-property relations remain unexplored. The wealth of 
knowledge generated during the optimisation search is not captured. However, it could be 
constructively exploited in order to reduce the implications of the utilised assumptions. 
The success of the optimisation based CAMD solvent synthesis methods showed that there is 
a wide scope for improvement in the obtained results which is being deterred by the 
previously described limitations. The use of improved CAMD synthesis representations in 
combination with the latest developments in optimisation and computing technology has 
shifted the research focus towards the synthesis of solvents as part of the processes in which 
they are being utilised. The strategy followed is that of the simultaneous solvent and process 
design. Despite the potential of this strategy for the identification of improved solvent- 
process design solutions, the reasons that had originally led to the decoupling of process 
synthesis from CAMD solvent design remain unresolved. There is an enormous variety of 
decisions that need to be made in order to arrive to an optimal result that achieves the best 
possible trade-offs between the designed solvent molecules and the process objectives. 
The 
available optimisation technologies are unable to handle the 
burden of these decisions 
without use of extensive computational effort. At the same time the thermodynamic and 
process models utilised are highly non-linear and the existing solution methods 
have been 
Chapter 13 
known to struggle with the solution of large, extremely non-linear equation systems. 
Difficulties of this type have been addressed by reducing the solvent-process optimisation 
space or simplifying the solvent-process models based on insights drawn by heuristic 
assumptions. However, these strategies focus on the optimisation of sub-systems of the 
overall problem and fail to capture important synergies. This limitation deprives confidence 
from both the solvent and process design results. 
Optimisation lies at the heart of any CAMD solvent synthesis or process synthesis approach, 
if maximum system performance is endeavoured. The use of appropriate optimisation 
methods depending on the requirements of the problems at hand leads to identification of 
globally optimal solutions with low computational effort. As explained above, the available 
optimisation methods are insufficient to tackle the simultaneous solvent-process synthesis 
with the approaches proposed to date. On the other hand, CAMD solvent synthesis and 
process synthesis problems have been individually addressed with considerable success by 
use of appropriate optimisation methods. The two main existing categories of optimisation 
methods are deterministic and stochastic optimisation. Deterministic optimisation methods 
are usually represented through variations of Mixed Integer Non Linear Programming 
(MINLP) formulations and are useful tools in cases where strict mathematical optima are 
required. Major limitations of these methods involve the computationally intensive use of 
derivative transformations, inexistence of mechanisms to prevent the convergence in local 
optima in highly non-convex domains and difficulties in the problem initialisation when 
complex models are involved. On the other hand, stochastic optimisation methods usually 
emulate physical systems in order to explore the solution space of a given problem and 
identify the optimum solution through a series of probabilistic transformations. These 
methods do not suffer from the same limitations as the deterministic methods because their 
inherent mathematical operations are very simple and their mechanisms provide venues to 
target the globally optimal domain. However, the lack of these limitations is traded-off for 
convergence to a distribution of nearly optimal solutions and sometimes for long 
computational times required for the implementation of the stochastic experiments. These 
characteristics are not necessarily shortcomings as the distribution of nearly optimal scenarios 
provides probabilistic guarantees for the quality of the solutions. Furthermore, the existence 
of close-to-target solutions provides valuable design insights into the problem that can be 
exploited in order to reduce the computational times. For all the above reasons stochastic 
optimisation methods appear as attractive candidates for the solution of large scale synthesis 
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problems and deserve further attention, especially in the highly complex process synthesis 
problems. 
The main goal of this thesis is to address the optimal design of solvent molecules based on 
their performance in the process in which they are to be utilised. At the same time the aim is 
to install confidence in the obtained results by targeting the globally optimal domain both at 
the solvent and process design stage. The targeted synthesis and optimisation framework 
should account for all the interactions between solvent and process design that affect the 
decision making process, thus providing the designer engineer with insights that can reliably 
lead to the emergence of optimum decision paths. Furthermore, it should be sufficiently 
flexible to accommodate both conceptual and detailed solvent-process representations, while 
keeping the computational requirements at adequate levels. 
The previously described goals and limitations constitute sufficient incentives for the 
development of a novel design philosophy for the integrated CAMD solvent and process 
synthesis. This study proposes that the overall design problem is decomposed into a solvent 
design stage and a process synthesis stage, which consists of both separation and reaction- 
separation synthesis problems, in order to keep the computational effort low. The solvent 
design stage utilises multi-objective optimisation in order to identify optimum solvent 
candidates without a priori excluding options that will potentially be useful at the process 
design stage. This formulation does not give any comparative advantage to the employed 
objectives over each other based on premature assumptions. On the contrary, it creates a map 
of molecular property and structural interactions that is supplemented by the performance of 
each molecule based on process criteria. The obtained solvent design information is 
systematically introduced into the process synthesis stage using a data mining technique in 
the form of clustering. Therefore, the hidden solvent design information is effectively 
exploited and the computational requirements at the process synthesis stage are reduced. At 
the same time stochastic optimisation methods are proposed for the quick and reliable 
identification of solvent and process design options. The choice of the utilised methods is the 
result of a thorough investigation of three state of the art optimisation algorithms with regards 
to their performance in superstructure optimisation of separation processes. 
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1.1 Structure of the thesis 
This thesis explores the following topics: a) stochastic optimisation techniques for separation 
process synthesis, b) multi-objective optimisation in CAMD solvent synthesis, c) efficient 
interfacing strategies of solvent design information in process synthesis, d) real world case 
studies and e) integrated solvent-reaction-separation process synthesis. In Chapter 2a 
synthesis and optimisation platform for liquid-liquid extraction processes is designed using 
stochastic optimisation methods. The platform consists of a representation framework 
capable of capturing simple as well as complex extraction process arrangements and a 
stochastic optimisation scheme for the optimal screening of processes. The presented work 
comparatively studies three optimisation algorithms: Simulated Annealing (SA), Genetic 
Algorithms (GA) and Ant Colony Optimisation (ACO). Special attention is given in the 
representation potential of the process synthesis superstructures and their incorporation in the 
optimisation algorithms. The proposed framework is sufficiently flexible to account for 
liquid-liquid extraction synthesis models of the most general type and provides a way of 
avoiding convergence complications due to the non-linear nature of the simulation models. 
Furthermore, it systematically addresses the effect of the algorithmic control parameters in 
stochastic convergence, an issue that is rather vaguely tackled in many related publications. 
The proposed design method is tested on a number of examples in the separation of two 
quaternary systems utilising different methods to model the liquid-phase non-idealities. The 
results demonstrate the merits and disadvantages of the algorithms, both in terms of ease of 
implementation as well as search speed and robustness. 
In Chapter 3 the thesis addresses the limitations that emerge from the CAMD applications in 
the optimal synthesis of solvents through a novel approach of designing solvents built upon 
multiple objective optimisation technology. Such limitations involve the formulation of the 
objective function utilised in CAMD solvent optimisation, the loss of solvent design 
information produced during the optimisation and the inexistence or partial existence of 
process performance feedback in solvent synthesis. The proposed approach is illustrated with 
two examples in the design of molecules for liquid-liquid extraction and gas-absorption 
processes. The results demonstrate the ability of the presented synthesis framework to embed 
highly inclusive solutions and to reveal the trends that dominate the relations among the 
utilised objective functions. It is shown that the obtained set of solvent candidates includes 
the solvent molecules that have been found using single objective optimisation methods or 
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proposes improved designs that these methods failed to capture. Furthermore, it is shown that 
the obtained set of molecules includes those molecules that have been designed with process 
performance feedback present at the solvent synthesis stage. The comparison of results 
obtained from single objective solvent design methods and the presented methodology based 
on process performance criteria proves that in some cases single objective solvent design can 
lead to suboptimal solutions. Finally, the robustness and efficiency of the multiple objective 
optimisation technology with respect to varying numbers and types of objective functions is 
also demonstrated. 
In Chapter 4a new strategy is proposed for the effective incorporation of the obtained solvent 
design information into process synthesis. The aim of the proposed strategy is to capitalise on 
the existing solvent design knowledge in order to robustly and reliably identify the optimum 
solvent options based on process performance criteria. The proposed strategy involves the 
utilisation of data mining techniques in the form of clustering in order to partition the 
molecular set into smaller compact groups of similar molecules. A representative molecule 
from each cluster is introduced into the process synthesis model as a discrete option and the 
result represents the economic impact of the solvent in the specific process. The obtained 
process cost for the representative molecule is then linked to the contents of the cluster 
through a probability distribution function that allows the stochastic comparison of 
solvent/process costs in various clusters without requiring process cost data for all the 
molecules. The molecules that benefit process synthesis are, therefore, revealed only by 
optimising the process models for a few molecules. The presented examples involve the 
design of solvents for liquid-liquid extraction, gas-absorption and extractive distillation. The 
examples elaborate on the implementation of the proposed strategy, illustrate the 
development of solvent and process design targets and comparisons are made with results 
from published literature. 
Chapter 5 presents two case studies of industrial complexity. The case studies provide the 
opportunity to address the implementation of the proposed method in cases that different 
process candidates exist for the same separation. The first case study involves the separation 
of a multi-component mixture using either liquid-liquid extraction or extractive distillation. 
The second case study addresses the design of a solvent recovery plant with multiple 
combinations of separation options. In this case the potential of the proposed methodology in 
the development of solvent and process superstructures is investigated. 
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Chapter 6 addresses the integrated CAMD solvent synthesis and reaction-separation process 
design. In this case the proposed method is extended to account for the high complexities of 
reaction-separation processes. The employed framework involves the design of solvents 
based on their performance in the synthesis of simple reaction separation configurations. The 
obtained results constitute insights that are exploited in the design of complex reaction 
separation networks. The proposed framework is illustrated in an extensive example on the 
design of solvents for extractive fermentation processes. It is shown that such processes can 
gain significant benefits by combining the replacement of the existing solvents with 
improvements in the process structure. Solvent properties that are important during the 
reactive stage are considered together with process performance issues. Results show high 
confidence in the identification of optimal solvent molecules and compare favourably with 
previously published cases. 
Finally, Chapter 7 concludes the presented work discussing advantages, limitations and future 
research directions with regards to the proposed developments. 
Chapter 2 
Chapter 2 
On the Synthesis and Optimisation of Liquid-liquid 
Extraction Processes Using Stochastic Search Methods 
Liquid-liquid extraction is the process of separation of a liquid mixture of components, by 
using a liquid solvent which exclusively dilutes one or more components of the initial 
mixture. This process is used where distillation is difficult or impossible to apply, e. g. when 
the components of the mixture to be separated have very low relative volatilities, similar 
boiling points, are thermo-sensitive or require a vast amount of heat. The current methods for 
design of extractors can be separated into three categories: Graphical methods, simulation 
based methods and optimisation based methods. Traditional graphical methods (Treybal, 
1963, Wankat, 1988) address the design problem using triangular diagrams, where the mass 
balances are represented by tie-lines and the phase equilibrium by solubility curves and are 
thus restricted to ternary systems. More recently Minotti et al. (1996,1998) proposed a 
geometric method where the minimum solvent flowrate is determined by a geometric analysis 
of the composition profiles and their fixed points. It is based on graphical representation of 
the extraction process and is restricted to mixtures of up to four components. Simulation 
based methods include approaches that apply numerical methods to solve simulated process 
formulations using geometric principles employed in graphical methods. Marcilla et al. 
(1999) has suggested a tray-to-tray method for the design of multistage extractors using an 
analytical extension of the Ponchon-Savarit method for the design of distillation columns. 
This method allows the direct determination of the number of stages for a given separation, 
avoiding iterative calculations for the solution of the material balances and phase equilibrium 
equations. 
All the above methods address the problem of designing simple multistage extractor 
cascades. They employ graphical representations of extraction which restrict the applicability 
of the methods to systems with no more than four components. Equally importantly, they are 
unable to identify performance limits for the systems at hand and design options to achieve 
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them. This can only be achieved through the optimisation of complex extractor 
configurations. Very few optimisation based methods have been proposed to date. The most 
sophisticated method has been developed by Reyes-Labarta and Grossmann (2001), who 
optimise superstructures of liquid-liquid extraction processes using generalised disjunctive 
programming (GDP) (Raman and Grossmann, 1994). The design models for liquid-liquid 
extraction involve highly non-linear terms that may cause problems in terms of the quality of 
the solutions identified by such optimisation methods. Confidence in the obtained solutions 
can only be installed through the use of global optimisation methods, such as stochastic 
search techniques. Such techniques have become increasingly popular due to their generality 
and applicability to encompass various problem sizes, their ease of implementation and their 
consistency in robustly finding solutions in the globally optimal domain. This work applies 
stochastic optimisation techniques to the liquid-liquid extraction process synthesis problem. It 
presents a comparative study of stochastic optimisation algorithms in the form of Simulated 
Annealing (SA) (Kirkpatrick et al., 1983), Genetic Algorithms (GA) (Holland, 1975) and Ant 
Colony Optimisation (ACO) (Dorigo, 1992) with respect to the robustness of the algorithms 
in terms of performance and time efficiency, the limitations imposed by the generality of the 
superstructure framework and the ability of the algorithms to produce complex as well as 
conventional solutions. 
The next section describes the generic problem and the synthesis methodology requirements. 
This is followed by a detailed representation of the process along with the required modelling 
equations. Section 2.2 presents the most important features of the stochastic optimisation 
methods and problem specific application details are analysed. The illustrative examples 
considering the separation of quaternary systems using complex multistage extractors are 
presented in section 2.4. 
2.1 Process representation and problem formulation 
This section presents a comprehensive process superstructure formulation to which the 
stochastic search techniques are applied. Countercurrent extractors with side-feeding and 
recycling options are used as synthesis blocks for the generation of the superstructures using 
a netNN-ork of interconnecting streams that define the attainable solution space. The extractor 
blocks consist of a number of equilibrium stages. Continuous optimisation variables include 
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the solvent flow rates and stream split fractions; discrete decisions of the formulation include 
the number of stages in each synthesis block and the existence of stream connections and 
synthesis blocks in the process network. The resulting attainable solution space includes all 
possible simple and complex configurations of extraction processes, including recycle and 
bypass options along with different stream distribution policies. Design complexity is 
controlled through upper bounds on complexity indices, i. e. number of side streams, split 
fractions, number of extractor units and stream connections. In formal terms the problem can 
be stated as follows: 
Given is a set of feed streams, the compositions of the feed streams, and the fractions of the 
solutes in the product streams. The synthesis problem is to optimally determine the number of 
stages required in the process, the feed solvent flowrate and the existence and location of 
intermediate streams, side/feed product streams, recycle/ bypass streams. 
The synthesis framework presented includes certain fundamental and generic characteristics. 
The number of components that are to be separated does not impose any limitations in the 
applicability of the methodology. Furthermore, it demonstrates high flexibility regarding the 
modelling of phase equilibrium, being able to handle both standard methods, such as 
UNIFAC or UNIQUAC, and highly non-linear, system-specific, empirical correlations. The 
generality of the framework allows the identification of different structural design options 
that involve complex feeding and recycle/bypass strategies with different distribution policies 
etc. The promising design scenarios for the superstructure are then extracted with the help of 
robust stochastic optimisation methods. 
The attainable solution space defined by the proposed superstructure depends upon the 
number of structural elements, i. e. extractor blocks, included in the formulation as well as the 
representation potential of the structural elements. Clearly, if the initial superstructure does 
not contain the required minimum number of structural elements required to represent the 
best possible solution, then the method will inevitably lead to a sub-optimal design. On the 
other hand, adding too many structural elements would result in unnecessarily large and 
complex formulations that would be highly computationally expensive to solve. The 
determination of the appropriate superstructure size is still an unanswered question in process 
synthesis and beyond the scope of this work. When applying the proposed superstructure 
optimisation method, the user should be aware of its limitations in that process features 
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beyond the size and representation potential of the proposed superstructure formulation 
cannot be captured. 
A superstructure of a multistage countercurrent extractor is shown in Figure 2.1. The cascade 
consists of n potential stages, an initial feed Ro and an initial solvent feed Eo (E), side feed 
streams of solvent SS, recycle/bypass streams of solvent and raffinate, side feed streams SF 
and side product streams SP of raffinate. 
i 
...................... ....................................................... 
. SSA., 
EI 
2n 
...:...............::,..........................: 
' 
SP 
................. 
------------- ................... 
I II 
........... 
- ---------- 
Raffinate Extract Split Fraction Example 
R,,, R; ( FSF; 
--- raffinate stream extract stream - -*- - __ 
side feed 
--> bypass 
side feed 
sputter bypass Splitter 
R;, RSFý 
................ recycle   .......... > recycle mixer i E ------ side product m xer ,E ESF ý_ f ,, ý ; 
E;., RESF, 
Figure 2.1: Superstructure of the extractor 
2.1.1 Mathematical formulation 
This section presents the mathematical model for the superstructure shown in Figure 2.1. Let 
SECOMP =IC, 'C' , C31- , c, 
} be the set of components in the system and SEST be the i stages 
of the system. Furthermore, RCEI , represents 
the recovery fraction and PRRn. C the purity of 
component c in the final stream E1 and the raffinate stream R respectively. The constraints are 
given by equations (2.1) through (2.9). 
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Mass balance: 
SEST SEST 
FSFi " R; + ESF; E; + RSF; j" Ri + RESF,. j" Ei,, +SPi, = FSF,. _1 " 
Ri_, 
"c jýi, j=1 j#i, j=1 
SEST SEST 
+ESF,. +1 "Ei+IC+ 
RSFJi "Rjc+ >RESFJ, "Ej, +SFi,, +SS,, 
jai, j=1 jai, j=1 
ViE SEST, VcE SECOMP (2.1) 
Split fractions: 
SEST 
FSF- + RSF,. 1 =1 
j*i, j=l 
SEST 
ESF1 + 1: RESF,. J =1, `d iE SEST (2.2) 
Ii i,. 1=l 
Component and totalflowrates relations: 
R, - R. * x1, c = 
0, Ei, - E. * Yi, c =0 
SP- - SP *xSP;, c =0, SE -SF *xsF, c =0 1, c 1 1, c 1 
SS1, 
C - 
SSi *Y SS i, r = 0, ViE SEST, Vce: SECOMP (2.3) 
Mass fractions: 
SECOMP SECOMP 
xic =1' lyi, c =1, 41-4 
C=l C=l 
SECOMP SECOMP 
IX.. 
dyi, c =1, C=l CA 
where A= sp, sf , ss , 
`d ic SEST, Vcc SECOMP (2.4) 
Purity and recovery requirements in the final products: 
Key component in the extraction stream 
SESF 
Ei 
ý, 
>_ RCEI 
C 
Ro, 
c 
+ k1 'SFk, c 
1 Rraf 
.c< 
PRRraf.. 
ýVcE 
SECOMP (2.5) 
Key component in the raffinate stream 
SESF 
E1. 
ß 
RCEI 
( 
Ro, 
ý + 
SFk. 
C 
-, Rraf, c 
> PRRrnj, 
r IVcG SECOMP 
(2.6) 
Purity and recol'o-v requirements in the side products 
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SESP 
SPc RCSPc Roc +I SFk c, 
V cESECOMP 
k=1 
xsP,? PRSPc VcESECOMP 
Phase equilibrium equation 
(r x, ) = (Y, ' x, )", VcE SECOMP 
2.2 Stochastic Optimisation Methods: Background and Implementation 
(2.7) 
(2.8) 
(2.9) 
The optimisation algorithms Simulated Annealing (SA) (Kirkpatrick et al., 1983), Genetic 
Algorithms (GA) (Holland, 1975) and Ant Colony Optimisation (ACO) (Dorigo, 1992) are 
applied to the optimisation problem presented in section 2.1. ACO is a relatively new 
algorithm and is therefore critically evaluated in comparison to the well known search meta- 
heuristics SA and GA. A schematic representation of the optimisation framework is presented 
in Figure 2.2, along with the implementation of the optimisation algorithms in view of the 
synthesis problem. Each randomly generated state is simulated using the presented model 
equations and then it is evaluated in terms of objective function value and constraint 
violation. This existing state updates the previous solution according to the specified criteria 
dictated by the optimisation algorithm that is utilised. A new state is then generated that is 
introduced again into the simulation stage. This procedure is repeated until the termination 
criteria specified by the optimisation algorithm are met. 
Problem Specifications 
" Models 
" VLE/LLE 
Objective Function 
Initial Solutions Simulator + 
Constraints 
-------------------------------------------- ------------- 
Generate New 
Solution Update Solution 
Algorithm Dependent 
------------------------------------------------------------ 
Figure 2.2: Main components of representation framework 
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2.2.1 Process Simulation 
Each new state of the superstructure (design instance) that is generated during the search, is 
simulated by solving the system of the non-linear equations (2.1) through (2.9). Direct 
modelling of the phase equilibrium using highly non linear thermodynamic methods for the 
prediction of composition dependent activity coefficients causes convergence difficulties. A 
two stage decomposition strategy is proposed to address this problem. A schematic 
representation of the strategy is shown in Figure 2.3. At the first stage the phase equilibrium 
L Process Model 
------------------- 
Phase Equilibrium 
at Infinite Dilution 
t------- ------- 
Composition Dependent 
Phase Equilibrium 
New Structure 
Figure 2.3: Representation of decomposition based strategy for UNIQUAC 
is calculated based on the activity coefficients at infinite dilution. By neglecting the 
composition dependence, the activity coefficients can be entered as parameters into the 
simulation model. The resulting simulation model is significantly simplified as it does not 
involve any calculations of activity coefficients using highly non-linear equilibrium relations. 
This model yields solutions that are close to those obtained using composition dependent 
activity coefficients. The solution obtained at this first stage is used as the initial solution 
for 
a detailed simulation that involves the simultaneous solution of the complete model 
inclusive 
of composition dependent equilibrium calculations. The presented two stage strategy ensures 
that the process model converges in short computational times without compromising the 
Chapter 2 15 
accuracy of the simulations. The non-linear simulation models are solved using the solver 
proposed by Chen and Stadtherr (1981). 
2.2.2 Stochastic optimality 
The stochastic optimisation methods implemented in this work perform global searches. In 
contrast to deterministic optimisation methods, which converge to strict mathematical optima, 
the stochastic optimisation methods follow a probability driven search and converge a set of 
stochastic experiments to a stochastic optimum that is represented by a distribution of closely 
fitted solutions. The solutions obtained from the stochastic optimisation methods are 
independent of the initial states of the problem and the characteristics of the distribution of 
solutions obtained from a number of stochastic experiments under varying initial conditions 
can provide statistical guarantees of convergence. The solutions are considered to lie within 
the proximity of the globally optimal solution to the problem if they are identical to or very 
closely approach the performance of the best solution found amongst all stochastic 
experiments. Such a set of stochastically optimal solutions is characterised by a narrow 
distribution of the performances of the individual solutions found. The concept of stochastic 
optimality is demonstrated through representative examples for all three stochastic 
optimisation algorithms in Section 2.4. 
2.2.3 Simulated Annealing 
Simulated Annealing (Kirkpatrick et al., 1983) is a statistical cooling optimisation technique 
that generates a biased random search and employs Monte Carlo simulations under a variable 
probability schedule. Applications in the Chemical Engineering domain include work in 
molecular design synthesis (Marcoulaki and Kokossis 1998,2000a, 2000b) and in separation 
or reaction/separation processes (Floquet et al., 1994; Marcoulaki, Linke and Kokossis, 
2001). Figure 2.4 shows the most important features of SA. 
Perturbation moves 
In Simulated Annealing successive state transitions are carried out from a current state to a 
new neighbouring state. New states are generated by randomly performing moves in the 
current design. Moves are performed on any structural process design feature that is 
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considered a degree of freedom for optimisation. In the present case moves are perfomled on 
the number of stages, on the flowrates of the streams and on the location of the streams. The 
type of moves that can be performed are: 
" Expansion: The addition of features in the base state. 
9 Contraction: The elimination of features from the base state. 
" Alteration: The modification of design features from the base state. 
Figure 2.4: Flow diagram for SA 
Acceptance criteria 
After the new state has been generated it is compared to the present one and it is randomly 
decided whether it will be accepted or rejected according to the Metropolis criteria 
(Metropolis et al., 1953): 
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Pýý- 
1 
exp(-L\E,,,; / T) 
AE;,; <_ 0 
AE, = Ej -Ei 
AEi, > >0 
(2.10) 
where P1, ß is the acceptance probability for the transition from state i to state j, E; is the 
objective function value of state i and T is the annealing temperature. 
Cooling Schedule 
The annealing temperature T is updated by a certain amount after a number of iterations has 
been completed according to the Aarts and Van Laarhoven (1985) schedule: 
Tk+1 = 
[I+Intl+(5). 
Tk /AE 
max(Tk)]-1 . 
Tk (2.11) 
where k represents the current temperature interval and 6 is a statistical cooling parameter 
that controls the speed of the annealing process. The approximation defined by Marcoulaki 
and Kokossis (1999) is used: 
DE 
niax 
(T') = min 
{< E(T k) > +3 " u(T k ), E,.,, (T k)}- E4 min (2.12) 
where a( T' ) is the standard deviation observed over Tk and can be evaluated by 
rk 
I(< 
E(T')>-E; (Tk)ýZ 
i=l 
where tk is the number of iterations over Tk. 
Termination Criteria 
The search is terminated if one of the following criteria is met (Marcoulaki and Kokossis, 
2000a) 
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" The annealing temperature reaches a relatively small value (freezing point). 
" The algorithm is unable to yield acceptable solution in 5N consecutive moves. 
" The temperature gradient over three consecutive chains remains smaller than 10-3. 
Remarks on the implementation of SA 
The most important issue concerning the implementation of SA is the decisions regarding 
control variables. The initial temperature value is set for 10 times the maximum expected 
deviation in the objective (Marcoulaki and Kokossis, 1999). The cooling parameter 5 is set to 
the optimised value proposed by Marcoulaki and Kokossis (1999). In order to ensure that SA 
converges systematically to high quality designs the standard deviation in the optimal 
objective function is developed against the Markov chain. This procedure is demonstrated in 
Figure 2.5 for Example 1(see section 2.4). Every point of Figure 2.5 corresponds to a sample 
of 10 runs that use different initial designs and different initialisation seeds. The same 
procedure is followed in every case in order to define the optimum Markov chain length. 
Running SA for a Markov chain length of 10 shows that the standard deviation in the 
objective function is high. As the length of the chain increases over 30 the deviation drops at 
0.2%. The values of the parameters used in SA can be found in Tables 2.1 and 2.2. 
L 
I- 
0 
U- 
0 
C 
C 
0 
cv 
a) 0 
-1 
Figure 2.5: Typical convergence results for SA 
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Table 2.1: Algorithmic parameters 
SA S (statistical cooling 
control parameter) 
0.12 
GA Crossover 
probability 
0.5 
Jump mutation 
probability 
0.0025-0.03 
Creep mutation 
probability 
0.005-0.06 
Max number of 
generations 
300 
ACO Evaporation rate (%) 50 
Trail diffusion (%) 100 
Table 2.2: Search rigor control parameters 
Example 1 
(Infinite Dilution) 
Example 1 
(Composition Dependent) 
Example 2 
(Infinite Dilution) 
Example 2 
(Composition Dependent) 
Example 3 
Example 4 
LMC PS '. NA 
30 30 60 
40 250 70 
40 60 70 
50 160 80 
50 80 100 
300 400 250 
2.2.4 Genetic Algorithms 
GA is a population based method that describes a randomised evolution of a set of points in 
the search domain. The algorithm has found a wide range of applications in chemical 
engineering from dynamic control of processes (Pham, 1998) to molecular design 
(Venkatasubramanian et al, 1994). The GA employed in the present work is based on the 
work of Caroll (1996a, 1996b), who has successfully developed and applied one such 
algorithm for the optimisation of chemical lasers, including both standard and advanced 
genetic operations. A logical flow diagram of the algorithm is shown in Figure 2.6. 
Initial population 
A set of initial solutions to the problem is called population. Every individual in the 
population is represented by a string of symbols, that are called genes, and each string of 
genes forms a chromosome. The solutions are coded into chromosomes using a binary 
representation. 
Genetic operations 
In order for the population of the chromosomes to evolve from one generation to the next, 
there are five operations involved (Caroll, 1996b): 
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" Selection 
The process of selection of the two parent chromosomes that will produce the next generation 
is performed according to the tournament selection method. Pairs are randomly selected from 
the population and only the fittest of each pair are allowed to mate. Each pair of parents 
creates one or more children that have some of the characteristics of each one of the parents 
according to the method of crossover. In this method weaker individuals have more 
possibilities to be selected than in other methods, such as roulette wheel selection, thus 
diversity is protected. 
Initialise population 
randomly 
Calculate fitness 
Implement niching 
Select and mate 
Perform crossover 
Perform mutation 
Entire 
No 
population 
replenished? 
es 
New generation 
Solution 
Figure 2.6: Flow diagram for GA 
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" Crossover 
The operation of crossover exploits the fact that genetic information of a good solution is 
wide spread over the population, by randomly combining the genetic material of the most fit 
individuals. The children may obtain any different combination of the parent's chromosomes 
through this operation, that is called uniform crossover. Other crossover techniques are single 
or two point crossover where the chromosome set of one or two parents is mapped into the 
child. An example of single point crossover is shown in Figure 2.7. 
P1: 11001 110110 
P2: 1011; 10 1011; 01 
Figure 2.7: Single point Crossover 
" Mutation 
Through mutation new information is introduced into the population. There is always a small 
probability that one of the children might contain a chromosome that did not exist in either of 
the parents. This can be done either by jump mutation, where the chromosome produced is 
randomly picked to be in the range of the appropriate variable, or by creep mutation, where 
the chromosome produced is randomly picked to be larger or smaller of the appropriate 
variable. An example of mutation can be found in Figure 2.8. 
Original offspring Mutated offspring 
110101 110111 
Figure 2.8: Example of Mutation 
9 Elitism 
The idea of elitism is introduced in order to ensure that the chromosome set of the best parent 
produced so far is reproduced (Goldberg, 1989). This feature is very important for the quick 
identification of optimal results. Removing it would mean that the best solution is treated as 
an ordinary individual that must "mate" and it is down to "luck" 'whether its "children" will 
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manage to inherit those attributes that made it the best. As a result the search is disoriented 
from promising regions and poor results should be expected. 
" Niching 
The idea of niching has been employed by the simple observation from nature that dividing a 
finite resource (niche) among competing organisms limits the size of populations dependent 
on that resource (Horn, 1997). Applying this idea in GA means that each subpopulation that 
is formed, out of a fixed size population, specialises in a sub-problem of the overall problem 
at hand. In other words, if the objective function involves many local optima but only one 
global, the population is expected to distribute its strings in different search areas of the 
solution space instead of focusing around one local optimum (Goldberg, 1989). Niching is 
implemented through a phenotypic sharing scheme with a triangular sharing function (Caroll, 
1996b). 
Remarks on the implementation of GA 
In the algorithm employed in the present work the default operation of mutation is jump 
mutation. By combining it randomly with creep mutation there is a slight improvement in 
terms of time for the same quality of solution. Defining creep and jump mutation 
probabilities has been done according to Caroll (1996b). The implementation employed in 
this work uses uniform crossover as the default. Regarding whether one or two children per 
chromosome should be used, Caroll (1996b) suggests that larger "families" (with more than 2 
children) give more stability and less variability to the evolution of the population. Therefore, 
one child per chromosome is used in order to enhance the variability. The order of 
magnitudes of the population sizes are estimated according to a rule proposed by Caroll 
(1996b) and Goldberg (1992): 
1 A. Fipop =Ok .ý 
(2.14) 
where 1 is the length of the chromosome string, x is the number of possibilities 
for each 
chromosome and k is the size of the schema of interest, that is the average length of the 
number of chromosomes that make up one parameter. Although equation (2.14) provides a 
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good approximation of the required population size, the development of standard deviation 
against the population size is used in order to ensure high quality results. The results of this 
procedure are presented in Figure 2.9 for Example 3(see section 2.4). The values of the 
parameters used in GA can be found in Tables 2.1 and 2.2. 
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Figure 2.9: Typical convergence results for GA 
2.2.5 Ant Colony Optimisation 
The most recently developed meta-heuristic is Ant Colony Optimisation (Dorigo, 1992). 
ACO employs an agent based search that follows probabilistic transition rules in order to 
identify and construct optimum solutions. Few applications of ACO to Chemical Engineering 
problems have been reported to date, including batch scheduling (Jayaraman et al., 2000) and 
dynamic optimisation of chemical processes (Rajesh et al., 2001). ACO is a meta-heuristic 
inspired by the foraging behaviour of real ants (Blum and Roli, 2001). The principal idea is 
that ants try to find the shortest paths between food sources and their nest. While they walk 
they lay down a chemical substance called pheromone. As a result, each time, they choose to 
follow the paths that contain the largest concentrations of pheromone. This collective 
behaviour leads to the probabilistic emergence of the minimum length of paths. 
In order to apply in ACO the idea that was described above, the term "artificial ants" is 
introduced. Every artificial ant is an agent that has certain characteristics (Dorigo et al., 
1996): 
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0 it chooses its destination with a probability that is a function of the pheromone value 
of the destination, 
" it is forced to make only moves to regions that it has not visited before, 
" after every iteration is completed it lays an amount of pheromone that is a function of 
the improvement of the fitness of the solution. 
The ants make individual probabilistic choices and they co-operate with each other by using 
pheromone trails to focus on local search. By introducing trail diffusion it is possible to 
generate new regions out of the existing ones, thus adding a global character to the search. 
Figure 2.10 shows a logical flow diagram of ACO. 
Initialising pheromone trails 
Various randomly generated values are the initial sets of trial solutions. Each one of these sets 
will be called a region. The regions are sorted according to fitness and stored in Tabu Lists 
(Glover 1989,1990). In the beginning of the search the pheromone values are initialised to 
the same small numerical values calculated according to (Gambardella et al., 1999): 
1 
T =- 
oC 
where C is the best value of the objective function found so far. 
Constructing a solution 
Every ant moves towards a new region i with a probability (Jayaraman et al., 2000): 
Pi (tý _ 
Ti (t) 
I7k(t) 
k 
(2.15) 
(2.16) 
where i is the region index, ri (t) is the pheromone value of the region 
in time t and k is the 
ant passing from that region. Each move is a finite random 
increment between the current 
position of the ant and the new region. The ant can either choose a random 
direction or even 
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Figure 2.10: Flow diagram for ACO 
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choose to move towards a direction that has previously improved the fitness. For continuous 
variables the short distance hopped by an ant between two regions is a time dependent 
random variable defined by (Bonabeau et al., 1999) 
d(t, R) = R(1-u(1-(t/T))` ) (2.17) 
where R is the maximum search radius, u is a uniformly random real number in [0,1 ], T is the 
total number of iterations of the algorithm (so that d converges to 0 as t tends to T) and c is a 
positive parameter controlling the degree of non-linearity. If the fitness improves in the 
direction of the movement, the region is moved to the agent's position. 
Updating pheromone trails 
The pheromone trails are updated after each iteration using the "schedule" proposed by 
Bonabeau et al., (1999): 
p)+ 0 ri fitness improves 
(t + 1) _ (2.18) 
z; (t) " 
(1- p) otherwise 
where p is a positive value controlling the trail evaporation rate and A rj is defined by 
k 
L r1 Ar/ 
J=l 
(2.19) 
where A r/ is the amount of pheromone that has been laid to the region by each ant 
k, 
proportional to the improvement of the fitness. 
Global Search: Trail Diffusion 
A simple global search mechanism that can be applied 
in ACO is trail diffusion. In ev ery 
iteration two parents are chosen randomly from the parent regions producing an offspring 
whose position value is given by (Jayaraman et al., 2000): 
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x(child) =r- x(parentl) + (1- r) " x(parent2) (2. -10) 
where r is a uniform random number in the range [0, I]. Thus, the trail of the child will be 
assigned a value between the values of its parents' trails. Alternatively, the child might 
inherit, according to probability, the position of the first or the second parent. or be a 
weighted average of the two. 
Time and Tabu Lists 
Each ant at time t chooses the next region where it will be in time t+ 1. Therefore, an iteration 
has been completed when all the moves that are carried out in the interval (t, t+ 1) are 
completed. A total of n iterations is called a Cycle (Dorigo et al., 1996). 
A Tabu List (Glover, 1989,1990) is defined as a dynamically growing vector that stores the 
attributes of each ant (Dorigo et al., 1996). Therefore, each ant is only allowed to visit regions 
it has never visited up to time t, before n iterations have been completed. After every cycle 
the Tabu List is emptied. 
Remarks on the implementation ofACO 
The termination criterion commonly used in ACO stops the search after a predefined 
maximum number of cycles. However, the ants might stop searching for alternative solutions, 
a condition referred to as stagnation behaviour (Dorigo et al., 1996). A statistical termination 
criterion is used in order to tackle this time consuming phenomenon. The percentage of 
standard deviation in the objective function is calculated after each iteration and if it is found 
to be constant for more than three consecutive iterations then the algorithm starts a new cycle. 
Therefore, the solution towards which the ants were previously directed is now entered in 
Tabu Lists and the ants are forced to move towards different directions. Furthermore, the use 
of the percentage of standard deviation in the objective function is proposed as a termination 
criterion instead of the maximum number of cycles. Although the mechanisms of trail 
diffusion and trail evaporation prohibit the ants from moving towards the same regions, 
eventually the amount of pheromone accumulated in regions steers convergence towards the 
optimum solution. The algorithm terminates if the standard deviation of the objective 
function in the current iteration reaches a user defined small value, suggesting that any 
further moves of the ants are unable to noticeably improve the solution. The presented criteria 
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are validated for Example 1(see section 2.4) by allowing 30 cycles per run for a total of 10 
runs. The results presented in Table 2.3 reveal that the criterion assigned to deal with 
stagnation behaviour can save in this example a maximum of 46% of the required cpu time. 
Table 2.3: Use of standard deviation as termination 
criterion in ACO 
Iterations/Cycle 10 
Max Number of Cycles 30 
Optimum Objective Function ($/yr) 1460876 
Standard Deviation (%) 0.04 
CPU Time (sec) 522 
CPU Time/Iteration (sec) 1.76 
Average Stagnation 
20 (occurrences/run) 
Using standard deviation as a termination criterion, in combination with the criterion used to 
tackle stagnation behaviour, has reduced the computational time by 86% without 
compromising the quality of the obtained solution. 
The number of ants is a significant algorithmic parameter. The use of too many ants could 
easily result to suboptimal designs and early convergence due to reinforcement of suboptimal 
trails. On the other hand too few ants would not produce the expected synergistic effects of 
cooperation due to pheromone decay (Bonabeau et al., 1999). Figure 2.11 shows that for a 
difference between regions and ants greater than 20 the standard deviation starts increasing. 
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The standard deviation of the objective function is developed against the number of ants in 
order to ensure converged final designs (Figure 2.12). This procedure is demonstrated for 
Example 3(see section 2.4) and used to define the optimum number of regions and ants that 
are required in every example. 
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Figure 2.12: Typical convergence results for ACO 
The standard deviation of the objective function is calculated in Examples 2 and 3(see section 
2.4) in order to test how trail diffusion affects the convergence of the algorithm. Results in 
Figure 2.13 show that the lowest possible standard deviation can be achieved only if all the 
ants participate in trail diffusion. 
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Figure 2.13: Effect of Trail Diffusion in convergence of ACO 
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Finally, another important parameter is the pheromone evaporation. A variety of different 
values are reported in published literature for this parameter. Jayaraman et al. (2000) reports 
pheromone values of 10-15%, Rajesh et al. (2001) reports values of 90-95%, Dorigo et al. 
(1996) reports a value of 50% and Bonabeau et al. (1999), describing a series of different 
papers, reports values in the range of 10-90%. Testing the effect of evaporation in the 
convergence of ACO in two examples revealed (Figure 2.14) that for an increasing 
evaporation rate the best performance in terms of standard deviation is noticed for an 
evaporation rate of 50%. The values of the parameters used in ACO can be found in Tables 
2.1 and 2.2. 
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Figure 2.14: Effect of Evaporation rate in convergence of ACO 
2.3 Objective Function 
In the presented examples the total annualised cost of equipment and utilities is minimised 
according to the following objective function (Reyes-Labarta and Grossmann, 2001): 
huh OF = 
{Eillp 
* Cso! + NST * Csr 
SESS 
with E,,,,, = Eo + SS, 
(2.21) 
(2.22) 
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It should be stressed that the presented methodology is not confined to the use of this 
objective function. Any function of the design variables as well as design issues, such as 
diameter or area of trays, can be incorporated into the objective function. 
2.4 Illustrative Examples 
The proposed algorithms are applied in the extraction of two quaternary liquid-liquid 
extraction systems in a countercurrent extractor. The components of each system are shown 
in Table 2.4. In system 1 the phase equilibrium is modelled using UNIQUAC. In system 2 the 
phase equilibrium is modelled using highly non-linear empirical correlations that have been 
developed from experimental data. Details on the examples regarding process specifications 
and data can be found on Appendices A and C. The percentage of standard deviation of the 
optimum objective function in a set of 10 runs is employed as a means of evaluating the 
robustness of the algorithms. Additionally, 10 more runs are employed in Example 4 due to 
the high complexity of the problem. Randomly selected initial design structures and 
initialisation seeds have been used for every run. All the results are reported as an average of 
the runs. All the examples were solved on a 1.7 GHz Intel Pentium IV PC. 
Table 2.4: Components used in examples 
Component 1 (Diluent) 
Component 2 (Solute a) 
Component 3 (Solvent) 
Component 4 (Solute b) 
Examples l and 2 Examples 3 and 4 
(System 1) (System 2) 
n-Heptane Water 
o-Xylene Acetone 
Propylene Carbonate Chloroform 
Toluene Acetic Acid 
Example 1: Design of simple countercurrent extractor for system 1 
In the first case, where the phase equilibrium is modelled using infinite dilution activity 
coefficients, the results shown in Tables 2.5 and 2.6 seem to be almost identical both in terms 
of final cost and optimum extractor structure, indicating that all three algorithms perform 
well. On the other hand modelling the phase equilibrium using composition dependent 
activity coefficients generates solutions that are a lot more accurate. Under these conditions 
the problem presents local optima very close to the global optima identified by the algorithms 
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and the computational effort dramatically increases in comparison with the first case, 
especially for GA. The ability of SA and ACO to focus on local search appears evident from 
the results, whereas GA is trapped in a local optimum. Although GA spends twice as much 
time as SA and four times as much time as ACO searching the solution space, it is unable to 
consistently converge to the global optimum. 
Table 2.5: Computational results for Examples 1 and 2 
Infinite Dilution Composition Dependent 
Activity Coefficients Activi ty Coefficients 
SA GA ACO SA GA ACO 
Example 1 
Total cost ($/yr) 1459999 1459262 1460725 1054846 1055800 1055013 
CPU time (sec) 269 157 88 2120 4274 1251 
St. Dev(%) 0.004 0.18 0.05 0.004 0.047 0.02 
Example 2 
Total cost ($/yr) 1459739 1460977 1460592 1054984 1060085 1054891 
CPU time (sec) 295 1211 181 2999 6005 1121 
St. Dev(%) 0.03 0.03 0.05 0.017 0.23 0.007 
Example 2: Design of countercurrent extractor with recycle and bypass option for system 1 
The optimisation of this superstructure results in the selection of a simple countercurrent 
extractor (Table 2.6), indicating that the addition of recycle and/or bypass does not improve 
the separation. For the case of use of infinite dilution activity coefficients, comparing these 
results to the ones in Example 1 shows that they are of equivalent computational effort and 
solution quality apart from the case of GA where the effort was much higher. Although the 
population size was increased in GA and ACO and the chain length in SA, in order to tackle 
the increased number of variables of this problem, GA resulted in higher computational time 
whereas the other two algorithms making use of statistical termination criteria remained in 
reasonable levels of computational effort. 
Using composition dependent activity coefficients the results improve significantly as it can 
be seen in Tables 2.5 and 2.6, due to the accuracy of the calculations. SA and ACO result 
again into simple extractor configurations, whereas GA results into configurations that 
involve bypass and recycle streams that are suboptimal, thus results are reported excluding 
the more complex streams. Despite extreme computational effort put in by GA, the final 
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objective function value is still suboptimal, possibly indicating that the upper bound of 300 
generations as a termination criterion was not enough or that larger population sizes are 
required. However, either larger population sizes or higher number of generations would 
result in deterioration of the performance of GA in terms of time, thus proving that GA would 
require an extended computational effort in order to achieve solutions of the same quality as 
SA and ACO. 
Table 2.6: Optimisation results for Examples 1 and 2 
Infinite Dilution Composition Dependent 
Activity Coefficients Activity Coefficients 
SA GA ACO SA GA ACO 
Example 1 
Number of Stages 11 11 11 15 16 15 
Solvent Flowrate 
167.19 167.10 167.27 113.41 112.78 113.43 
(kg/hr) 
Recovery of o-Xylene 0.96 0.96 0.96 0.99 0.99 0.99 
Recovery of Toluene 0.99 0.99 0.99 0.99 0.99 0.99 
Purity of o-Xylene 0.030 0.030 0.030 0.0031 0.0034 0.003 
Purity of Toluene 0.00003 0.00003 0.00003 0.00084 0.0009 0.0009 
Example 2 
Number of Stages 11 11 11 15 15 15 
Solvent Flowrate 
167.15 167.48 167.26 113.42 114.45 113.42 
(kg/hr) 
Recovery of o-Xylene 0.96 0.96 0.96 0.99 0.99 0.99 
Recovery of Toluene 0.99 0.99 0.99 0.99 0.99 0.99 
Purity of o-Xylene 0.030 0.030 0.031 0.003 0.0029 0.003 
Purity of Toluene 0.00003 0.00004 0.00002 0.0009 0.0009 0.0009 
Example 3: Design of two independent countercurrent extractors for system 2 
The results in Table 2.7 show that SA produces a superior quality result, converging quite 
consistently in the same objective function value. On the other hand, GA produce a solution 
that is almost similar to the one obtained by SA but the algorithm is more than three times 
slower than SA. Finally, the quality of the solution of ACO is inferior to both SA and GA. 
Comparing the results obtained in the present work with the results reported by Reyes- 
Labarta and Grossmann (2001) (Tables 2.7,2.8), it seems that the stochastic optimisation 
methods achieve a slightly better performance. 
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Table 2.7: Computational results for Examples 3 and 4 
SA GA ACO GDP 
Example 3 
Total cost ($/yr) 1035807 1036026 1041888 1101583 
CPU time (sec) 676 2223 877 1541 
St. Dev. (%) 0.02 0.13 0.38 - 
Example 4 
Total cost ($/yr) 585451 596486 587908 - 
CPU time (sec) 15113 7252 5262 - 
St. Dev. (%) 1.21 1.76 1.47 - 
Table 2.8: Optimisation results for Example 3 
SA GA ACO GDP 
Example 3 
Number of Stages 1 7 7 7 8 
Solvent Flowrate 1 
(kg/b') 70.02 70.06 70.82 81 
Number of Stages 2 7 7 7 8 
Solvent Flowrate 2 
(kg/hr) 42.10 42.10 42.05 37 
Recovery of Acetone 0.950 0.951 0.956 0.995 
Recovery of Acetic Acid 0.391 0.391 0.401 0.393 
Purity of Acetone 0.010 0.010 0.010 0.010 
Purity of Acetic Acid 0.126 0.126 0.121 0.126 
;ý 
Example 4: Design of countercurrent extractor with side feed, recycle and bypass options for 
siistem 2 
Table 2.9 displays an average of the optimal design configurations obtained for each 
algorithm that include recycle and/or bypass streams both for the extract and the raffinate 
streams. The results are adequately developed against standard deviation for each algorithm. 
However, the standard deviation remains over I% (Table 2.7) due to the high complexity of 
this problem. SA converged in a high quality objective function value, whereas ACO 
converged close to SA using up three times less computational time. On the other hand the 
performance of GA was inferior. Further analysis reveals that SA shows clear trends towards 
configurations that involve recycling the raffinate stream back to the first stage and recycle or 
bypass in the solvent stream that begins and ends in neighbouring stages. GA reveals trends 
towards bypass of the solvent stream that starts from the first stage, without excluding recycle 
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or bypass of the raffinate stream. Finally, ACO shows a clear trend towards cascades that 
involve bypasses in the extract stream that start and end in neighbouring stages. 
Table 2.9: Optimisation results for Example 4 
SA GA ACO 
Example 4 
Number of Stages 11 11 9 
Solvent Flowrate (kg/hr) 60.14 61.49 62.54 
Side Input Stream 1 5 4 3 
Side Feed 1 (kg/hr) 40.30 37.34 32.22 
Side Input Stream 2 4 3 2 
Side Feed 2 (kg/hr) 59.70 62.66 67.78 
% rec. /byp. (raffinate) 2.0 4.0 1.5 
Stream in (raffinate) 1 7 1 
Stream out (raffinate) 7 5 4 
% rec. /byp. (extract) 4.0 6.0 2.0 
Stream in (extract) 5 8 5 
Stream out (extract) 4 2 3 
Recovery of Acetone 0.973 0.934 0.959 
Recovery of Acetic Acid 0.298 0.289 0.256 
Purity of Acetone 0.01 0.009 0.01 
Purity of Acetic Acid 0.162 0.162 0.169 
2.5 Concluding Remarks 
In the present work the synthesis and stochastic optimisation of extraction processes was 
addressed. The superstructure employed accounts for all possible configurations including 
recycle and bypass options, in order to capture simple, as well as complex extraction 
structures. Three stochastic algorithms are assigned the difficult task of optimising the 
randomly generated superstructure. The proposed optimisation models are tested with two 
quaternary systems that represent different extraction behaviours, spread over four examples. 
The phase equilibrium is modelled using both empirical correlations and a standard 
thermodynamic method in the form of UNIQUAC. 
Overall the results reflect the basic characteristic of stochastic optimisation tools which is 
their ability to suggest a distribution of different optimum scenarios, rather than 
systematically converging in one solution. SA demonstrated a consistent, robust convergence 
in high quality optimum solutions for simple as well as complex extractor designs, followed 
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closely by ACO. If the CPU time is employed as a criterion of computational effort, then it 
becomes clear from Figure 2.15 (Exil and Ex21 correspond to calculations with infinite 
dilution activity coefficients) how the increasing difficulty of the problems at hand leads to 
increases in computational time. Nevertheless, the robustness of the solutions was never 
compromised, making SA a very reliable algorithm. Furthermore, SA had the lowest standard 
deviation in the value of the objective function in all the examples. 
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Figure 2.15: Performance of the algorithms in terms of time 
On the other hand, GA manages to achieve, some of the times, solutions of the same or 
equivalent quality as SA, but not as consistently. In some of the examples the use of 300 
generations as a termination criterion restrains GA from achieving high quality results with 
low standard deviation. In other cases the inevitable use of increased population size results 
into high computational times. One major drawback of GA is that no statistical termination 
criterion is used. This leads either to poor computational efficiency or to good results in terms 
of time, at the expense of low quality optimal points, without, anyhow, implying any certain 
trade-off between the quality of the results and the computational effort. Furthermore, in 
Examples 1 and 2 when the problems became highly demanding due to the accurate 
representation of the phase equilibrium it did not avoid getting trapped into suboptimal 
solutions. In the case of Example 4 GA managed to identify complex configurations but on 
average they were inferior to those of the other algorithms. Despite of its ability to quickly 
identify promising solution areas in the search space, the difficulty of GA's operations to 
generate high quality solutions on a local level emerged from the examples. Furthermore, the 
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amount of control variables employed in GA makes the algorithm more difficult to 
implement and use than SA. 
ACO consistently produced results of equivalent quality to the ones of SA in low 
computational times even in difficult problems. Furthermore, it did not get trapped into time 
consuming calculations as a result of the statistical termination criteria. ACO is an algorithm 
in which the local character dominates the search and if the global search was further 
enhanced it would become more efficient. 
Finally, it becomes clear from the results that the use of highly non linear correlations in the 
prediction of the phase equilibrium lead to high computational effort. On the other hand the 
use of the two stage decomposition strategy regarding the cases of the prediction of activity 
coefficients lead to avoidance of failures in convergence and to lower costs due to 
improvement of the accuracy of the optimal solutions. 
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Development of Solvent Candidates 
for Optimal Process-Solvent Systems 
8 
The increasing demand for solvent molecules in the process industry requires the design and 
synthesis of compounds to be used in high performance processes with a minimum 
environmental impact. Modem Computer Aided Molecular Design (CAMD) technology 
combines group contribution methods (GC) with knowledge-based or optimisation-based 
technology in order to screen and scope for molecules with the desired properties. Molecules 
are generated through structural combinations of functional groups and properties are 
predicted using thermodynamic models such as UNIFAC. As GC methods offer predictive 
capabilities at low computational cost, knowledge-based approaches (Brignole, Bottini and 
Gani, 1986; Joback and Stephanopoulos, 1989; Gani, Nielsen and Fredenslund, 1991; Pretel, 
Lopez, Botini and Brignole, 1994; Harper and Gani, 2000; Hostrup, Harper and Gani, 1999) 
capitalise on knowledge introduced into expert models and are likely to produce designs that 
bear similarities with conventional, existing molecules without necessarily representing 
optimal choices. In contrast, the combined use of GC with optimisation-based methods can 
be employed to identify both novel and existing molecules with the `best' performance. The 
generated molecules are designed for weighted optimality in a number of thermodynamic 
properties that are anticipated to have a significant effect on the performance of the process in 
which they will be utilised. 
To date, a number of optimisation-based CAMD methods have been proposed and have 
found a number of diverse applications. Deterministic local optimisation-based CAMD 
methods have found many applications in areas such as polymer design (Vaidyanathan and 
El- Halwagi, 1994), refrigerant design (Duvedi and Achenie, 1996; Churi and Achenie, 1996; 
Sahinidis and TaNvarmalani, 2000) and solvent design (Odele and Macchietto, 1993; Ismail, 
Pistikopoulos and Papalexandri, 1997; Pistikopoulos and Stefanis, 1998; Pistikopoulos, 
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Buxton and Livingston, 1999; Wang and Achenie, 2002; Giovanoglou, Barlatier, Adjiman, 
Pistikopoulos and Cordiner, 2003). As an alternative philosophy, stochastic optimisation 
technology has been adopted as it promises potentially robust alternatives to identify 
solutions in the globally optimal domain. Stochastic optimisation approaches include 
applications of Genetic Algorithms (Venkatasubramanian, Chan and Caruthers, 1994; van 
Dyk and Nieuwoudt, 2000) and Simulated Annealing (Marcoulaki and Kokossis, 2000a, b; 
Marcoulaki, Kokossis and Batzias, 2000; Kim and Diwekar, 2002). Poor search speeds and 
low success rates have been reported for GA applications in polymer design 
(Venkatasubramanian, Chan, Sundaram and Caruthers, 1995). Van Dyk and Nieuwoudt 
(2000) report successful results for the design of solvents for extractive distillation but they 
are obtained for a limited search space. Marcoulaki and Kokossis (2000 a, b) introduce a 
conceptual design framework that makes use of Simulated Annealing in their attempt to 
tackle the combinatorial complexity of the CAMD problem. They reported their approach to 
be robust and quick. As a result, there was no need to limit the number of groups or to 
introduce other constraints to limit the search space. This makes the approach unbiased 
towards the selection of `reasonable' groups. The applications in solvent selection for liquid- 
liquid extraction and extractive distillation reported by Marcoulaki and Kokossis (2000b) 
compare favourably to previous developments. 
Advances in CAMD methods for solvents have mainly focussed on the development of 
optimisation schemes and solvent design representations. However, there are a number of 
aspects that need to be addressed to enable highly successful CAMD applications in solvent 
design for optimal solvent-based process systems. The formulation of the objective function 
and the thermodynamic property constraints at the CAMD optimisation stage has a crucial 
impact on the optimal solvent molecule identified, and thus, on the performance that can be 
attained by the solvent-based process. The CAMD formulations need to accommodate for 
the optimisation of a number of properties that will have an impact on the performance of the 
process in which the designed solvent molecule will be utilised. For instance, a desirable 
solvent should have a high selectivity, a low heat of vaporisation, a high relative volatility, 
and a boiling point that would allow solvent regeneration at reasonable temperatures. Since 
only one objective function is formulated in the existing CAMD methods, assumptions have 
to be made regarding the weighting of the individual property objectives. A different 
weighting of objectives will lead to the identification of different `optimal' solvent 
molecules, each of which would result in a different process performance in terms of process 
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cost or environmental impact. As there is no clear link between property objectives and 
process performance, the assumption behind the CAMD objective functions and constraints 
are likely to lead to sub-optimal performances of the overall process-solvent system. This is 
because important thermodynamic property effects can easily be excluded, over-, or 
underestimated as process performance feedback is unavailable at the CAMD stage. Without 
such feedback, appropriate levels of importance of the individual thermodynamic properties 
used to assess the molecular performance are extremely likely to be misrepresented using a 
single objective function combined with property constraints, simply because their impact on 
the process is unknown. In existing solvent design CAMD formulations, one selected 
thermodynamic property generally assumes primary importance after assigning the objective 
function attribute to it, restricting other relevant properties to an auxiliary role. 
Apart from the uncertainty regarding the process impact, there is another limitation of current 
optimisation-based CAMD methods. The final optimal solvent molecule(s) represent(s) just 
one (or a few) possible design instance(s) derived from a single design objective. This means 
that the underlying trade-offs and trends amongst the different relevant solvent properties as 
well as the molecular structure-property relations are not revealed. Such information could be 
a valuable asset for the design of processes based on the understanding of property and 
structural interactions. To this end, Marcoulaki and Kokossis (2000 a, b) develop targets for 
the properties employed in the design and thus reveal part of this information. However, most 
of this information remains unknown. 
Recognising the importance of process performance feedback, a number of approaches have 
been reported recently that enable process performance feedback in molecular design. Hamad 
and El-Halwagi (1998) were among the first to identify and highlight the importance of 
process performance feedback in solvent selection decisions. Their work involves the 
simultaneous synthesis of solvents and mass exchange networks. The solvent molecules are 
represented through a set of mathematical constraints accounting for structural feasibility. 
The optimisation of the mass exchange networks is based on process insights gained by 
application of mass integration principles (E1-Halwagi, Hamad and Garisson, 1996). The 
study finds that the optimal solvents are not the ones with the optimal properties or cost but 
with a combination of both. Pistikopoulos and Stefanis (1998) employ the mass'heat transfer 
process module proposed by Papalexandri and Pistikopoulos (1996) to simulate absorption 
processes in the course of solvent design in order to evaluate environmental impact and 
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economic constraints. The approach has been extended to allow for the design of solvent 
blends (Buxton, Livingston and Pistikopoulos, 1999) and batch separation processes 
(Giovanoglou, Barlatier, Adjiman, Pistikopoulos and Cordiner, 2003). The proposed 
methodology involves pre-screening of solvents based on mixture and pure component 
properties and utilises important tests such as determination of binary azeotropic points and 
partial miscibility. The successful molecules or blends are then tested with respect to their 
process and environmental performance. The reported results involve a fixed process design. 
Marcoulaki and Kokossis (2000b) employed short-cut absorber simulations in CAMD to 
determine the best solvent for cost optimal absorbent operation. Due to the solvent design 
methodology followed in this case, the search is rich in solvent candidates and the results 
offer novel as well as conventional molecules, but the process structure is fixed. Hostrup, 
Harper and Gani (1999) derive a small set of solvent molecules based on property constraints 
that is then introduced into process synthesis. The role of solvents in reaction-separation 
processes as mass separating agents is explored by Wang and Achenie (2002a), who propose 
a method for the design of solvents for extractive fermentation. The integrated CAMD- 
process design problem is formulated as a MINLP model in which the solvent structural 
decisions are represented as binary variables. The method involves the design of the solvents 
based on process performance and is applied in the extractive fermentation of ethanol using a 
simple extractive fermentor. Locally optimal solutions are obtained using deterministic 
optimisation techniques. The authors propose the use of Simulated Annealing as an effective 
way of addressing the globally optimal domain. In this context Wang and Achenie (2002b) 
develop a hybrid algorithm that combines elements of MINLP and Simulated Annealing 
formulations. Benchmark examples are utilised in order to demonstrate the ability of the 
algorithm to obtain globally optimal solutions and the algorithm is applied in the design of 
solvents for liquid-liquid extraction and reactive extraction. The integrated design of solvents 
and processes under uncertainty is addressed by Kim (2001) and Kim and Diwekar (2002). 
Using a single property solvent pre-screening method, a set of solvent candidates is derived 
into a solvent-process-wide multi-objective optimisation framework. The solvents that rank 
highest based on a property-objective are introduced into an extraction/solvent recovery 
process and a batch extractive distillation process. Finally, Eden, Jorgensen, Gani and El- 
Halwagi (2002) propose a method of integrated process and product design that is 
decomposed into two stages. The first stage is a reverse simulation (or optimisation) problem 
that determines design targets for pre-specified process input and output streams. In the 
second stage the products (i. e. solvent molecules) are designed to match the calculated 
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targets. The method utilises visualisation tools for process synthesis that are derived from the 
functionality-based clustering methodology developed by Shelley and El-Halwagi (2000). 
The reported application involves a fixed process with unknown operating conditions and 
proposes the final optimal molecules without any details on their design or how it affects the 
performance of the method and the process. Only one attempt has yet been made to account 
for structural design interactions between CAMD and process design. Linke and Kokossis 
(2002) combine their reaction/separation process synthesis framework with the CAMD 
representation of Marcoulaki and Kokossis (2000a) to formulate process-solvent supermodels 
from which optimal process-solvent systems can be extracted using Simulated Annealing. 
However, these process-solvent supermodels pose large-scale combinatorial optimisation 
problems featuring highly non-linear process models. The reliable and quick solution of such 
models is beyond the capabilities of current optimisation techniques. 
In view of these problems, there is a need to develop a new strategy that allows the reliable 
and quick optimisation of process-solvent systems. This work proposes an approach that 
introduces a multi-objective CAMD to decompose the solvent-process design problem. The 
resulting problem maintains the complexity at levels associated with the traditional CAMD 
approaches followed by process synthesis, whilst realising the benefits of the most general 
integrated solvent-process design methods proposed to date. The work presented in this 
chapter introduces the decomposition strategy and maintains a focus on CAMD using multi- 
objective optimisation. The next chapter will present in detail the overall design approach, 
implementation issues and applications in the design of a number of solvent-based process 
systems. 
3.1 Problem decomposition for integrated process-solvent design 
The above discussion has highlighted the problems resulting from the formulation of a single 
objective CAMD optimisation problem as this introduces a high risk of failure to provide 
optimal solutions to the overall process-solvent design problem. Such failure is a direct result 
of the assumptions that have to be made to combine the different conflicting CAMD design 
objectives into a single objective function and a number of property constraints without 
knowledge about the effect these assumptions have on the performance of the process in 
which the solvent is to be used. By adopting such an approach, a large number of solvent 
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candidates are excluded before process performance information is available, i. e. in the 
process synthesis stage (Figure 3.1). 
Instead, the formulation of the CAMD problem as a multi-objective optimisation problem is 
proposed in order to capture the relations between all the physical properties and 
performance/environmental indices expected to impact on process performance and to extract 
solvent design candidates across the Pareto optimal front. This avoids the assignment of 
fixed, user-defined weights to the indices and properties and thus allows to carry over a set of 
potentially optimal solvent candidates to the process synthesis stage, one of which will be the 
optimal solvent for a given process performance indicator such as minimum total annualised 
cost. 
The proposed approach is illustrated in Figure 3.1. The first stage involves the solvent design 
level. The multiple objective optimisation (M. O. O. ) methodology extracts the Pareto optimal 
solvent design candidates for the set of molecular design objectives important to the 
particular separation task under consideration. The optimisation reveals property-property 
and property-structure relations among the solvent molecules independently of presumed 
process indices that would bias design configurations towards seemingly `optimal' directions. 
r M. O. O. CAMD 
Pareto 
Optimal 
Solvents 
C> 
Process 
Synthesis 
Framework L 
Optimal 
Solvent & 
Process 
Figure 3.1: Schematic representation of proposed decomposition based strategy 
This information can be mapped onto the process synthesis problem which can then be 
optimised to yield the optimal solvent-process system. As a set of Pareto optimal solvents is 
developed using the proposed approach rather than a single optimal solvent design, no 
potentially useful options are excluded from the CAMD solution space. The Pareto front 
describes the optimal solvent design space for a given system of components and separation 
task regardless of process design and economics. Moreover, the problem complexity is kept 
at a moderate, i. e. "solvable" level without discarding important design information, neither 
at the CAMD nor at the process synthesis end. Efficient ways of introducing the Pareto 
information into the process synthesis problem will be presented in the next chapter together 
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with applications of the overall framework to solvent-based process design. The work 
presented in this chapter focuses on the issues related to multi-objective optimisation in 
CAMD. 
The proposed approach is a generic solvent design strategy that allows the design of solvent 
molecules independently of process performance criteria and economics, whilst 
simultaneously maintaining inclusiveness of relevant solvent design options and reducing the 
combinatorial complexity of the integrated solvent and process design problem. In this 
context it is important to demonstrate the ability of the presented synthesis methodology to 
embed highly inclusive solutions, to reveal the hidden trends and trade-offs between the 
different objectives and to exemplify its flexibility of application. 
3.2 Optimisation framework 
The present work addresses the synthesis of solvent molecules as a M. O. O. problem. The 
representation and optimisation framework of the solvent molecules is based on the work by 
Marcoulaki and Kokossis (2000a). All the attributes of the molecules regarding their 
representation during the simulation phase and perturbations during the optimisation search 
follows the description given by Marcoulaki and Kokossis (2000a). However, the acceptance 
criteria employed by Simulated Annealing are adjusted to the requirements of the M. O. O. 
principles and a stage where the candidate optimal solvent molecules are assessed is added. 
3.2.1 Representation of solvent molecules 
A brief description of the representation of the solvent molecules suggested by Marcoulaki 
and Kokossis (2000a) is presented in this section. Each molecule is represented by a 
molecular vector Mk composed by the UNIFAC group vector Mk and the composition matrix 
Ak. The UNIFAC groups considered in molecular design are shown in Appendix A. It 
becomes evident that unrestricted combinations of group vectors with composition matrices 
can lead to meaningless molecular vectors unless additional constraints are imposed to 
account for the groups, the valence, the class and the population of groups in the molecule. 
After the feasibility of the molecular vector AfA is confirmed perturbation mores take place. 
The moves consist of replacing groups that constitute the vector with alternative groups 
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(substitution moves) and of augmenting or reducing the dimension K of the vector 
(expansion/contraction moves). As soon as the molecule receives its final form its required 
properties are calculated and it is subjected to performance tests dictated by Simulated 
Annealing. 
3.2.2 Multiple objective optimisation 
Multiple objective optimisation is a technology that deals with the simultaneous optimisation 
of more than one objective. Due to its ability to identify the diverse trends involved in each 
objective, thus providing desired design insights, it is widely used in the chemical 
engineering domain. Applications of multiple objective optimisation in chemical engineering 
problems involve environmentally friendly utility design (Fu and Diwekar, 2004), «aste 
minimisation (Dantus and High, 1999), polymerisation reactor design (Silva and Biscaia, 
2004) and many others. 
In mathematical terms a M. O. O. problem is formulated as follows: 
Let f,. (x)(i =1.... p) :D -> R be a set of p objective functions to be optimised, where x is a 
feasible solution and D is a set of feasible solutions. 
Optimise f, (x), f2 (x),..... fp (x) 
subject to x E=- D 
(3.1) 
(3.2) 
Since usually there is no single solution that minimises all the objectives simultaneously a set 
of solutions is required to be identified where at least one of the objectives is better than the 
others. This set is called the nondominated (Pareto or efficient) set. In order to define the 
nondominated set, x is said to dominate .v 
when: 
i <J, a f1(-ß) <fi (1, )(V i =1.... p) A f,. (x) < fi (Y)(di =1.... p) (3.3) 
One solution .i 
is nondominated if there is no other feasible solution that dominates x. All the 
solutions in the nondominateil set are candidates for selection. The general concept that lies 
behind the noncloininated set is that along this set one objective is being traded off 
for 
another. 
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Multi-objective optimisation methods should be able to generate the whole nondominated set. 
In reality this task is almost impossible mainly due to the fact that it is very difficult to judge 
the completeness of the nondominated set, especially when a large number of objectives is 
involved (Fu and Diwekar, 2004). In view of this, the analytical techniques utilised for the 
solution of multi-objective problems aim at finding an approximation of the nondominated 
set within the globally optimal domain. The most widely used of these techniques are the 
weighting and the constraint method (Diwekar, 2003). The main idea behind the weighting 
method is that a set of weights is assigned to each objective function and is then aggregated 
into a sum of objectives that is being optimised. On the other hand, the constraint method 
solves repeatedly a number of single objective optimisation problems. One objective is 
optimised each time while the rest of the objectives are turned into inequality constraints. 
There are conflicting reports in published literature with regards to the ability of the 
weighting method to target the globally optimal Pareto front. For example, Collete and Siarry 
(2005) report that the weighting method presents difficulties in identifying all the solutions in 
the Pareto front and propose a combination of the weighting and the constraint method (i. e. 
Tchebychev functions) in order to tackle these difficulties. In contrast Jaszkiewicz (2002) 
finds that the weighting method is much more effective than the Tchebychev functions. Fu 
and Diwekar (2004) report that the constraint method offers a more efficient way of exploring 
the Pareto front and theoretically it can find all the solutions included in the Pareto front but 
is computationally more expensive than the weighting method. Furthermore, there is usually 
no prior knowledge of the constraints utilised in the constraint method and sometimes no 
feasible solutions can be found for certain combinations of the constraints. Considering the 
above arguments as well as the restriction that in the particular problem solved in this study 
the use of constraints should be avoided, the weighting method is chosen in order to explore 
the Pareto front. 
Weighting method 
The idea behind the weighting method is to approximate the nondominated set through the 
identification of optimal points along the nondominated surface. Each objective function is 
associated with a weighting coefficient it, and the weighted sum of the objectives is 
minimised. Therefore the original problem defined by equations (3.1), (3.2) is now 
transformed as follows: 
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Minimise wi f (x) 
i=l 
subject to xED 
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(3.4) 
(3.5) 
P 
with L w; =1 (3.6) 
According to Karush-Kuhn-Tucker (KKT) conditions, provided that all the weights are 
greater than zero then the optimal solution of the weighted problem (eq. (3.4), (3.5)) is a 
nondominated solution of the original problem (eq. (3.1), (3.2)) (Diwekar, 2003). If the values 
of the weights are kept constant then a constant search direction will be achieved. The aim of 
M. O. O. is to find all the possible trade offs among the objective functions. Therefore, 
variable weights are required in order to achieve multiple search directions and effectively 
explore the search space (Murata et al., 1996). For a multiple objective problem with p 
objectives the weighted values can randomly be assigned as follows: 
rnd ; (i =1.... P) (3.7) w; = P 
rndj 
j=l 
where rnd1, rndj are non-negative random real numbers in the range [0,1 ]. 
3.2.3 Multiple objective Simulated Annealing 
Given the successful application of Simulated Annealing (SA) for single-objective molecular 
design applications by Marcoulaki and Kokossis (2000a, 2000b), this algorithm is used for 
the multi-objective case. The acceptance probability (Metropolis et al., 1953) is transformed 
in order to handle the multiple objectives. The employed acceptance probability function for 
multiple objective problems known as scalar linear rule (Kubotani et al., 2003) has the 
following form: 
Pr = min 1, exp(- 
AF 
T), 
(3.8) 
where AF is given by 
ter 3 4S 
P 
AF = w; Of, (3.9) 
and 
of f(y)f(x) (3.10) 
Each one of the objective functions must be normalised so that the acceptance probability is 
affected only by the use of weights. A logical flow diagram of multi-objective SA is 
presented in Figure 3.2. 
Figure 3.2: Flowchart for multi-objective SA 
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During the optimisation search an archive of a given number of nondominated solutions 
representing the dynamic Pareto optimality surface is recorded and updated. Therefore the 
following archival rules can be implemented (Bursacca et al., 2001): 
" If the new solution dominates existing members of the archive then they are removed 
and the new solution is added. 
" If the new solution is dominated by any member of the archive then it is not stored. 
" If the new solution neither dominates nor is dominated by any member of the archive 
then: 
  If the archive is not full then the solution is stored. 
  If the archive is full then the new solution replaces the last solution in 
the archive. Alternatively the most similar solution in the archive can 
be replaced, employing the difference in the objective function to 
measure the similarity. 
3.3 Synthesis background and objectives 
The solvent properties that need to be taken into account in the multiple objective functions 
employed by the proposed framework can be classified into three categories (Marcoulaki and 
Kokossis, 2000b): 
1. Primary properties, such as critical properties, boiling point temperatures etc., that are 
predicted using the group contribution methods proposed by Joback (1989), Joback 
and Reid (1987), Constantinou and Gani (1994). 
2. Secondary properties, such as vapour pressure, heat of vaporisation etc., that are 
predicted using analytical expressions found in Reid et al., (1987) 
3. Mixture properties, such as activity coefficients involved in phase equilibrium, that 
are predicted using UNIFAC. 
Process variables, such as stream flowrates, operating conditions and energy 
demands can be 
determined from process simulation models employing these properties. 
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3.3.1 Solvent performance indicators 
A number of different mixture properties can be formulated as indicators of solvent-based 
separation process performance. Such indicators are calculated as a function of the activity 
coefficients at infinite dilution (y)and the molecular weights of the molecules (MW) (Pretel 
et al., 1994): 
Relative volatility aB A= 
YB, Pvp 
( 3.11 00 AC 7 
A, SpA 
Solvent selectivity s= YB S 
MW, 4 
YÄ ,s 
MWB 
(3.12) 
Solute distribution coefficient M=r , 4, B 
MWB 
(3.13) 
YA, s s 
MW 
Solvent losses in raffinate S, =1 
MWS 
(3.14) 
YS, B 
MWB 
Solute solubility in solvent Sb =1 
MWA 
(3.15) 
00 YA, s 
MWs 
where Pv" 1) 
Pvp are the vapour pressures of the raffinate B and the extract A, respectively and 
S denotes the solvent. The activity coefficients y are calculated at infinite dilution. 
Combinations of the above process performance indicators are generally used to formulate 
CAMD objective functions for separation solvent design. 
The environmental impact can be measured by estimation of the toxicity (Cs) of each 
compound i using the group contribution technique of Gao et al. (1992): 
Toxicity (Cs) - log(LC501) _n. aý 
J 
(3.16) 
where LC50; is the lethal concentration of component i (mol/L) causing 50% mortality in 
fathead minnow and a, is the contribution of group j. 
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Considering the molecular vector Mk (Marcoulaki and Kokossis, 2000a) that is adopted for 
the representation of the solvent molecules, according to equation (3.4) the objective function 
can be formulated as: 
Pm 
Optimise F(Mk) _ Lwi fi(Mk)+YPenih; (Mk) 
i=l i=l 
(3.17) 
where f (Mk) are the synthesis objectives, h, (Mk) are the design constraints and Pen, are 
the penalties associated with any design constraints. 
3.3.2 Properties as synthesis objectives 
The indicators of equations (3.11) through (3.15) reflect on desired solvent properties that 
would lead to good process performance. For instance, a desirable liquid-liquid extraction 
solvent would result in low solvent losses, be highly selective, have a low distribution 
coefficient and a low solute solubility. As there are always trade-offs between the different 
objectives, a compromise solvent is generally chosen. It is important for the user to 
understand these trade-offs so as to appreciate the extents of the compromises that need to be 
made in solvent selection. Analysis of the Pareto optimal set determined by multi-objective 
optimisation allows to capture the trade-offs between the different synthesis objectives. 
The solvent performance indicators described in equations (3.11) through (3.15) are functions 
of ratios of activity coefficients and molecular weights. This allows to trade off individual 
physical property objectives in a single performance measure, which is desirable from the 
point of view of single objective optimisation in that a number of objectives can be captured 
in a single objective function. In contrast, the multi-objective optimisation case considers 
each performance index as a separate design objective and would determine the trade-offs 
amongst the different indices. It is difficult for the user to comprehend the physical 
implications of the trade-offs between such performance indices, which again are weighted 
objectives of physical property. This is because process design is based on physical 
properties directly rather than on solvent performance indicators. It would therefore be 
desirable to use the different physical properties directly as CAMD objectives. The 
translation of the performance indices into physical property objectives is discussed below. 
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The solvent performance indices employ the molecular weights of raffinate and extract in 
their definitions, which are independent of the particular solvent for a certain mixture. Thus, 
these (ratios of) molecular weights are parameters that have no effect on the outcome of the 
optimisation. It is the solvent-specific physical properties (r ,, YAs , Ys B and Mid j, which 
are important for CAMD and reflected in the four performance indices of equations (3.12) 
though (3.15). Table 3.1 shows the relations of these performance indices to the physical 
property objectives. For instance, in order to maximise selectivity, yB S must be maximised 
and 7A, s must be minimised. Translation of performance indices into physical property 
objectives does not cause any conflicts, i. e. multi-objective optimisation-based CAMD 
employing the physical property objectives should identify the same Pareto front that would 
be obtained from optimisation with performance index objectives. This means that multi- 
objective optimisation-based CAMD allows the direct employment of physical properties 
thus creating a generic set of objective functions for which the Pareto optimal front retains all 
the important design information. 
Table 3.1: Sensitivity analysis of solvent properties 
Objectives Solvent Dependent Properties 
00 00 
B, S YA, S 
MWS YS 
,BY 
max Ss - max min - 
max M-- min min 
min SI max -- min 
max Sb -- min min 
3.4 Illustrative examples 
A number of studies are employed to present justification for decomposing the solvent- 
process systems design problem using a multi-objective CAMD approach and to highlight the 
advantages of the approach over CAMD based on single-objective optimisation. In particular, 
the applications intend to demonstrate the following points: 
" Molecules obtained using the single objective optimisation (S. O. O. ) synthesis 
approach as well as using simultaneous solvent-process design are already included in 
the Pareto optimal front. 
Chapter 353 
9 The proposed M. O. O. approach can sufficiently handle increasing numbers of 
objective functions. 
" The use of solvent performance measures and property-based objectives leads to 
similar solvent design results. 
9 Molecules obtained using the S. O. O. approach could potentially lead to sub-optimal 
process performance. 
The above points are demonstrated with seven studies spread over two examples that 
investigate the design of solvents for the separation of two mixtures. The first example, 
previously solved by Marcoulaki and Kokossis (2000b) using a S. O. O. approach, involves the 
separation of the n-butanol-water system using liquid-liquid extraction. Case A compares the 
results obtained using the M. O. O. approach with results previously proposed by Marcoulaki 
and Kokossis (2000b) for the same type of solvent performance indicators. The results 
obtained from the S. O. O. and M. O. O. approaches are compared again in cases B and C. The 
solvent performance indicators employed in the M. O. O. formulation for case B are the ones 
proposed in section 3.3.2, while the environmental impact index is added in case C. Finally, 
the results obtained using the M. O. O. approach are compared for cases A and B using 
statistical analysis techniques and the effect of using increasing numbers of objectives in the 
M. O. O. formulation is investigated. 
The second example involves the separation of a mixture that consists of air and acetone. 
Marcoulaki and Kokossis (2000b) addressed this problem in order to demonstrate 
simultaneous solvent and process design. Case D presents the molecules obtained using the 
M. O. O. objectives and compares them with results presented by Marcoulaki and Kokossis 
(2000b). Cases E and F show that molecules synthesised using simultaneous solvent-gas- 
absorption design and solvent-gas-absorption-distillation design, respectively are captured by 
the Pareto optimal front. Case G shows that molecules designed using the M. O. O. approach 
outperform molecules obtained using S. O. O. in terms of process performance. 
Simulated Annealing is used with a Markov chain length of 100. The problems use a 
maximum of 20 UNIFAC groups in each state. Results are reported for a sample of 50 
stochastic runs per case. 
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3.4.1 Example 1: Design of solvents for the separation of an n-Butanol-`V'ater 
mixture using liquid-liquid extraction 
Case A: M. O. O. using solvent performance objectives 
Cockrem et al. (1989) proposes that the most important performance objectives for the design 
of liquid-liquid extraction solvents are solute distribution coefficient, solvent selectivity, 
solvent losses in the raffinate and boiling point temperature. Molecular weight is also 
important as it accounts for the size of the molecule. The design objectives are the following: 
i) max SS, M (3.1 g) 
ii) min SI, MWS (3.19) 
Iii) T. X >TBP > 
TBP + AT, 7,;,, (3.20) 
iv) TA <TL < T; p - OTrun (3.21) 
The boiling point temperature is addressed using a penalty function in order to be kept within 
the specified limits. Additional objectives can be employed, such as energy consumption in 
the regeneration of the solvent, or constraints that concern the structure of the molecules, if 
this kind of information is available. 
Table 3.2: Designs obtained using M. O. O. solvent performance objectives for case A 
ID Molecule SS M S1 TBP MWs 
Al CH2 =C-(CH=CH2)2 9.43 2.00 0.060 340 80 
A2 CH2 =CH-C(CH3)2-CH=CH2 14.21 1.49 0.021 353 96 
A3 CH2 =C(CH3)-CH(CH3)-CH=CH2 15.12 1.46 0.023 362 96 
A4 CH z- CH2-(CH3)C(CH2-CN)-CH=CH2 71.53 11.42 0.096 467 123 
A5 CH3-(CH2)4-C(CH3)2-CH2-CN 92.06 10.63 0.039 492 137 
A6 CH3-CH2-CH=CH-CH2-CH(CH3)- 179.50 11.01 0.017 503 153 CH-, -CN 
In this first case objectives (3.18)-(3.21) are considered in a M. O. O. framework. Table 3.2 
shows some of the designs included in the results. Molecules Al and A4 are identical to 
molecules Si and S8 proposed by Marcoulaki and Kokossis (2000b). The remaining 
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molecules are structurally similar to the ones proposed by Marcoulaki and Kokossis (2000b), 
whilst they show reduced solvent losses and increased selectivities. 
Figure 3.3 shows that the solutions obtained using M. O. O. include the solutions found 
previously by Markoulaki and Kokossis (2000b) using S. O. O. 
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Figure 3.3: M. O. O. vs. S. O. O. range of properties for case A 
Case B: M. O. O. using property objectives 
MWs 
Solvent performance indicators described by equations (3.11)-(3.15) involve certain weights 
that are only dependent on the mixture that is being separated, as previously explained. 
Retaining only the properties that are dependent on the solvent leads to a more general form 
of design objectives and the optimisation problem can be formulated as follows: 
(3.22 i) max 7B. s Ys. a 
ii) min y,, s , 
MWs (3.23) 
iii) Turin <T s <T ,- ATrr; n 
(3.24) 
i. ') Tn, a > 
Te! > TBP + Tnun (3.25) 
Ss M SI 
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A sample of designs resulting from this formulation is shown in Table 3.3. Despite the 
generality of this formulation the results include molecules that are identical (B3, B4, B5) to 
the ones proposed by Marcoulaki and Kokossis (2000b) or molecules with similar properties 
and structures. 
Table 3.3: Designs obtained using M. O. O. property objectives for case B 
ID Molecule SS M S1 TBP MW5 
BI CH3 -(CH2)3-CH=C(CH3)-CH2-CN 103.20 11.38 0.049 497 137 
CH3 -(CH2)3-CH(CH3)-CH(CH3)- B2 
CH2 -CN 
180.90 10.84 0.015 503 153 
CH3 -CH2-(CH3)C(CH2-CN)- B3 
CH= CH2 71.53 11.42 0.096 467 123 
B4 CH2 =CH-CH(CH3)-CH=CH2 13.90 1.77 0.054 331 82 
B5 CH2 =C(CH=CH2)-CH=CH2 9.43 2.00 0.060 340 80 
The range of the results for both cases A and B as well as for the S. O. O. approach is shown in 
Figure 3.4. 
1.00E+06 
1.00E+04 
1.00E+02 
U- 
O 1.00E+00 
0 
1.00E-02 
U 
C 
1.00E-04 
t 
1.00E-06 
O 
1.00E-08 
1.00E-10 
1.00E-12 
Figure 3.4: Case A vs. case B and S. O. O. framework range of properties 
Ss m SI TBP MWs 
Chapter 3 -7 
Case C: Environmentally friendly solvents 
Initially the problem of the design of environmentally friendly solvents for liquid-liquid 
extraction processes is addressed as a single objective optimisation problem in order to create 
a reference dataset of designs with which the M. O. O. results will be compared. The synthesis 
objectives remain the same as the ones proposed by Marcoulaki and Kokossis (2000b). A 
constraint is added that accounts for toxicity in the designed molecules in the form of 
equation (3.16). In cases where there were no available group contribution data for the 
toxicity of certain groups in Gao et al. (1992) the missing data were taken from Martin et al. 
(2001). For an increasing level of toxicity up to 5 the best results are presented in Table 3.4. 
Apparently the results of the S. O. O. approach do not reach high environmentally benign 
limits nor do they demonstrate variability in their properties. 
Table 3.4: Designs obtained using S. O. O. for case C 
ID Molecule CS a SS M S1 TBP MWs 
CH2 =CH-CH2-(CH2COO)2-CH2- CS 1 
CH= CH2 1.03 7.24 1.54 
0.045 511 198 
CH2 =CH-CH2-CH2COO-CH2- CS2 1.43 10.13 1.85 0.059 445 140 CH= CH2 
CH2 =CH-CH2COO-CH=CH- CS3 1.51 7.32 1.63 0.054 445 138 
CH= CH2 
CH3 -CH2-CH2-CH2COO- CS4 1.85 11.26 1.92 0.068 445 140 CH= CH2 
CS5 CH2 =CH-(CH2)4-CH2-CN 2.72 71.77 11.13 0.087 481 123 
a where C, =- log(LC50i ) 
On the other hand, the M. O. O. problem is formulated using equations (3.18)-(3.21), with Cs 
added in equation (3.19). The use of M. O. O. leads to solutions with a wide range of 
structures and properties. Table 3.5 shows a sample of the variety of designs and trends that 
can be found in the results. Some of them involve very low toxicity, due to the intense 
presence of carboxyl or ether oxygen groups, but at the expense of low selectivity or high 
solvent losses. Others combine low toxicity with desirable values in the rest of the properties. 
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Table 3.5: Designs obtained using M. O. O. for case C 
ID Molecule CS SS M S1 TBP mif's 
CM1 CH3-O-(CH2000)2-CH=CH2 0.09 1.49 1.31 3.860 487 174 
CH3COO-(CH2COO)2-CH2-CH2- CM2 O-CH3 0.04 
2.19 1.33 2.645 537 234 
CH3-(CH2COO)3-CH=CH- 
CM3 CH2=CH 0.76 
5.13 1.27 0.078 549 242 
CM4 
CH2=CH-(CH2000)2-CH=CH- 
1.11 5.46 1.32 0.037 511 196 CH2=CH 
CM5 
CH2=CH-CH2-CH2000-CH2- 
1.43 10.12 1.86 0.059 445 140 CH=CH2 
CM6 CH2=CH-CH2-CH2-CH=CH2 1.83 13.89 1.77 0.054 345 82 
The variability of the results obtained using M. O. O. becomes apparent in Figure 3.5 that 
compares the range of the results obtained from the M. O. O. and the S. O. O. approach. 
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Figure 3.5: M. O. O. vs. S. O. O. range of properties for case C 
Comparative analysis and numerical results for cases A, B and C 
Figures 3.6a, 3.6b, 3.6c show comparisons of the new designs with the designs proposed by 
Marcoulaki and Kokossis (2000b) denoted by Si. Some of the new designs indicate improved 
selectivity and retain significantly the solvent losses as a result of the M. O. O. framework. 
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Figure 3.4 shows the full range of the solutions proposed in cases A and B in comparison 
with the range of the solutions reported by Marcoulaki and Kokossis (2000b). Clearly, the 
ranges in approaches A and B are very similar and include all the solutions proposed by 
Marcoulaki and Kokossis (2000b). On the other hand the ranges shown in Figure 3.5 for case 
C indicate a different overall set of molecules which should be expected as the existence of 
Cs introduces a new synthesis drive into the problem. 
The existence of trends among the properties of the molecules becomes evident already from 
Table 3.2. These trends can be verified for the total range of the Pareto front using the 
correlation coefficient (Livingstone, 1995). The correlation coefficient is widely used in 
molecular data analysis and shows the degree to which variables are related. In order to avoid 
making approximate assumptions regarding the normality of the distribution of the obtained 
data non-parametric statistical analysis is employed. Figure 3.7 shows the Spearman's rank 
correlation coefficient (see Appendix C) for different properties in case A. 
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Figure 3.7: Correlation coefficient for properties of designed molecules in case A 
A positive correlation coefficient indicates that while the rank of one property increases the 
rank of the other property increases as well. On the other hand, a negative correlation 
coefficient indicates that when the rank of one property increases the rank of the other 
property decreases. The use of the correlation coefficient also shows how strong or weak the 
correlations are. For example, Figure 3.7 shows that the trend between Ss and MWs or TB,, is 
very weak but the trend between S, and MWs is very strong. It should be noted here that the 
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results are verified by the conclusions of Cockrem et al. (1989). Figure 3.7 shows that a 
negative correlation exists between MWS and M and a negative correlation exists as well 
between MW5 and S1. Cockrem et al. (1989) finds the same trends among the two pairs of 
properties. Using the correlation coefficient for case B, the results shown in Figure 3.8 
indicate similar overall trends to the trends in case A. In case C the correlation coefficient 
shown in Figure 3.9 indicates different trends between the properties than the ones derived in 
cases A and B. 
Figure 3.8: Correlation coefficient for properties of designed molecules in case B 
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Figure 3.9: Correlation coefficient for properties of designed molecules in case C 
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A detailed overall quantitative understanding of the relations between the decision -variables 
can be gained if a data analysis tool is used. Cases A and B are of particular interest since 
there is evidence that the overall set of the designed molecules is quite similar. The analysis 
of the relationship among the five different objectives can be done using the multivariate 
regression analysis method in MATHCAD (www. mathcad. com). In this case a reasonable 
choice is to explore the relationship between Ss and the other four objectives. The obtained 
non-linear model is described by equation (3.26): 
15 
S3 = (coeffs; " M';.. MWS'ý. 3 TBP';. 4) (3.26) 
In Table 3.6 each element Ili represents the order of the corresponding variable. The general 
model correlates the design objectives in a rather similar manner with differences only in the 
correlation coefficients. The sample multiple coefficient of determination R2 indicates a 
reasonable fitting of the data into the model in both cases. Using the non-parametric test of 
two independent samples in SPSS (www. spss. com) it is possible to compare the two sets of 
Table 3.6: Order of polynomial and coefficients 
for cases A and B 
Order I of 
polynomial 
123 4 
Coefficients 
for Case A 
R2: 90.5% 
Coefficients 
for Case B 
R2: 90.2% 
1 1 0 0 1 -0.9 -0.611 
2 0 1 0 1 -0.451 11.587 
3 0 0 1 1 -0.024 -0.041 
4 0 0 0 2 0.0121 0.0137 
5 0 0 0 1 -5.332 -2.529 
6 1 0 1 0 0.4663 0.5824 
7 0 1 1 0 0.5864 -8.127 
8 0 0 2 0 0.0092 0.0324 
9 0 0 1 0 7.8568 3.4193 
10 1 1 0 0 -61.66 -82.19 
11 0 2 0 0 89.672 583.07 
12 0 1 0 0 134.14 -4497 
13 0 0 0 0 0.0013 -0.003 
14 1 0 0 0 388.5 209.77 
15 2 0 0 0 8.3895 0.2251 
coefficients for cases A and B and investigate whether their values differ significantly. In a 
level of significance of 5% there is a 57.6% possibility that the observed differences between 
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the two sets of coefficients are due to random sampling error. This result indicates that it is 
very possible that the results follow the same distribution and supports the viewpoint that the 
models are similar and thus the designs obtained in cases A and B are similar as well. 
Furthermore, in chapter 4 molecules obtained using the same objectives as in cases A and B, 
with additional constraints accounting for issues such as formation of azeotropes, are 
compared in terms of process costs. It is found that the molecules with the lowest process 
cost in both cases are the same. This shows that both cases converge towards the same 
optimum molecular structures and that the differences between the two Pareto sets exist only 
in suboptimal structures. Apart from property-property correlations, property-structure 
correlations can be identified from the results of the M. O. O. approach. The results of the 
study of structure-property relations will be reported in future work. 
By introducing an increasing number of objective functions in the M. O. O. framework its 
performance with respect to computational effort is investigated. The average CPU time and 
number of function evaluations per run are shown in Table 3.7. The computational time and 
the function evaluations remain at low levels even in the case of 5 objectives. 
Table 3.7: Numerical results for increasing number of objectives 
Number of Objectives CPU time(sec) Function evaluations 
3 75 144193 
4 136 251879 
5 158 291648 
3.4.2 Example 2: Design of solvents for the separation of an Air-Acetone mixture 
using gas-absorption 
Case D: Design objectives for M. O. O. 
Let us assume that some important properties for the design of solvents suitable for gas- 
absorption are: 
  Solute solubility in solvent as it determines the amount of the input solvent 
flowrate. 
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  To facilitate separation in solvent regeneration the boiling points of the solvents 
should be significantly higher or lower than those of the nonsolvent molecules that 
are to be absorbed. Furthermore, low solvent boiling points imply high solvent 
loss whereas high solvent boiling points imply high relative volatility, low chance 
of azeotrope formation and high energy demand in regeneration. 
  Low volatility (represented by the vapour pressure of the solvent) as it reduces the 
loss of solvent and facilitates solvent regeneration. 
  Heat of vaporisation as it determines the energy demand in regeneration. 
  Low molecular weight implies smaller molecules that are simpler to design. 
The design objectives are: 
i) max Sb (3.27) 
ii) min H,,, MWs, Pvp (3.28) 
iii) TP> TBP + 6ýT,; n (3.29) 
iv) TP>T Pater (3.30) 
v) TBP < TmaX (3.31) 
This separation is carried out using water and it must be replaced by a more efficient solvent. 
A realistic prediction of the vapour pressure of the solvent (P,. P) requires bubble point 
calculations at the bottom of the column. Due to these calculations the equilibrium liquid 
concentration X* for a gas featuring Y in the vapour phase is available. It is, therefore, 
preferable to use X* in equation (3.27), instead of representing solubility with equation 
(3.15). The results of the M. O. O. framework are presented in Table 3.8. They involve many 
simple molecular structures that can be easily synthesised. Marcoulaki and Kokossis (2000b) 
combined the boiling point constraint with solvent flowrate and operating temperature as 
process economic criteria in their simultaneous process-solvent design approach. It is worth 
noting that the majority of the designs obtained by that approach are included in Table 3.8. 
This is a first notion of proof that the designs obtained using M. O. O include molecular 
structures that are designed when process feedback is present. 
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Table 3.8: Designs obtained using the M. O. O. framework for gas-absorption 
ID Molecule X* Hv MWS TBP Pp 
Cl CH2=CH-CH2-COOH 0.34 48.9 86 438 0.33*10-5 
C2 CH =C-CH(CH3)-CH2-NO2 0.24 41.0 113 463 0.27*10-5 
C3 CH =C-CH2-CH2-CH2-NO2 0.16 42.2 113 470 0.25*10-5 
C4 CH3-CH2-CH2-CN 0.05 33.6 69 394 0.17*10-1 
C5 CH3-CH=CH-C(=O)-CH3 0.04 32.8 84 376 0.35''10-' 
C6 CH3-COOH 0.05 46.6 60 389 0.13*10-1 
C7 FCH2-O-CH2-CH2-C1 0.11 31.7 94 382 0.93*10-2 
C8 CH2=CH-(C1)C(-O-CH3)-CH2-CN 0.10 43.2 146 495 0.16*10-5 
C9 CH2=CH-CH(-O-CH3)-Cl 0.21 30.8 106 389 0.12*10-2 
CIO FCH2-O-CH2-CH(-O-CH2F)-C1 0.25 36.3 123 444 0.28*10-5 
Cll CH3-CH(HC=O)-Cl 0.06 22.1 93 380 0.19*10-' 
C12 Cl-CH(HC=O)-C(-O-CH3)=CH2 0.18 38.0 129 460 0.19*10-5 
C13 CH=C-CH2-NO2 0.06 36.9 85 428 0.79*10-3 
Case E: Simultaneous gas-absorption-solvent synthesis 
In this case a gas-absorption process is designed in the course of solvent synthesis by adding 
two constraints regarding the formation of binary azeotropes and the solvent molecular 
weight on the representation proposed by Marcoulaki and Kokossis (2000b). The design 
decisions in the optimisation involve the solvent flowrate and the structural solvent decisions. 
The representation of Marcoulaki and Kokossis (2000b) includes the following pre-defined 
process parameters: 
" The number of theoretical stages Nab in the column. 
" The operating pressure P in the column. 
" The inlet v;,, and outlet yoi concentration of acetone in the gas phase. 
Additional constraints include bounds on the solvent mass flowrate S FL and the operating 
temperature T,, r, at the bottom of the column: 
jý SFL <s FL (3.32) 
ab ab, max 
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ii) Tab>Tab, min (3.33) 
The bounds with respect to the solvent involve molecular weight MWs, formation of binary 
azeotropes and boiling point T8 : 
iii) MWS<MWSmax (3.34) 
iv) (Pvp - 7iioi " Pvp) " (P11 -r 00 " Pvp) <0 (3.35) 
where P,, p and y°° are the vapour pressure and the infinite dilution activity coefficient for 
components i and ii, respectively. Constraint (3.35), accounting for the formation of binary 
azeotropes, has been proposed by Buxton, Livingston and Pistikopoulos (1999) (Appendix 
Q. The bounds for TBP remain the same as in equations (3.29)-(3.31). Apart from the fact that 
the use of constraint (3.35) adds different search directions in the optimisation problem, it is 
required in order to account for molecules that facilitate the separation during the 
regeneration of the solvent. The synthesis objective is to minimise the solvent mass flowrate 
(S bL ) in the process and the model is solved simultaneously with the solvent design model. 
The set of results is generated by increasing the bound in MWs after each run. The results 
presented in Table 3.9 are ranked based on increasing S' and are very similar to those 
proposed by Marcoulaki and Kokossis (2000b). 
Table 3.9: Designs obtained for simultaneous solvent design with gas 
absorption 
FL 
ID Molecule 
sab 
Tab(K) MWS TBP 
(ton/hr) 
DI CH2=CH-CH2-COOH 21.9 297 86 438 
D2 CH2=CH-(C1)C(CH3)-CH2-CN 40.9 297 130 469 
D3 CH =C-CH(CH3)CH2-NO2 41.9 309 113 463 
D4 FCH2-O-CH2-CH(-O-CH2F)-C1 42.8 306 123 444 
D5 CH2=CH-CH(-O-CH3)-C1 43.6 295 106 390 
D6 CH3-COOH 107.3 321 60 389 
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All the designs have been identified in Table 3.8 as part of the Pareto front, apart from D2, 
which is however structurally similar to C8. Furthermore, Figure 3.10 shows that all the 
solutions found in case E lay within the range of the solutions obtained using the M. O. O. 
approach. Despite the fact that the constraints in this case are different to the M. O. O. 
constraints, the M. O. O. method is highly inclusive in optimal designs. This shows that the 
M. O. O. methodology can capture solutions that are generated when process performance 
feedback is present. 
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Figure 3.10: Ranges of properties for M. O. O. vs. S. O. O. simultaneous solvent-process 
design approach 
Case F: Simultaneous gas-absorption-distillation -solvent synthesis 
In this case a distillation column is added in the existing gas absorption process in order to 
recover the already used solvent. Figure 3.11 shows a schematic representation of the 
absorption-distillation process. Detailed equations and assumptions regarding the design of 
the distillation column are reported in Appendix B. Additional pre-defined process 
parameters for the distillation column are: 
" The mole fraction Xb of acetone at the bottom of the column 
" The mole fraction Xd of acetone at the top of the column 
Constraints for gas-absorption follow equations (3.32)-(3.35). Constraints for the distillation 
column include bounds on the number of stages Ndd1 and on the reflux ratio Rd,,: 
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Figure 3.11: Integrated solvent-process design for separation of air-acetone mixture 
i) Ndst<Ndst, max (3.36) 
ii) Rdst>Rdst, 
min (3.37) 
The synthesis objective is to minimise the energy Ed,, required for the recovery of the solvent. 
The model is solved simultaneously with the solvent design model. The results are ranked 
based on increasing Ed,,. Figure 3.10 shows that the results obtained using the M. O. O. 
methodology are inclusive of the designs obtained when process performance feedback is 
accounted for at the solvent design stage. The optimum design El in Table 3.10 has been 
Table 3.10: Designs obtained for simultaneous solvent design with gas absorption and 
recovery 
S FL 
to 
ID Molecule Eddt(MJ/hr) ab Tab(K) Ndsr Rdt MWs TBP 
El CH3-CH(HC=O)-Cl 6052 135.8 317 11 1.03 93 381 
E2 CH2=C(HC=O)-O- 6285 295.3 330 8 1.06 86 392 
E3 CH3-CH2-NO2 7162 140.5 319 10 1.07 75 387 
E4 HO-CH2-CL 9701 214.0 325 10 1.63 66 372 
E5 CH3-CH2-CN 12330 71.7 312 18 3.27 55 364 
E6 CH3-O-OH 21770 302.5 322 11 5.31 48 347 
E7 CH2=CH-OH 45440 87.97 311 31 1.33 44 329 
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identified in Table 3.8 as part of the Pareto front. Designs E2 and E3 are structurally similar 
to designs C 12 and C 13, whereas the rest of the designs are highly suboptimal and violate the 
boiling point constraint. The above arguments show that the M. O. O. methodology can 
capture the exact designs as well as the synthesis trends that exist when process performance 
feedback is present at the solvent design stage. 
Case G: Integration of solvent design results into gas-absorption-distillation synthesis 
The solvent molecules obtained at the M. O. O. solvent design stage are introduced as discrete 
variables into the gas-absorption-distillation synthesis model. More details regarding the 
implementation of this case can be found in the next chapter. The process optimisation 
variables are: 
9 The number of theoretical stages Nab and Ndst in the absorption and distillation 
column, respectively. 
9 The outlet concentration of acetone your in the gas phase. 
Constraints for the gas-absorption and the distillation column follow equations (3.32), (3.33) 
and (3.37). Furthermore, bounds are set for the operating temperature of the distillation 
column Tds, and the absorption factor AF: 
i) Tdsr > TdS(, min (3.38) 
iiý AFmin< AFB AFmax (3.39) 
The optimum molecule obtained in this case is shown in Table 3.11 in comparison with the 
molecule obtained in the S. O. O. case without process feedback. 
Table 3.11: Comparison of S. O. O. and M. O. O. solvent results based on process performance 
Case Molecules X* H, MWS Ptip TBP Cost(S/yr) 
M. O. O. CHz-O-CH(Br)CH(Br)Cl 0.073 41.1 252 7.03*10-7 487 486010 
S. O. O. CH2=C(-O-CH3)-CH2-Cl 0.855 32.4 106 2.86*10-5 395 657729 
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The S. O. O. molecule was obtained by using X* as the main objective function while the rest 
of the properties were considered as additional constraints. In this respect X* was allowed to 
reach a rather high limit and the molecule should represent the optimum solvent for an 
absorption-distillation process. However, the optimum molecule in terms of process cost has 
different properties as it lies in an area of the solvent synthesis solution space where X* is 
low and the vapour pressure PvP is significantly lower than the S. O. O. molecule. Figure 3.12 
shows a correlation of the process cost (OF) of the molecules that belong to the Pareto front 
with the different physical properties. 
The vapour pressure P, has a stronger effect on the process cost than the equilibrium 
concentration X*. Thus by using X* as the objective function in the S. O. O. solvent design 
problem, the search is dominated by solutions that obtain a high X* and the optimum solution 
in terms of process cost is lost. For the same reason using any other property as a single 
objective function would potentially lead to suboptimal results. With regards to the molecular 
weight Figure 3.12 shows that heavier molecules lead to reduced process cost. In the S. O. O. 
case the molecular weight was included in the search as an additional constraint with an 
upper bound. In this respect using a low value as the upper bound would lead to suboptimal 
results. 
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Figure 3.12: Correlation coefficient for cost (OF)-solvent properties in 
integrated solvent-process design 
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3.5 Concluding remarks 
This work presented a new methodology for the design of molecules that can be utilised as 
solvents in various processes. It builds upon multiple objective optimisation in order to 
generate a set of optimal solvent molecules that embeds highly inclusive designs and 
incorporates comprehensive design information regardless of process economics. 
Overall the results obtained from the utilised examples show that multiple objective 
optimisation in combination with CAMD can be a very useful tool for the design of solvents. 
Unlike previous approaches that focused on one final, optimum design, it has allowed the 
generation of a rich, highly inclusive set of designs. A comparison with solutions found 
previously for S. O. O. terms indicates that they are included in the designs obtained using the 
M. O. O. methodology. A variety of performance and environmental indices is used with 
success while the complexity of the design problem is not significantly increased by 
including additional solvent property objective functions. The obtained set of non-inferior 
designs allows the hidden, complex, intermolecular trends to be revealed, thus providing with 
design insights through the identification of patterns. The presented methodology is able to 
operate at a conceptual level, where the solvent properties are expressed in a generic fashion 
avoiding possible biases towards certain processes during the solvent design. As the different 
synthesis drives are treated as independent objective functions, the important process 
information otherwise required at the solvent design stage in the form of process feedback is 
incorporated in the results. Marcoulaki and Kokossis (2000b) observe that when process 
performance feedback is present at the solvent design stage controls for molecular complexity 
are unnecessary. In the presented methodology controls and artificial constraints become 
redundant as the obtained information involves both simple and complex designs. 
The study presented in this chapter introduces the M. O. O. solvent synthesis concept. In this 
context the technology employed for the implementation of the proposed M. O. O. framework 
is simple but sufficient enough in order to lead to successful solvent design results. However, 
there are issues with regards to the identification of the Pareto front that are not addressed in 
this study. For example, choosing the weighting method in order to approximate the Pareto 
front leads to molecules that are similar, identical or better than molecules identified using 
S. O. O. or process performance feedback in course of solvent design. However, there is no 
guarantee that the obtained set of Pareto points is evenly distributed into the solvent solution 
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space. Furthermore, molecules that have not been identified might exist in the Pareto front. In 
this respect more sophisticated methods that address the effective identification of solutions 
in the Pareto front must be tested. One such method, proposed by Fu and Diwekar (2004), 
utilises optimisation under uncertainty in order to efficiently capture Pareto optimal points. 
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Chapter 4 
Decomposition-based Approach 
for the Integrated Solvent and Process Design 
The previous chapter demonstrated through extensive examples the advantages of using 
multiple objective optimisation (M. O. O. ) in CAMD solvent synthesis. One of the most 
important insights is that molecules generated using M. O. O. appear to have a higher process 
performance than molecules obtained using single objective optimisation (S. O. O. ) CAMD 
synthesis. Due to the inherent assumptions, the use of S. O. O. could potentially bias the 
optimisation search towards suboptimal solutions. 
The developments described in chapter 3 clearly identify the need for existence of process 
performance feedback at the solvent design stage. A few methods that take into account the 
process impact in solvent design stage, described in the previous chapter, have been proposed 
in published literature. However, they mainly focus on the design of optimal solvents without 
allowing enough space for the structural optimisation of the process in which the solvent is 
utilised or for the development of process targets and performance limits. In some cases pre- 
screening of solvent candidates is utilised based on solvent or process dependent 
thermodynamic properties, thus running the danger of discarding important process and 
solvent design information. The overall solvent-process optimisation problem involves high 
combinatorial complexities, while the thermodynamic models used for the prediction of 
physical properties as well as the process models involve non-linearities that are difficult to 
tackle and lead to extremely time consuming calculations (Linke and Kokossis, 2003; 
Papadopoulos and Linke, 2004). These bottlenecks make the reduction of the problem size 
necessary, while at the same time deprive confidence from the results that may represent 
inferior solutions. Technology is required that is able to engage the process synthesis and 
solvent design stage through a framework which is free of potentially biasing assumptions 
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both at the solvent and process design stages and would therefore restore confidence in the 
optimal results. 
This work proposes a unified framework of solvent and process design (Figure 4.1) where 
solvent molecules are synthesised based on multiple objective optimisation in order to 
identify all the potentially optimal solvents. The derived set of Pareto optimal solvent 
candidates is then systematically introduced into the process synthesis. This can be achieved 
through a distributed sample of clustered candidate molecules that are considered as discrete 
options within the process synthesis model. This information can be optimised along with the 
process synthesis model that may either consist of simple process models or of highly 
inclusive superstructures, without severely increasing the combinatorial size of problem. 
LCAMD 
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Figure 4.1: Schematic representation of proposed decomposition based methodology 
4.1 Problem definition 
The integrated process and solvent synthesis problem can be stated in formal terms as 
follows: 
Giver is 
A processing scheme with 
"a set of process feed streams of specified compositions 
"a set of functional groups, whose combinations define molecular structures 
"a GC method available to predict the desirable physical properties 
"a set of separation tests (Liquid-liquid extraction, extractive distillation etc. ) 
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The synthesis objective is to optimally determine molecular structures and process 
alternatives that maximise the process performance with respect to a selected performance 
measure. 
The methodology that is proposed for the solution of this optimisation problem is shown in 
Figure 4.1. The integrated solvent and process synthesis is decomposed into a procedure that 
involves two major steps: 
1. A CAMD solvent synthesis problem is formulated as a M. O. O. problem in order to 
generate a set of optimal solvent candidates independently of separation task and 
process or economic criteria. 
2. The solvent design information obtained from the first step is systematically 
incorporated into the process synthesis level and a set of solvent-process systems is 
developed. 
The previous chapter explained the CAMD M. O. O. problem formulation. This chapter 
focuses on the development and implementation of the second step. 
4.2 Solvent design-process synthesis interface 
Introducing the solvent design information captured at the M. O. O. stage into the process 
synthesis is a crucial step of the proposed methodology. It should be performed in a way that 
avoids any unnecessary computations that would severely increase the complexity of the 
demanding process synthesis calculations. 
Clearly, all molecules identified in step 1 could be introduced into the process synthesis level 
and the best process-solvent design could be extracted. However, process synthesis 
calculations are computationally intense and a more efficient approach is sought for reasons 
of practicality. The strategy investigated here, in order to enhance the efficiency of the 
approach, involves the partitioning of the optimal solvent set into clusters of similar 
molecules. A representative molecule from each cluster is introduced into process synthesis 
as a discrete option, therefore the performance of this molecule is expected to approximately 
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represent the performance of all the molecules in the cluster. The proposed strategy is 
presented in the following sections. 
4.2.1 Clustering of Pareto optimal set 
Formation of molecular clusters 
An obvious approach for incorporating the solvent design information, captured by the 
CAMD Pareto optimal front, into the process synthesis task would be to consider the 
candidate molecules as discrete options in the process synthesis model. However, this 
approach would resemble the existing technology of process synthesis in the course of 
solvent design and would therefore significantly increase the combinatorial size of the 
optimisation problem. The acquired set of optimal molecules has been formulated for optimal 
performance under certain conditions using the M. O. O. technology. It is possible to identify 
and take maximum advantage of any potentially common physical characteristics among the 
molecules by decomposing or partitioning the set into smaller groups. This work proposes the 
identification of molecular clusters according to solvent properties so that all the molecules 
in each cluster are similar to each other and as different as possible to the molecules in other 
clusters. By measuring the average distance between the molecules in each cluster it is 
possible to derive a cluster centre. The properties of the molecule that lies closest to the 
cluster centre can be considered to be approximately representative of the properties of the 
other molecules within the cluster and a representative molecule from each cluster can be 
introduced into the process synthesis. The result of the simultaneous solvent and process 
optimisation will reveal the cluster that includes the molecules that are ideally suited for the 
process, thus rejecting the molecules that belong to other clusters. An iterative application of 
this procedure will result into a tree-like representation for the optimisation problem. In each 
iteration the various branches of the representation will focus the search in a reduced solvent 
solution space and the size of the problem will decrease without discarding important solvent 
information. 
Clustering decision criteria 
The main objective of clustering is to propose a number of clusters that effectively achieves 
the partitioning of a data set into reduced groups of data with similar characteristics. In the 
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particular requirements associated with this work, the clustering procedure should balance the 
extraction of appropriate solvent-process design information with the complexity and size of 
the process-solvent optimisation problem. 
The decision regarding the number of clusters generated from the original data set depends 
primarily on the clustering validity rules (see section 4.4.3) which are mathematical indices 
that account for certain statistical characteristics of the clusters. Such characteristics mainly 
involve the calculation of the distances among the data points that belong to each cluster as 
well as the distances among the cluster centres. As the clustering validity rules provide an 
overall index regarding the quality of the clusters, the knowledge of the individual distances 
is required in order to obtain a descriptive depiction of the intra- and inter-relations of the 
clusters. The number of data points included in each cluster is an important decision criterion 
that, although associated with the calculation of the clustering validity rules, provides a 
separate, qualitative measure of the effectiveness of the clustering procedure. Large numbers 
of data points in a cluster could potentially lead to high deviation in the physical properties 
between the molecule closest to the cluster centre and part of the remaining molecules. This 
could have unforeseeable repercussions in the cost of the process and introduce an increased 
risk of loss of design information. After the identification of the number of clusters that best 
describe the data set, the process performance of the molecules closest to the cluster centres is 
calculated. Assuming that the partitioning of the molecular data set successfully fulfils the 
clustering objectives, the process performance of the central molecule provides a fair 
approximation of the process performance of all the molecules in the cluster. 
In summary, the decisions regarding the emerging clustering paths that should be followed in 
order to identify the optimal molecule depend on four major criteria: the number of clusters, 
the distances between the cluster centres and within each cluster, the number of data points in 
each cluster and the process performance of the molecule closest to the cluster centre. 
Clustering decision errors 
An effective implementation of the proposed clustering procedure should clearly identify a 
single, most promising cluster, in terms of process cost, that ideally consists of only a few 
molecules. In the case that the clustering validity rules fail to identify a number of clusters 
that meets the objectives of the problem at hand, there are certain types of decision errors that 
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can result. These include the generation of too few or too many clusters with respect to the 
size of the data set that is being partitioned or, simply, overlapping clusters that may occur 
regardless of the resulting number of clusters. All these errors could lead to inconclusive 
results and loss of design information or to increased solvent-process optimisation problem 
size. Consideration and examination of the clustering decision criteria aims at identifying the 
decision errors. High distances of the data from the cluster centres, low distances between the 
cluster centres, small differences in the costs of the central solvent-process configurations 
between clusters and large numbers of data points per cluster may indicate or lead to potential 
clustering decision errors. A logical flow diagram with possible clustering decision errors as 
well as proposed solutions is presented in Figure 4.2. The proposed solutions for the 
clustering decision errors are described in the following section. 
Set of solvent Optimum cluster 
molecules identified 
Serial clustering 
Generate Gradually reduce 
clusters original set 
Rank clusters 
Parallel clustering according to process 
Clustering Segment original set- performance 
validity rules generate sub-clusters 
Choose molecule Readjust number 
closest to cluster following validity 
centre rules 
Yes No 
Process 
synthesis 
Yes Clusters 
overlapping? 
Too many Too 
few 
clusters? clusters? No 
No 
Figure 4.2: Logical flow diagram for solvent-process clustering decisions 
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Exploration of clustering strategies for identification of optimal clustering paths 
As previously explained the iterative generation of clusters in combination with the 
implementation of the clustering decision criteria will lead to a tree-like representation of the 
optimisation problem. By exploiting the available clustering information in combination with 
principles of branch and bound algorithms, such as depth-first and breadth-first, it is possible 
to effectively deal with the clustering decision errors and easily identify the optimal 
clustering paths. 
The existence of too few or overlapping clusters can cause the most severe problems in the 
proposed methodology as it could lead to loss of information, thus to suboptimal solvent- 
process configurations, due to merging of distinct clusters. In this case the error can be 
addressed by gradually reducing the original set, if the characteristics of the existing clusters 
allow such an action. Clusters that are compact, non-overlapping and where the cost of the 
central solvent-process configuration is significantly different than those of the other clusters 
can be discarded. The remaining data can be re-clustered, thus allowing the gradual reduction 
of the solution space through a sequential and systematic procedure, as is shown in Figure 
4.3. This approach guides the search for the optimum solvent-process configuration through a 
series of calculations of the solvent-process cost centre of each cluster in each iteration. 
Therefore, for the needs of this study it can be referred to as serial clustering. 
Iteration 1 
Cluster 1 
Cluster 2 
Original 
set 
i, 
Cluster 3; 
Iteration 2 
New clusterl 
--------------------- 
Iteration N 
Optimum 
cluster '*[New cluster N 
Cluster N 
--------------- 
-------------------- 
ý 
Figure 4.3: Clustering paths identification through serial clustering 
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There might always be cases that fail to satisfy the criteria set for the implementation of serial 
clustering. Additionally, although the risk of missing the best molecule is calculated through 
the clustering decision criteria each time a cluster is discarded, there is always uncertainty 
with regards to the contents of that cluster, especially when it consists of large numbers of 
data points. Therefore, a slightly different clustering strategy could take the forrn of parallel 
clustering, as is shown in Figure 4.4. In this case the original set of clusters is segmented into 
subsets of fewer data points, addressed as individual sets, that can generate new sets of sub- 
clusters. The clustering procedure is facilitated by solving easier clustering problems that can 
quickly result in distinct, compact clusters. Furthermore, this approach retains all the useful 
information until the point where it is safe to decide on the cluster that is likely to include the 
optimum molecule with respect to the process. 
Iteration 1 Iteration 2 
--------------- 
---------------- 
New clusterl 
Cluster 1 New cluster2 
--------------- 
Cluster 2 ' -------------- ' 
f New cluster N 
-- -- ---------------- --------------- 
-ýº Cluster 
---------------- 
New clusterl -' , 
New cluster2 
t ---------------' 
i 
------ 
-------------' New cluster N ý: '-º - ---------------ý ------ý------ý ---------------- 
New clusterl 
------------- New cluster2 --------------- ---------------- Cluster N l 
New cluster N' 
---------------- ---------------- 
Iteration N 
Optimum 
cluster 
Figure 4.4: Clustering paths identification through parallel clustering 
In the case of too many clusters the number of clusters proposed by the clustering validity 
rules can be readjusted according to the requirements of the specific problem. Examination of 
the differences among the values of the validity rules could point towards lower numbers of 
clusters that are sufficiently compact and far apart. 
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Heuristic probability for clustering decisions 
In the previous sections this work discussed decision criteria regarding the optimum 
clustering paths that lead to the cluster with the best solvent-process performance. The major 
decision criteria aim at describing the clusters in terms of partitioning information 
(compactness, overlapping) and in terms of cost of solvent-process configuration for each 
central molecule. Each individual criterion provides a sense of quantity of what it describes, 
but as the criteria operate independently from each other, they only identify the overall trends 
and directions of the clustering paths in a qualitative manner. A function is required in order 
to unite and quantify the proposed criteria under a single index. This function will suggest 
new clustering paths that are likely to lead to optimal clusters. The clustering heuristic 
probability is therefore defined as follows: 
P= exp(-AE / Tew) (4.1) 
AE = 
Enew 
- 
Emin (4.2) 
Tnew =Q -Told (4.3) 
a= I-RS (4.4) 
RS= 
SSB 
(4.5) 
SSB + SSW 
where P is the clustenng heuristic probability, E,,,, and Eni,, are the objective function values 
in the new cluster centre and the lowest objective function value found so far, respectively, 
T, ld Is the temperature that corresponds to the current clustenng state, RS is the R-squared 
clustering index (Halkidi et al., 2002) and SSB (sum of squares between) and SSW (sum of 
squares within) represent the distances between and within the clusters, respectively. 
Although the clustering heuristic probability P follows the Simulated Annealing (SA) 
probability function, the aim of this approach is to model the uncertainties involved in the 
clustering decisions and not to perform a SA search. This approach capitallses on the 
knowledge regarding the physical characteristics of the clusters in order to identify clusters, 
that are likely to include a molecule that can produce a solvent-process configuration with a 
cost lower than the best existing one. In this context, the numerator of the probability fraction 
compares the cost E,,,,, that corresponds to a new cluster centre with the best existing cost 
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E. i,,. The annealing temperature T represents the level of certainty by which a solution is 
accepted or rejected in SA. High temperatures indicate high uncertainty with regards to the 
best solution found so far and therefore solutions that are suboptimal have a high probability 
of acceptance. Low temperatures indicate high certainty with regards to the best solution 
found so far and therefore suboptimal solutions have a low probability of acceptance. 
Therefore, in the present case, the temperature TIdcan be appropriately reduced by a quantity 
a, that is a function of the available clustering information. The term a is a ftinction of the R- 
Squared (RS) clustering index (Halkidi et al., 2002) and represents a measure of between 
clusters difference (SSB) and within clusters homogeneity (SSW). It ranges between 0 and I 
and for values close to I it indicates homogeneous clusters that are significantly different 
from each other. The advantage of using the clustering heuristic probability is that it allows 
the decision maker to quickly assess the problem and adjust the clustering policies. However, 
the understanding of the conditions of the overall problem at hand through the decision 
criteria previously discussed should always supplement the decisions made with the 
clustering probability. 
Sensitivity analysis of clustering heuristic probability 
For a minimisation problem the clustering probability follows the Metropolis criteria 
(Metropolis et al., 1953) as they are used in SA. However, the temperature T,, Id does not 
follow the gradual decrease schedule used in SA. Unlike SA, the temperature T"Id is reset for 
each cluster and after each iteration at a value that is 10 times higher (in line with Aarts and 
van Laarhoven (1985)) than the cost value of the cluster centre because the proposed 
probability function aims at modelling the uncertainty, rather than implementing a proper SA 
search. Let us assume a AE between two clusters of the data set and that T,, Id> T, The 
cluster with E,, i, is accepted with P=1 as it is the most likely of the two to include molecules 
with E,, i, or better. For the cluster with E,,,,, if RS -1 the value of a 
is -0. In this case the 
large temperature decrease indicates high certainty regarding the contents of the cluster. The 
probability value largely depends on AE . If E,,, >>E,, i,, then 
P-0, whereas in the opposite 
case P-1. On the other hand if RS -0 then the temperature Tnew remains at the high 
levels of 
T,, Id and even if En, >>E,, in the probability of getting quality solvent-process cost solutions 
out of this cluster remains high as well. 
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4.3 Process synthesis framework 
The solvent design information is introduced in a solvent-based separation process svnthesis 
framework in the form of additional degrees of freedom. In principle, any available process 
synthesis method could be used to identify optimal process options for the molecules. The 
process synthesis framework employed in this work consists of two synthesis stages: a 
screening stage where the process trends can be identified and process targets can be set and a 
design stage where detailed process superstructures (Papadopoulos and Linke, 2004; Linke 
and Kokossis, 2003) are searched in order to identify optimal conventional or novel process 
arrangements. In both stages structural optimisation is used for the process synthesis and the 
design detail of the process models can be specified by the user. A schematic representation 
of the process synthesis framework is shown in Figure 4.5. The two stages can operate either 
independently from each other or interactively, depending on the requirements of the 
particular problem. 
Solvent design 
information 
------------------------- 
Screening stage 
" Simple/detailed 
process model 
" Simple structure 
" Process 
optimisation 
I 
I 
------------- ------------ 
r----"------------------- 
Design stage 
" Detailed process 
model 
" Generic ; ---- '" superstructures 
" Structural 
optimisation 
'--------------------------1 
Optimum solvent- 
process design 
Figure 4.5: Process synthesis framework 
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4.4 Solvent-process synthesis background 
The presented methodology addresses limitations and challenges that occur at the solvent 
design level as well as proposing a systematic way of linking the solvent design information 
with the process synthesis level through a solvent-process interface. A schematic 
representation of the components comprising the proposed design framework is shown in 
Figure 4.6. 
Integrated Solvent-Process Synthesis Framework 
Solvent Design Solvent-Process Process Synthesis 
Design Interface 
Solvent Solvent Process 
Representation Clusters Representation 
Multi-objective Stochastic 
Stochastic Optimisation Search Methods 
Figure 4.6: Components of integrated solvent-process synthesis framework 
4.4.1 Solvent representation and multi-objective optimisation 
The solvent design framework consists of the solvent representation and design part and the 
multiple objective optimisation part. Molecules are represented by UNIFAC group matrices 
and composition vectors. Restrictions are imposed on matrices and vectors through 
constraints that account for the chemical modelling of the molecule, so that the obtained 
designs are chemically feasible. Appropriate perturbations of the vectors, controlled by 
Simulated Annealing, allow new molecular structures to be generated. Pure component 
properties as well as mixture properties are calculated using appropriate group contribution 
methods and correlations. A detailed discussion of the solvent representation and the property 
prediction methods can be found in Marcoulaki and Kokossis (2000a, b). The design options 
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during the solvent synthesis search are screened following the principles of multiple objective 
optimisation. A detailed analysis of the implementation of the multiple objective optimisation 
theory in the solvent design problem is reported in the previous chapter. 
4.4.2 Clustering algorithm 
The fundamental clustering problem is to partition a given data set into groups, such that the 
data points in a cluster are more similar to each other than points in different clusters (Halkidi 
et al., 2002). There is a multitude of algorithms in published literature that address this 
problem and they can generally be classified into partitional clustering, hierarchical 
clustering, density-based clustering and grid-based clustering (Halkidi et al., 2002). The 
choice of the most suitable algorithm depends on the objectives of the problem that need to 
be addressed and the type and size of the data set that requires clustering. In this work, the 
output of the clustering procedure is required in order to demonstrate the proposed 
methodology rather than a description of the processes that occur during the partitioning of 
the data. On the other hand, the effectiveness and the complexity of the employed clustering 
algorithm are two important parameters, as they can affect the combinatorial complexity as 
well as the implementation speed of the proposed methodology. The type and size of the 
available data in addition to the combination of the previously analysed objectives, make the 
partitional methods and especially the popular and well tested K-means clustering algorithm 
an attractive candidate. 
K-means clustering 
A simple algorithm that is used in order to partition n objects into K classes is the K-means 
clustering algorithm. It follows the principle of partitioning the given objects into clusters so 
that specific clustering criteria are optimised. The most widely used criterion is the clustering 
error criterion, which for each point computes its squared distance from the corresponding 
cluster centre and then takes the sum of these distances for all points in the data set (Likas et 
al., 2003). A typical K-means clustering algorithm would iterate by the following procedure 
(Steinley, 2003): 
Define K initial seeds. 
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2. Calculate the squared Euclidean distance between the 1`'' object and the L`h cluster, 
with respect to the initial seeds. 
3. Allocate each object to the cluster with the minimum squared Euclidean distance to its 
defining seed. 
4. Calculate cluster centres and replace initial seeds. 
5. Compare each object with each cluster centre with respect to their distances and 
allocate them to the cluster whose centre is the closest. 
6. Calculate new centres with their updated cluster membership. 
7. Repeat steps 5 and 6 until no objects can be reallocated to different clusters. 
As the error is directly associated with the Euclidean distance, the described iterative 
procedure aims at minimising the error sum of squares. 
4.4.3 Clustering validity criteria 
The most important parameter in clustering methods is the number of clusters present in the 
data. As it is often required for the user to specify this parameter at the start of the clustering 
procedure, it is almost impossible to match the value of the parameter with the actual number 
of clusters present in the data. There is a large variety of rules published in the literature 
(Milligan and Cooper, 1985; Halkidi et al., 2002; Weingessel et al., 1999) that aim to identify 
the actual number of clusters. The most common rules are usually a function of the sum of 
squares within (SSTO and between (SSB) the clusters and they measure the dispersion of the 
data points in a cluster and between the clusters, respectively. The simple and widely used 
Hartigan rule is therefore employed (Hartigan, 1975) in order to demonstrate the presented 
methodology: 
i=log(SSB/SSW) (4.6) 
This rule is very simple to use and does not require complex computations. In order to decide 
which value of the above rule indicates the actual number of clusters the value of the second 
differences (Weingessel et al., 1999) is utilised: 
nlinn(1n+1 (4 7) 
where n is the number of clusters and i is the value of the validity rule for it clusters. 
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4.4.4 Optimisation methods 
The synthesis options that appear during both the solvent and process optimisation search are 
screened using stochastic optimisation technology. Although there Is a large N'afietv of 
stochastic optimisation methods in the published literature, following successful results in 
molecular design (Marcoulaki and Kokossis, 2000a, b), separation (Papadopoulos and Linke, 
2004) and reaction- separation systems (Linke and Kokossis, 2003), Simulated Annealing 
(SA) (Kirkpatrick et al., 1983) and Ant Colony Optimisation (ACO) (Dofigo, 1992) haý'e 
been singled out as promising methods in cases of solvent design and process synthesis, 
respectively. A detailed analysis of the two algorithms is given in chapter 2. SA is used for 
the solvent optimisation and ACO is used for process synthesis. 
4.5 Implementation of proposed methodology 
The proposed methodology is applied to the integrated design of solvents and processes in the 
form of liquid-liquid extraction and gas absorption followed by a distillation column for the 
recovery of the solvent and extractive distillation. In this work the processes are described by 
shortcut models for screening purposes. For liquid-liquid extraction the best ranking 
molecules in terms of process cost, obtained from the screening stage, are then subjected to 
detailed optimisation using an analytical equilibrium-based extraction model. Details on the 
examples regarding the process models, specifications and data can be found in Appendices 
A and B. 
4.5.1 Solvent and process design objectives and constraints 
The sets of objective functions utilised in the multiple objective optimisation approach at the 
solvent design stage are shown in Table 4.1 for liquid-liquid extraction-distillatIon, gas- 
absorption-distillation, and extractive distillation. The objectives for solvent design in liquid- 
liquid extraction and gas-absorption have been previously discussed in chapter 3. The 
constraint regarding the formation of binary azeotropes is given by equation (3.35). The terni 
i5i', added in the liquid-liquid extraction constraints, is the solubility parameter (see Appendix 
C). It is used in order to ensure miscibility between the solvent and the solute. The objectives 
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used for the design of solvents for extractive distillation processes are proposed by 
Marcoulaki and Kokossis (2002b). 
Table 4.1: Objective functions for solvent design 
Liquid-Liquid Extraction- 
Distillation 
1. maxSS, M 
2. minSi, MWs 
3. T P, min <TBP C 
TBP, 
max 
4. TBP > TBP +O Tmin 
5. TBP < TBP - ATn, i 
6. (5i', tnin<(5j'<(5j"nlax 
7. No formation of binary 
azeotropes 
azeotropes 
Extractive Distillation 
1. max aB, 5 SP 
2. min MWS, H,. 
S <Ts S<S 3' ýBP, min 
TBP, 
max 
4. TBP > TBP +A Tmin 
5. TBP <Tp- OTnn 
6. No formation of binary 
azeotropes 
The search for optimal solvent molecules generates molecules that exist in chemical 
databases such as NIST (www. nist. gov) or molecular structures for which no information 
exists. There is generally more information available for smaller molecules. The bigger the 
molecule the more likely it becomes that no information is available. Hence, the availability 
of infori-nation is somewhat linked to the molecular weight of the molecule. Minimising the 
molecular weight of the solvent (MWs), apart from benefiting properties such as Sp, SS, S, and 
A would allow the generation of smaller molecules that can easily be synthesised. 
Gas-absorption 
The utilised process consists of a column for gas-liquid absorption that is folloNved by a 
distillation column for the separation of the absorbed components from the solvent. The 
process optimisation parameters are: 
" The number of theoretical stages (Nab) in the absorption column. 
" The number of theoretical stages (Nd,, ) in the distillation column. 
Gas-Absorption- 
Distillation 
1. max X* 
2. min H,,, MWs, Pv, 
3. TBPS, 
min 
<TSs<TS 
BP, max 
4. TBP > TBP + AT,,,, 
5. TBPS< TBAP - ATmin 
6. No formation of binary 
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9 The outlet concentration (you, ) of the absorbed component in the gas phase. 
Additional constraints include bounds on the reflux ratio (Rdt), the column operating 
temperature (Tj), the absorption factor (AF) and the solvent flowrate ( SF' ) in the absorpti ab ion: 
" Rdsr>Rdsr, min (4.8) 
"T j> T min (4.9) 
" AFmin< AF< AFinax (4.10) 
" sFL < s. FL ab ab, max 
(4.11) 
where j=ab, dst. 
Liquid-Liquid Extraction 
The utilised process consists of a liquid-liquid extraction column that is followed by a 
distillation column for the separation of the dissolved components from the solvent. The 
process optimisation parameters are: 
" The number of theoretical stages (Nil, ) in the extraction column. 
" The number of theoretical stages (Ndj) in the distillation column. 
" The feed solvent flowrate (SFL ) in the extraction column. lie 
Additional constraints include bounds on the reflux ratio (Rd,, ) and the column operating 
temperature (Tdt) in the distillation and bounds on the extraction factor (ET), product purity 
(PR; ) and recovery (RC) for component i and solvent losses (Si): 
" Rdst>Rdsr, min 
(4.12) 
" Tdsr> Tdst, min 
(4.13) 
" EF> EFmin (4.14) 
" PRi> PRi, min 
(4.15) 
" RCi>RCi, min 
(4.16) 
" S! >S/nein 
(4.17) 
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Extractive Distillation 
The process consists of two distillation columns for the separation of the mixture and the 
recovery of the solvent. The process optimisation parameters are: 
9 The number of theoretical stages (Ned) in the 1St column. 
" The number of theoretical stages (Nast) in the 2nd column. 
" The feed solvent flowrate (S dL) in the 1St column. 
Additional constraints include bounds on the reflux ratio (R ) and the operating temperature 
(Tj) in both columns: 
" Rj>Rj, min (4.18) 
"T j> T , min (4.19) 
where j-ed, dst. 
Process objective function 
The objective function (OF) employed in this work represents the total annualised cost of the 
process as a function of process and solvent parameters: 
OF(Nj, s; ' 
, 
S; ' 
, ý'ouý= 
C's, " 
1] N; + C,, " E; (4.20) 
where C,, is the cost per stage for column j, and C, is the cost for the energy Ej required in 
column j. The required energy Ej is a parameter that is affected by all the other parameters 
participating in equation (4.20). The utilised objective function can easily be extended to 
account for more structural parameters or design issues and utilities. 
The synthesis objective is to minimise the total annualised cost of the process: 
Min OF(Nj, S', S'' yod (4.21) 
NN'liere N is the number of stages, S FL is the solvent flowrate and S "' is the chosen solvent 
molecule for the separation of the mixture in columnj 0=11e, dst, ah, ed). 
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4.5.2 Goals of illustrative examples 
At this point it is important to clarify the areas of the proposed methodology that each 
example is expected to address. The results in all the examples are presented in M, o major 
sections. The first section discusses the implementation of the proposed strategies of 
incorporating the solvent design information in process synthesis. The second section 
analyses the obtained process synthesis results. Issues such as confidence levels of the 
obtained results and stochastic optimality are also discussed for each example. Furthermore, 
all the examples show simple process structures that optimise number of stages, solvent 
flowrates and outlet mass fractions, as shown in section 4.5.1. Therefore, all the obtained 
structures correspond to the general configurations of Figure 4.7a and b. The implementation 
of the proposed methodology in complex cases that involve superstructure optimisation will 
be discussed in the following chapters. 
T1 
uct 
a) Structure for gas-absorption- 
recovery and extractive distillation 
b) Structure for liquid-liquid 
extraction-recovery process 
Figure 4.7: Generic structural configuration utilised in the presented examples 
Example I is concerned with the implementation of the proposed clustering strategy in the 
case Nvhere the number of identified clusters is too high, thus a large number of molecuIcs is 
required to be screened with regards to their process performance. Furthermore, the process 
synthesis results demonstrate how the proposed methodology is used in order to devclop 
process targets. Given the fact that molecules with the highest process performance are 
Solvent recovery 
Feed Raffinate 
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identified using the proposed method, a comparison of these molecules with molecules 
obtained using single objective optimisation is perfon-ned. 
Example 2 addresses the implementation of the proposed clustering strategies and the 
comparison between parallel and serial clustering. Furthermore, the use of the heuristic 
clustering probability is discussed and the benefits that can be gained are analysed. 
In Example 3 the validity of the predictions provided by the heuristic clustering probability is 
further investigated and the highest performing molecules identified are compared with 
molecules presented in published literature. 
4.6 Illustrative Examples 
4.6.1 Example 1: Integrated solvent-liquid-liquid extraction-distillation design 
for the separation of an n-Butanol-Water mixture 
Clustering analysis 
The set of optimal solvent molecules consists of 126 six-dimensional data points. The 126 
data points are partitioned in the range of [3,40] clusters. The clustering validity rule is 
plotted in Figure 4.8 and in combination with the minimum differences method it suggests 
the use of IS clusters. 
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Figure 4.8: Results of clustenng validity rule 
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Following the proposed methodology the process of partitioning the data regarding each I 
cluster is shown in Table 4.2. Cl shows the cluster number. The xithin (SSH) and betweeii 
cluster distances (SSB) are surnmarised using the RS index. The clustering decision criteria 
are used as independent indices in order to identify the optimum clustering paths in this 
example. The probability value (P) is reported in order to evaluate the clustering decisions in 
the end. The 126 data points are distributed adequately enough throughout the 18 clusters in 
order to provide a sufficiently clear description of the contents of the clusters. By considering 
the number of data points in each cluster along with the within and between cluster distances 
and the solvent-process cost of the central molecule it becomes clear that the optimum 
molecule exists either in cluster 8 or in cluster 17. The number of possible optimal molecules 
is therefore quickly reduced down to 15 and the optimum molecule can easily be identified in 
the second iteration. 
Table 4.2: Process and partitioning of data for Example I 
Iteration Total data points Cl RS P Data points per cluster Process OF(kS/yr) 
1 0.93 0.25 15 1055.40 
2 0.97 0.01 7 16459.00 
3 0.99 0.00 3 224.03 
4 0.99 0.00 2 548.72 
5 0.97 0.01 7 7425.70 
6 0.98 0.00 5 14850.00 
7 0.97 0.01 6 3940.00 
8 0.99 0.00 3 149.31 
1 126 9 0.99 0.00 3 390.93 
10 0.93 0.23 12 3903.00 
11 0.97 0.04 12 1602.30 
12 0.95 0.15 17 2005.60 
13 0.97 0.01 6 1884.20 
14 0.99 0.00 3 6235.00 
15 1.00 0.00 1 710.94 
16 0.97 0.01 9 18755.00 
17 0.96 1.00 12 132.08 
18 0.98 0.01 3 487.52 
1 0.99 0.00 3 1062-30 
2 0.98 1.00 5 132.08 
2 15 3 1.00 0.00 1 167.11 
4 0.99 0.00 2 146.92 
5 0.98 0.29 4 166.21 
hi iteration 2 the 15 data points are partitioned into clusters in the range [ 1,14]. The clustering 
\ýalidity rule combined with the minimum second differences rule (Figure 4.9) show that the 
Optii-num number of clusters is 9. However, 9 clusters are too many for 15 points and a more 
avoid unnecessary process synthesis significant reduction is required in order to 
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computations. Based on Figure 4.9 the second difference for 5 clusters is relatively close to 
the minimum. It is therefore reasonable to assume that partitioning of the data in 5 clusters 
instead of 9 will lead to clusters that are sufficiently compact and far apart. The optimum 
molecule obviously exists in cluster 2 of iteration 2 (Table 4.2) while clusters 4 and 5 are 
likely to include molecules with process costs similar to the ones of cluster 2. 
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Figure 4.9: Minimum second differences against number of clusters for 
Example I 
The clustering validity rule has provided a reasonable number of clusters in both iterations, 
that does not significantly increase the solvent-process synthesis computational load and 
facilitates the detection of the optimum molecule. According to the clustering probability, the 
decisions regarding the clustering paths followed were generally correct and the optimum 
molecule was identified by screening 23 cluster centres in total. It is observed that using the 
clustering decision criteria as independent indices leads to the selection of cluster 8 of 
iteration I mainly due to the low objective function value. However, the clustering 
probability value clearly shows that it should have been rejected. Overall, the presented 
methodology managed to reliably identify the optimal molecule and systematically reduced 
the computational load by 82% (number of molecules that were not screened in terms of 
process performance over number of molecules initially available). 
Process optimisation results obtained through clustering analysis 
The highest ranking molecules in terms of process perfon-nance are shown in Table 4.3 along 
NvIth their physical properties. The process costs (OF) are higher than the costs reported at the 
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clustering stage because liquid-liquid extraction is simulated for the best molecules using 
cornposition dependent activity coefficients in combination with analytical mass balances in 
order to eliminate the inaccuracies of the shortcut model. In terms of molecular structure, 
inolecules Al through A4 are very similar and so are molecules A5 through A7. Results show 
that the combination of ketones with nitrile groups provides low process cost. The nitro- 
group can also be an attractive alternative to nitrile. It should be noted that these molecules 
were identified using the objectives of Table 4.1 for liquid-liquid extraction-distillation. 
Molecules AIý A2 and A3 are also identified using the solvent properties of case B in chapter 
3 as objective functions. This shows the ability of the M. O. O. approach to identify the solvent 
solution space regardless of solvent perforinance criteria. 
Table 4.3: Best ranking molecules for Example I 
ID Molecule SS M SI MWS TBP OF 
(k$lyr) 
Al 
CH3-CH2-CH(CH3)-CH2(C=O)- 
CH2CN 56.01 9.83 0.81 139 512 153.80 
A2 CH3-C(CH3)2-CH2(C=O)-CH2CN 56.14 10.13 0.91 139 506 169.25 
A3 CH3-CH(CH3)-CH2(C=O)-CH2CN 49.04 10.31 1.86 125 496 175.40 
A4 CH3-(CH2)2-CH2(C=O)-CH2CN 49.06 10.32 1.86 125 502 177.64 
A5 CH3-(CH2)2-CH2(C=O)-CH2NO2 17.98 1.80 0.82 145 514 171.07 
A6 CH3-CH(CH3)-CH2(C=O)-CH2NO2 17.97 1.80 0.82 145 508 186.88 
A7 CHi(C=O)-(CH2)3-CH2NO2 14.08 1.75 1.28 145 509 192.58 
The optimum process structures corresponding to each one of the above molecules are shown 
in Table 4.5. All molecules achieve a recovery of n-butanol of more than 99.9% at the extract 
stream. Molecules Al and A2 recover 85% of the feed water (RC,,,,, ) at the raffinate stream, 
whereas molecule A3 recovers 84% of the water. 
Apparently, the use of molecules with straight carbon chains can only reach the limit of 85% 
of xN! ater recovery in the raffinate stream. By allowing the existence of one aromatic nng at 
the solvent design stage and following the same clustering methodology the aromatic 
molecules of Table 4.4 are identified. 
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These molecules show a lower process cost than the non-aromatics of Table 4.3 %ý hile the 
recovery of water is increased to 91% (Table 4.4). Although the energy required in recovery 
remains at the same levels as in the non-aromatic cases, the distillation process requires fewer 
Table 4.4: Best ranking molecules with aromatic rings for Example I 
ID Molecule SS M S1 M Ws TBp OF(k$ýyr) 
, /CH 
30 
BI 
CN 
83.74 5.59 0.006 201 584 130.96 
B2 
CN 80.50 5.47 0.007 201 582 152.07 
CH3 0 
B3 'ý'ý"ýCH 
3 75.24 5.30 0.004 215 588 150.85 
CN 
CH3 
0 
B4 
CN 86.24 5.35 0.003 215 592 150.14 
CH3 
Table 4.5 Optimum process structures for each molecule of Tables 4.3 and 4.4 
Molecule Extraction Distillation 
Non- 
aromatics 
Nil, SFL (kg1h r) Ile RCwat(010) Ndt Tdst(K) Rd,, 
Ed,, 
(MJlhr) 
Al 3 121.5 85.2 7 439.2 1.02 325.770 
A2 3 118.1 84.9 8 436.7 1.27 358.710 
A3 3 96.4 84.2 8 432.2 1.27 388.030 
A4 3 100.2 84.2 8 434.9 1.26 398.700 
A5 4 218.6 79.9 7 439.3 1.02 367.370 
AK 
r, lv 4 219.7 79.9 
8 436.9 1.28 402.020 
A7 4 221.2 77.2 8 436.9 1.28 429.210 
Aromatics 
BI 3 195.7 91.3 4 471.3 1.47 339-180 
B2 3 194.4 91.1 5 470.2 1.96 399.090 
B3 3 184.1 90.5 5 472.3 1.96 393.270 
B4 5 36.5 87.8 4 472.6 1.47 349.112 
C.. H3 0 
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stages. In these molecules the double carbon-oxygen bond as well the nitrile group are 
beneficial as in molecules with straight carbon chains. However, the existence of the aromatic 
nng increases the selectivity and boiling point of the solvent and reduces the solvent losses. 
Table 4.5 summanses the optimum process structures obtained for each molecule, showing 
that the presented methodology provides valuable process insights as well as molecular 
trends. 
The optimisation of the 129 molecules comprising the optimal molecular set allows the 
generation of a graph (Figure 4.10) that shows the effect of solvent selectivity (SS) and the 
solute distribution coefficient (M) on the process cost. In general, high selectivity and high 
distribution coefficient lead to lower process costs, however there are quite a few cases where 
molecules with similar selectivities or distribution coefficients exist in both sides of the 
objective function line. 
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Figure 4.10: Effect of solvent selectivity (S, ) and solute distribution coefficient 
in process cost (OF) 
Marcoulaki and Kokossis (2000b), following Cockrem et al. (1989), suggest the use of the 
distribution coefficient as an objective function in the design of molecules 
for hquId-liquid 
extraction processes. Figure 4.10 shows that molecules with 
high selectivity affect the 
process cost slightly more consistently than molecules with 
high distribution coefficients. 
Finally, Table 4.3 shows that the process costs of molecules A5 and 
A6, which have a low 
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selectivity, are comparable with molecules A2, A3 and A4 that have a high selectivitý-. it can 
therefore be concluded that using individual properties as objective functions in molecular 
design might in some cases lead to suboptimal results, because it is the combination of the 
properties that determines the process performance of the molecule. 
The above conclusion is ftirther enhanced by comparing the molecules obtained using, 
M. O. O. (Tables 4.3,4.4) with molecules obtained using single objective optImisation 
(S. O. O. ) in terms of process performance. Table 4.6 summarises the process perfon-nance of 
molecules obtained using S. O. O. for various solvent perfort-nance objectives. 
Table 4.6: Molecules found using S. O. O. for various objectives 
S. O. O. 
ID OF Molecule ss m Si OF(kS. A, r) - 
CH2=CH-C(CH3)2-(CH2)2- Cl m (CH3)C(H(C=O))2 12.30 10.51 0.42 183.12 
C2 ss CH3-C(CH3)2-CH2(C=O)-CH2-CN 56.14 10.13 0.91 169.25 
CH3 
C3 ss 
CN 89.52 5.45 0.002 127.73 
CH 3 
Molecule CI of Table 4.6 is obtained using the solute distribution coefficient (M as the 
objective function. Although the optimum process that corresponds to this molecule appears 
to have a relatively low cost (0, F), the molecule only achieves a water recovery in the 
raffinate of 31%. Comparing this molecule to molecule Al of Table 4.3 shows that it is a 
suboptimal choice. Molecule C2 is obtained using selectivity (Ss) as the objective function in 
a S. O. O. search. This molecule has already been identified by the M. O. O. solvent design 
approach (C2) and ranks second in Table 4.3. Finally, for the same single objective as before 
(Ss), but allowing aromatic rings to participate in the optimisation search, the optinium 
solvent molecule C3, shown in Table 4.6, appears to have a slightly higher cost (OF) than the 
highest ranking molecule (BI) obtained by the M. O. O. method in Table 4.4. This suggests 
that the M. O. O. search has not identified the complete Pareto optimal set. However, this 
niolecule is well within the structural trends identified in the molecules 
by the ", A. 0.0. 
method (Table 4.4). An additional optimal search, biased towards thc identified molecular 
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trends should be performed in order to identify all molecules in the proximity of the 
identified optimal molecule. 
Computational results and stochastic optimality 
Stochastic optimality must be ensured in process optimisation results so that the optimum 
solvent-process objective function value can be confidently used as a clustering decision 
cntenon. The standard deviation in the objective function value obtained after 10 stochastic 
experiments is therefore developed against the population size, following the approach 
presented in chapter 2. Figure 4.11 shows a typical example of this procedure for cluster I of 
iteration 2 (Table 4.2). For 170 agents the standard deviation is close to 3% whereas for over 
340 agents it drops to 0.2%. 
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Figure 4.11: Development of standard deviation against population size 
The development of standard deviation against the population size is shown 
for all the 
ýclusters of iteration 2 in Table 4.7. 
150 200 250 300 350 400 450 500 
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Table, 4.7: Standard deviation against population 
size for each cluster 
Population Size 170 340 440 540 
Clusterl (St. Dev. %) 2.9 0.2 0.2 - 
Cluster2 (St. Dev. %) 2.1 0.0 - 
Cluster3 (St. Dev. %) 2.1 0.0 0.0 - 
Cluster4 (St. Dev. %) 1.3 1.3 1.3 1.3 
Cluster5 (St. Dev. %) 2.0 2.1 2.1 2.3 
The average computational time required for each population size is shown in Table 4.8 NýýIth 
respect to the number of cluster centres that are being screened in each case. The case of 170 
agents is not reported because the required confidence in the optimum solution is only 
achieved for populations over 340. 
Table 4.8: Population size with respect to computational 
time and number of molecules screened 
Population size 340 440 540 
Average CPU time (sec) 1919 2779 2880 
Number of molecules screened 23 5 3 
4.6.2 Example 2: Integrated so lvent-gas-ab s orptio n -distill atio n design for the 
separation of an Air-Acetone mixture 
Clustering analysis 
The set of optimal solvent molecules consists of 220 five-dimenslonal data points. The 220 
data points are partitioned in the range of [3,40] clusters. The 5 clusters suggested by the 
clustering validity rule are plotted in Figure 4.12 as a function of the vapour pressure (P,. p) 
and the boiling point temperature (TBp), which are the properties that significantly affected 
the formation of the clusters. The plot shows that cluster 5 overlaps with cluster 3 and that 
cluster 4, although identified as a single cluster, is actually segmented into two clusters. 
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Figure 4.12: Generation of molecular clusters for Example 2 
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Following the proposed methodology, the molecule that lies closest to the centre of each 
cluster, when introduced into the process design, can be expected to have a similar 
performance to the rest of the molecules in the cluster. 
Table 4.9: Cost of the central molecule for each cluster for Example 2 
Cluster Data points per cluster Central molecule Process OF(k$/yr) 
1 103 
CH2:: -- 
O-CH3 
1 
C-CH2-0-CH2CI 
1497.70 
2 1 H202 12274.00 
3 8 H(C= O)-CH2-OH 4135.90 
4 63 FCH2 -0-C(CH2-CI)2-0-CH3 1130.40 
5 45 CH2= CH-CH(CH3)-O-H(C=O) 854.11 
According to Table 4.9 the molecule that lies closest to the centre of cluster 5 has the best 
perforniance into the process design and It should be expected that the molecule that would 
give the process with the lowest cost belongs to cluster 5. However the overlaps among the 
clusters, previously shown in Figure 4.12, suggest that there is a high likelihood that 
searching for the best solvent-process configuration into cluster 5 can be misleading. In 
Figure 4.13 the optimal objective function value Is plotted for each one of the 220 molecules 
after they have been introduced into the process design. As it can be seen, the costs in clusters 
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4 and 5 clearly overlap and the molecule that offers the optimum solvent-process 
configuration lies in cluster 4. It can be concluded that the number of clusters proposed by the 
clustering validity rule are too few for the problem at hand, probably fewer than there are 
actually present in the data. 
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Figure 4.13: Integrated solvent process cost for all molecules obtained for Example 2 
Serial clustering 
A clustering strategy that is proposed in the case that the validity rules suggest too few 
clusters is serial clustering. The total results in the search for the optimum solvent-process 
configuration, using this method, are surnmansed in Table 4.10. CI is the cluster number, RS 
is the clustering index and P is the clustering probability value. 
The "Total data points" included in the data set are gradually reduced and the grey colour 
ring indicates the clusters discarded after each iteration. The decisions regarding the cluste 
paths, described in Table 4.10, are made using the proposed clustering decision criteria as 
independent indices. At iteration 7 it is quite clear that cluster 5 contains the optimum result. 
This implementation is quite adequate in the cases of iterations 1,3 and 6 as the decision 
criteria provide a clear understanding of the clustering paths. However, the decisions made in 
iterations 2,4 and 5 involve a high risk of discarding the optimum molecule as the 
uncertainty regarding the cost contents of large clusters is high. A representative example of 
this case is the decision to discard cluster 5 of iteration 4 that consists of 65 data points. 
In 
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this case the RS value is low, therefore the cluster is not compact, and it consists of a large 
nurnber of data points. On the other hand, this cluster centre has a high objective function 
value. At the same time, the number of the total data points in each iteration must be 
drastically reduced because the solvent-process synthesis computational load is already hig 
Using the proposed decision criteria as independent indices makes the understanding of the 
trade-offs among them a rather difficult task. 
Table 4.10: Total clustering results for serial clustering in Example 2 
Iteration Total data points Cl RS P Data points per cluster Process OF(k&'ýT) 
_ 1 0.50 0.92 103 1497.70 
2 1.00 0.00 1 1154.80 
1 220 3 0.85 0.58 8 4135.90 
4 0.60 0.94 63 1130.40 
5 0.62 1.00 45 854.11 
1 0.61 0.86 38 1953.60 
2 0.38 0.96 72 1131.90 
2 211 3 0.55 1.00 41 854.11 
4 0.47 0.95 59 1130.40 
5 1 
1 0.29 0.97 69 1131.90 
2 0 52 1.00 40 854.11 3 172 3 . 0.86 0.69 8 1702.50 
4 0.27 0.98 55 1038.80 
1 0.93 0.94 15 890-59 
2 0.87 0.83 36 1111.10 
3 0.87 0.79 25 1205.80 
4 164 4 0.78 0.92 15 1032.00 
5 0.59 0.92 65 1275.50 
6 5 
7 0.99 0.01 3 1636.10 
1 0.92 1.00 12 613.26 
2 0.73 0.84 39 1111.10 5 91 3 0.81 0.80 20 1047.20 
4 0.63 0.92 20 884.64 
1 0.99 1.00 6 598.50 
2 0.96 0.23 7 1223.80 
3 0.99 0.00 3 1581.60 
4 0.99 0.00 6 903.52 
6 55 5 0.95 0.38 16 1020.6 
6 0.96 0.45 7 884.64 
7 0.97 0.27 6 854.11 
8 0.99 0.00 3 2249.60 
9 1 
1 0.97 0.11 12 1080.00 
2 0.98 0.09 6 1076.00 
3 0.99 0.00 6 903.52 7 41 4 0.96 0.44 7 854.11 
5 0.99 1.00 6 598.50 
6 0.98 0.08 4 1016.40 
1 (4 
Using the proposed clustering probability it is possible to quantify the uncertainty in cases 
similar to the previously described example. Cluster 5 of iteration 4 has a higher probabIlItY 
of containing the best solution from clusters 2 and 3, thus they could have been discarded at 
this point in the search. Furthermore, cluster 5 ranks second in terms of probability in 
iteration 4 which makes it a serious candidate of including a high quality solution. Therefore, 
the decision to discard this cluster was not correct. 
The clustering probability also allows for a more aggressive policy that requires fewcl- 
iterations. Table 4.11 shows a case where large numbers of molecules are discarded as a 
result of using the clustering probability to model the trade-offs among the clustering 
decision criteria. In every iteration the two clusters with the highest probability values are 
further repartitioned. Even in this case of aggressive reduction of the original data set, the 
proposed method manages to identify the optimum molecule in cluster 3 of iteration 3. 
Table 4.11: Total clustering results for serial clustering using the clustering probability 
Iteration Total data points Cl P Data points per cluster Process OF(k$/yr)_ 
1 0.91 103 1497.70 
2 0.00 1 1154.80 
1 220 3 0.58 8 4135.90 
4 0.93 63 1130.40 
5 1.00 45 854.11 
1 0.11 6 3919.80 
2 0.00 1 - 
3 0.35 15 1021.60 
4 0.00 7 1721.60 2 108 5 0.68 40 1111.10 
6 1.00 12 613.26 
7 0.75 17 854.11 
8 0.33 10 1127.20 
1 0.03 3 855.41 
2 0.00 1 - 
3 1.00 6 598.50 
3 29 4 0.00 6 903.52 
5 0.03 5 1076.00 
6 0.29 6 854-11 
7 0.00 2 2249.60 
The decision-making criteria employed in the serial clustering approach identify the OPtimuni 
solvent-process configuration with success. Using the clustering decision criteria as 
independent indices, the screening of 40 molecules (the total number of clusters over all 
iterations) is required through the different iteration levels (Table 4.10) in order to solve the 
M 
solvent-process optimisation problem for each cluster centre. On the other hand, the 
clustering probability allows the identification of the optimum molecule only by screenln, (-:, ý -20 
molecules (Table 4.11). 
Parallel clustering 
The use of the proposed parallel clustering strategy is demonstrated in Figure 4.14. NnI 
represents the number of points in each cluster. The numbers in brackets show the 
fragmentation of the original clusters into different clustering paths. At II the 
optimum molecule is clearly contained in cluster 4 of fragment (3,6,7). 
At first the decisions regarding the selected clustering paths are made using the proposed 
decision criteria independently. In this case there is no real risk of loosing important solvent 
information as the clusters are fragmented based on the utilised cntena without discarding 
any data points, unless the criteria provide a clear description of the clusters. In total 38 
molecules are required to be screened throughout the three iteration levels in order to identify 
the cluster with the optimum molecule, which signifies an 83% reduction in computational 
load compared with the total number (220) of original data points. 
Using the probability value P shows that there are a few clustering decision errors that can be 
attributed to misunderstanding the trade-offs among the individual decision criteria. In 
iteration 2 re-clustering cluster I of fragment (1,3) was not necessary according to the 
clustering probability. Furthermore, clusters 3 and 8 of fragment (4,5) could have been 
discarded. A more aggressive approach, similar to the one in the serial clustering strategy, 
would involve completely discarding fragments (1,3) of iteration I and (5,8) of iteration 2. 
Therefore, the use of the clustering probability would facilitate the proposed strategy in this 
case and only 18 molecules (92% reduction over the original data set) would be screened in 
order to find the optimum solvent-process configuration. 
This strategy identifies successfully the optimum molecule and has the advantage that there is 
no need to discard any molecules in early stages. On the other hand, the use of the clustering 
probability is rather beneficial and may lead to a search policy that is a combination of serial 
and parallel clustering. This shows that with the clustering probability it is possible to find the 
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best molecule safely and with the minimum possible computational effort regardless of the 
followed clustering strategy. 
Iteration I Iteration 2 Iteration 3 
Cl OF(kS ýT) Nm P 
Cl OF(k$/yr) Nm P 1 1712.30 4 0.41 
1 1971.70 34 0.83 2 1925.90 21 0.56 (1) 
2 3155.20 2 0.17 3 2030.90 8 0.46 
3 3190.10 6 0.50 4 2510.80 1 0.00 
4 1278.30 69 0.89 
Cl OF(k$/yr) Nm P 
Cl OF(k$/yr) Nm P , 3) 
0 1 1424.30 22 0.86 
1 1497.70 103 0.86 2 1640.90 38 0.87 
2 12274.00 1 0.00 3 1457.80 1 0.00 
3 4135.90 8 0.02 4 1383-00 8 0.75 
4 1130.40 63 0.91 
5 854.11 45 1.00 
(4,5) 
Cl OF(k$/yr) Nm P 
1 1020.60 18 0.52 
Cl OF(k$/yr) Nm P 
2 903.52 6 0.00 
1 3919.80 6 0.11 (3, 6,7) 3 855.41 11 0.77 
2 1 
4 598.50 6 1.00 
3 1021.60 15 0.34 
5 1581.60 3 0.00 
4 1721.60 7 0.00 
5 1111.10 40 0.67 
6 613.26 12 1.00 
7 854.11 17 0.75 Cl OF(kS/yr) Nm P 
8 1127.20 10 0.33 1 1264.70 8 0.01 
2 1155.60 14 0.12 
(5,8) 3 1108.90 1 0.00 
4 1377.40 4 0.02 
5 1287.40 1 0.00 
6 1127.20 2 0.00 
7 1051.10 17 0.00 
8 1016.40 3 0.00 
Figure 4.14: Clustering results for parallel clustering 
I ()- 
process optimisation results 
The optimum solvent from the integrated solvent and process optimisation is presented in 
Table 4.12. Table 4.13 shows the optimum process configuration that corresponds to 
molecule DI- 
Table 4.12: Solvents identified in Example 2 
ID Molecule OF(kS/'yr) 
DI CH3-0-CH(Br)CH(Br)CI 486.010 
D2 Br-CH2-0-(Br)CH-Cl 598.500 
D3(S. 0.0: Pvp) FCH20-C(Br)2-CH2CI 613.260 
CH2=C-CH2-Cl 
D4(S. O. O.: X*) 1 657.729 
U-CH3 
D5(Database solvent) CH2=CH-(CH2)2-(C=O)H 1020.600 
Table 4.13: Optimum process structure for DI 
Absorption Distillation 
Nab 5 Ndj 6 
Tab (K) 319 Tdj (K) 404 
AF 1.7 Rd,, 1.2 
Yout 5.9* 1 0-4 Ed,, (MJ/hr) 1870 
s FL (ton/h) 310.1 
ab 
The proposed optimum solvent molecules are novel designs and have not been found in 
databases. The highest ranking solvent molecule (D5) that was found during the M. O. O. 
search and exists in databases is 4-Pentenal. In the case where the solvent molecule is 
designed using X* as a single objective and is then introduced into the absorption-distillation 
process, the final result is suboptimal (D4). Molecule D4 requires a higher number of total 
process theoretical stages, and the recovery process requires a higher amount of energy. On 
the other hand, by using Pp as a single objective, the result is again suboptimal (133) and has 
been captured by the M. O. O. optimal set of molecules. Table 4.14 shows the phys, cal 
Properties of the reported optimal molecules next to the process cost 
for each molecule, 
InN, estigation of the correlations between the process cost and the physical properties 
for all 
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220 molecules has been performed in chapter 3. It has been shown that the process cost is 
more sensitive to changes in Pvp than in X*. 
Table 4.14: Physical properties and process-solvent cost of molecules for Example 2 
ID Molecule X* H, MWS PVP TBp OF(kSýi r) 
Dl CH3-0-CH(Br)CH(Br)CI 0.073 41.1 252 7.03*1 0,7 487 486.010 
D2 Br-CH2-0-(Br)CH-Cl 0.069 41.8 268 6.12*1 0-7 495 598-500 
D3 FCH20-C(Br)2-CH2CI 0.065 41.7 251 5.37*1 0-7 493 613.260 
CH2==C-CH2-Cl 
D4 1 0.855 32.4 106 2.86*1 0-5 395 657.729 
(-)-CH3 
D5 CH2-CH-(CH2)2-(C=: O)H 0.034 30.8 84 2.60*10 -2 382 1020.600 
Computational results and stochastic optimality 
Just as in the case of Example I the standard deviation after 10 runs is developed against the 
population size for the process optimisation results. Figure 4.15 shows the average standard 
deviation for all the cluster centres for both the clustering strategies. As the standard 
deviation drops close to 0% for a large population size the confidence in the obtained solution 
for each cluster increases. 
-o Parallel clustering = Serial Clustering 
14 
12 
ca 
> 10 a) 
8 
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co 4 
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300 
Figure 4.15: Average standard deviation against population size for both 
clustering strategies in Example 2 
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The average computational time required for each population size is shown in Table 4.14. For 
both clustering strategies the computational time remains at similar levels. 
Table 4.15: Average computational time for different population 
sizes in Example 2 
Population size 150 290 
Average CPU time for serial clustering (sec) 1175 3498 
Average CPU time for parallel clustering (sec) 1074 3040 
4.6.3 Example 3: Integrated solvent-extractive distillation design for the 
separation of a Cyclohexane-Benzene mixture 
Clustering analysis 
The set of optimal solvent molecules consists of 109 five-dimensional data points. The 109 
data points are partitioned in the range of [3,40] clusters (Figure 4.16). The main 
characteristics of the 6 clusters identified in iteration I are represented by the probability 
values, which are closely fitted and are also close to 1. According to the proposed 
methodology the optimum molecule should be in cluster 5 or in cluster 2. This raises the 
question of whether it is safe to reject the rest of the clusters with lower probability values or 
whether the optimum will be missed by doing so. 
Re-clustering clusters 4 and 6 (4,6) of iteration I shows that the probability of finding a 
molecule with a better process performance from the best molecule found so far in cluster 
5 
of iteration 1 decreases. On the other hand, re-partitioning clusters 2 and 3 (2,3) of 
iteration I 
shows that cluster 4 of iteration 2 has a probability of 0.98 and cluster 2a probability of 
0.95. 
Therefore, the best molecules in terms of process performance are likely to exist in clusters 
5 
and 4 (fragment (2,3)) of iterations I and 2, respectively. Cluster 2 of iteration 
2 (fragment 
(2,3)) also has a high probability value. Further re-partitioning of this cluster shows 
that the 
probability drops in iteration 3. An in depth analysis of the clusters, shows 
that the 7 
niolecules that belong to cluster 4 of iteration 2 (fragment (2,3)) are a 
fragment of the 14 
niolecules of cluster 2 of iteration 1. Therefore, the original prediction 
that clusters 5 and 2 
include potentially optimal designs was correct even in this 
difficult, from a prediction 
perspective, case. 
II ý() 
Iteration I Iteration 2 Iteration 3 
Cl OF(k$/yr) Nm P Cl OF(kS, ýT) Nm P 
1 518.90 3 0.50 1 370.25 2 0.10 
2 397.29 24 0- (2) . 95 P- 
2 425.10 5 0.77 
3 525.54 2 0.42 3 376.07 3 - 0.82 
4 325.58 7 0.98 4 362.47 6 0.90 
5 539.76 1 0.00 5 421.56 7 0.81 
6 344.45 1 0.00 
Cl OF(k$/yr) Nm P 
1 812.12 1 0.00 
2 339.28 14 0.97 
3 406.33 23 0.94 
4 691.19 34 0.85 
5 317.95 6 1.00 
6 744.58 31 0.76 
_Cl 
OF(k$/yr) Nm P 
1 592.37 2 0.00 
2 1412.10 6 0.07 
3 658.79 2 0.00 
4 725.02 3 0.02 
5 504.62 3 0.00 
6 621.03 5 0.17 
7 663.47 7 0.37 
8 927.88 15 0.43 
9 1237.50 15 0.30 
10 1527.40 6 0.14 
11 1106.40 1 0.00 
Figure 4.16: Clustering results for Example 3 
In this case 28 molecules (74% reduction) have been screened in terms of process 
performance in order to identify the clusters that Include the optimum molecules. 
III 
process optimisation results obtained through clustering analysis 
in this case a population size of 490 was used with a standard deviati ion ranging from 0.03 to 
0.4. The average time required for each run was 4422 CPU seconds. 
Table 4.16 shows the best molecular structures in terms of process costs along with their 
physical properties. The molecules are combinations of aldehyde groups with halogens. 
Table 4.16: Highest ranking molecules for Example 3 
ID Molecule aB, A H, M WS Sp TBp OF(k$/vr) 
HC=O 
EI 
I 
FCH2-U-C-(C=O)H 63.82 42.8 129 17.2 497 317.23 
I 
HC=O 
HC=O 
E2 
I 
H(C=U)-C-U-CH3 65.95 42.7 130 20.2 491 317.95 
1 
HC=O 
HC=O 
E3 
I 
Cl-C-U-CH2 -(O=C)H 38-62 45.5 164 45.3 514 318.00 
1 
Hc=u 
HC=O 
E4 
I 
H(C=O)-CH-0-CH-UI 37.82 45.3 164 51.2 514 318.92 
1 
HC=O 
HC=O 
E5 
I 
H(C=O)-CH-CII-CJ 33.54 43.9 148 53.1 505 325.58 
1 
HC=O 
E6 Aniline 2.65 42.4 a 93 - 436 711.82 
E7 
N-methyl-2- 3.76 - 99 475 913.88 
pyrrolidone 
'Experimental data 
Molecules El through E5 are similar in terms of both structure and process costs. Pic 
analysis of the optimal process structures, shown in Table 4.17 reveals the proccss structural 
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trends, which are approximately similar for molecules EI-E5. Molecule E7 is proposed bý' 
van Dyk and Nieuwoudt (2000) as the optimum molecule for this separation based on high 
relative volatility. The optimum molecule identified in this study has 17 times higher relative 
volatility and significantly reduces the process cost. Molecule E6 is reported by van DN'k and 
Nieuwoudt (2000) as a solvent used in industry for the separation of cyclohexane from 
benzene. This molecule appears to have a lower process cost than molecule E7 that has been 
suggested as a better alternative. This shows that "optimality"' should be based on process 
cost rather than physical properties. 
Table 4.17: Process optimisation results for Example 3 (wherej=ed, dst) 
Molecule Process b Nj Tj (K) Rj Ej (MJlh r) 
S FL (kg1h) ed 
El 
Coll 13 359.3 1.30 401.76 1322.8 
C012 3 422.8 1.40 459.00 - 
E2 
Coll 13 361.0 1.30 403.49 1303.6 
C012 3 420.1 1.40 460.73 - 
E3 
Coll 16 368.2 1.12 366.51 1126.6 
C012 3 429.5 1.32 375.55 - 
E4 
Coll 16 374.4 1.12 366.64 1534.7 
C012 3 429.6 1.34 379.82 - 
E5 
Coll 16 374.3 1.12 367.78 1589.5 
C012 3 425.9 1.38 410.47 - 
E6 
Coll 53 374.3 1.78 482.32 1769.9 
C012 5 412.7 1.09 547.81 
Coll 58 370.7 3.16 721.73 1440.0 E7 
C012 15 377.9 2.39 660.57 - 
'In all cases Coll corresponds to the extractive column andCO12 corresponds 
to the distillation column 
4.7 Summary of important observations 
The results obtained in the previous examples showed that incorporating the obtained solvent 
design information in process synthesis using the clustering approach is highly effective as it 
reliably identifies the molecules with the highest process performance. With regards to the 
proposed clustering strategies, both serial and parallel clustering lead to the correct clustering 
path decisions with high confidence but parallel clustering allows a more efficient 
representation and exploration of the optimal set of solvents. This can be attributed to the 
fact 
that the clearer depiction of the clustering paths in parallel clustering provides transparent 
design insights. The use of the clustering decision criteria as individual 
indices requircs a 
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slow exploration of the solvent set, otherwise decision errors may occur. These errors appear 
to be more severe in serial clustering as clusters with potentially suboptimal information must 
be rejected in early stages. The clustering heuristic probability provides an effective 
integration of the clustering decision criteria under the same index. This allows the 
transparent selection of the optimum clustering paths, while the user can easily adjust the 
irnplementation speed of the method depending on the problem requirements. Table 4.18 
surnmarises the reduction of the computational load achieved by the clustering strategies in 
the examples, as a percentage of the original data set. 
Table 4.18: Summary of reduction of computational load achieved in examples 
Example I Example 2 Example 3 
Probability Criteria Probabilit: ý Criteria' Probability Criteria 
Reduction(%) 82 91 82 74 
' Average for serial and parallel clustering strategy results 
Comparisons of the solvent design results with results obtained using S. O. O. sho"'ý, that the 
use of S. O. O. could misguide the solvent synthesis search towards molecules that might 
demonstrate suboptimal performance in process synthesis. At the same time comparisons of 
the obtained results with independent results taken from published literature confirm the 
above findings. The identification of solvent-process design trends of optimum performance 
introduces confidence regarding the quality of the designed solvents. Although M. O. O. 
technology is inherently unable to identify all the solutions of the Pareto front, the existence 
of transparent trends in the structure of the molecules reliably points towards a limited 
solvent design space that can benefit the process performance. 
4.8 Concluding remarks 
This work has presented a new method for the integrated design of process-solvent systems 
together with a method for the incorporation of solvent design Information into process 
syiithesis. The comprehensive solvent design information extracted 
from multiple objcctl%, c 
solveiii synthesis is exploited using molecular clustering in order to test 
the optimal 
molecular set with regards to its process perforniance, without severely 
increasing the size of 
the optimisation problem. The process-molecule indices that 
directly affect the generated 
clustemig paths are identified and clustering strategies are proposed in ordcr 
to facilitate the 
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clustering decisions. The clustering heuristic probability is also proposed as a means of 
unifying the clustering indices and accelerating the solvent-process optimal search. 
The results show the importance of investigating the trade-offs among different so]vent 
properties in order to achieve high performance process targets. Furthen-nore, it is shown that 
the use of clustering is very effective for the identification of the molecules that benefit 
process perfon-nance. The different clustering strategies offer fast and reliable screening of 
large sets of optimum solvent molecules. The results proposed by the presented M. O. O. 
method consistently outperform results obtained from S. O. O. approaches or results froin 
published literature. 
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Chapter 5 
Case Studies: 
Integrated Solvent and Process Selection 
In the previous chapters the proposed framework has been applied to literature problems for 
processes such as liquid-liquid extraction, gas-absorption and extractive distillation. These 
applications aimed to exemplify the benefits gained by utilisation of the methodology in 
terms of identifying optimal solvent molecules based on process performance. In this chapter 
the proposed framework is applied in the design of solvents for multi-component mixtures of 
industrial interest. Although the focus of the chapter is on the beneficial selection of solvent 
molecules for a given separation process, the employed case studies provide an initial 
glimpse into the integrated solvent-process selection problem, where the type of the 
separation process utilised is an additional degree of fTeedom for optimisation. 
In order to account for different types of separation processes, a process pre-screening stage 
is added to the existing solvent-process design framework. This stage alms at fon-nulating a 
process superstructure out of a set of available processes based on simple insights regarding 
the interactions of the mixture components with the processes. The trends and trade-offs 
among the physical properties of the designed molecules are studied and any apparent 
insights regarding the thermodynamic interactions between the solvent molecules and 
processes are exploited to further refine the superstructure. The finalised superstructure is 
subjected to structural optimisation with all the available solvent design options being 
screened according to their impact on the particular processes. 
The first case study presented is the outcome of a collaboration betNN'een the 
PRISE center 
and an industrial partner, who provided the design problem. It involves the 
design of soIN-ents 
for the recovery of Dichloromethane from a four-component mixture 
(DIchloromethane, 
CYcloPeiitene, 2-Methyl-2-butene, 2-Pentene). There is no prior knoNN'ledge N-, nth regards to 
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the solvent or the process required for the separation of this mixture in the published 
literature or in industrial practise. Therefore, the main challenges posed are the successful 
design of solvents and the selection of the appropriate separation process, in order to achle%'C 
a high performing overall system. The integrated solvent-process selection problem is kept 
simple in terms of process selection, as two processes are compared for the separation of the 
rnixture at hand. Extractive distillation was originally proposed by the industrial partner as 
the process to be utilised for the separation, however liquid-liquid extraction is also tested 
here as an alternative. 
The second case study has been proposed by the EURECHA organisation as a student design 
problem for ESCAPE-14 2004. This study addresses the design of a solvent recovery plant 
for the separation of a mixture that contains widely used solvents, such as ethanol, water, 
acetone and ethyl acetate. In this case, the design problem involves the optimal selection of 
processes through a vast number of options, whilst some of these processes require the design 
of solvents that will facilitate the separation and reduce the process costs. The proposed 
methodology for the integrated solvent and process design is utilised for the identification of 
solvents that will benefit the various separation options. A simple method is followed for the 
generation of a process superstructure in order to model these options into the optimisation 
problem. In that respect the purpose of the superstructure in this case is to capture the basic 
process economic trends of the design problem and to highlight the complexities arising from 
the integrated solvent-process selection problem. 
5.1 Preliminary process screening 
There is a wide range of available processes that can be utilised for the separation of a 
chemical species from a certain mixture. However, not all of these processes are suitable for 
the separation of a given mixture. A preliminary screening stage is required that can guide the 
identification and elimination of unsuitable processes quickly and without biasing the 
OPtimisation search. One such approach has been developed by Hostrup, Harper and Gani 
(1999). According to this approach, separation processes can generally be classified into 
processes that make use of solvents, processes that require external media and processes that 
are based on differences in properties of coexisting phases. Furthermore, among the processes 
that are based on differences in properties of coexisting phases, the), can 
further be classified 
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in terms of identity of the coexisting phases (liquid, vapor, solid). After the initial 
classification, processes that utilise an external medium (i. e. membrane separation) can be 
eliminated, unless there is knowledge or experimental evidence of the existence of a suitable 
external medium. A simple pure component analysis is then implemented in order to idelitify 
the temperature and pressure points in which the components change phase. Additionally. 
mixture properties analysis is used in order to investigate properties such as the formation of 
azeotropes, bubble/dew points and others. Having eliminated processes that fail to meet the 
specified criteria, a superstructure representation can be generated that retains potentially 
useftil process options. Such a superstructure accounts for combinations and interactions 
between the available processes and compounds that are to be separated. 
In most cases such a superstructure partially consists of processes that make use of solvents 
and therefore the choice of solvents has a significant effect in the performance of the overall 
system. The solvents are designed using the proposed multi-objective optimisation 
framework for every separation task and every processing option utilised by the 
superstructure. At this stage the proposed superstructure can be subjected to optimisation for 
all the obtained solvent options in order to identify the optimal solvent-process configuration. 
Alternatively, the anticipated interactions among the physical properties of the 
comprehensive solvent set and the particular processes can be studied in order to further 
refine the superstructure. For example, the option of liquid-liquid extraction can be 
eliminated from the superstructure if solvents designed for the separation of a mixture using 
liquid-liquid extraction exhibit very high solvent losses. 
Clearly, the proposed process screening method involves heuristic knowledge and 
assumptions with regards to the exclusion of process options from the superstructure. The 
proposed method provides a few simple venues for process selection. It also highlights the 
implications for a separation task of different process and solvent options on the process cost 
and on the complexity of the optimisation problem. The resulting solution of the integrated 
solvent-process selection problem requires the use of rich and inclusn'e superstructure 
formulations that exclude process options based only on process performance. Linke and 
Kokossis (2003) proposed one such method for the solution of this kind of problems. An 
application of this method is presented in the following chapter for integrated synthesis of 
solvent-reaction-separation processes. 
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The examples addressed in this chapter are complex and solutions had to be found %ý ithin a 
few weeks. As a result, a detailed process superstructure optimisation could not be perfornied 
and the "superstructures" optimised here consist only of a fevv structural alterations. 
5.2 Process and solvent synthesis background 
5.2.1 Process models 
The processes considered in the design problems are distillation, extractive distillation and 
liquid-liquid extraction columns. These are modeled using shortcut methods as will be 
explained in detail in sections 5.3 and 5.4. In the case of liquid-liquid extraction, detailed 
equilibrium-based models as the ones described in chapter 2 are also used In different design 
stages. The structures corresponding to the employed process models are shoNvri in FIgure5.1. 
The extractive distillation process is modeled using two distillation columns in series in order 
to perform the required separation and recover the solvent. Therefore, the reported separation 
models (Appendix B) address the design of distillation and liquid-liquid extraction columns. 
Top product 
)duct 
a) Structure for extractive distillation b) Structure for liquid-liquid- 
process extraction-recoN, ery process 
Figure 5.1: Structures employed for extractivc distillation and 
liquid-liquld extraction- 
recovery processes 
Top product 
Feed Raffinate 
Le ir 5 Chap - 
5.2.2 Process and solvent synthesis objectives 
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The sets of objective functions utilised in the multiple objective optimisation approach at the 
solvent design stage are shown In Table 5.1 for extract've distillation and 11cluld-11cluld 
extraction-distillation. 
Table 5.1: Objective functions and constraints for solvent design 
Extractive Distillation Liquid-Liquid Extraction-Distillation 
1. max aB, A ý 
SP 
2. min MWS, CS 
TBPmin`: "-TBP"'ýTBPmax 
.ii Co p 4. (Pp' P, 'p )- (P, 'p -y' ii, i, ii VP) 
1. max Ss, M 
2. min SI, MWs, H, Cs 
3. TBP, min<TBP"ýTBP. max 
'5i', rrýn <9 it <9it max 
P, 'r"i) - (P, " - y'i - P, ' <0 lp ij 
The process synthesis objectives and constraints are given by the following equations: 
Min OF(Nj, SjFL , SFj, Sjm) 
Subject to 
PRi, j > 
PRij, 
min 
(5.2) Rj>Rj, nin (5.4) 
RCi, j > 
Wij, 
n-ýn 
(5.3) Tj > Tj, rrfin (5.5) 
where Nj is the number of theoretical stages, 
SjFL is the solvent flowrate, SFj is the feed split 
fraction and Sj" is the chosen molecule for process i U=ed, dst , 
11e) - PRj, j 
is the purity 
and RC is the recovery of component i in column j, respectively. R is the reflux ratio and 
T is the column temperature for process j. The utilised cost models are represented by i 
equation (4.20) for case study I and for liquid-liquid extraction processes in case study 2. The 
cost models for distillation and extractive distillation processes in case study 2 are given in 
Appendix B. The terms included in the cost model (OF) in equation (5.1) are degrees of 
freedom for optimisation. 
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5.3 Case study 1: Design of solvents for the recovery of dichloromethane 
The problem requires the design of solvents for the separation of dichloromethane from a 
Inixture that consists of 52mol% dichloromethane (DCL), 22mol% cyclopentene (CPT), 
14mol% 2-methyl-2-butene (MBT) and 12mol% 2-pentene (PNT). The potential process 
candidates for the separation are liquid-liquid extraction featuring a distillation column for 
the recovery of the solvent and extractive distillation. Further, details regarding problem data 
and implementation are given in Appendix A. 
5.3.1 Case A: Liquid - liquid extraction - solvent recovery 
A simplified flow diagram of the problem is shown in Figure 5.2. The aim of the process is to 
separate dichloromethane from the other three components of the mixture. After the 
extraction, the extract stream that consists of dichloromethane, solvent and traces of the other 
components is lead to a distillation column were the solvent is recovered in order to be 
recycled back into the extraction column. The degrees of freedom for the optimisation of this 
process are the number of stages (Nil, ) and the input solvent flowrate(SFL ) for extraction and Ile 
the number of stages for distillation (Ndt) - 
Distillate 
The optimal Pareto set of the obtained solvents consists of 47 molecules. Figure 
5.3 shows 
the generated clusters for iterations I and 2. Each table shows the cluster number 
(CI), the 
nuniber of points in each cluster (Points), the process cost for the representatIN'e molecule of 
each cluster (OF) and the probability (P) of finding a better molecule in each cluster 
than the 
Figure 5.2: Simplified process flow diagram 
I'l 
ound so best f far. After iteration 1, clusters I and 5 are analysed in iteration and it is 
apparent that cluster 4 of iteration 2 contains the molecules with the highest process 
performance. 
Iteration I 
Cl Points OF (k$/yr) p 
1 15 1055.50 (1,5) 
2 1 27120.00 0.00 
3 12 3255.90 0.15 
47 5628.70 0.00 
5 12 558.60 1.00 
Iteration 2 
Cl Points OF (k$/yr) p 
1 12 1018.80 0.17 
2 6 1119.80 0.02 
3 1 1271.40 0.00 
4 8 493.55 1.00 
Figure 5.3: Proposed clustering paths 
For screening purposes the liquid-liquid extraction process was designed using shortcut 
models and the phase equilibrium was modeled using infinite dilution activity coefficients. 
The highest ranking molecules in ten-ns of process performance are shown in Table 5.2 along 
with their physical properties. 
Table 5.2: Physical properties of obtained molecules for case A 
ID Molecule SS M S, MWS H, TBP (51 
Al CH3-0-CH2-0-OH 43.7 1.7 0.47 108 43.8 443 12.25 
A2 CH3-0-(CH2-0)2-OH 43.6 1.7 0.33 138 47.4 478 12.25 
A3 CH3-0-(CH2-0)3-OH 36.6 1.9 0.55 122 46.7 470 12-03 
A4 (CH3-0)2CH-OH 35.6 2.2 1.75 164 44.2 484 10.48 
A5 (CH3-0)2CH-CH2-0-OH 34.9 1.9 0.76 92 43.2 433 12.05 
A6 CH3-0-CH2-0-CH2-OH 33.3 2.3 2.71 134 40.3 451 10.33 
All the identified molecules are a combination of ether- and hydroxyl- groups, which are very 
frequently used in solvents utilised in the process industry. The proposed molecules are not 
aNýailable in databases but they provide a very clear structural trend of the functional groups 
that are beneficial for the separation of this mixture. Table 5.3 shows the above molecules 
Ný'ith regards to their process performance. In this case a detailed liquid-liquid extraction 
niodel is used in order to restore the accuracy in the mass balances and the activity coefficient 
calculations. 
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Table 5.3: Process performance of obtained molecules for case A 
OF Ed,, s FL 
(k$lyr) 
RCI,,, CPT RCIIe, MBT (MJlhr) Ndt 
NjIe Ile 
Tdst 
Rd, 
(kglhr) (K) 
Al 379.48 0.76 0.81 994.640 9 11 241.8 356.4 1.61 
A2 309.99 0.73 0.78 939.070 5 8 199.7 374.4 1.98 
A3 239.81 0.70 0.77 695.360 4 7 163.9 388.5 1.48 
A4 293.22 0.69 0.75 746.230 7 9 184.6 370.3 1.01 
A5 259.43 0.66 0.73 788.970 4 7 161.9 385.3 1.48 
A6 304.87 0.63 0.69 761.020 7 10 158.28 366.9 1.02 
All molecules achieve a recovery of over 99% for Dichloromethane (DCL) in the extract 
stream and a purity lower than 1% in the raffinate stream. The recovery of the separated 
components in the distillation column is assumed to be higher than 99%. The basic trade-off 
observed in Table 5.3 is between the total cost of the process and the recoveries of CPT and 
MBT in the raffinate stream. Molecule Al allows 24% of the initial quantity of CPT and a 
19% of MBT to be carried in the extract stream which corresponds to the best possible 
separation. On the other hand, there are less expensive process options for different 
molecules that fail to achieve this target recovery. Furthermore, better separation requires 
larger solvent flowrate, which leads to increased energy consumption in distillation in some 
cases. Molecule A3, which has the lowest process cost of all the molecules, appears to be a 
fair compromise between cost and efficiency of separation. The recovery values for CPT and 
MBT are very close to the ones of molecules Al and A2, while the economic gains are 
significant. 
5.3.2 Case B: Extractive Distillation 
For the case of separation of DCL from the alkenes it is assumed that extractive 
distillation 
NNýill be used at least for the initial split among the components. The possible splits among 
the 
components based on their boiling point temperatures (Table 5.4) are shown in 
Figure 5.4. 
Table 5.4: Boiling points for components in case study I 
Component Dichloromethane Cycloventene 2-Methyl-2-Butene 
2-Pentene 
TBP (K) 313 318 312 
309 
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Split (3) requires the largest number of columns and will not be investigated, thus solvent 
molecules will be designed for splits (1) and (2). Recovery greater than 99% is assumed for 
the separated components in iteration I at the process design stage. 
Design of solventsfor split (1) of iteration I 
A set of 44 solvent molecules is obtained in this case. Incorporation of the molecules into the 
extractive distillation process shows that it is not possi 1110 ible to separate CPT from DCL usi -- 
extractive distillation. This is due to the fact that the predicted relative volatility value for the 
two components is close to 1.0 and the addition of the proposed solvents does not offer any 
significant improvement. Therefore impractical columns with very large number of stages are 
required for this separation. This development indicates that in the case of split (2) the 
separation in iteration I might be feasible using extractive distillation, but the separation in 
iteration 2 would require the use of liquid-liquid extraction. 
Iteration I Iteration2 Iteration3 Split 
PNT PNT 
MBT MBT 
DCL 
DCL 
CPT 
PNT 
MBT PNT 
DCL MBT DCL 
CPT 
DCL CPT 
CPT 
PNT 
MBT DCL 
MBT 10 DCL 
10 
DCL 
CPT 
CPT 
CPT 
Figure 5.4: Potential separation splits 
Design of solvents for split (2) of iteration 
The set of optimal solvent molecules consists of 295 
data points. Following a similar 
clustering methodology as in the hquid-ficluld extraction case, 
46 molecules are screened in 
temis of their process performance in order to identify the cluster with 
the most promising 
options. The highest ranking molecules in terms of process cost are shown in 
Table 5.5 
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Table 5.5: Obtained solvent molecules for case B 
Molecule OF aB, A H, MWS SP TBP fD (k$lyr) 
El CH3(C7--O)-(CH2-0)2-0-CH3 447.33 34.50 40.29 134 191-33 451 
CH3(C=O)-CH(O-CH3)-O- 
E2 CH2-0-CH3 460.06 30.73 43-51 148 194.32 477 
E3 (CH3-0)2CH-CH2-0-0-CH3 471.03 28.56 38.22 136 199-36 449 
E4 CH3-0-CH2-0-OOC-CH3 471.23 29-03 42.79 150 199.55 452 
(CH3-0)2CH-CH2-0-OOC- 
E5 CH3 472.30 26.05 45.90 164 205.63 478 
E6 CH3-COO-(CH2-0)2-OH 480-06 43.11 43.82 108 143.43 442 
The results of Table 5.5 show that extractive distillation is an expensive choice whell 
compared to results from liquid-liquid extraction in Table 5.3. The identified molecules are 
combinations of ether-, carbonyl- and carboxyl- groups, which are widely used in industnal 
solvents. 
5.3.3 Comparison of cases A and B 
Case A addresses the separation of DCL from the mixture at hand using liquid-liquid 
extraction. In case B it has been previously explained for split (1) of iteration I that extractive 
distillation is not a viable option for the separation of DCL from CPT. On the other hand, 
optimum solvents have been proposed for the separation of DCL from MBT in iteration I of 
split (2). The optimum solvent-process configuration in this case is approximately S447k/yr 
(Table 5.5), which is far more expensive than any of the optimum solvent-process 
configurations proposed for case A (Table 5.3). However, this comparison is not valid 
because for the separation of split (2) in iteration I using extractive distillation it is assumed 
that the recovery of the products is greater than 99%, whereas in case A the recovery of the 
products is much lower. The performance of the two systems, shown in Table 5.6, must be 
inN, estigated for the same product recovery in order to correctly compare them. Thereforc, the 
process performance of solvent Al in case A (Table 5.3) is selected as a base case. The 
performance of the separation for Case B, shown In Table 5.6, Is Investigated 
for the same 
overall product recoveries as in case 
chptcr5 
____ 
Table 5.6: Comparison of cases A and B 
CASE A OF (kSlyr) 
DCL LLE 
DCL 
mix 
379.5 
_CASE 
B OF (Myr) 
ED a ED 
DCL ED 
10 
DCL LLE 
0, DCL 
MBT CPT 447.3 367.0 
a corresponds to 99% product recovery b corresponds to the same overall product recovery as In case A 
The cost of extractive distillation for case B (ED b) is $367k/yr which is approximately 
$12k/yr less than the observed cost in case A. This would require that the liquid-liquid 
extraction-solvent recovery system utilised for the separation of DCL from CPT has a cost of 
less than $12k/yr. This would be impossible because this cost is even lower than the 
minimum fixed cost requirement for the liquid-liquid extraction- so I vent recovery system. 
5.4 Case study 2: Design of solvent recovery plant 
The problem requires the design of a solvent recovery plant for a mixture in a waste stream of 
500 kg/hr, 200C and I bar. The mixture consists of 25w%acetone (A), 35w%ethanol (E), 
25w%ethyl acetate (EA) and 15w%water (W). Each organic solvent must be reco,,,, ered Nvith a 
purity higher than 90% and water must reach the highest possible purity. The objectlNe of the 
study was to identify promising design options within a total project time of t-, N, o weeks. 
. 
5-4.1 Process pre-screening 
The processes under consideration for the development of a superstructure are shown in 
Table 5.7, along with flicir class and the phases involved (Hostnip. Harper and 
Gan], 1999). 
EI 0 
Table 5.7: Available processes 
Extraction Distillation Extractive Pervaporation 
Distillation 
Class 
Solvent- Property Solvent- External 
based Difference based material-based 
Phases Liquid- Vapor-liquid Vapor-liquId Vapor-liquid liquid 
The mixture components are in liquid phase in the conditions of the waste stream and Table 
5.8 shows all possible azeotropes (Brix and Berg, 2004). 
Table 5.8: Mixture azeotropic data 
Compounds TBP - OC Azeotrope Composition ( %) 
Ethanol Ethyl Acetate Water 
Ethanol 78.3 
Ethyl acetate 77.1 
Water 100 
EthanoUwater 78.2 95.4 4.6 
Ethyl acetate/water 70.4 91.9 8.1 (2 phases) 
Ethanol/ethyl acetate 71.8 31 69 
Ethanol/ethyl acetate/water 70.2 8.4 82.6 9.0 
Acetone does not form azeotropes with any of the components. For the components of the 
mixture pervaporation is known to be used for the separation of ethanol/ water mixtures. 
Although the proposed design framework is able to account for pervaporation, this process is 
iiot considered here due to the restricted time frame available for the completion of this study. 
Out of the remaining processes the superstructure shown in Figure 5.5 can be generated. 
5.4.2 Process synthesis decisions 
The investigated superstructure takes into account the major splits among the components 
and in cases where the separation constraints are not satisfied it allows 
for additional columns 
that are not shown in Figure 5.5. The process figures and component splits in grey color arc 
examples of cases that were considered but rejected. 
I 
I 
w 
Figure 5.5: Proposed conceptual superstructure for solvent recovery plant 
The first component to be separated from the mixture using distillation (1) is acetone (A). In 
this case liquid-liquid extraction is considered as an alternative to distillation for all the 
possible combinations of component splits but for this separation the solvent losses for the 
proposed solvent molecules are extremely high. Acetone is separated out first in all cases 
because it is the only component that does not form an azeotrope within the mixture and 
therefore the separation is straightforward. With regards to the rest of the components the 
order of separation is random and there is no performance measure in the proposed solvent- 
Process synthesis framework that indicates the order by which the separations are to be 
Performed. Ethyl acetate (EA) is separated using extractive distillation (2,3) in order to break 
the azeotropes. Liquid-liquid extraction is rejected in this case for the same reasons as in the 
Separation of acetone. Different split options are also considered for the separation of the 
components (i. e. EAE/W) using extractive distillation but are rejected because the generated 
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solvents (Si) fail to reach high performances in all the desired properties. Finally, for the 
separation of the remaining ethanol (E) from water (W) the generated sets of solvents (S, ) 
appear to be promising both for extractive distillation and liquid-liquid extraction. In this case 
both superstructures consisting of columns (1,2,3,6,7) and (1,2,3,4,5) are subjected to 
optimisation. The impact of each solvent molecule into the process is taken into account h%, 
using the proposed clustering method (see chapter 4) and the optimum separation plant for 
the mixture at hand is identified. 
5.4.3 Results and discussion 
The number of molecules obtained for each one of the separation tasks considered in 
structures (1,2,3,6,7) and (1,2,3,4,5) are shown in Table 5.9. 
Table 5.9: Molecular design data for case study 2 
Structures (1,2,3,4,5) (1,2,3,6,7) 
Columns (2,3) (4,5) (2,3) (6,7) 
Total molecules 75 74 75 114 
Molecules screened 19 22 19 36 
Ratio (%) 25.3 29.7 25.3 31.5 
The number of molecules screened indicates the representative molecules obtained from each 
cluster in various clustering iterations in order to identify the cluster with the most promising 
molecules in terms of process performance. The ratio of the molecules screened over the total 
molecules shows that only a small percentage of the total molecules were used In the search 
for the cluster with the highest performing solvents. The obtained solvents are screened with 
regards to their process performance in structures (1,2,3,4,5) and (1,2,3,6,7) and the solvents 
with optimum performance are used for the decisions concerning the final superstructure 
configuration. 
Structure (1,2,3,4,5) of Figure 5.5 
After the recovery of EA the mass fraction of solvent Si is still high in the distillate stream of 
column 3. Therefore, the remaining solvent must be separated from the mixture componcrits 
othenvise they xvill not achieve the required punty limits. The first option 
investigatcd 
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involves the immediate purification of this stream in column 4 (Figure 5.6a). The second 
option involves the recovery of solvent S, at the end of the process (Figure 5.6b). 
Process E 
a) Immediate purification of the EWS, mixture of column 3 and recovery of solvent S, 
Process B E 
w 
b) Recovery of solvents S, andS2at the end of the process 
Figure 5.6: Design options a) and b) for structure (1,2,3,4,5) of Figure 5.5 
The results regarding the optimum solvent process configuration for the two cases are shown 
in Table 5.10. Obviously, process B is less expensive than process A and it reaches slightly 
higher limits with regards to the punty and recovery of ethanol and water. 
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Table 5.10: Comparative optimisation results for 
processes A and B 
Process B 
OF (kE/yr) 16851 15355 
PR Acetone 98 98 
PR Ethyl Acetate 90 90 
PR Ethanol 97 98 
PR Water 97 98 
RC Ethanol 93 95 
RC (%) Water 93 95 
The total cost of process B with the optimal pairs of solvents (SI, S2) is shown in Table 5.11. 
Table 5.12 shows the optimum process structures for the pair of solvents B 1. 
Table 5.11: Optimum and near optimum solvent options for process B 
ID S, S2 OF (kE/yr) 
BI (CH3)2C(OH)2 CHAOH)CH-O-COOH 15355 
B2 HO-(CH2)2-CN HO-CH=CH-COOH 17977 
B3 HO-(CH2)3-OH FCH20-CH=CH-0-CH(OH)-OCH2F 19641 
B4 HO-(CH2)2-CN (COOH)2 25817 
B5 HO-(CH2)4-OH HO-(CH2)2-OH 33254 
Table 5.12: Optimum process structure for solvents BI 
Column I (A) 2 (EA) 3(SI) 4 (E) 5 (W) 6(S2) 
N 47 142 81 78 75 22 
Feed P(kg/hr) - 2026 2014 664 662 - 
R 1.7 16.5 1.02 3.1 1.4 5.8 
T (K) 336 381 398 400 432 474 
E, rb (MBTU/hr) 0.79 4.05 20.7 2.57 7.24 2.04 
E'"d (MBTU/hr) 0.24 1.12 1.65 0.78 0.47 0.48 
PR (%) 0.98 0.90 0.98 0.98 
RC (%) - - 0.97 
0.99 
Molecules BI are novel designs and have not been found in databases. In case that solvent 
existence is the main requirement, the highest ranking pair of existing solvents that were 
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found during the solvent design search are hydracrilonitrile and oxalic acid (B4). On the other 
hand, molecule B2(SI) is hydracrilonitrile and molecule B2(S2), although it does not exist ill 
data bases it is structurally similar to hydroxy-propanoic acid. Finally, molecules 135 are the 
industrial solvents ethylene glycol (Nieuwoudt and van Dyk, 2000) and butanediol (Brix and 
Berg, 2004). They appear to reach a suboptimal process performance that is more than double 
the cost of the proposed optimal solvents Bl. The physical properties of the proposed 
solvents are shown in Table 5.13 and, given a larger set of data points, they can be combined 
with the cost data in order to identify trade-offs among process costs, functional groups and 
physical properties. 
Table 5.13: Physical properties for proposed solvent molecules 
ID Molecule aB, A sp mws CS TBP 
BI (S i) 
(CH3)2C(OH)2 4.26 62.65 76 2.10 437 
BI (S2) CHAOH)CH-O-COOH 3.94 24.00 106 0.99 492 
B2(S 1) HO-(CH2)2-CN 3.12 68.28 71 1.56 453 
B2(S2) HO-CH==CH-COOH 2.45 21.73 88 0.66 488 
B3(SI) HO-(CH2)3-OH 4.19 62.13 76 1.56 453 
B3(S2) 
FCH20-CH=CH-(OH)CH-0- 
OCH2F 
6.79 32.87 132 0.02 497 
B4(S2) (COOH)2 8.07 20.03 90 0.11 502 
Structure (1,2,3,6,7) of Figure 5.5 
In this case liquid-liquid extraction is used after the separation of ethyl acetate. The same two 
options as in the previous case are investigated for the recovery of solvent S, (Figure 5.7a and 
5.7b). The use of liquid-liquid extraction is expected to affect the purities and recoveries of 
the products in a different way to extractive distillation. This will have an impact on the 
separation of mixture SI S2 and therefore on the cost of the process. 
5 
I I 
Process C F 
a) Immediate purification of the EWS I mixture of column 3 and recovery of solvent SI 
Proce 
b) Recovery of solvents S, andS2at the end of the process 
Figure 5.7: Design options a) and b) for structure (1,2,3,6,7) of Figure 5.5 
In Table 5.14 process D appears to be less expensive than process C. Tilis is because less 
energy is required to separate the binary SIS-, than to separate S, from the EW mixture. 
However, process D does not reach the required ethanol purity, thus further purification is 
required afler column 4 (Figure 5.7b). 
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Table 5.14: Comparative optimisation results for processes C and D 
Process c D 
OF (kF/yr) 11406 10469 
PR Acetone 98 98 
PR Ethyl Acetate 90 90 
PR Ethanol 95 81 
PR Water 99 99 
RC (%) Ethanol 99 99 
RC (%) Water 88 55 
The costs for process C and D are very similar and it is highly likely that with the addition of 
another liquid-liquid extraction- solvent recovery or an extractive distillation system the cost 
of process D will surpass the one of process C. Under this assumption and without any 
further investigation of the proposed superstructure, Tables 5.15 and 5.16 show the optInIum 
and near optimum molecules obtained for process C as well as the structural details of 
process C for the pair of molecules C1, respectively. The feed solvent flowrate for coluniii 6 
(Table 5.16) appears to be rather low and this can possibly be attributed to the use of infinite 
dilution activity coefficients. A more realistic modelling of the phase equilibrium is required 
in order to restore accuracy in the obtained results. 
Table 5.15: Optimum process structure parameters and options for process C 
ID Si S2 OF (kE/yr) 
CI (CH3)2C(OH)2 CH2=CH-CH(CH3)-CH2(C=O)-CH2CN 11406 
C2 HO-(CH2)2-CN CH3COO-(CH2)2-CH(CH3)-CH2CN 11409 
C3 HO-(CH2)3-OH CH2=CH-CH2-CH2(C=O)-CH2CN 11542 
C4 HO-(CH2)4-OH Nonanol 11445 
Table 5.16 Optimum process structure for pair of solvents CI 
Column I (A) 2 (Eý, \) 3(SI) 4(SI) 5 (E) 6 (%\')_ _ N 47 142 81 33 23 
Feed SPL (kg/hr) - 2026 2014 -- 12-21 
R 1.7 16.5 1,02 1.03 0.99 - 
T(K) 336 381 398 386 422 
Ef (MBTU/hr) 0.79 4.05 20.7 4.13 1.69 
_LI 
2 1.65 . 31 
c. 9 
9 zý 99 PR (OA) 98 90 
RC (0/. ) 97 98 99 88 
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Table 5.15 indicates a trend towards molecules with nitrile- and carbonyl- groups that benefit 
the liquid-liquid extraction process. The proposed molecules S2 are novel designs, as fliev 
have not been found in databases. The industrial solvents Nonanol and Butanediol (C4) show 
a process performance similar to the performance of designed molecules, but suboptimal to 
rnolecules C I. The physical properties of the three designed moleculesS2 are shown in Table 
5.17. 
Table 5.17: Physical properties for proposed solvent moleculesS2 
ID Molecule ss m S1 MWS CS TBP (51 
CH2==CH-CH(CH3)- CI (S2) 
CH2(C=O)-CH2CN 19.41 1.18 0.59 137.2 2.56 511.6 13.88 
CH3COO-(CH2)2-CH(CH3)- 
C2(S2) 
CH2CN 23.05 1.25 0.65 155.2 2.50 508.3 11.32 
CH2-CH-CH2-CH2(C=O)- 
C3(S2) 
CH2CN 17.17 1.25 1.30 123.2 1.85 501.8 14.32 
5.4.4 Comparison of optimum structures 
The results for the integrated process and solvent design of the two optimum process 
configurations are shown in Table 5.18. Process C appears to have the lowest cost. The 
required purity specifications are met for all the components and water is highly punfied in 
this case, as the rounded 99% purity reported for water corresponds to greater than 99`ý'O 
purity with less than 0.1% organics, in reality. 
Table 5.18: Comparative optimisation results for proposed structures 
Process C 
S, (CH3)2C(OH)2 (CH3)2C(OH)2 
S2 CH3(OH)CH-0-COOH CH2=CH-CH(CH3)-CH2(C=O)-CH2-CN 
OF (kE/yr) 15355 11406 
PR (ý/o) Acetone 98 98 
PR (%) Ethyl 90 90 
Acetate 
PR Ethanol 98 95 
PR Water 98 99 
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it should be noted that the presented results are based on shortcut models. Such models 
provide a reasonable description of the basic economic trends with regards to solvent 
screening, but high confidence in the comparative results with respect to the superstructures 
can only be obtained using high-fidelity process models. 
5.5 Conclusions 
The presented case studies demonstrate that the proposed methodology is capable of quickl", 
and reliably identifying solvent candidates for complex Industrial problems. As the 
comparison of the designed solvent molecules is based on process performance targets, the 
trade-offs among the molecules and the processes provide valuable insights in the form of 
optimum design venues. The design engineer is allowed to select the optimum solvent- 
process options depending on requirements that combine economic and performance 
considerations. This is clearly demonstrated in case study 1, where the solvents designed for 
liquid-liquid extraction achieve lower performance limits than those for extractive 
distillation. However, the high limits achieved by extractive distillation result in an increase 
in process cost. At the same time there are different solvent design options available for each 
case, providing transparent structural trends that can be further investigated using detailed 
design models. 
Case study 2 shows that the increased complexity of developing solvent-process 
superstructures with different type of solvent feeds and process options can be facilitated by 
use of the proposed methodology. The molecules that require screening with regards to their 
process performance in this case are on average 28% of the total molecules designed. 
Furthermore, process exclusion decisions are made through insights drawn from the existence 
of a large set of solvents and knowledge of their properties. The wealth of solvent design 
information generated allows an approximate investigation of the solvent thermodynamic 
behaviour through the various physical properties. Although this is sufficient for this case 
study, it still involves the assumption that certain properties will have an impact on the 
process performance of the solvent. In general, solvent-process superstructure optimisation 
should involve investigation of the solvent-process perfon-nance In the decision making 
stages 
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Chapter 6 
Integrated Solvent Design and 
Reaction-Separation Process Synthesis 
Chemical industries make extensive use of solvents in separation and reaction-separation 
processes in order to achieve a reduction of the process costs while increasing the quality of 
the final products. Achieving these goals and harnessing the maximum benefits ftom the 
utilised solvents requires that the overall solvent and process system interactions are 
addressed during the design stages. In view of this, optimisation based approaches that 
combine computer aided molecular design (CAMD) with process synthesis methods have 
been developed to support the process-solvent design decisions. However, the problem of the 
systematic design of an overall solvent-process system that includes reaction and separation 
options involves complexities axising from the limited number of design decisions that can be 
supported simultaneously by the existing optimisation technology, as well as from the highly 
complex molecular and process design models required. The problem is therefore 
decomposed into cases that involve solvent- separation process synthesis or solvent-reaction 
process synthesis. In this context there have been various contributions (Hamad and El- 
Halwagi, 1998; Buxton, Livingston and Pistikopoulos, 1999; Marcoulaki and Kokossis, 
2000b; Hostrup, Harper and Gam, 1999; Eden, Jorgensen, Gani and El-Halwagi, 2003; 
Giovanoglou, Barlatier, Adjiman, Pistikopoulos and Cordiner, 2003; Kim and DiNvekar, 
2002) that consider the use of solvents as mass separating agents in separation processes 
under a unified framework. On the other hand, research on the solvent-reaction sýmthesis has 
been scarce. 
SoIN-ents can be highly beneficial in reactive processes where they can have two possble 
roles. They can act as a reaction solvent, in which case the goal would 
be to select tile solvent 
tliat NNrould result in the fastest and most selective reaction kinetics. 
Additionally, tliey can act 
as niass separating agents in order to selectively remove products 
fton-i the reactive phase, 
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thus reducing undesirable effects such as product inhibition in the reaction. Modi, Aumond, 
Mavrovouniotis and Stephanopoulos (1996) address the use of a solvent as a reaction media 
by proposing a method for the estimation of reaction rates in solution. In parallel theý, 
propose a system for the plant wide identification of solvents for batch processes that is based 
on property driven database search. Folic, Adjiman and Pistikopoulos (2004) have recently 
developed a method for the design of solvents for reactions that is based on their effect on 
reaction rate constants. The method correlates parameters of the solvatochromic equation 
with the reaction rate constant. The role of solvents in reaction-separation processes as mass 
separating agents is explored by Wang and Achenie (2002a, b) who propose a method for the 
design of solvents for extractive fermentation. The integrated CAMD-process design problem 
is formulated as an MINLP optimisation problem in which the solvent structural decisions are 
represented by binary variables. The method involves the design of solvents based on process 
perforinance and is applied to the extractive fermentation of ethanol using a simple extracti"Ve 
fermentor. 
From the previously described approaches, the ones that use solvents as mass separating 
agents achieve solvent selection based on process criteria. However, they only optimise sub- 
problems of the overall problem. They follow the reasonable approach of gradually reducing 
the vast solvent and process design space and/or of using in some cases simplified 
thermodynamic or process models in order to deal with the high non-linearities that they 
present. The use of methods such as utilising heuristic knowledge, screening based on 
thermodynamic insights, or gradually eliminating options based on physical or artificial 
constraints is widely acceptable in the engineering domain and achieves the solution of the 
solvent and process design problem to a certain extent. However, the above methods do not 
address the globally optimal domain of the integrated solvent and reaction-separation process 
synthesis problem. 
The lack of research into integrated solvent and reaction-separation process synthesis is partly 
attributed to the fact that the systematic synthesis of integrated reaction-separation systems is 
in itself a hard optimisation problem in process systems engineering. The earlier approaches 
tO solve this problem focus on enriching the representation potential of the reaction- 
separation process synthesis (Kokossis and Floudas, 1991, Smith and Pantelides, 1995: 
Fraga, 1996) but without accounting for reactive separation options. Meanwhile other 
research efforts proposed improvements in sub-problems such as reactive separation or 
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reactor network synthesis (Ciric and Gu, 1994; Cardoso et al, 2000; Balaknshna and Bie2ler, 
1993; Lakshmanan and Biegler, 1996). There are only a fe, \v approaches that formulate 
generic reaction-separation representations that account for reaction, separation and reactiN, e 
separation options simultaneously. Stein et al. (1999) proposed superstructure net\\'orks NN'101 
two-phase reactor-condenser elements formulated as NLPs, without systematically 
considering discrete design options. Papalexandri and Pistikopoulos (1996) propose the 
generic heat/mass exchange module in order to generate superstructures and the problem is 
formulated as an MINLP model. This representation has been used to address reactive and 
reactor-distillation systems synthesis and azeotropic distillation design (Ismail, Papalexandn 
and Pistikopoulos, 1999a; Ismail, Papalexandri and Pistikopoulos, 1999b; Irnsail, Proios and 
Pistikopoulos, 2001). Linke and Kokossis (2003a) proposed a generic framework for the 
synthesis of reaction-separation processes that is based on rich and inclusive superstructures 
targeting all possible novel as well as conventional designs. The method is not limited by the 
type, number or detail in the models of the reaction or separation units utilised and employs 
stochastic optimisation in order to introduce confidence in the obtained results. 
As a result of the above development in reaction- separation process synthesis there has been 
one attempt to account for structural interactions between solvent design and reaction- 
separation process synthesis. Linke and Kokossis (2002) combine their reaction-separation 
process synthesis framework with the CAMD representation of Marcoulaki and Kokossis 
(2000a) to formulate process-solvent supermodels from which optimal process- sol N, cnt 
systems can be extracted using Simulated Annealing. However, these process-solvent 
supermodels pose large-scale combinatorial optimisation problems featuring highly non- 
linear process models. The reliable and quick solution of such models is beyond the 
capabilities of current optimisation techniques. Despite these limitations, the approach 
showed the impressive performance gains that can be achieved by developing solN, ents and 
processes simultaneously. 
Clearly, a new design philosophy is required in order to target the globally optimal solvent- 
reaction-separation process design domain, synthesise solvents based on their proccs-s 
performance and introduce confidence in the obtained results, whilst 
keeping the problem 
size and complexity at manageable levels. This chapter addresses the 
integrated design of 
sok, ent molecules (mass separating agents) and reaction-separation processes 
through a 
decomposition-based approach that is systematic and avoids the 
limitations prc\ iously 
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discussed. The ftamework proposed here employs multiobjective optimisation in order to 
allow the comprehensive screening of solvents independently of the type or structure of the 
reaction- s ep aration task utilised. Furthermore, it proposes the systematic incorporation of the 
optimal solvent design information into the process synthesis stage through the generatiori of 
molecular clusters in order to avoid the addition of excessive computational load or cxclusion 
of potentially useful options. The synthesis of reaction-separation networks is perfon-ned 
through screening of rich superstructure formulations of the most general type. The ovcrall 
proposed framework presents a major improvement over existing design tools as it avoids 
being confined to conventional or existing process and solvent structures, is free of 
assumptions that could bias the optimal solvent and process synthesis search, provides the 
decision maker with insights regarding the interactions among the solvents and the designed 
processes and does not severely increase the required computational effort. The proposed 
framework will be illustrated through an extensive example on extractive fermentation 
processes. 
6.1 Integration of solvent design and reaction-separation process synthesis 
Following the previous discussion, it is clear that in order to design a solvent-process system 
of high performance the trade-offs among the solvent and the process must be taken into 
account during the design stages. All the previously reviewed approaches for integrated 
solvent and process design have shifted their focus towards this direction but only managed 
to address sub-problems of the overall problem. Even in addressing the sub-problems their 
success has been limited by the size and mathematical complexities of the problems. Such 
problems were also faced by Linke and Kokossis (2002), although they attempted to address 
the vast solution space of the overall problem. 
In the previous chapters a novel methodology for the integrated synthesis of solvents and 
processes has been presented. The methodology consists of a CAMD solvent 
design stage 
that utilises multi-objective optimisation in order to generate an optimal set of molecules. 
The 
obtained set of molecules is then organised in the form of molecular clusters 
that are 
introduced into the process synthesis based on representative molecules. 
SLIccessful 
applications of the methodology were presented for the integrated synthesis of 
solvents and 
separation processes. In the present chapter this methodology 
is extended in order to account 
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for reaction-separation process synthesis. The integrated solvent-reaction-separation sýiithesis 
scherne will capitalise on the framework proposed by Linke and Kokossis (2003a) flor the 
synthesis and optimisation of processes involving reaction and separation. 
6.1.1 Problem statement and synthesis approach 
In order to account for solvent and reaction- sep arati on process interactions the problem is 
formulated as: 
Given is 
a set of feed streams with specified compositions, the reaction path and kinetics, a set of 
structural molecular groups with group contribution methods, a solvent-process performance 
index. 
Determine 
a set of process and molecular structures that optimise the process perfon-nance index. 
The methodology that is proposed in order to address the above optimisatIon problem is 
shown in Figure 6.1. All the available information with regards to the problem is introduced 
into the design framework. The integrated solvent and process synthesis scheme is 
decomposed into a procedure that involves three major stages: 
1. The first stage involves the reformulation of the CAMD synthesis problem as a 
multiple objective optimisation (M. O. O. ) problem in order to generate a set of 
optimal solvent candidates Independently of separation task and process or economic 
cntena. 
2. In the second stage the obtained solvent design inforination is systematically 
incorporated into the process design level through the generation of molecular 
clusters in order to reduce the combinatorial complexity. 
3. In tile third stage the process design level consists of rich superstructure 
formulations 
allowing for conceptual as well as rigorous representation of the complex 
physical/chernical phenomena encountered during the react ion-separation process 
synthesis. The economic benefits offered by the solvents are enhanced 
through the 
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screening of a vast number of structural process options, The results are reliable and 
offer so Ivent-reaction- separation systems Of maximum performance. 
Problem definition 
" Process models and constraints 
" Molecular design models 
" Solvent-process performance criteria 
M. O. O. CAMD 
Re-defineproblein 
------------- 
Reaction-separation 
superstructure 
Explore interactions 
Identify limits 
Optimal solvent set Molecular clusters 
-------------------------------- 
Yes 
Explore more 
scenarios? 
No 
Optimum solvent- 
process design 
I 
Figure 6.1: Integrated solvent-reaction-separation framework 
The observed interaction (Figure 6.1) among the three proposed levels is a fundamental 
characteristic of the framework. The designer engineer can explore the effect of the different 
molecular structures in the process superstructure and therefore identify performance limits 
for the optimal set of molecules. Furthermore, the use of stochastic search methods for the 
optimisation of the reacti on- separation superstructure allows the identification of a set of near 
optimum process candidates for each molecule. The process and solvent features that result in 
optimum performance can therefore be further investigated based on the derived structural 
trends of the near optimum scenarios, whereas those features that lead to poor results can be 
discarded. By allowing the re-definition of the problem in a potential iteration, all the 
knowledge gained in the form of insights can be incorporated into the integrated solvent- 
reaction- separation framework. The addition of design constraints, the use of refined process 
models or the exclusion of undesired process and molecular structures can introduce more 
confidence into the obtained results as well as provide a more pragmatic reflection of the real 
NN'orld systems into the utilised models. The first two stages have been presented in the 
Previous chapters. This chapter focuses on the implementation of the third stage. 
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6.1.2 Process synthesis framework 
The process synthesis framework consists of nch superstructure formulations and all possible 
reaction, reactive separation and separation combinations are embedded in the superstructures 
using reactor/mass exchanger (RMX) and separation task units (STU) as the building blocks 
(Linke and Kokossis, 2003a). 
Generic reactorlmass exchange (RMX) unit and separation task unit (STU) 
The concept of the RMX unit is based on the shadow compartment Idea proposed by Mehta 
and Kokossis (1997,2000) for multiphase reactor network synthesis. Figures 6.2a, b, c and d 
demonstrate the RMX unit and some of the design options that can be captured with it. 
Inlet 
stream i 
Inlet ----------------- Outlet stream J* 
stream i* 
a) RNIX unit compartment featuring 
phase/state boundary and diffusional 
mass exchange links 
Outlet stream 
Phase q_ 
Shadow Phase q* 
Outlet stream --- ------------- 
a) RMX unit compartment featuring 
phase/state boundary and diffusional 
mass exchange links 
III -T 7-1----ý Gas 
wid 
Is 
b) Well Mixed reactive gas 
and liquid compartment 
with mass exchange links 
Liquid 
Liquid 
Liquid 
c) Well mixed and plug-flow reactive and non- d) Well mixed, reactive and non- 
reactive gas and liquid compartment reactive liquid compartment 
Figure 6.2: Example RMX unit and design options captured by RMX units 
An RMX unit can provide a conceptual or rigorous representation of all possible reaction or 
mass exchange phenomena taking place during process synthesis. It consists of compartments 
of niutually exclusive units in each state or phase present in the system and mass can 
be 
exchanged, among the different process streams, across a physical boundary (i. e. phase 
boundary, diffusion bamer). Furthermore, all possible contacting and mixing pattern 
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combinations between different phase streams can be generated and captured as part of a 
superset featured in each compartment. All inlet streams are connected to all 1-nixers prior to 
sub-units, in each compartment. Each sub-unit effluent stream is split and connected to the 
subsequent sub-unit as well as the final product mixer of the compartment, 
important decisions allowed in the RMX units include the introduction or removal of mass 
exchange between the compartments in different states, the occurrence of reaction and 
catalysts and the introduction of additional states to parts of the reaction- sep arati on network 
(isolation of states). The mixing options involve well-mixed as well as plug flow cases. Plug 
flow is represented by a serial arrangement of well-mixed units of equal volume In order to 
avoid co-existence of differential and algebraic equations in the same model. Finally, the 
RMX unit allows for temperature effects in the compartments following the profile-based and 
unit-based approaches introduced by Mehta and Kokossis (2000). 
The separation task units are representations that allow the distribution of outlet streams 
without use of detailed physical models. Their purpose Is to offer a conceptual representation 
of separation options based on emerging separation paths, whilst leaving the rigorous 
representation of separation processes to RMX units. Depending on the separation system 
that is proposed as a new state during the optimal search, the STUs generate several outlet 
streams of different compositions by distributing the components of the inlet streams. 
Superstructure generation 
The reactor/mass exchange and separation task units are the synthesis blocks for the 
generation of comprehensive superstructures. Connections included in the superstructure 
among the synthesis blocks as well as among product sinks and raw material sources are 
realised through two types of stream networks: intra-phase streams connecting synthesis 
units, products and raw materials of the same state and inter-phase streams realising 
connections across state boundaries. Inter-phase streams are associated with state change 
operations such as reboiling and condensing or compression or throttling. The attainable 
solution space includes all possible conventional as Nvell as novel reaction, reaction- 
separation and separation representations. 
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6.2 Synthesis background and optimisation 
The proposed framework requires the use of a solvent synthesis method, clustering and 
optimisation algorithms. The implementation of both the solvent synthesis method and the 
clustering algorithm has been discussed in previous chapters. The high non-linear nature of 
the process models utillsed in this work as well as the vast number of discrete and continuous 
decisions at the process design stage require the use of stochastic optimisation. Furtherniore. 
the optimisation philosophy involved in the proposed framework aims at providing insights 
with regards to the designs that will potentially benefit the optimal search. Stochastic 
optimisation delivers a distribution of near optimum scenarios, thus revealing such designs. 
In this context stochastic optimisation in the form of Simulated Annealing (SA) is used for 
the optimisation of the process superstructures. The choice of optimisation method for the 
solvent synthesis stage as well as implementation issues of SA have been discussed in 
previous chapters. 
6.3 Illustrative example and implementation 
Extractive fennentation processes are popular for the production of ethanol (Minier and 
Gorna, 1982), acetone and butanol (Roffler et al., 1988; Shi et al., 1990) to name a few. 
Particularly in the production of ethanol, liquid-liquid extraction is commonly used for the 
recovery of ethanol from the dilute reactor effluent. The undesirable effect of product 
inhibition that takes place in this reaction, reducing the process productivity, can be 
addressed using the extraction of ethanol in course of the reaction (Fournier, 1986). 
Dodecanol was found to be a good choice of solvent for the reactive extractor but the side 
effect was that as the productivity increased, the volume requirement increased as well due to 
the fact that the solvent occupies part of the reaction volume. It is possible to significantly 
reduce this effect by improving the design of the extractive fermentation process and at the 
same time suggesting a new solvent that facilitates the realisation of this design. 
6.3.1 Solvent properties for extractive fermentation 
According to Fournier (1986) a suitable extractive fermentation solvent should be nontoxic to 
the microorganism, show thermal stability, have a low cost. have low solubility m the 
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aqueous phase, have a large distribution coefficient for the product to be remo-ý'ed, have a low 
dist6bution coefficient for essential nutrients, facilitate the separation of the product from the 
solvent and have a significantly different density from the nutrient phase. Additional 
important properties involve inertness to reaction, high selectivity for the product to be 
rernoved, phase stability and low molecular weight so that it can represent an easily 
synthesisable molecule, in case it is a novel design. 
Toxicity 
Toxicity is a very important parameter as it can cause the death of the microorganisni that is 
used in extractive fermentation. This solvent property can be calculated by equatioii (3.16). 
Thermal stability and density difference 
Assuming that the only phenomenon associated with the thermal stability of the solvent is a 
change of phase, thermal stability can be measured by knowledge of the boiling and meltlll(, 
points of the solvent. The melting point in particular is an important solvent property because 
many widely used solvents present a melting point temperature close to the temperature 
conditions of extractive fermentation processes. Furthermore, the density of the solvent can 
be calculated as the reverse of the molar volume. Such correlations are very common and can 
be found in Reid et al., (1987). 
Solvent cost 
During separation processes the lost solvent has to be made up in order to maintain a constant 
solvent flowrate in the system. Costing the solvent losses is a very difficult task, especially 
when novel designs are included at the solvent synthesis stage. Hamad and EI-Halwagi 
(1998) have proposed a group contribution method for solvent cost that is based on the total 
molar bonding energy as it indirectly affects the manufacturing cost of the solvent. However, 
they note that in many cases it could be completely out of range. Therefore, in the present 
work solvents are screened for low solvent losses in the raffinate using equation (3.14). 
A 
study of the exact solvent costs can be included in later design stages 
for corriniercially 
available solvents. 
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Solubility 
The solubility parameter is used in order to get a good indication of the compatibility of the 
solvent with a given solute. At the same time, low solubility in the aqueous phase is required 
in order to recover as little water as possible in the extract stream. The calculation ot I- the 
solubility parameter is discussed in Appendix C. 
Distribution coefficient and selectivity 
The solute distribution coefficient is calculated using equation (3.13). The distribution 
coefficient of the nutrients is taken into account at the process design stage, where solvents 
that cause the existence of high concentrations of nutrients at the raffinate or extract streams 
obviously have a negative impact on the reaction. As the solvent should also be highly 
selective towards the product, selectivity can be calculated from equation (3.12) 
Facilitation ofproductlsolvent separation 
The product/solvent separation is usually performed using distillation. As a result the 
existence of binary azeotropes between the solvent and the product is a condition that should 
be avoided. The binary azeotropic points between the solvent and non-solvent molecules can 
be predicted using equation (3.35). 
The use of boiling point temperature as a screening function can also lead to molecules that 
facilitate the separation of the solvent. A substantial boiling Point temperature difference 
between the solute and the solvent can prevent the formation of binary azeotropes, and at the 
sarne time generate savings from reduced size and energy consumption in the distillation 
column. 
Inertness to reaction 
The utilised solvent should not react with any of the reactants or the products. 
The prediction 
of the reactions that may occur is a complex issue as it 
depends on a Nivide range of 
physicochemical factors. Following the discussion by Wang and 
Achen, e (1002a), a 
reasonable approximation of whether a reaction occurs can 
be g, N-cn by the calculation of the 
Gibbs free energy of the reaction, AG. Reactions with a positivc 
Gibbs ftee energý' do not 
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occur spontaneously. A group contribution method such as the one proposed by Joback and 
Reid (1987) could be suitable for the calculation of the Gibbs fTee energy of reaction. 
Phase stability 
In this study it is assumed that the liquid phases are stable throughout the system. Phase 
stability calculations are computationally intensive and they can be addressed by the 
proposed framework through iterations in later stages of the design. However, propertics that 
can indirectly be used as measures of phase stability involve solubility, selectiNity and solN, ent 
losses. 
6.3.2 Remarks on the solvent and process synthesis framework 
The aim of the presented solvent-reaction-separation synthesis framework is to screen as 
many design options as possible using simple and transparent economic trends, thus avoiding 
the addition of unnecessary modelling complexity into the system. In this context, by 
exploiting the economic effects of the solvent flow in separation-based systems, the 
economic trend of the solvent recovery process is modelled using the solvent flowrate. 
Therefore, it is assumed that there is only one recovery column for each solvent and that pure 
solvent feeds that have been recovered from the product extract streams are available. A 
separation task unit can be used in order to model the recovery of the solvent using short-cut 
design methods. This addition is not expected to significantly increase the modelling 
complexity, while at the same time the obtained costs are expected to represent the basic 
economic trends. 
With regards to the solvent synthesis stage, it should be noted that the methodology is not 
limited by any artificial or physical constraint. It can account for any number of synthesis 
objectives and there is no need to limit the utilised functional groups biasing the 
designs 
towards presumably optimal molecules based on heuristic assumptions. Any type and number 
of functional groups can be used, provided that there are group contribution methods 
for the 
prediction of the properties of the designed molecules. Due to the 
fact that there arc onlý, 31 
, Uoups available for the prediction of 
the solubility parameter (Buxton, Livingston and 
Plstlkopoulos, 1999) only those groups can be used for the design of the solvents. 
Filially, ill 
order to realistically model the behaviour of the mixture in solvent 
design the concept of the 
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meta-molecule is employed (Marcoulaki and Kokossis, 2000b). A three component mixture 
is assumed in solvent design, with two of the components being ethanol and a solvent and the 
third being a meta-molecule, which is a combination of the remaining mixture components. 
6.3.3 Process synthesis strategy 
Three process synthesis scenanos will be investigated in order to design optimal solvents for 
the production of ethanol. The classic design of a fermentor followed by a liquid-liquid 
extractor will be the first scenario, whereas the second scenario involves an extractive 
fermentor as proposed by Fournier (1986) (Figures 6.3a and b). In both cases the optimisation 
variables for the design consist of the solvent molecule, the solvent flowrate and the volume 
of the system. The design of optimal fennentation-extraction networks will be investigated in 
the final scenario with the optimisation variables being the solvent molecule and all possible 
process design options, as they were described in section 6.1.2. Based on the first two process 
synthesis scenarios, a map of representative optimal solvent-process cases will be developed 
in order to target the solvent-process perforinance limits in the design space of crucial solvent 
properties, such as toxicity and melting point. The molecules with the highest process 
perfon-nance for certain target limits of the suggested properties will be introduced in the 
synthesis of extractive fermentation networks in order to investigate the performance gains 
through non-conventional process design options. A further number of cases will follow that 
will identify optimal solvent-process options for strict limits in toxicity and melting point. 
The results will be compared to results obtained from the literature. 
Reaction 
feed 
a) Sequential extractive 
femientation process (SEF) 
Solvent 
feed 
Solvent to 
regeneration 
Reaction 
feed 
b) Extractive fen-nentor (EF) with 
reactive and non-reactive phases 
Figure 6.3: Extractive fennentation process configurations 
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it should be noted that the obtained molecules are first screened with regards to their process 
perforniance in the two simpler process synthesis scenarios (sequential extractive fennentor 
and extractive fermentor) because the design of extractive fermentation networks is expected 
to pose a substantial computational load. However, the first screening step is not Tlecessar-v 
and the molecules can be directly screened based on their performance in the extractive 
ferrnentation networks, if sufficient time is available for the study. 
6.4 Design of solvents for ethanol production through extractive 
fermentation 
Ethanol is produced through fennentation according to the following reaction: 
G+c--> E+c 
where G stands for glucose, E for ethanol and c for cells. 
(6.1) 
The growth of the organism (cells) as well as the conversion to ethanol is a complex 
phenomenon, however the essential kinetic effects can be captured by a simple rate 
expression using an extension of the Monod equation (Fournier, 1986): 
nt 
1. =k 
CGCc 
I+ 
CE 
c +C C* 
GmE 
(6.2) 
where r, is the production rate, k is the rate constant, nt is the toxic power constant, Cm is the 
Monod constant, CG, C, and CE are the concentrations of glucose, cells and ethanol, 
respectively and C, * is the limiting concentration of the inhibitory product above which the 
cells cease to reproduce. This concentration has been found to be 87.5g/L. According to 
Fournier (1986), the consumption of glucose and the production of ethanol can be expressed 
in terins of cell production rate by defining the yields YGand YE: 
rG, YG (6.3) 
rE )' (6-4) Ec 
1Zik 
The kinetic parameters for the above equations are summarised in Table 6.1. 
Table 6-1: Kinetic parameters for ethanol production (Fournier, 1986) 
paraineter Units Value Parameter Units k"alue 
k kg, / kg, -hr 0.461 cm kg/m 0.315 
YG kgc, / kg, -9.254 CE k g/M3 87-5 
YE kgE/ kg, 4.016 nt 0.36 
The objectives required in order to capture all the structural and economic trends at the 
solvent design stage are formulated as follows: 
Max Ss, AD (6.5) 
Min SI, MWs, Cs (6.6) 
AG >0 (6.7) 
T> T", > T' 
,,, 
+A T, 6. (6.8) . nax 
T Ts <T 
E 
-AT (6.9) nýn "" BP BP nýn 
Tm <Tm, max (6.10) 
(51. < t5t < (51 nim max 
vap w vap (Pi pvap). (p. Yi- Pivp) <0 i It ij 
D represents the density difference between the nutrient and solvent phases. The limits 
imposed in equations (6.8), (6-9) account for the minimum boiling point temperature 
difference AT,, ýnallowed in order to facilitate the separation of the solvent 
from the product 
through regeneration. This is only an assumption made for this case study and the ATn.,,,, can 
be treated as an optimisation variable. The limit in the melting point temperature of equation 
(6.11) is only used in special cases of the main study presented in this section. The limits 
imposed on the remaining constraints have been discussed in section 6.3.1. 
A feed flowrate of 400 kg/hr of glucose in 1000 kg/lir of Nvater is assumed for the study. 
The 
desired process completely converts the glucose in the aqueous phase and extracts all ethanol 
while utilising a minimum solvent flow. These trends are incorporated into the ob-IcctivC 
function according to the following equations (Linke and Kokossis, 2002): 
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N2 
OF -NE, 
SN 
(6.1' )) G, aq s 
NG, 
aq=max(NG, aq 
Amin) 
(6.14) 
with N,,, i, = I kg/hr (6.15) 
NE, s represents the flowrate of ethanol (yield) of the reactive fermentation process in the 
extract stream, Ns represents the solvent flowrate and NG, aqthe 
flowrate of glucose (recovcrY) 
in the raffinate stream. Equation (6.14) incorporates the assumption that for a flowrate of 
glucose below I kg/hr the term NG, aq 
is not required in equation (6.13) as almost all the 
glucose has been converted into product. 
Process superstructures of three RMX units are formulated. A maximum of ten wcll-mixed 
cells is allowed in each compartment. Intermediate solvent regeneration is not considered and 
a maximum of 1 aromatic ring and 40 groups are allowed in each molecule. For the 
molecular design stage a set of 50 stochastic r-uns is performed and for the process synthesis 
stage a set of 10 stochastic runs is performed for each molecule screened. All the runs in both 
stages start from a different initial random seeds and Simulated Annealing is used as the 
optimisation algonthm. All the experiments are perfon-ned using 2GHz IBM PCs with twin 
Xeon processors. 
6.4.1 Solvent-process clustering results 
The set of solvents obtained using the M. O. O. CAMD methodology consists of 163 ten- 
diniensional data points. The results of Table 6.2 show the performance of the molecules in 
the first clustering iteration for the sequential extractive fermentor (SEF), the cxtractiN, e 
fennentor (EF) and the extractive fermentation network (EFN). Furthermore, they 
involve the 
use of infinite dilution activity coefficients in process synthesis in order to quickly screcil the 
potential of each molecule to provide improved reaction-scparation 
designs. Starting from a 
siniple SEF process configuration the performance improN, es 
dramatically through 01C non- 
conN, entional designs provided by EFN optimisation. This shows that 
by sviithesising more 
complex process configurations high performance gains can be achieved. 
ck4p. tcr6 ___ 
Table 6.2: Clustering iteration I for infinite dilution 
activity coefficients 
Cluster Points Probabilitya SEF EF EFN 
1 61 0.94 10.46 1756 4740 
2 64 0.83 4.48 17 1607 
3 33 0.96 13.59 2481 6800 
4 5 0.84 13.11 2290 6072 
calculated for EFN process synthesis 
The probability values for the representative molecules in clusters I and 3 show that these 
clusters are the most likely to include high performance molecules. However, the probabilltv 
values in all the clusters are very similar and this shows that further analysis is reqUired with 
regards to their contents otherwise the optimum molecule might be missed. Figure 6.4 shows 
the clustering analysis perfon-ned for the obtained set of molecules. 
Iteration I Iteration 2 
ci Pt p SEF EF Tm cýý 
1 21 0.02 4.2 30.8 309.6 7.7 
2 19 0.00 3.3 6.4 298.3 6.1 
340.00 3.5 '9.9 303.6 5.5 
4 13 0.14 4.4 62.4 307.6 7.2 
540.00 3.7 7.7 300.3 5.4 
Cl Pt P SEF EF Tm cs 
Cl Pt p EF Tm cýý 
1 61 0.27 4.4 54.1 310.0 6.9 (2) 
1 35 0.00 3.7 311.1 6.4 
2 19 0.00 2.1 313.3 6.6 
2 64 0.00 2.7 3.1 312.2 6.4 310.00 -0 309.5 
" 5.3 
3 33 0.94 5.6 443.1 301.5 7.4 490.00 -0 310.0 5.2 
451.00 5.7 650.1 290.0 6.8 
cl Pt P SEF EF Tm cs 
1 2 0.00 4.7 151 303.1 5.9 
2 1 0.00 4.3 51.4 282.8 5.0 
3 3 0.08 5.7 430.6 287.1 8.0 
4 6 0.16 5.4 331.2 306.1 7.7 
5 1 0,00 4.1 26.0 307.9 5.4 
6 4 0.00 4.2 24.7 287.4 6.2 
- 
7 2 0.00 5.9 535.2 287. 
i 7 3 
8 6 0.00 6.2 6.2 311.6 7.4 
9 8 0.41 9.7 443.1 301.3 7.4 
Figure 6.4: Clustering decisions for identification of optimal molecules 
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in Figure 6.4 Cl represents the cluster membership, Pt represents the number of points in each 
cluster, P stands for probability, CS is the toxicity, Tr, is the melting point and the numbers in 
brackets over the arrows indicate the clusters that have qualified for the next clustenno 
iteration. The process synthesis results have been obtained using composition dependent 
activity coefficients in order to restore accuracy in the phase equilibrium calculations. The 
probability values have been calculated for EF synthesis. Figure 6.5 shows the molecular- 
process performance for the SEF and EF cases reported in Figure 6.4. The steep gradient of 
the EF curve indicates that there are molecules that can significantly improve their 
performance by employing more complex process configurations. 
EF --it- SEF 1. OOE+04 
U- 
0 
0) 0 1. OOE+03 
C 0 
1. OOE+02 
=3 
U- 
1. OOE+01 A 
0 1. OOE+00 --- -r- ii 
05 10 15 20 
Molecule 
Figure 6.5: Comparison of EF and SEF synthesis performance of molecules 
Despite the very low probability value, cluster 2 (Figure 6.4) is repartitioned in iteration 2 
because it consists of 64 molecules. The probability of finding molecules with high process 
perfon-nance, after repartitioning the three clusters, drops significantly. It becomes clear from 
iteration 2 that the molecule with the highest performance exists in cluster 4 of iteration 1. 
Overall, screening 22 out of 163 molecules in terms of their process performance appears to 
be sufficient in order to identify the clusters that involve the optimum molecule. Furthermore, 
a niap is created that shows the process performance of the solvents in different 
design areas 
of properties such as toxicity (Cs) and melting point (T,, ). It is therefore possible to quickly 
identify clusters that include molecules with low melting point temperature and/or toxicity. 
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6.4.2 EF synthesis results for optimal molecules 
From the molecules obtained at the solvent design stage, the ones with the highest process 
performance are shown in Table 6.3. 
Table 6.3: Optimal molecules for EF process synthesis 
ID Molecules 
_OF 
I ID Molecules OF 
T-1-r=rT-T rT-T=pLT- r% Ll - r, % 
Sl CH3-0-CH2-C-C- CH=CH2 1630.2 
11 
H3C OH 
S4 CH-CH 2 650.1 
CH= 0 
CH=CH2 CH= 0 
1 1 CH=CH 2 
S2 CH3-0-CH2-C-(CH2)2-CH-OH 1316.8 
11 
S5 CH 3 
592.8 
CH=Ul-12 CH=CH2 CH=O 
CH-0 
CH=O 
847 1 S3 S6 CH-CH 2 535.2 . CH=O 
CH=O 
The optimum molecule (SI) is a non-aromatic. The common functional group between the 
aromatics and the non-aromatics is the double carbon bond. The existence of ether and 
hydroxyl groups appears to benefit the performance of the non-aromatics, while the aromatics 
forni aldehydes. The objective function for the EF synthesis represents yield of ethanol, 
solvent utilised and glucose that has not been used in the reaction. These process parameters 
are reported for the above molecules in Table 6.4. 
Table 6.4: Process parameters for solvent-EF synthesis 
ID OF Ns (kg/hr) NE, s (kg/hr) 
NG, 
aq (kgihr) 
Sl 1630.2 768.4 111.9 0.99 
S2 1316.8 1157.8 123.4 0.99 
S3 847.1 1317.7 116.6 1.20 
S4 650.1 1364.7 115.5 1.50 
S5 592.8 1357.4 114.4 1.62 
S6 535.2 1345.8 114.4 1.81 
çpcr6 
For all the molecules the process reaches a conversion of glucose of over 99% and the 
volume of the extractive fermentor is established at I OM3 . Trade-offs appearing in the results 
involve the yield (NE, s) and the solvent flowrate (Ns). For example, although molecule SI 
utilises the least amount of solvent, the process results in the lowest ethanol vield. An 
important characteristic of the physical properties shown in Table 6.5 is that molecules SI 
and S2 show a very low toxicity(Cs), whereas the aromatic molecules are highly toxic. 
Table 6.5: Physical properties for molecules SI -S6 
ID ss m Si mws Density cs Tin TRP (5f 
si 1.72 0.51 3.54 182 781.8 3.57 284.9 527 12.5 
S2 1.92 0.47 1.88 196 752.3 3.75 285.5 546 12.7 
S3 4.81 0.80 3.98 188 815.1 6.61 304.9 544 12.4 
S4 5.67 0.79 2.39 202 794.9 6.81 290.7 558 12.2 
S5 7.82 0.83 0.92 230 780.9 7.52 305.6 577 11.2 
S6 6.84 0.83 1.35 216 749.9 7.29 287.8 575 12.1 
Overall, the designed molecules show that the use of aromatics in the production of ethanol is 
undesired due to high toxicity and consumption of solvent but they maintain the ethanol yield 
at high levels. On the other hand, molecules (S I and S2) appear to be excellent candidates for 
the production of ethanol through extractive fermentation. Their toxicity and melting point 
are much lower than that of dodecanol (Cs: 4.24, T,,: 299 K) and it is required to investigate 
whether these molecules can overcome the process performance of dodecanol. 
6.4.3 Toxicity and melting point considerations 
Molecules S1 and S2 have toxicities and melting points lower than that of dodecanol. At the 
same time, these molecules are found in an area of the solvent search space where properties 
such as Ss and M have low values. However, the objective functions utilised in sol\ýcrit 
synthesis aim at the maximisation of Ss and M, thus imposing a solvent search trend towards 
a direction opposite to the direction where the molecules with the 
highest process 
performance exist. This is an indication that the solvent 
design space is not thoroughly 
searched in that direction. Molecules with toxicity and melting point similar to those ot- 
SI 
and S2 might have not been captured by the Pareto optimal 
front. A muthobjecti\-e 
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optimisation (m. O. O. ) solvent search is therefore performed for toxicities and melting points 
lower than those of dodecanol. The obtained molecules are shown in Table 6.6 along with 
their performance in EF process synthesis. 
Table 6-6: Additional molecules obtained by M. O. O. CAMD 
for Cs, T.. lower than those of dodecanol 
ID Molecules OF 
H2C=CH CH3 
II 
El CH2==CH-C-CH2-U-UI12-0-CH3 1392.7 
II 
H2C=CH OH 
CH=CH2 
I 
E2 CH2=CH-(CH2)2-C-CH2-0-CH2-OH 1106.7 
1 
CH=CH2 
CH=CH2 
I 
E3 CH2=CH-C-(CH2)3-CH2-0-CH2-OH 604.9 
1 
CH=CH2 
The functional groups utilised in these molecules are similar to those of molecules SI and S2 
and their EF process performance is at similar levels but worse than that of molecule S 1. 
Although molecules EI-E3 were not initially captured by the Pareto front, they are 
suboptimal options compared to molecule SI. On the other hand, the design insights provided 
by the proposed methodology lead to the identification of molecules El-E3. Table 6.7 
summarises the process parameters of the above molecules, which are similar to those of 
molecules SI and S2. Table 6.8 shows the physical properties of the above molecules. 
Table 6.7: Process parameters for molecules EI -E3 
ID OF Ns (kg/hr) NE, s (kg/hr) NGq (kg/hr) 
EI 1392.7 996.3 117.8 0.99 
E2 1106.7 1226.8 123.7 1.12 
E3 604.9 1343.4 121.7 1.82 
Chapter 6 
Table 6.8: Physical properties for molecules EI -E3 
Iý- 
ID ss m Si MWS Density cs TM T BP C5.1 El 1.91 0.48 1.94 196 767.34 3.87 290.63 541 12.15 
E2 2.04 0.49 1.66 182 752.79 3.03 277.58 527 12-95 
E3 2.27 0.46 0.89 196 741.13 3.32 283.70 541 12.59 
6.4.4 EFN synthesis results for optimal molecules 
The EFN synthesis results for some of the highest ranking molecules are shown in Table 6.9. 
The use of more sophisticated process configurations than the simple EF case leads to a 
massive performance improvement in the objective function. The increase in the Yield and the 
decrease in the utilised solvent are rather significant, while the glucose conversion remains 
well above 99%. 
Table 6.9: Optimisation results for EFN synthesis of highest ranking molecules 
b(o 
0 ID OF Increase q) Ns (kg/hr) NEs (kg/hr) 
NG, 
aq (kg/hr) 
SI 8100 396 400 180.0 -0 
EI 3805 173 800 174.5 -0 
S2 16489 1152 122.8 142.3 0.99 
E3 7761 1183 400 176.2 -0 
increase with respect to EF synthesis for the same molecules 
The optimal process structures that correspond to the molecules of Table 6.9 are shown in 
Figure 6.6. The structure for SI is non-conventional and combines different types of reactors 
and extractive fennentors with various recycle and flow options. On the other hand, for 
molecules El and E3 the structures combine an extractive fermentor followed by an 
extractor. The common characteristic for all the designs is that the use of a plug-flow instead 
of a well-mixed reactor appears to be beneficial. Furthermore, different flow policies 
(cocurrent, countercurrent) and a variety of feeding options are observed. 
1Z 
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6.4.5 Comparison with results from literature 
Extractive fermentation using dodecanol 
Table 6.10 shows the results obtained by Linke (2001) for use of dodecanol as a solvent. The 
optimal molecules proposed in this work are superior in terms of process performance than 
that of dodecanol. The improvement in the OF for molecule SI is 25130% and 743% for EF 
and EFN synthesis, respectively. 
Table 6.10: Optimal results for SEF, EF, EFN synthesis using dodecanol 
Dodecanol OF Ns(kg/hr) NE, s(kg/hr) NGaq(kgihr) Conversionrlo) 
SEF 3.66 1680 98.7 157.7 60.5 
EF 6.46 1396 75.5 63.3 84.2 
EFN 960 2326 165.3 -0 99.9 
Simultaneous solvent-extractivefermentation design 
Linke and Kokossis (2002) propose the simultaneous solvent-extractive fermentation design 
using an integrated process-molecule superstructure (PMSS). In addition to the degrees of 
fteedom associated with the process design options, the type and number of functional groups 
comprising the synthesised solvent molecules are treated as optimisatIon options. They solve 
the simultaneous solvent-SEF and EFN problem and the designed molecules feature two 
aromatic nngs for the SEF case and one aromatic ring for the EFN case. The overall process 
optimisation results are shown in Table 6.11. 
Table 6.11: Comparison between results presented in this work and results obtained from 
literature 
Present work 
Process I SEF EF 
Molecule I si 
OF 1 7.82 1630.2 
EFN 
Linke and Kokossis 
(2002) 
SEF EFN 
I 
aromatic aromatic 
Wang and Achenie 
(2002) 
EF EF 
Octane 
Isopropyl 
propionate 
nngs nng_ 
8100 9.49 3135 13-91 15.77 
I ()() 
The results by Linke and Kokossis (2002) are better than those obtained for dodecanol. In 
terrns of SEF synthesis, molecule SI has an objective function value of 7.82 which is lower 
than that of Linke and Kokossis (2002). This shows that the sequential extractive fermentor 
layout is not benefited by molecule SI. Aromatic molecules with I ring, thus with simpler 
structure and lower toxicity than that of Linke and Kokossis (2002), obtained using the 
methodology proposed in this study reach higher performance limits. One such case is the 
molecule in cluster 9 of iteration 2 (Figure 6.4) that has an objective function ý-alue of 9.7. 
Although this proves the usefulness of the proposed methodology, neither the use of aromatic 
molecules nor the use of SEF structures are practical for the production of ethanol using 
extractive fermentation. On the other hand, the optimum process performance achieved for 
EFN synthesis by Linke and Kokossis (2001) is worse than the performances obtained in this 
study, while the final molecules that they propose are aromatics in contrast to the non- 
aromatic molecules presented here. 
Wang and Achenie (2004) design a simple extractive fermentor (EF), like the one in Figure 
6.3b, in course of solvent synthesis. They propose octane and isopropyl propionate as 
appropriate solvents for the replacement of dodecanol. In terms of EF synthesis these solvents 
perform better than dodecanol (Table 6.10). However, they are significantly outperfon-ned by 
the optimal solvents proposed in this study. 
6.5 Solution robustness and time performance 
The main characteristic of Simulated Annealing (SA) is that it converges to a distribution of 
near optimum solutions rather than to strict mathematical optima. As a result, the performed 
set of stochastic experiments must converge to the globally optimal domain with IoNý 
standard deviation in order to obtain robust solutions with high confidence. A key parameter 
that controls the standard deviation among the results of the different stochastic experiments 
is the Markov chain length. As the Markov chain length increases the standard deviation 
decreases, while the computational time required for the convergence to a globally optimal 
Solution increases as well. Balancing this trade-off among confidence and computational time 
is therefore important in order to obtain successful results. 
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At the solvent design stage a maximum Markov chain of 100 is used for each stochastic 
experiment and the computational time required is on average 262 CPU seconds per 
stochastic run. The molecules ranking highest in terms of process performance are 
combinations of the same sets of few functional groups, thus the obtalned molecular 
structural trends point towards the globally optimal solvent solution space. 
in process synthesis the simulation of each generated state is the computationally expensive 
part of the search, due to the high non-linearities involved in the reaction and separation 
process models. In the case of EF process synthesis a maximum Markov chain length of 60 is 
used for each stochastic experiment, which adequately provides very high confidence in the 
obtained solutions (very low standard deviation shown in Table 6.12). This indicates that the 
process-solvent design results are nearly optimal. The average computational time required 
for each stochastic experiment is in the reasonable range of 2 hours. 
In EFN process synthesis the results shown in Table 6.12 correspond to a Markov chain 
length of 60, whereas stochastic experiments were carried out for a Markov chain length of 
80 as well. The standard deviation for both Markov chain length cases remained over 25%, 
thus showing a significant deterioration in confidence compared to the EF synthesis case. 
Having established the globally optimal domain for the solvent molecules using EF synthesis 
as a molecular process performance measure, this result indicates that only the obtained EFN 
process design solutions are likely to be locally optimal. Further increase in the Markov chain 
length will possibly restore confidence in the results, however such an action will be 
extremely expensive in computational terms considering the available computing power. 
Although Table 6.12 shows that the number of generated states is approximately similar 
between EF and EFN synthesis, the increase in required CPU time is significant. The reported 
increase corresponds to an average required computational time of over 5 days per stochastic 
experiment. Apart from the enormity of the solution space, the extensive time frame required 
is also due to the complexities of the highly non-linear process models that cause frequent 
convergence failures of the non-linear solver. This results in a prolongation of the 
computations without improvement in the optimal search or in the most severe of cases in 
premature tennination of the optimal search. Therefore, the process synthesis methods 
for 
bio-reactive separations need to be improved. 
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Table 6.12: Computational results 
EF EFN 
St. Dev. (%) <0.05 >25 
CPU Time' (sec) 0.22 13.3 
Generated States 31676 33852 
[; average time required for simulation of each state 
With regards to the convergence problems faced in the most complex cases in this study, 
there is a broad range of methods that address the solution of non-linear systems of equations 
such as homotopy-continuation methods (Vickery and Taylor, 1986) and quasi-Newton 
methods, an extension of which is used in this study in the form of the dogleg method (Chen 
and Stadtherr, 1981). These methods rely heavily on good initial guesses for the solution of 
the systems, however usually there is no initial knowledge of the guess values. In complex 
reaction-separation systems the continuing structural changes dunng the optimisation search 
further enhance the initial guess problems, thus convergence becomes time consuming and 
difficult to achieve. Methods that especially focus at facilitating the simulation of difficult, 
multi-component, multi-stage separation processes have recently been proposed (Ishii and 
Otto, 2001,2003) but have yet to be applied in reactive separation systems. Although these 
methods might, perhaps, improve the convergence difficulties, the design of algorithms with 
favourable global convergence properties and low computational costs is an open research 
topic (Marazzi and Nocedal, 2000), especially in systems as complex as extractivc 
fermentation networks. 
6.6 Concluding remarks 
In this chapter a new technological ffamework is proposed for the integrated solvent and 
reacti on- separation synthesis design. The framework proposes the use of multl-object IVC 
Optimisation for the design of optimal sets of molecules that are partitioned into groups of 
similar molecules using clustering techniques, Representative molecules from each cluster 
are introduced into the process synthesis as discrete options, thus beneficial molecules for 
process synthesis are easily revealed by optimising process models for only a 
few molecules. 
The reaction-separation process synthesis is represented by superstructures of generic process 
units that can capture conventional as Nvell as complex process configurations. 
The 
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framework effectively handles the increased complexity of the Integrated solN, ent and 
reaction-separation process synthesis by allowing the iterative addition of design features 
both at the solvent and process design stages. Solvent-process configurations of reduced 
complexity are initially optimised, thus achieving high confidence in the obtained results. The 
confidence and knowledge gained in the initial stages is exploited in order to facilitate the 
optimisation of highly complex solvent-process configurations. 
Overall, the proposed framework succeeds in exploiting the interactions among the solvent 
molecules and the reaction-separation process in order to reach robust solutions free of user 
induced biases. In EF process synthesis the solvent-process design decisions are made with 
confidence towards optimal directions. The already high performance of the molecules in EF 
process synthesis is ftirther enhanced by allowing the generation of complex reactioll- 
separation synthesis networks. Although high confidence is not achieved for the EFN process 
synthesis, the obtained results clearly outperform previous studies and show that there is great 
potential for utilising extensive process structural optimisation for the improvement of 
solvent-process design results. Confidence can potentially be restored in EFN synthesis 
utilising knowledge driven optimisation in addition to simplifications in the process models, 
thus reducing the complexity of the simulations. Such issues are discussed in chapter 7. 
er 
Chapter 7 
Conclusions and Future Work 
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This thesis has proposed a new methodology for the integrated solvent CAMD synthesis and 
chemical process optimisation. It is based on the generation of multiple targets of maximal 
perfon-nance in CAMD solvent synthesis that are systematically exploited in process 
synthesis in order to confidently identify high performance limits for the overall solvent- 
process system with acceptable computational effort. In this respect, the proposed 
methodology introduces a new mentality towards CAMD solvent synthesis that is free of 
assumptions that may potentially introduce undesirable biases in process design and where 
decisions with regards to the suitability of the solvent molecules are based on process 
performance criteria. The existence of large amounts of comprehensive solvent design 
information becomes an advantage as the process synthesis ftarnework adopts conceptual 
representations and stochastic optimisation technology to effectively cope with the increased 
decision making requirements. 
The novelty of this work can be summarised as follows: 
a) It proposes the use of multi-objective optimisation at the CAMD solvent synthesis 
stage in order to avoid premature, user-defined assumptions with regards to the 
solvent performance and to harness the generated wealth of solvent design 
infon-nation. 
It proposes the systematic exploitation of the generated solvent design information 
through the use of data mining in the fon-n of clustering, so that the solvent-process 
design decision making procedure is based on process or economic related crIteria. 
C) State of the art, stochastic optimisation technology is scrutinised m,, 'ith regards to the 
potential computational and optimisation improvements that it can offer to separation 
process synthesis. 
d) The application of the proposed methodology into solvent-separation process 
synthesis case studies of industnal complexity demonstrates the benefits that can be 
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gained in the development of solvent-process superstructures Nvith multIple t%pes of 
solvent feeds and process selection options. 
e) The application of the proposed methodology is extended to complex reaction- 
separation process systems where for the first time confidence is introduced in the 
process-solvent design results. 
7.1 Discussion on proposed developments 
7.1.1 Integrated solvent and process synthesis design philosophy 
Multiple objective optimisation appears to be an excellent tool for scoping and screening for 
solvents using CAMD. Unlike previous approaches that focused on one final, optimuni 
design, it has allowed the generation of a rich, highly inclusive set of designs. Comparisons 
with solutions found previously for S. O. O. terms indicates that they are included in the set of 
designs obtained using the M. O. O. methodology. Molecules proposed by the presented 
technology outperform experimental or previously published results in terms of process 
performance. A variety of perfon-nance indices have been used with success while the 
complexity of the design problem has not significantly increased by including additional 
solvent property objective functions. 
The incorporation of the solvent design information into process synthesis alms at allowing 
the solvent-process synthesis decisions to be made based on the solvent performance into the 
process, while the computational requirements remain at fairly low levels. This goal is 
successfully fulfilled by the use of clustering for the reduction of the number of molecules 
that need to be tested with respect to their process performance. The presented clustering 
strategies investigate the trade-offs between computational efficiency and confidence in the 
selection of the optimum clustering paths and show that screening of approximately 30% of 
the available molecules in terms of process performance provides a high level of confidence. 
This percentage can be further reduced to around 20% by use of the heuristic clustering 
probability which provides an integrated description of all the clustering 
decision criteria 
under a simple index. 
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7.1.2 Stochastic optimisation in process synthesis 
The synthesis and optimisation of liquid-liquid extraction presented in chapter 2 was 
addressed combining inclusive superstructure formulations with stochastic optimisation 
technology. The superstructure formulations allow the generation of high performance targets 
in the form of novel as well as conventional configurations. The use of stochastic 
optimisation methods allows the extraction of these targets as their distinctive characteristic is 
that they generate a distribution of different close to target optimal scenarios. The calculation 
of standard deviation out of a set of stochastic experiments is used in all cases as a measure of 
confidence with regards to the obtained results. Such calculations are performed for the final 
results as well as for the calibration of the control parameters of the algorithms. This is 
especially important in the case of the control parameters, as for algorithms such as ACO and 
GA there is only heuristic knowledge regarding the identification of their optimal operating 
values. 
With regards to the particular characteristics of each algorithm SA proves to be rather 
reliable, always providing robust solutions. On the other hand GA, a highly sophisticated, 
population-based algorithm, suffers as the problem complexity increases. The search appears 
to be difficult to control and its multiple operations require meticulous calibration and 
coordination. As a result, the search speed appears to be rather slow and the obtained 
optimum is often worse than those identified by the other methods. ACO proves to be a 
reliable algorithm with high quality solutions that were equivalent to those of SA in many 
cases. Furthermore, the proposed use of statistical termination criteria improves its search 
speed substantially and as a result it becomes a highly competitive algorithm. 
7.1.3 Application of Proposed method to complex systems 
The proposed integrated solvent and process design methodology was applied in case studies 
of industrial complexity and in the synthesis of molecules for reactive-separation processes. 
The application of the methodology in the case studies showed that by exploring the trade- 
offs among the solvents and the processes the designer engineer can gain valuable insights 
into the problem. Solvent and process targets can be deN, eloped and the optimum solvent- 
process layout can be selected based on combined economic and performance considerations. 
In the most difficult cases, where multiple separation options require 
different tý, pes of 
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solvents, the generated solvent design information allows process exclusion decisions to be 
made, thus significantly reducing the design options. 
A major limitation in the few existing methods for the design of solvents for reactive- 
separation processes is that they can not reliably identify optimum options due to the 
enormous solvent and process design space and the complexities of the involved models. The 
proposed solvent-reaction-separation synthesis framework addresses the global solvent and 
process solution space. It effectively handles the increased complexities by allowing the 
iterative addition of design features both at the solvent and the process design stages. 
Solvents are selected based on their process performance in simple process configurations 
which can be easily synthesised. Therefore, the solvent-process design decisions are made 
with confidence towards optimal directions. The highest performing solvents are introduced 
into the synthesis of generic reactive-separation networks and large gains in process 
performance are achieved. The results clearly outperformed results obtained by previously 
proposed methods. 
7.1.4 Limitations of proposed synthesis framework 
The use of multi-objective optimisation has the inherent limitation that, in practice, it is not 
able to identify all the points existing in the Pareto front. In this respect, there Is no guarantee 
that the best possible molecule has been identified. Furthermore, the choice of the method 
utillsed for the identification of the Pareto front affects the quality of the solutions that can be 
obtained. This work employs the weighting method for the approximation of the Pareto front, 
however other methods that promise to offer a better representation must be tested. Statistical 
metrics that measure parameters providing information for the distribution of the obtained 
Pareto front should also be incorporated in the proposed framework. 
The use of clustering as a strategy of incorporating the solvent 
design information into 
process synthesis employs only discrete solvent options. Molecules that 
Ile In the prox I in Ity 
of the identified optimal molecules are not revealed and can not be used in process synthesis. 
An effective method is required that exploits the clustering 
design information in order to 
identify more molecules that benefit the process synthesis. 
Furthermore, the choice of the 
clustering algorithm in the proposed methodology can affect the clustering 
decisions and the 
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speed of implementation. The clustering algorithm selected in this work is well suited for the 
types of problems that are addressed but as clustering is an evolving discipline more 
sophisticated algorithms must be tested. 
In the case of reactive- separation networks it appears that the utilised process synthesis 
technology suffers from high computational requirements. Therefore, it is impossible to 
achieve convergence in reasonable computational times and this affects the quality of the 
obtained results. Furthermore, the use of the reaction kinetic models in combination with the 
highly non-linear thermodynamic models leads to convergence problems in the employed 
solver of non-linear systems. A conceptual process synthesis mentality must be followed that 
offers fast and reliable solutions independent of these limitations. 
7.2 Future work 
Considering the developments proposed in this study, the following areas of future research 
are identified. 
7.2.1 Incorporation of solvent design information in process synthesis using a 
regressed model of the Pareto front 
The limitations of multi-objective optimisation and clustering methods can be overcome by a 
method that is able to identify new molecules within the molecules that have been found to 
benefit process synthesis. 
An alternative approach of mapping the solvent design information into the process synthesis 
task involves the formulation of a quantitative model of the Pareto front. The physical 
properties of the obtained solvent molecules can be correlated, through regression analysis, 
into a predictive model that participates in the optimisation as an additional constraint, along 
with any process, physical/chemical models. One of the properties assumes the role of the 
dependent variable and the remaining ones are used in order to predict this variable through 
the model. At the same time, the independent variables take the form of additional degrees of 
freedom that are subjected into random perturbations during the optimisation search. 
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The regressed model is purely a function of physical properties and does not include any 
structural information regarding the molecule. Therefore, the prediction of any mixture or 
other (primary, secondary) properties during the process synthesis relies upon the formulation 
of similar models for each corresponding property. Furthen-nore, as the molecules are 
represented continuously into the process, through the regressed model, the optimal 
solvent/process search involves the formation of molecules that might not necessarily exist in 
the original set of the Pareto front. Therefore, the physical properties of the final, optimal 
solvent molecule must be compared to the ones of the existing molecules in order to identify 
its structure. Clearly, in order for this approach to be successful the models should be tightly 
fitted and their degree of non-linearity should be kept as low as possible. 
Experimentation with this approach has revealed certain shortcomings. The use of the solvent 
thermodynamic properties as additional degrees of freedom in process synthesis increases the 
solution space. Therefore, the benefits gained by the elimination of non-linear 
then-nodynamic models from the solvent-process simulations, due to absence of solvent 
structural information, are traded-off for low confidence in the obtained results. This is due to 
the inability of the decision making tools to effectively handle such a broad solution space. 
Furthermore, the regression of models requires excellent fitting of the data in order to achieve 
highly accurate results. As the thennodynamic models are replaced by the regressed property 
prediction models the deviations in the predictions are high in most cases due to poor fitting 
of the data. Finally, the consideration of the solvent properties as continues variables in 
process optimisation leads to values that may be extreme, thus causing convergence problems 
in the process models or may correspond to infeasible solvent structures. 
Despite these limitations the proposed approach is important because it is expected to fill the 
Pareto optimal front with new solutions that have not previously been identified. 
The 
observed shortcomings that appeared during the bnef experimentation can potentially 
be 
overcome by an approach discussed in the following section. 
I- 
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7.2.2 Knowledge driven optimisation in integrated solvent and process synthesis 
Ashley and Linke (2004) have proposed the use of knowledge driven optimisation for the 
synthesis of complex reactor networks. By analysing reaction pathway data using data mining 
techniques they have extracted optimal performance trends that were translated into design 
rules leading the process synthesis search towards regions of maximum perfon-nance. This 
idea can be applied in the integrated design of solvents and processes in order to achieve 
simultaneous solvent and process design. The obtained Pareto solvent set can be used as a 
database for the correlation of the solvent thermodynamic properties with molecular 
structures. Using data mining techniques, it is possible to extract rules that associate property 
values with approximate solvent structures. Therefore, the disadvantages of incorporating 
Pareto front models into process synthesis can be eliminated. Solvent properties are 
additional degrees of freedom in the optimisation search but the prediction models provide 
accurate results as the search revolves around data values that where used for the generation 
of the models. At the same time, as each set of property values corresponds to predictable 
solvent structures, they can easily be tested with regards to their structural feasibility. In this 
context the original Pareto solvent set is supplemented with molecules that were not 
originally identified, while the solvent design space remains at sustainable computing levels. 
7.2.3 Application of proposed methodology in grid computing environment 
Grid technologies have received a lot of attention by the scientific community recently; 
however, developments are at their infancy and very few engineering applications have been 
reported to date. In theory, Grid technologies would enable distributed decision-support 
systems that could integrate all the required sources for process design activities, whether 
available in-house or from external sources, in a unified environment and make available vast 
computing power to tackle computationally intense problems. Such systems could 
significantly improve the design efficiency. 
The integrated solvent and process synthesis design problem makes an ideal candidate for 
ironment. The solution of the problem requires implementation within a grid computing enN' I 
the integration of a number of software resources (computcr-aided molecular design (CAVD) 
tools, data inining tools for the analysis of molecular 
design inforination, process synthesis 
tools, web mining tools) and data repositories (in-house and web 
databases) required in the 
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different design stages. Distributed grid computing is also required in order to tackle the 
computationally demanding process synthesis calculations. 
A generic architecture proposed for the implementation of grid-computing in integrated 
solvent and process synthesis involves the following; the in-house tools exists in the form of 
modules and become available to the end user through a web portal accounting for 
functionality and usability issues that allow the full interaction between the software and the 
user. The utilised grid middleware interfaces the in-house resources with the resources 
available on the grid. Such required resources involve exploitation of computer networks for 
distribution of the design calculations, available databases for storage of design related 
information as well as software pools with modules (i. e. commercial simulators) that can be 
used with the existing tools. 
7.2.4 Conceptual screening of reactive-extraction process options 
The time consuming model simulations as well as the high number of process options are a 
major bottleneck in reactive-extraction process synthesis. Montolio-Rodriguez and Linke 
(2005) are currently developing a new approach that can be used to tackle the previous 
described problems. The approach is based on the simplification of the liquid-liquid 
equilibrium transfer rate expression used in the reactive-extraction models. A simple relation 
from Zheng et al. (1998) is used in order to predict mass transfer from the reactive phase 
considering only the compositions of this phase and solvent properties. This allows the 
approach to be highly computationally efficient since the superstructure model merely 
contains the balance equations for the reactive phase. It has been shown that the outcome of 
the process synthesis is a structure that captures all major structural trends of the reactive- 
extraction network. In other words, process synthesis is approximately converged to a 
structure that can be subjected to optimisation of only simple structural options such as 
recycle/bypass streams, stream split fraction etc. This approach is expected to introduce 
higher confidence in the obtained results, whilst significantly reducing 
the computational 
time. 
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7.2.5 Integrated solvent and separation process selection 
The presented industrial case studies revealed the problems associated with the integrated 
solvent and process selection. Two major problems are identified as potential areas of further 
research. The first problem involves the design of appropriate solvents for each separation 
task included in the optimisation of separation sequences. The second problem, in addition to 
the requirements of the previous problem, involves the identification of the optimum type of 
process for each separation task included in the sequence. Apparently, there is an increased 
complexity in these cases because each separation and type of separation task requires a 
different solvent. A proposed way of addressing these problems would be to incorporate 
conceptual representations of the participating process models in the presented solvent- 
process design framework. Such representations follow the principles of conceptual 
programming proposed by Shah and Kokossis (1997) and introduce only 111inor 
computational burdens. However, such conceptual representations have only been developed 
for extractive distillation processes. Following the same rationale, similar representations 
should be developed for processes such as liquid-liquid extraction or mernbrane separation. 
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Appendix A 
Problem Data and Specifications 
A. 1 Problem data for chapter 2 
In system I the solvent extracts two components from the feed leaving one component in the 
outlet raffinate stream. The feed stream specifications used in Examples I and 2 are adopted 
from Minotti et al. (1996). The UNIQUAC equation model parameters for this system can be 
found in Tables A. I. and A. 2 and are originally reported by Salem et al. (1994). The 
characteristic of system 2 is that the solvent extracts one component from the feed and leaves 
two components in the outlet raffinate stream. Example 3 has been previously solved by 
Reyes-Labarta and Grossmann, (2001). Regarding Example 4, in order to keep the design 
complexity low a maximum of two side feed streams are allowed. Furthermore, in designs 
that exclude the possibility of a side stream the total feed of 200 kgr/hr is considered as a 
single total feed. The feed, recovery and purity specifications for all examples are reported in 
Tables A. 3 and A. 4, respectively. 
Table A. 1: Volume and area parameters for 
UNIQUAC 
rq 
o-xylene(l) 
toluene(2) 
n-heptane(3) 
propylene carbonate(4) 
4.6578 3.536 
3.9228 2.968 
5.1742 4.396 
3.2815 2.736 
Table A. 2: Binary interaction parameters K for UNIQUAC 
Binary Interaction Parameters K 
A1,1=0-0 A2,1=0.0 A3,1:::: -l 1 . 240 
A4, I =-22.1 00 
AI, 2ý--O-O 
AI. 3: ---13.184 
A2,2ý--O-O 
A2,3=-218.52 
A3,2=347.16 
Aili=0.0 
AI, 4=: 1 90.310 A2,4=1 90.06 A_,,, 4=1266.60 
A4,2=-22.650 
A4,3:: ---l 5.667 
A4,4=0.0 
I 'N , 
Table A. 3: Problem data 
Examples 
1 and 2 
Example 3 Example 4 
Input Unit I Unit 2 Input Side Input 
Feed (kg/hr) 50 189 100 100 100 
Component 1 0.4 0.59 0.7 0.5 0,7 
Component 2 0.3 0.29 0.17 0.38 U 
Component 3 0.0 0.0 0.0 0.0 0,0 
Component 4 0.3 0.12 0.13 0.12 0.2 
Table A. 4: Recovery and purity specifications 
Examples 
I and 2 
Recovery Purity in raffmate (wt/wt) 
Component I 
Component 2 
Component 3 
Component 4 
ý! 90 :! ý0.03 
ý: 90 :! ý0.001 
Examples 
3 and 4 
Recovery Purity in raffinate (wt/wt) 
ý! 90 :! ý 0.01 
:! ý 40 ý: O. l 
A. 2 Problem data for chapters 3,4 and 5 
The mixture components participating in the separation addressed in each example are 
reported in Table A5. 
Table A. 5: Mixture components participating in separations 
Example I Example 2 Example 3 
Component I Water Acetone Cyclohexane 
Component 2 Butanol Air Benzene 
The input feed flowrate as well as the mass fractions of each component are reported 
in Table 
A6 
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Table A. 6: Input feed flowrates and mass fractions for each 
component 
Example I Example 3 Example 4 
Feed (kg/hr) 1000 291073 800 
Component 1 0.7 0.19974 0.625 
Component 2 0.3 0.80026 0.375 
Process constraints for the participating processes are reported in the next tables. 
Table A. 7: Process data for liquid-liquid extraction 
Liquid-Liquid Purity in Recovery in Solvent losses in 
Extraction raffinate extract (%) raffinate 
Component 1- 
Component 2 >_ 90 
Solvent -5 
Tables A. 8 and A. 9 provide general solvent and process design data for chapters 3 and 4. 
Table A. 8: Boiling point related data for chapters 3 and 4 
Process nýn (K) 'ý'T 
Tmin (K) T.,, (K) 
LLE 50 320 515 
Absorption 50 300 500 
Extractive 
50 300 515 
Distillation 
Table A. 9: Process design data chapters 3 and 4 
ab 
Tdv, 
min EFmin Ti, min (K) "S (tonlhr) Tab, max (K Ndt,,,,,, x R, i,, AFnm AF,, ax 
F! 
311.1 293 40 1.0 293 1.15 2.0 1.3 293 
For case study I an input feed flowrate of 1000kgr/hr is assumed. The feed split 
fraction (SF) 
is a degree of freedom for optimisation only in case study -1. For both case studies the purity 
and recovery specifications for separations perfon-ned using liquid-liquid extraction are the 
same as in Table A. 7. The specifications for the reflux ratio and the minimurn colunill 
temperature in distillation are the same as in Table A. 9. At the solvent design stage 31 
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UNIFAC groups are used due to the existence of the solubility parameter constraint (Buxton, 
Livingston and Pistikopoulos, 1999). A maximum of 30 groups is allowed in each state. 
A. 3 UNIFAC groups 
The UNIFAC groups participating in molecular design are given in Table A. 10 (Marcoulaki 
and Kokossis, 2000a). 
Table A. 10: Groups considered in molecular design 
-CH3 CH3 - 
NH2 
-CH2-NO2 ACCH< AC- -CH(C1)2 
>CH2 -CH2-NI12 >CH-N02 ACC<- AC- -C(C1)3 
>CH- >CH-NH2 -1 AC- -CH=: CH2 AC- -CH-, NO 
>C< CH3-NH- -BR AC- -CH=CH AC- >CHN02 
CH2=CH- -CH2-NH- CH =-C- AC- >C=CH2 AC- -1 
-CH=CH- >CH-NH- _C _=c- AC- >C=CH- 
AC- -BR 
CH2=C< CH3-N< -C(F)3 AC- >C=--C< AC- -C -=CH 
-CH=C< CH2-N< 
CH4 ACOH AC- -C =-C- 
>C=C< CH3-CN CH2=O AC- -CH2C0 AC- -C(F)3 
-OH -CH2-CN CH2=C=CH- 
AC- -CH2-0 AC- -CH=C=CH2 
CH3(C=0)- 
-COOH -C(C1)2F 
AC- >CH-0- AC - C(C1)3 
-CH2(C=0)- -CH2-CI -C(CI)(F)2 AC- -CH2NH AC- _CCI(F)2 
H(C=0)- >CH-CI CH3-CI AC- >CHNH2 AC-N02 
CH3C00- ->C-CI 
C5H402 AC- >CHNH- AC-NH2 
-CH2C00- 
CH2-(C1)2 C5H5N AC- -CH2N< 
HCOO- -CH-(C1)2 -C5H4N 
AC- -CH2CN 
CH3-0- CH-(CI)3 >C5H3N AC- -COOH 
-CH2-0- -C(C1)3 
ACH AC-CH2C1 
>CH-0- C-(C1)4 ACCH3 
AC- >CHCI 
FCH2-0- CH3-NO2 ACCH2- AC- ->CCI 
Appcndix B 
Appendix B 
Process and Cost Models 
B. 1 Process models 
6 
The gas-absorption process is modeled after the equations presented by Marcoulaki wid 
Kokossis (2000b). 
Shortcut modelfor distillation 
The minimum number of theoretical stages Nrmn is calculated using the Fenske equation: 
Nnýn 
- 
ln((DR)LK I(DR)HK) 
(B. 1) 
In aLHK 
DR = 
xD 
(B. 2) 
XB 
where x and x are the mole fraction in the distillate and bottom, respectively and a is DB LIIK 
the relative volatility of the Light Key with respect to the Heavy Key. 
The Underwood equations are used for the calculation of the minimum reflux ratio: 
aiHK * XF 
q (B. 
3) 
a-L WK 9 
aiHK * XDi 
a iHK - t9 
where a WKis the relative volatility of 
each component i with respect to the Heav), Kcy. q Is 
the caloric factor and 9 is the root of the Underwood equation. 
AT), Dendix B is- 
After having calculated the minimum number of theoretical stages N"j, the real number of 
theoretical stages N can then be calculated from the Gilliland diagram. The following 
correlation derived from the Gilliland diagram is used (Chang, 198 1): 
Y=I- exp 1.490 + 0.315 -X-1.805] (B - 5) 
I 
X0.1 
(B. 6) 
r+l 
N- NnIin 
(B. 7) N+l 
For chapter 3 the embedded assumptions of the shortcut models involve constant molar 
flowrates and relative volatility throughout the column, the feed and the reflux being 
saturated liquid, phase equilibrium modeled using UNIFAC and ideal equilibrium stages. 
Furthermore, the heat required in the reboiler is assumed to be equal to the heat to be 
removed in the condenser and the condenser is considered total. For chapters 4 and 5 all 
vapour and liquid compositions are calculated through bubble point calculations and the 
column temperature is considered as the geometric mean of the top and bottom temperatures. 
Shortcut modelfor liquid-liquid extraction 
The liquid-liquid extraction shortcut models are given for the following equations: 
K yi r" (B. 8) Di 
i 
Ei - 
KDi 
*V (B. 9) 
L 
Ee 
=[EI -(EN + 1) + 0.25]0" - 0.5 (B. 10) 
Ue '- IUN * 
(Ul +1)+0.25]0.5 -0.5 
Ul = 11, \, +l '(Dlr + 
lo * (1 - (DE) (B. 11) 
1, 
\, 
= 
10 
+ li 
ýV+I 
- 111 
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(1) 
ue-I 
ýNj 
(B. 12) 
e 
Ee 
-1 
E N+l _I (B. 13) e 
where KDj is the distribution coefficient, 7ix and y' are the activity coefficients of component 
I. in phase x and y, respectively. Equations (B. 10) are the Edminster correlations. U, is the 
reciprocal of Ej for component i and ui and Ii are the flowrates of each component i for the 
extract and raffinate stream, respectively. 
For the liquid-liquid extraction shortcut model it is assumed that the distribution cocfficient 
KDj is constant throughout the extractor, the heat of mixing is not taken into account and the 
extractor is adiabatic. 
B. 2 Cost models 
In Case study 2 it is shown that the proposed methodology can be applied through an 
analytical cost function for the design of distillation (Douglas, 1982): 
OFd,, =Column Shell and Trays + Condenser + Reboiler + Cooling water + Steam (B. 14) 
Column Shell and Trays: CCF 
M&S 
)- (120D, Ho-') - (2.18 + F, ) (B. 15) 280 
Condenser and Reboiler: CCF 
M&S 
) . 10 1.3. (2.2 9+ Fc) - (A 
0.65 
+A0.65) (B. 16) 
280 cR 
Cooling water and Steam: Ai - Ci - AH, - Vi (B. 17) 
where CCF is the capital charge factor, M&S the Marshall and Svvift cost index, D, is the 
diameter of the column as a function of trays and other internal characteristics, H is the height 
of the column, F, is a function of the material of the column, A, and. 'IR are functions of the 
heat of vaporisation A. H,,,, temperatures and vapour flowrates V, 
in the condenser and the 
reboiler respectively, Ai and Ci are cost related constants. 
.\ 1) L), - rt, 
iý, ( 
Appendix C 
Calculations and Correlations 
CA Phase equilibrium calculations for chapter I 
11, 
In the case where the phase equilibrium is modeled using empirical correlations the equations 
proposed by Marcilla et al. (1999) are used. The corresponding equations for each staoc j are 
the following: 
I. Tie line correlation 
xf xt ,2 Y'j, k j, 4 j. 4 
lor -a+b +C 
Y, j, p 
k, p k, p xf j. 2k, 
p X, j, 2 , 
2 
X? jA 
ý 
ýVýj, 41* log dk, 
p + ek, p * XI 
+ fk, * 
xj, 2 
j, 2 
P ýx'j, 2 x, i, 1 
++h* 
xv j, 4 
+i* 
11 xf M2 log 
xv j, 2 
=O, VjESEST, Vk, pe SECOMP (C. 1) 9k, p k, p x, 2 
k, p 
', 
xt j, 2 xf j'i 
L 
2. Solubility surface correlation 
. 
ic j, 3 
+Xlj, 4 Mj + Bj- 
(x 1- i, 1 +XI j, 4 
)+ (C mj+0 (C. 2 
x' +x' 
m2 +B* Mj + C)* 
(xtj +xýi, -, 
Y 
j, 2 jA i 
+(D*Mj2 +E*Mj+F 
)* (T 
I 
j, l 
+X'. i, 4 
)2 
+(G*M, 2 +H*M i-+ 
I)* 
(Yýp 
+Xlj, 4 
+ 
(i 
*M 
J2 +K* M_j + L)J= 0 
. 11 
(C. 2c) 
Al -= -1 -1-' 
Vj c SEST 
iXIj, "+ -V'j. 4ý 
loil 
k, p correspond to two different components; 
ak, p, 
bk, 
p - .., A', B' - .. their values are given in Tables CI and C2. 
Table C. I: Parameters for tie line correlation 
log 
Y'j, 2 
Y'j, 3 
log 
j, 
y j, l 
log 
j"j, 4 
) 
a 1.08418344 
b -1.69670841 
0.97697805 
-1.43680314 
0.31539557 
-0.50174614 
c 0.54918114 0.47827271 0.23025919 
d 10.6191185 6.36524047 -1.26380234 
e -17.4490159 -11.6820482 -0.47501422 
f 6.64954207 4.31160926 0.74088285 
g 24.810838 12.7737816 -5.00508651 
h -43.3874678 -24.3262345 3.58436122 
1 15.4583387 8.06761518 0.92388234 
Table C. 2: Parameters for solubility surface correlation 
x1j, 3 
+X'j, 
4 
x1j, 2 
+X Ij 
,4 
Ar -0.56166692 A -0.0002179 G -100.019097 
Bf -0.7922085 B -0.00181492 H -74.7854131 
C 638.307294 C 0.00208734 1 352.362963 
D' 202.120475 D 0.3966406 J 0.00814773 
E 0.80055132 K -0.03665672 
F -1.49226664 L -27,822.0805 
I Corrected mass fractions for the correlations 
XIj. 
c 
=. Vj, c + CC (C. 3 ý1) 
11f =V +CC 
(C. 3b 
j, c . jx 
where CC: positive constant to allow the use of the 
hinary and ternary equilibrium data ill the 
proposed correlation (CC==100) 
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In the case where the phase equilibrium is modeled using UNIQUAC the equation used is the 
following (Reid et al., 1987): 
1 
(rc . X, )= (yc - xc (C. 4) 
where r, is the activity coefficient of component c and x is the mass fraction of component 
c in the different phases. 
C. 2 Property calculations 
The binary azeotropic points between the solvent and non-solvent molecules can bc predicted 
using the constraint by Buxton, Livingston and Pistikopoulos (1999): 
P vap 
_ 
co 
. 
pvap (pvap 
_ rooi . pvap <0 r ii, ii 
(iIii 
ti ij (C. 5) 
where P"P and y' are the vapour pressure and the infinite dilution activity coefficient for 
components i, ii respectively. This test is a preliminary screening measure that cannot 
guarantee to avoid multicomponent azeotropes. Multicomponent azeotropes can be captured 
using global optimisation techniques (Harding et al., 1997). 
For the prediction of the solubility parameter the correlations based on group contrIbution 
methods developed by Buxton, Livingston and Pistikopoulos (1999) are employed: 
(t5i 1)2 = (g i 
D)2 +(, 5 i 
P)2 +(g 
i 
H)2 (C. 6) 
9iD ni, jAj,, D +16.8316 
(C. 7) 
gip ni, j A j, (5, 
+ 3.4000 (C. 8) 
giH 
ni, jAj,, H +9.8571 
(C. 9) 
where 5,! is the total solubility parameter, 
giD 31 ý5 i 
P'g 
tH are the dispersivc, the polar and the 
hydrogen bonding solubility paranleters, respectively. Aj.,,. 
is the group contribution 
parameter and n is the number of occurrences of each group in 
the molecule. According to 
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King, (1980) substances must differ by about 3 (cal/cm 3) 1/2 or more in order to generate t-%%, o 
liquid faces. Using this approximation we generate upper and lower bounds for the solvent to 
ensure solvent/solute compatibility and solvent/raffinate immiscibility. 
C. 3 Statistical analysis 
The use of statistical analysis is required in order to describe trends that appear between the 
various objective functions employed or to compare the obtained results amongst each other. 
The Speannan's rank correlation coefficient is a simple tool that is used in order to quantify 
possible trends in the results. It provides a measure for correlation between two random 
variables (Mendenhall et al., 1988): 
ss 
uv 10) 
FSSUU -ssvl 
where 
ss 
ut, = 1, (ui - u)(vi - V) (C. 11) 
ss 
uu 
(ui -U) 
2 
(C. 12) 
SSM, i- (v v )2 (C. 13) 
and ui, vi are the ranks of the ith observation on two variables x and y respectively. 
The main advantage of using r is that it is scaleless, always taking values between A and +1. 
and that it does not require assumptions regarding the distribution of the data. 
