Abstract
Introduction
The amount of multimedia now available on-line has created a surge for efficient tools to organize and manage such a huge amount of data [1] [2] . At present, most of the multimedia data is classified and organized based on textual meta-information which is associated to the multimedia content. While such meta-information is very useful for indexing, searching, and retrieval, most of time it is manually generated and associated with the multimedia data.
Nowadays, digital music is one of the most important data types distributed in the web. How to effectively organize and process such large variety and quantity of musical data to allow efficient indexing, searching and retrieval is a real challenge [3] [4] . There have been many studies on audio content analysis using different features and different classification methods [2] [4] [5] [13] [14] . In spite of many research efforts, high accuracy audio classification is only achieved for relative simple problems such as speech/music discrimination [6] and classification of very different music genres. Relatively few works have dealt with music genre classification [7] [8] [9] [10] [13] [14] [15] .
Musical genre is an important description that has been used to classify and characterize digital music and to organize the large collections available on the web [9] [11] [13] [14] . Musical genres are categorical labels created by human experts as well as amateurs to characterize music titles. These labels are related to the instrumentation, rhythmic structure, and harmonic content of the music. However, music genre is a relatively fuzzy concept and even the music industry is sometimes contradicting in assigning genres to music titles. A very common practice is that music titles are categorized according to the artist profile. Additionally, music classifications have been designed mostly for music albums, and are not directly usable for music titles [14] . Another problem is that musical genre annotation is still performed manually. In such a way, automatic musical genre classification can assist or replace the human user in this process as well as it can provide an important component for a complete music information retrieval system. Automatic music classification is a somewhat new research topic and in the last years it has been the focus of interest of many researchers [7] [9] [10] [13] [15] . Pye [7] used Mel-frequency cepstral coefficients and Gaussian mixture model to classify music into six types: blues, easy listening, classic, opera, dance, and rock. Tzanetakis and Cook [9] proposed a set of features to model the music signals. These features are related to the timbral texture, rhythm and pitch. Gaussian mixture model and k-nearest neighbor classifiers were used to classify the extracted features. Shao et al. [10] used an unsupervised classification approach based on hidden Markov models. Li et al. [13] proposed a new feature extraction method for music genre classification based on histograms computed on Daubechies wavelet coefficients. For classification they use different algorithms, like support vector machines, k-nearest neighbor, Gaussian mixture models and linear discriminant analysis.
A brief review of the previous works on automatic music classification shows that the main interest is in developing new feature sets and use different classifiers. A commom point in the previous works is that they use single classifiers and deal with single feature vectors extracted from the music signal.
In this paper we propose a novel approach for content-based musical genre classification based on the extraction of several feature vectors from different parts of the music piece and the combination of such feature vectors at classification level. In such a way, musical surface features and beat-related features are extracted from three different regions of a music signal. Musical surface features include spectral centroid, flux, zero crossing rate and low-energy. Beat-related features include relative amplitude and beats per minute, etc. These features form 15-dimensional feature vectors which are used to train different multilayer perceptron neural network (MLP) classifiers. Similar feature vectors are employed in classification. The feature vectors are also extracted from three different parts of the music tracks and classified by the MLP classifiers. The outputs of these classifiers are combined by different rules in an attempt to improve the correct musical genre classification rate. This paper extends some preliminary results reported in [15] where we have used combination of classifiers, but considering only the majority voting rule. This paper is organized as follows. Section 2 presents an overview of the proposed approach. Section 3 presents the details of the neural network based classifiers and the combination of their outputs to improve performance. Experimental results are presented in Section 4. Conclusions are presented in the last section.
System Overview
The musical genre classification system that we have built is composed by three main stages as shown in Figure 1 : feature extraction, classification, and combination and decision. At the first stage, feature extraction is carried out from three selected intervals of the music signal. From each interval, a 15-dimensional feature vector is generated. Further, the system operates into two modes: training and testing. In the training mode, the feature vectors together with their labels (the music genre) are used by the backpropagation momentum algorithm to train the MLP classifiers. The labels consist in textual data representing the genre assigned to the music piece by humans.
At the classification mode, a music piece whose genre is unknown is submitted to the system. From such a music piece are extracted three feature vectors from the corresponding intervals which feed the three MLP classifiers. Each classifier provides at the output a posteriori probabilities for each possible class (i.e. the musical genre). The outputs of the three MLP classifiers are then combined to decide which class will be assigned to the input music piece. In this paper we have not considered any rejection mechanism. However, such a kind of mechanism can contribute significantly when the classifiers provide very inconsistent outputs.
Feature Extraction
The feature set used in this paper was originally proposed by Tzanetakis et al [9] and used in other works [8] [13] . We consider two different types of features: musical surface features and beat-related features. Musical surface features include the mean and average of the spectral centroid, flux, zero-crossing rate, and low energy. Beat-related features include relative amplitudes and beats per minute. These features form 15-dimensional feature vectors which are used to train the classifiers in a supervised approach. Assuming that T denotes the length of the music track, features are extracted from audio segments with duration D. Figure 2 shows the positions from where the feature vectors are extracted: T/6, T/2 and 5T/6. We have chosen to select segments with fixed duration even if the length of the music tracks varies significantly. Obviously, this approach may not be suitable if the music pieces have very different lengths (e.g. a three minutes pop song and fifteen minutes symphony). The investigation of the extraction of features from segments with variable duration is being the subject of our current research.
The motivation to extract features from three different parts of the music track is that the audio signal of music do not behave well in time, that is, the variation in amplitude can be very high (as shown in Figure 2 ). The proposed approach aims to assess the performance of music genre classification on feature vectors extracted from different parts of a music peace.
The hypothesis here is that even if the performance can vary significantly, the combination of features extracted from different parts of music at classification level, can alleviate this problem and makes music genre classification more robust. 
Classification
The basic problem in musical genre classification is given a music clip to classify which is represented by a feature vector x 1 D = (x 1 x 2 : : : x D ) where D is the dimension of the feature vector, assign a class, i.e. a musical genre g ∈ G that best matches to the input vector. G is the set of all possible musical genres.
For such an aim, we have designed multilayer perceptron neural network classifiers (MLPs) with one hidden layer. The choice of such a classifier to perform the classification task is determined by some constraints such as the high speed for the classification task and the estimation of a posteriori probabilities at the output. This measure is very interesting for combination [12] since it indicates how likely the input pattern belongs to each of the possible classes.
To build an MLP classifier we have to determine the number of layers and the number of neurons in each layer. The MLP classifier has fifteen neurons in the input layer, eight neurons in the hidden layer and two neurons in the output layer. The number of hidden neurons was determined by a rule of thumb and some exploratory experiments where the error rates on the training and validation sets were used as criteria. The network was trained using the backpropagation momentum algorithm. The network output estimates a posteriori probabilities and the value of each output necessary remains between zero and one because of the sigmoidal function used.
Classifier Combination and Decision
Given that the three feature vectors are extracted from the same music piece, the output of the classifiers that take at the input each feature vector can be combined to optimize the classification performance. Several simple combination rules could be employed to combine the output of the classifiers.
We have not considered the possibility of rejection because the genres of all music pieces used during the experiments are in G. However, this aspect can be easily incorporated in the proposed approach to improve the reliability. This topic will be the subject of future research.
We are particularly interested in combining the outputs of the three neural network classifiers with the aim of compensating the weaknesses of each individual classifier and/or feature vector to improve the correct classification rate of the music genres. Different criteria can be used to combine the outputs of classifiers [12] . In our case, the measures produced by the three classifiers are a posteriori probabilities.
From the combination point of view, we have three classifiers producing consistent measurements. The simplest means of combining them to obtain a decision are the Max, Sum, and Product rules which are defined in Table 1 . In Table 1 P(C | X) denotes the output a posteriori probability for the class C given the feature vector X at the input of the MLP classifier. X b , X m , and X e denote the feature vectors extracted from the three parts of the music piece: beginning (b), middle (m) and end (e) part respectively.
The basic combination operators do not require training and do not consider differences in the performance of the individual classifiers. However, it is also possible to introduce weights to the output of the classifiers to indicate the performance of each classifier. Changing the weights allows us to adjust the influence of the individual classifier outputs on the final score. Table 1 shows the weighted sum rule (WS) and the weighted product rule (WP) that are also used to combine the outputs where α, β, and γ are the weights associated with the classifiers MLP1, MLP2 and MLP3 respectively. These values of such weights are obtained experimentally on the validation dataset. Table 1 . Rules used to combine the outputs of the MLP classifiers: max (Max), sum (Sum), product (Prod), weighted sum (WS), and weighted product (WP).
Rule Definition
Experimental Results
A music collection of more than 1,000 music titles with a total play length of about 50 hours was available for the experiments. This collection contains pieces of almost 40 different musical genres. The music titles were manually labeled and the genre was assigned according to the profile of the artist or according to the perceptual characteristics evaluated by human beings. However, in this database the number of samples is not regularly distributed among all musical genres. This implies that some underrepresented or overrepresented in the database.
Since the classifiers are based on neural networks, it is interesting to have a similar number of samples per class to train the classifier. Furthermore, it is interesting to have a relative high number of samples per class. These requirements constrain the use of the database to only two classes (genres): classical and rock.
The dataset used in the experiments is composed by 414 music titles from different artists where 207 are labeled as rock and 207 as classic. From whole dataset, 208 music titles were randomly selected to form the training set. The validation set is composed by other 82 samples and the remaining 122 samples form the test set. Three feature vectors were extracted from each music title as described in Section 2 generating 1,242 feature vectors.
The MLP classifiers were trained using 624 feature vectors and tested using 366 feature vectors. A validation set with 246 feature vectors was used during the training of the MLP classifiers to look over the generalization and to avoid overfitting. The correct musical genre classification rate, which is defined as the number of music pieces for which the genre was correctly assigned by the number of music pieces tested, is shown in Table 2 . In Table 2 Segment b , Segment m , and Segment e refer to the results for the feature vectors extracted from the three parts of the music signal: beginning (b), middle (m) and end (e) part respectively. Table 2 shows the difference in correct musical genre classification rates achieved on the feature vectors extracted from different segments of a single music signal. Higher correct classification rates were achieved for the feature vectors extracted from the middlemost part (Segment m ) of the music signal. For the test dataset, the difference is between 21.7% and 9.6% relative to the other segments. In fact, such variability reflects problems of robustness in the proposed approach, possibly due to the feature set. It was expected a similar correct classification rates for features extracted from different regions of the same music signal. Notice that the features extracted from Segment m give much better at estimating the genre. The hypothesis is that such a region is more stable than the two other. Usually, music pieces have introductions and terminations which are slightly different or very different from the music body.
In an attempt to alleviate this problem and to optimize the performance of the proposed classification approach, combination of classifiers is introduced. Table 3 shows the correct musical genre classification rates obtained by combining the outputs of the MLP classifiers through the combination rules defined in Table 1 . The improvement in the correct musical genre classification obtained by combining the outputs of the classifiers is moderated. The results achieved by the combination of the three classifiers are worst or equal the recognition rate achieved by the best single classifier (MLP2) on the test dataset. The combination of the two best classifiers (MLP2 and MLP3) provides good results. The correct classification rates achieved by the combination of the classifiers MLP2 and MLP3 through the weighted sum and weighted product rule outperforms the best single classifier (MLP2).
Conclusions
Automatic musical genre classification is a difficult pattern recognition task. In this paper, we have presented a novel approach to musical genre classification that combines three feature vectors extracted from different regions of music signal. The three feature vectors are combined at classification level through the combination of the outputs of homogeneous classifiers. A slight improvement in the correct musical genre classification is achieved when the two best single classifiers are combined through the weighted sum or weighted product rule.
In spite of the improvements achieved, the experiments reveal the shortcomings of the features used. It was expected similar results in terms of recognition rate for features extracted from different portions of the same music signal. However, the variability in the results suggests that some features may not be discriminative. Future work will include the evaluation of the proposed approach on a large database and a higher number of classes (genres) as well as feature selection with the aim of reducing the variability in performance.
