Abstract-This paper proposes the application of the symplectic Runge-Kutta algorithm combined with the flexible GMRES method to solve the differential algebraic equations encountered in the power system transient stability simulation. In the proposed method, the s-stage 2s-order symplectic Runge-Kutta is used to convert the differential algebraic system in to a set of nonlinear algebraic equations, and then the large algebraic system is solved using a flexible inner-outer preconditioned GMRES method. The proposed method is of inherently parallel. The numerical simulation results obtained on IEEE 145-bus test system show that, the proposed method can achieve significant improvement in speed as compared to the conventional approach.
INTRODUCTION
Transient stability simulation is an essential tool in the planning and operation of power systems. In the traditional approach to solving the power system transient stability simulation problem, the simultaneous implicit (SI) method, where at each time step the algebraic equations are merged and solved at the same time with the discretized differential equations, is widely used, and the most current numerical integration method used is the implicit trapezoidal algorithm.
For large-scale power systems, the traditional simulation methods take too long time to get the transient response of the power system. To achieve higher computational gain, the parallelization is a natural and efficient way. In this paper, we proposes the application of the s-stage, 2s-order symplectic Runge-Kutta (RK) method to solve the differential equations, and the application of the flexible GMRES (Generalized Minimal Residual Method) method with preconditioner for solving the system of linear equations. The proposed algorithm is of inherently parallel, and can achieve significant improvement in speed as compared to the traditional method even on conventional sequential machines.
II. SYMPLECTIC RUNGE-KUTTA METHOD
Since the symplectic algorithms were brought forward by Feng Kang [1], [2] , different symplectic methods have been proposed. It has been shown by theoretical analysis and computer experimentation that, the symplectic methods are much superior to classic or standard integration methods both in calculation precision and in numerical stability, especially over long time simulation [3] . In this paper, we proposes the application of the symplectic RK method [4] , [5] .
For the following ordinary differential equation
The general Runge-Kutta methods of s-stage can be formulated as 
It has been proved that, if and only if the coefficients of RK method described by (2) satisfy the condition of 0 M = , then the method is symplectic [6] . This type of methods is known as the symplectic RK algorithms.
Note that, there exists various symplectic RK methods differing in their coefficients ( A , c , b ) . For the purpose of parallel computation, the s-stage, 2s-order symplectic RK method is used in this paper. The concrete parameters about this method can be founded in [4] and [5] . This integration method is also named Gauss-Legendre method elsewhere, and it is A-stable [7] .
III. PROPOSED ALGORITHM

A. Formulation of Transient Stability Simulation
The power system is modeled, in summary, by a set of differential and algebraic equations, such as
where, x is the vector of state variables, and v is the vector of the additional variables. Define
then, discretizing (4) using the s-stage symplectic RK method results in
where, e is a unit vector with all elements equal to 1, I is the unitary matrix, and ⊗ represents the Kronecker product of two matrix. Obviously the solution of (7) requires to solve (5) and (6) simultaneously at s time-points for )
. We point out here that, the s-stage symplectic RK method is of inherently parallel-in-time because it solves the differential equations simultaneously at s time-points. So we can say that the s-stage symplectic RK method has equivalently 1
By applying the Newton-Raphson method to solve (6) and (8), a set of linear equations can be obtained. This is
where
Evidently the solution of (9) is equivalent to solving a sparse and large-scale system of linear equations. The size of the obtained linear system increases with the stage of used symplectic methods. Note that, the basic idea in this paper is to convert the time-domain computation resulting from numerical integration of differential algebraic equations into the spacedomain computation.
B. Preconditioned FGMRES
As seen in the previous section, the core of the transient stability simulation is the solution of the sparse linear system represented by (9) . Over a very long time period, the traditional direct sparse LU factorization method has been widely used in power system simulation. Recently, a new solver for sparse linear systems has been proposed and developed, this is the socalled the multifrontal algorithm [8] . It has been shown that the multifrontal algorithm is more efficient than the traditional sparse LU factorization method [9] . The multifrontal method has another advantage that it is parallelizable via simultaneous processing of different fronts. However, the parallelism of the multifrontal method is difficult to actual implementation.
Another alternative algorithm to the parallelization of the traditional LU factorization method for solving the system of linear equations is the GMRES. It belongs to the family of iterative solvers. The advantages of iterative solvers over direct LU factorization methods in power system applications have been demonstrated in [10] . Recently, a flexible inner-outer GMRES (FGMRES) algorithm was developed [11] , and this novel algorithm has been successively applied to power system load flow study [12] . Different from the classic or standard GMRES, the preconditioners used in this FGMRES method were allowed to vary within each iteration. Thus, the FGMRES method has been observed to be more effective than the classic GMRES procedure.
In this paper, the FGMRES method is applied to solve linear equations arising from transient stability simulation and represented by (8) . To improve the speed of used FGMRES method, a suitable preconditioner is proposed. For presentation, define
then by triangular decomposition, we can get
If the following condition satisfies
From (10), we can understand that the i τ is the network Jacobian matrix. If the classic model is used for power systems, then i τ is a constant matrix and is equivalent to the admittance matrix of the network. So, we can evaluate approximately ) ( ,
where Y represents the admittance matrix of the power network. Finally, we can get
Essentially, P is the approximate inverse of the matrix J . In this paper, P is used as preconditioner in FGMRES method, it is not fixed but variable within each iteration.
Obviously, because of the structure of P , the proposed preconditioned FGMRES method is of inherently parallel.
IV. NUMERICAL TEST RESULTS
The proposed algorithm is tested on IEEE 145-bus system. The results are obtained by simulating the system for 1.5 seconds, with a self-clearing short-circuit fault at bus 7, while the fault occurs at 0.0 seconds and is cleared at 0.10 seconds.
The proposed algorithm is first compared to the solution algorithm in which the multifrontal method is used to solve the sparse linear system represented by (9) . The measured performance results when using the multifrontal solver are summarized in TableⅠ, and the results about the proposed algorithm are listed in TableⅡ .
In TablesⅠand Ⅱ, o k represents the required maximum iteration number for Newton procedures (outer iteration), and i k is the maximum iteration number for FGMRES (inner iteration). From Tables Ⅰand Ⅱ, we can see that the proposed algorithm is faster than the multifrontal based solution algorithm. This fact confirms that the proposed preconditioned FGMRES is more efficient than multifrontal method to solve the sparse and larges-scale system of linear equations. Furthermore, from Table Ⅱ, we can observe that the FGMRES method has very good convergence, and this means that the proposed preconditioner is effective. The final objective of our research is to exploit the parallel solution of transient stability simulation for online applications. The FGMRES method is, like the GMRES, well suited for parallelization and easily programmable. The proposed algorithm converts the parallel-in-time computation resulting from the s-stage 2s-order symplectic RK method into the parallel-in-space computation, thus it gives a significant improvement for exploitation of parallelism. The actual parallel implementation results based on GPU for the proposed algorithm will be presented in another paper.
V. CONCLUSIONS
In this paper, we have proposed a new and parallel algorithm for online transient stability simulation. In the proposed algorithm, the multi-stage and high order symplectic RK method is adopted to convert time-domain computational task into space-domain computation, and the latter is therefore solved by FGMRES method. To improve the convergence and the speed of the FGMRES method, a preconditioner has been proposed using the approximate inverse of the coefficient matrix of system equation.
The proposed algorithm is of inherently and highly parallel. The primary test results on IEEE 145-bus system shows that, the proposed algorithm has good convergence, and is even still faster than the multifrontal based solution algorithm. Finally, the efficient implementation of the proposed algorithm on GPU may outperform the conventional methods for power system transient stability online simulation.
