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Abstract
This paper deals with a chemostat model with an internal inhibitor. First, the elementary stability and
asymptotic behavior of solutions of the system are determined. Second, the effects of the inhibitor are con-
sidered. It turns out that the parameter μ, which measures the effect of the inhibitor, plays a very important
role in deciding the stability and longtime behavior of solutions of the system. The results show that if μ is
sufficiently large, this model has no coexistence solution and one of the semitrivial equilibria is a global at-
tractor when the maximal growth rate a of the species u lies in certain range; but when a belongs to another
range, all positive solutions of this model are governed by a limit problem, and two semitrivial equilibria
are bistable. The main tools used here include monotone system theory, degree theory, bifurcation theory
and perturbation technique.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The basic chemostat is a standard example of an open system with purely exploitative com-
petition. In ecology the chemostat is a model of a simple lake but in chemical engineering it
also serves as a laboratory model of a bio-reactor used to manufacture products with genetically
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of models in waste treatment [24] or of the mammalian large intestine [8]. Early analyses can be
found in the articles of Levin and Stewart [19] and Hsu, Hubbell and Waltman [10]. For a general
discussion of competition see [26], while a detailed mathematical description of competition in
the chemostat can be found in [25].
However, in nature it is known that micro-organisms produce inhibitors against their rivals. In
a fundamental paper, Chao and Levin [1] provided basic experiments on anti-bacterial inhibitor.
A model for such inhibitor in the chemostat was given by Levin [18]. Moreover, he provided nu-
merical evidence of the presence of bistable attractors. In this case, the winner of the competition
is determined by the initial conditions. Subsequently, such models received extensive study in
the last decade, see, for example, [11,13–16,20–22].
Our study focuses on a chemostat model in the presence of an internal inhibitor. The ba-
sic assumption is that one species devotes a partition of its resource to producing an inhibitor,
which diminishes the growth rate of the other species but does not reduce that of the first species.
A mathematical analysis on this model can be found in [16], which proposed an ODE model
based on the study of Chao and Levin [1] and Levin [18]. Moreover, they gained some results
about the global asymptotic behavior of the ODE model. In our current paper, considering the en-
vironment heterogeneity, we remove the well-stirred hypothesis and consider the corresponding
PDE system. Let s(x, t) be the nutrient concentration at time t , u(x, t), v(x, t) be the concentra-
tions of the two species in the culture vessel respectively and p(x, t) be the concentration of the
inhibitor. Then similar arguments as in [12,21,22,28,30] lead to the unstirred model taking the
form
st = dsxx − 1
r1
auf1(s)− 1
r2
bvf2(s)e
−μp, x ∈ (0,1), t > 0,
ut = duxx + a(1 − k)uf1(s), x ∈ (0,1), t > 0,
vt = dvxx + bvf2(s)e−μp, x ∈ (0,1), t > 0,
pt = dpxx + akuf1(s), x ∈ (0,1), t > 0,
with boundary conditions
sx(0, t) = −s0, sx(1, t)+ γ s(1, t) = 0, t > 0,
ux(0, t) = ux(1, t)+ γ u(1, t) = 0, t > 0,
vx(0, t) = vx(1, t)+ γ v(1, t) = 0, t > 0,
px(0, t) = px(1, t)+ γp(1, t) = 0, t > 0,
and initial conditions
s(x,0) = s0(x) 0, p(x,0) = p0(x) 0, ≡ 0,
u(x,0) = u0(x) 0, ≡ 0, v(x,0) = v0(x) 0, ≡ 0,
where s0 > 0 is the input concentration of the nutrient, which is assumed to be constant. d is the
diffusion rate of the chemostat, r1, r2 are the growth yield constants. a, b are the maximal growth
rates of the two competitors (without an inhibitor), respectively. The response functions are de-
noted by fi(s) = s/(ki + s), i = 1,2, where ki is the Michaelis–Menten constant. The term e−μp
used by Lenski and Hattingh in [17] measures the degree of inhibition of p on the growth rate
of v, where μ > 0 is a constant and reflects the effect of the inhibitor on v. The constant k is
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a positive constant.
The above PDE system can be simplified by introducing the nondimensional variables
and parameters, which are indicated below with bars: s¯ = s/s0, u¯ = u/(r1s0), v¯ = v/(r2s0),
p¯ = p/(r1s0), k¯i = ki/s0, μ¯ = r1s0μ, fi(s¯) = fi(s0s¯). Thus we can rewrite this model in the
following form:
st = dsxx − auf1(s)− bvf2(s)e−μp, x ∈ (0,1), t > 0,
ut = duxx + a(1 − k)uf1(s), x ∈ (0,1), t > 0,
vt = dvxx + bvf2(s)e−μp, x ∈ (0,1), t > 0,
pt = dpxx + akuf1(s), x ∈ (0,1), t > 0,
sx(0, t) = −1, sx(1, t)+ γ s(1, t) = 0, t > 0,
ux(0, t) = ux(1, t)+ γ u(1, t) = 0, t > 0,
vx(0, t) = vx(1, t)+ γ v(1, t) = 0, t > 0,
px(0, t) = px(1, t)+ γp(1, t) = 0, t > 0,
s(x,0) = s0(x) 0, p(x,0) = p0(x) 0, ≡ 0,
u(x,0) = u0(x) 0, ≡ 0, v(x,0) = v0(x) 0, ≡ 0. (1.1)
For simplicity, we drop the bars over the nondimensional quantities.
By virtue of the conservation principle inherent in the chemostat, we introduce the new vari-
ables Φ(x, t) = s + u + v + p and Ψ (x, t) = p − cu into (1.1), where c = k/(1 − k). Then one
can argue in the exactly same way as in Refs. [12,21,29,30] to conclude that the limit system
of (1.1) may be written as
ut = duxx + a(1 − k)uf1
(
z − (1 + c)u− v), x ∈ (0,1), t > 0,
vt = dvxx + bvf2
(
z − (1 + c)u− v)e−μcu, x ∈ (0,1), t > 0,
ux(0, t) = ux(1, t)+ γ u(1, t) = 0, t > 0,
vx(0, t) = vx(1, t)+ γ v(1, t) = 0, t > 0,
u(x,0) = u0(x) 0, ≡ 0, v(x,0) = v0(x) 0, ≡ 0, x ∈ [0,1], (1.2)
where z(x) = (1 + γ )/γ − x, (1 + c)u0(x)+ v0(x) z(x), ≡ z(x).
The main purpose of the current paper is to investigate the stability of nonnegative steady-
state solutions and the longtime behavior of the system (1.2). In particular, we discuss the effects
of the inhibitor on coexistence states and asymptotic behavior of this system. Thus we will also
concentrate on the following simplified elliptic system:
du′′ + a(1 − k)uf1
(
z − (1 + c)u− v)= 0, x ∈ (0,1),
dv′′ + bvf2
(
z − (1 + c)u− v)e−μcu = 0, x ∈ (0,1),
u′(0) = u′(1)+ γ u(1) = 0, v′(0) = v′(1)+ γ v(1) = 0, (1.3)
which is obtained from the steady-state system of (1.1) by introducing the variables Φ(x) =
s + u + v + p and Ψ (x) = p − cu. Since the proof is standard, we omit it here, the interested
readers can see [12,21,22,29,30] for details.
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we redefine the response functions as follows:
f¯i (s) =
{
fi(s), s  0,
tan−1(2s/ki + 1)− π/4, s < 0.
It is easily seen that f¯i ∈ C1(−∞,+∞). We will denote f¯i (s) by fi(s) for the sake of simplicity,
respectively.
Turning now to a description of the main results, we begin with recalling some well-known
conclusions and a few essential notations. Let λ1, σ1 be respectively the principal eigenvalues of
the following problems:
dϕ′′1 + λ1f1(z)ϕ1 = 0 in (0,1), ϕ′1(0) = ϕ′1(1)+ γ ϕ1(1) = 0;
dψ ′′1 + σ1f2(z)ψ1 = 0 in (0,1), ψ ′1(0) = ψ ′1(1)+ γψ1(1) = 0
with the corresponding positive eigenfunctions uniquely determined by the normalization
max[0,1] ϕ1 = max[0,1] ψ1 = 1. It is well known (see [12,29]) that if a  λ1/(1 − k), then zero is
the unique nonnegative solution of the following boundary value problem:
du′′ + a(1 − k)uf1(z − u) = 0, x ∈ (0,1), u′(0) = u′(1)+ γ u(1) = 0, (1.4)
and if a > λ1/(1−k), then (1.4) has a unique positive solution, which we denote by ϑ , satisfying
the following properties:
(A) 0 < ϑ < z;
(B) ϑ is continuously differentiable for a ∈ (λ1/(1 − k),+∞), and is pointwisely increasing
when a increases;
(C) lima→λ1/(1−k) ϑ = 0 uniformly for x ∈ (0,1), and lima→+∞ ϑ = z(x) for almost every x ∈
(0,1);
(D) let La = d d2dx2 + a(1 − k)(f1(z − ϑ) − ϑf ′1(z − ϑ)) be the linearized operator of (1.4)
at ϑ . Then La is a differential operator in C2B([0,1]) = {u ∈ C2([0,1]): u′(0) = u′(1) +
γ u(1) = 0} and all eigenvalues of La are strictly negative.
Remark 1. For the other steady-state one-species problem
dv′′ + bvf2(z − v) = 0, x ∈ (0,1), v′(0) = v′(1)+ γ v(1) = 0,
we have the same outcomes. For latter purpose, we denote the unique positive solution by θ , and
the linear operator by Lb = d d2dx2 + b(f2(z − θ)− θf ′2(z − θ)).
Next, we introduce λˆ1 and σˆ1(μ) as the principal eigenvalues of the following two eigenvalue
problems respectively
dϕˆ′′1 + λˆ1f1(z − θ)ϕˆ1 = 0 in (0,1), ϕˆ′1(0) = ϕˆ′1(1)+ γ ϕˆ1(1) = 0;
dψˆ ′′1 + σˆ1(μ)f2(z − ϑ)e−μkϑψˆ1 = 0 in (0,1), ψˆ ′1(0) = ψˆ ′1(1)+ γ ψˆ1(1) = 0
with the corresponding eigenfunctions ϕˆ1, ψˆ1 normalized by max[0,1] ϕˆ1 = max[0,1] ψˆ1 = 1. It is
easy to find that σˆ1(μ) depends continuously on the parameter μ and σˆ1(μ) → +∞ as μ → +∞.
Now we are ready to state the main results of this paper.
H. Nie, J. Wu / J. Math. Anal. Appl. 334 (2007) 889–908 893Theorem 1.1. If a > λ11−k , b > σ1 and (a − λˆ11−k )(b − σˆ1(μ)) > 0, then there exists a positive
solution of (1.3). Moreover, if a > λˆ11−k and b > σˆ1(μ), then there exists a stable positive solution
of (1.3) and the system (1.2) is uniformly persistent.
Remark 2. From [16], we know that only when the parameter μ is sufficiently large, does the
ODE model (13) in [16] have a unique coexistence solution. Moreover, this coexistence solution
is unstable, and the two semitrivial nonnegative solutions are locally stable, and since the interior
rest point is unstable, these semitrivial rest points attract all trajectories except for the stable
manifold of Ec. But Theorem 1.1 indicates that there are much more ranges of parameters for the
corresponding PDE system to reach coexistence. Furthermore, it is possible for this PDE model
to have a stable coexistence solution, and the corresponding PDE system may be uniformly
persistent. One can claim that the diffusion plays an important role in determining whether the
two organisms coexist or not. However, when the effect of the inhibitor is large enough, the role
of diffusion is not very distinct, and we obtain similar outcomes as the associated ODE system,
see Theorem 1.2 and [16].
We use regular perturbation arguments to study the effects of the inhibitor on the coexistence
states and longtime behavior of the system (1.2). We find that, for large μ, any positive solution
(u, v) to (1.3) satisfies that (μu, v) is close to a positive solution of the problem
dω′′ + a(1 − k)ωf1(z − v) = 0, x ∈ (0,1),
dv′′ + bvf2(z − v)e−cω = 0, x ∈ (0,1),
ω′(0) = ω′(1)+ γω(1) = 0, v′(0) = v′(1)+ γ v(1) = 0. (1.5)
That is, (1.5) governs all positive solutions of (1.3) when the effect of the inhibitor is very large.
Thus by studying (1.5) carefully and employing the regular perturbation technique on the sys-
tem (1.3), we obtain the following outcomes, which are comparatively complete understanding
on the coexistence states and longtime behavior of the system (1.2).
Theorem 1.2.
(i) Suppose b > σ1 fixed. Then there exists M > 0 large enough such that for any a  λˆ11−k ,
μM , (1.3) has no positive solution. In particular, for any a > λˆ11−k , μM , the semitriv-
ial nonnegative solution ((1 − k)ϑ,0) is the global attractor of (1.2).
(ii) Suppose b > σ1 fixed. Then there exists 1 > 0 small and M1 > 0 large, both independent
of a, such that if μM1, then for a ∈ [ λˆ11−k − 1, λˆ11−k ), (1.3) has only one positive solution,
and it is unstable.
(iii) Suppose b > σ1 fixed. For any  > 0 small and a ∈ [ λ11−k + , λˆ11−k − 1), if (1.5) has exactly
m positive solutions and they are all nondegenerate, then for large μ, (1.3) has exactly m
positive solutions, and they are all nondegenerate and unstable.
Remark 3. Here we say an equilibrium (ue, ve) is the global attractor if it is stable and for each
nontrivial (u0, v0) ∈ C([0,1])×C([0,1]) with u0  0, v0  0 one has (u(·, t), v(·, t)) converges
to (ue, ve) in C([0,1])×C([0,1]) as t → ∞, where (u(·, t), v(·, t)) is the solution of (1.2) with
the initial conditions u(·,0) = u0, v(·,0) = v0.
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ever, the chemostat model with external inhibitor may appear limit cycles, see [11,21]. In [11],
the authors have shown that in the ODE’s case, the chemostat model with external inhibitor has an
attracting limit cycle under certain conditions. We have studied the global structure of the coex-
istence solutions by bifurcation theory and some asymptotic behavior of the system by monotone
method and comparison principle in [21]. However, [21] only presents some examples to show
that it is possible for the corresponding PDE model to have limit cycles. Moreover, the exten-
sive numerical computations in [21] also convince us that whether species oscillations may be
observed mainly depends on diffusion coefficient, the half-saturation parameter of the inhibitor,
the inhibitor’s uptake rate by the species u and the degree of inhibition μ of the inhibitor. But the
rigorous proof still remains open, and we will work on it in the forthcoming research.
The main tools in proving Theorems 1.1–1.2 include the linear stability theory, monotone
dynamics theory, the degree theory, the bifurcation theory and the perturbation technique. A key
point of the proof for Theorem 1.2 is to make use of the limiting equations (1.5), which are
obtained by letting μ → ∞ formally in (1.3). Finally, the perturbation theory leads to the main
outcomes of this paper.
Now, we introduce some notations that will be used throughout this paper. Let X be a real
Banach space and W ⊂ X a closed convex set. W is called a wedge provided that αW ⊂ W for
all α  0. A wedge W is said to be a cone if W ∩ {−W } = 0. Let y ∈ W and define a wedge
Wy := cl{x ∈ X: y + νx ∈ W for some ν > 0},
where “cl” means the closure of the set. Let Sy be the maximal linear subspace of X contained
in Wy . Assume that T is a compact and Fréchet differentiable operator on X such that y ∈ W is
a fixed point of T and T (W) ⊆ W. Then the Fréchet derivative T ′(y) of T at y leaves Wy and Sy
invariant (see [5,23]). If there exists a closed linear subspace Xy of X such that X = Sy ⊕ Xy ,
and Wy is generating, then the index of T at y can be found by analyzing certain eigenvalue
problems in Xy and Sy as follows. Let Q :X → Xy be the projection operator of Xy along Sy . In
view of Theorems 2.1 and 2.2 of [23], indexW(T ,y) exists if the Fréchet derivative T ′(y) of T
at y has no nonzero fixed point in Wy . Furthermore,
(1) indexW(T ,y) = 0 if Q ◦ T ′(y) has an eigenvalue λ > 1;
(2) indexW(T ,y) = indexSy (T ′(y),0) if Q ◦ T ′(y) has no such eigenvalues.
Here indexSy (T ′(y),0) is the index of the linear operator T ′(y) at 0 in the space Sy.
Before finishing this section, we state the following two types of eigenvalues and their prop-
erties, which are crucial to prove our main results.
Let λ1(q(x)) be the least eigenvalue of the following eigenvalue problem:
dφ′′ + λq(x)φ = 0, x ∈ (0,1), φ′(0) = φ′(1)+ γφ(1) = 0,
where q(x) > 0 on [0,1]. Then it is well known that
λ1
(
q(x)
)= inf
φ
d
∫ 1
0 φ
′2 dx + dγ φ2(1)∫ 1
0 q(x)φ
2 dx
is simple. Moreover, the comparison principle holds: λ1(q1)  λ1(q2) if q1  q2 on [0,1] and
the strict inequality holds if q1(x) ≡ q2(x).
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of the problem
−dω′′ + qω = λω, x ∈ (0,1), ω′(0) = ω′(1)+ γω(1) = 0. (1.6)
Then σ1(q) depends continuously on q and q1  q2, q1 ≡ q2 imply σ1(q1) < σ1(q2).
The contents of the present paper are as follows: In Section 2, we consider the general case
and Theorem 1.1 is proved. For μ large, the stability and asymptotic behavior are gained for
some cases in Section 3.
2. Elementary stability analysis and asymptotic behavior
In this section, we consider the stability of the trivial and semitrivial nonnegative solutions
of (1.3) and the asymptotic behavior of the system (1.2) for the general case μ > 0, which
measures the generic effect of the inhibitor.
Lemma 2.1. (0,0) is stable if a < λ11−k and b < σ1, and unstable if a > λ11−k or b > σ1.
Proof. For the stability of (0,0), consider the linear eigenvalue problem
dϕ′′ + a(1 − k)f1(z)ϕ + ηϕ = 0, dψ ′′ + bf2(z)ψ + ηψ = 0,
ϕ′(0) = ϕ′(1)+ γ ϕ(1) = 0, ψ ′(0) = ψ ′(1)+ γψ(1) = 0. (2.1)
It follows that the principal eigenvalue η1 of (2.1) satisfies η1 = min{σ1(−a(1 − k)f1(z)),
σ1(−bf2(z))}, where σ1(q(x)) is defined by (1.6). Clearly,
σ1
(−a(1 − k)f1(z))> σ1(−λ1f1(z))= 0 if a < λ11 − k ,
σ1
(−a(1 − k)f1(z))< σ1(−λ1f1(z))= 0 if a > λ11 − k .
Similarly, σ1(−bf2(z)) > 0 if b < σ1, σ1(−bf2(z)) < 0 if b > σ1. Hence η1 > 0 if a < λ11−k and
b < σ1, η1 < 0 if a > λ11−k or b > σ1. Namely, (0,0) is stable if a <
λ1
1−k and b < σ1, and unstable
if a > λ11−k or b > σ1. 
The following lemma, whose proof is exactly similar to the proof of Lemmas 4.1–4.3 in [29],
gives the necessary conditions for the existence of positive solutions of (1.3) and some a priori
estimates for positive solutions of (1.3).
Lemma 2.2. Assume (u, v) is a nonnegative solution of (1.3) with u ≡ 0 and v ≡ 0, then
(1) a > λ11−k , b > σ1;
(2) a < b1−k max{1, k1k2 };
(3) 0 < u (1 − k)ϑ < z, 0 < v  θ < z on [0,1], where ϑ and θ are defined in Section 1;
(4) (1 + c)u+ v < z on [0,1].
This lemma tells us if a  λ11−k or b  σ1, then (1.3) has no positive solution. Hence, in
the following, we are mainly concerned with the case: a > λ1 , b > σ1. From the discussion in1−k
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solutions ((1 − k)ϑ,0) and (0, θ). Next, we discuss the stability of ((1 − k)ϑ,0) and (0, θ).
Lemma 2.3.
(i) The semitrivial nonnegative solution ((1−k)ϑ,0) to (1.3) is stable if b < σˆ1(μ) and unstable
if b > σˆ1(μ).
(ii) The semitrivial nonnegative solution (0, θ) to (1.3) is stable if a < λˆ11−k and unstable if
a > λˆ11−k .
Proof. We only prove (i), (ii) is similar. To determine the stability of ((1 − k)ϑ,0), we need
consider the following linearized eigenvalue problem:
dϕ′′ + a(1 − k)(f1(z − ϑ)− ϑf ′1(z − ϑ))ϕ − a(1 − k)2ϑf ′1(z − ϑ)ψ + ηϕ = 0,
dψ ′′ + bf2(z − ϑ)e−μkϑψ + ηψ = 0,
ϕ′(0) = ϕ′(1)+ γ ϕ(1) = 0, ψ ′(0) = ψ ′(1)+ γψ(1) = 0. (2.2)
Noting that La = d d2dx2 + a(1 − k)(f1(z− ϑ)− ϑf ′1(z− ϑ)) is invertible, it is easy to check that
the principal eigenvalue η1 of (2.2) coincides with the principal eigenvalue of
dψ ′′ + bf2(z − ϑ)e−μkϑψ + ηψ = 0, ψ ′(0) = ψ ′(1)+ γψ(1) = 0.
Hence η1 = σ1(−bf2(z − ϑ)e−μkϑ) > σ1(−σˆ1(μ)f2(z − ϑ)e−μkϑ) = 0 provided b < σˆ1(μ);
η1 = σ1(−bf2(z − ϑ)e−μkϑ) < σ1(−σˆ1(μ)f2(z − ϑ)e−μkϑ) = 0 provided b > σˆ1(μ). That is,
((1 − k)ϑ,0) is stable if b < σˆ1(μ), and unstable if b > σˆ1(μ). 
Next, we turn to consider the longtime behavior of (1.2). At first, by proceeding as in the proof
of Theorem 3.6 in [12], one can conclude the following theorem holds.
Theorem 2.4.
(i) If a  λ11−k and b  σ1, then any solution (u(x, t), v(x, t)) with nonnegative initial condi-
tions converges to (0,0) uniformly on [0,1] as t → ∞.
(ii) If a > λ11−k and b σ1, then (u(x, t), v(x, t)) → ((1−k)ϑ,0) uniformly on [0,1] as t → ∞.
(iii) If a  λ11−k and b > σ1, then (u(x, t), v(x, t)) → (0, θ) uniformly on [0,1] as t → ∞.
Now, we begin to prove Theorem 1.1.
Proof of Theorem 1.1. Here we turn to the monotone system theory to prove this assertion. By
the way, it can also be shown by the similar arguments as in [4,6], that is, by the degree theory.
Since a > λ11−k and b > σ1, (1.3) has two semitrivial nonnegative solutions ((1 − k)ϑ,0)
and (0, θ). It follows from Lemma 2.3 that either the two semitrivial nonnegative solutions
((1 − k)ϑ,0) and (0, θ) are both stable or both of them are unstable if (a− λˆ11−k )(b− σˆ1(μ)) > 0.
By the standard monotone system theory, (1.3) has at least one positive solution. Moreover, if
a > λˆ1 and b > σˆ1(μ), then both of ((1 − k)ϑ,0) and (0, θ) are unstable. Hence (1.3) has1−k
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guments as in the proof of Theorem 5 in [28], we can show that the system (1.2) is uniformly
persistent if a > λˆ11−k , b > σˆ1(μ). 
3. Stability and asymptotic behavior for large μ
The main purpose of this section is to discuss the stability of positive solutions to (1.3) and
the asymptotic behavior of solutions of (1.2) when the effect of the inhibitor is very large, which
is represented by large μ. As mentioned before, σˆ1(μ) → ∞ as μ → ∞. Hence, for any b > σ1
fixed, one must have b < σˆ1(μ) provided μ is large enough. That is, for μ sufficiently large,
the semitrivial nonnegative solution ((1 − k)ϑ,0) is always stable. Next, we show that for μ
sufficiently large, if a > λˆ11−k , then ((1 − k)ϑ,0) is the global attractor of (1.2); if a ∈ ( λ11−k , λˆ11−k ),
then both of the semitrivial nonnegative solutions are bistable, and competitive exclusion holds
but the winner is determined by the initial conditions. To this aim, we first consider the limit
problem (1.5).
For the functional analytic framework of the degree theory we introduce the following spaces:
CB
([0,1])= {u(x) ∈ C([0,1]): u′(0) = u′(1)+ γ u(1) = 0},
C1B
([0,1])= {u(x) ∈ C1([0,1]): u′(0) = u′(1)+ γ u(1) = 0},
X = CB
([0,1])×CB([0,1]),
W = {(u, v) ∈ X: u 0, v  0 for x ∈ [0,1]}.
Then W is a cone of X.
Lemma 3.1. Suppose b > σ1 fixed. Then (1.5) has a positive solution if and only if λ11−k <
a < λˆ11−k . Moreover, all positive solutions of (1.5) are unstable.
Proof. Suppose (ω, v) is a positive solution of (1.5). Then a(1 − k) = λ1(f1(z − v)) >
λ1(f1(z)) = λ1. On the other hand,
0 = dv′′ + bvf2(z − v)e−cω < dv′′ + bvf2(z − v),
which means v < θ. Thus, a(1 − k) = λ1(f1(z − v)) < λ1(f1(z − θ)) = λˆ1. Hence, if (1.5) has
a positive solution, then λ11−k < a <
λˆ1
1−k .
Next, we show that (1.5) has a positive solution if λ1/(1 − k) < a < λˆ1/(1 − k). To this
end, we first prove that for any given A > λˆ1/(1 − k), there exists a constant C > 0 such that
‖ω‖∞ < C for any nonnegative solution of (1.5) with a ∈ (λ1/(1 − k),A]. At first, one can find
that (1.5) has only two nonnegative solutions (0,0) and (0, θ) if a  λˆ1/(1 − k). It remains to
show that any positive solution (ω, v) of (1.5) with λ11−k < a < λˆ11−k satisfies ‖ω‖∞ <C. Suppose
this is not true. Then we may assume that there exist ai → a ∈ [λ1/(1 − k), λˆ1/(1 − k)], (ωi, vi)
solutions of (1.5) with a = ai and ‖ωi‖∞ → ∞. Set v˜i = vi/‖vi‖∞, ω˜i = ωi/‖ωi‖∞. Then
dω˜′′i + ai(1 − k)ω˜if1
(
z − ‖vi‖∞v˜i
)= 0,
dv˜′′i + bv˜if2(z − vi)e−c‖ωi‖∞ω˜i = 0,
ω˜′i (0) = ω˜′i (1)+ γ ω˜i(1) = 0, v˜′i (0) = v˜′i (1)+ γ v˜i(1) = 0.
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v˜  0, ≡ 0 in C1([0,1]), and ω˜ satisfies
dω˜′′ + a(1 − k)ω˜f1(z −Bv˜) = 0, ω˜′(0) = ω˜′(1)+ γ ω˜(1) = 0,
where B = limi→∞ ‖vi‖∞ < ∞ (in view of the equation for vi and 0 < vi < θ , this limit exists
by passing to a subsequence). Thus ω˜ > 0 on [0, 1] by the strong maximum principle and Hopf
boundary lemma. Hence
e−cωi = e−c‖ωi‖∞ω˜i → 0 as i → ∞,
which implies vi → 0, and v˜ satisfies
dv˜′′ = 0, v˜′(0) = v˜′(1)+ γ v˜(1) = 0,
which implies v˜ ≡ 0. This is a contradiction to v˜ ≡ 0 and ‖v˜‖∞ = 1.
Let D = {(ω, v) ∈ W : ‖ω‖∞  C + 1, ‖v‖∞  sup[0,1] z + 1},
Bτ (ω, v) =
(
−d d
2
dx2
+M
)−1(
τ(1 − k)ωf1(z − v)+Mω,bvf2(z − v)e−cω +Mv
)
,
where (−d d2
dx2
+M)−1 is the inverse operator of −d d2
dx2
+M subject to the boundary conditions
u′(0) = u′(1) + γ u(1) = 0, M is sufficiently large such that M + τ(1 − k)f1(z − v) > 0 and
M + bf2(z − v)e−cω > 0 for all (ω, v) ∈ D and τ ∈ (λ1/(1 − k),A].
By virtue of our a priori estimates and the homotopic invariance property of the fixed
point index, we obtain indexW(Bτ ,D) ≡ constant for τ > λ1/(1 − k). On the other hand, if
a > λˆ1/(1 − k), then (1.5) has only two nonnegative solutions (0,0) and (0, θ). Hence for
τ ∈ (λˆ1/(1 − k),A], indexW(Bτ ,D) = indexW(Bτ , (0,0))+ indexW(Bτ , (0, θ)).
Claim.
(i) indexW(Bτ , (0,0)) = 0 for τ > λ1/(1 − k);
(ii) indexW(Bτ , (0, θ)) = 0 if τ > λˆ1/(1 − k), and indexW(Bτ , (0, θ)) = 1 if τ < λˆ1/(1 − k).
Hence, for any τ ∈ (λˆ1/(1 − k),A],
indexW(Bτ ,D) = indexW
(
Bτ , (0,0)
)+ indexW (Bτ , (0, θ))= 0.
Meanwhile, by the homotopic invariance property of the fixed point index, we can claim that
indexW(Bτ ,D) ≡ 0 for any τ ∈ (λ1/(1 − k),A]. However, for λ1/(1 − k) < τ < λˆ1/(1 − k),
indexW(Bτ , (0,0)) + indexW(Bτ , (0, θ)) = 1 = indexW(Bτ ,D), which implies Bτ has at least
one positive fixed point in D for λ1/(1 − k) < τ < λˆ1/(1 − k). Namely, (1.5) has a positive
solution when a ∈ (λ1/(1 − k), λˆ1/(1 − k)).
Therefore, it suffices to establish the assertion above. For this purpose, let B ′τ (0,0) be the
Fréchet derivative of Bτ at (0,0). Then
B ′τ (0,0)(ω, v) =
(
−d d
2
dx2
+M
)−1(
τ(1 − k)ωf1(z)+Mω,bvf2(z)+Mv
)
for each (ω, v) ∈ X. Therefore, an eigenvector (ω, v) of B ′τ (0,0) satisfies
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λ
(
τ(1 − k)f1(z)+M
)
ω,
−dv′′ +Mv = 1
λ
(
bf2(z)+M
)
v,
ω′(0) = ω′(1)+ γω(1) = 0, v′(0) = v′(1)+ γ v(1) = 0.
Since b > σ1, τ > λ1/(1 − k), it is easy to check that I − B ′τ (0,0) is invertible in W(0,0) =
{(ω, v) ∈ X: ω 0, v  0}. Let η1 be the principal eigenvalue of
−dφ′′ − τ(1 − k)f1(z)φ = ηφ, φ′(0) = φ′(1)+ γφ(1) = 0.
Then η1 < 0 based on τ > λ1/(1 − k). It follows from Lemma A.1 that the eigenvalue problem
−dω′′ +Mω = 1
λ
(
τ(1 − k)f1(z)+M
)
ω, ω′(0) = ω′(1)+ γω(1) = 0
has eigenvalues larger than 1. Namely, B ′τ (0,0) has eigenvalues larger than 1 with the
corresponding eigenvector of the form (ω,0). It follows from Theorem 2.2 of [23] that
indexW(Bτ , (0,0)) = 0 for τ > λ1/(1 − k).
Let B ′τ (0, θ) denote the Fréchet derivative of Bτ at (0, θ). Then B ′τ (0, θ)(ω, v) = (−d d
2
dx2
+
M)−1(τ (1 − k)ωf1(z − θ) + Mω,b(f2(z − θ) − θf ′2(z − θ))v − bcθf2(z − θ)ω + Mv) for
each (ω, v) ∈ X. In order to apply Theorem 2.2 in [23], we introduce the following nota-
tions: y = (0, θ), Wy = {(ω, v) ∈ X: ω  0}, Sy = {(0, v): v ∈ CB([0,1])}, Xy = {(ω,0) ∈ X:
ω ∈ CB([0,1])}. Then X = Sy ⊕Xy with projection Q given by (ω, v) → (ω,0).
Suppose (ω, v) ∈ Wy is a fixed point of B ′τ (0, θ). Then (ω, v) satisfies
dω′′ + τ(1 − k)ωf1(z − θ) = 0,
dv′′ + b(f2(z − θ)− θf ′2(z − θ))v − bcθf2(z − θ)ω = 0,
ω′(0) = ω′(1)+ γω(1) = 0, v′(0) = v′(1)+ γ v(1) = 0.
It is easy to check that I − B ′τ (0, θ) is invertible in Wy as long as τ = λˆ1/(1 − k). Hence,
indexW(Bτ , (0, θ)) is well defined if τ = λˆ1/(1 − k). Next, we determine the index of Bτ at
(0, θ). In view of the definition Q(ω,v) = (ω,0), every eigenfunction of Q ◦ B ′τ (0, θ) has the
form (ω,0), where ω is a nonzero solution of the equation
−dω′′ +Mω = 1
λ
(
τ(1 − k)f1(z − θ)+M
)
ω, ω′(0) = ω′(1)+ γω(1) = 0.
Let η1 be the first eigenvalue of
−dφ′′ − τ(1 − k)φf1(z − θ) = η1φ, φ′(0) = φ′(1)+ γφ(1) = 0.
Then η1 > 0 if τ < λˆ1/(1 − k); η1 < 0 if τ > λˆ1/(1 − k). It follows from Lemma A.1 that
Q ◦B ′τ (0, θ) has no eigenvalue larger than or equal to 1 if τ < λˆ1/(1 − k); Q ◦B ′τ (0, θ) has
an eigenvalue larger than 1 if τ > λˆ1/(1 − k). In view of Theorem 2.2 of [23],
indexW(Bτ ,(0, θ))=0 if τ > λˆ1/(1−k); indexW(Bτ ,(0, θ))= indexSy (B ′τ (0, θ),(0,0)) = (−1)σ
if τ < λˆ1/(1 − k). Here σ is the sum of multiplicities of the eigenvalues λ of B ′τ (0, θ) restricted
in Sy such that λ > 1.
Next, we show σ = 0. Suppose λ is an eigenvalue of B ′τ (0, θ) in Sy with the corresponding
eigenvector (ω, v). Then ω = 0 and v is a nonzero solution of the equation
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λ
(
b
(
f2(z − θ)− θf ′2(z − θ)
)+M)v,
v′(0) = v′(1)+ γ v(1) = 0. (3.1)
Similarly, it follows from Lemma A.1 that (3.1) has no eigenvalue larger than or equal to 1, which
implies σ = 0 and indexW(Bτ , (0, θ)) = indexSy (B ′τ (0, θ), (0,0)) = 1 if τ < λˆ1/(1 − k). Thus
the claim is established.
It remains to prove the unstability of any positive solution (ω0, v0) of (1.5). To this end, let us
consider the eigenvalue problem
dϕ′′ + a(1 − k)f1(z − v0)ϕ − a(1 − k)ω0f ′1(z − v0)ψ + ηϕ = 0,
dψ ′′ + b[f2(z − v0)− v0f ′2(z − v0)]e−cω0ψ − cbv0f2(z − v0)e−cω0ϕ + ηψ = 0,
ϕ′(0) = ϕ′(1)+ γ ϕ(1) = 0, ψ ′(0) = ψ ′(1)+ γψ(1) = 0. (3.2)
It is well known (see, e.g., [9]) that one can put this eigenvalue problem in the context of spectral
theory of compact strongly positive operators with respect to the order cone P = {(ϕ,ψ) ∈ X:
ϕ  0, ψ  0}. In particular, by the Krein–Rutman theorem [7,9], one can show (3.2) has an
eigenvalue η1, which has the following properties: it is real, algebraically simple, and all other
eigenvalues have their real part greater than η1. Moreover, η1 corresponds to an eigenfunction
(ϕ,ψ) in the interior of P , and it is the only eigenvalue with an eigenfunction in P. Thus it
is called the principal eigenvalue of (3.2). The linearized stability criterion for (ω0, v0) can be
expressed in terms of the principal eigenvalue: (ω0, v0) is asymptotically stable if η1 > 0; it is
unstable if η1 < 0. On the other hand, multiplying the first equation of (3.2) by ω0 and integrating,
we obtain
η1
1∫
0
ϕω0 dx = a(1 − k)
1∫
0
ω20f
′
1(z − v0)ψ dx.
Noting that (ϕ,ψ) belongs to the interior of P , we must have η1 < 0, which implies the unsta-
bility. The proof is completed. 
Lemma 3.2. Suppose b > σ1 fixed. Then there exists 0 > 0 small such that if λˆ11−k − 0
 a < λˆ11−k , then (1.5) has a unique positive solution and it is unstable.
Proof. Here, we prove this lemma by the local bifurcation theorem of Crandall and Rabi-
nowitz [3]. We regard a as the bifurcation parameter and try to construct a positive solution
branch from the semitrivial nonnegative solution branch {(a,0, θ): a ∈ R+}.
After some standard calculations, we obtain that (λˆ1/(1−k),0, θ) is a bifurcation point. Close
to this bifurcation point, (1.5) has a positive solution (a(s), s(ϕˆ1 + Φ(s)), θ + s(χ1 + Ψ (s)))
(0 < s  1), where a(0) = λˆ1/(1 − k), χ1 = bcL−1b (θf2(z − θ)ϕˆ1) < 0, Φ(0) = Ψ (0) = 0, and
Lb is given by Remark 1. Putting this positive solution into the first equation of (1.5), dividing
by s and differentiating with respect to s, we can obtain that the derivative of a(s) with respect
to s at s = 0 is less than zero. That is, a′(0) < 0, which implies the positive solution bifurcation
branch is to the left. Namely, there exists  > 0 sufficiently small such that if λˆ1/(1 − k) −
  a < λˆ1/(1 − k), then (1.5) has a positive solution with the form of (a(s), s(ϕˆ1 + Φ(s)),
θ + s(χ1 +Ψ (s))) (0 < s  1). Furthermore, it is unique as long as  is sufficiently small. By
applying Theorem 1.16 in [3], one can conclude that this unique positive solution is also unstable.
We leave the proof of this assertion to the reader. 
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Lemma 2.2, we always assume b > σ1, λ11−k < a <
b
1−k max{1, k1k2 } in this section.
Lemma 3.3. For any A > λ11−k , suppose ai → a ∈ ( λ11−k ,A], μi → ∞, (ui, vi) is a positive
solution of (1.3) with a = ai , μ = μi. Then ui → 0 in the C1 norm. Moreover, if a ∈ ( λ11−k , λˆ11−k ],
then (μiui, vi) is close in the C1 norm to a positive solution of (1.5) when i is large.
Proof. By Lemma 2.2, we have 0 < ui, vi < z. This implies from the equations that {−du′′i }
and {−dv′′i } are bounded in L∞([0,1]). Hence, by elliptic regularity and embedding theorems,
we may suppose, choosing a subsequence when necessary, that ui → u  0 and vi → v  0
in C1 norm for some u,v ∈ C1B([0,1]). Next, we prove u ≡ 0. In fact, if u 0, ≡ 0, then by the
strong maximum principle, u > 0. Thus we must have
dv′′ = 0, v′(0) = v′(1)+ γ v(1) = 0,
which means v ≡ 0. Let v˜i = vi/‖vi‖∞. Then
dv˜′′i + bv˜if2
(
z − (1 + c)ui − vi
)
e−μicui = 0, v˜′i (0) = v˜′i (1)+ γ v˜i(1) = 0.
By Lp estimates and Sobolev embedding theorem, we may assume v˜i → v˜ in C1([0,1]), and
v˜ > 0 due to the strong maximum principle satisfies
dv˜′′ = 0, v˜′(0) = v˜′(1)+ γ v˜(1) = 0.
That is, v˜ ≡ 0, which is a contradiction to ‖v˜‖∞ = limi→∞ ‖v˜i‖∞ = 1. Hence ui → u ≡ 0 in C1
norm.
To prove the remainder of this lemma, we use an indirect argument. Suppose there exist ai →
a ∈ ( λ11−k , λˆ11−k ], μi → ∞ and a positive solution (ui, vi) of (1.3) with (a,μ) = (ai,μi) such that
(μiui, vi) is bounded away from any positive solution of (1.5). Then one can claim that μi‖ui‖∞
is uniformly bounded. Indeed, suppose μi‖ui‖∞ → ∞ as i → ∞. Then u˜i = ui/‖ui‖∞ satisfies
−du˜′′i = ai(1 − k)u˜if1
(
z − (1 + c)ui − vi
)
, u˜′i (0) = u˜′i (1)+ γ u˜i(1) = 0.
By Lp estimates and the Sobolev embedding theorem, we may assume u˜i → u˜  0, ≡ 0 in
C1([0,1]), and u˜ satisfies
−du˜′′ = a(1 − k)u˜f1(z − v), u˜′(0) = u˜′(1)+ γ u˜(1) = 0.
Here 0  v  z because 0 < vi < z. Therefore, u˜ > 0 on [0, 1] by the strong maximum
principle and Hopf boundary lemma. Thus e−μicui = e−cμi‖ui‖∞u˜i → 0 as i → ∞, which im-
plies from the equation for vi that vi → 0 and v˜i = vi/‖vi‖∞ → v˜ ≡ 0. This contradicts
‖v˜‖∞ = limi→∞ ‖v˜i‖∞ = 1. Let ωi = μiui. Then
dω′′i + ai(1 − k)ωif1
(
z − (1 + c)ui − vi
)= 0,
dv′′i + bvif2
(
z − (1 + c)ui − vi
)
e−cωi = 0. (3.3)
Due to μi‖ui‖∞  C and 0 < vi < z, by standard elliptic regularity theory and Sobolev em-
bedding theorem, we may assume (ωi, vi) → (ω, v) in C1. Letting i → ∞ in (3.3), we see that
(ω, v) satisfies Eqs. (1.5). Namely, (ω, v) is a nonnegative solution of (1.5). If ω 0, ≡ 0, then
ω > 0 by the strong maximum principle. Noting that the first equation of (1.5), we find that
a(1 − k) = λ1(f1(z − v)), which implies v  0, ≡ 0. Hence, v > 0 by the strong maximum
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converges to a positive solution (ω, v) of (1.5), which contradicts our assumption that (μiui, vi)
is bounded away from any positive solution of (1.5). Therefore, we must have ω ≡ 0. It follows
that v ≡ 0 or v = θ. Suppose vi → v ≡ 0. Then u˜i = ui/‖ui‖∞ satisfies
du˜′′i + ai(1 − k)u˜if1
(
z − (1 + c)ui − vi
)= 0, u˜′i (0) = u˜′i (1)+ γ u˜i(1) = 0.
By Lp estimates and Sobolev embedding theorem, we may assume that u˜i → u˜ in C1, and in
view of the strong maximum principle, u˜ > 0 and satisfies
du˜′′ + a(1 − k)u˜f1(z) = 0, u˜′(0) = u˜′(1)+ γ u˜(1) = 0,
which means a = λ11−k , a contradiction. Hence, vi → θ and by a similar argument as above, one
can conclude that by passing to a subsequence, u˜i → u˜ > 0 in C1, and u˜ satisfies
du˜′′ + a(1 − k)u˜f1(z − θ) = 0, u˜′(0) = u˜′(1)+ γ u˜(1) = 0,
which means a = λˆ11−k . Namely, (ai,ωi, vi) → ( λˆ11−k ,0, θ). On the other hand, by Lemma 3.2, we
know that (1.5) has a positive solution branch bifurcating from (a,ω, v) = ( λˆ11−k ,0, θ). Hence,
we can find a = a˜i → λˆ11−k such that (1.5) with a = a˜i has a positive solution (ω˜i , v˜i ) converging
to (0, θ) in L∞. Thus (ai,μiui, vi) is close to (a˜i , ω˜i , v˜i ) for i large. This is a contradiction to
our assumption. Thus the proof is completed. 
Next, we are ready to show our main outcome, i.e., Theorem 1.2. Since the proof is rather
lengthy, we divide it into four steps.
Lemma 3.4. Suppose b > σ1 fixed. Then there exists M > 0 large enough such that for any
a  λˆ11−k ,μM , (1.3) has no positive solution.
Proof. It follows from Lemma 2.2 that (1.3) has no positive solution provided a 
b
1−k max{1, k1k2 }. Therefore, if
λˆ1
1−k 
b
1−k max{1, k1k2 }, then this lemma holds by Lemma 2.2. If
λˆ1
1−k <
b
1−k max{1, k1k2 }, then it suffices to consider the case λˆ11−k  a < b1−k max{1, k1k2 }.
Suppose there exist μi → ∞, ai → a ∈ [ λˆ11−k , b1−k max{1, k1k2 }] such that (1.3) with (a,μ) =
(ai,μi) has a positive solution (ui, vi). Then by Lemma 3.3, ui → 0. Moreover, by the same
arguments as in Lemma 3.3, we obtain that μi‖ui‖∞ is uniformly bounded. Let ωi = μiui.
Then (ωi, vi) satisfies (3.3). As before, we can assume (ωi, vi) → (ω, v) in C1, and (ω, v) satis-
fies (1.5). That is, (ω, v) is a nonnegative solution of (1.5). There are two possibilities here:
(i) a ∈ ( λˆ11−k , b1−k max{1, k1k2 }]. In this case, we can claim that ω ≡ 0. Suppose ω  0, ≡ 0.
Then by the strong maximum principle, ω > 0. Hence a(1 − k) = λ1(f1(z − v)) by the first
equation of (1.5), which implies v  0, ≡ 0 because of a > λˆ11−k > λ11−k . By the strong maxi-
mum principle, v > 0. Namely, (ω, v) is a positive solution of (1.5). This is a contradiction to
Lemma 3.1. Hence we must have ω ≡ 0 and hence v ≡ θ by the same arguments as in Lemma 3.3.
Let ω˜i = ωi/‖ωi‖∞. Then ω˜i satisfies
dω˜′′i + ai(1 − k)ω˜if1
(
z − (1 + c)ui − vi
)= 0, ω˜′i (0) = ω˜′i (1)+ γ ω˜i(1) = 0.
Similarly, we may assume ω˜i → ω˜ in C1([0,1]), and ω˜ > 0 satisfies
dω˜′′ + a(1 − k)ω˜f1(z − θ) = 0, ω˜′(0) = ω˜′(1)+ γ ω˜(1) = 0,
which implies a = λˆ1 , a contradiction.1−k
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show (1 + c)ui + vi < θ for large i. Let Qi = (1 + c)ui + vi . Clearly, Qi → θ and
dQ′′i + aiuif1(z −Qi)+ bvif2(z −Qi)e−cμiui = 0,
Q′i (0) = Q′i (1)+ γQi(1) = 0.
Hence, noting that μiui → 0, we have
dQ′′i + bQif2(z −Qi)
= ui
[
b(1 + c)f2(z −Qi)− aif1(z −Qi)
]+ bvif2(z −Qi)(1 − e−cμiui )
= ui
[
b(1 + c)f2(z −Qi)− aif1(z −Qi)+ bvif2(z −Qi)cμi +O
(
μ2i ui
)]
= ui
[
b(1 + c)f2(z −Qi)− aif1(z −Qi)+
(
bcvif2(z −Qi)+O(μiui)
)
μi
]
> 0
for large i, which implies Qi < θ for large i.
Multiplying the equation for ui by ϕˆ1, integrating over [0,1] and applying the Green’s for-
mula, we have
1∫
0
[
ai(1 − k)f1(z −Qi)− λˆ1f1(z − θ)
]
ϕˆ1ui dx = 0.
On the other hand, since ai(1 − k) λˆ1 and f1(z −Qi) > f1(z − θ) for large i,
∫ 1
0 [ai(1 − k)×
f1(z − Qi) − λˆ1f1(z − θ)]ϕˆ1ui dx > 0 for all large i, a contradiction. Thus the proof is fin-
ished. 
Remark 5. Lemma 3.3 tells us that for a ∈ ( λ11−k ,A], if (u, v) is a positive solution of (1.3), then
u → 0 in C1 as μ → ∞. Moreover, when a ∈ ( λ11−k , λˆ11−k ), (μu, v) must be close to a positive
solution of (1.5) as μ is large enough. On the other hand, from Lemma 3.4, we know that for
a  λˆ11−k , (1.3) has no positive solution provided μ is sufficiently large. In other words, it is
possible that all positive solutions of (1.3) are determined by the limit problem (1.5) if μ is large
enough.
Theorem 3.5. Suppose b > σ1 fixed. Then there exists M > 0 large enough such that for any
a > λˆ11−k , μ  M , the semitrivial nonnegative solution ((1 − k)ϑ,0) is the global attractor
of (1.2).
Proof. It suffices to check the following assertions for a > λˆ11−k and μM sufficiently large.(a) ((1 − k)ϑ,0) is stable. Since b < σˆ1(μ) provided μ is sufficiently large, this assertion
follows from Lemma 2.3.
(b) (0, θ) is unstable. By Lemma 2.3, this assertion holds due to a > λˆ11−k .(c) (1.2) has no positive steady-state solution. This has been shown by Lemma 3.4.
Since (1.2) is a monotone system, we know that (a)–(c) imply that ((1 − k)ϑ,0) is the global
attractor for (1.2) (see [9]). 
Recall that for fixed b > σ1, if μ is sufficiently large, then b < σˆ1(μ). It follows from The-
orem 1.1 that for a ∈ ( λ1 , λˆ1 ), b > σ1 and μ large enough, (1.3) has at least one positive1−k 1−k
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close to a positive solution of (1.5) as μ is sufficiently large. Next, we show all positive solutions
of (1.3) are governed by the limit problem (1.5).
Lemma 3.6. Suppose a0 ∈ ( λ11−k , λˆ11−k ) and (ω0, v0) is an isolated positive solution of (1.5) with
a = a0, and (ω0, v0) has nonzero fixed-point index. Then for any δ > 0 small, there exists  > 0
such that for any a,μ satisfying |a − a0| <  and μ> 1 , (1.3) has at least one positive solution
(u, v) with ‖μu − ω0‖C1 + ‖v − v0‖C1 < δ. Moreover, if (ω0, v0) is nondegenerate, then (1.3)
has only one such positive solution, it is also nondegenerate and is unstable. Here the fixed-point
index of (ω0, v0) refers to indexW(B, (ω0, v0)), and
B(ω,v) =
(
−d d
2
dx2
+K
)−1(
a(1 − k)ωf1(z − v)+Kω,bvf2(z − v)e−cω +Kv
)
for K > 0 sufficiently large.
Proof. Consider the following homotopy:
duˆ′′ + a(1 − k)uˆf1
(
z − t (1 + c)μ−1uˆ− v)= 0,
dv′′ + bvf2
(
z − t (1 + c)μ−1uˆ− v)e−cuˆ = 0,
uˆ′(0) = uˆ′(1)+ γ uˆ(1) = 0, v′(0) = v′(1)+ γ v(1) = 0, (3.4)
where t ∈ [0,1]. Since (ω0, v0) is an isolated positive solution of (1.5), we can choose δ0 > 0
small such that any solution (ω, v) of (1.5) satisfying ‖ω − ω0‖C1 + ‖v − v0‖C1 < δ0 must be
(ω0, v0). Next, we show for any δ ∈ (0, δ0), there exists  > 0 such that if |a − a0| <  and
μ > 1

, then for any t ∈ [0,1], (3.4) has no solution on ∂Uδ(ω0, v0), where Uδ(ω0, v0) denotes
the δ-neighborhood of (ω0, v0) in X.
Suppose there exists some δ ∈ (0, δ0), ai → a0, μi → ∞, ti ∈ [0,1] and a solution (uˆi , vi)
of (3.4) with a = ai , μ = μi , t = ti such that ‖uˆi − ω0‖C1 + ‖vi − v0‖C1 = δ. Then we may
assume that ti → t ∈ [0,1] and that δ0 is sufficiently small so that (uˆi , vi) are positive solutions
because they are close to (ω0, v0). Since {uˆi} and {vi} are bounded in C1([0,1]), using the equa-
tions and elliptic regularity, we may assume, choosing a subsequence if necessary, that uˆi → uˆ
and vi → v in the C1 norm. Then it follows easily that (uˆ, v) is a solution of (1.5) with a = a0.
Moreover, we easily see that ‖uˆ−ω0‖C1 +‖v − v0‖C1 = δ < δ0, which is a contradiction by the
choice of δ0. Thus the assertion is proved.
Now define At :X × [0,1] → X by
At(uˆ, v) =
(
−d d
2
dx2
+K
)−1(a(1 − k)uˆf1(z − t (1 + c)μ−1uˆ− v)+Kuˆ
bvf2(z − t (1 + c)μ−1uˆ− v)e−cuˆ +Kv
)
,
where K is large enough such that a(1 − k)f1(z − t (1 + c)μ−1uˆ − v) + K > 0 and bf2(z −
t (1+c)μ−1uˆ−v)e−cuˆ+K > 0 for any (uˆ, v) ∈ Uδ(ω0, v0) and t ∈ [0,1]. Then by the homotopy
invariance of the topological degree, we obtain
degX
(
I −A1,Uδ(ω0, v0),0
)= degX(I −A0,Uδ(ω0, v0),0)
if |a − a0| <  and μ> 1 . But A0 = B, hence by the property of the degree, and by shrinking 
if necessary, we have if |a − a0| <  and μ> 1 , then
degX
(
I −A1,Uδ(ω0, v0),0
)= degX(I −B,Uδ(ω0, v0),0)= indexW (B, (ω0, v0)) = 0.
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least one positive solution (μ−1uˆ, v) with (uˆ, v) close to (ω0, v0). The first part of this lemma is
proved.
If (ω0, v0) is nondegenerate, it is easy to check that (ω0, v0) is a nondegenerate solution of
duˆ′′ + a(1 − k)uˆf1
(
z − (1 + c)μ−1uˆ− v)= 0,
dv′′ + bvf2
(
z − (1 + c)μ−1uˆ− v)e−cuˆ = 0,
uˆ′(0) = uˆ′(1)+ γ uˆ(1) = 0, v′(0) = v′(1)+ γ v(1) = 0 (3.5)
with (a,μ−1) = (a0,0). Then it follows from the implicit function theorem that there exists
 > 0 small such that if |a − a0| <  and μ > 1 , then (3.5) has a unique solution (uˆ, v) with‖uˆ−ω0‖C1 + ‖v − v0‖C1 < . Thus the uniqueness is proved.
The remainder is to show the locally unique positive solution (μ−1uˆ, v) of (1.3) is nonde-
generate and unstable. We prove this assertion by a perturbation argument on linear operators.
Let A′1(uˆ, v) and B ′(ω0, v0) be the linearized operators of A1 and B at (a,μ−1, uˆ, v) and
(a0,ω0, v0), respectively. Then
A′1(uˆ, v)(ϕ,ψ)
=
⎛
⎜⎝
dϕ′′ + a(1 − k)(f1(z − (1 + c)μ−1uˆ− v)− (1 + c)μ−1uˆf ′1(z − (1 + c)μ−1uˆ− v))ϕ
− a(1 − k)uˆf ′1(z − (1 + c)μ−1uˆ− v)ψ,
dψ ′′ + b(f2(z − (1 + c)μ−1uˆ− v)− vf ′2(z − (1 + c)μ−1uˆ− v))e−cuˆψ
− bv((1 + c)μ−1f ′2(z − (1 + c)μ−1uˆ− v)+ cf2(z − (1 + c)μ−1uˆ− v))e−cuˆϕ
⎞
⎟⎠ ,
B ′(ω0, v0)(ϕ,ψ)
=
(
dϕ′′ + a0(1 − k)f1(z − v0)ϕ − a0(1 − k)ω0f ′1(z − v0)ψ,
dψ ′′ + b(f2(z − v0)− v0f ′2(z − v0))e−cω0ψ − bcv0f2(z − v0)e−cω0ϕ
)
.
It is easy to see that when (a,μ−1, uˆ, v) is close to (a0,0,ω0, v0), A′1(uˆ, v) is a small perturba-
tion of B ′(ω0, v0). Since (ω0, v0) is nondegenerate, we can find that 0 belongs to the resolvent
set of B ′(ω0, v0). Hence 0 also belongs to the resolvent set of A′1(uˆ, v). Namely, (μ−1uˆ, v) is
nondegenerate.
For the unstability of (μ−1uˆ, v), we recall that we have shown the first eigenvalue η0 of the
following eigenvalue problem:
B ′(ω0, v0)(ϕ,ψ)+ η(ϕ,ψ) = 0,
ϕ′(0) = ϕ′(1)+ γ ϕ(1) = 0, ψ ′(0) = ψ ′(1)+ γψ(1) = 0
is simple, real and η0 < 0 (see Lemma 3.1). Therefore, by the perturbed arguments, the eigen-
value problem
A′1(uˆ, v)(ϕ,ψ)+ η(ϕ,ψ) = 0
with the usual boundary conditions also has a simple eigenvalue η close to η0 and Reη < 0. This
shows that (μ−1uˆ, v) is unstable. The proof is completed. 
Theorem 3.7. Suppose b > σ1. Then there exists 1 > 0 small and M1 > 0 large, both indepen-
dent of a, such that if μM1, then for a ∈ [ λˆ11−k − 1, λˆ11−k ), (1.3) has only one positive solution,
and it is unstable. For any  > 0 small and a ∈ [ λ1 +, λˆ1 −1), if (1.5) has exactly m positive1−k 1−k
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and they are all nondegenerate and unstable.
Proof. By Lemma 3.3, we know that when μ is large, any positive solution (u, v) of (1.3) satis-
fies that (μu, v) is close to some positive solution of (1.5). On the other hand, the local bifurcation
theory (see Lemma 3.2) shows that ( λˆ11−k ,0, θ) is a simple bifurcation point of (1.5), and hence
there exists 0 > 0 small such that for a ∈ ( λˆ11−k − 0, λˆ11−k ), (1.5) has a unique positive solu-
tion (ω, v). Hence to prove the uniqueness, it suffices to show there exist 1 > 0 small and
M1 > 0 large such that for a ∈ [ λˆ11−k − 1, λˆ11−k ) and μM1, there is a unique pair (μu, v) close
to the unique positive solution (ω, v) to (1.5). Let uˆ = μu, ξ = 1
μ
, and consider the following
problem:
duˆ′′ + a(1 − k)uˆf1
(
z − (1 + c)ξ uˆ− v)= 0, x ∈ (0,1),
dv′′ + bvf2
(
z − (1 + c)ξ uˆ− v)e−cuˆ = 0, x ∈ (0,1),
uˆ′(0) = uˆ′(1)+ γ uˆ(1) = 0, v′(0) = v′(1)+ γ v(1) = 0. (3.6)
Clearly, (u, v) is a solution of (1.3) if and only if (μu, v) is a solution of (3.6) with ξ = 1
μ
. Thus
it suffices to prove the uniqueness of (3.6). For fixed ξ  0, it is easy to check that ( λˆ11−k ,0, θ)
is also a simple bifurcation point of (3.6). In view of a variant of Theorem 1 in Crandall and
Rabinowitz [2], there exists δ > 0 and C1-curve
Γξ =
{(
a(ξ, s), uˆ(ξ, s), v(ξ, s)
)
: 0 < s < δ
}
, 0 ξ  δ,
with (a(0,0), uˆ(0,0), v(0,0)) = ( λˆ11−k ,0, θ) such that if 0 ξ  δ, then all positive solutions of
(3.6) near ( λˆ11−k ,0, θ) are on Γξ . Hence we need only prove that these curves uniformly cover
an a-range [ λˆ11−k − 1, λˆ11−k ), and for fixed ξ , Γξ covers the range only once. By the standard
bifurcation analysis, we have
∂a
∂s
(0,0) = λˆ1
∫ 1
0 ϕˆ1f
′
1(z − θ)χ1
(1 − k) ∫ 10 ϕˆ21f1(z − θ) < 0
due to χ1 = L−1b (bcθf2(z − θ)ϕˆ1) < 0, where Lb is given in Remark 1. Hence, by continuity,
there exists δ1 ∈ (0, δ) such that ∂a∂s (ξ, s) < 0 for 0  ξ , s  δ1. Therefore, λˆ11−k − a(0, δ1) =
a(0,0)− a(0, δ1) > 0. By continuity again, we can find δ2 ∈ (0, δ1) such that
1 = inf
{
λˆ1
1 − k − a(ξ, δ1): 0 ξ  δ2
}
> 0.
Now, if a  λˆ11−k − 1, then a(ξ, δ1)  a for any ξ ∈ [0, δ2]. This shows for each ξ ∈ [0, δ2],
Γξ covers the a-range [ λˆ11−k − 1, λˆ11−k ). Moreover, since ∂a∂s (ξ, s) < 0 for 0  ξ , s  δ2, each
curve covers the range only once. By choosing M1 = 1δ2 , we see that for μM1 and λˆ11−k − 1 
a  λˆ11−k , (1.3) has exactly one positive solution.
Next, we show this unique positive solution to (1.3) is unstable. By simple computation, we
find that η is an eigenvalue of the linearization of (1.3) at (u, v) with eigenfunction (ϕ,ψ) if and
only if it is an eigenvalue of that of (3.6) with ξ = 1 at (μu, v) with eigenfunction (μϕ,ψ).μ
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bifurcation curves Γξ . For this purpose, we apply a variant of Theorem 1.16 of Crandall and
Rabinowitz [3]. More precisely, by Lemma 1.3 in [3], we can obtain a variant of Corollary 1.13
there. Namely, there exists τ > 0 and C1 functions γ : ( λˆ11−k − τ, λˆ11−k + τ) × (−τ, τ ) → R1
and β : (−τ, τ ) × (−τ, τ ) → R1 such that γ (a, ξ) is a simple eigenvalue of the linearization
of (3.6) at (a,0, θ) and β(s, ξ) is a simple eigenvalue of the linearization of (3.6) at (a,u, v) =
(a(ξ, s), uˆ(ξ, s), v(ξ, s)) with 0  ξ , s  τ. Moreover, γ ( λˆ11−k , ξ) = β(0, ξ) = 0. Indeed, it is
easy to check that γ (a, ξ) is a simple eigenvalue of
dφ′′ + a(1 − k)φf1(z − θ) = −γ (a, ξ)φ, φ′(0) = φ′(1)+ γφ(1) = 0.
Hence, ∂γ
∂a
( λˆ11−k , ) < 0 based on the monotonicity and the continuously differentiable property
of γ (a, ξ). Now, by Theorem 1.16 in [3], β(s,0) and −s ∂a
∂s
(0, s) ∂γ
∂a
( λˆ11−k ,0) have the same sign
for 0  s  1. It follows that β(s,0) < 0. Hence, by shrinking δ2 further, and applying the
continuity of the function β , we can find that β(s, ξ) < 0 for all 0 s, ξ  δ2, which implies the
unique positive solution to (1.3) is unstable.
The remaining part of this theorem follows directly from Lemmas 3.3 and 3.6. The proof is
completed. 
Remark 6. Theorem 1.2 follows from Lemma 3.4, Theorem 3.5, Lemma 3.6 and Theorem 3.7.
Remark 7. In view of Lemma 3.1, Lemma 3.6 and Theorem 3.7, it is possible that for a ∈
[ λ11−k + , λˆ11−k ) and μ large enough, all positive solutions of (1.3) are unstable. In this case, by
Lemma 2.3, both ((1 − k)ϑ,0) and (0, θ) are asymptotically stable. Hence, (1.3) has at least one
unstable positive solution for a ∈ [ λ11−k +, λˆ11−k ) and μ large enough. Moreover, the interpretation
of bistable attractors on the boundaries is that competitive exclusion holds but the winner is
determined by the initial conditions.
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Appendix A
Lemma A.1. (See [27].) Let q(x) ∈ C(Ω) and q(x)+p > 0 on Ω with p > 0, and let η1 be the
first eigenvalue of the eigenvalue problem
−ϕ − q(x)ϕ = ηϕ, x ∈ Ω, ∂ϕ
∂n
+ γ (x)ϕ = 0, x ∈ ∂Ω,
where γ (x) ∈ C(∂Ω) and γ (x) 0. If η1 > 0 (or η1 < 0), then the eigenvalue problem
−ϕ + pϕ = t(q(x)+ p)ϕ, x ∈ Ω, ∂ϕ
∂n
+ γ (x)ϕ = 0, x ∈ ∂Ω,
has no eigenvalue small than or equal to 1 (or has eigenvalues small than 1).
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