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RÉSUMÉ
Un robot social doit être capable d’interagir avec des humains. Pour cela, il est essentiel de
savoir communiquer de façon naturelle. L’audition artiﬁcielle appliquée en robotique est
une approche intéressante puisque la voix est le principal mécanisme de communication
des humains entre eux. Au-delà des mots prononcés, il est aussi important de savoir y
décoder le contenu paralinguistique qui donne beaucoup de renseignements sur le locuteur.
Entre autres, les émotions véhiculées dans la voix du locuteur peuvent aider un robot à
comprendre une situation, à savoir si une personne est satisfaite ou non de son travail, si
une personne a peur, etc.
Pour qu’une interaction par la voix avec un robot soit fonctionnelle et intéressante pour le
locuteur, plusieurs éléments matériels et logiciels sont nécessaires. L’interaction doit aussi
tenir compte de certaines règles de conduite qui facilitent les échanges d’information et la
compréhension lors d’un dialogue.
Ce mémoire présente donc un système d’interaction humain-robot par la voix qui intègre
ces éléments dans une même plateforme. Il utilise 8SoundsUSB et le système ManyEars
pour faire l’acquisition et le prétraitement du signal audio. Un détecteur d’activité vocale
vient ensuite distinguer le bruit stationnaire ambiant des sources sonores représentant la
voix. Une fois le signal de la voix récupéré, il est analysé pour en décoder les mots prononcés
et l’émotion. La reconnaissance de la parole est eﬀectuée à partir de l’outil Google Speech
API. La reconnaissance des émotions par la voix est basée sur l’algorithme de [Attabi et
Dumouchel, 2013] qui utilise les Anchor Models, et caractérise les émotions perçues en trois
catégories : neutre, négatif ou positif. Une nouvelle implémentation de cet algorithme a
été validée en simulation, puis dans des essais en temps-réel. Le logiciel Palaver [McClain,
2013] permet ensuite d’interpréter les mots et les émotions en les associant à une réponse
que le robot peut prononcer à l’aide d’un module de synthèse vocale. Enﬁn, le gestionnaire
de dialogues Disco [Rich et Sidner, 2012] est utilisé aﬁn de réaliser des interactions plus
soutenues sur un même sujet.
L’objectif ﬁnal du projet est de vériﬁer si l’ajout de la capacité à percevoir les émotions
dans la voix améliore l’interaction humain-robot. Pour cela, une interface graphique utili-
sant des concepts de la bande-dessinée a été développée aﬁn d’illustrer de manière intégrée
le contenu linguistique et le contenu paralinguistique détecté. Les résultats d’une étude
réalisée auprès de 30 participants suggèrent que l’interaction humain-robot est plus appré-
ciée lorsque le système reconnaît les émotions que lorsqu’il ne les reconnaît pas. Le projet
a aussi permis d’identiﬁer des éléments qui permettraient une meilleure intégration des
diﬀérents éléments du système. Entre autres, l’amélioration du modèle des émotions doit
passer par une base de données de voix locales plus grande et annotée par un plus grand
nombre de personnes.
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CHAPITRE 1
INTRODUCTION
Un robot est une machine capable de percevoir son environnement, d’eﬀectuer un traite-
ment sur les données recueillies, puis de poser une ou plusieurs actions cohérentes avec
l’interprétation de ses sens et la réalisation de ses tâches. Réaliser ceci est plus diﬃcile
dans le cas d’un robot mobile puisque celui-ci évolue dans un environnement dynamique
ponctué d’événements imprévus auxquels il doit être en mesure de s’adapter. Plus encore,
un robot mobile se retrouve souvent en présence d’êtres humains avec qui il doit interagir
de façon ﬂuide comme entre deux êtres humains.
Pour arriver à faire face à toutes ces situations complexes, un robot mobile doit posséder
des capacités perceptuelles avancées. L’audition artiﬁcielle est l’une de ces capacités per-
ceptuelles et permet à un robot d’interpréter les sons de son environnement. Cette faculté
est très importante dans le cadre d’interactions entre humains et robots étant donné que
la voix humaine est notre principal mécanisme de communication. La voix est riche en in-
formation et son contenu peut être divisé en deux catégories principales, soient le contenu
linguistique et le contenu paralinguistique. Le contenu linguistique représente l’informa-
tion sémantique de la voix, i.e. les mots prononcées. Des algorithmes de reconnaissance
automatique de la parole (ou Automatic Speech Recognition (ASR)) permettent d’extraire,
sous la forme d’une chaîne de caractères, les mots ou les phrases prononcés par le locuteur.
Le contenu paralinguistique représente toute autre information comme le volume, le débit
ou le ton de la voix permettant de mieux décrire le locuteur (sexe, âge, niveau de fatigue
ou de stress, état émotionnel, etc.). Entre autres, les émotions du locuteur sont intéres-
santes dans le cadre d’une interaction humain-robot aﬁn que le robot puisse comprendre
si la personne est satisfaite ou non de son travail, si elle a peur ou se sent mal à l’aise en
sa présence, etc. Des algorithmes de reconnaissance automatique des émotions (ou Auto-
matic Emotion Recognition (AER)) sont aussi en cours de développement dans diﬀérents
groupes de recherche aﬁn de classer les émotions perçues parmi un certain nombre d’émo-
tions de base ou encore selon un modèle dimensionnel [Vogt et al., 2008b], [Ramakrishnan
et Emary, 2011], [El Ayadi et al., 2011] et [Hasrul et al., 2012].
Les contenus linguistique et paralinguistique se complètent l’un et l’autre. Par exemple, le
contenu paralinguistique permet de mettre plus facilement en contexte les mots du locuteur
et donne ainsi une chance au robot de réagir plus adéquatement dans une situation donnée.
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À l’inverse, les mots d’une personne peuvent directement décrire comment elle se sent à
un instant précis.
La reconnaissance automatique de la parole est de plus en plus présente dans diﬀérentes
applications dont les téléphones sans-ﬁls et les automobiles. Il s’agit de commandes dictées
par le locuteur et qui sont ensuite exécutées par l’application en question. En robotique,
la reconnaissance de la parole est aussi présente sous cette forme. La recherche en recon-
naissance automatique des émotions par la voix est quant à elle beaucoup plus récente.
Alors que les travaux se poursuivent dans diﬀérents groupes de recherche aﬁn de dévelop-
per de meilleurs algorithmes de reconnaissance des émotions par la voix, peu de projets
s’intéressent à leur application en robotique mobile.
En robotique mobile, les interactions de plus en plus complexes entre humains et robots
doivent tenir compte de cet échange d’information par la voix. Des solutions plus complètes
et intégrées, qui utilisent à la fois la reconnaissance de la parole et la reconnaissance
des émotions et qui gèrent des conversations plus longues que de simples commandes
fournies par le locuteur, sont à présent nécessaires. Beaucoup de projets se sont attardés à
améliorer les performances de chacune des technologies nécessaires pour concevoir un tel
système d’interaction par la voix. Quelques travaux ont aussi démontré la compatibilité
de certaines technologies entre elles en vue d’une application en robotique ou ailleurs.
Néanmoins, l’intégration complète de l’ensemble des éléments requis est nouvelle et n’a
pas été étudiée largement pour en évaluer les performances lors d’une interaction humain-
robot. Entre autres, la capacité à percevoir les émotions par la voix n’a pas encore été
intégrée à un système de gestion du dialogue pour une utilisation en robotique sociale
telle qu’une conversation entre un robot et une personne. À présent que les diﬀérentes
technologies nécessaires existent et que leurs performances commencent à atteindre un
niveau suﬃsamment élevé, il devient possible et pertinent de s’attarder à cet autre déﬁ.
Ce projet de recherche propose donc de développer un système d’interaction vocale prenant
en charge les mots et les émotions du locuteur pour un robot mobile et de l’utiliser dans un
scénario réaliste d’interaction entre humains et robot aﬁn de rendre cette interaction plus
naturelle. Cela comprend plus précisément le choix des technologies et des algorithmes à
utiliser, le développement d’un prototype et l’évaluation du système ﬁnal avec plusieurs
participants. L’hypothèse suggérée est que l’interaction humain-robot sera plus appréciée
par le locuteur avec l’ajout de la reconnaissance des émotions que sans l’ajout de cette
capacité.
L’interaction humain-robot doit être aussi naturelle que possible aﬁn d’être appréciée par
les utilisateurs du système. Interaction naturelle signiﬁe ici une interaction telle qu’elle
3aurait lieu entre deux humains. Le locuteur doit être en mesure de s’y exprimer le plus
librement et le plus spontanément possible. Aussi, le locuteur ne doit pas porter de dis-
positif technologique sur lui, tel qu’un casque d’écoute avec microphone, qui pourrait le
gêner dans son interaction. Les choix technologiques pour implémenter le système d’in-
teraction par la voix doivent tenir compte de ces contraintes. L’intégration de toutes ces
technologies comprend également des déﬁs à relever qui sont propres à la robotique mo-
bile. Entre autres, l’environnement sonore auquel est contraint un robot mobile implique
du bruit ambiant et de la réverbération qui réduisent les performances des algorithmes
de reconnaissance en audition artiﬁcielle. À cet égard, le laboratoire de robotique intelli-
gente, intégrée et interdisciplinaire IntRoLab a développé un système de localisation et de
séparation des sources sonores, ManyEars, utilisant une carte d’acquisition à huit micro-
phones permettant d’isoler les signaux audio utiles du bruit ambiant, puis de les analyser
adéquatement [Grondin et al., 2012]. Le système d’interaction vocale doit donc s’interfacer
avec ManyEars pour atteindre des performances convenables. Enﬁn, le système d’opéra-
tion pour robots ROS [Quigley et al., 2009] est utilisé pour interfacer ces technologies et
les faire communiquer eﬃcacement entre elles.
Le prototype ﬁnal est évalué lors d’une étude d’interaction humain-robot. Une interface
graphique permet l’interaction avec un ordinateur en illustrant les diﬀérents éléments de
perception et d’interaction lors de diﬀérents scénarios auxquels ont pris part les partici-
pants. L’analyse des réponses à un questionnaire rempli par les participants permet de
répondre à la question de recherche.
Le mémoire est organisé de la façon suivante. Le chapitre 2 présente une revue des progrès
de la recherche en robotique mobile, en interaction humain-robot et en audition artiﬁcielle.
Le chapitre 3 propose une architecture basée sur ce qui est proposé dans la littérature aﬁn
d’intégrer dans un même système les diﬀérents éléments nécessaires pour une interaction
humain-robot par la voix. Il décrit aussi les solutions matérielles et logicielles utilisées pour
implémenter l’architecture proposée et les interfaces qui leur permettent de fonctionner
ensemble. Le chapitre 4 décrit plus en détail l’algorithme utilisé pour la reconnaissance
des émotions, son implémentation logicielle et les performances de reconnaissance obte-
nues en simulation. Le chapitre 5 démontre le bon fonctionnement du système complet
et analyse les résultats d’une expérience d’interaction humain-machine visant à recueillir
les commentaires des utilisateurs. Enﬁn, le chapitre 6 résume les objectifs du projet de
recherche et les résultats obtenus, puis propose des pistes de recherche aﬁn de poursuivre
les travaux et d’améliorer le système ainsi que ses diﬀérents éléments.
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CHAPITRE 2
INTERACTIONS PAR LA VOIX EN ROBO-
TIQUE MOBILE
La robotique sociale vise à développer des robots capables de coexister avec des humains
ou d’autres robots et d’interagir avec ceux-ci [Dautenhahn et Billard, 1999]. Pour cela, un
robot doit être doté de certaines caractéristiques sociales de l’humain. [Fong et al., 2003]
identiﬁent des caractéristiques importantes pour un robot social et interactif :
- Exprimer et percevoir les émotions ;
- Communiquer au travers de dialogues de haut niveau ;
- Reconnaître des humains ou d’autres robots ;
- Établir et maintenir des relations sociales ;
- Utiliser des signaux naturels de communication ;
- Aﬃcher des traits de personnalité distincts ;
- Développer des compétences sociales.
La voix a donc un rôle important à jouer dans le cadre de l’interaction humain-robot, entre
autres dans la perception des émotions et dans la gestion de dialogues. Développer ces
capacités fait intervenir des expertises diverses en psychologie, en traitement de signaux
numériques, en intelligence artiﬁcielle et en robotique. La revue de littérature qui suit
propose un survol de chacun de ces domaines et établit des liens qui permettent de les
unir autour du sujet de recherche portant sur l’interaction humain-robot par la voix.
2.1 Audition artiﬁcielle
En robotique, l’audition artiﬁcielle est la capacité d’un robot à percevoir les sons de son en-
vironnement. Elle devient essentielle pour permettre l’interaction entre humains et robots
par la voix. L’audition artiﬁcielle en robotique mobile fait face à des déﬁs particuliers et
complexes. Ainsi, l’architecture d’un système d’audition artiﬁcielle appliqué à la robotique
mobile prend généralement la forme illustrée à la ﬁgure 2.1.
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Figure 2.1 Système typique d’audition artiﬁcielle
2.1.1 Prétraitement du signal
Le principal obstacle à l’utilisation de systèmes d’audition sur un robot mobile est la pré-
sence de bruit. De manière générale, le bruit peut être causé de diﬀérentes façons [Chen
et al., 2008]. Le bruit additif provient de sources ambiantes qui s’ajoutent au signal d’inté-
rêt. Ce bruit additif peut être stationnaire comme dans le cas d’un système de ventilation,
ou non-stationnaire comme dans le cas des actionneurs du robot. La réverbération est un
phénomène physique de réﬂexion des ondes sonores dans l’environnement provoquant un
délai de propagation diﬀérent dans chacune des directions où le son voyage. La superposi-
tion, au niveau du microphone placé sur le robot, des signaux décalés dans le temps vient
causer cet eﬀet réverbérant. D’autres formes de bruit incluent l’écho et l’interférence.
Le bruit additif et la réverbération sont particulièrement importants en robotique mobile,
contrairement à d’autres applications telles que sur des téléphones mobiles, en raison de la
distance plus importante entre la source sonore et les microphones posés sur le robot. Au
travers du bruit et de la réverbération, le robot doit être en mesure de porter son attention
sur les signaux sonores d’intérêt pour ensuite les analyser et en tirer une information
pertinente. ManyEars [Valin et al., 2007a,b] est un système qui permet la localisation
et la séparation en temps-réel de sources sonores. ManyEars utilise une matrice de huit
microphones et une carte d’acquisition des huit signaux de manière synchrone [Grondin
et al., 2012]. Le système est illustré à la ﬁgure 2.2.
2.1.2 Reconnaissance audio
Une fois un signal d’intérêt isolé du bruit et des autres sources sonores, un traitement
supplémentaire est eﬀectué aﬁn d’en tirer de l’information utile pour guider le robot dans
ses décisions de plus haut niveau. La reconnaissance de sons est un vaste domaine d’étude
en raison de la grande variété de sons à analyser. Par exemple, il est possible de reconnaître
les sons de l’environnement [Guo et al., 2012; Sasaki et al., 2009; Wang et al., 2008]
ou encore d’identiﬁer un locuteur [Grondin et Michaud, 2012]. Les prochaines sections
décrivent plus en détail la reconnaissance de la parole et la reconnaissance des émotions à
partir de la voix.
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Figure 2.2 Système ManyEars [Grondin et al., 2012]
2.2 Reconnaissance de la parole
La voix contient beaucoup d’information. Le contenu linguistique détient l’information à
propos des mots prononcées par le locuteur. La reconnaissance de la parole est la capacité
à décoder la voix pour en extraire les mots sous forme de texte. La chaîne de caractères
ainsi obtenue peut être utilisée par un autre processus qui interprète la sémantique du
texte aﬁn de la traduire en commandes exécutées par d’autres processus sur le robot, tel
que représenté à la ﬁgure 2.3.
Figure 2.3 Système de reconnaissance automatique de la parole
2.2.1 Décodage de la voix
Diﬀérents systèmes de reconnaissance de la parole existent déjà et sont utilisés dans une
multitude d’applications, principalement en téléphonie mobile, dans les automobiles ou
encore en domotique [Tobe, 2014]. [Love, 2014] présente aussi un système de reconnaissance
vocale utilisé sur une chaise roulante. [Aly et Tapus, 2013] utilise le système Dragon
Dictate de Nuance sur un robot pour identiﬁer les traits de personnalité de la personne
interagissant avec le robot.
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Certains systèmes de reconnaissance de la parole sont libres d’accès donc plus accessibles
dans le cadre de la recherche en robotique. CMU Sphinx [Huggins-Daines et al., 2006],
développé par l’université Carnegie-Mellon, est un système qui permet de générer un mo-
dèle de la parole spéciﬁque à une application donnée, puis de l’utiliser pour reconnaître
les mots du locuteur dans une autre application. Il a l’avantage de fonctionner localement
sans connexion Internet. Google propose l’outil Web Speech API qui permet de faire de
la reconnaissance automatique de la parole en temps-réel dans de nombreuses langues et
à partir d’un modèles complet incluant tous les termes du vocabulaire ainsi que des ex-
pressions plus spéciﬁques comme des régionalismes. Une connexion internet est requise
étant donné que Google utilise ses propres serveurs pour accéder au modèle volumineux et
pour traiter le tout rapidement. Plusieurs applications dont [McClain, 2013] permettent
de l’utiliser.
2.2.2 Interprétation des mots reconnus
Une fois les mots retranscrits sous forme d’une chaîne de caractères, ils peuvent être inter-
prétés par un programme informatique, un dictionnaire, qui associe la chaîne de caractères
à une commande à transmettre vers un autre processus de traitement fonctionnant en pa-
rallèle. Palaver [McClain, 2013] est une application pour le système d’exploitation Ubuntu
qui permet, à partir de logique ﬂoue, d’établir ces liens entre une chaîne de caractères et
une commande. Palaver s’interface avec le système de reconnaissance de parole de Google.
Jasper [Marsh et Saha, 2014] est une autre application qui utilise CMU Sphinx sur un
Raspberry Pi [Richardson et Wallace, 2012].
2.3 Gestion de dialogues
Un dialogue est un processus collectif de communication qui implique le partage d’in-
formation entre deux agents ou plus, ainsi que des mécanismes de régulation de ce ﬂux
d’information [Fong et al., 2003]. Un gestionnaire de dialogues implémente ces mécanismes.
2.3.1 Disco
L’une des techniques traditionnelles de gestion de dialogues est l’utilisation d’un arbre de
décision. Chaque parole prononcée par le premier agent engendre une série de réponses
possibles parmi lesquelles le second agent doit choisir pour poursuivre le dialogue et ainsi
de suite. Une telle approche peut facilement devenir lourde et diﬃcile à gérer d’un point de
vue technologique. Disco [Rich et Sidner, 2012] se distingue par une gestion partiellement
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automatisée en utilisant une forme hybride d’arbre décisionnel, appelée réseau hiérarchique
de tâches, qui gère parallèlement l’objectif global de la discussion et les sous-sujets abordés.
Ainsi, plutôt que de déﬁnir manuellement l’ensemble du scénario, il s’agit de déﬁnir de
petits sous-scénarios, appelés tâches, pouvant être utilisés par le système dans le cadre
d’un dialogue plus général. Une norme est proposée par [Rich, 2009] basée sur le langage
XML pour modéliser un scénario de dialogues avec diﬀérentes tâches à réaliser.
La sémantique des mots prononcés autant par le locuteur humain que l’agent virtuel doit
être cohérente avec le modèle du dialogue utilisé lors d’une interaction donnée. Pour cela,
Disco utilise une logique appelée langage de la négociation [Sidner, 1994] qui comprend
diﬀérents types de déclarations (propositions, questions, etc.) pouvant contribuer à la
réalisation d’une tâche et ultimement du dialogue.
2.3.2 Détection d’activité vocale
L’alternance des tours de parole est importante aﬁn de rendre le dialogue ﬂuide entre un
locuteur humain et un agent virtuel. Toutefois, beaucoup de développement reste à faire
à ce sujet [Rich et al., 2002]. Un élément à considérer reste toutefois de savoir à quel
moment le locuteur humain débute puis termine son élocution. C’est ce que permet un
détecteur d’activité vocale. Diﬀérents systèmes ont été développés pour détecter l’activité
vocale. [Zenteno et Sotomayor, 2009] évaluent l’énergie du spectre par rapport à un seuil
correspondant à l’énergie du bruit ambiant. Ce seuil est mis à jour en continu. [Li et al.,
2002] utilisent une machine à trois états pour améliorer la détection des transitions entre
les segments audio de voix et de bruit. [Shih et al., 2011] évaluent l’énergie, l’entropie et
le coeﬃcient de tonalité pour détecter la voix sur un robot en milieu bruité.
2.4 Reconnaissance des émotions dans la voix
Le contenu paralinguistique de la voix contient toute information autre que les mots pro-
noncés par le locuteur. Les émotions humaines peuvent être transmises par la voix et font
partie du contenu paralinguistique. Cette information supplémentaire peut contribuer à
fournir des détails sur le locuteur, à mettre l’accent sur certains mots prononcés ou à
clariﬁer le contexte d’une situation et ainsi aider à mieux comprendre les mots prononcés
par locuteur.
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2.4.1 Théorie des émotions
Diﬀérents termes sont associés aux émotions et il est important de bien les déﬁnir aﬁn
de mieux saisir ce qui est entendu par la reconnaissance automatique des émotions. Une
émotion possède aussi certaines caractéristiques particulières lui permettant d’être classée
par rapport à d’autres, rendant ainsi possible son identiﬁcation. Diﬀérents modèles sont
suggérés en ce sens dans la littérature.
Déﬁnition
La notion d’émotion n’est pas clairement déﬁnie dans la littérature et la terminologie
employée varie souvent d’une publication à une autre, et il n’existe pas encore de réel
consensus sur le sujet. [Cowie et al., 2011] expliquent cette diﬃculté par la double fonction
qu’occupent les termes associés aux émotions dans l’usage courant et dans la littérature
scientiﬁque. Dans le premier cas, les mots utilisés ont souvent le même sens. En eﬀet, les
termes émotion, sentiment ou encore aﬀect sont généralement synonymes pour la plupart
des gens. À l’inverse, dans la littérature scientiﬁque, chaque mot a sa signiﬁcation propre.
Ainsi, il devient complexe d’établir un vocabulaire qui soit suﬃsamment précis pour décrire
des phénomènes observables de manière objective tout en permettant de communiquer avec
de non-experts au quotidien.
[Scherer, 2005] fait le même constat sur le manque de consensus entourant la signiﬁcation
du terme émotion et en propose une déﬁnition basée sur une approche par composants.
Ces composants représentent l’état à un instant donné des diﬀérentes parties du système
nerveux divisées selon cinq rôles : cognition, régulation, motivation, expression et sen-
timent subjectif. Selon cette approche, une émotion est déﬁnie comme "un épisode de
changements synchronisés et inter-reliés de la majorité ou de la totalité des composants
en réponse à l’évaluation d’un stimulus temporaire interne ou externe cohérent avec les
préoccupations de l’organisme". Dans cette déﬁnition, le terme sentiment n’est pas syno-
nyme d’émotion, mais qu’il représente plutôt l’expérience subjective ressentie lors d’une
émotion. Une émotion se distingue aussi, selon cette déﬁnition, d’autres traits aﬀectifs
comme la préférence, l’attitude, l’humeur, la disposition aﬀective et la prestance, entre
autres par sa haute intensité et sa courte durée. Une émotion est très réactive aux va-
riations du stimulus qui la provoque, tandis qu’une attitude ou une humeur ne dépend
pas autant d’un événement particulier, réagit lentement et se maintient sur une période
beaucoup plus longue.
Modèles des émotions
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Diﬀérents modèles existent pour distinguer les types d’émotions. L’approche discrète qui
est la plus populaire consiste à considérer seulement un nombre ﬁni d’émotions. Entre
autres, [Ekman, 1992] et [Ekman et Cordaro, 2011] utilisent l’expression émotions de base
pour souligner le fait qu’il s’agit de mécanismes fondamentaux de la vie ayant favorisé
l’adaptation de l’être humain dans son milieu au cours de l’évolution. Parmi les plus
évidentes se trouvent la colère, la peur, la surprise, la tristesse, la neutralité et la joie.
Généralement, les modèles présentés dans la littérature contiennent de six à quatorze
émotions de base.
Bien que populaire, [Castellano et McOwan, 2009] considèrent que l’approche discrète
n’est pas la plus appropriée pour la robotique puisqu’elle ne permet pas de saisir toutes
les subtilités des émotions vécues dans une situation réelle. Les émotions ne sont pas
aussi franches et faciles à classiﬁer lorsqu’elles sont vécues dans des situations complexes.
[Devillers et Campbell, 2011] ajoutent que le déﬁ réside dans le fait que l’émotion du
locuteur est inﬂuencée par une combinaison de diﬀérents composants, comme le suggère la
déﬁnition de [Scherer, 2005] à la section 2.4.1, et pas seulement par les émotions ressenties.
De plus, plusieurs stimuli peuvent activer simultanément l’organisme résultant en des
émotions plus complexes. Il serait donc diﬃcile de prévoir, dans le programme d’un robot,
un modèle de toutes les émotions discrètes possibles.
Une approche concurrente proposée par [Wundt, 1905] consiste en une représentation
continue des émotions sur une ou plusieurs dimensions. Ceci vise à rendre la prise de
mesures expérimentales plus objective et opérationnelle. Ces dimensions sont la valence,
l’activation et la tension. La valence est le niveau de plaisance associé à une émotion.
Ainsi, une émotion apparentée à la joie a une valence positive et une émotion associée à la
colère a une valence négative. De façon similaire, l’activation indique le niveau d’énergie et
la tension indique le niveau de stress associés à l’expression d’une émotion. Pour une plus
grande simplicité d’analyse, bien souvent les modèles se limitent à la valence et l’activation
[Russell, 1983].
[Scherer, 2005] explique et compare ces diﬀérentes approches. Selon lui, une approche
dimensionnelle est plus simple, plus ﬁable et permet une analyse plus élaborée qu’une
approche discrète. Toutefois, l’approche dimensionnelle ne permet pas de déﬁnir aussi
précisément le stimulus causant une émotion. Il aﬃrme également que la valence et l’ac-
tivation sont des dimensions trop ambiguës et subjectives qui ne mettent pas en relief les
diﬀérents composants d’une émotion proposés dans sa déﬁnition. C’est pourquoi il pré-
sente une troisième approche qui est aussi basée sur un autre modèle à deux dimensions.
Le niveau de contrôle sur l’émotion et l’atteinte d’un objectif sont les deux dimensions
12 CHAPITRE 2. INTERACTIONS PAR LA VOIX EN ROBOTIQUE MOBILE
proposées pour délimiter les quatre quadrants. L’intensité d’une émotion se mesure par la
distance entre la coordonnée de l’émotion dans le plan et le point d’origine de ce plan. Ce
modèle est appelé la roue d’émotions de Genève.
Il est rare de voir plus de deux dimensions dans les modèles proposés. Néanmoins, des
travaux plus récents [Fontaine et al., 2006] suggèrent un modèle inspiré de [Scherer, 2005]
à quatre dimensions et utilisant une déﬁnition de l’émotion à six composants.
2.4.2 Émotions et voix
[Scherer, 1995] identiﬁe le néocortex comme responsable de la production de la parole et
le système limbique comme le centre des émotions qui inﬂuence la vocalisation. Diﬀérentes
expériences démontrent l’importance du langage non-verbal dans la reconnaissance d’émo-
tions [Wallbott et Scherer, 1986], et plus particulièrement du contenu paralinguistique de
la voix [Johnson et al., 1986]. Les caractéristiques de la voix les plus facilement identiﬁables
sont l’intonation, l’intensité sonore et le débit [Frick, 1985], [Scherer, 1986]. [Bänziger et
Scherer, 2005] précisent que l’intonation de la voix est inﬂuencée par le degré d’activation
de l’émotion ressentie par le locuteur.
[Scherer, 1995] indique que dans plusieurs études le taux de reconnaissance d’émotions
chez les humains, simplement par l’audition, dépasse largement le seuil de la chance de
12%, pour huit classes d’émotions, avec des taux de réussite d’environ 60% à 65%. Cela
démontre la force de l’audition dans ce domaine et justiﬁe l’intérêt porté par la recherche
en intelligence artiﬁcielle pour répliquer cette faculté.
2.4.3 Algorithmes de reconnaissance automatique des émotions
La reconnaissance automatique des émotions à partir de la voix est un sujet de recherche
qui gagne en intérêt depuis un peu plus d’une dizaine d’années. Des revues de littérature
ont déjà été réalisées [Vogt et al., 2008b], [Ramakrishnan et Emary, 2011], [El Ayadi
et al., 2011] et [Hasrul et al., 2012]. Dans chaque cas, le processus suit les étapes illustrées
à la ﬁgure 2.4 : la segmentation du ﬂux audio en trames plus courtes, l’extraction des
caractéristiques pertinentes de cette trame et la classiﬁcation des caractéristiques pour
identiﬁer l’émotion exprimée par le locuteur.
Segmentation
La segmentation consiste à diviser le signal sonore en trames qui peuvent être analysées in-
dividuellement. [Vogt et al., 2008b] suggèrent qu’une trame doit être suﬃsamment longue
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Figure 2.4 Système de reconnaissance automatique de la parole
pour recueillir les caractéristiques nécessaires à une analyse statistique, tout en étant suf-
ﬁsamment courte pour que ces caractéristiques soient stables durant l’intervalle de temps
et qu’elles ne représentent qu’une seule émotion. [Batliner et al., 2010] et [Koolagudi et al.,
2011] arrivent à la conclusion que les trames dont l’unité de base est le mot permettent
d’obtenir des résultats intéressants, mais que des trames plus longues pourraient mener
à de meilleures performances. Des pistes d’étude proposées par [Batliner et al., 2010]
consistent en regrouper les mots en séquences syntaxiques ou en mèmes, i.e. en ensembles
de mots représentant une même idée ou un même concept.
Extraction des caractéristiques du son
Un nombre important de caractéristiques du son ont été étudiées aﬁn de trouver celles qui
représentent le mieux les émotions. [Ramakrishnan et Emary, 2011] distinguent d’abord
les caractéristiques acoustiques des caractéristiques linguistiques qui peuvent également
être utilisées pour reconnaître une émotion à partir de la sémantique de certains mots.
Les caractéristiques acoustiques sont divisées selon qu’elles sont extraites dans le domaine
temporel ou spectral et en fonction du traitement appliqué. Les caractéristiques dites à
court-terme sont celles dérivées des données brutes, et les caractéristiques statistiques
globales sont obtenues à partir de l’analyse d’un ensemble de données brutes. [Busso
et al., 2009] indique que de meilleurs résultats sont possibles à partir de caractéristiques
statistiques.
Les caractéristiques brutes les plus fréquemment utilisées comprennent la fréquence fonda-
mentale du signal de la voix, son énergie, les coeﬃcients cepstraux sur une échelle de Mel
(ou MFCC), le vacillement (irrégularité fréquentielle) et le tremblotement (variation en
amplitude du signal temporel), tels que suggéré par [Gaurav, 2008] et [Gunes et al., 2011].
La fréquence fondamentale du signal de la voix est la caractéristique la plus utilisée [Busso
et al., 2009; Morley et al., 2011; Nicolaou et al., 2012]. L’usage des coeﬃcients cepstraux
MFCC est plus récent et de plus en plus répandu principalement en raison de leur grande
utilisation en reconnaissance vocale. En eﬀet, ces coeﬃcients sont réputés pour bien modé-
liser la voix humaine. D’ailleurs, des projets ayant obtenu des résultats intéressants comme
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[Dumouchel et al., 2009] sont basés sur une approche dans le domaine cepstral. [Bozkurt
et al., 2011] tirent proﬁt de l’information émotionelle associée à la position des formants
pour donner plus de poids aux bandes spectrales à proximité des formants lors du calcul
des coeﬃcients cepstraux.
Pour une représentation continue, [Grimm et Kroschel, 2007] utilisent les mêmes caracté-
ristiques typiques que précédemment ainsi que d’autres telles que la durée des signaux de
parole ou des pauses et le débit de la voix. [Gunes et al., 2011] mentionnent que plusieurs
caractéristiques sont facilement corrélées avec la dimension de l’activation, mais qu’il est
beaucoup plus diﬃcile de trouver un lien de corrélation avec la dimension de la valence,
rendant les approches continues diﬃciles à implémenter en pratique pour le moment.
Méthodes de classiﬁcation
Les méthodes de classiﬁcation des émotions selon un modèle discret sont les plus utilisées
en reconnaissance d’émotions. [Wagner et al., 2007] et [Bozkurt et al., 2011] utilisent des
modèles de Markov cachés (HMM). Ceci est motivé principalement parce qu’un modèle de
Markov représente bien la parole et est souvent utilisé en reconnaissance linguistique. [Lee
et al., 2011] suggèrent plutôt d’utiliser une méthode avec champs aléatoires conditionnels
cachés, soit une version un peu plus précise. [Lee et al., 2009] utilisent une approche par
arbre de décision hiérarchique binaire et [Cho et Kato, 2011] utilisent une paire de classeurs
bayésiens. Enﬁn, [Gaurav, 2008], [Dumouchel et al., 2009] et [Zhou et al., 2009] utilisent
plutôt des modèles gaussiens (GMM) et à vecteurs de support (SVM).
La technique de classiﬁcation basée sur les Anchor Models est prometteuse selon [Attabi
et Dumouchel, 2013]. Cette technique utilisée précédemment pour la reconnaissance de
locuteurs [Mami et Charlet, 2003] caractérise chaque classe d’émotion par sa similitude
relativement à chacune des autres classes d’émotions. Cette technique est particulièrement
intéressante dans le cas où la base de données servant à modéliser les émotions ne contient
pas le même nombre d’extraits sonores pour chaque classe à modéliser comme c’est le cas,
souvent, avec les bases de données d’émotions.
Le choix d’une méthode de classiﬁcation ou d’une autre dépend principalement des ca-
ractéristiques sonores utilisées. Ainsi, [Vogt et al., 2008b] indiquent que les modèles de
Markov cachés sont préférables pour classiﬁer les caractéristiques composées de données
brutes changeant dynamiquement, et que les modèles par vecteurs de support, les plus
populaires par ailleurs, sont meilleurs dans le cas de données statistiques à traiter. Éga-
lement, l’approche bayésienne est certes considérée plus simpliste, mais permet d’obtenir
des résultats somme toute satisfaisants pour un temps de traitement beaucoup plus court.
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La classiﬁcation d’émotions selon un modèle continu a été abordée par quelques groupes
de recherche en utilisant des méthodes régressives. [Grimm et Kroschel, 2007] utilisent
une approche régressive par vecteurs de support (SVR). Une autre technique développée
par [Tipping, 2001] est similaire à l’approche par vecteurs de support, mais introduit des
éléments de la théorie bayésienne pour obtenir une classiﬁcation probabiliste. Il s’agit de
l’approche par vecteurs pertinents (RVM). Cette technique est exploitée en reconnaissance
d’émotions par [Nicolaou et al., 2012] qui l’adaptent pour faciliter l’apprentissage de dé-
pendances non-linéaires entre les entrées et les sorties d’un système. Il s’agit de l’approche
RVM avec association de sorties (OA-RVM).
Base de données
Diﬀérentes bases de données de ﬁchiers audio où des gens prononcent des paroles à carac-
tère émotif ont été enregistrées dans quelques laboratoires de recherche. Il est important
de choisir la bonne base de données en fonction de l’application souhaitée. Ces bases de
données sont caractérisées en fonction du réalisme des émotions exprimées. Trois catégories
se distinguent dans cette classiﬁcation : les bases de données d’émotions simulées, induites
et naturelles [Scherer, 2003].
Les plus simples à analyser sont les bases de données d’émotions simulées dont celle de
paroles émotives allemandes EMO-DB [Burkhardt et al., 2005] et celle de paroles émo-
tives danoises DES [Engberg et Hansen, 1996] qui peuvent être données en exemple. Cela
s’explique parce que l’expression des émotions est généralement exagérée par les acteurs
et cela devient ainsi plus facile d’en diﬀérencier plusieurs classes discrètes.
Les bases de données d’émotions induites sont celles où l’expérimentateur vient stimuler
d’une manière particulière le sujet pour que celui-ci ressente et exprime une émotion pré-
cise qu’il souhaite enregistrer. Cela est très intéressant pour le contrôle expérimental, mais
les émotions enregistrées sont parfois plus faibles que celles d’autres méthodes. La base de
donnée FAU AIBO [Batliner et al., 2004], par exemple, fournit des échantillons sonores
d’émotions exprimées en allemand par des enfants interagissant avec un robot AIBO, de la
compagnie Sony, contrôlé à distance (expérience du type Magicien d’Oz). Il est demandé
à chaque enfant de dicter des commandes au robot pour suivre un trajet. L’expérimenta-
teur fait réagir l’enfant en contrôlant le robot de manière à ce qu’il réponde correctement
ou non aux commandes vocales données par l’enfant. Une autre base de données d’émo-
tions induites est le TUM AVIC [Schuller et al., 2009a] où les sujets enregistrés discutent
avec l’expérimentateur qui joue le rôle d’un vendeur faisant une présentation de produit
commercial.
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Enﬁn, les bases de données d’émotions naturelles contiennent des extraits audio recueillis
dans des situations réelles lors d’émissions télévisées en direct, dans la boîte noire d’un
avion écrasé, etc. Celles-ci sont les plus réalistes et les plus diﬃciles à analyser en raison des
nuances possibles, tel qu’expliqué ci-haut. La diﬃculté à obtenir une gamme importante
d’émotions variées est un autre obstacle important à leur emploi. Deux bases de données
intéressantes sont la base de données naturelles Belfast [Douglas-Cowie et al., 2000] en
anglais et la base de données audio-visuelle de paroles spontanées Vera-am-Mittag [Grimm
et al., 2008] qui est constituée des extraits d’une émission allemande. Ces deux bases
de données sont doublement intéressantes parce que les extraits sont classés selon une
approche continue.
Les échantillons de diﬀérentes bases de données ne sont pas classés par les expérimen-
tateurs en suivant une méthodologie normalisée, même pour un modèle de classiﬁcation
identique (émotions actées, induites ou naturelles). Selon [Gunes et al., 2011], il s’agit de
l’un des points à améliorer dans la réalisation de nouvelles bases de données. La technique
Self Assessment Manikins [Grimm et Kroschel, 2005; Morris, 1995] vise à corriger cette
lacune en permettant d’annoter sur trois dimensions (valence, activation et domination)
les émotions perçues à partir de l’outil présenté à la ﬁgure 2.5. Chaque dimension est
annotée selon une échelle dont la gradation est représentée par une série d’illustrations ru-
dimentaires et épurées d’une personne. Ces illustrations se veulent ainsi indépendantes de
toute inﬂuence culturelle pour éviter un biais lors de l’annotation des échantillons audio.
Évaluation des performance
L’évaluation des algorithmes de reconnaissance automatique des émotions est généralement
présentée sous la forme de pourcentages de réussite ou par une matrice de confusion à l’aide
d’un ensemble d’essais réalisés sur une base de données. Une technique de plus en plus
utilisée est le rappel moyen non pondéré, qui donne une mesure plus juste des performances
d’un algorithme de classiﬁcation d’émotions où chaque classe n’est pas évaluée avec la
même quantité de données [Attabi et Dumouchel, 2013].
Il est diﬃcile de comparer les résultats présentés dans les diﬀérents articles pour la simple
raison que chaque algorithme proposé utilise des caractéristiques sonores ainsi qu’une
méthode de classiﬁcation diﬀérentes de celle des autres algorithmes. De plus, chaque al-
gorithme est validé dans des conditions particulières et avec des bases de données spé-
ciﬁques qui varient d’un cas à l’autre. Pour comparer diﬀérents algorithmes, certains de
ces paramètres doivent demeurer constants. Pour corriger cette lacune dans la méthodo-
logie, [Schuller et al., 2009b] ont proposé un premier concours pour la conférence INTER-
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Figure 2.5 Test Self Assessment Manikins [Morris, 1995]
SPEECH utilisant la base de donnée FAU AIBO décrite ci-haut, avec des extraits précis
pour l’entraînement de modèles et pour l’évaluation. Selon les épreuves, les participants
doivent identiﬁer entre deux ou cinq classes d’émotions. Ils sont restreints à l’utilisation
de caractéristiques ou d’un classiﬁcateur précis selon l’épreuve, à l’exception d’une seule
où le choix de tous les éléments de l’algorithme est laissé libre. Dans [Schuller et al., 2011],
les organisateurs reviennent sur les résultats du concours. Entre autres, les résultats ob-
tenus pour la reconnaissance de deux classes d’émotions sont plus élevés (70.3% atteint
par le gagnant [Dumouchel et al., 2009]) que ceux pour la reconnaissance de cinq classes
d’émotions (41.7% atteint par le gagnant [Kockmann et al., 2009]). La diﬃculté d’obtenir
des résultats intéressants pour une plus grande variété d’émotions distinctes suggère ici
aussi de se diriger vers une modélisation à une ou plusieurs dimensions. À ce titre, les
mêmes organisateurs ont proposé en 2010 un autre concours paralinguistique [Schuller
et al., 2010]. Une des épreuves vise la reconnaissance du degré d’intérêt du locuteur sur
une échelle à cinq niveaux. Il ne s’agit pas encore d’une approche continue et l’intérêt
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n’est pas considéré comme une émotion, mais cela montre une tendance qui s’éloigne de la
discrétisation des états aﬀectifs. Les émotions ne sont donc pas clairement isolées les unes
des autres comme dans les extraits enregistrés des bases de données.
Reconnaissance d’émotions avec plusieurs modalités perceptives
La seule reconnaissance des émotions à partir de la voix du locuteur amène de bons
résultats, mais n’est pas suﬃsante. Quelques travaux dont [Nicolaou et al., 2011, 2012;
Schröder, 2010] s’intéressent d’ailleurs à la reconnaissance d’émotions à partir de plusieurs
modalités perceptuelles, incluant également les traits du visage, la posture, le mouvement
des épaules, les caractéristiques physiologiques, etc.
2.5 Intégration sur un robot mobile
Le laboratoire IntRoLab a développé pour ses activités de recherche le robot IRL-1, un
robot humanoïde sur une base omnidirectionnelle. Ce robot utilise la carte de son 8Soun-
dUSB et ManyEars pour faire l’acquisition, la localisation et la séparation de sources
sonores dans l’environnement immédiat du robot [Grondin et al., 2012]. Un système de
gestion de dialogues basé sur l’outil CSLU [Fréchette et al., 2012] et le système de recon-
naissance de locuteurs WISS [Grondin et Michaud, 2012] ont été interfacés à ManyEars
et ont démontré son utilité au niveau du pré-traitement audio. ManyEars est aussi intégré
en partie au système HARK (HRI-JP Audition for Robots with Kyoto University), un
système d’audition artiﬁcielle utilisé par le robot ASIMO de Honda [Nakadai et al., 2008].
Le système d’opération pour robots ROS développé par Willow Garage [Quigley et al.,
2009] est le système le plus utilisé dans les groupes de recherche en robotique. Il assure
l’interface entre les diﬀérents processus qui fonctionnent sur un robot en dotant chacun de
ces processus du même mécanisme de transfert d’information sous formes de messages et
de services. Le robot IRL-1 se sert du système d’exploitation ROS aﬁn de relier tous ses
modules perceptuels, cognitifs et moteurs sous une même architecture.
Des librairies informatiques pour eﬀectuer les opérations de traitement de signaux nu-
mériques existent aﬁn d’implémenter en temps réel les algorithmes de reconnaissance au-
tomatique des émotions proposés dans la littérature. Parmi elles, la librairie openSMILE
[Eyben et al., 2010], est utilisée pour l’extraction des caractéristiques du son en temps réel,
est implémentée en C++ et est compatible sur plusieurs plateformes. La librairie HTK
[Young et al., 2002] est écrite en C et sert à implémenter des modèles de Markov cachés
pour diﬀérentes applications. WEKA [Markov et Russell, 2006] est une autre librairie qui
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Figure 2.6 Disposition des microphones sur IRL-1 [Grondin et al., 2012]
fournit des algorithmes d’apprentissage automatique écrite en Java, et LibSVM [Chang et
Lin, 2011] sert à implémenter des machines à vecteur de support. Ces trois dernières li-
brairies peuvent entre autres être utilisées pour la classiﬁcation de caractéristiques sonores
et sont d’ailleurs compatibles avec la librairie openSMILE.
La première librairie conçue précisément pour la reconnaissance d’émotions est EmoVoice
[Vogt et al., 2008a]. Elle eﬀectue en temps-réel les diﬀérentes étapes du processus de
reconnaissance d’émotions. Considérant qu’il s’agit d’une librairie intéressante et complète
mais pas suﬃsamment adaptée aux besoins de la recherche, [Eyben et al., 2009] proposent
une autre librairie, openEAR, en C++ qui intègre openSMILE et qui oﬀre diﬀérents
modèles entraînés à partir de six bases de données diﬀérentes. C’est d’ailleurs openEAR
qui a été utilisée lors des concours INTERSPEECH 2009 et 2010 décrits ci-haut pour
l’extraction des caractéristiques imposées dans certaines épreuves.
D’autres projets proposent un ensemble d’outils pour développer des applications de sys-
tèmes à émotions ou d’agents virtuels. SSI oﬀre un cadre pour la reconnaissance d’émotions
ou d’autres états aﬀectifs à partir de signaux audio, vidéo ou physiologiques, de manière
individuelle ou en eﬀectuant une fusion des données de chaque capteur à diﬀérents stades
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du traitement informatique [Wagner et al., 2011]. Elle intègre autant des capacités de re-
connaissance que d’expression d’émotions. L’interface de programmation SEMAINE API
fonctionne quant à elle sous le principe de diﬀérents modules qui se transmettent de
l’information sous forme de messages associés à un sujet particulier [Schröder, 2010] à la
manière de ROS. Pour la reconnaissance audio, SEMAINE API utilise entre autres openS-
MILE pour l’extraction des caractéristiques sonores. Les démonstrations de ces systèmes
montrent une personne dialoguant avec un personnage graphique sur un écran d’ordi-
nateur. Des extraits vidéos des démonstrations utilisant SEMAINE API montrent une
personne qui porte un microphone pour faciliter l’acquisition audio et le système n’inter-
prète pas les mots prononcés. Plutôt, un ensemble de phrases génériques servent en guise
de réponses qui peuvent s’appliquer indépendamment du contexte et qui parviennent à
maintenir la discussion active durant plusieurs minutes [Douglas-Cowie et al., 2008].
Le système de gestion de dialogues Disco a quant à lui été intégré à une architecture
d’échelles de temps hiérarchiques permettant à un agent virtuel de dialoguer avec un
locuteur humain et de bâtir une relation à plus long terme en gérant le choix des objectifs
de discussion en fonction de la personne avec qui le dialogue est amorcé [Rich et al., 2012].
Il a aussi été utilisé pour intégrer des dialogues et des séquences d’actions au travers
d’un jeu vidéo [Hanson et Rich, 2010]. La reconnaissance d’émotions peut être utilisée
conjointement à un système de reconnaissance de la parole pour améliorer les performances
de chacun et fournir une information utile à un gestionnaire de dialogues [Pittermann et
Pittermann, 2006; Pittermann et al., 2005]. Ainsi, chaque mot identiﬁé est associé avec une
émotion identiﬁée et le gestionnaire de dialogues prend une décision en se basant sur cette
paire de données. La reconnaissance vocale peut aussi servir à améliorer les performances
de reconnaissance des émotions [Meng et al., 2007]. La ﬁgure 2.7 montre un exemple
d’architecture permettant de combiner la parole et les émotions avec un gestionnaire de
dialogues.
Tel que précisé à la section 2.1.1, le bruit additif et la réverbération diminuent les perfor-
mances des systèmes d’audition artiﬁcielle. Dans les projets présentés à la section 2.4.3, ces
phénomènes sont relativement bien contrôlés par les expérimentateurs lors des tests ou de
l’enregistrement des bases de données. Cela peut ainsi expliquer les bonnes performances
atteintes par les diﬀérents algorithmes de reconnaissance automatique d’émotions. [Schul-
ler et al., 2006] et [You et al., 2006] sont parmi les premiers à décrire la baisse du taux de
performance de diﬀérents algorithmes de reconnaissance d’émotions en présence de bruit
blanc additif ou de bruit sinusoïdal. [Kim et al., 2007] proposent l’utilisation de caracté-
ristiques du son extraites à partir de la transformée de Fourier propre (une décomposition
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Figure 2.7 Système adaptatif de gestion de dialogues [Meng et al., 2007]
de la transformée de Fourier en valeurs propres et en vecteurs propres) comme solution
plus robuste au bruit. [Tawari et Trivedi, 2010] proposent plutôt l’ajout d’un module sup-
plémentaire, suite à l’acquisition du signal audio, pour le rehausser avant les autres étapes
du traitement des signaux. Ce module utilise une technique de seuillage adaptatif dans le
domaine des ondelettes. [Tabatabaei et Krishnan, 2010] suggèrent quant à eux de diviser
le signal en sous-bandes de fréquences à traiter individuellement et à procéder à une fusion
tardive des résultats de classiﬁcation de chaque sous-bande. L’idée est de réduire le poids
relatif d’une sous-bande corrompue par le bruit lors de la prise de décision ﬁnale par le
système. Enﬁn, [Ishi et al., 2011] suggèrent d’utiliser une matrice de microphones, quatorze
dans le cas présenté, pour réaliser un ﬁltrage spatial. De toutes les méthodes proposées,
seule cette dernière a été appliquée à un robot pour du traitement en temps-réel.
Beaucoup moins d’études s’intéressent toutefois à la réverbération. [Schuller, 2011] dé-
crit les eﬀets de la réverbération sur les performances des algorithmes de reconnaissance
d’émotions. Il compare l’eﬀet de diﬀérentes réponses impulsionnelles, caractéristiques de
diﬀérents milieux réverbérants, sur diﬀérentes caractéristiques sonores souvent utilisées
dans la littérature et à partir de diﬀérentes bases de données d’émotions actées, induites
et naturelles. Entre autres, l’impact le plus prononcé est observé sur la largeur de bande des
formants du signal sonore, résultant en une baisse des performances de 41,5%. [Felix et al.,
2011] eﬀectuent une analyse similaire en utilisant les données de FAU AIBO utilisée lors
du concours INTERSPEECH de 2009 et proposent ensuite une méthode d’extraction des
caractéristiques par factorisation de matrices non-négatives pour améliorer la robustesse
d’un système de reconnaissance d’émotions face à la réverbération.
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2.6 Interactions sociales et émotives humain-robot
L’interaction entre un humain et un robot est un domaine de recherche croissant en robo-
tique mobile. Les projets impliquant l’ajout d’un module émotif sont toutefois relativement
rares étant donné les diﬃcultés à reconnaître les émotions par la voix dans un contexte
réel, à intégrer eﬃcacement un système d’audition artiﬁcielle sur un robot et à conserver
des performances intéressantes dans un environnement bruité. Par exemple, Kismet [Brea-
zeal, 2003] est un robot qui interagit avec des femmes parlant des langues diﬀérentes. Le
robot est en mesure de véhiculer des émotions à partir d’expressions faciales ainsi que de
reconnaître des émotions de valence diﬀérente en fonction du ton de la voix de la locutrice.
Néanmoins, cette expérience se déroule dans un environnement où les conditions sonores
sont contrôlées. [Devillers et Campbell, 2011] observent que peu de groupes de recherche
tentent de relever le déﬁ de la reconnaissance automatique d’émotions dans un milieu réel.
Le robot commercial Pepper, récemment développé par l’entreprise Aldebaran, est le pre-
mier à être réellement doté d’un système de reconnaissance des émotions à partir de la
voix, des traits du visage et de la posture [Guizzo, 2014]. Il peut raconter des blagues, s’as-
surer que les gens rient ou encore remonter le moral d’une personne triste en lui faisant
écouter sa chanson préférée.
2.6.1 Scénarios expérimentaux
Les scénarios expérimentaux d’interaction entre humains et robots varient en fonction de
l’application souhaitée. Parmi les cas d’interactions les plus réalistes évalués à ce jour,
[Castellano et al., 2010] proposent un scénario de test où un robot sert de compagnon
de jeu d’échecs à un enfant et [Vogt et al., 2008a] intègrent EmoVoice sur un robot hu-
manoïde à qui un humain raconte ensuite une histoire. [Schuller et al., 2008] envisagent
aussi d’utiliser un système de reconnaissance d’émotions avec un robot chirurgical muni
d’une caméra pour suivre le travail du médecin et ainsi lui prêter assistance. Un contrôle
du robot par commandes vocales est prévu pour libérer les mains du médecin aﬁn qu’il se
concentre strictement sur la chirurgie. Or, le stress et la fatigue qui accompagnent parfois
les médecins peuvent engendrer une mauvaise interprétation des commandes vocales par
le robot, d’où l’intérêt d’intégrer un système de reconnaissance des émotions par la voix.
[Tapus, 2009] utilise un robot d’assistance pour les soins de réadaptation aﬁn de donner
des encouragements aux patients. Ce dernier ne perçoit pas les émotions du locuteur, mais
se base sur les réponses et sur le niveau de participation du patient lors des exercices à
faire.
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D’autres scénarios ont également été développés pour valider des projets de recherche ne
portant pas sur l’audition artiﬁcielle. [Rani et al., 2003] traitent d’un robot qui ressent les
émotions à partir de signaux physiologiques recueillis par des capteurs placés sur le corps
d’une personne. Le robot prend ses décisions en suivant une approche comportementale
classique qui prend en entrée ces signaux.
2.6.2 Déclenchement d’une émotion dans un contexte d’interac-
tion humain-robot
Induire une émotion particulière chez quelqu’un est une tâche complexe. Les techniques
proposées pour la création de bases de données oﬀrent des pistes de solutions. La technique
du magicien d’Oz où le robot est contrôlé à distance et à l’insu du participant permet de
générer chez la personne des émotions positives ou négatives selon que le comportement
du robot correspond ou non aux commandes du participant [Batliner et al., 2004]. Les
comportements non souhaitables de la part d’un robot sont associées à des émotions de
valence négative et d’activation élevée [Delaborde et Devillers, 2012]. [Tahon et al., 2011]
se servent de blagues et de virelangues pour suciter le même type d’émotions positives et
négatives de façon naturelle.
Pour favoriser des conversations à caractère émotif entre un agent virtuel et une personne,
[Douglas-Cowie et al., 2008] proposent une technique qui consiste en un ensemble de ré-
pliques brèves qui peuvent faire réagir la personne et maintenir la discussion ou la relancer.
Les répliques sont prédéﬁnies, indépendantes du contexte de la discussion et sont divisées
en quatre catégories selon la personnalité de l’agent virtuel : joyeux, morose, colérique ou
pragmatique. Des discussions d’environ trente minutes ont été réalisées en utilisant cette
technique.
Les contacts physiques peuvent eux aussi être utilisés pour générer des émotions chez une
personne. [Chen et al., 2011] étudient ce comportement avec un robot oﬀrant une assistance
physique pour répondre aux soins de patients dans un hôpital. L’une des conclusions
suggère que l’intention du robot telle que perçue par le participant peut inﬂuencer son
appréciation de l’interaction, et donc son état émotionnel.
2.6.3 Analyse de l’interaction
Ultimement, l’ajout de capacités de perception et d’expression d’émotions sur un robot
mobile vise à rendre son interaction avec d’autres personnes plus naturelle. Or, ceci est
diﬃcilement mesurable d’une manière qui soit objective puisque les facteurs humains sont
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diﬃcilement quantiﬁables [Fong et al., 2003]. Parmi les facteurs humains étudiés étant
reliés à la technologie, [Biocca et al., 2001] proposent une déﬁnition et un modèle de la
présence sociale illustré à la ﬁgure 2.8 ainsi qu’une méthodologie basée sur un questionnaire
qui permet de mesurer le niveau de présence sociale ressentie par un humain qui interagit
avec un autre à distance, par exemple lors d’une téléconférence. Ce modèle divise la pré-
sence sociale en trois dimensions principales : la coprésence, l’implication psychologique
et le comportement.
Figure 2.8 Modèle de la présence sociale [Biocca et al., 2001]
Cette déﬁnition est intéressante dans le cas d’un robot capable de percevoir les émotions
d’un locuteur. En eﬀet, la ﬁgure 2.8 illustre que l’empathie est un facteur inﬂuençant
la dimension d’implication psychologique. En robotique, [Adalgeirsson et Breazeal, 2010]
utilisent cette approche pour évaluer l’interaction entre un humain et un robot de télé-
présence capable de reproduire les mouvements des bras et de la tête de l’opérateur à
distance. Il note que quelques modiﬁcations au questionnaire seraient nécessaires aﬁn de
le rendre plus clair et plus adapté au cas spéciﬁque d’une interaction avec un robot.
[Dautenhahn et Werry, 2002] analysent les micro-comportements dans une étude d’inter-
action entre enfants autistes et robots. Ces micro-comportements sont principalement des
gestes ou des actions posées par les participants. Ils sont facilement identiﬁables et des




Aﬁn d’utiliser eﬃcacement et conjointement les diﬀérents types de technologies exposées
au chapitre 2, la ﬁgure 3.1 présente une architecture logicielle permettant d’intégrer les
capacités requises pour concevoir un système d’interaction humain-robot par la voix. Le
traitement eﬀectué par les modules ainsi que le nom des librairies utilisées sont présentés.
Figure 3.1 Système d’interaction humain-robot par la voix
Les modules Acquisition audio et Prétraitement du signal sont responsables des sensations
auditives. Ils assurent l’acquisition des sons ambiants sous la forme d’un signal numérique
et le traitement de ce signal pour en extraire un signal audio sans bruit et contenant une
information pertinente à analyser. Le module Détection d’activité vocale isole les signaux
audio représentant la voix d’un locuteur du bruit stationnaire ambiant. Ensuite, les mo-
dules de reconnaissance audio transforment un signal de voix brut en une information plus
signiﬁcative, soient les mots sous forme de texte (Reconnaissance de la parole) ou l’émotion
du locuteur sous la forme d’une catégorie (Reconnaissance des émotions). Ces informations
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sont transmises au module Interprétation qui traduit l’information des perceptions en une
consigne que doit traiter le système. Ces consignes peuvent contenir directement les mots
que le système doit fournir en réponse à ceux prononcés par le locuteur. Le module Syn-
thèse vocale génère alors les réponses du système à partir des consignes reçues aﬁn qu’elles
soient entendues par le locuteur à travers un ou plusieurs hauts-parleurs. Si l’interaction
est plus complexe, des consignes peuvent également contenir l’information sémantique ex-
traite de la parole et des émotions du locuteur. Ces consignes sont alors transmises au
module Gestion du dialogue qui construit à son tour les consignes contenant les réponses
du système en fonction d’un scénario préétabli. Le module Gestion du dialogue détermine
aussi le dictionnaire utilisé par le module Interprétation en fonction du sujet de la discus-
sion qu’il gère à un instant donné. Enﬁn, lorsque la réponse du système a été générée par
le module Synthèse vocale, le tour de parole est redonné au locuteur, ce qui réactive les
modules de perception jusqu’à ce que le locuteur ait terminé de parler. De cette façon, le
système ne peut pas écouter quelqu’un lorsqu’il est lui-même en train de parler, évitant
ainsi d’analyser ses propres mots. Les prochaines sous-sections décrivent en détails chacun
des modules de la ﬁgure 3.1.
3.1 8SoundsUSB et ManyEars
8SoundsUSB est une carte d’acquisition audio synchrone à huit canaux. Elle communique
avec un ordinateur via un port USB qui lui sert également de source d’alimentation (5V).
Chaque microphone possède son propre circuit imprimé permettant la préampliﬁcation du
signal audio et qui est alimenté directement par la carte de son. Ensemble, ils forment une
matrice de microphones. Ils sont disposés sur un prisme en acrylique tel qu’illustré à la
ﬁgure 3.2.
La carte de son numérise le signal analogique de chaque microphone dans un format petit-
boutiste sur 16 bits signés. Le signal est échantillonné à 48 kHz. Une interface ROS existe
qui permet d’utiliser la carte 8SoundsUSB et ManyEars pour des applications en robotique
[Grondin et al., 2012].
Un premier processus, rt_audio, récupère le signal numérique brut des huit microphones
et publie l’information à coup de 512 échantillons (environ 10,67 ms à 48 kHz) dans un
message ROS de type AudioStream sous le nom audio_stream. Un second processus,
many_ears, s’abonne au sujet audio_stream, puis eﬀectue la séparation et la localisa-
tion des sources sonores. Il publie un message ROS de type ManyEarsTrackedAudio-
Source sous le nom tracked_source qui retransmet les ﬂux des sources sonores sé-
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Figure 3.2 Disposition des microphones
parées ainsi que leur position respective en fonction de la géométrie adoptée pour la dis-
position des microphone. Là encore, l’information échantillonnée à 48 kHz est publiée à
coup de 512 échantillons. La ﬁgure 3.3 a été obtenue à l’aide des outils graphiques de
ROS lors de l’exécution du système en temps-réel et illustre les processus impliqués dans
l’acquisition audio et le rehaussement du signal sonore.
Figure 3.3 Organisation des noeuds ROS pour l’acquisition audio
3.2 Détection d’activité vocale
La détection d’activité vocale a pour but de vériﬁer si un signal sonore quelconque re-
présente la voix d’une personne ou non. Étant donné que la validation expérimentale du
système est prévue dans un endroit perturbé seulement par un bruit blanc stationnaire,
la stratégie adoptée pour identiﬁer la voix est donc simpliﬁée par rapport à ce qui est
présenté au chapitre 2. Elle consiste à évaluer la stationnarité du signal sonore en calcu-
lant la variance de l’énergie qu’il contient en fonction du temps. Comme le bruit blanc
est stationnaire, ses paramètres ne changent pas en fonction du temps. Ainsi, l’énergie du
28 CHAPITRE 3. SYSTÈME D’INTERACTION HUMAIN-ROBOT PAR LA VOIX
bruit demeure constante et la variance de cette énergie, évaluée sur plusieurs trames, est
nulle. La voix est quant à elle considérée pseudo-stationnaire, i.e. stationnaire sur de très
courtes périodes de temps d’au maximum 30 ms [McLoughlin, 2009]. Ainsi, en calculant
l’énergie de plusieurs trames successive sur une durée supérieure à 30 ms, la variance d’un
signal audio contenant de la voix devrait être non-nulle.
Soit si[n], la ie trame successive du signal audio s[n] échantillonné à la fréquence d’échan-









L’énergie Ei contenue dans le signal est la somme de tous les composants du spectre de
puissance Pi[k] :





Les valeurs d’énergies Ei sont conservées dans un vecteur circulaire E qui ne conserve que
les T précédentes valeurs :
E =
{
Ei Ei−1 Ei−2 . . . Ei−(T−1)
}
(3.4)
La variance de E donne un indice de la stationnarité du signal audio s[n]. Dans des
conditions réelles, la présence de voix v implique que la variance de E doit dépasser un
certain seuil Ev :
v =
{
0 var(E) <= Ev
1 var(E) > Ev
(3.5)
La stratégie proposée ci-dessus demeure valide même pour diﬀérents niveaux sonores
puisque le bruit blanc demeure stationnaire en tout temps. L’implémentation de cet al-
gorithme est réalisée en C à partir des librairies de traitement du signal développées au
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Laboratoire IntRoLab et qui viennent normaliser les techniques de programmation des
diﬀérents projets d’audition artiﬁcielle (ManyEars, WISS, etc.) [Grondin et al., 2012].
Une interface ROS a aussi été implémentée en C++ pour utiliser cet algorithme dans
le cadre du projet. Ce processus, vad_node, s’abonne au sujet tracked_source de
many_ears. Il eﬀectue d’abord un ﬁltrage spatial pour identiﬁer la source la plus intense
perçue par la matrice de microphones. Si aucune source n’a été identiﬁée par ManyEars,
alors un vecteur nul de même longueur que les trames séparées est utilisé pour remplacer
la trame audio manquante aﬁn d’éviter toute rupture temporelle du signal.
Dans le processus vad_node, un sous-échantillonnage abaisse la fréquence d’échantillon-
nage du signal d’entrée de 48 kHz à 16 kHz, pour réduire les calculs à eﬀectuer mais surtout
pour se conformer aux exigences des applications de reconnaissance audio qui utilisent le
signal de la voix. L’algorithme est ensuite appliqué tel que présenté aux équations 3.1 à
3.5. Enﬁn, un message ROS de type Stream retransmet sous le nom voice_activity
le signal sous-échantillonné à coup de 512 échantillons (32 ms à 16 kHz) accompagné d’une
variable booléenne indiquant pour chaque trame envoyée s’il y a présence de voix ou non.
La ﬁgure 3.4 illustre les processus impliqués dans la détection d’activité vocale lors de
l’exécution en temps-réel.
Figure 3.4 Organisation des noeuds ROS pour la détection d’activité vocale
3.3 Reconnaissance audio
La reconnaissance de la parole et la reconnaissance des émotions s’eﬀectuent en parallèle
à partir du même ﬂux audio du signal voice_activity.
3.3.1 Reconnaissance de la parole
Le système de reconnaissance de la parole développé par Google, Google Speech API,
a été retenu dans ce projet puisqu’il est possible de l’utiliser dans diﬀérentes langues
dont le français. Il est important de pouvoir utiliser le système dans la langue maternelle
des participants à l’expérience aﬁn que ceux-ci puissent s’exprimer le plus librement et
spontanément possible. Le vaste vocabulaire reconnu par le service de Google et sa facilité
d’intégration sont d’autres raisons qui expliquent ce choix. Pour utiliser ce service en
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ligne, il suﬃt de faire une requête HTTP de type POST en transmettant un signal audio
de parole échantillonné à 16 kHz et en spéciﬁant la langue dans laquelle les mots sont
prononcés. Le ﬁchier audio transmis doit être enregistré au format FLAC (Free Lossless
Audio Codec). La réponse est retransmise dans un ﬁchier de type JSON (JavaScript Object
Notation). La ﬁgure 3.5 présente un exemple d’utilisation.
Figure 3.5 Exemple de reconnaissance de la parole utilisant Google Speech API
Un processus implémenté en C++, voice_recorder_node, est en charge d’encoder
le ﬂux audio du signal voice_activity. Pour autoriser l’encodage, le processus doit
recevoir un appel de service asr_ros/start de la part d’un autre processus. Cet appel
de service signiﬁe que le tour de parole est redonné au locuteur et que le système est prêt à
l’écouter. Une fois l’autorisation d’encoder la voix reçue, le processus attend qu’un message
voice_activity indique qu’il y a présence de voix. Lorsque cela survient l’encodage
s’amorce. Il demeure actif tant et aussi longtemps que les trames de voix se succèdent ou
qu’un compteur ne soit pas décrémenté jusqu’à zéro. Ce compteur évite d’arrêter l’enco-
dage audio lorsque survient une erreur de détection d’activité vocale. Lorsque l’encodage
est complété, le signal audio se retrouve dans un ﬁchier au format FLAC. Un message ROS
de type Speech transmet sous le nom asr_ros/speech le chemin d’accès au ﬁchier
audio sur l’ordinateur.
Un second processus implémenté en Python, speech_to_text_node, récupère ce che-
min d’accès et transmet les données audio à l’application de Google. Le texte récupéré est
ﬁnalement transmis dans un message ROS de type Text sous le nom asr_ros/text.
La ﬁgure 3.6 illustre les processus impliqués dans la reconnaissance de la parole et dans la
reconnaissance des émotions lors de l’exécution en temps-réel.
3.3.2 Reconnaissance des émotions
L’algorithme de reconnaissance des émotions présenté au chapitre 4 est implémenté en
C pour une utilisation en temps-réel à l’aide des librairies de traitement du signal en
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Figure 3.6 Organisation des noeuds ROS pour la reconnaissance de la parole
et la reconnaissance des émotions
cours de développement au laboratoire IntRoLab. Un processus implémenté en C++,
aer_node, sert d’interface ROS entre l’algorithme de reconnaissance des émotions et les
autres éléments de l’architecture. Il récupère le ﬂux audio du signal voice_activity.
Pour démarrer le traitement numérique, le processus doit recevoir un appel de service
aer_ros/start de la part d’un autre processus pour indiquer que le tour de parole
revient au locuteur. Comme pour la reconnaissance de la parole, aer_node attend que
la voix du locuteur soit détectée et traite toutes les trames jusqu’à ce que le locuteur ait
complété son tour de parole. Un message ROS de type std_msgs/string transmet sous
le nom aer_ros/emotion la catégorie d’émotion détectée.
3.4 Interprétation
L’application Palaver [McClain, 2013] a été retenue pour interpréter les mots et les associer
à une commande à exécuter sur le robot. Cette commande est en fait un script bash
qui peut ouvrir un navigateur Internet, faire jouer de la musique, etc. Les possibilités
sont nombreuses. Il est possible d’ajouter de nouvelles commandes en créant de nouveaux
scripts, ce qui rend l’application très ﬂexible et fait de Palaver un outil de prototypage
intéressant et justiﬁe son utilisation dans le projet.
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L’appariement entre les mots et les commandes est déﬁni dans un dictionnaire qui utilise




Il est possible d’inclure des éléments optionnels entre deux caractères < et > aux mots
répertoriés dans le dictionnaire. Dans l’exemple ci-dessous, la commande est associée aux
deux possibilités "Bonjour tout le monde" et "Salut tout le monde".
<Bonjour,Salut> tout le monde
COMMANDE
Il est aussi possible d’inclure des éléments facultatifs entre deux caractères [ et ] aux mots
répertoriés dans le dictionnaire. Dans l’exemple ci-dessous, la commande est associée aux
deux possibilités "Bonjour" et "Bonjour tout le monde".
Bonjour[ tout le monde]
COMMANDE
Une portion des mots prononcées peut être récupérée dans une variable pour faire partie de
la commande. La variable WORD permet de récupérer un mot et la variable LINE permet
de récupérer une séquence de mots successifs. Dans l’exemple ci-dessous, la commande est
associée à tous les cas débutants par "Je m’appelle" et suivi d’un prénom. La commande
suggère au système de dire "Bonjour" suivi du prénom spéciﬁque qui a été prononcé.
Je m’appelle (WORD prénom)
DIRE "Bonjour $prénom$"
Les éléments optionnels et facultatifs ou encore les variables WORD et LINE permettent
donc d’interpréter les mots prononcés même si certaines nuances apparaissent à mesure
que le locuteur parle ou encore d’un locuteur à l’autre.
Une interface ROS, interpretation_node, a été implémentée en C++ pour associer
les mots convertis en texte par le processus asr_ros en commandes exécutables. Les
commandes n’y sont pas réalisées par des scripts bash, car ceux-ci ralentissent leur exé-
cution en devant initialiser une interface pour lignes de commandes à chaque fois. Plutôt,
les mots sont traduits dans le langage de négociation en adoptant la syntaxe proposée
par [Rich et Sidner, 2012]. Une fois les mots traduits, un client ROS, déjà initialisé au
lancement du processus, transmet la traduction au gestionnaire du dialogue pour faire
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progresser le dialogue. Diﬀérents clients ROS sont prévus dans interpretation_node
en fonction du type d’information à transmettre. Il se peut aussi que le système réponde
du tac au tac au locuteur sans que cela n’engendre de longue conversation. Dans ce cas,
la commande associée aux mots prononcés est transmise directement au synthétiseur vo-
cal, plutôt qu’au gestionnaire de dialogues, pour prononcer une réponse dictée dans la
commande elle-même.
Seules les fonctions principales de l’application Palaver servant à interpréter les mots au
moyen d’un dictionnaire ont donc été conservées pour les besoins du projet. Elles ont été
recompilées sous la forme d’une librairie qui peut être utilisée dans tout autre programme
que l’application initiale. Le processus interpretation_node reçoit donc un message
du type Text appelé asr_ros/text et un autre de type std_msgs/string appelé
aer_ros/emotion. La commande associée aux mots et à la catégorie d’émotions est
ensuite exécutée. La ﬁgure 3.7 illustre les processus impliqués dans l’interprétation en
temps-réel des mots et des émotions.
Figure 3.7 Organisation des noeuds ROS pour l’interprétation des mots pro-
noncés
Le processus interpretation_node évalue chaque fois les mots prononcés à l’aide de
deux dictionnaires diﬀérents. Le premier dictionnaire est spéciﬁque au scénario d’interac-
tion en cours. Il rassemble les commandes à envoyer au gestionnaire de dialogues pour un
sujet particulier et chaque sujet possède son propre dictionnaire pouvant être utilisé par
interpretation_node en fonction du besoin.
Le second dictionnaire permet l’interprétation de phrases plus génériques pouvant se re-
trouver dans toutes sortes de discussions telles que des formules de salutation, de présen-
tation, de remerciement, etc. Il permet aussi d’interpréter des phrases qui servent à initier
une discussion sur un sujet précis. Le dictionnaire spéciﬁque a préséance sur le second, i.e.
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que si une parole possède une interprétation diﬀérente dans chaque dictionnaire, celle du
dictionnaire spéciﬁque sera la seule considérée.
Enﬁn, une interprétation diﬀérente des mêmes mots existe dans chaque dictionnaire en
fonction de l’émotion du locuteur. Chaque dictionnaire est composé d’un ﬁchier par ca-
tégorie d’émotion où une commande diﬀérente peut être associée aux mêmes mots en
fonction de la nuance apportée par l’émotion dans l’interprétation des mots. Le message
aer_ros/emotion précise quel ﬁchier utiliser à l’intérieur d’un même dictionnaire. Dans
l’exemple ci-dessous, la même phrase est associée à une réponse diﬀérente dans les ﬁchiers
du dictionnaire Exemple liés aux catégories d’émotions neutres (IDL) et négatives (NEG) :
- Fichier exemple_idl.dic :
[J’ai dit ]<N,n>on
DIRE D’accord.
- Fichier exemple_neg.dic :
[J’ai dit ]<N,n>on
DIRE Dommage, tu es trop négatif.
3.5 Gestion du dialogue
Dans le cas d’un sujet qui mène à une interaction plus longue et plus complexe, la discussion
est scriptée dans un scénario bien précis qui détermine les tours de parole et les mots à
prononcer pour faire progresser l’interaction. Disco [Rich et Sidner, 2012] a été retenu pour
gérer les dialogues à ce niveau.
Disco est une application programmée en Java pouvant être utilisée en tant que librai-
rie dans une application tierce. Une interface ROS disco_ros a été implémentée aﬁn
d’utiliser la librairie Disco dans le cadre du projet. Ce processus gère diﬀérents services
exécutant les commandes envoyées par le processus interpretation_node. Puisque
Disco a été développé en Java, une autre interface est nécessaire pour l’utiliser conjointe-
ment à d’autres processus qui fonctionnent avec ROS en langage Python ou en C++. Une
implémentation de ROS en Java, Rosjava, permet de faire ce pont [Kohler, 2011].
Chaque requête de service ainsi formulée par interpretation_node permet à disco_
ros de progresser à l’intérieur d’une machine à états qui gère l’alternance des tours de
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parole, l’avancement du scénario et les réponses du système à transmettre au synthétiseur
vocal. La ﬁgure 3.8 montre le fonctionnement de cette machine à états. Lorsque le locuteur
prononce des mots qui amorcent un sujet de discussion plus spéciﬁque, disco_ros ini-
tialise le scénario de discussion déﬁni dans un ﬁchier XML et interpretation_node
sélectionne le dictionnaire associé à ce scénario. Puis, il tombe dans l’état Prochain agent
où il doit évaluer qui est le prochain (locuteur ou système) à intervenir dans la discus-
sion. S’il s’agit du tour du Système, disco_ros identiﬁe dans son scénario la réponse à
fournir à ce moment de la discussion et va transmettre cette réponse au module Synthèse
vocale. Pendant, que la réponse est diﬀusée dans des hauts-parleurs, disco_ros tombe
dans un état de veille appelé Écoute. S’il s’agit plutôt du tour de parole du Locuteur,
des commandes sont envoyées aux modules de reconnaissance audio pour qu’ils sortent de
leur état de veille et qu’ils analysent les prochaines trames audio de voix qui vont leur
être transmises. Là encore, disco_ros se retrouve dans l’état Écoute jusqu’à ce que le
locuteur ait terminé de parler. Il en sort dès que la requête de service associée aux mots
prononcés par locuteur est traitée. Une fois la réponse du système prononcée ou celle du
locuteur traitée par le système, disco_ros revient à l’état Prochain agent et recommence
le même cycle jusqu’à ce que le scénario soit complété.
Figure 3.8 Machine à états représentant le fonctionnement général de
disco_ros
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Disco a l’avantage de simpliﬁer la rédaction de scénarios longs. Toutefois, aucun outil n’est
disponible pour gérer les tours de parole. Une fonction supplémentaire, next(), a été
ajoutée pour permettre une gestion intéressante des tours de parole en suivant la logique
ci-dessous. Le système ne parle que s’il a quelque chose à dire et il attend une réponse
du locuteur avant de poursuivre lorsqu’il vient de poser une question. Cette fonction est
utilisée dans l’état Prochain agent pour déterminer le prochain état entre Locuteur et
Système.
FONCTION next() :
SI le tour actuel appartient au LOCUTEUR :
SI le SYSTÈME peut contribuer à la discussion :
ALORS, le prochain tour de parole est attribué au SYSTÈME.
SINON, le prochain tour de parole est attribué au LOCUTEUR.
SINON :
SI le SYSTÈME ne peut pas contribuer à la discussion ...
OU que le SYSTÈME vient de poser une question :
ALORS, le prochain tour de parole est attribué au LOCUTEUR.
SINON, le prochain tour de parole est attribué au SYSTÈME.
FIN
Disco travaille par étape pour faire progresser un scénario. Un scénario est représenté
sous la forme d’une hiérarchie de tâches et chaque parole du locuteur ou du système a
pour objectif de faire progresser une tâche ou de passer à une prochaine tâche. Lorsqu’une
conversation est en cours, Disco conserve un pointeur vers l’endroit où la discussion se
situe dans le scénario. Il génère pour chaque acteur (locuteur ou système) une liste de
possibilités de phrases à prononcer à ce stade de la discussion pour la faire évoluer. C’est
en vériﬁant si la liste générée pour le système est vide ou non que la fonction next()
détermine s’il peut contribuer à la discussion.
Disco possède aussi des fonctions permettant de récupérer l’information sur une tâche. En
analysant la dernière tâche réalisée (la dernière parole prononcée), il lui est possible de
savoir de quel type de phrase il s’agit selon le langage de négociation [Sidner, 1994], par
exemple s’il s’agit d’une question. L’exemple ci-dessous illustre une discussion simple qui
met en évidence la façon dont progresse un scénario et l’alternance des tours de parole :
LOCUTEUR : Il fait vraiment beau dehors!
SYSTÈME : C’est vrai qu’il fait beau dehors.
SYSTÈME : Avez-vous prévu faire quelque chose à l’extérieur?
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LOCUTEUR : Oui.
SYSTÈME : Tant mieux, il faut en profiter.
SYSTÈME : Moi, j’aimerais bien aller dehors!
Certains mots ou certaines phrases couramment prononcés tels que "Oui" et "Non" peuvent
prendre diﬀérents sens durant une même conversation en fonction du contexte, i.e. de la
tâche à réaliser à un moment précis pour faire progresser le scénario. Dans l’exemple
précédent, lorsque le système pose une question à laquelle le locuteur répond "Oui", le
système propose en fait de réaliser une certaine tâche dans laquelle il devra dire : "Tant
mieux, il faut en proﬁter.". En répondant "Oui", le locuteur transmet à disco_ros une
commande qui accepte cette proposition de tâche. Une autre phrase, par exemple "Non",
aurait pu rejeter la proposition dans la mesure où cela serait prévu dans le dictionnaire
utilisé par interpretation_node pour ce sujet de discussion sur la météo.
La syntaxe du langage de négociation requiert la spéciﬁcation du contexte, i.e. de la tâche
dont il est question à un instant donné, pour qu’une commande soit traitée correctement
par Disco. Or, les commandes prévues dans l’application Palaver sont ﬁxes. Pour cette
raison, les commandes des dictionnaires ne spéciﬁent pas la tâche et c’est une fois la
commande reçue par disco_ros que celui-ci l’apparie avec la tâche dont il est question
à ce moment-là dans la progression du scénario. Ainsi, lorsque le locuteur prononce le
mot "Oui", la commande associée peut permettre d’accepter toutes sortes de propositions
diﬀérentes, plutôt qu’une seule bien précise comme le limite l’application Palaver.
3.6 Synthèse vocale
La synthèse vocale est réalisée à partir de l’application Google Translate. De façon similaire
à la reconnaissance de la parole utilisant Google Speech API, une requête HTTP est réalisée
transmettant une chaîne de caractères représentant les mots à prononcer ainsi que la langue
dans laquelle elles sont écrites. L’application en ligne retourne un ﬁchier de format MP3
qui peut ensuite être lu par un lecteur de média. Une interface ROS écrite en Python,
tts_ros, gère un service qui récupère les mots sous forme d’une chaîne de caractères et
fait jouer un ﬁchier audio prononçant ces mêmes mots au travers de hauts-parleurs.
3.7 Mécanismes de régulation
Il arrive à l’occasion que le système ne puisse pas interpréter les mots du locuteur ou
encore que ce dernier n’ait pas pris le temps d’écouter la réponse du système. Si cela
38 CHAPITRE 3. SYSTÈME D’INTERACTION HUMAIN-ROBOT PAR LA VOIX
arrive, des mécanismes sont prévus dans les diﬀérents modules pour que le locuteur et
le système soient en mesure de demander à l’autre participant de répéter leurs derniers
mots. Un historique des dernières réponses émises par le système est aussi conservé à
cette ﬁn. S’il s’agit du système qui demande au locuteur de répéter, un nombre maximal
N de trois répétitions est ﬁxé. Autrement, le système poursuit ou suggère de poursuivre
la discussion de façon à faire progresser le scénario de la discussion correctement. Ce
nombre de répétitions est réduit à une seule lorsque le système détecte que le locuteur
devient émotif. La ﬁgure 3.9 montre les mécanismes de régulation prévus dans le module
Interprétation.
Figure 3.9 Mécanismes de régulations du module Interprétation
CHAPITRE 4
RECONNAISSANCE DES ÉMOTIONS PAR
LA VOIX
La plupart des technologies utilisées au chapitre 3 étaient déjà implémentées et ne né-
cessitaient que l’ajout d’une interface leur permettant de communiquer et de fonctionner
conjointement à l’intérieur du système d’interaction par la voix. Le module de reconnais-
sance des émotions requiert cependant l’implémentation de l’algorithme en langage C et
l’entraînement d’un modèle.
Bien des algorithmes de reconnaissance des émotions ont été mentionnés au chapitre 2 et
pourraient servir à implémenter ce sous-système. Les travaux réalisés à l’aide de la base
de donnée FAU AIBO sont particulièrement intéressants puisqu’ils oﬀrent une base de
référence commune avec laquelle il est possible de comparer les performances obtenues.
Plus encore, cette base de données est celle qui a été enregistrée dans les conditions les plus
près du scénario envisagé dans le cadre du présent projet, i.e. une personne qui parle à un
robot sans porter de casque d’écoute. L’implémentation du modèle de reconnaissance des
émotions s’inspire de l’approche basée sur les Anchor Models (AM) proposée par [Attabi et
Dumouchel, 2013] en raison des performances intéressantes obtenues (rappel moyen non
pondéré de 44,19%) pour cinq classes d’émotions en comparaison d’autres algorithmes
évalués avec la même base de données FAU AIBO.
L’implémentation de cet algorithme est d’abord validée à l’aide de la base de données
FAU AIBO et les résultats sont comparés avec la littérature pour deux et cinq classes
d’émotions. Un autre modèle est aussi entraîné à partir d’une seconde base de données
de voix locales et comparé aux autres résultats avec la base de donnée FAU AIBO. Ce
deuxième modèle sert ensuite à l’intégration et à la validation ﬁnale du système complet
d’interaction par la voix.
4.1 Implémentation de l’algorithme
L’approche de [Attabi et Dumouchel, 2013] basée sur les AM consiste à modéliser chacune
des classes non pas par un ensemble de caractéristiques, mais par leur similitude par rap-
port aux autres classes. Elle est eﬃcace lorsque le nombre d’échantillons audio disponibles
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pour réaliser l’apprentissage du modèle varie d’une classe à l’autre, ce qui est le cas en
reconnaissance d’émotions.
4.1.1 Segmentation des échantillons
SoientQtot extraits audio de durées variables pouvant contenir quelques mots ou une courte
phrase, et soit C le nombre de classes d’émotions, chaque classe c contenant Qc extraits
audio.
Les périodes de silence sont d’abord retirées de chaque extrait audio aﬁn d’analyser que
le contenu de la voix. Cela peut être réalisé par un algorithme ou en utilisant un logiciel
spécialisé tel que Audacity qui a servi dans le cadre de ce projet. Il est toutefois important
de mentionner que le traitement réalisé peut inﬂuencer de quelques points de pourcentage
les performances ﬁnales de l’algorithme de reconnaissance d’émotions.
Chaque extrait est ensuite divisé en T segments de 2048 échantillons (128 ms à 16 kHz),
avec un décalage de 512 échantillons (32 ms) entre les segments, pour le traitement numé-
rique.
4.1.2 Extraction des caractéristiques
Soit si[n], le ie segment de l’extrait audio s[n] contenant N = 2048 échantillons. Les
principales caractéristiques audio utilisées en reconnaissance des émotions sont la fréquence
fondamentale du signal F0 et les coeﬃcients cepstraux sur une échelle de Mel (MFCC).
Ces caractéristiques ainsi que leur dérivée première ont été calculées pour chaque segment
si[n].
En ne conservant que les 12 premiers MFCC, le vecteur colonne xi à M = 26 dimensions
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La matrice X regroupe tous les vecteurs colonnes de caractéristiques xi de l’extrait s[n].
X =
[
x1 x2 . . . xT
]
(4.2)
4.1.3 Apprentissage du modèle
Chaque classe d’émotion c est modélisée par une mixture gaussienne λc. La probabilité
d’observer le vecteur xi en supposant que l’échantillon appartient à la classe c, i.e. la





où Jc représente le nombre de composantes gaussiennes de la mixture λc et peut être
obtenu de manière empirique. [Attabi et Dumouchel, 2013] ﬁxent Jc = 32 pour toutes
les classes. La fonction N(xi;μj,Σj) indique que chaque composante gaussienne suit la loi
normale et wj, μj et Σj représentent le poids relatif, la moyenne et la matrice de covariance
de la je composante de λc. Ces trois paramètres sont obtenus préalablement à l’aide de
l’algorithme Expectation Maximization (EM) [Dempster et al., 1977].





Pour chaque extrait audio, un vecteur de caractérisationL(X) est calculé dont les éléments
représentent le logarithme moyen du produit de la vraisemblance et de la probabilité a










log (P (X|λC)P (C))
⎤
⎥⎥⎦ (4.5)
log (P (X|λc)P (c)) =
T∑
i=1
log (P (xi|λc)P (c)) (4.6)
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Un vecteur de caractérisation Lc propre à une classe c est ﬁnalement obtenu en calculant la







4.1.4 Classiﬁcation de nouveaux échantillons
La classiﬁcation d’un nouvel échantillon audio est réalisée en calculant la distance angulaire
entre son vecteur caractéristique L′ et le vecteur caractéristique de chaque classe Lc. La
classe attribuée au nouvel échantillon est celle pour laquelle la distance d entre les vecteurs








La technique de normalisation Within-Class Covariance Normalization (WCCN) [Hatch
et Stolcke, 2006] permet de réduire le nombre de fausses classiﬁcations. Soit la matrice de





où Sc est la matrice de covariance du vecteur de caractérisation Lc. La matrice A peut
être obtenue à partir de la factorisation de Cholesky de W :
AAT = W−1 (4.11)
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[Hatch et al., 2006] suggèrent que W peut, en pratique, être une source de bruit et propose
de lisser sa valeur de la manière suivante :
Wˆ = (1− α)W + αI (4.13)
où α peut prendre une valeur entre 0 et 1. Elle a été ﬁxé empiriquement à 0,73 dans le cadre
du présent projet. C’est la valeur qui maximise les performances ﬁnales de l’algorithme.
4.1.6 Validation de l’algorithme
L’algorithme proposé ici, nommé Brodeur et Michaud 2015, est implémenté dans MAT-
LAB et validé à l’aide de la base de données FAU AIBO. La librairie d’outils de calcul
statistique de MatLab a fourni les fonctions principales pour évaluer les paramètres des
GMM (fonction gmdistribution.ﬁt) et calculer (P (xi|λc)P (c)) (fonction pdf ). L’entraîne-
ment est réalisé à partir des échantillons de la sous-base de données "Ohm" enregistrée
avec un premier groupe de participants. Les échantillons de la sous-base "Mont", enre-
gistrés avec un second groupe de participants, sont ensuite classés à partir du modèle
généré.
La classiﬁcation des émotions en cinq catégories comprend les états colérique (A), catégo-
rique (E), neutre (N), positif (P) et les autres états (R). Comme le montre le tableau 4.1,
il en résulte alors un rappel moyen non pondéré (UA pour Unweighted Average recall) de
41,37%, ce qui est comparable aux résultats obtenus dans la littérature.
La matrice de confusion du tableau 4.2 montre également qu’une majorité d’échantillons
ont été bien classés pour chacune des catégories d’émotions, à l’exception des émotions
classées comme autres émotions (R) qui ont majoritairement été classées comme neutres
(N).
L’implémentation originale de l’algorithme AM proposée par [Attabi et Dumouchel, 2013]
donne des performances supérieures de près de 3% à Brodeur et Michaud 2015. Ces diﬀé-
rences s’expliquent par des détails d’implémentation logicielle, principalement pour l’ex-
traction des caractéristiques audio et pour l’élimination des silences dans les échantillons
audio. Certaines diﬀérences comme la longueur des trames analysées, plus courtes dans
l’implémentation originale, visent ici à faciliter l’intégration ﬁnale en C++ de l’algorithme
et de son interface au système complet d’interaction par la voix.
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Tableau 4.1 Comparaison des performances de l’implémentation de l’algo-
rithme AM (cinq classes d’émotions) avec diﬀérents algorithmes proposés dans
la littérature
Algorithme %UA
Base de référence du concours INTERSPEECH 2009 38,20
[Schuller et al., 2009b]
[Barra-Chicote et al., 2009] 38,20
[Vogt et André, 2009] 39,40
[Dumouchel et al., 2009] 39,40
[Planet et al., 2009] 41,20
Brodeur et Michaud 2015 41,37
[Luengo et al., 2009] 41,40
[Vlasenko et Wendemuth, 2009] 41,40
[Lee et al., 2009] 41,60
[Bozkurt et al., 2009] 41,60
[Kockmann et al., 2009] 41,70
Fusion par vote à majorité des meilleurs algorithmes 44,00
d’INTERSPEECH 2009 [Schuller et al., 2011]
[Attabi et Dumouchel, 2013] 44,19
Tableau 4.2 Résultat de la classiﬁcation des émotions en cinq classes à partir
de l’algorithme Brodeur et Michaud 2015 et de la base de données FAU AIBO
UA % A E N P R
A 52,5 22,9 12,8 3,3 8,5
E 17,3 49,9 23,9 2,3 6,6
N 11,6 19,9 42,0 10,2 16,3
P 6,5 3,7 26,0 35,3 28,4
R 13,7 8,8 30,6 19,8 27,1
Étant donné que l’objectif du présent projet n’est pas d’améliorer les performances en
reconnaissance des émotions mais bien d’intégrer un algorithme à un système d’interaction
par la voix, le fait d’atteindre des performances comparables à la littérature est suﬃsant.
Toutefois, les résultats obtenus pour cinq classes d’émotions ne sont pas assez élevés pour
une utilisation fonctionnelle dans une application en temps-réel. Une majorité absolue
d’échantillons devraient être biens classés dans chacune des catégories d’émotions pour
que cela soit intéressant et justiﬁé. Autrement, le nombre élevé de mauvaises classiﬁcations
aﬀectera l’appréciation du système par l’utilisateur. La matrice de confusion du tableau
4.2 montre qu’une majorité absolue de bonnes classiﬁcations n’a été obtenue que pour
une seule classe d’émotions (A). Cela suggère donc de réduire le nombre de catégories
d’émotions à classer.
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La classiﬁcation des émotions en deux catégories comprend une classe d’émotions négatives
(NEG) et une classe d’autres émotions (IDL pour idle), qu’elles soient positives ou neutres.
Le tableau 4.3 montre que la méthode AM obtient un rappel moyen non pondéré (UA)
de 68,54%, ce qui est comparable aux résultats obtenus dans la littérature avec la même
base de données.
La matrice de confusion du tableau 4.4 montre également qu’une majorité absolue d’échan-
tillons ont été bien classés pour chacune des catégories d’émotions. Cela suggère que pour
un nombre réduit de catégories d’émotions à classer, l’algorithme peut être fonctionnel
dans une application en temps-réel.
Tableau 4.3 Comparaison des performances de l’implémentation de l’algo-
rithme AM (deux classes d’émotions) avec diﬀérents algorithmes proposés dans
la littérature et validés avec la base de données FAU AIBO
Algorithme UA%
Base de référence du concours INTERSPEECH 2009 67,70
[Schuller et al., 2009b]
[Vogt et André, 2009] 66,40
[Barra-Chicote et al., 2009] 67,10
[Luengo et al., 2009] 67,20
[Polzehl et al., 2009] 67,60
[Bozkurt et al., 2009] 67,90
[Kockmann et al., 2009] 68,30
Brodeur et Michaud 2015 68,54
[Vlasenko et Wendemuth, 2009] 69,20
[Dumouchel et al., 2009] 70,30
Fusion par vote à majorité des meilleurs algorithmes 71,20
d’INTERSPEECH 2009 [Schuller et al., 2011]
Tableau 4.4 Résultat de la classiﬁcation des émotions en deux classes (IDL et
NEG) à partir de l’algorithme Brodeur et Michaud 2015 et de la base de données
FAU AIBO
UA % IDL NEG
IDL 69,6 30,4
NEG 32,5 67,5
Les résultats pour deux ou cinq classes d’émotions sont indépendants du locuteur puisque
les échantillons utilisés pour la phase d’apprentissage du modèle et pour la validation ont
été enregistrés par des locuteurs diﬀérents.
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4.2 Modèle ﬁnal
[Tahon et al., 2011] ont démontré qu’il est diﬃcile de reconnaître les émotions d’enfants
et d’adultes à partir d’un même modèle de la voix. Étant donné qu’il est prévu de valider
le système ﬁnal avec des locuteurs adultes et que la base de données FAU AIBO contient
des échantillons de voix d’enfants, il est nécessaire de générer un nouveau modèle à partir
d’une base de données réalisée à l’aide de locuteurs adultes et dans la langue locale, soit
le français.
4.2.1 Enregistrement de la base de données
Quinze personnes (dix hommes et cinq femmes) ont participé à l’enregistrement de la base
de données, nommée BD-IntRoLab, incluant l’expérimentateur. Par groupe de trois, les
participants étaient assis autour d’une table et jouaient à un jeu de société avec cartes :
(1000 bornes). Le jeu permet la génération d’émotions spontanées variées à mesure que les
joueurs gagnent ou perdent, réalisent un bon coup, se font déstabiliser par un adversaire,
etc. Un désaccord peut aussi s’établir sur les règles du jeu ou une alliance se créer entre
certains participants. Le jeu assure également de maintenir la discussion autour du même
sujet à tous les enregistrements et de ne pas viser des éléments sensibles de la vie privée des
participants. À chaque fois, l’expérimentateur a été l’un des trois participants de manière
à présenter les règles du jeu de la même façon et s’assurer d’entretenir le dialogue pour
éviter des périodes de jeu en silence.
L’acquisition audio a été réalisée à l’aide d’un seul microphone et de la carte d’acquisition
audio 8SoundsUSB dans une pièce sans bruit ambiant autre que la ventilation. Chaque
période d’enregistrement a duré entre 45 minutes et 90 minutes selon la disponibilité
des participants. Les enregistrements ont ensuite été réécoutés par l’expérimentateur pour
sélectionner manuellement des extraits, allant d’un ou de quelques mots jusqu’à une courte
phrase, où une seule personne parle à la fois, et ce peu importe le type d’émotion exprimée.
Au ﬁnal, la base de données totalise 829 échantillons pour une durée de 20 minutes et 46
secondes.
4.2.2 Annotation de la base de données
L’annotation de la base de données a été réalisée par trois personnes (deux hommes et une
femme) incluant l’expérimentateur. Ils ont classé chacun des échantillons audio parmi trois
catégories d’émotions : négatives (NEG), neutres (IDL) ou positives (POS). Le tableau
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4.5 présente la répartition des échantillons entre les catégories. Un échantillon est rejeté si
chacun des trois annotateurs a opté pour une classe diﬀérente des autres.








Le niveau de concordance entre les annotateurs est évalué à partir de la mesure statistique
du Kappa de Fleiss [Fleiss, 1971] qui est une extension du Kappa de Cohen [Cohen,
1960] pour plus de deux annotateurs. L’analyse résulte en κ = 0, 57, ce qui correspond à
une concordance modérée selon l’échelle proposée par [Landis et Koch, 1977]. Le tableau
4.6 compare la valeur de κ obtenue avec celle de diﬀérentes bases de données similaires
présentées dans la littérature. Certains résultats sont similaires à ce qui a été obtenu ici.
Tableau 4.6 Comparaison de la concordance entre les annotateurs pour diﬀé-
rentes bases de données d’émotions spontanées
Base de données Nb κ Classe
d’annotateurs
[Tahon et al., 2011], NAO-HR 2 0,4 Positif, colère, peur,
tristesse et neutralité
[Vaudable et Devillers, 2012] 2 0,47 Positif et neutralité
BD-IntRoLab 3 0,57 Positif, négatif et neutralité
[Vaudable et Devillers, 2012] 2 0,58 Positif, négatif et neutralité
[Tahon et al., 2011], NAO-HR 2 0,7 Positif, colère et neutralité
[Tahon et al., 2011], IDV-HR 2 0,7 Positif, colère, peur,
tristesse et neutralité
[Vaudable et Devillers, 2012] 2 0,77 Négatif et neutralité
[Tahon et al., 2011], IDV-HR 2 0,8 Positif, colère et neutralité
Les résultats obtenus lors de la validation du modèle généré à partir de cette base de
données suggèrent que plusieurs échantillons sont diﬃciles à classer correctement. Ceci peut
être dû à la petite taille de la base de données et à l’annotation des ﬁchiers qui implique
une part de subjectivité. Pour ces raisons, plusieurs échantillons ont été retirés de la base
de donnée aﬁn de ne conserver que les échantillons audio pour lesquels une concordance
parfaite (κ = 1) entre les trois annotateurs a été obtenue ainsi que les échantillons (102 au
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total) qui étaient, après une deuxième écoute, les plus représentatifs d’une classe ou d’une
autre. Le tableau 4.7 présente la nouvelle répartition des échantillons entre les catégories.
Tableau 4.7 Répartition des échantillons audio de la base de données BD-







4.2.3 Génération du modèle
La génération du modèle exige l’ajustement de certains paramètres qui peuvent diﬀérer
du modèle précédent généré à partir de la base de données FAU AIBO. Il s’agit du nombre
de classes C et du nombre de composantes par mixture gaussienne Jc. Des essais à deux
et trois classes d’émotions sont présentés et analysés. À chaque fois, 60% des échantillons
de la base de donnée utilisés servent à l’apprentissage et 40% à la classiﬁcation à partir
du modèle. La répartition est faite de manière aléatoire.
Le nombre de gaussiennes Jc par mixture gaussienne λc est déterminé de façon empirique
pour chaque mixture gaussienne en utilisant l’outil graphique silhouette de MATLAB
qui aﬃche une mesure de proximité entre les points de chaque gaussienne par rapport aux
points des autres gaussiennes. L’objectif est de trouver un nombre de gaussiennes faisant
en sorte qu’elles soient les plus distantes les unes des autres, i.e. ayant une valeur qui tend
vers un sur le graphique.
Les graphiques des ﬁgures 4.1 et 4.2 montrent les résultats obtenus pour deux séries de
tests répartissant les échantillons de la base de données pour générer un modèle indépen-
dant du locuteur et un autre dépendant du locuteur. Le nombre de composantes dans
chaque mixture gaussienne est inférieur aux 32 composantes proposées par [Attabi et Du-
mouchel, 2013] en raison du plus petits nombres d’échantillons de la base de données,
comparativement à FAU AIBO.
Les résultats de la validation croisée de trois modèles à deux classes d’émotions indépen-
dants du locuteur sont présentés aux tableaux 4.8 et 4.9. Il est facile de distinguer une
émotion colorée (positive ou négative) d’un état neutre, mais il est diﬃcile de distinguer
les émotions positives des émotions négatives à partir des modèles générés.
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Les résultats de la validation croisée de trois modèles à deux classes d’émotions dépendants
du locuteur sont présentés aux tableaux 4.10 et 4.11. Ces modèles réussissent à classer une
majorité absolue d’échantillons dans la bonne catégorie d’émotion. Ceci suggère que la base
de données BD-IntRoLab enregistrée est suﬃsante pour générer un modèle dépendant du
locuteur.
Tableau 4.8 Rappels moyens non pondérés pour la classiﬁcation des émotions






Tableau 4.9 Matrices de confusion pour la classiﬁcation des émotions en deux
catégories indépendantes du locuteur à partir de la base de données BD-
IntRoLab
UA % IDL NEG
IDL 83,8 16,2
NEG 15,8 84,2
UA % IDL POS
IDL 79,7 20,3
POS 25,0 75,0
UA % POS NEG
POS 55,0 45,0
NEG 52,6 47,4
Tableau 4.10 Rappels moyens non pondérés pour la classiﬁcation des émotions






Tableau 4.11 Matrices de confusion pour la classiﬁcation des émotions en deux
catégories dépendantes du locuteur à partir de la base de données BD-IntRoLab
UA % IDL NEG
IDL 87,6 12,4
NEG 24,3 75,7
UA % IDL POS
IDL 94,4 5,6
POS 28,6 71,4
UA % POS NEG
POS 76,2 23,8
NEG 27,1 72,9
Enﬁn, les résultats de la validation croisée pour un modèle à trois classes d’émotions
dépendant du locuteur sont présentés au tableau 4.12. Un rappel moyen non pondéré de
62,46% est observé, avec encore une fois une majorité absolue d’échantillons classés dans
la bonne catégorie d’émotions.
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Ainsi, le modèle ﬁnal est dépendant du locuteur. Cela signiﬁe que les résultats sont
meilleurs lorsque le système est évalué avec les mêmes personnes qui ont contribué à
l’enregistrement de la base de donnée BD-IntRoLab qu’avec d’autres personnes. Néan-
moins, cela n’empêche pas que d’autres personnes puissent être reconnues avec un taux de
réussite intéressant. Pour faciliter la tâche du module de reconnaissance des émotions, les
émotions doivent être moins nuancées ou spontanées. Elles doivent être prononcées avec
conviction et les phrases à prononcer doivent être simples avec quelques mots tout au plus.
Tableau 4.12 Résultats de la classiﬁcation des émotions en trois classes (IDL,
NEG et POS) dépendante du locuteur à partir de la base de données BD-
IntRoLab (UA = 66,66%)
UA % IDL NEG POS
IDL 84,3 11,2 4,5
NEG 21,4 51,4 27,1
POS 23,8 11,9 64,3
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Figure 4.1 Représentation visuelles des mixtures gaussiennes à l’aide de l’outil
graphique silhouette de MATLAB pour une classiﬁcation indépendante du
locuteur
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Figure 4.2 Représentation visuelles des mixtures gaussiennes à l’aide de l’outil




Le système d’interaction humain-robot par la voix décrit aux chapitres 3 et 4 est validé
lors de séances d’utilisation. Une interface graphique utilisant des concepts tirés de la
bande-dessinée permet d’illustrer les performances des diﬀérentes capacités de perception
et d’interaction intégrées au système. Une étude d’interaction humain-robot avec 30 par-
ticipants vient compléter l’évaluation du système et répondre à la question de recherche.
5.1 Interface graphique
La bande-dessinée est une méthode simple et eﬃcace pour illustrer des éléments sonores
ou le dialogue entre deux personnes. La ﬁgure 5.1 présente une interface graphique réalisée
aﬁn de démontrer le fonctionnement et les performances du système d’interaction par la
voix en s’inspirant de ces concepts. L’interface graphique aﬃche l’image d’une caméra
montrant le locuteur en action. Sur cette image sont superposés des éléments graphiques
pour représenter les mots du locuteurs, ses émotions ou encore les réponses du système.
Sur la ﬁgure 5.1, la bulle de gauche représente la voix du locuteur tandis que la bulle
de droite représente celle du système. Les mots du locuteur et du système sont écrits à
l’intérieur de leur bulle respective.
Figure 5.1 Interface graphique du système d’interaction par la voix
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Lorsque le locuteur conserve un ton neutre (IDL), le texte est écrit dans la bulle en noir.
Le texte change de taille et de couleur pour signiﬁer que le système a détecté une émotion
positive ou négative dans la voix du locuteur. La ﬁgure 5.2 montre la représentation des
diﬀérentes émotions. Le texte devient bleu lorsqu’une émotion positive (POS) est détectée,
ou rouge lorsqu’une émotion négative (NEG) est détectée.
Figure 5.2 Représentation des émotions positives en bleu et négatives en rouge
dans l’interface graphique
Si une émotion est identiﬁée sans que les mots prononcés ne soient reconnus, d’autres élé-
ments graphiques peuvent tout de même présenter l’information disponible. La ﬁgure 5.3
illustre deux situations où le locuteur prononce le mot "ARGH ! ! !" avec une émotion né-
gative. Il s’agit d’un mot qui ne fait pas partie du dictionnaire du module d’interprétation.
Chaque fois que ce mot est prononcé, le système demande donc au locuteur de répéter.
Dans la situation du haut, le système ne reconnaît pas les émotions. Il demande donc
au locuteur de recommencer (image en haut et à gauche), puis, après un certain nombre
de répétitions, le système suggère de poursuivre la discussion (image en haut et à droite).
Dans la situation du bas, la reconnaissance des émotions est activée dans le système. Même
si les mots ne sont pas reconnus ou compris, un point d’exclamation s’aﬃche, signiﬁant
que la personne est émotive. Le système s’excuse et demande d’abord de recommencer
une seule fois (image en bas et à gauche). Comme le système ne comprend toujours pas
à la seconde occasion, il s’excuse à nouveau et propose au locuteur d’essayer autre chose
(image en bas et à droite). Ces deux situations illustrent bien le comportement du système
lorsqu’il ne comprend pas les mots, tel que décrit à la ﬁgure 3.9.
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Figure 5.3 Situation où un "ARGH ! ! !" est prononcé avec une émotion né-
gative. La reconnaissance d’émotion est désactivée dans les images du haut et
activée dans les images du bas.
L’interface graphique permet de conserver dans une grille un historique de la discussion
entre le locuteur et le système, en ﬁgeant les images dans les cases de la grille au fur et
à mesure que les mots sont prononcés par l’un ou l’autre des deux acteurs. La ﬁgure 5.4
montre un exemple utilisant Disco pour gérer le dialogue. Le locuteur commence par dire
la phrase "J’aime le hockey." pour initialiser la discussion. Le système répond. Une fois
la réponse du système aﬃchée, l’image est ﬁgée et l’interaction se poursuit dans la case
suivante de la grille de bande-dessinée. Dans l’exemple, le système a une question à poser
pour relancer la discussion. L’interaction se déplace dans la troisième case où le locuteur
répond à la question. L’interaction se poursuit ainsi jusqu’à la ﬁn en respectant la gestion
des tours de parole décrite à la ﬁgure 3.8. À deux reprises, une émotion négative est détectée
dans la voix du locuteur et le texte s’aﬃche en rouge. Cela fait évoluer la conversation
diﬀéremment en indiquant alors un commentaire pour désamorcer la réaction négative
avant de relancer la discussion par une autre question.
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Figure 5.4 Représentation d’un dialogue dans l’interface graphique
5.2 Évaluation des performances et ajustement des
paramètres
Lors d’essais en temps-réel, nous observons qu’il est diﬃcile pour le système de reconnaître
les émotions dans les trois catégories à la fois. Ceci pourrait être dû d’abord aux limites
du modèle généré à partir de la base de données BD-IntRoLab. De plus, l’acquisition et
le pré-traitement audio ont été réalisés diﬀéremment lors de l’enregistrement de la base
de données (logiciel Audacity) et dans le système ﬁnal (rt_audio, ManyEars, détection
d’activité vocale). Tel que mentionné au chapitre 4, la longueur des silences dans les
échantillons audio analysés peut inﬂuencer sur les performances. Les systèmes utilisés dans
l’implémentation ﬁnale en C/C++ peuvent générer de tels silences au début et à la ﬁn des
échantillons à analyser, ce qui contribue à diminuer les performances de reconnaissance
d’émotions.
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Pour maximiser les performances, la valeur des probabilités a priori P (c) d’observer une
classe d’émotion c (voir l’équation 4.4) ont été ajustées dans le programme jusqu’à ce
qu’au moins deux catégories d’émotions soient facilement distinguables. L’approche a été
de supposer que les utilisateurs sont généralement plus neutres qu’émotifs et, en ce sens,
d’augmenter la probabilité a priori d’observer une émotion neutre et de réduire proportion-
nellement les probabilités a priori d’observer les autres catégories d’émotions. Les valeurs
ﬁnales qui ont été utilisées sont les suivantes :
P (IDL) = 0, 7 (5.1)
P (NEG) = 0, 15 (5.2)
P (POS) = 0, 15 (5.3)
Avec ces valeurs, nous observons que les émotions neutres (IDL) et les émotions négatives
(NEG) sont facilement reconnues. Dans le cas des émotions négatives, il faut s’exprimer
avec suﬃsamment de conviction dans la voix pour qu’elles soient bien identiﬁées. Nous
observons que les émotions positives (POS) sont diﬃciles à classer dans la bonne catégorie.
En général, le système les perçoit comme des émotions neutres, et à l’occasion elles peuvent
aussi être perçues comme des émotions négatives.
5.3 Étude d’interaction humain-robot
L’objectif de ce projet est de vériﬁer sous quelles conditions l’interaction humain-robot
par la voix est la plus intéressante et la plus appréciée. L’hypothèse formulée est qu’une
interaction qui prend en compte les émotions dans la voix du locuteur sera plus appréciée
qu’une interaction qui ne prend pas en compte les émotions dans la voix du locuteur.
Pour ce faire, 30 personnes (20 hommes et 10 femmes) ont participé à une expérience
d’interaction humain-robot visant à répondre à cette question de recherche. Un exemple
du formulaire de consentement que chacun des participant a dû remplir avant de participer
à l’étude est fourni à l’annexe A.
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5.3.1 Méthodologie
L’expérience a été réalisée à trois endroits diﬀérents pour faciliter le recrutement de par-
ticipants, soient deux locaux de réunion fermés sur un campus universitaire et une pièce
commune d’une maison. Aucune source sonore autre que le bruit de la ventilation n’est
venu perturber le déroulement des séances d’expérimentation. Le montage expérimental
est présenté à la ﬁgure 5.5. Il est composé d’un ordinateur portable aﬃchant l’interface
graphique présentée à la section 5.1, d’une caméra vidéo posée sur le dessus de l’écran,
de la carte de son 8SoundsUSB et de la matrice de microphones à l’arrière de l’écran. Les
participants sont assis sur la chaise devant l’écran d’ordinateur et font face à la caméra.
Figure 5.5 Montage expérimental
Une séance d’expérimentation dure environ 40 minutes. Un vidéo explicatif d’une durée
de 2 minutes et 10 secondes vient d’abord présenter l’interface graphique et les concepts
tirés de la bande-dessinée qui sont utilisés pour représenter les perceptions du système.
Les participants sont ensuite placés face à l’ordinateur avec lequel ils doivent communiquer
oralement en suivant quatre scénarios prédéﬁnis. Ces scénarios ont été bâtis en fonction
des limites du système qui a été développé. Ainsi, pour s’assurer que les émotions soient
reconnues par le système, les phrases à prononcer sont courtes (entre un et trois mots
chacune). Aussi, aﬁn de s’assurer que chaque participant vive l’expérience de la même
façon, la catégorie d’émotion à véhiculer dans la voix est spéciﬁée pour chaque phrase :
positif, neutre ou négatif.
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Le nombre de scénarios a été planiﬁé de façon à d’abord permettre aux participants de se
familiariser avec le système et son interface graphique. De plus, certains mots à prononcer
se retrouvent dans plus d’un scénario pour permettre aux participants de s’habituer à les
prononcer correctement. Les phrases à prononcer pour chacun des scénarios sont présentées
aux tableaux 5.1 à 5.4.
Tableau 5.1 Scénario 1 - Introduction (apprentissage)
No Mots Émotion
1 Bonjour ! Positif
2 Comment ça va ? Neutre
3 Je vais bien. Neutre
4 Oui ! ! ! Positif
5 Non ! ! ! Négatif
6 Bye bye ! Positif
Tableau 5.2 Scénario 2 - Conversation simple (apprentissage)
No Mots Émotion
1 Il fait beau ! Positif
2 J’aime le sport. Neutre
3 Oui ! ! ! Positif
4 J’aime le vélo. Neutre
5 Dommage ! ! ! Négatif
6 Bye bye ! Positif
Tableau 5.3 Scénario 3 - Mots non interprétés
No Mots Émotion
1 C’est diﬃcile. Neutre
2 ARGHH ! ! ! Négatif
3 ÇA MARCHE PAS ! ! ! Négatif
4 C’est très bien ! Positif
5 Bye bye ! Positif
Tableau 5.4 Scénario 4 - Gestion du dialogue
No Mots Émotion
1 J’aime le hockey. Neutre
2 Oui ! ! ! Positif
3 Non ! ! ! Négatif
4 Oui ! ! ! Positif
5 Non ! ! ! Négatif
Tel que précisé précédemment, l’objectif des scénarios 1 et 2 est de permettre aux parti-
cipants d’apprendre à utiliser le système pour bien se faire comprendre et de s’ajuster au
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besoin. Certaines phrases ou certains mots de ces scénarios sont d’ailleurs repris dans les
scénarios 3 et 4 aﬁn d’aider les participants.
Les scénarios 3 et 4 prévoient des éléments supplémentaires aﬁn de voir l’eﬀet de l’ajout de
la capacité à reconnaître les émotions. Dans le scénario 3, la phrase "ARGH ! ! !" ne peut
pas être interprétée par le système. Intentionnellement, cette phrase n’a pas été ajoutée
au dictionnaire du module Interprétation. Le système ne connaît donc aucune réponse à
fournir en pareille situation et demande au participant de répéter. L’objectif visé est que
le participant vive au moins une fois une situation où il est émotif et où les mots qu’il
prononce ne sont pas reconnus. Lors de l’essai avec reconnaissance des émotions activée,
le nombre de répétitions demandées par le système aﬁn de reconnaître les mots prononcés
est inférieur par rapport au nombre de répétitions dans les autres essais en plus d’aﬃcher
un point d’exclamation comme à la ﬁgure 5.3.
Le scénario 4 utilise le gestionnaire du dialogue Disco aﬁn de vériﬁer si l’intégration de
la reconnaissance automatique des émotions est appréciée davantage par les participants
de cette façon. Les phrases sont plus courtes pour faciliter le déroulement du dialogue et
reprennent des mots prononcés dans les premiers scénarios. Lorsque le système reconnaît
à la fois les mots et la bonne émotion, Disco fait évoluer le scénario diﬀéremment. Le
système ajoute alors dans les mots qu’il prononce une phrase pour commenter l’état émotif
du participant avant de revenir à son texte.
Des directives sont transmises à chaque participant avant de commencer la séance expéri-
mentale et sont présentées à l’annexe B. Entre autres, il faut :
- attendre son tour de parole avant de prononcer une nouvelle phrase ;
- répéter les mêmes mots si le système demande de le faire ;
- passer à la phrase suivante si le système demande de le faire ;
- ne pas parler trop rapidement ou trop faiblement.
Le but de l’étude n’étant pas d’évaluer les performances individuelles des modules du
système, mais plutôt l’interaction avec le système complet, l’expérimentateur est présent
tout au long des séances expérimentales. Au besoin, il guide les participants en leur pro-
posant d’ajuster leur voix pour mieux se faire comprendre par le système et ainsi vivre
l’expérience humain-robot la plus représentative en fonction de ce que le système permet
de faire.
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Pour chaque scénario, trois essais sont réalisés. Dans l’un des trois essais, la reconnais-
sance des émotions n’est pas activée. Dans un autre, la reconnaissance des émotions est
activée et dans le dernier, les émotions reconnues sont mélangées entre elles aﬁn de donner
l’impression au participant que le système perçoit et répond de la mauvaise façon. Pour
mélanger les émotions, le résultat de la reconnaissance des émotion est remplacé par une
autre catégorie : les émotions neutres sont remplacées par les émotions négatives, les né-
gatives par les positives et les positives par les neutres. L’ordre des essais est changé d’un
scénario à l’autre pour ne pas inﬂuencer les résultats.
Une fois les trois essais complétés pour un scénario donné, chaque participant répond à
un questionnaire lui demandant d’abord d’identiﬁer lequel parmi les trois essais a été le
meilleur selon certains critères et lequel a été le plus apprécié. En se basant sur l’essai
le plus apprécié, d’autres questions demandent aux participant d’évaluer sur une échelle
allant de un à sept une série d’énoncés. Le questionnaire est présenté à l’annexe B.
5.3.2 Taille d’échantillon et marge d’erreur
La proportion p est déﬁnie comme étant la proportion des gens dans la population qui
considèrent que l’essai où la reconnaissance des émotions est activée répond le mieux à
l’une ou l’autre des diﬀérentes questions posées dans le questionnaire de l’annexe B. La
proportion Pˆ est déﬁnie comme étant la proportion des gens dans l’échantillon, i.e. les
participants à l’expérience, qui considèrent que l’essai où la reconnaissance des émotions
est activée répond le mieux à l’une ou l’autre des diﬀérentes questions.
Pˆ donne une approximation de la valeur réelle p pour une marge d’erreur donnée. Puisque
la distribution statistique de p est inconnue, la taille n de l’échantillon est ﬁxée à 30
participants, conformément au théorème central limite, aﬁn de supposer raisonnablement
que Pˆ suit une distribution normale. Ainsi, en connaissant la loi de distribution statistique
à utiliser pour Pˆ , il est possible de calculer la marge d’erreur des résultats obtenus lors de
l’expérience. La marge d’erreur E entre Pˆ et la valeur réelle p est donnée par l’équation
5.4 :
E(p) = p− Pˆ = zα/2σ (5.4)
où σ est l’écart-type de p et peut être obtenu à partir de l’équation 5.5 :






Pour un niveau de conﬁance à 95% (α = 0, 05), la valeur de zα/2 est 1,96. Puisque p est
inconnue, sa valeur est ﬁxée à p = 0, 5, car c’est la valeur qui donne l’écart-type le plus
élevé et maximise E. Il en résulte donc une marge d’erreur maximale E de 17,9% pour
n = 30 échantillons.
La marge d’erreur obtenue s’applique pour l’analyse de proportions uniques. Le calcul
est diﬀérent lors de la comparaison entre deux proportions [Franklin, 2007]. Lorsque les
proportions pi et pj de deux essais i et j d’un même scénario doivent être comparées, la
marge d’erreur sur la diﬀérence pi − pj est obtenue par l’équation 5.6 :
E(pi − pj) = zα/2
√
(pi + pj)− (pi − pj)2
n− 1 (5.6)
Lorsque les proportions pi et pj du même essai dans deux scénarios i et j doivent être
comparées, la marge d’erreur sur la diﬀérence pi − pj est obtenue par l’équation 5.7 :








L’écart entre deux proportions pi−pj est considéré signiﬁcatif s’il est supérieur à la marge
d’erreur E(pi − pj) calculée à partir de l’équation 5.6 ou de l’équation 5.7.
Au total, 36 participants ont réalisé l’expérience. De ce nombre six participants ont été
retirés parce qu’ils n’ont pas vécu l’expérience d’interaction humain-robot adéquatement :
- Deux participants ont été retirés pour une erreur logicielle identiﬁée suite à leur
participation.
- Quatre participants ont été retirés parce qu’ils n’ont pas suﬃsamment exprimé les
émotions demandées dans les diﬀérents scénarios pour que le système puisse les
reconnaître.
5.3.3 Résultats obtenus et analyse statistique
La ﬁgure 5.6 présente les données recueillies pour chacun des scénarios concernant la ques-
tion : Quel essai avez-vous apprécié davantage ? Les résultats montrent qu’une majorité
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de participants apprécie davantage l’essai où la reconnaissance d’émotions est activée.
Les calculs de marge d’erreur détaillés aux tableaux 5.5 et 5.6 utilisent l’équation 5.6. Ils
montrent que l’écart entre la proportion du vote obtenue pour cet essai et la proportion du
vote obtenue pour chacun des deux autres essais est signiﬁcatif aux scénarios 3 et 4. Pour
ces scénarios, l’écart entre les proportions comparées est supérieur à la marge d’erreur pour
chacune des deux comparaisons eﬀectuées. L’écart est aussi signiﬁcatif au scénario 1 lors
de la comparaison entre la proportion du vote pour l’essai avec reconnaissance d’émotions
et l’essai avec les émotions mélangées.
Figure 5.6 Nombre de participants ayant apprécié davantage l’un ou l’autre
des trois essais pour chaque scénario
Tableau 5.5 Écart entre les proportions du vote accordées aux essais avec re-
connaissance d’émotions (3) et sans reconnaissance d’émotions (1) pour l’appré-
ciation du système
Scénario p3 p1 |p3 − p1| E(p3 − p1) Écart signiﬁcatif ?
1 0,500 0,433 0,067 0,351 Non
2 0,433 0,333 0,100 0,317 Non
3 0,667 0,200 0,467 0,293 Oui
4 0,733 0,100 0,633 0,239 Oui
Les calculs de marge d’erreur détaillés au tableau 5.7 utilisent l’équation 5.7. Ils montrent
qu’il n’y a pas de diﬀérence statistiquement signiﬁcative entre chacun des scénarios quant
à l’appréciation du système avec reconnaissance d’émotion, hormis entre les scénarios 2 et
4.
La ﬁgure 5.7 présente les données recueillies pour chacun des scénarios concernant la
question : Lors de quel essai le système a-t-il le mieux compris vos paroles ? Lors du
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Tableau 5.6 Écart entre les proportions du vote accordées aux essais avec re-
connaissance d’émotions (3) et avec émotions mélangées (2) pour l’appréciation
du système
Scénario p3 p2 |p3 − p2| E(p3 − p2) Écart signiﬁcatif ?
1 0,500 0,067 0,433 0,224 Oui
2 0,433 0,233 0,200 0,288 Non
3 0,667 0,133 0,533 0,261 Oui
4 0,733 0,167 0,567 0,277 Oui
Tableau 5.7 Écart entre les proportions du vote accordées à l’essai avec recon-
naissance d’émotions aux scénarios i et j pour l’appréciation du système
i j pi pj |pi − pj| E(pi − pj) Écart signiﬁcatif ?
1 2 0,500 0,433 0,067 0,252 Non
1 3 0,500 0,667 0,167 0,246 Non
1 4 0,500 0,733 0,233 0,239 Non
2 3 0,433 0,667 0,233 0,245 Non
2 4 0,433 0,733 0,300 0,238 Oui
3 4 0,667 0,733 0,067 0,231 Non
scénario 1, les résultats montrent qu’une majorité de participants considère que le système
a mieux compris les mots prononcés lors de l’essai sans reconnaissance des émotions. Au
scénario 2, c’est l’essai avec les émotions mélangées qui obtient le plus grand nombre de
votes. Lors des scénarios 3 et 4, une majorité de participants considère que le système
a mieux compris les mots prononcés durant l’essai où la reconnaissance d’émotions est
activée.
Figure 5.7 Nombre de participants considérant que le système comprend mieux
leurs mots dans l’un ou l’autre des trois essais pour chaque scénario
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Les calculs de marge d’erreur détaillés à l’annexe C montrent que l’écart entre la proportion
du vote obtenue à l’essai avec reconnaissance des émotions et les autres essais est signiﬁcatif
au scénario 4 pour chacune des deux comparaisons eﬀectuées. L’écart entre l’essai avec
reconnaissance d’émotions et l’essai avec les émotions mélangées est aussi signiﬁcatif aux
scénarios 1 et 3.
Étant donné que le module de reconnaissance de la parole fonctionne de la même façon
pour tous les essais, les variations dans la prononciation des mots par les participants
lors de l’expérience et les mots choisis pour les quatre scénarios peuvent possiblement
expliquer ces résultats. Ainsi, l’écart entre les proportions comparées n’est généralement
pas signiﬁcatif lors des deux premiers scénarios où les participants apprennent à utiliser le
système. Lors des scénarios 3 et 4, les phrases à prononcer contiennent moins de mots ou
utilisent des mots repris des premiers scénarios, ce qui facilite l’exercice de prononciation.
Pour certains participants, il est possible que cela a amélioré la reconnaissance des mots
prononcés suﬃsamment pour éliminer toute variation observable entre les essais. Le choix
d’attribuer le vote à l’essai avec reconnaissance des émotions lors des scénarios 3 et 4 est
donc possiblement dû au fait que ces participants ont voté pour ce même essai à d’autres
questions posées dans le questionnaire. Ceci pourrait expliquer la raison pour laquelle une
majorité signiﬁcative de participants ont jugé la reconnaissance de la parole meilleure lors
de l’essai avec reconnaissance des émotions aux scénarios 3 et 4.
Lorsque les scénarios sont comparés, l’écart entre les proportions du vote attribuées à
l’essai avec reconnaissance des émotions n’est signiﬁcatif qu’entre les scénarios 2 et 3
ainsi qu’entre les scénarios 2 et 4. La période d’apprentissage anticipée lors des premiers
scénarios peut possiblement expliquer cet écart dans les résultats.
La ﬁgure 5.8 présente les données recueillies pour chacun des scénarios concernant la
question : Lors de quel essai le système a-t-il le mieux compris vos émotions ? Lors du
scénario 1, les résultats montrent qu’une majorité de participants considère que le système
a mieux compris les émotions lors de l’essai sans reconnaissance des émotions. Pour tous les
autres scénarios, l’essai où la reconnaissance d’émotions est activée a obtenu une majorité
de votes.
Les calculs de marge d’erreur détaillés à l’annexe C montrent que l’écart entre l’essai
avec reconnaissance des émotions et les autres essais est signiﬁcatif aux scénarios 3 et 4
pour chacune des deux comparaisons eﬀectuées. Cela suggère que l’ajout de la capacité à
reconnaître les émotions contribue à l’appréciation du système par les utilisateurs puisque
ce sont aussi aux scénarios 3 et 4 que l’appréciation du système avec reconnaissance des
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Figure 5.8 Nombre de participants considérant que le système comprend mieux
leurs émotions dans l’un ou l’autre des trois essais pour chaque scénario
émotions est signiﬁcativement majoritaire. Le choix des mots à prononcer, plus faciles lors
des derniers scénarios, a aussi pu aider les participants à générer suﬃsamment d’émotivité
dans leur voix pour que le système fonctionne adéquatement.
Lorsque les scénarios sont comparés, l’écart entre les proportions du vote attribuées à l’essai
avec reconnaissance des émotions n’est signiﬁcatif qu’entre les scénarios 1 et 4 ainsi qu’entre
les scénarios 2 et 4. La période d’apprentissage anticipée lors des premiers scénarios peut
possiblement expliquer en partie cet écart dans les résultats. Ces résultats suggèrent aussi
que les gens perçoivent mieux la capacité du système à reconnaître les émotions lorsqu’il
est utilisé avec un gestionnaire du dialogue comme c’est le cas au scénario 4.
Pour chaque scénario, les participants ont répondu à une série de questions supplémen-
taires en se basant sur l’essai qu’ils ont le plus apprécié parmi les trois. Ils ont donné une
valeur entre un et sept à diﬀérents énoncés pour mesurer les performances du système
telles qu’ils les ont perçues. Plus la valeur moyenne pour un énoncé est élevée, plus les
participants jugent que les performances sont bonnes. Une analyse de variance (ANOVA)
et une comparaison multiple à l’aide du test HSD de Tukey ont été réalisées à l’aide des
données recueillies. À cette ﬁn, seules les données récupérées pour les scénarios 3 et 4 ont
été analysées, car c’est là que l’appréciation pour l’essai avec la reconnaissance d’émotions
activée est majoritaire de façon signiﬁcative. Les données récoltées pour ces deux scénarios
ont été regroupées pour permettre une comparaison des performances du système entre les
essais avec suﬃsamment de données pour chaque essai. Une autre comparaison a été réali-
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sée entre les scénarios 3 et 4 en n’utilisant que les données de l’essai avec la reconnaissance
d’émotions activée.
Les résultats de la comparaison entre les essais sont présentés sous forme de graphiques aux
ﬁgures 5.9 à 5.14. Les résultats de la comparaison entre les scénarios 3 et 4 sont présentés
aux ﬁgures 5.15 à 5.20. Sur chaque graphique, une barre verticale montre la valeur moyenne
attribuée par les participants à l’énoncé et une barre horizontale indique l’intervalle dans
laquelle cette moyenne devrait se retrouver en supposant un indice de conﬁance de 95%.
Un écart entre les valeurs moyennes est signiﬁcatif lorsque les intervalles ne se recoupent
pas entre eux. Aucun essai ne se démarque de façon signiﬁcative dans ces résultats sauf
à l’énoncé : Le système a compris mes émotions positives. Pour cet énoncé, la valeur
moyenne attribuée à l’essai avec les émotions mélangées est signiﬁcativement plus élevée
que celle attribuée à l’essai avec reconnaissance des émotions. La valeur moyenne est aussi
signiﬁcativement plus élevée au scénario 4, qui utilise le gestionnaire de dialogue Disco,
qu’au scénario 3, et ce pour chaque énoncé hormis pour l’énoncé : Le système a compris
mes émotions positives.
Figure 5.9 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : Le système a compris vos paroles.
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Figure 5.10 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : Le système s’est bien adapté à vos paroles.
Figure 5.11 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : Le système a compris vos émotions positives.
Figure 5.12 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : Le système a compris vos émotions négatives.
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Figure 5.13 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : Le système s’est bien adapté à vos émotions.
Figure 5.14 Comparaison multiple entre les essais pour les résultats concernant
l’énoncé : La façon dont le système s’est bien adapté améliore l’interaction.
Figure 5.15 Comparaison multiple entre les scénarios 3 et 4 pour les résultats
concernant l’énoncé : Le système a compris vos paroles.
Figure 5.16 Comparaison multiple entre les scénarios 3 et 4 pour les résultats
concernant l’énoncé : Le système s’est bien adapté à vos paroles.
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Figure 5.17 Comparaison multiple entre les scénarios 3 et 4 pour les résultats
concernant l’énoncé : Le système a compris vos émotions positives.
Figure 5.18 Comparaison multiple entre les scénarios 3 et 4 pour les résultats
concernant l’énoncé : Le système a compris vos émotions négatives.
Figure 5.19 Comparaison multiple entre les scénarios 3 et 4 pour les résultats
concernant l’énoncé : Le système s’est bien adapté à vos émotions.
Figure 5.20 Comparaison multiple entre les scénarios 3 et 4 pour les résul-
tats concernant l’énoncé : La façon dont le système s’est bien adapté améliore
l’interaction.
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5.3.4 Discussion
Les résultats montrent qu’un plus grand nombre de participants ont apprécié davantage
l’essai où la reconnaissance des émotions est activée, et ce de façon signiﬁcative pour les
deux derniers scénarios prévus à l’expérience. La période d’apprentissage anticipée lors
des premiers scénarios est possiblement l’une des raisons expliquant que les résultats ne
soient pas signiﬁcatifs aux scénarios 1 et 2. Pour les scénarios 3 et 4, les participants ont
aussi jugé de façon majoritaire et signiﬁcative que cet essai est celui où le système a le
mieux compris les mots prononcés et les émotions. Cela suggère donc que les mots et les
émotions dans la voix sont tous deux des éléments importants dans l’interaction par la
voix, contribuant à l’appréciation du système.
Les résultats présentés aux ﬁgures 5.9, 5.11 et 5.12 montrent que les participants éva-
luent les performances de reconnaissance de la parole plus élevées que les performances
de reconnaissance des émotions. Selon l’essai évalué, les valeurs moyennes attribuées pour
la compréhension de la parole varient entre 4,6 et 5,3 tandis que les valeurs moyennes
attribuées à la compréhension des émotions varient entre 1,8 et 4,4. Cela est cohérent en
regard du stade de maturité de chacune des technologies intégrées au système pour réa-
liser chacune de ces capacités de perception. L’outil de reconnaissance de parole Google
Speech API est déjà utilisée par Google dans ses propres applications, tandis que l’algo-
rithme de reconnaissance d’émotions basé sur les Anchor Models et proposé par [Attabi et
Dumouchel, 2013] n’a été validé qu’en simulation et à l’aide de bases de données.
Les résultats présentés aux ﬁgures 5.11 et 5.12 montrent également que les participants
évaluent les performances de reconnaissance des émotions négatives plus élevées que les
performances de reconnaissance des émotions positives. C’est à l’essai avec les émotions
mélangées que la valeur moyenne attribuée à la compréhension des émotions positive est
la plus élevée (3,7), mais c’est à l’essai où la reconnaissance des émotions est activée
que la valeur moyenne attribuée à la compréhension des émotions négative est la plus
élevée (4,4). Cela est conforme aux observations qui ont été présentées à la section 5.2
et où il avait été remarqué que le système fonctionnant en temps-réel arrive diﬃcilement
à reconnaître les trois catégories d’émotions. Certains paramètres ont été ajustés aux
équations 5.1 à 5.3 pour maximiser les chances de bien distinguer les émotions neutres et les
émotions négatives. Ainsi, pour la grande majorité des participants, les émotions positives
ont été perçues comme neutres ou à l’occasion comme négatives. Lors des essais avec
reconnaissance d’émotions, les émotions positives ont donc été jugées moins performantes
parce qu’elles ont rarement été reconnues et aﬃchées comme tel (en bleu) dans l’interface
graphique. La ﬁgure 5.21 présente les résultats d’un participant au scénario 4 lors de
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l’essai avec la reconnaissance des émotions activée. Selon le tableau 5.4, les phrases 2 et 4
("Oui ! ! !") doivent être prononcées avec une émotion positive, mais la ﬁgure montre que
le système perçoit le locuteur comme neutre à ces moments. La ﬁgure montre aussi que
le système reconnaît bien l’émotion négative dans la voix du locuteur aux phrases 3 et 5
("Non ! ! !").
Figure 5.21 Exemple de séance expérimentale au scénario 4 et à l’essai avec
reconnaissance des émotions activée
Lors des essais avec émotions mélangées, les émotions positives du participant sont encore
une fois mal interprétées par le système mais, comme les perceptions sont mélangées,
le résultat ﬁnal peut être réassigné à une émotion positive et aﬃché comme tel dans
l’interface graphique. La ﬁgure 5.22 présente les résultats d’un participant au scénario
3 lors de l’essai avec les émotions mélangées. Selon le tableau 5.3, les phrases 4 et 5
doivent être prononcées avec une émotion positive, mais la ﬁgure montre que le système
perçoit le locuteur diﬀéremment. Le système perçoit la phrase 4 ("C’est très bien !") comme
neutre et le résultat mélangé devient négatif, d’où la couleur rouge. Il perçoit ensuite
la phrase 5 ("Bye bye !") comme négative et le résultat mélangé devient positif, d’où
la couleur bleu. Dans ce dernier cas, le mélange donne l’illusion que le système a bien
reconnu l’émotion positive, ce qui explique pourquoi la valeur moyenne attribuée aux
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performances de reconnaissance des émotions positives est plus élevée à l’essai avec les
émotions mélangées qu’à l’essai où la reconnaissance des émotions est activée.
Figure 5.22 Exemple de séance expérimentale au scénario 3 et à l’essai avec les
émotions mélangés
Les résultats présentés aux ﬁgures 5.15, 5.17 et 5.18, montrent que les performances du
systèmes sont perçues plus élevées par les participants au scénario 4 qui utilise Disco
qu’au scénario 3 qui ne l’utilise pas, hormis pour la compréhension des émotions positives.
Comme le système arrive diﬃcilement à reconnaître les émotions positives, cela explique
cette irrégularité. Les résultats présentés aux ﬁgures 5.19 et 5.20 suggèrent que la capacité
à reconnaître les émotions dans la voix est mieux utilisée et mise en évidence à travers
un gestionnaire du dialogue qu’avec un système plus simple de commandes vocales, ce qui
améliorerait l’interaction entre eux et le système.
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CHAPITRE 6
CONCLUSION
Ce mémoire présente un système d’interaction par la voix qui prend en charge les émo-
tions du locuteur. L’architecture de ce système est composée de modules responsables de
l’acquisition audio, de la reconnaissance et de l’interprétation des mots prononcés et des
émotions ainsi que de la gestion du dialogue.
Le module de reconnaissance des émotions implémente l’algorithme proposé par [Attabi
et Dumouchel, 2013] et basé sur les Anchor Models. Les performances du module ont été
mesurées en simulation à l’aide de la base de données FAU AIBO [Batliner et al., 2004]
et comparées à l’implémentation originale de l’algorithme ainsi qu’à d’autres algorithmes
présentés dans la littérature. Les résultats obtenus sont similaires à ce qui se retrouve dans
la littérature. Un modèle des émotions en trois catégories (neutres, positives et négatives)
et dépendant du locuteur a ensuite été généré à partir d’une base de données locale.
Ce modèle a été intégré au système d’interaction par la voix. Lors d’une utilisation en
temps-réel, nous observons qu’il est diﬃcile de bien classer chacune des trois catégories
d’émotion, mais qu’il est possible de bien distinguer les émotions neutres des émotions
négatives. Les résultats d’une étude menée auprès de 30 participants ayant utilisé ce sys-
tème suggèrent que la parole et les émotions sont tous deux des éléments importants lors
d’une interaction humain-robot par la voix. L’interaction humain-robot est appréciée par
un plus grand nombre de participants lorsque le système reconnaît les émotions dans la
voix du locuteur que lorsqu’il ne les reconnaît pas. Les participants considèrent toute-
fois la reconnaissance de parole plus performante que la reconnaissance des émotions. Les
performances de chaque capacité de reconnaissance sont aussi signiﬁcativement plus éle-
vées lorsqu’elles sont utilisées avec un gestionnaire de dialogues plutôt qu’avec un système
simpliﬁé de commandes vocales.
L’interface graphique reprenant des concepts de la bande-dessinée s’est révélée un ou-
til très intéressant pour visualiser et valider l’intégration de ces diﬀérentes capacités, et
constituera le point de départ des travaux futurs. La reconnaissance de la parole est l’élé-
ment central dans une interaction par la voix. Google Speech API s’est avéré un bon outil
pour implémenter cette fonctionnalité. Il est ainsi possible de reconnaître un vocabulaire
très vaste et dans la langue de son choix. Toutefois, le traitement de l’information réalisé
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à distance et impliquant une connexion Internet entraîne des délais dans l’interaction.
Certains participants à l’étude ont manifesté leur irritation face à ces délais. Il serait in-
téressant d’évaluer d’autres options pour la reconnaissance le la parole qui permettraient
un traitement local de l’information pour corriger ce problème.
L’amélioration du système de reconnaissance des émotions doit passer par la création d’une
plus grande base de données de voix locales. De plus, une approche qui serait basée sur
l’information de plusieurs sens (image, son, etc.) et qui tiendrait compte du contexte de
l’interaction (sujet de discussion, identité du locuteur, etc.) serait plus près de la déﬁni-
tion d’une émotion par composants proposée par [Scherer, 2005] et possiblement que les
performances s’amélioreraient et pourrait permettre une classiﬁcation plus ﬁne.
La gestion du dialogue permet de générer des scénarios d’interaction plus complexes met-
tant davantage à proﬁt l’information des mots prononcés et des émotions du locuteur.
L’application Disco [Rich et Sidner, 2012] a été utilisée dans le cadre de ce projet et oﬀre
plusieurs fonctions intéressantes. À des ﬁns pratiques, les prochains travaux sur la gestion
du dialogue viseront à développer une version de Disco en C/C++ qui en facilitera l’in-
tégration au reste du système. Il serait aussi utile d’y intégrer des outils permettant une
gestion des tours de parole comme il a été proposé dans ce projet.
D’autres modalités comme la localisation de sources sonores, réalisée à l’aide du système
ManyEars [Valin et al., 2007a,b], l’identiﬁcation du locuteur [Grondin et Michaud, 2012]
et de son sexe ou encore la classiﬁcations de certains sons pourraient être ajoutées au
système actuel. Ces travaux futurs pourraient enﬁn mener à l’intégration de ce système
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ANNEXE C
Calculs de la marge d’erreur
Tableau C.1 Écart entre les proportions du vote accordées aux essais avec
reconnaissance d’émotions (3) et sans reconnaissance d’émotions (1) pour la
compréhension des mots prononcés
Scénario p3 p1 |p3 − p1| E(p3 − p1) Écart signiﬁcatif ?
1 0,367 0,533 0,167 0,340 Non
2 0,300 0,333 0,033 0,289 Non
3 0,600 0,300 0,300 0,328 Non
4 0,567 0,233 0,333 0,302 Oui
Tableau C.2 Écart entre les proportions du vote accordées aux essais avec
reconnaissance d’émotions (3) et avec émotions mélangées (2) pour la compré-
hension des mots prononcés
Scénario p3 p2 |p3 − p2| E(p3 − p2) Écart signiﬁcatif ?
1 0,367 0,100 0,267 0,229 Oui
2 0,300 0,367 0,067 0,296 Non
3 0,600 0,100 0,500 0,244 Oui
4 0,567 0,200 0,367 0,289 Oui
Tableau C.3 Écart entre les proportions du vote accordées à l’essai avec re-
connaissance d’émotions aux scénarios i et j pour la compréhension des mots
prononcés
i j pi pj |pi − pj| E(pi − pj) Écart signiﬁcatif ?
1 2 0,367 0,300 0,067 0,238 Non
1 3 0,367 0,600 0,233 0,246 Non
1 4 0,367 0,567 0,200 0,247 Non
2 3 0,300 0,600 0,300 0,240 Oui
2 4 0,300 0,567 0,267 0,242 Oui
3 4 0,600 0,567 0,033 0,249 Non
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Tableau C.4 Écart entre les proportions du vote accordées aux essais avec
reconnaissance d’émotions (3) et sans reconnaissance d’émotions (1) pour la
compréhension des émotions
Scénario p3 p1 |p3 − p1| E(p3 − p1) Écart signiﬁcatif ?
1 0,400 0,433 0,033 0,332 Non
2 0,467 0,333 0,133 0,322 Non
3 0,600 0,133 0,467 0,261 Oui
4 0,800 0,067 0,733 0,209 Oui
Tableau C.5 Écart entre les proportions du vote accordées aux essais avec
reconnaissance d’émotions (3) et avec émotions mélangées (2) pour la compré-
hension des émotions
Scénario p3 p2 |p3 − p2| E(p3 − p2) Écart signiﬁcatif ?
1 0,400 0,167 0,233 0,260 Non
2 0,467 0,200 0,267 0,281 Non
3 0,600 0,267 0,333 0,316 Oui
4 0,800 0,133 0,667 0,254 Oui
Tableau C.6 Écart entre les proportions du vote accordées à l’essai avec recon-
naissance d’émotions aux scénarios i et j pour la compréhension des émotions
i j pi pj |pi − pj| E(pi − pj) Écart signiﬁcatif ?
1 2 0,400 0,467 0,067 0,250 Non
1 3 0,400 0,600 0,200 0,248 Non
1 4 0,400 0,800 0,400 0,226 Oui
2 3 0,467 0,600 0,133 0,250 Non
2 4 0,467 0,800 0,333 0,229 Oui
3 4 0,600 0,800 0,200 0,226 Non
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