Abstract-This paper reviews challenges and opportunities in multiscale data integration for biomedical informatics. Biomedical data can come from different biological origins, data acquisition technologies, and clinical applications. Integrating such data across multiple scales (e.g., molecular, cellular/tissue, and patient) can lead to more informed decisions for personalized, predictive, and preventive medicine. However, data heterogeneity, community standards in data acquisition, and computational complexity are big challenges for such decision making. This review describes genomic and proteomic (i.e., molecular), histopathological imaging (i.e., cellular/tissue), and clinical (i.e., patient) data; it includes case studies for single-scale (e.g., combining genomic or histopathological image data), multiscale (e.g., combining histopathological image and clinical data), and multiscale and multiplatform (e.g.,
. Biomedical data exists in multiple scales ranging from molecular level to patient level. Effective data integration can inform clinical decisions and improve personalized, predictive, and preventive medicine. Five links among data scales indicate case studies that are covered in detail in this review.
primarily in the form of literature, are used for integrative analysis. Thus, multiscale data integration is a key component of biomedical informatics. The drive to realize personalized, predictive, and preventive medicine provides numerous research opportunities in multiscale data integration for both the biomedical and clinical communities. For example, patient data from a variety of modalities can help to determine the most successful course of treatment on a personalized basis. Molecular and cellular/tissue data can be used to predict a patient's prognosis given a particular treatment course. Molecular profiles as well as patient history may help in preventing the onset of disease for high-risk patients. This paper presents case studies focusing on integration of -omic, imaging, and clinical data to illustrate some of the benefits and challenges related to multiscale biomedical data integration. These case studies represent only a subset of larger integrative studies such as the Virtual Physiological Human (VPH) Physiome Project [1] .
Section II summarizes four scales of biomedical data, describing acquisition techniques and clinical applications. Section III presents five case studies of multiscale biomedical data integration. These case studies include: 1) genomic data meta-analysis; 2) histopathological image data normalization; 3) knowledge-driven bioinformatics; 4) the Human Protein Atlas (HPA); and 5) the Cancer Genome Atlas (TCGA). Although these case studies represent only a few of the numerous biomedical applications, they are intended to highlight the potential benefits and current challenges of state-of-the-art biomedical data integration research.
1937-3333/$31.00 © 2012 IEEE II. BIOMEDICAL DATA Biomedical data is acquired from a variety of sources and diversity in procedure. For instance, it may be gathered: 1) directly, using various experimental protocols and equipment in the laboratory and clinic; 2) indirectly, through increasingly collaborative partnerships with affiliated domain specialists; and 3) remotely, from groups that share their data publicly. Each of these avenues customizes the biomedical data gathered to address specific interests and needs that are rarely in complete agreement with the others. As a result, the acquired data is unstructured-i.e., it is documented in potentially very different formats-and is not guaranteed to be directly comparable to similar data gathered from other laboratories. As a result, methods for handling increasingly heterogeneous data have become a prominent focus of biomedical informatics. In order to effectively use heterogeneous biomedical data for personalized, predictive, and preventive medical applications, it is important to understand the biological and technological factors for heterogeneity. This section summarizes several biomedical data types and acquisition methods on multiple scales, including molecular, cellular/tissue, and patient. In addition, it describes some biomedical knowledge bases that are increasingly used in integrative bioinformatics.
A. Molecular Level Data
Molecular level biomedical data is the quantitative representation of the activities and properties of genes, proteins, and other biomolecules that are part of biological systems. The benefits of molecular level data for biomedical informatics are significant. For example, gene expression-based predictors can potentially improve the accuracy of early disease detection [2] - [4] . Thus, studies of gene expression that aim to identify genomic biomarkers of cancer are a major component of bioinformatics research [5] . Rapidly evolving high-throughput (i.e., capable of assaying thousands of genes simultaneously) microarray and next-generation sequencing (NGS) technologies have produced a large amount of gene expression data [6] , [7] . Numerous review papers exist covering general concepts and applications of both microarray [8] - [10] and NGS technology [11] , [12] . In addition to gene expression, microarray and NGS technologies are capable of quantifying other genomic properties including single nucleotide polymorphisms (SNPs) [13] , [14] , DNA copy number [15] , [16] , DNA methylation [17] , [18] , and microRNA activity [19] , [20] , among others.
Gene expression profiles, and other genomic properties that affect gene expression, are related to phenotype. However, this relation is indirect, and gene expression may also be influenced by environmental factors (e.g., metabolism or microenvironment). Moreover, the abundance of proteins, molecules that largely contribute to biological structure and function, is not necessarily correlated with gene expression [21] . Thus, quantification of protein abundance and activity is important. Although protein analysis is much more difficult than genomic analysis because of biochemical factors, technologies such as mass spectrometry [22] , [23] and protein microarrays [24] , [25] are promising tools for high-throughput quantification of proteins.
Bioinformaticians often resort to meta-analysis, i.e., the combination or analysis of multiple molecular datasets in order to increase sample size. Increasing sample size improves statistical confidence, which is important in applications such as identification of differentially expressed genes. In this application, high statistical confidence implies that there is a low probability that uninformative genes would appear to be differentially expressed due to random chance. Unfortunately, batch effects are a major obstacle in cross-platform and cross-laboratory meta-analysis due to the diversity of technologies and protocols for acquiring molecular data. In terms of biomedical data, batch effects are differences among datasets or groups of samples due to technological factors (e.g., data acquisition technology or experimental protocol) rather than to biological factors. The case study in Section III-A discusses some challenges of genomic data meta-analysis and highlights some promising solutions, one of which is knowledge integration (Section III-C). Integration of molecular level data with cellular/tissue level data (Section III-D, HPA and Section III-E, TCGA) also enables unique clinical applications.
B. Cellular and Tissue Level Data
Molecular profiling (i.e., quantification of genomic or proteomic properties using gene or protein microarrays, NGS, or mass spectrometry) has been successfully used for applications such as cancer grading. However, molecular profiling discards spatial, morphological information in cells and tissues that can be important. For example, cancer grade is often associated with specific morphological characteristics of cell nuclei [26] - [28] . Evidence suggests that combined analysis of molecular profiling and morphological quantification may lead to improved clinical stratification of cancers into grades and subtypes [29] . Thus, in addition to molecular profiling technologies, it is important to understand technologies that enable morphological analysis of cells and tissues.
Technologies for morphological analysis of cells and tissues include contrast-enhanced microscopic imaging and imaging mass spectrometry (IMS). Contrast-enhancing agents for morphological tissue analysis differ in specificity and optical properties. Some staining methods, such as hematoxylin and eosin, enhance general structures such as cell nuclei and cytoplasm. Immunohistochemistry (IHC) is more specific in that it enhances antigens (or proteins) by introducing complementary antibodies attached to color-producing enzymes or fluorophores [i.e., immunofluorescence (IF)]. Fluorophores are typically organic compounds with specific color properties. Quantum dots, semiconductor-based fluorophores, have advantages over organic fluorophores such as brightness, stability, and a wide range of tunable colors [30] . Thus, quantum dots are the focus of research for biological applications such as in vitro and in vivo tissue imaging [31] , [32] , cell and bio-molecular tracking [33] , and intraoperative tumor detection [34] . Alternatively, IMS quantifies the molecular content of tissues while preserving the spatial properties of the sample [35] . Unlike contrast-enhanced imaging, IMS is able to obtain comprehensive molecular profiles of each spot on a tissue sample and, thus, can be used to identify novel molecular content [36] .
Both single-and multiscale integrative analysis of cellular and tissue level data are clinically and biologically informative. Analysis of cellular/tissue imaging data often suffers from data dimensionality problems similar to that of molecular level data. Moreover, because of the diversity of cellular/tissue image acquisition technologies and protocols (e.g., microscopes and staining methods), diagnostic systems must be able to handle batch effects. The case study in Section III-B discusses some of the challenges and solutions in histopathological image data meta-analysis. Because cellular and tissue level data is closely related to molecular level data, large repositories of histopathological image data such as the Human Protein Atlas (HPA) [37] and the Cancer Genome Atlas (TCGA) [38] , [39] often contain matching molecular data. Sections III-D and III-E describe these repositories, respectively, and summarize some of the integrative molecular and cellular/tissue research that use these repositories.
C. Patient Level Data
The National Cancer Institute broadly defines clinical data as "data obtained through patient examination or treatment" (http://nciterms.nci.nih.gov/). In this paper, "patient level data" refers to a data scale while "clinical data" refers to a data type on the patient level. More specifically, clinical data refers to data that describes: 1) the status of a patient; 2) parameters of therapeutic procedures; and 3) therapeutic outcome of the patient. A major area of biomedical research focuses on standardization and implementation of electronic health records (EHRs) for clinical data acquisition that can improve the efficiency and quality of healthcare. Because paper-based records are still the most widely used medium for recording patient history in the United States, parsing and conversion of handwritten records to electronic records remains an important and difficult problem [40] . In addition to challenges in the initial adoption of EHRs, hospitals and clinics tend to adopt varying functionalities of EHRs (as defined by Jha et al. [41] ) despite the existence of broad health informatics communications standards such as Health Level Seven (HL7) [42] . Thus, due to challenges in clinical data reporting and sharing as well as to patient privacy concerns, published clinical data often contains only minimal patient information required to reproduce the results of a study [43] . Molecular and cellular/tissue level data are often distributed with minimal clinical information encoded as labels that can be used for supervised analysis (i.e., analysis that infers a function from labeled data). For example, functions that classify patients using biomarkers are often the end-product of supervised analysis of labeled biomedical data. Common data labels include disease presence [44] , disease subtype or grade [45] , therapeutic regimen [46] , and therapeutic outcome [47] . Thus, integration of patient level data with molecular or cellular/tissue data has long been an important part of biomedical informatics. Clinical factors that are independent of -omic and imaging data (as described in Sections II-A and II-B) are also important in disease prognosis. For example, Gleason score, tumor volume, and surgical margins are some factors that can predict survival after prostatectomy [48] ; tumor stage, patient age, histologic category, and tumor grade are statistically significant factors in the International Neuroblastoma Risk Group (INRG) classification system [49] . Although clinical factors alone are predominantly used in practice, they are often limited in accuracy. For example, the Framingham Risk Score estimates cardiovascular disease risk using clinical factors, but is not applicable to nearly 15% to 20% of cardiovascular disease patients because these patients exhibit none of the traditional risk factors [50] . Thus, integration of clinical factors with other biomedical data types is necessary to improve the accuracy of diagnostic and prognostic prediction. The case study in Section III-E describes the clinical data available in the Cancer Genome Atlas data repository, as well as an example of how it can be used for integrative analysis with both -omic and imaging data.
D. Biomedical Knowledge Bases
In addition to molecular, cellular/tissue, and patient data, biomedical knowledge bases have become an important resource for integrative data analysis [51] . Vast quantities of biomedical knowledge are published in literature. Biomedical knowledge may include evidence that supports or refutes biological or clinical relationships. For example, some of these relationships could be: 1) biomarker to biomarker; 2) biomarker to biological function; or 3) biomarker to clinical outcome. However, such information is usually unstructured and difficult to mine algorithmically. Fortunately, several endeavors to organize biological knowledge have produced useful knowledge bases. For example, the GeneSigDB is a database of gene signatures that have been extracted and manually curated from published literature [52] . The Gene Expression Atlas is another curated database of biomarkers that can be queried by biological condition [53] . The Cancer Gene Census is an ongoing effort to catalogue oncogenic mutations [54] . The Cancer Gene Index (CGI) is also manually curated and contains thousands of genes linked to cancer subtypes defined in the NCI Thesaurus of controlled terminology [55] , [56] . The case study in Section III-C illustrates knowledge and molecular level data integration using the CGI.
Gene ontologies can also be used as sources of biological knowledge. Perhaps the best known ontology is the Gene Ontology, which is a standard vocabulary that classifies gene products into three major classes: molecular function, biological process, and cellular component. This vocabulary is by no means exhaustive; however, it represents significant progress towards a common standard for biological annotation. The Gene Ontology Project [57] is a collaborative effort to achieve a consistent annotation for gene products across various databases. By locating selected biomarkers in the biological context of an ontological tree, evidence can be gathered to support or refute the significance of potential biomarkers. Numerous software applications are available for aiding researchers in interpreting lists of candidate genes identified from gene expression studies. For example, AmiGO [58] allows users to store, browse and visualize ontological terms and related gene product annotation data. Likewise, Gene Ontology (GO) Explorer [59] and QuickGO [60] , among many others are web-based Gene Ontology applications. In addition to the Gene Ontology, the Protein Ontology [61] is intended to facilitate the linking of genetic and proteomic function. The NCI Thesaurus and the Human Disease Ontologies catalogue thousands of cancer subtypes and other diseases. For a more comprehensive list of biomedical ontologies, refer to The Open Biological and Biomedical Ontologies website (http://www.obofoundry.org/) [62] .
III. CASE STUDIES IN BIOMEDICAL DATA INTEGRATION
Advances in biomedical data acquisition technology have enabled researchers to consider biomedical data in its entirety. As a result, there is a need to provide solutions to handle, interpret, and pursue as many aspects of the biomedical data acquired as possible. This section includes several case studies that illustrate some scenarios of integrative biomedical data analysis. Sections III-A and III-B are case studies of genomic data meta-analysis and histopathological image data normalization, respectively. Effective integration of these data types is necessary because of suboptimal data quality. Section III-C presents an example of knowledge-driven bioinformatics, an alternative method that can enhance biomedical data analysis. Sections III-D and III-E describe the HPA and TCGA, multiscale data repositories that integrate molecular, cellular/tissue, and patient data.
A. Genomic Data Meta-Analysis
Meta-analysis of gene expression data has emerged because of the increased availability of datasets coupled with the small sample size of each dataset compared to the number of features [63] . These data properties make it difficult to achieve a desired sensitivity when detecting differentially expressed genes [64] . Methods for combining multiple datasets by pooling information can increase the statistical power of biomarker identification [65] . However, combining gene expression datasets can be difficult due to technical variability arising from differences in data platform or from differences in normalization and preprocessing methods [66] . The review by Reimers details steps in microarray data analysis that include normalization and preprocessing to help researchers make informed analytical decisions. Recommended algorithms typically depend on the microarray technology [67] . The analysis by Lim et al. focuses on normalization methods for Affymetrix microarrays and suggests that MAS5 works well for their application of reverse engineering gene networks; however, other normalization methods (e.g., RMA and GCRMA) may be better choices for applications such as detection of differentially expressed genes [68] . Even when the same technology, normalization, and preprocessing software are used, the laboratory effect can introduce significant variance [69] , [70] . This case study presents an example of meta-analysis using five renal cancer gene expression datasets, describes the challenges involved with both inter-and intraplatform data combination, and illustrates some solutions to these challenges.
Although the renal tumor gene expression datasets in Table I share a similar clinical focus, they were acquired with different microarray technology [71] - [75] . Because different microarray models use different probe sets, interplatform probe matching is necessary for combined-data analysis. The Affymetrix microarray datasets (i.e., Schuetz, Jones, Kort, and Yusenko) can be reduced to a common set of 8793 probe sets. Matching probes between heterogeneous microarray platforms may be achieved by either annotation-based (i.e., matching gene names or symbols) or sequence-based (i.e., matching probe sequences) methods. Sequence-based probe matching tends to result in better consistency [76] . Thus, the Batch Entrez tool (http://www.ncbi.nlm.nih.gov/sites/batchentrez) was used to download EST sequences for all cDNA probes in the Higgins dataset. These sequences were then aligned to the exemplar and consensus sequences (obtained from http://www.affymetrix.com/) of the 8793 Affymetrix probes using the Burrows-Wheeler Aligner [77] . Identification of all unique one-to-one matches from the sequence alignment resulted in 946 common probes.
After probe matching, differences in technology can still result in differences in dynamic range of gene expression. The removal of technical biases in biomedical data, often called batch effects, is possible and numerous studies have proposed novel strategies [78] , [79] . The quantile normalization method, for example, can force the distribution of the Higgins cDNA dataset to be similar to that of the Affymetrix datasets [80] . Biological and laboratory variance can also cause batch effects even when the data platform and clinical focus are similar.
Consider the case of the Schuetz and Jones renal tumor gene expression datasets, each acquired at different laboratories [71] , [72] . Despite the fact that both datasets measure similar biological samples (i.e., similar renal tumor subtypes and similar patient groups) using similar Affymetrix technology, the distribution of gene expression in each microarray sample is dataset dependent [ Fig. 2(a) ]. Quantile normalization removes the batch effect in gene expression distribution ( Fig. 2(a) , red line). However, in some cases, batch effect correction does not completely solve the problem or can have undesirable consequences [81] . As seen in Fig. 2(b) , after quantile normalization, some differences in gene expression between the two datasets remain dataset dependent. The primary clusters of hierarchical clustering correlate with the datasets rather than with the renal tumor subtypes.
Gene expression meta-analysis methods that combine dataset statistics rather than dataset samples may be more robust to batch effects. For example, some methods model the variance of gene expression among several datasets in order to identify unwanted variance (e.g., laboratory or technology variance) and improve differential gene detection [82] , [83] . Other studies compute statistics such as fold changes or gene ranks for each individual dataset and combine these statistics [65] , [84] .
Another solution to the problem of heterogeneous biomedical data attempts to avoid batch effects altogether by mandating standard experimental protocols for data acquisition. Special interest groups in the biomedical engineering community are actively developing experimental and documentation standards to facilitate unambiguous communication of genomic experiments [85] . For instance, the Microarray and Gene Expression Data Society (MGED) has established several standards to facilitate sharing of high-throughput molecular gene expression data. One of their standards, the Minimum Information About a Microarray Experiment (MIAME), provides all information necessary to enable unambiguous interpretation and reproduction of experimental microarray results [85] . This standard is used by several large data repositories, including ArrayExpress [86] and the Gene Expression Omnibus (GEO) [87] . However, as described in [85] , MIAME is only a set of guidelines and does not provide a data format. Implementation of the guidelines into a data format with supporting software tools proved to be challenging. Thus, different interpretations of the guidelines were implemented at various data repositories, resulting in difficulties in reproducing research results. Eventually, data repositories begun to adopt a simpler (and more easily implemented) MIAME compliant MAGE-TAB (microarray gene expression tabular) format [88] .
Meta-analysis and data combination are applicable not only to molecular level data, but also to cellular and tissue level data. Regardless of the biomedical data type, such integrative analyses are subject to similar obstacles, e.g., batch effects. The following case study illustrates a method for batch effect normalization of histopathological image data.
B. Histopathological Image Data Normalization
Computer-aided histopathological image classification has become an important area of biomedical research because of the potential improvement that it brings to traditional diagnostic pathology. For applications such as cancer subtyping or grading, computer-aided prediction systems rely on image features such as nuclear shape or topology. However, much like genomic data, histopathological image data can suffer from technological batch effects that are problematic in clinical prediction applications, especially when data are expected to come from different laboratories and to be produced using different protocols. Thus, normalization of histopathological images is important for integrative analysis at the cellular and tissue level.
Scale and color batch effects are common in histopathological images. Scale batch effects occur because of variations in microscope characteristics (e.g., numerical aperture, magnification, or digitizing device) that can affect image features such as nuclear size, topology, and texture. Color batch effects occur because of variations in specimen preparation, staining, and imaging that can affect color-based image features in the RGB [89] - [91] or HSV color spaces [92] , as well as color-based segmentation methods. Color-based segmentation is essential for extracting object-based properties of the cellular structures in histopathological samples (e.g., nuclei, cytoplasm, leukocytes, red blood cells, and glands) [93] - [96] . These cellular structures enable clinicians to identify morphological markers of disease and to proceed with therapy accordingly. Thus, the accuracy of image segmentation methods affects image features and, subsequently, the robustness of computer-aided diagnostic systems. This case study focuses on color normalization techniques for histopathological image data.
Several color normalization techniques have been proposed, including histogram or quantile normalization in which the distributions of the three color channels are normalized separately [96] - [98] . The case study illustrated in Fig. 3 compares two color normalization approaches: quantile normalization of all image pixels and quantile normalization of only unique colors [96] . In Fig. 3(a) , two renal tumor histopathological images differ significantly in color distribution. Pixels in the reference image tend to have much higher blue-channel components compared to the test image, resulting in an image that appears brighter. Points in the scatter plots are colored to represent different cellular structures: blue represents nuclei, pink represents cytoplasm, black represents glands or no-stain, and red represents red-blood cells. Without color normalization, segmentation of the test image using the reference image (as described in [96] ) results in low segmentation accuracy of 25%. In the color space, all pixels in the test image are close to the nuclei of the reference image and are mostly incorrectly classified as nuclei. Normalization of the individual red, green, and blue channels of all pixels in the test image to that of the reference image improves segmentation accuracy to 68% [ Fig. 3(b) ]. However, the morphologies of the reference and test images are very different, resulting in different frequencies of structure-specific pixels. For example, the reference image has more white space and less cytoplasm compared to the test image because of differences in renal cancer subtype morphology. Thus, normalization using all pixels forces the normalized image to have similar frequencies of structure-specific pixels, resulting in altered morphology and lower segmentation accuracy. Normalization of the individual red, green, and blue channels of only the unique pixels (in terms of RGB color) improves segmentation accuracy to 79% [ Fig. 3(c) ]. Normalization of only the unique pixels is independent of the frequencies of structure-specific pixels and preserves the morphology of the test image.
The ability to combine multiple histopathological datasets regardless of technological batch effects is necessary for robust computer-aided diagnostic systems. Effective algorithms for normalization of both color (illustrated in this case study) and scale can improve the accuracy of such systems by increasing the number of samples available for predictive modeling. An alternative method to improve the effectiveness of integrative analysis of biomedical data involves the use of domain or biological knowledge bases to guide algorithm selection as described in the following case study. Fig. 4 . Curse of dimensionality in biomedical data analysis. As data dimension increases, the number of samples required to reach adequate data density in the feature space increases exponentially. In diagnostic clinical applications, confidence of medical decisions depends on data density. Curse of dimensionality is especially problematic for biomedical data, as data dimension far exceeds the number of patient samples.
C. Knowledge-Driven Bioinformatics
The case studies presented in Sections III-A and III-B showed that molecular and cellular/tissue level data often suffer from small sample size compared to the relatively large information content of each sample (e.g., tens of thousands of genes or millions of image pixels). Such data sparseness in some dimensions coupled with data abundance in other dimensions gives rise to a common biomedical data problem known as the "curse of dimensionality" [51] . This case study first illustrates the curse of dimensionality, and then describes how knowledge-driven methods (as alternative or complimentary methods to meta-analysis or data combination) can potentially improve results under ill-posed data conditions. The curse of dimensionality describes an exponential increase in mathematical problem space that occurs when the problem dimension increases. The increase in problem space reduces the overall density of data samples. In data driven decision-making applications that govern biomedical data analysis, low data density can result in lower statistical confidence. Consider a 1-D data situation in which all data points are evenly spaced on an interval of unit length. Hypothetically, this could represent the normalized expression of a single gene measured from multiple patients. If the density of samples is required to meet a specific criterion (e.g., adjacent samples should be spaced at no more than 0.2 units), five samples are necessary at one dimension. Increasing the data dimension to two-which could represent the joint expression of two genes-increases the number of samples required to satisfy the criterion to 25 samples. At three dimensions, this number increases to 125 samples (Fig. 4) . Unfortunately, practical data analysis scenarios for biomedical data analysis are extreme cases of the curse of dimensionality. It is impractical and statistically unsound to analyze bio-molecular or bio-imaging data at their natural dimension. Thus, feature extraction and selection methods are often used to alleviate the curse of dimensionality problem. However, feature extraction and selection are difficult because of data dimension (i.e., exponential number of feature combinations) and variance resulting from small sample size and numerous algorithm choices. Knowledge-driven bioinformatics methods are promising solutions to the computational and curse-of-dimensionality problems [51] . In biomarker identification applications, it is often difficult for researchers to choose an appropriate algorithm due to the sheer number of available algorithms. Previous studies have developed metrics to compare and choose algorithms using domain knowledge. For example, Mukherjee et al. developed a theoretical framework to compare microarray gene ranking metrics in the presence of control genes [99] . Chen similarly compared an independent component analysis (ICA) method to their knowledge-guided method and found that the knowledgeguided method improved biomarker detection efficiency [100] . Phan extended the framework introduced by Mukherjee and used laboratory and clinically validated biomarkers as knowledge to improve biomarker detection efficiency [101] .
As an example of knowledge-driven algorithm selection, consider the Schuetz renal tumor gene expression dataset introduced in Section III-A. Several feature ranking methods (e.g., rank products [84] , fold-change, SAM [102] , mRMR [103] , T-test, and rank sum) can be used to identify biomarkers that can classify the microarray samples into one of four renal tumor subtypes (i.e., clear cell, chromophobe, papillary, and oncocytoma). However, without some guidance of domain knowledge (i.e., literature-or laboratory-verified biomarkers for renal tumor subtypes) it is unclear which of the feature ranking methods is most biologically relevant. Several biomarker knowledge bases are available that can be used as a "ground truth" for assessing the biological relevance of feature selection algorithms (some knowledge bases are described in Section II-D). Using the Cancer Gene Index (CGI) as a knowledge base, several probes in the Schuetz microarray dataset can be linked to CGI genes related to renal tumor subtypes (Table II) . These probes can be used to compute the biological relevance of the seven feature selection methods in Table III . The biological relevance, computed as in [101] , is the probability that microarray probes linked to the knowledge base are ranked more favorably than other probes. There is a clear difference in biological relevance between the rank products (0.69) and rank sum (0.54) methods. Thus, according to [101] , the rank products method should be able to better identify novel and biologically relevant biomarkers from this renal tumor subtyping dataset.
D. Human Protein Atlas
Section II-B introduced immunohistochemistry (IHC) and immunofluorescence (IF) imaging as cellular and tissue level biomedical data types that inherently integrate molecular level data. The case study in this section describes the content and potential applications of the Human Protein Atlas (HPA, http://www.proteinatlas.org/), a large public data repository that integrates molecular level data (in the form of protein expression) with cellular and tissue level data for a variety of diseased and normal human tissues [104] . The HPA includes extensive profiles for each protein across 48 normal tissues, 20 cancer types, and 59 cell lines using digitized images and aggregated information about protein expression levels. The immunoreactivity of each protein is evaluated and annotated by certificated pathologists. Currently, the HPA contains more than one million images corresponding to more than 10 000 in-house and commercially available human protein antibodies. Thus, the HPA can be used as a resource for validating molecular or cellular/tissue biomarkers for various diseases.
Each protein-coding gene in the HPA is labeled using the Ensembl annotation system and linked to gene names, descriptions, chromosomal locations, and external databases (e.g., NCBI Entrez Gene and Uniprot). Moreover, antibody identifiers and results for validation of protein expression are also included. Protein expression validation methods include IHC staining, IF, western blots, and protein arrays. Fig. 5 is an example of some of the protein expression data in the HPA for BRCA1, a gene implicated in breast cancer. The summary page for BRCA1 lists three antibodies for its corresponding protein: HPA34966, CAB001946, and CAB018369. IF staining using the HPA034966 antibody indicates that the protein product of BRCA1 is localized in the plasma membrane, cytoplasm, and nucleus of the U-2 OS human cell line [ Fig. 5(a) ]. Cytoplasmic and nuclear localization are corroborated with IHC staining of normal human breast tissue [ Fig. 5(b) ]. IHC staining results for many other normal human and cancer tissues are also included. Applications of the HPA include discovery and validation of disease biomarkers. Section II-B discussed the importance and difficulty of monitoring protein activity, and Section II-C highlighted the importance of spatial information in protein expression. The HPA provides a means to link gene expression profiles to protein expression and localization profiles [105] . For example, researchers can use the HPA to find evidence supporting candidate genomic biomarkers by verifying the expression of the gene's protein product. However, inability to verify the expression of a protein product does not eliminate the corresponding gene as a potential biomarker. Moreover, the HPA may be used as a knowledge base in a similar manner to that described in Section III-C. Protein-coding genes with strong evidence of differential protein expression in specific tissue types may be used as knowledge to guide algorithm selection for biomarker discovery.
E. The Cancer Genome Atlas
TCGA is a molecular, cellular/tissue, and patient data repository that aims to provide a comprehensive resource for integrative cancer research. It contains up to 500 patient samples for each of the 20 included cancers. Each patient sample is assayed with whole-slide tissue imaging, gene expression microarrays, and several other genomic and proteomic quantification technologies. Although data collection is ongoing, publications using TCGA data have conducted integrative analysis of glioblastoma [29] , [38] , [106] , ovarian cancer [107] , [108] , and lung adenocarcinoma [109] data. This case study summarizes the methods and findings of one such publication in order to illustrate the data and analytical possibilities provided by TCGA.
The study by Cooper et al. illustrates the progress and possibilities of integrating multiscale biomedical data from morphological (i.e., cellular/tissue imaging) to clinical to genomic data [29] . In this study, features of glioblastoma extracted from whole-slide images are analyzed to determine associations between representative models of tumor morphology (i.e., visual tumor signatures), clinical indicators (e.g., patient outcome, response to therapy), and underlying molecular events (i.e., genetic alterations). In particular, the authors tested this pipeline using: 1) morphological data, in terms of 462 whole-slide histopathological images of 162 glioblastomas from TCGA that comprises 200 million cells as well as pathology classifications [ Fig. 6(a) ]; 2) clinical data, in terms of patient outcome (i.e., survival taken as "days to death", and response to intensive therapy detailed as three or more cycles of chemotherapy or concurrent radiation and chemotherapy, [ Fig. 6(b) ]; 3) genomic data, transcriptional class labels, methylation phenotype, and genetic alterations of recognized genes, in terms of microarray gene expression using Affymetrix, Agilent, and Illumina platforms [ Fig. 6(c) ]; and 4) molecular pathway associations using Gene Ontology. The results were validated with independent glioblastoma data from the Henry Ford health system. Thus, the authors implemented and tested an integrative morphological/genomic analysis pipeline that consists of four modules: 1) morphology; 2) clustering; 3) correlative; and 4) genome-wide analysis.
From this integrative morphological/genomic analysis using TCGA glioblastoma data, the authors identified three clusters from tumor morphology, which could also be associated with specific genes involved in biological functions such as cell cycle, chromatin modification, and protein biosynthesis. Furthermore, the prognosis of patients identified from these morphological clusters could also be differentiated statisti-cally. The scope of the integrative morphological/genomic analysis pipeline also enabled associations between morphological clusters, cellular pathways, gene expression, differential methylation, copy number, and expression mapping to be identified. However, validation with independent data confirmed only two of the three clusters even though these also exhibited similar survival trends with the original data. Furthermore, the morphological clusters were not strongly associated with traditional neuropathology classification or genetic alterations of recognized genes. While these results illustrate the progress and possibilities of multiscale biomedical data integration, they also reveal several interesting pitfalls of an integrative data analysis framework.
First, while morphological clusters can also be associated with differences in prognosis, not all of these clusters can be identified in different data as seen from the authors' validation with independent data. This is an interesting scientific question that may be a result of limited training data. At the same time, what is considerably more challenging is that the clinical relevance or functionality of these differences (i.e., from the perspective of treating the patient) remains unclear. In other words, how can this information be used to guide and inform a patient's treatment?
Second, in terms of data integration, there is first a reduction phase (to minimize the number of "essential" features), then an expansion phase (to recapture empirical conditions). Current results based on representative signatures of patientspecific tumor morphology may not capture heterogeneous cell populations in the tumor microenvironment. As a result, there is a need to expand the number of features for consideration (e.g., expansion to include molecular gene expression features). In addition, estimating representative signature models from data feature extraction and integration is an iterative process that requires many computing cycles to achieve reasonable convergence (i.e., high computational costs are involved). Consequently, investigation of meta-analysis frameworks to efficiently manage such integrative models is important.
Significant, but unavoidable, challenges have emerged as a result of the large scale of the TCGA endeavor. Ongoing research to overcome these challenges has led to improvements both in bioinformatics infrastructure as well as in overall understanding of cancer. First, the enormous size of the data, especially the image and sequence data, has spurred the development of new computational infrastructure capable of storing, analyzing, and sharing such large data. For example, high-resolution histopathological images may contain hundreds of millions of pixels and next-generation sequencing samples may contain tens of millions of reads. Histopathological images must often be cropped into smaller sections, or tiles, in order to achieve efficient processing and visualization [110] . Similar methods for visualization of large genomic datasets have also been developed [111] . Second, data quality may not be perfect. For example, tissue image morphology may be unclear in large portions of TCGA images because of the image acquisition protocol (i.e., frozen versus paraffin-embedded tissue sections). Thus, low-quality portions of images (i.e., portions with unclear morphology) must be identified and removed prior to extraction of features for diagnostic purposes.
Moreover, development of image data mining methods that consider a large variety of features may identify useful features in situations where traditional morphological features are not clearly distinguishable [90] . Finally, while there is undoubted progress in the community to integrate multiscale biomedical data, the challenge remains to harness such research outcomes to improve clinical outcomes. Moreover, it is not clear which pieces of TCGA data will lead to the most clinically useful answers. TCGA provides a valuable resource of multiscale patient data for exploring integrative analysis methods with potential clinical impact for cancer diagnosis, prognosis, and therapy. The public availability of TCGA data has stimulated a wide variety of integrative data analysis methods, resulting in interesting cancer biomarker discoveries [112] , [113] as well as new bioinformatics software tools [111] , [114] .
IV. CONCLUSION
This review has presented the benefits and challenges of multiscale biomedical data integration in the context of personalized, predictive, and preventive medicine. There is a need for improved efficacy in terms of: 1) predictive disease diagnosis; 2) personalized therapeutic decisions; and 3) preventive healthcare. Biomedical informatics is essential for realizing these medical applications. Because of the wide variety and heterogeneity of biomedical data sources, multiscale data integration is an important component of biomedical informatics. Research opportunities and challenges remain for multiscale data integration in terms of data heterogeneity, data standards, and computational complexity.
Biomedical data complexity and heterogeneity are the primary challenges of multiscale data integration. As discussed in Section II, there are many biomedical data acquisition technologies covering several data scales (i.e., molecular, cellular/tissue, patient, and knowledge-based data). While complexity naturally arises from multiple scales of data acquisition, heterogeneity arises due to the lack of standards in data acquisition technology as well as to the variability in experimental protocols.
The challenge of data heterogeneity is pervasive in biomedical data analysis. It is often seen in molecular level data (although not limited to molecular level data) because of numerous competing acquisition technologies that are not necessarily compatible. Even data acquired with similar technology may not be directly comparable due to inconsistencies in experimental protocol. In the bioinformatics literature, methods for dealing with data heterogeneity are equally pervasive. The case studies in Sections III-A and III-B presented some methods for handling data heterogeneity in both the molecular and cellular/tissue levels. Other solutions to data heterogeneity aim to properly standardize minimum information requirements to achieve data reproducibility (see Section III-A). The lack of common standards for biomedical data integration impedes researchers, software developers, and users from sharing solutions and collaborating effectively. Thus, research opportunities exist for development of standards and methods for biomedical data acquisition.
Biomedical data integration is inherently computationally complex due to the sparseness of data in some dimensions and the abundance of data in other dimensions. The case study in Section III-C described this phenomenon in detail and presented a knowledge-based method to improve the analysis of sparse biomedical data. Despite the computational complexity, biomedical data integration has become increasingly prevalent. Large multiscale data repositories such as the HPA (Section III-D) and TCGA (Section III-E) have emerged as a result of the increasing emphasis on integrative analysis.
Finally, this review has focused on case studies involving molecular, cellular/tissue, and patient level data as examples of some of the possible multiscale data integration scenarios. However, other levels of data exist that are also important for personalized, predictive, and preventive medicine. These include organ level data (e.g., medical imaging) and physiological level data (e.g., blood pressure, electrocardiography, body temperature, etc.). Inclusion of these data levels could improve the overall benefit of multiscale data integration for biomedical informatics. He is currently a Postdoctoral Fellow at Emory University, specializing in knowledge-driven high-throughput analysis of biological data, high-performance and grid computing, and translational bioinformatics. 
