Abstract. We prove a sharp Hardy-type inequality for the Dirac operator. We exploit this inequality to obtain spectral properties of the Dirac operator perturbed with Hermitian matrixvalued potentials V of Coulomb type: we characterise its eigenvalues in terms of the BirmanSchwinger principle and we bound its discrete spectrum from below, showing that the groundstate energy is reached if and only if V verifies some rigidity conditions. In the particular case of an electrostatic potential, these imply that V is the Coulomb potential.
Introduction and main results
Firstly formulated in [14] , the Hardy inequality can be stated as follows: for d ≥ 3, the following holds
This inequality is sharp, in the sense that the constant in the left hand side can not be increased, and there exists a sequence of approximate attainers. We refer to [20] for a historical review on the topic. The Hardy inequality is an uncertainty principle: it states that a function cannot be concentrated around one point (the origin) unless its momentum is big, and vice-versa if its momentum is small then the function has to be spread in the space. More in general, the Hardy inequality answers to the fundamental need in the mathematics of comparing L 2 -weighted norms of a function with the norm of its derivative. In this paper, we are interested in Hardytype inequalities for the Dirac operator: we exploit them to show spectral properties of the Dirac operator perturbed with potentials of Coulomb type.
The free Dirac operator in R 3 is defined by It is well known (see [25] ) that H 0 is self-adjoint on H 1 (R 3 ) 4 and essentially self-adjoint on C ∞ c (R 3 ) 4 , moreover σ(H 0 ) = σ ess (H 0 ) = (−∞, −m] ∪ [m, +∞).
In [16] , Kato considered a general matrix-valued potential V : R 3 → C 4×4 such that V(x) is Hermitian for almost all x ∈ R 3 and |V(x)| := sup u∈C 4 |V(x)u| |u| ≤ a |x| + b, for a.a. x ∈ R 3 , for some a, b ∈ R. Exploiting the Kato-Rellich perturbation theory, he showed that if a < 1/2 then H := H 0 + V is self-adjoint on H 1 (R 3 ) 4 and essentially self-adjoint on C ∞ c (R 3 ) 4 (for a proof see also [18, Theorem V 5.10] ). A fundamental ingredient of his proof is the Hardy inequality (1.1) when d = 3.
In general, when a > 1/2 the operator H is not essentially self-adjoint, as shown by Arai in [1] , but the phenomena change when the potential V has some particular structure. For example, when V is the Coulomb potential V C (x) := ν/|x|I 4 and |ν| < √ 3/2, the operator H 0 + V C is self-adjoint on H 1 (R 3 ) 4 and essentially self-adjoint on C ∞ c (R 3 ) 4 , as shown in [22, 27, 13] . These results suggest that the Hardy inequality (1.1) is not optimal for the study of the self-adjointness of perturbed Dirac operators, since it does not catch its matrix nature: convenient Hardy-type inequalities for the Dirac operator have to be considered. Indeed, in [24] Schmincke considered a Coulomb-type potential such that
and he showed that H 0 + V S is essentially self-adjoint. The basic idea in his proof is to introduce a suitable intercalary operator T and to regard V S − T as a perturbation of H 0 + T . After a careful reading of his proof, one realises that he proved and used the following Hardy-type inequality:
beingx := x/|x|. In fact, thanks to (1.2), we have
The result of Schmincke is not an immediate application of the Kato-Rellich theory, since the operator iα ·x/2|x| is not symmetric: see [24] for more details.
For |ν| > √ 3/2 the operator H 0 + V C is not essentially self-adjoint on C ∞ c (R 3 ) 4 and infinite self-adjoint extensions can be constructed. Among all, when |ν| < 1 there exists a unique selfadjoint extension H D , characterized by the fact that
where
see [4, 12, 19, 21, 23, 28, 12, 11] . Since H D is the unique self-adjoint extension verifying (1.3), it is called distinguished because it is the most physically meaningful extension.
In [17] Kato constructed the distinguished self-adjoint extension in the general case that V is a Hermitian matrix-valued potential such that
|x||V(x)| =: ν < 1.
To prove his result, Kato exploited the following 4−spinor Hardy-type inequality, firstly conjectured by Nenciu in [21] :
Finally in [2, 3] , by means of the Kato-Nenciu inequality (1.6), it is proved that
In [8] , Dolbeault, Esteban and Séré proved the validity of a min-max formula to determine the eigenvalues in the gap of the essential spectrum of the Dirac operator perturbed with Coulomblike potentials V such that
with ν ∈ (0, 1) and
As a consequence of their results, they proved the following Hardy-type inequality:
see also [7] for a later direct analytical proof. Thanks to this inequality, in [10] , Esteban and Loss considered a general electrostatic potential V : R 3 → R such that that for some constant c(V ) ∈ (−1, 1), Γ := sup(V ) < 1 + c(V ) and for every ϕ ∈ C ∞ c (R 3 , C 2 ),
and, for V := V I 4 , they proved that the operator H 0 + V is self-adjoint on the appropriate domain. In particular, they could treat potentials such that
obtaining the distinguished extension in the case that ν < 1, and giving a definition of distinguished extension in the critical case ν = 1. The inequality (1.9) was then used by Esteban, Lewin and Séré to study the spectrum of the Dirac operator perturbed with these potentials of this kind: in [9] they provided details on the domain of the distinguished extension and they showed the validity of a min-max formula for the eigenvalues in the spectral gap. In order to give properties on the spectrum of the Dirac operator perturbed with a general Coulomb-type Hermitian matrix-valued potential, in the following theorem we prove a generalized version of (1.6). In it we use the spin angular momentum operator S and the orbital angular momentum L, whose definitions can be found in (A.2). 
The inequalities are sharp, in the sense that the constants on the left hand side can not be improved. If a = 0, all the attainers of (1.13) are given by the elements of the two(complex)-parameter family {ψ a C } C∈C 2 , with
and
In the case that a = 0, the inequality (1.13) is attained by the functions ψ a C defined in (1.14), setting a = 0, in the sense that
In the following we exploit Theorem 1.1 to describe the discrete spectrum of the distinguished realization H D defined in (1.7), when (1.5) holds. We refer to [17, 2, 3] for details on its definition and properties. Thanks to Theorem 1.1, for a ∈ (−m, m)
is well-defined and bounded, and so we immediately deduce that
is well-defined and bounded, where
Thanks to this, in the following theorem we characterize all the eigenvalues in (−m, m) of the operator H D in terms of a Birman-Schwinger principle.
Theorem 1.3 (Birman-Schwinger principle)
. Let V be a Hermitian matrix-valued potential that verifies (1.5), and let u, v be defined as in (1.16) . Let H D be the distinguished self-adjoint realization defined in (1.7), and let a ∈ (−m, m). Then
Moreover, the multiplicity of a as an eigenvalue of H D coincides with the multiplicity of −1 as an eigenvalue of
The discrete spectrum of the distinguished self-adjoint realization of
see [25] for more details. It is easy to check that for any C ∈ C 2 :
C defined in (1.14). In other words, the attainers of (1.13) are eigenvalues of the Dirac operator coupled with the Coulomb potential. Moreover, it is easy to prove that
. .}, and for any C ∈ C 2 :
In [8, 7] , it is considered a radially symmetric electrostatic potential as in (1.8), with ν ∈ (0, 1) and
It is proved that the discrete spectrum of the distinguished self-adjoint realization H D is given by
Finally, in [9] , this was proved when (1.11) holds true.
From (1.17) and (1.20), we have that the value m √ 1 − ν 2 is the lower bound for the absolute value of the elements of discrete spectrum in presence of an electrostatic potential. Such lower bound is reached in the case of the Coulomb potential, as shown in (1.18) 
, and W + (x) and W − (x) are 2 × 2 Hermitian matrices whose eigenvalues are respectively {λ + j (x)} j=1,2 and {λ − j (x)} j=1,2 , and they verify
An immediate consequence of Theorem 1.4 is the following corollary. In this paper we are considering ν < 1 in (1.5), since in the critical case, namely when ν = 1 in (1.5), a definition of distinguished extension is not available for a general Hermitian matrixvalued potential. Indeed, in the particular case of the Coulomb potential V C (x) = ν/|x|I 4 , when |ν| ≥ 1 many self-adjoint extensions can be built: for |ν| > 1 none appears to be distinguished in some suitable sense, see [15, 26, 29] . For electrostatic potentials such that (1.5) holds with ν = 1, a definition of distinguished extension is implied by the results of [10] , and in [9] it is shown that this extension is the physically relevant one since it is the limit in the norm resolvent sense of potentials where the singularity has been removed with a cut-off. For the operator H 0 + V rad , where
a complete description of all the self-adjoint extensions is given in [6, 5] . Under some conditions on the size of the constants ν, µ, λ, a distinguished extension is selected by means of a Hardy-type inequality and a quadratic form approach. Nevertheless, in the particular case of the anomalous magnetic potential V(x) = ±iα ·xβ|x| This paper is organised as follows: in Section 2 we prove Theorem 1.1, in Section 3 we prove Theorem 1.3 and we prove Theorem 1.4 in Section 4; finally, in Appendix A we recall the partial wave decomposition and related properties.
Proof of Theorem 1.1. Let us firstly assume that ψ ∈ S(R 3 ) 4 . The proof descends immediately from the explicit computation of the following square:
Thanks to the fact that
to prove (2.1) it is enough to prove that
Let us firstly prove that
With an explicit computation (see for example [25, Equation 4 .102]) we get that
and so the last term in (2.2) can be expanded as follows:
We show that I = III = 0.
Indeed, the operator ∂ r + 1 |x| is skew-symmetric, and the operator 1 + a m β (1 + 2S · L) is symmetric, since β and S · L are symmetric operators and they commute. Moreover,
So we can conclude that I = 0, thanks to Lemma 2.1.
Let us focus on III. Since β 2 = I 4 , and −iα ·x and β anti-commute, we rewrite
where, in the last equality, we used the fact that (mβ + a) is symmetric. Since the operator β(1 + 2S · L) is symmetric, the operator iα ·x is skew-symmetric and they anti-commute (see [25, Equation 4 .108]), we have that the operator iα ·xβ(1 + 2S · L) is skew-symmetric. Finally, the identity operator is symmetric, and it trivially commutes with iα ·xβ(1 + 2S · L). Thus, Lemma 2.1 let us conclude that III = 0, and so (2.4) is proved.
Finally, thanks to (2.4) we get that
and so (2.3) is proved. Finally we get (1.13) combining (2.1) and (A.5) .
Let us assume now that ψ is a distribution verifying (1.12). Then, there exists a sequence
The fundamental solution of (H 0 − a) is given by
Since φ a has exponential decay at infinity, we get that ψ n := φ a * ϕ n ∈ S(R 3 ) 4 , so it verifies (2.6)
By definition, (H 0 − a)ψ n = ϕ n and so we have that
Combining (2.7) and (2.6), we deduce that both {(1+2S·L)ψ n } n and {ψ n } n are Cauchy sequences of
Taking the limit on n in (2.6), we have that (2.10)
Thanks to (2.8) we deduce that, in the sense of distributions, the following hold
Thus, combining (2.7) with (2.11) and (2.9) with (2.12), we have that
Let us denote with ·, · D ′ ,D the usual pairing between a distribution and a test function. Then, for any ϕ ∈ C ∞ c (R 3 ) 4 we have that
where we used (2.13) in the third equality. For this reason, we can conclude that
and thanks to (2.14)
Finally, combining (2.10), (2.15), and (2.16) we can conclude that ψ verifies (1.13). In particular, by a density argument, we get that ψ verifies (2.1).
Let us finally assume that ψ is an attainer of (1.13), that is (2.17)
We can decompose ψ as in (A.3), that is
From the second equality of (2.17), and thanks to (A.4), we directly have f ± m j ,k j = 0 for k j = ±1, or equivalently for j = 1/2. Let us focus on the first equality of (2.17). Thanks to (2.1), we get that
and so,
Multiplying both therms by iα ·x and using (2.5) we get that (2.18)
The action of all the operators appearing in (2.18) leaves invariant the decomposition in partial wave subspaces. Thanks to (A.1), we get that for m 1/2 = ±1/2 and k 1/2 = ±1 we have
The only solution of (2.19) that is integrable at +∞ is
∈ L 2 (0, +∞) 2 if and only if ak 1/2 ≤ 0. So if a > 0,we have to assume k 1/2 = −1, and if a < 0 we have k 1/2 = 1. Remembering that
we conclude the proof.
Birman-Schwinger Principle for the Dirac-Coulomb operator
This section is devoted to the proof of Theorem 1.3.
We have that, in the sense of distributions,
Let now −1 be an eigenvalue of u(H 0 − a) −1 v and let f ∈ L 2 (R 3 ) 4 be an eigenfunction. Setting ψ = (H 0 − a) −1 vf , we directly get that ψ ∈ D(r −1/2 ). Reasoning as above, we get that H D ψ = aψ, and so ψ ∈ H D and ψ is an eigenfunction of the eigenvalue a.
Finally, we point out that the shown procedure ensures that the multiplicity of a as an eigenvalue of H D coincides with the multiplicity of −1 as an eigenvalue of u(H 0 − a) −1 v, and this concludes the proof. 4 and thanks to the fact that V verifies (1.5), we get that
Thanks to Theorem 1.1 we get that ψ verifies (1.13), and so
that directly implies (i). Let us prove (ii).
Let us assume that a 2 = m 2 (1 − ν 2 ). Then, from (4.1) we deduce that ψ is an attainer of (1.13): thanks to Theorem 1.1, this is equivalent to say that there exists C ∈ C 2 such that ψ = ψ a C , with ψ a C defined in (1.14) . This directly implies that µ(a) ≤ 2. Finally, thanks to (1.18) and (1.19) we get that 0 = H 0 − sign(a)
Let us now prove (iii). We assume that a is positive, that is a = m √ 1 − ν 2 , since the same approach can be used when a is negative. Moreover, let us assume that, for any C ∈ C 2 , (4.2) Vψ
we have that
where, with abuse of notation, we are denoting with C C the 4-component column vector.
Thanks to (4.4), multiplying both therms of (4.2) by
, we get that
Since both V and 
Since (4.7) holds for any C ∈ C 2 , we deduce that
Taking the adjoint of (4.9), and thanks to the fact that both σ ·x and W 2,2 are Hermitian matrices, we get that (4.10)
Combining (4.8) and (4.10) we get that
Setting for convenience W + := W 2,2 , we can conclude that (4.5) is equivalent to
Finally, thanks to (1.5) we determine additional properties on the matrix W + (x). For any x ∈ R 3 \ {0}, there exists {e 1 (x), e 2 (x)}, an orthonormal basis of C 2 of eigenvectors of W + (x), that is W + (x)e j (x) = λ + j (x)e j (x), for j = 1, 2, with λ
The family {u 1 (x), u 2 (x), v 1 (x), v 2 (x)} is an orthonormal basis of C 4 . Thus, |x||V(x)| ≤ ν if and only if |x||V(x)u j (x)| ≤ ν and |x||V(x)v j (x)| ≤ ν for j = 1, 2.
We have that, for j = 1, 2 From (4.13) and (4.3) we deduce (1.21), concluding the proof.
Proof of Corollary 1.6. From (ii) in Theorem 1.4 we have that V (x)ψ a C = ∓ ν |x| ψ a C for some C ∈ C 2 , and this implies the thesis.
Appendix A. Partial wave subspaces
In this appendix, we recall the partial wave subspaces associated to the Dirac equation. We sketch here this topic, referring to [25, Section 4.6] for further details.
Let Y l n be the spherical harmonics. They are defined for n = 0, 1, 2, . . . , and l = −n, −n + 1, . . . , n, and they satisfy ∆ S 2 Y l n = n(n + 1)Y l n , where ∆ S 2 denotes the usual spherical Laplacian. Moreover, Y l n form a complete orthonormal set in L 2 (S 2 ). For j = 1/2, 3/2, 5/2, . . . , and m j = −j, −j + 1, . . . , j, set 
