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Abstract: In recent years, more and more people express their feelings through both images and texts, boosting the 
growth of multimodal data. Multimodal data contains richer semantics and is more conducive to judging the real emo-
tions of people. To fully learn the features of every single modality and integrate modal information, this paper proposes 
a fine-grained multimodal sentiment analysis method FCLAG based on gating and attention mechanism. First, the 
method is carried out from the character level and the word level in the text aspect. CNN is used to extract more fi-
ne-grained emotional information from characters, and the attention mechanism is used to improve the expressiveness 
of the keywords. In terms of images, a gating mechanism is added to control the flow of image information between 
networks. The images and text vectors represent the original data collectively. Then the bidirectional LSTM is used to 
complete further learning, which enhances the information interaction capability between the modalities. Finally, put the 
multimodal feature expression into the classifier. This method is verified on a self-built image and text dataset. The ex-
perimental results show that compared with other sentiment classification models, this method has greater improvement 
in accuracy and F1 score and it can effectively improve the performance of multimodal sentiment analysis. 
Keywords: Multimodal Sentiment Analysis; Fine-grained; Attention Mechanism; Gating Mechanism; Late-fusion 
1. Introduction 
Sentiment analysis is a research hotspot in the field 
of NLP, mainly for learning various unstructured lan-
guages in texts, digging out useful information from 
these texts, and judging users’ current preferences and 
emotional attitudes. Early research on text sentiment 
classification mainly used machine learning
[1,2]
; in recent 
years, deep language learning networks have played a 
vital role in various research methods, and more and 
more researchers use deep network learning text features. 
However, with the popularization of the Internet 
and the introduction of new social media, the data gener-
ated by users is no longer in a single text form. More and 
more social users tend to use images and short texts such 
as multimodal content to express their opinions. The 
information of each modal may have different goals 
when being individually judged. For example, the emo-
tion expressed by the text “Hah, I feel so happy” is posi-
tive, but the user’s image expresses negative emotions. If 
the final label is negative at this time, text information 
alone cannot achieve the goal of negative emotion learn-
ing. 
For multimodal sentiment analysis tasks, the core 
lies in how to make better use of the information of each 
modal to learn the interaction value between different  
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modalities; the design of the information fusion mecha-
nism between different modalities in the later period is 
also an important research point for multimodal senti-
ment classification. Although the single-modal deep 
learning model has made great progress, considering the 
above similarities and differences, multimodal sentiment 
analysis as a new field still needs in-depth research. 
In order to overcome the deficiency of text infor-
mation learning granularity in existing research, the poor 
feature learning ability caused by the noisy information 
of the image itself, and the relatively simple feature 
learning method between heterogeneous modalities, this 
paper proposes a fine-grained multimodal sentiment 
analysis method, which is based on gating and attention 
mechanism. The main contributions of this paper are as 
follows. 
The text representation uses both word-level and 
character-level vectors. The word-level vectors learn 
context information through LSTM, adding the attention 
mechanism to assign different contributions of words. 
The character-level vectors learn the local optimal fea-
tures of the text through CNN convolution, deeply mine 
the text fine-grained semantic emotions to enhance the 
ability to express effective features. 
The image uses a pre-trained model to learn the 
image vector through migration and fine-tuning. To 
make the image better retain the original important in-
formation during the network learning process, a gating 
mechanism is added to control the transmission of the 
image information flow in the network. 
The fusion image and text vector are put into 
the bidirectional LSTM together to enhance the interac-
tive learning ability between the modalities. Finally, put 
the vectors into the classification layer to complete sen-
timent detection. 
2. Related works 
This section reviews the work done in the field of 
sentiment analysis from three aspects: sentiment analysis 
methods based on text, image, and multimodal data re-
spectively. 
2.1 Sentiment analysis based on text 
In the past few years, user social information senti-
ment analysis research has been mainly carried out on 
one side: text information or image information. 
Text-level sentiment analysis started early and has now 
developed to a higher level. These models can predict 
author sentiment from text. Early language models 
mainly used the bag-of-words model
[3]
 or the N-Gram 
method
[4]
 to obtain text representations based on word 
frequency or co-occurrence window statistics, and then 
calculate text emotions; in addition, there are a lot of 
researches by extracting emotional keywords and de-
signing a keyword library for text emotion detection
[5,6]
. 
These traditional methods have a simple structure and 
fast model learning speed, but they ignore the context 
and the syntactic dependence between words and fail to 
learn the information brought by the sentence syntax. 
With the development of text learning research, text 
representation methods that incorporate contextual se-
mantics, such as GloVe, word2vec, and Bert
[7–11]
, 
have begun to be applied to text sentimental analysis. 
The text representation matrix generated by these meth-
ods contains contextual semantics. Words with a high 
co-occurrence rate have similar vector representations. 
Bert gives words dynamic representation to fully learn 
the different meanings in different contexts. These 
state-of-art language models combined with machine 
learning or deep learning methods have achieved good 
results
[12–16]
. The classifier proposed in the literature
[13]
 
consists of multiple trees constructed systematically by 
pseudo-randomly selecting subsets of components of the 
feature vector. The literature
[14]
 proposed that the atten-
tion mechanism can concentrate on different parts of a 
sentence when different aspects are taken as input. In the 
paper
[15]
, a neural network-based sequence model is 
proposed to classify certain sentences into three types 
according to the number of objects appearing in a sen-
tence. Then, each group of sentences is entered into a 
one- dimensional convolutional neural network to cate-
gorize emotions.  
2.2 Sentiment analysis based on image 
Image sentiment analysis started late, with relative-
ly few methods, and image sentiment analysis is more 
complicated than text sentiment analysis
[17–21]
. In the 
paper
[17]
, they used SentiWordNet thesaurus to extract 
numerical values from accompanying textual metadata, 
performed a discriminative feature analysis based on 
information-theoretic methods, and applied machine 
learning techniques to predict the sentiment of image. In 
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the paper
[18]
, they constructed more than 3,000 Adjective 
Noun Pairs (ANP) and proposed SentiBank, a novel vis-
ual concept detector library that can be used to detect the 
presence of 1,200 ANPs in an image. 
2.3 Sentiment analysis based on multimodal 
data 
With the rapid development of social networks, the 
frequency of image data and text data appearing at the 
same time is increasing. Multimodal sentiment analy-
sis
[22–28]
 has begun to enter people’s sight. Literature
[22]
 
proposes to use LSTM to encode graphic data separately 
and capture the internal information of the single-mode 
separately. Literature
[24]
 proposes to use a pre-trained 
model to learn an image sentiment classification model 
FCNN, and the bidirectional LSTM trains the text senti-
ment classification model WBLSTM, and then the deci-
sion-level fusion is used to obtain the classification re-
sults. The network proposed in paper
[26]
 consists of two 
attention layers and a bidirectional gated recurrent neural 
network (BiGRU). 
The research of multimodal sentiment analysis is 
still in its infancy, with relatively few research methods 
and immature research results. Among them, how to ful-
ly learn the classification characteristics of each modal 
and establish a multimodal information fusion mecha-
nism is a problem in current research
[29]
. Therefore, this 
paper uses character-level and word-level feature fusion 
as the original text representation, uses the attention 
mechanism to strengthen word contributions, uses gating 
functions to control the output of image vectors, and then 
uses each modal tensor as a joint of multimodal data for 
expression. The bidirectional LSTM is proposed to learn 
the data as a whole to enhance the multimodal infor-
mation interaction. Finally, classify the vectors to obtain 
the emotional category of the multimodal data. 
3. Methods 
This paper proposes a fine-grained multimodal sen-
timent analysis model FCLAG based on gating and at-
tention mechanism, which predicts the emotional state of 
users according to the text and image information posted 
on social platforms. The complete model framework is 
shown in Figure 1. Each sample is defined as S(Ti, Mi), 
in which Ti refers to the text information of the i-th sam-
ple, and Mi refers to the image information of the i-th 
sample. First, the text is composed of character-level and 
word-level, which are respectively input to the text rep-
resentation layer for vector feature representation; the 
image vector representation layer is learned and repre-
sented by the pre-trained model. The emotional charac-
teristics of the text and the image are obtained respec-
tively. The late-fusion strategy is adopted to obtain the 
multimodal joint feature representation. Finally, put the 
vectors into a fully connected layer to predict the label.
 
 
Figure 1. The structure of the FCLAG model. 
3.1 Text feature extraction network 
The model FCLAG extracts text features at the 
character level and text level at the same time. The text 
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Figure 2. The structure of the text feature extractor. 
The text with length n is represented as 
 1 2 nt ,t ,...,tT =
, each word ti gets its vector representation 
wi through the word vector embedding matrix GLoVe, 
and the word-level vector of the entire text is represented 
as 
 1 2,  , , nw w w
. Put them into the LSTM network 
for context learning. The learning calculation process of 
the LSTM is as follows: 
f  ( [ ] ) t t - 1 t fF W h ,x b  
                                                                                                                                                     
（1） 
( [ ] )t i t - 1 t iI W h ,x +b 
                                                                                                                                                        
（2） 
tanh( [ 1, ] )C't Wc ht xt bc   
                                                                                                                                                   
（3） 
1* *t t t i tC F C I C'                                                                                                                                                            
（4） 
( [ ] )t o t - 1 t oO W h ,x b  
                                                                                                                                                        
（5） 
* tanh( )t t th O C




denotes the multiplication of two matri-
ces, 
()
 represents the activation function of sigmoid, 
* represents the multiplication of corresponding vectors, 
Wf, Wi, Wc, Wo, bf, bi, bc, and bo are parameters to be 
learned; the values of Ft and It are 0-1, which determine 
the forgetting rate of the previous hidden layer and up-
date rate of the candidate information; Ct represents the 
information of the current neuron, ht represents the out-
put of the text through the LSTM network.  
The output of the hidden layer contains context in-
formation. Furthermore, in order to highlight the im-
portance of keywords in the whole text, attention 
weighted calculation is carried out as follows: 
tanh( )it a itY W h 
                                                                                                                                                                       
（7） 
exp( ) / exp( )
T T
it w wit itA C CY Y                                                                                                                                                           
（8） 
i it itT A h                                                                                                                                                                                
（9） 
Where Wa and Cw are parameter vectors or matrices 
to be learned; the calculated attention weights are as-
signed to the corresponding words. 
Character-level text representation can extract more 
fine-grained semantic features of the text. The model 
initializes the character-level vector randomly. The char-




 where n is the number of words, z is the 
number of letters contained in the word wi, and d is the 
letter dimension. Perform convolution operation on the 
character-level vector and calculated as follows: 
: 1f ([ , ] )i i i hC W Z b  
                                                                                                                                                       
（10） 
1 2 n-h 1max( , , , )iP c c c  
                                                                                                                                                       
（11） 
Where W is the convolution kernel, h is the size of 
the convolution kernel, and b is the bias term. For the 
result of each convolution kernel
1 2 n-h 1( , , )iC c c c  ，
, 
we use maximum pooling to obtain the local optimal 
feature Pi. 
The model extracts character-level text features 
from different levels by using multiple convolution ker-
nels to convolve character-level vectors. Finally, charac-
ter-level vectors are represented as Zi, Zi = (P1, P2,.., Pn), 
n is the number of convolution kernels. 
3.2 Image feature extraction network 
According to the current dataset size, this model 
adopts the transfer learning method to improve the per-
formance of the image classification task, which reduces 
the cost of learning and obtains more dense vector rep-
resentation. First, perform data enhancement operation 
on the image, crop the image from the center into 
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put a batch of image data into ResNet18 for learning. 
Fine-tune and train the network by adding a dropout lay-
er and a 50-dimensional fully connected layer. At this 
time, the image feature vector is expressed as Mi = 
(m1,m2,...,mn). 
Since the image information has a lot of redundant 
information for the final sentiment detection, this infor-
mation may lead to the wrong learning of the detection 
classification or other over-fitting behaviors. To solve 
this problem and improve the quality of the image classi-
fier, a highway gate is added after fine-tuning to control 
the circulation of image information between layers, and 
the calculation formula is as follows: 
HH M W                                                                                                                                                                                
（12） 
( )TT M W 
                                                                                                                                                                         
（13） 
(1 )M H T T M    
                                                                                                                                                            
（14） 
Where WH and WT are parameter vectors to be 
learned, H represents the transformed data, and T repre-
sents the information flow probability. 
The gate controls the training intensity of the model 
on the image. Some image features remain in their orig-
inal state and are directly input to the next layer of the 
network, and the rest of the image features are trans-
formed. The gating function of this layer controls infor-
mation flow, which enhances the ability to protect the 
original data characteristics. Additionally, the output 
does not change the matrix size. 
3.3 Multimodal data fusion 
The text vectors obtained are represented as Wi = 
(Wi1,Wi2,…,Win), Zi = (Zi1, Zi2,…, Zin), and the image 
vectors are represented as Mi = {Mi1, Mi2,…, Min}. To 
further explore the connection between images and texts, 
making the following splicing: 
i i i iS W Z M                                                                                                                                                         
（15） 
Where Si represents the splicing results dimension, 
Wi represents the word dimension, Zi represents the 
character dimension, and Mi represents the image di-
mension. 
First, align the text and the image vectors according 
to the sequence number, and concatenate the vectors 
from the innermost dimension. At this time, the simple 
splicing of the vector cannot reflect the interaction be-
tween the two modes, so the vector is put into bidirec-
tional LSTM. In the bidirectional LSTM, the hidden 
states obtained by forwarding LSTM and reversing 
LSTM respectively. 
( 1)LSTM( , )it i t ith h S
                                                                                                                                            
（16） 
( 1)LSTM( , )it i t ith h S
                                                                                                                                            
（17） 
The combination ith  and ith  is 
[ , ]it it ith h h
 as 
the hidden state output at time t of data i. 
At this time, the fusion vector not only includes the 
contextual information of the text but also includes vari-
ous features extracted from the visual angle of the image. 
Moreover, the model learns the interaction between im-
ages and text. The vector output from this model con-
tains various aspects of semantics and the characteristic 
sentiment. 
3.4 Loss optimization 
In each iteration of model training, the NLLLOSS() 
is used to calculate the error between the predicted value 
and the true value. The formula is as follows: 
( , ) N C y yLoss y y                                                                                                                                                    
（18） 
Where N represents the total number of samples, 
and C represents the number of categories. The loss 
function calculates the sum of the training losses of all 
samples in a batch, the optimizer uses Adam, the learn-
ing rate is set to 0.001, and the model parameters are 
optimized according to the loss value. 
4. Experiments 
In this section, we will introduce the source of the 
dataset, the dataset annotation standards, the design of 
each part of the parameter, the specific experimental 
process, the comparison results with the state-of-art 
models, and the verification of the validity of each part 
of the model. 
4.1 Experimental data 
The experimental data of this model include exist-
ing datasets on the Internet, and graphic information 
crawled from the Twitter social network platform and 
Weibo social network platform through crawlers.  
First, perform basic data filtering on all data pairs, 
including deleting dirty data such as text length less than 
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3 and image information loss excessively; then manually 
label each item in the dataset, and keep the same number 
of text and image labels. They are marked by three 
groups of people. After processing, 1312 positive data 
pairs and 1039 negative data pairs are retained. In order 
to ensure a good fit for the training model, the dataset is 
divided proportionally, the number of training sets is 
1971 and the number of validation sets is 380. 
4.2 Text preprocessing 
Since the text information contains a lot of dirty da-
ta, including punctuation, special symbols, tag links, etc., 
it is necessary to preprocess the text information first to 
remove the above content, so that the text is completely 
converted into a form composed of words. 
4.3 Parameters setting 
The word-level vector embedding adopts the 
GLoVe word vector model, the dimension is 100, the 
hidden layer output of the LSTM is set to 100 dimen-
sions, and the characters are initially randomized to an 
8-dimensional vector, subject to a uniform distribution of 
(-0.001, 0.001). The convolutional layer uses a 5*8 map, 
and the channel is set to 50 dimensions. In the fi-
ne-tuning process of image net, the fully connected layer 
is set to 50 dimensions, and the dropout is set to 0.3. The 
gating functions H(x), T(x) are all set to 50 dimensions; 
the hidden layer of bidirectional LSTM is set to 100 di-
mensions, and the number of classifications is 2. 
The experimental results of this article are evaluat-
ed by accuracy and F1-score. 
4.4 Experimental results 




: proposed to use SVM classifier to 




: proposed to use the random 
forest to learn feature vectors and complete classifica-
tion; 
(3) FCNN + WBLSTM
[24]
: a pre-trained model is 
proposed to classify images FCNN, bidirectional LSTM 
extracts text context information to complete text classi-
fication WBLSTM, and finally uses decision level fusion 
to complete classification; 
(4) MCNN
[25]
: CNN is proposed to learn the fea-
tures of text and image respectively, and input into a ful-




: proposed that after splicing 
multimodal vectors, the multi-layer attention mechanism 
is used to learn vector features, and the output vector of 
the last attention layer and the hidden layer vector of the 
previous layer are spliced together to input the full con-
nection layer to complete the classification; 
(6) FCLAG: the model proposed in this paper. 
The results of multimodal sentimental analysis 
models are compared, as shown in Table 1: 
Table 1. Experimental results of different model
Comparing the above experimental results, it can be 
seen that the method proposed in this article has 
achieved better results no matter in accuracy or F1-score. 
Compared with the results of traditional machine learn-
ing classification methods, the last four deep learning 
classification methods improve on accuracy by at least 
20% and by at least 25% on F1-score. Both indicate that 
the deep learning method optimizing the parameters of 
each layer by calculating the prediction loss can better 
learn data characteristics and improve the accuracy of 
data classification in each category. FWB method uses 
decision-level classification after learning the respective 
vectors of images and texts. The model fusion formula is
P (1 )t mP P   
, where  =0.5, which makes the 
model consider that all modes have the same importance 
in the decision-making process. But in the social infor-
 Accuracy F1-score 
SVM 0.6605 0.5609 
RandomForest 0.6368 0.5655 
FWB 0.8314 0.8169 
MCNN 0.8530 0.8354 
CATF-LSTM 0.8552 0.8374 
Proposal model 0.8734 0.8512 
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mation published by actual users, the text decision results 
and the image decision results have different importance. 
The latter three late fusion method classifications have 
proved this. The accuracy of these models has been im-
proved to a certain extent. Among these, FCLAG pro-
posed in this paper has the largest improvement, 4.2% on 
accuracy, and 3.43% on F1-score. This proves that the 
model using bidirectional LSTM to learn features at the 
fusion level can better learn the internal information and 
interaction information between modes. 
Compared with MCNN, the model proposed in this 
article has an increase of 2.04% on accuracy, an increase 
of 1.58% on F1-score, an increase of 1.82% on accuracy, 
and an increase of 1.38% on F1-score compared with 
CATF-LSTM, which proves that using both character 
and text level embedding, and gating function for con-
trolling the output of image information flow based on 
CNN, not only can make the model pay attention to the 
context information but also learn the local optimal fea-
tures and keep important information. These data all 
prove that FCLAG has more excellent performance of 
multimodal sentiment analysis. 
4.5 Analysis of experimental results 
Multimodal fusion is used to consider multiple as-
pects of information, and integrate this information to 
complete sentimental classification. In order to intuitive-
ly reflect the effectiveness of multimodal information 
integration classification, the F1 value and accuracy val-
ue change line are drawn. The data is shown in Table 2, 
and the change of each epoch in the training process is 
shown in Figure. 3. 




(a) Classification results of various modal combinations - Accuracy 
 
(b) Classification results of various modal combinations - F1-score 
Figure 3. Comparison of results of different combinations. 
 Accuracy F1-score 
Img 0.6976 0.4151 
Text 0.7896 0.7712 
Ch-Img 0.7448 0.6693 
Word-Img 0.8554 0.8363 
Proposal 0.8707 0.8437 
 
130 | Yingxue Sun et al. Electronics Science Technology and Application 
 
In the above chart, Img means that only image in-
formation is used for emotion classification, text means 
that only text information is used for emotion classifica-
tion, Ch-Img means that character-level text representa-
tion and image information are fused for emotion classi-
fication, and Word-Img means that word-level text rep-
resentation and image information are fused for senti-
ment classification. Comparing all classification results 
represented by broken lines, it can be concluded that the 
multimodal fusion model FCLAG proposed in this paper 
has been significantly improved both in accuracy and 
F1-score. 
First, analyze the results of single-modal sentiment 
classification. Compared with the results of image classi-
fication, FCLAG has an increase of 17.31% on accuracy 
and an increase of 42.86% on F1-score. Compared with 
the results of text classification, FCLAG has an increase 
of 8.11% on accuracy and an increase of 7.25% on 
F1-score, which can prove that in various social infor-
mation, text and image have different decision weights in 
determining the contribution of users’ emotions. Image 
information is more abstract. Different users use differ-
ent images to express their emotions. Online learning the 
image features are slow, so the classification accuracy is 
low, which will have a greater impact on the model clas-
sification results; the text information content is simple, 
to a certain extent, the model can learn the commonality 
of the data in the same category more quickly. However, 
the learning ability of the model in the later stage en-
counters a bottleneck, because the 
mation brought by a single-mode is limited, and the 
model cannot learn more useful information for classifi-
cation under the current dataset. 
Compared with Ch-Img and Word-Img, the accura-
cy of this model is increased by 12.59% and 1.53%, re-
spectively, and the F1-score is increased by 17.44% and 
0.74% respectively. Ch-Img has low indicators. However, 
compared with using images alone for emotion detection, 
there is an increase of 4.72% on accuracy and 25.42% on 
F1-score. This shows that whether the model separately 
combines character-level text or word-level text with 
image information for emotion detection, modal fusion 
will enhance the model’s ability to learn favorable fea-
tures for classification. Compared with the Ch-Img mod-
el, the result of the Word-Img model is improved by 
11.06% on accuracy and 16.7% on F1-score, indicating 
that the coherence of word-level features in text expres-
sion is more conducive to learning features than charac-
ter-level features. The emotional color carried by the 
words themselves has important decision-making prop-
erties in emotional classification. 
At the same time, compared with the Word-Img 
model, the improvement in accuracy and F1-score of 
FCLAG proves that the integration of character-level 
representation can learn text context in a more granular 
manner. Gain, mine the useful information in the text. 
This model uses the attention mechanism to assign 
different weights to words in the word-level text repre-
sentation. The purpose is to learn the different contribu-
tions of different words in sentiment classification; at the 
same time, considering the presence of redundant infor-
mation in the image, over-fitting problems that may oc-
cur in the learning process, this model adds a layer of 
gating mechanism by using the sigmoid function to set 
the transformation probability in the range of 0 to 1 for 
controlling the output of the pre-trained model, that is, 
whether to further learn the current vector. The experi-
mental results are shown in Table 3. 
Table 3. Effectiveness verification results of attention and gate accuracy
The results of the above table show that the atten-
tion mechanism contributes 2.64% to accuracy and 
1.55% to F1-score, which proves that attention takes the 
different contributions of words in classification into 
account and assigns different weights to words, so its 
performance is significantly better than simple vector 
representation method. 
The gating mechanism contributes 9.74% to the 
 Accuracy F1-score 
Gate-None 0.7733 0.7453 
Attention-None 0.8443 0.8282 
Proposal 0.8707 0.8437 
 
Electronics Science Technology and Application Volume 7 Issue 4 | 2020 | 131 
model’s accuracy and 9.84% to the F1-score. When there 
is no gate, the training data achieves an accuracy of 
98%, but the accuracy of the test data is always 
around 77%. It shows that there is an over-fitting phe-
nomenon in network learning. The model proposed in 
this paper with gating mechanism not only ensures that 
the network can learn useful image feature vectors but 
also retains the original important information of the 
image. That is, it does not cause the wrong learning of 
the image vector due to the excessive number of network 
layers of nonlinear mapping, and reduces the risk of 
overfitting. So that the classification accuracy of the 
model is further improved. Figure. 4 visualizes the effec-
tiveness of the attention mechanism and gating mecha-
nism in the model learning process, quantified by accu-
racy and F1-score. 
 
 
（a）Effect of attention mechanism on accuracy 
 
（b）Effect of attention mechanism on F1-score 
 
（c）Effect of gating mechanism on accuracy 
 
 
132 | Yingxue Sun et al. Electronics Science Technology and Application 
 
（d）Effect of gating mechanism on F1-score 
Figure 4. Learning process of FCLAG. 
Among them, Attention-None means that the atten-
tion mechanism is not added, and Gate-None means that 
the gating mechanism is not added. From the above fig-
ures, we can learn more intuitively that whether it is in 
F1-score or accuracy, even if FCLAG with the attention 
mechanism is behind the model Attention-None learning 
effect in the early stage, by adjusting and optimizing the 
parameters of each layer in the later stage, the indicators 
can exceed the model Attention-None in the seventh 
epoch, indicating that the model with attention mecha-
nism has a better ability to learn keywords. The FCLAG 
with the gating mechanism is significantly better than the 
Gate-None model at the initial training stage, indicating 
that the addition of the gate control mechanism makes 
the characteristics change within a certain probability. 
The model can learn richer image features and reduce the 
risk of overfitting. It also shows that improving the ac-
curacy of image classification can clearly improve the 
accuracy of the whole model. In summary, whether it is a 
single-mode model or a combination of different modes, 
as well as the addition of various mechanisms, the model 
FCLAG proposed in this article has a better sentimental 
learning ability compared with the above advanced mod-
els. 
5. Conclusion 
This paper proposes a fine-grained multimodal sen-
timent analysis method based on gating and attention 
mechanism. First, the model learns each modal vector. 
Character-level and word-level are used to enhance text 
semantics. Use CNN convolutional neural network to 
extract character-level local optimal features, and use 
LSTM and attention mechanism to distribute different 
weights on word-level vectors. Both two ways represen-
tations enrich semantic information from multiple levels. 
Learn the image by transferring and fine-tuning. And 
FCLAG has a gating mechanism to control the output of 
the image stream. In the fusion stage, FCLAG 
adopts bidirectional LSTM for modal late-fusion. Bidi-
rectional learning of vectors enhances the interactive 
learning ability between modalities. The experimental 
results show that the multimodal learning method pro-
posed in this paper can obtain higher classification accu-
racy and F1 value. This also shows that when judging the 
user’s social information emotional tendency, mining the 
interactive information between image and text can 
complete the sentiment detection task better. 
However, there are still many aspects that need 
to be considered. First, how to accurately locate the im-
portant pixels in the image in order to obtain useful in-
formation for classification is a problem to be considered. 
Second, the attention mechanism has a limited 
range because it is calculated from a single aspect. In the 
future study, the above issues will be further researched. 
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