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Περίληψη  
 
Η παρούσα πτυχιακή εργασία εστιάζει στη μελέτη ενός ζητήματος σε εξέλιξη, εκείνο 
της αρχιτεκτονικής δικτύων καθοριζόμενων από λογισμικό ( Software Defined 
Networks). Γίνεται ιστορική αναδρομή του ζητήματος, επικαιροποιημένη 
βιβλιογραφική ανασκόπηση της αρχιτεκτονικής  καθώς και του πρωτοκόλλου 
OpenFlow. Πραγματοποιείται παρουσίαση και χρήση του λογισμικού προσομοίωσης  
SDN δικτύων  Μininet με την κατασκευή σεναρίων και τοπολογιών για την διεξαγωγή 
μετρήσεων. Έπειτα γίνεται αναφορά και ανάλυση των δεικτών εξόδων Capex-Opex των 
παρόχων δικτυακών υπηρεσιών τους οποίους η αρχιτεκτονική SDN θα επηρεάσει, 
καθώς και την συμβολή της στην μείωση του ενεργειακού αντίκτυπου των δικτύων 
παγκοσμίως . Τέλος γίνεται αναφορά στην πλατφόρμα λογισμικού O.N.A.P η οποία 
υποστηρίζεται από τους μεγαλύτερους τηλεπικοινωνιακούς παρόχους αλλά και 
προμηθευτές δικτυακού υλικού  παγκοσμίως. 
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2 Εισαγωγή 
2.1 Σκοπός 
Σκοπός της διπλωματικής εργασίας, αποτελεί η επικαιροποιημένη μελέτη και 
παρουσίαση της εξέλιξης των δυνατοτήτων, της S.D.N. αρχιτεκτονικής όπως αυτή έχει 
διαμορφωθεί τα τελευταία χρόνια καθώς πλέον, υπάρχει η εμπειρία των πρώτων 
εφαρμογών της σε μεγάλης κλίμακας δίκτυα. Πιο συγκεκριμένα, γίνεται περιγραφή της 
αρχιτεκτονικής S.D.N. και του πρωτόκολλου OpenFlow σε συνάρτηση με τα ζητήματα 
που καλούνται να επιλύσουν. Στην συνέχεια, γίνεται αναφορά σε περιπτώσεις χρήσης  
τους καθώς και τα αποτελέσματα από την ανάπτυξη των λύσεων. Παρουσιάζεται το 
πακέτο λογισμικού προσομοίωσης  mininet, καθώς και η κατασκευή τοπολογίας σε 
αυτό με τη χρήση της γραμμής εντολών. Παρουσιάζεται η επίδρασης της 
αρχιτεκτονικής S.D.N. στους επιχειρηματικούς δείκτες εξόδων των εταιριών του 
κλάδου των τηλεπικοινωνιών, καθώς και στις δυνατότητες που απορρέει η εφαρμογή 
της στην προσπάθεια εξοικονόμησης ενέργειας των δικτυακών υποδομών. Τέλος, 
γίνεται αναφορά στην πλατφόρμα αυτοματισμού δικτύων O.N.A.P. η οποία αναμένεται 
να αποτελέσει σημείο αναφοράς για τους φορείς διαχείρισης δικτύων στο μέλλον 
καθώς υποστηρίζεται μαζικά από τους μεγαλύτερους φορείς διαχείρισης δικτύων 
τηλεπικοινωνιών. 
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3 Το δίκτυο 
 
3.1 Εξάπλωση και ανάγκες διαχείρισης 
 
Από τα πρώτα χρόνια της εξέλιξης των δικτύων, όπου το διαδίκτυο εξαπλώθηκε και οι 
φυσικές διασυνδέσεις απαίτησαν μερικές χιλιάδες δικτυακές συσκευές ταυτόχρονα 
διασυνδεμένες μεταξύ τους, γεννήθηκε η ανάγκη της αποτελεσματικής τους εποπτείας 
και διαχείρισης (Εικόνα 1). Ο κάθε κατασκευαστής ανέπτυξε ξεχωριστά εφαρμογές 
διαχείρισης (Cisco Net Manager, Juniper Space κτλ) και διαφορετικό CLI (Ios,Junos, 
Alcatel-Lucent’s Sr Os κτλ.). Η τακτική αυτή οδήγησε σε ένα πλαίσιο κλειστών και  μη 
ευέλικτων λύσεων για τους παρόχους  ως προς την διαχείριση και τον αυτοματισμό στο 
δίκτυο. Σε αντίθεση, η αρχιτεκτονική S.D.N. προωθεί την ανεξαρτητοποίηση των 
λειτουργιών διαχείρισης του δικτύου από τους προμηθευτές των δικτυακών συσκευών 
παρέχοντας την δυνατότητα ανάπτυξης εργαλείων λογισμικού τα οποία θα ενοποιήσουν 
την διαχείριση και θα προσφέρουν διαλειτουργικότητα ανάμεσα σε υλικό διαφορετικού 
κατασκευαστή.  
 
Εικόνα 1:Network Management Center  OTE. ( NMC OTE, 2016) 
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3.2 Αλλαγή και προσαρμογή 
 
Αναζητώντας πληροφορίες και εμπειρίες κυρίως μηχανικών δικτύου, είτε σε 
εξειδικευμένα fora (Cisco forums, quora ,Juniper Forums, networking-forum.com )  είτε 
σε ομιλίες ειδικών στο χώρο των τηλεπικοινωνιών, όπως συνέβη στις εκδηλώσεις της 
Fitche (Ομοσπονδία Τηλεπικοινωνιακών Μηχανικών Της  Ευρωπαϊκής Κοινότητας) 
στις εκδηλώσεις 2017 και 2018 στην πόλη της Θεσσαλονίκης, πάνω στις αλλαγές που 
φέρνει η αρχιτεκτονική S.D.N. έγινε αντιληπτό πως για εκείνους που εργάζονται πάνω 
από 20 χρόνια στον τομέα ήδη έχουν ζήσει μεγάλες αλλαγές.  Πιο συγκεκριμένα  η 
μετάβαση από τα μεταγωγικά συστήματα τηλεφωνίας (ewsd-axe) σε συστήματα ims-
voip, η μετάβαση από τα ATM και Frame Relay έως τα σύγχρονα δίκτυα Ethernet. Το 
ζήτημα το οποίο ετέθη είναι, πως οι «δομικές» αλλαγές στο δίκτυο αποτελούν 
χρονοβόρες διαδικασίες οι οποίες χρειάζονται ακόμα και δεκαετίες για να υλοποιηθούν, 
για παράδειγμα η μετάβαση από το πρωτόκολλο ipv4 στο ipv6 η οποία ακόμη 
βρίσκεται σε εξέλιξη. Με βάση λοιπόν την αναζήτηση μας πάνω στο θέμα, μπορούμε 
να ισχυριστούμε πως η αρχιτεκτονική S.D.N. είναι ένα μεγάλο βήμα προς ένα δίκτυο 
που θα διαχειρίζεται εύκολα και θα έχει μεγάλες δυνατότητες αυτοματισμού. 
 
3.3 Πολυπλοκότητα και λύσεις 
 
Το 2009  o Nick McKeown, ένας από τους εμπνευστές του OpenFlow  μεταξύ πολλών 
άλλων δήλωσε στο συνέδριο Infocom πως: «Our “dumb, minimal” datapath turned into 
a bloated 1960s mainframe!», περιγράφοντας την κατάσταση σαν ένα φρενοκομείο και 
πως πρέπει επιτέλους να δημιουργηθεί ένα οικοσύστημα αρχιτεκτονικών το οποίο θα 
οδηγήσει σε νέα πρότυπα, όπως ακριβώς έκανε η βιομηχανία των υπολογιστών με την 
αρχιτεκτονική x86. Περιέγραψε την κατάσταση σαν μια αχαλίνωτη πολυπλοκότητα με 
χιλιάδες Rfc’s να περιγράφουν την λειτουργία των δικτυακών συσκευών, (Εικόνα 1) 
καθώς και την επιτακτική ανάγκη μεγάλων αλλαγών προς όφελος ενός μέλλοντος όπου 
ο αυτοματισμός στις τεχνολογίες πληροφορικής είναι μονόδρομος. Το ολοένα και 
αυξανόμενο μέγεθος του δικτύου, είναι ένα αδιαμφισβήτητο γεγονός το οποίο ήδη 
αποτελεί πρόκληση. 
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Εικόνα 2 :Εμφυτευμένα σε κάθε δικτυακή συσκευή το επίπεδο ελέγχου και δεδομένων. (Cisco Demystifying SDN 
Public Whitepaper, 2017) 
 
 
 
3.4 Αύξηση ανάγκης για περισσότερο εύρος ζώνης 
  
 Πρέπει να αναφερθεί πως ο νόμος του Nielsen, ο οποίος αναφέρει πως η αύξηση του 
εύρους ζώνης θα είναι της τάξης του 50% παγκοσμίως, ισχύει με ελάχιστες αποκλίσεις 
τα τελευταία 36 χρόνια . Καθώς το εύρος ζώνης δεν ακολουθεί το νόμο του Moore,ο 
οποίος προβλέπει τον διπλασιασμό της επεξεργαστικής ισχύς, η εμπειρία χρήσης θα 
περιορίζεται πάντα από αυτό. (Εικόνα 3).  
 
Εικόνα 3:Μοντέλο Nielsen για την αύξηση του εύρους ζώνης παγκοσμίως.(Nielsen, 2018) 
 
Καθώς τα δίκτυα αυξάνουν σε μέγεθος και πολυπλοκότητα, δημιουργούνται 
πολλά πάγια επιμέρους ζητήματα, όπως η διαχείριση των εξόδων (Εικόνα 4). Οι 
τηλεπικοινωνιακοί πάροχοι και εν γένει οι φορείς εκμετάλλευσης μεγάλων δικτύων 
αναζητούν τρόπους βέλτιστης διαχείρισης και εισαγωγής αυτοματισμού, καθώς η 
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αρνητική επίδραση της αύξηση του μεγέθους του δικτύου στα έξοδα capex και opex 
των εταιριων είναι δεδομένη (Systems ESG Lab Report Survey, 2017). Η απάντηση στα 
περισσότερα από τα κύρια αυτά ζητήματα που προκύπτουν στα παραδοσιακά δίκτυα, 
σύμφωνα με πρόσφατη έρευνα (Kreutz et al,. 2015) βρίσκεται στην χρήση της S.D.N. 
αρχιτεκτονικής  
 
Εικόνα 4 :Αδιέξοδο καθως η αύξηση των εξόδων μειώνει τα περιθώρια κέρδους. (Stein, 2016). 
 
 
3.5 Γλώσσες υψηλής πολιτικής 
 
Όπως αναφέρουν οι Kim & Feamster, 2013 παρά την πληθώρα ερευνών και άρθρων 
πάνω στην αρχιτεκτονική S.D.N., η έρευνα γύρω από τις εφαρμογές διαχείρισης και 
επίβλεψης ήταν μειωμένη, και έτσι με σειρά δημοσιεύσεων και άρθρων ανέπτυξαν και 
παρουσίασαν την γλώσσα Procera η οποία αποτελεί ένα πλαίσιο έλεγχου συμβάντων σε 
ένα δίκτυο βασισμένο στις αρχές της αρχιτεκτονικής S.D.N.. Όπως αναφέρουν «Η 
γλώσσα procera επιτρέπει στους διαχειριστές να εκφράζουν και να εφαρμόζουν υψηλού 
επιπέδου πολιτικές διαχείρισης κίνησης». 
Κατά τους Polcak et al., 2016 οι υψηλού επίπεδου πολιτικές σε μια S.D.N. 
εφαρμογή αποτελούν το πιο κρίσιμο ζήτημα καθως συγκεντρώνουν εκείνες τις 
πληροφορίες για τις εφαρμογές οι οποίες δημιουργούν τις ροές της κίνησης όπως για 
παράδειγμα την συσχέτιση των πρωτοκόλλων Sip και Rtp κατά την διάρκεια μιας 
κλήσης voip. Αυτές οι γλώσσες αξιοποιήθηκαν πρόσθετα στην αρχιτεκτονική με την 
ανάπτυξη νέων API  λόγω του ότι τα πρωτόκολλα για την διαχείριση των ροών στην 
αρχιτεκτονική S.D.N. ,όπως το OpenFlow, δεν είχαν τη δυνατότητα λόγω περιορισμών 
στην ποσότητα της πληροφορίας που μετέφεραν στον κεντρικό ελεγκτή του δικτύου, 
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(Foster et al., 2014). Έτσι εισάγεται άλλο ένα εργαλείο από λογισμικό το οποίο 
προσθέτει δυνατότητες στην διαχείριση του δικτύου. Αμέσως γίνεται αντιληπτό ότι 
βασιζόμενοι στον έλεγχο μέσω λογισμικού οι δυνατότητες διαχείρισης των δικτύων 
χαρακτηρίζονται ως μαγικές όπως χαρακτηριστικά αναφέρει σε πρόσφατο white paper 
της η εταιρία Cisco  με τίτλο «Demystifying S.D.N. 2017». Θα μπορούσαμε να πούμε 
πως οι λύσεις πάνω στα προβλήματα του δικτύου αρχίζουν και αποκτούν ευελιξία με τη 
χρήση λογισμικού. Η ανάπτυξη λύσεων στο μέλλον, θα είναι πιθανώς τόσο σύντομη 
όσο η ανάπτυξη μιας εφαρμογής σήμερα. 
Η γλώσσα Procera δεν είναι η μόνη γλώσσα που προτάθηκε για χρήση σε ένα 
σύστημα διαχείρισης S.D.N. αρχιτεκτονικής, αποτελεί ένα μέρος διαφόρων 
προσπαθειών που όλες είχαν κοινό σκοπό την δημιουργία ενός πλαισίου ικανού να 
περιγράφει κανόνες έλεγχου ενός δικτύου S.D.N. αρχιτεκτονικής και πιο συγκεκριμένα, 
πώς τα επίπεδα δεδομένων και ελέγχου θα ανταποκρίνονται στα εισερχόμενα πακέτα.  
H χρήση των υπαρχόντων γλωσσών προγραμματισμού έχει ως αποτέλεσμα μια 
δύσκολη και πολύπλοκη διαδικασία καθως οι περιπτώσεις που πρέπει να προβλεφτούν 
σε ότι αφόρα τα εισερχόμενα πακέτα είναι πάρα πολλές (Jammal et al.,2014).  
Μία άλλη περίπτωση γλώσσας  υψηλής πολιτικής  είναι η Frenetic. Προσβλέπει 
στην τυποποίηση των standards που αφορούν την περιγραφή και διαχείριση της 
κίνησης μέσω των Api’s που αναπτύσσονται γύρω από την S.D.N. αρχιτεκτονική. Η 
οικογένεια γλωσσών Frenetic δημιουργήθηκε για να αντιμετωπίσει τις προκλήσεις στο 
πλαίσιο ανάπτυξης της αρχιτεκτονικής S.D.N. (Foster et al., 2011). Παρέχει ένα 
περιβάλλον εξειδικευμένο για τον καθορισμό της επεξεργασίας πακέτων δεδομένων και 
είναι υπό συνεχή ανάπτυξη έως και σήμερα με την υποστήριξη των πανεπιστημίων 
Cornell, Princeton, UMass Amherst των Η.Π.Α.  Σαν  παράγωγη γλώσσα της Frenetic 
αναπτύχτηκε η NetKat (Anderson et al., 2015) η οποια είναι  βασισμένη στην  άλγεβρα 
Κλέινι (Kleene algebra) καθως και άλλες υπογλώσσες όπως η Pyretic (Reich et al., 
2013) και η Netcore (Guha, Reitblatt and Foster, 2013 ).  
Η ανάπτυξη της S.D.N. αρχιτεκτονικής, με αρκετές περιπτώσεις χρήσης και 
πολλά proof of cases, την τελευταία 10ετία,  οδηγεί στο συμπέρασμα πως το λογισμικό 
μπορεί να δώσει επίλυση σε πολλά προβλήματα από την ραγδαία αύξηση του μεγέθους 
των δικτυων και των διασυνδεδεμένων συσκευών σε αυτά.   
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Τα ζητήματα γύρω από την μηχανευτική των δικτύων διαχωρίζονται σε πολλούς 
επιμέρους τομείς όπως η διαχείριση της κίνησης, τα πρωτόκολλα, η διαχείριση του 
δικτύου, η μέτρηση παραγόντων  (ταχύτητα, φόρτος , ρυθμοαπόδοση κτλ) και πληθώρα 
από άλλους παράγοντες όπου η σχέση μεταξύ τους σε πολλές περιπτώσεις θα 
μπορούσαμε να την πούμε ως «στατική». Η S.D.N. αρχιτεκτονική αποτελεί ακόμα ένα 
βήμα, μεγάλο αυτή τη φορά προς ένα μέλλον όπου τα δίκτυα θα διακρίνονται από 
δυνατότητα αναπροσαρμογής των λειτουργιών τους σύμφωνα με κανόνες και χιλιάδες 
συνθήκες τις οποίες θα διαχειρίζεται και θα επιβλέπει λογισμικό. Σειρά επιστημονικών 
άρθρων, (Latah and Toker,  2018; Sendra et al., 2017 ; Ulrich, 2018 ), προβλέπουν πως 
τα τεράστια δίκτυα του μέλλοντος  θα μπορούν να «μάθουν», να «προβλέψουν» και να 
«αναπροσαρμόζονται» έτσι ώστε να επιλύουν με τον καλύτερο δυνατό τρόπο τα 
διάφορα προβλήματα που προκύπτουν.  
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4 Δίκτυα Καθοριζόμενα από Λογισμικό  (S.D.N.) 
 
4.1 Ορισμός  
 
Ως δικτύωση που ορίζεται από το λογισμικό ορίζεται το σύνολο αρχών και 
προϋποθέσεων που συνθέτουν την αρχιτεκτονική δικτύωσης η οποία  παρέχει τις 
προϋποθέσεις προγραμματισμού των δικτύων. Κύρια και βασική της αρχή είναι ο 
διαχωρισμός του επιπέδου δεδομένων από το επίπεδο ελέγχου. Αυτή η νέα  
αρχιτεκτονική δικτύου επιτρέπει στο δίκτυο να ελέγχεται έξυπνα, κεντρικά και να 
προγραμματίζεται με τη χρήση εφαρμογών λογισμικού. Αυτό βοηθά τους μηχανικούς 
να διαχειρίζονται ολόκληρο το δίκτυο με συνέπεια και ολιστικότητα, ανεξάρτητα από 
την υποκείμενη τεχνολογία δικτύου και τους προμηθευτές των συσκευών. 
Το καθορισμένο από το λογισμικό δίκτυο έχει αναδειχθεί ως μια νέα 
αρχιτεκτονική ελέγχου των δικτύων η οποία βρίσκεται υπό συνεχόμενες προσθήκες και 
αλλαγές, με απώτερο σκοπό να καταφέρει να ανταποκριθεί στις προκλήσεις που 
συναντά η εφαρμογή της στα γιγάντια ήδη εγκατεστημένα δίκτυα των παρόχων 
τηλεπικοινωνιακών και δικτυακών υπηρεσιών βασικές πτυχές του S.D.N. 
περιλαμβάνουν το διαχωρισμό του επιπέδου δεδομένων και του επίπεδο ελέγχου, τη 
χρήση διεπαφών λογισμικού για την επικοινωνία των ξεχωριστών επιπέδων και ένα 
λογικά κεντρικό επίπεδο ελέγχου που δημιουργεί μια «προβολή» του  δικτύου για τις 
εφαρμογές ελέγχου και διαχείρισης. 
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4.2 Ιστορική αναδρομή 
 
Ιστορικά δεν είναι η πρώτη φορά όπου έγιναν προσπάθειες για ένα εξυπνότερο, 
αυτοματοποιημένο και πιο εύκολα διαχειρίσιμο δίκτυο (Εικόνα 5). Στην ουσία η 
προσπάθεια δεν σταμάτησε ποτέ από την  στιγμή της εξάπλωσής τους. Πίσω στο 2001 
προσπάθειες προτυποποίησης κανόνων διαχωρισμού του επιπέδου δεδομένων και του 
επιπέδου ελέγχου είχαν ως αποτέλεσμα το 2003 την παρουσίαση του πρωτόκολλου 
ForCES  (Forwarding and Control Element Seperation) το οποίο με μια σειρά Rfc’s 
έθετε τις λειτουργιές και τους μηχανισμούς για τον διαχωρισμό των επιπέδων 
δεδομένων και ελέγχου.  Μελέτη σύγκρισης του IETF ανάμεσα στις δυο προσεγγίσεις 
καταλήγει πως η λογική του ForCES οδηγεί σε μια νέα αρχιτεκτονική δικτυακών 
συσκευών ενώ η λογική του OpenFlow σε μια νέα αρχιτεκτονική δικτύων.  Προτείνει 
κατά την προτυποποίηση του OpenFlow  να ληφθούν υπόψη λειτουργίες και 
μηχανισμοί από το ForCES οι οποίοι μπορούν να αυξήσουν την λειτουργικότητα του 
OpenFlow( Wang et al., 2012). To πλαίσιο περιγραφής της αρχιτεκτονικής ForCES 
ολοκληρώθηκε οριστικά το 2015 και αποτελεί ένα ακόμη βήμα προς την ανάπτυξη 
προτύπων για εισαγωγή αυτοματισμού στο δίκτυο.  
 
Εικόνα 5 Ιστορική εξέλιξη εισαγωγής αυτοματισμού στο δίκτυο. (ONF Architecture,2013) 
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4.3 Legacy-Παραδοσιακά Δίκτυα  
 
Η βασική αρχή λειτουργίας των παραδοσιακών δικτύων, (Εικόνα 6), αποτελείται από 
τα εξής τρία βασικά επίπεδα λειτουργίας τα οποία είναι υλοποιημένα στο firmware 
κάθε δικτυακής συσκευής: 
 Επίπεδο Δεδομένων(Data Plane):  Αφορά όλες τις λειτουργίες και τις 
διαδικασίες  που είναι υπεύθυνες για την προώθηση και εναλλαγή των πακέτων 
από την μια διεπαφή στην άλλη. (QoS , access control lists (ACLs).) 
 Επίπεδο Ελέγχου(Control Plane): Αφορά όλες τις λειτουργίες και τις 
διαδικασίες  που καθορίζουν ποια διαδρομή  θα χρησιμοποιηθεί. Στο επίπεδο 
αυτό επιτελούνται οι λειτουργίες των πρωτοκόλλων δρομολόγησης καθώς και 
λειτουργίες ανταλλαγής πληροφοριών που απαιτεί η λειτουργία των 
πρωτοκόλλων στις διαδικτυακές συσκευές . 
 Επίπεδο Διαχείρισης(Management Plane): Αφορά όλες τις λειτουργίες και 
διαδικασίες που απαιτούνται για την παρακολούθηση των δικτυακών συσκευών 
(Simple Network Management Protocol (SNMP), Telnet, File Transfer Protocol 
(FTP), Secure FTP, and Secure Shell (SSH) ). 
 
 
 
Εικόνα 6: Παραδοσιακή προσέγγιση λειτουργίας των τριών επιπέδων σε ένα δίκτυο.  (Cisco Demystifying SDN 
Public Whitepaper, 2017) 
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Οι συσκευές δικτύου όπως τις ξέρουμε τις τελευταίες δεκαετίες εκτελούν δύο 
βασικούς τύπους επεξεργασίας όπου πολύ αφαιρετικά : 
 Το επίπεδο δεδομένων εξετάζει έναν πίνακα δρομολόγησης για να αποφασίσει 
πού να προωθήσει τα πακέτα. Αυτή η επεξεργασία πραγματοποιείται σε 
ολοκληρωμένα κυκλώματα για ειδικές εφαρμογές γνωστά και ως ASIC.  
 
 Το επίπεδο ελέγχου φροντίζει για οτιδήποτε άλλο, όπως το spanning tree , 
Authentication-Authorisation-Acounting , και πολλά άλλα.  
Το 2007 όπου το πανεπιστήμιο του Stanford δημιούργησε ένα πρόγραμμα με τίτλο 
Clean Slate (Feldmann, 2007), το οποίο προκάλεσε τους συμμετέχοντες να προτείνουν 
πώς θα σχεδίαζαν το Διαδίκτυο και τι βελτιώσεις θα έκαναν. Μια από τις ιδέες που 
κατατέθηκαν ήταν η βασική φιλοσοφία πίσω από την S.D.N. αρχιτεκτονική (Εικόνα 7), 
δηλαδή η αποσύνδεση του επιπέδου ελέγχου από το επίπεδο δεδομένων και η 
τοποθέτηση του εκτός δικτυακών συσκευών και η χρήση southbound api όπου 
μετέπειτα κατέληξε στην παρουσίαση του πρωτοκόλλου OpenFlow (McKeown et al., 
2008).  
 
 
Εικόνα 7:S.D.N. Αρχιτεκτονική (Cisco Demystifying SDN Public Whitepaper, 2017) 
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Επιπλέον τα παραδοσιακά δίκτυα απαιτούν την χρήση μεγάλου αριθμού 
πρωτοκόλλων δρομολόγησης λόγο του ότι η κάθε συσκευή έχει το δικό της control και 
data plane  με αποτέλεσμα  να εισάγεται αυξημένη πολυπλοκότητα στην διαχείριση και 
κατανομή των πόρων. Επίσης η προσέγγιση των παραδοσιακών δικτύων απαιτεί την 
χειροκίνητη ρύθμιση, (Human to Machine input), κάθε Router ,Switch κτλ με 
αποτέλεσμα η διαδικασία να είναι ευάλωτη σε σφάλματα  και αρκετά χρονοβόρα, (CLI 
Commissioning), καθώς απαιτεί την χρήση πολλών εργαλείων διαχείρισης και 
ρυθμίσεων για την ενημέρωση παραμέτρων του δικτύου. Η διαχείριση στην 
παραδοσιακή αρχιτεκτονική δικτύου είναι περίπλοκη, καθώς οι αποφάσεις 
δρομολόγησης γίνονται ξεχωριστά  σε κάθε συσκευή γεγονός που έχει ως αποτέλεσμα 
μια κατανεμημένη στην ουσία διαχείριση (Feamster et al., 2014)  
 
 
4.4 Αρχιτεκτονική S.D.N.  
 
Η μνημειώδης ανάπτυξη του περιεχομένου πολυμέσων, η έκρηξη του Cloud 
Computing, ο αντίκτυπος της αυξανόμενης χρήσης των κινητών τηλεφώνων, η 
τεράστια διείσδυση και ανάπτυξη των social media και οι συνεχείς επιχειρηματικές 
πιέσεις για τη μείωση του κόστους Opex και Capex στους δικτυακούς παρόχους, όλα 
συγκλίνουν για να ανατρέψουν τα παραδοσιακά επιχειρηματικά μοντέλα τα οποια 
απαιτούν κατανεμημένη εποπτεία και διαχείριση στα μεγάλα δίκτυα από τους φορείς 
εκμετάλλευσης. 
Βασισμένη και χτισμένη πάνω στις «ανοικτές» αρχές του ONF (Open Network 
Foundation ) η αρχή λειτουργίας των S.D.N. δικτύων αποτελείται από διαφορετικά 
επίπεδα τα οποια έχουν την δυνατότητα, πέρα από την συνύπαρξη και συνεργασία, της 
καθόλα ανεξάρτητης λειτουργίας. Είναι ιστορικά το αποτέλεσμα της συνεχούς ανάγκης 
εξέλιξης του τρόπου διαχείρισης και λειτουργίας των δικτυων. Η S.D.N. αρχιτεκτονική 
επιτρέπει τον προγραμματισμό της συμπεριφοράς δικτύου με κεντρικό έλεγχο μέσω 
εφαρμογών λογισμικού που χρησιμοποιούν ανοιχτά API’s. Με το «άνοιγμα» 
παραδοσιακά κλειστών πλατφορμών δικτύου και την εφαρμογή ενός κοινού στρώματος 
ελέγχου από λογισμικό, οι φορείς εκμετάλλευσης και οι επιχειρήσεις μπορούν να 
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διαχειρίζονται όλο το δίκτυο και τις συσκευές τους με συνέπεια, ανεξάρτητα από την 
πολυπλοκότητα της υποκείμενης τεχνολογίας δικτύου. 
 
 
 
4.5 Δομή και λειτουργία 
 
Η αρχιτεκτονική S.D.N. χαρακτηρίζεται από 3 κύρια επίπεδα,(Εικόνα 8): 
 Επίπεδο Εφαρμογών (Application Plane) :Το επίπεδο εφαρμογών  θα 
μπορούσαμε να το παρομοιάσουμε με ένα προγραμματιζόμενο δίαυλο 
επικοινωνίας όπου διαμέσου των API’s διακινούνται όλες οι απαραίτητες 
πληροφορίες-προδιαγραφές και πολιτικές ώστε να τεθούν οι κανόνες 
συμπεριφοράς στο δίκτυο .  
 Επίπεδο Ελέγχου (Control Plane):Εδώ βρίσκεται η «οντότητα» του Controller 
ή ελεγκτή. Λαμβάνει οδηγίες βάση προδιαγραφών και απαιτήσεων από το 
επίπεδο εφαρμογών τις οποίες και μεταδίδει στα στοιχεία που αποτελούν το 
δίκτυο. Έχει την σαφή εικόνα του δικτύου και της τοπολογίας ανά πάσα στιγμή 
καθώς ενημερώνεται για κάθε αλλαγή που συντελείται. Εδώ λαμβάνονται οι 
αποφάσεις για τον τρόπο που θα προωθηθούν τα πακέτα από μια ή 
περισσότερες δικτυακές συσκευές και εξασφαλίζει την μεταβίβαση της 
πληροφορίας εκτέλεσης της ενέργειας αυτής στον εκάστοτε δικτυακό πόρο. 
 Επίπεδο Υποδομής (Infastructure Plane):Αποτελείται από συσκευές 
δικτύωσης που αποτελούν το υποκείμενο φυσικό δίκτυο για την προώθηση των 
πακέτων δεδομένων. Θα μπορούσε να είναι ένα σύνολο Switch και Router σε 
ένα data center καθώς και οι φυσικές διασυνδέσεις μεταξύ τους.  
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Εικόνα 8: Τα τρία επίπεδα της αρχιτεκτονικής S.D.N. (ONF SDN Architecture, 2014) 
 
Τα προαναφερθέντα επίπεδα (Εικόνα 8) διασυνδέονται μεταξύ τους μέσω 
διεπαφών, είτε βρίσκονται στην ίδια συσκευή είτε όχι. Ανάλογα την περίπτωση είτε θα 
χρησιμοποιηθεί μια κλήση συστήματος ώστε να τα φέρει σε επικοινωνια υπό την ίδια 
συσκευή ή τον ρόλο θα αναλάβει ένα πρωτόκολλο επικοινωνίας ανάμεσα σε δυο 
διαφορετικές δικτυακές συσκευές. Οι διεπαφές (Εικόνα 9) που χρησιμοποιούνται για 
την αλληλεπίδραση στοιχείων των χωρίζονται σε Northbound και Southbound. 
 
 
Εικόνα 9: Επίπεδα και διεπαφές. (Doan, 2015) 
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API Northbound: Τα Northbound API έχουν ως σκοπό να  επικοινωνούν και να 
αλληλεπιδρούν με τις εφαρμογές και τις υπηρεσίες όπου έχει πρόσβαση ο τελικός 
χρήστης. Αυτά βοηθούν τους χρήστες ή τους διαχειριστές δικτύου να αναπτύξουν 
τους κανόνες της πολικής του δικτύου ή να διαμορφώσουν την κυκλοφορία και να 
αναπτύξουν υπηρεσίες συγκεκριμένων ή δυναμικά μεταβαλλόμενων προδιαγραφών 
σύμφωνα με τα sla’s. Σε γενικές γραμμές, τα Northbound API’s βοηθούν στην 
αμφίδρομη επικοινωνια του επιπέδου εφαρμογής με το επίπεδο ελέγχου. 
 
API Southbound: Τα Southbound APIs χρησιμοποιούνται για την αναμετάδοση 
πληροφοριών και εξασφάλιση επικοινωνίας ανάμεσα στον Controller και τις 
συσκευές δικτύωσης (Routers,Switches,Firewalls κτλ) φυσικές ή μη. Το OpenFlow 
είναι το πιο συνηθισμένο API που χρησιμοποιείται για την επικοινωνία των 
Southbound διεπαφών. Στην ουσία τα Southbound API’S συμβάλλουν στην 
επικοινωνία μεταξύ των επιπέδων ελέγχου και υποδομής. 
 
 
4.6 Ελεγκτής-Controller 
 
Ο ελεγκτής ή Controller αποτελεί κύρια οντότητα της αρχιτεκτονικής  και  ανήκει στο 
επίπεδο ελέγχου του S.D.N.. Είναι η καρδιά και ο εγκέφαλος του δικτύου, οι ελεγκτές 
S.D.N. παρέχουν μια συγκεντρωτική εικόνα του συνολικού δικτύου και δίνουν τη 
δυνατότητα στους διαχειριστές δικτύων να διαβιβάζουν πληροφορίες όπως κανόνες 
δικτύωσης και πολιτικές στα υποκείμενα συστήματα (επίπεδο υποδομής , VMs, Virtual 
Routers & Switches). Ο Controller αποτελεί το κέντρο της αρχιτεκτονικής S.D.N.  
Ακόμα και χωρίς προγραμματιστικές γνώσεις ένας μηχανικός δικτυού μπορεί 
άμεσα να εκμεταλλευτεί τα διαφορά εργαλεία προς αυτοματοποιημένη εφαρμογή 
πολιτικών στο δίκτυο. Αντί της χρήσης της παραδοσιακής γραμμής εντολών για 
παραμετροποίηση σε κάθε Router και Switch ο χειρισμός σε αρκετές υλοποιήσεις, όπως 
στο παράδειγμα της εταιρίας Cisco, γίνεται μέσω ενός γραφικού περιβάλλοντος 
εργασίας (GUI) και εφαρμόζεται καθολικά στο δίκτυο αμέσως χωρίς ο διαχειριστής να 
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χρειαστεί να επέμβει σε κάθε συσκευή ξεχωριστά για παραμετροποίηση. Πρέπει να 
αναφέρουμε πως το γραφικό περιβάλλον είναι ένα πρόσθετο στοιχείο το οποίο 
αναφέρεται μαζί με άλλα στοιχεία ως πλατφόρμα διαχείρισης ενός Controller. 
4.7 Cisco APIC G.U.I.  
 
Αποτελεί την πλατφόρμα λογισμικού διαχείρισης κεντρικού ελεγκτή  της  εταιρίας  
cisco. Έχει αναπτυχθεί γραφικό περιβάλλον εργασίας,(Εικόνα 10), με ιδιαίτερο 
προσανατολισμό την απλοποίηση άλλοτε χρονοβόρων διαδικασιών. 
 
 
Εικόνα 10:Γραφικό περιβάλλον εργασίας του Controller της εταιρίας cisco.(Cisco Apic Gui, 2018) 
Στην εικόνα 10 βλέπουμε ένα στιγμιότυπο από το  GUI του Controller της εταιρίας 
cisco όπως αυτό έχει εξελιχτεί στην έκδοση για το 2018. Βλέπουμε πως πρόκειται για 
ένα πλήρη γραφικό περιβάλλον εργασίας το οποίο ουδεμία σχέση έχει με την 
λειτουργικότητα και την εμπειρία χρήση της γραμμής εντολών.  
1. Μενού και εικονίδια εργαλείων 
2. Γραμμή επόμενου 
3. Πλαίσιο πλοήγησης 
4. Παράθυρο εργασίας 
5. Παράθυρο Last Login-Εμφανίζει την ημερομηνία και την ώρα της τελευταίας 
στιγμής της σύνδεσης του τρέχοντος χρήστη. 
6. Show Me How – Λειτουργία βοήθειας με interactive παραδείγματα και online 
βιβλιοθήκη η οποία συνεχώς εμπλουτίζεται με μηνιαίο εμπλουτισμό 
περιεχομένου. 
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Για να γίνει περισσότερο κατανοητή η διευκόλυνση που φέρνει η αρχιτεκτονική 
S.D.N. στην διαχείριση ενός δικτύου θα αναφερθούμε στην διαχείριση των Access Lists 
όπως αυτή πραγματοποιείται από ένα γραφικό περιβάλλον σε σχέση με την γραμμή 
εντολών. Πιο συγκριμένα οι λίστες ελέγχου πρόσβασης ή ACL απαιτούν ακριβή 
σύνταξη και ανάλυση αλληλουχίας ώστε να επιτευχθεί το απαιτούμενο επίπεδο 
ασφαλείας σε ένα δίκτυο. Η ρύθμιση των παραμέτρων και κυρίως η αντιμετώπιση 
προβλημάτων (ACL Debugging) αποτελεί μια περίπλοκη και χρονοβόρα διαδικασία για 
τους χειριστές οι οποίοι πρέπει να ανατρέξουν μέσω του CLI ώστε να απεικονιστούν 
ξεχωριστά για κάθε Router η Switch οι κανόνες ροής της κυκλοφορίας μέσα στο δίκτυο 
και έτσι να πραγματοποιηθεί η διαδικασίας της  εκσφαλμάτωσης με διαφορετικά 
παράθυρα διαχείρισης μέσω του CLI. Η κατάληξη είναι συνήθως μια περίπλοκη 
διαδικασία όπου ο μηχανικός διαχείρισης να πρέπει να αναγνώσει ένα πολύπλοκο και 
ογκώδες «λογικό διάγραμμα» με αρκετά παράθυρα κονσόλας ανοικτά καθώς και την 
εφαρμογή απεικόνισης του δικτύου της εκάστου εταιρίας (Εικόνα 11)  
 
 
Εικόνα 11: Διαχείριση ACL με χρήση κονσόλας 
Στον αντίποδα η διαχείριση των ACL μέσω αρχιτεκτονικής S.D.N. αποτελεί ένα 
μεγάλο πλεονέκτημα για τους διαχειριστές καθώς μέσω μιας εφαρμογής η οποία 
απλοποιεί και επιταχύνει την διαχείριση και επίλυση προβλημάτων που αφορά τις 
λίστες έλεγχου Πρόσβασης. Στην περίπτωση του APIC της εταιρίας Cisco η εφαρμογή 
ονομάζεται  Path Trace ACL ,(Εικόνα 12). 
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Εικόνα 12: Γραφική απεικόνιση του σημείου διακοπής της κίνησης λόγο κανόνων πρόσβασης ACL.(Cisco Apic Gui, 
2018) 
Η εφαρμογή αυτή χρησιμοποιώντας την κεντρική εικόνα που έχει ο Controller για 
το δίκτυο, συγκεντρώνει όλες τις ACL’s και επιτρέπει διάφορες συγκρίσεις .Επίσης 
απεικονίζει στην οθόνη τους κανόνες ροής της κυκλοφορίας στο δίκτυο «hop-by-hop» . 
Έτσι εισέρχεται ένα πραγματικά «μαγικό» εργαλείο το οποίο αφαιρεί την 
πολυπλοκότητα και εξοικονομεί χρόνο, πόσο μάλλον όταν ο χρόνος αποτελεί ένα 
κριτήριο εάν θα ενεργοποιηθεί ρήτρα εις βάρος της εταιρίας από κάποιον 
δυσαρεστημένο μεγάλο πελάτη όταν αυτού παραβιάστηκε το συμφωνηθέν sla των 
υπηρεσιών που ζητά από αυτήν. Επεκτείνοντας το παράδειγμα αρκεί να φανταστούμε 
σε ένα Rollout νέου εξοπλισμού πόσο χρόνο θα εξοικονομήσει μια τέτοια δυνατότητα 
μαζικής διαχείρισης και εγκατάστασης των ACL στις δικτυακές συσκευές. 
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4.8 Ενορχηστρωτής Υπηρεσιών ή Orchestrator 
 
Είναι μια εφαρμογή λογισμικού η οποία ανήκει στο επίπεδο εφαρμογής της 
αρχιτεκτονικής S.D.N., η οποία παρέχει την δυνατότητα της ύπαρξης 
προγραμματιζόμενου περιβάλλον συμπεριφοράς του δικτύου. Συντονίζει τα 
απαιτούμενα στοιχεία για την υποστήριξη εφαρμογών και υπηρεσιών. 
 
Η ενορχήστρωση των λειτουργιών της αρχιτεκτονικής S.D.N. παρέχει μια διεπαφή με 
την οποία ο πελάτης μπορεί να τοποθετήσει τις εντολές παροχής υπηρεσιών μέσω 
εργαλείων που βασίζονται σε εφαρμογές, όπως  τα συστήματα OSS / BSS (Operations 
Support System/Business Support System),  τα οποία χρησιμοποιούνται στον τομέα των 
τηλεπικοινωνιών για την υποστήριξη σειράς  υπηρεσιών και προϊόντων κυρίως τύπου 
«on demand». Παράδειγμα αποτελεί ένα αίτημα να χορηγηθεί υπηρεσία εικονικού 
τείχους προστασίας για ένα πελάτη (Firewall-as-a-Service) όπου το αίτημα αυτόματα 
θα προωθηθεί στον Orchestrator ο οποίος χρησιμοποιώντας βιβλιοθήκες λογισμικού θα 
μετατρέψει το αίτημα σε μορφή γλώσσας που είναι κατανοητή από το επίπεδο ελέγχου 
S.D.N. το οποίο με την σειρά του μέσω των API θα μεταφέρει το αίτημα στον 
κατάλληλο server (πχ Cisco ASAv, Huawei VSG κτλ) για την δημιουργία του 
εικονικού τοίχους προστασίας. 
 
 
4.9 Κύρια Πλεονεκτήματα S.D.N. αρχιτεκτονικής. 
 
Τα κύρια πλεονεκτήματα της αρχιτεκτονικής που εντοπίζουμε είναι τα εξής: 
 Δυνατότητα προγραμματισμού: H αρχιτεκτονική S.D.N. επιτρέπει τη ρύθμιση 
της συμπεριφοράς του δικτύου από το λογισμικό που βρίσκεται απομακρυσμένα 
από τις συσκευές δικτύωσης που παρέχουν φυσική συνδεσιμότητα. Ως 
αποτέλεσμα, οι διαχειριστές των  δικτύων μπορούν να προσαρμόσουν τη 
συμπεριφορά των δικτύων για να υποστηρίξουν νέες υπηρεσίες. Με την 
αποσύνδεση του υλικού από το λογισμικό, εισάγεται η δυνατότητα για 
καινοτόμες και διαφοροποιημένες νέου τύπου υπηρεσίες, γρήγορα χωρίς τους 
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περιορισμούς των κλειστών και ιδιόκτητων πλατφορμών και προτύπων. Ο 
αυτοματισμός του δικτύου είναι πλέον δυνατός και θα εξελίσσεται συνεχώς. 
 Ανεξαρτητοποίηση δικτύου: Οι υπηρεσίες και οι εφαρμογές που λειτουργούν 
με την αρχιτεκτονική S.D.N. είναι ανεξάρτητες από τις βασικές τεχνολογίες και 
το υλικό, που παρέχουν φυσική συνδεσιμότητα  
 Συγκέντρωση πληροφοριών και ελέγχου: Το S.D.N. βασίζεται σε λογικώς 
συγκεντρωμένες τοπολογίες δικτύου, οι οποίες επιτρέπουν τον έξυπνο έλεγχο 
και διαχείριση των πόρων. Οι παραδοσιακές μέθοδοι ελέγχου δικτύου 
διανέμονται, και τελούνται ξεχωριστά σε κάθε δικτυακή συσκευή. Με την 
επιβολή κεντρικού ελέγχου στα στοιχεία του δικτύου, δημιουργούνται 
καινοτόμες πρακτικές σε διάφορους τομείς όπως για παράδειγμα  η διαχείριση 
του εύρους ζώνης, η αποκατάσταση της κίνησης σε ενδεχόμενο διακοπής και 
άλλα. . 
 Ανοικτή προτυποποίηση: Οι αρχιτεκτονική  S.D.N. ανοίγει μια νέα εποχή στην 
χρήση των ανοικτών προτύπων  επιτρέποντας τη διαλειτουργικότητα πολλών 
προμηθευτών καθώς και την προώθηση ενός οικοσυστήματος ουδέτερου αυτών. 
Τα ανοιχτά API υποστηρίζουν ένα ευρύ φάσμα εφαρμογών, όπως 
ενορχήστρωση των υπηρεσιών, εφαρμογές OSS / BSS, SaaS και εφαρμογές 
δικτύωσης κρίσιμης σημασίας. Επιπλέον, το λογισμικό μπορεί να ελέγξει το 
υλικό από πολλούς προμηθευτές με ανοικτές διεπαφές λογισμικού όπως το 
OpenFlow . Τέλος με την υιοθέτηση τέτοιων προτύπων, οι έξυπνες υπηρεσίες 
και εφαρμογές δικτύου μπορούν να «τρέξουν» μέσα σε μια κοινή πλατφορμα 
διαχείρισης όπως θα αναλύσουμε παρακάτω. 
Επιπλέον μιλώντας γενικά η προσέγγιση της S.D.N. αρχιτεκτονικής είναι ικανή να 
προσφέρει πλήθος λύσεων σε χρονοβόρες διαδικασίες ρουτίνας  οι οποίες επιβάρυναν 
τους διαχειριστές και τους εγκαταστάτες . Ένα παράδειγμα αποτελεί το γεγονός πως 
στα παραδοσιακά δίκτυα κάθε φορά που ο σχεδιασμός απαιτεί τον εμπλουτισμό με νέες 
συσκευές, υπάρχει ανάγκη για την αρχική παραμετροποίηση της συσκευής έτσι ώστε να 
δημιουργηθεί ένας δίαυλος επικοινωνίας με το διαχειριστικό δίκτυο, έτσι απαιτείται 
πρόσθετη εργασία παραμετροποίησης ώστε η κεντρική διαχείριση να αποκτήσει τον 
έλεγχο της συσκευής. Όπως είναι γνωστό κάθε εργασία ρουτίνας, είναι ευάλωτη σε 
λάθη τα οποία εάν εισαχθούν στην αλυσίδα διαδικασιών θα επιφέρουν καθυστέρηση 
στην ανάπτυξη και ολοκλήρωση τους. Είναι γενικά αποδεκτό ότι με τον τρέχοντα 
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σχεδιασμό δικτύου  η αυτόματη και δυναμική παραμετροποίηση παραμένει μια μεγάλη 
πρόκληση. 
Η S.D.N. αρχιτεκτονική  θα απλοποιήσει και θα εξασφαλίσει απρόσκοπτη 
πρόσβαση στην διαχείριση των συσκευών με αυτοματοποιημένο τρόπο χωρίς την 
ανάγκη παρέμβασης και αρχικής παραμετροποίησης κάθε συσκευής. Παράδειγμα της 
δυνατότητας αυτής περιγράφεται στο κεφάλαιο 10 στην περιγραφή της πλατφόρμας 
O.N.A.P. και στις τεχνολογίες λογισμικού που κάνει χρήση. 
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5 Πρωτόκολλο OpenFlow 
 
Αποτελεί την πιο διαδεδομένη southbound διεπαφή. Είναι ένα τυποποιημένο πρότυπο 
πολλαπλών προδιαγραφών το οποίο δημιουργήθηκε από το ONF και ορίζει τους 
κανόνες για την επικοινωνια ανάμεσα στο επίπεδο ελέγχου (Control plane), το οποίο 
βρίσκεται στον Controller και στο επίπεδο δεδομένων (Data plane) το οποίο και είναι 
κατανεμημένο μεταξύ των κόμβων του S.D.N. δικτύου. Αυτός ο διαχωρισμός των 
επιπεδων επιτρέπει εξελιγμένη διαχείριση της κυκλοφορίας σε σχέση με τα 
παραδοσιακά δίκτυα τα οποια κάνουν χρήση πρωτοκόλλων δρομολόγησης και ACL’s 
Το πρωτόκολλο OpenFlow καθώς είναι βασισμένο σε ανοικτή αρχιτεκτονική και 
προτυποποίηση είναι ικανό να επιτρέπει την διαχείριση συσκευών διαφορετικών 
κατασκευαστών. 
Ένα OpenFlow Switch μπορεί να προγραμματιστεί κατάλληλα ώστε να εκτελέσει 
τις λειτουργίες προσδιορισμού και κατηγοριοποίησης  πακέτων από μια διεπαφή βάση 
των πληροφοριών που περιέχουν οι header των πακέτων. Μπορεί να επεξεργαστεί τα 
πακέτα αλλά και να τροποποιήσει κατάλληλα τα πεδία των κεφαλίδων τους ώστε να 
ικανοποιηθούν διάφορες προδιαγραφές για την προώθηση τους σε μια συγκεκριμένη 
θύρα εξόδου ή στον ελεγκτή. Επιτρέπει την απομακρυσμένη διαχείριση των πινάκων 
προώθησης πακέτων σε Layer 3 συσκευές, εκτελώντας λειτουργίες πρόσθεσης 
τροποποίησης αλλα και κατάργησης κανόνων αντιστοίχησης στους πίνακες ροών. Με 
αυτό τον τρόπο οι αποφάσεις δρομολόγησης μπορούν να γίνουν είτε περιοδικά είτε ad-
hoc από τον ελεγκτή και να μεταφράζονται σε χρονικά περιορισμένους κανόνες και 
ενέργειες που ορίζουν την συμπεριφορά της συσκευής στις ροές δεδομένων . 
Στην Εικόνα 13, μπορούμε να δούμε αφαιρετικά την λειτουργία του OpenFlow 
Switch. Πιο συγκεκριμένα στην «κοινή» λειτουργία ενός Switch είτε υποστηρίζεται 
μεταγωγή πακέτων βάση της  MAC address (Layer 2Switch) είτε στην πιο σύγχρονη 
έκδοση τους την προώθηση πακέτων αλλα και δρομολόγηση τους βάση  της 
διαχείρισης του tcp/ip πρωτοκόλλου (Layer 3 Switch). Η διαφορά του OpenFlow 
Switch είναι ότι πραγματοποιεί προώθηση βασισμένη στις ροές, οι οποίες φυσικά 
αποτελούνται από μια αλληλουχία πακέτων τα οποία υπακούν σε κάποιες 
προδιαγραφές . Προς αποφυγή σύγχυσης πρέπει να εξηγήσουμε πως η θεμελιώδη 
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διαφορά δεν είναι άλλη παρά το ότι είναι δυνατή μέσω ενός api στο επίπεδο εφαρμογής 
να γίνουν αλλαγές, για παράδειγμα σε έναν πινάκα προώθησης (FIB), οι οποίες δύναται 
μέσω του πρωτοκόλλου OpenFlow να διαδοθούν στις δικτυακές συσκευές ενώ στην 
παραδοσιακή προσέγγιση θα απαιτούντο να γίνει επέμβαση στην κάθε συσκευή. To 
OpenFlow είναι μια διεπαφή η οποια δημιουργήθηκε για να επιτρέπει εν μέρει την 
απομακρυσμένη επιβολή κανόνων σε ένα σύνολο συμβατών συσκευών ,μηχανισμός ο 
οποίος έρχεται σε αντίθεση με τις τακτικές των εταιριών όπου δεν επιτρέπουν την 
εκτέλεση κώδικα από τον χρήστη στις δικτυακές συσκευές. Τουλάχιστον στο παρελθόν, 
καθως τα τελευταία χρόνια υπάρχει ανταπόκριση και διατέθηκαν αρκετές αναβαθμίσεις 
firmware οι οποίες δίνουν συμβατότητα χρήσης του OpenFlow με την ενεργοποίηση 
OpenFlow-agents αλλά και δυνατότητες όπως python on box που αναφέρουμε στο 
Κεφαλαίο 10. 
 
Εικόνα 13: Φιλοσοφία λειτουργίας ενός «κοινού»l3 Switch και ενός OpenFlow Switch. 
Το πρωτόκολλο OpenFlow τοποθετείται άνωθεν του πρωτοκόλλου Ελέγχου 
Μεταφοράς (tcp) και ορίζει την χρήση του TLS (TRANSPORT Layer Security). Η 
θύρα επικοινωνίας είναι επίσημα πλέον η 6653 αν και σε παλιότερες εκδόσεις 
χρησιμοποιούταν η 6633. Οι διάφορες οδηγίες-προδιαγραφές που μεταδίδονται από 
έναν ελεγκτή σε ένα Switch μέσω του OpenFlow είναι δομημένες με τη μορφή ροών. 
Σε γενικές γραμμές ως ροή μπορούμε να ορίσουμε μια ακολουθία πακέτων που 
διέρχονται από ένα δίκτυο και χαρακτηρίζονται από τουλάχιστον μια κοινή τιμή σε 
οποιοδήποτε από τα πεδία που χαρακτηρίζουν τα πακέτα. Παράδειγμα μια ροη μπορεί 
να θεωρηθεί μια ομάδα πακέτων τα οποια έχουν κοινή source ip ή ίδιο vlan id. Κάθε 
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ροη περιέχει τα ανάλογα απαιτούμενα πεδία διαχωρισμού. Στην εξέλιξη του 
πρωτοκόλλου έπαιξε ρόλο η μεγάλη ανατροφοδότηση από τους κατασκευαστές για 
εισαγωγή των απαιτούμενων λειτουργιών (Εικόνα 14). 
 
Κάθε πίνακας ροής περιέχει καταχωρήσεις-λειτουργίες  που αποτελούνται από έξι 
βασικά πεδία : 
 Αντιστοίχιση (Mach field): Χρησιμοποιείται για την επιλογή πακέτων που 
ταιριάζουν με τις τιμές στα πεδία.(Tcp port ,udp source ,vlan id κτλ).  
 Προτεραιότητα (Priority): Σχετική προτεραιότητα των καταχωρήσεων του 
πίνακα. 
 Μετρητές(Counters): Μετρητές γενικής και ειδικής χρήσης όπως ορίζει το 
whitepaper των προδιαγραφών, όπως πχ μετρητές ληφθέντων bytes, πακέτων 
ανά θύρα, διάρκεια ροής κτλ. 
 Οδηγίες (Instructions): Ενέργειες που πρέπει να λαμβάνονται σε περίπτωση 
εμφάνισης επιτυχούς αντιστοίχησης του ορισμένου πεδίου. 
 Χρονικά όρια (Timeouts): Μέγιστος χρόνος αναμονής πριν από τη λήξη μιας 
ροής από το Switch. 
 Cookie : Tιμές δεδομένων επιλεγμένες από τον ελεγκτή. Δεν  χρησιμοποιούνται 
κατά την επεξεργασία του πακέτου. Στην ουσία αποτελεί τον τρόπο 
προσδιορισμού, στοιχείο μηχανισμού του OpenFlow, των ροών για τις εργασίες 
τροποποίησης και διαγραφής. Χρησιμοποιείται ως εργαλείο συλλογής και 
παραγωγής στατιστικών αλλά και ως στοιχείο διαδικασίας φιλτραρίσματος 
ροών. 
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Εικόνα 14: Η εξέλιξη των εκδόσεων και η συνεχόμενη προσθήκη λειτουργιών (Flowsim,2016 ) 
 
Ένα OpenFlow Switch μπορεί να διαμορφωθεί έτσι ώστε να λειτουργεί με 
παρόμοια αποτελέσματα με ένα κοινό Switch, χωρίς να χρειαστεί να ρυθμιστεί 
χειροκίνητα εάν το δίκτυο υποστεί αλλαγές. Το OpenFlow επιτρέπει στους ελεγκτές 
δικτύου να καθορίζουν τη διαδρομή των πακέτων. Καθώς οι Controller αποτελούν 
διαφορετική οντότητα από τις υπόλοιπες συσκευές του δικτύου είναι δυνατός ο 
διαχωρισμός του επιπέδου ελέγχου από το επίπεδο προώθησης επιτρέποντας έτσι  την 
πιο αποτελεσματική διαχείριση της κίνησης του δικτύου από ό, τι είναι εφικτό 
χρησιμοποιώντας λίστες ελέγχου πρόσβασης (ACL) και πρωτόκολλα δρομολόγησης 
όπως γίνεται στα «παραδοσιακά» δίκτυα χωρίς όμως την απουσία των τελευταίων. Οι 
δυνατότητες του OpenFlow δρουν συνδυαστικά με τις λειτουργίες των παραδοσιακών 
τεχνολογιών δικτύωσης και δεν αποτελούν αντικαταστάτη τους. 
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Η βασική λογική λειτουργίας ενός OpenFlow Switch σε δίκτυο που επιβλέπεται 
από Controller, συγκεντρώνεται στη χρήση πινάκων ροής και το κανάλι επικοινωνίας 
με τον Controller. Ένας ή περισσότεροι πίνακες ροής εκτελούν αναζητήσεις στοιχείων 
για την κατανομή της προώθησης των ροών των πακέτων.  
Το κανάλι επικοινωνίας παρέχει αδιάλειπτη ανταλλαγή πληροφοριών ανάμεσα 
στο Switch και στον Controller. Πιο συγκεκριμένα όταν ένα πακέτο φτάσει σε μια 
διεπαφή του OpenFlow Switch άμεσα γίνεται ανάλυση των πεδίων του header ώστε να 
διερευνηθεί εάν μπορεί να επιτευχτεί οποιαδήποτε αντιστοίχηση έτσι ώστε να 
εφαρμοστεί η πολιτική διαχείρισης των πακέτων αυτών από το Switch η οποία μπορεί 
να περιλαμβάνει από απλή προώθηση ή απόρριψη έως ρήτρες ώστε να επιτευχθεί η 
απαιτουμένη ποιότητα υπηρεσίας (QoS) στην διαχείριση της κίνησης. Πιο 
συγκεκριμένα o μηχανισμός της προώθησης εν αρχή πραγματοποιεί προεραιτικά έλεγχο 
ανατροφοδότησης του πρωτοκόλλου Spanning Tree, εν συνεχεία ακολουθεί διαδοχική 
σάρωση των επικεφαλίδων των εισερχόμενων πακέτων και δημιουργείται κριτήριο 
σύγκρισης με τον αντίστοιχο πινάκα ροής. Στην περίπτωση που υπαρξει αντιστοίχιση 
εφαρμόζεται ο αντίστοιχος κανόνας εάν είναι ο μοναδικός ενώ στην περίπτωση 
παραπάνω του ενός ικανοποιείται ο κανόνας με την μεγαλύτερη τιμή προτεραιότητας 
και ενημερώνονται οι αντίστοιχοι μετρητές. Στην περίπτωση που δεν υπαρξει 
αντιστοίχηση μέσω ενός μηνύματος ενημέρωσης του ελεγκτή (packet_in_message) 
δημιουργείται νέος κανόνας προώθησης του πακέτου και είτε το πακέτο απορρίπτεται 
σύμφωνα με την πολιτική που έχει οριστεί στον ελεγκτή μέσω ενός νέου μηνύματος 
αντίστροφης ενημέρωσης (packet_out_nessage) είτε προωθείται αλλού. 
 
 
5.1 Μηχανισμός μηνυμάτων στο OpenFlow 
  
 Κάθε φορά που πρέπει να πραγματοποιηθεί επικοινωνία μέσω του ασφαλούς 
δίαυλου επικοινωνίας εκτελείται μια αίτηση κρυπτογραφημένης σύνδεσης TLS 
(Transport Layer Security) με κατεύθυνση από το Switch προς τον Controller σε 
συγκεκριμένη tcp θύρα του ελεγκτή (6633 ή 6653 για παλιές εκδόσεις του OpenFlow). 
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 Τα μηνύματα επικοινωνίας κατανέμονται σε τρείς γενικές κατηγορίες: 
 
1. Controller to Switch 
Μηνύματα με κατεύθυνση από το Switch στον Controller. 
 Features message :Αίτημα κοινοποίησης της ταυτότητας (identity info message) 
και των χαρακτηριστικών που υποστηρίζει ο μεταγωγέας (features reply 
message) 
 Configuration message: Ενημέρωση των υπαρχουσών ρυθμίσεων του 
μεταγωγέα ή επιβολή νέων προδιαγραφών ρύθμισης των παραμέτρων σύμφωνα 
με την πολιτική του ελεγκτή. 
 Send  Packet message: Μήνυμα που διενεργεί αποστολή πακέτων έξω από μια 
συγκεκριμένη θύρα του μεταγωγέα χωρίς να είναι απαραίτητη η επιβολή κανόνα 
στον πινάκα του μεταγωγέα. 
 Modify State message: Μήνυμα ενημέρωσης της κατάστασης των μεταγωγών. 
Το μήνυμα αυτό παρακολουθεί και επεμβαίνει με ενέργειες προσθήκης, 
διαγραφής ή τροποποίησης των εγγραφών που φέρει ο  πίνακα ροής. 
 Read  State message: Χρησιμοποιείται για την συλλογή στατιστικών δεδομένων 
από τους πίνακες ροής και τις θύρες των μεταγωγών. 
 Barrier message: Χρησιμοποιείται για την ενημέρωση του ελεγκτή για την 
ολοκλήρωση ενεργειών που απαιτούνται από την ανταλλαγή μηνυμάτων. 
 
2. Asynchronous 
Μηνύματα τα οποία στέλνουν τα Switch χωρίς προηγουμένως να υπάρχει αίτημα από 
τον ελεγκτή. 
 Packet In message: Τα μηνύματα αυτά χρησιμοποιούνται όταν δεν υπάρχει 
αντιστοίχιση ενός πεδίου ενός πακέτου προς αντιστοίχηση σύμφωνα με τα πεδία 
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του πίνακα ροής και εκκινούν την διαδικασία διαχείρισης της ροής αυτών των 
πακέτων 
 Flow Removed messages: Κάθε φορά που προστίθεται μια νέα εγγραφή στον 
πίνακα ροής η διαχείριση του «χρόνου ζωής» της γίνεται σύμφωνα με δυο 
χρονικά εξαρτώμενους κανόνες: 
 soft timeout event: Εαν δεν υπάρξει κάποια αντιστοίχηση της για ορισμένο 
χρονικό διάστημα αυτή αφαιρείται αυτόματα 
 hard timeout event: Μετά από κάποιο χρονικό διάστημα η εγγραφή αφαιρείται 
χωρίς να λαμβάνεται υπόψη κάποιο άλλο κριτήριο 
 Port status messages: Μηνύματα κατάστασης μιας θύρας (up/down ,link status 
κτλ)προς ενημέρωση του ελεγκτή.  
 Controller-status: Γνωστοποιεί στον ελεγκτή παραμέτρους για την κατάσταση 
ενός OpenFlow καναλιού ώστε να δράσει αναλόγως στην ανακατεύθυνση της 
κίνησης εάν απαιτηθεί. 
 Error messages: Ενημέρωση του Controller για κάθε προβληματική κατάσταση 
που προκύπτει στον μεταγωγέα. 
 Controller Role Status Message: Ενημέρωση για αλλαγές στην συμπεριφορά 
και τον ρόλο του ελεγκτή 
 Request Forward Message: Εισερχόμενη ενημέρωση από άλλον ελεγκτή για 
αλλαγές σε επιμέρους στοιχεία ομάδων ροών και συμπεριφοράς.  
 
 
3. Symmetric 
Μηνύματα που αποστέλλονται και από τις δυο πλευρές  
 
 Hello messages: Το πρώτο μήνυμα που ανταλλάσσεται κατά την 
πραγματοποίηση μιας σύνδεσης μεταξύ ελεγκτή και μεταγωγέα 
 Echo request messages: Μηνύματα τα οποία στέλνονται είτε από τον 
μεταγωγέα είτε από τον ελεγκτή και περιμένουν απάντηση. Η χρήση τους 
επεκτείνεται για υπολογισμό latency ή bandwidth και αποτελούν μέρος του 
έλεγχου ακεραιότητας της σύνδεσης μεταξύ ελεγκτή και μεταγωγέα. 
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 Vendor messages: Αποστέλλουν επιπλέον πληροφορίες και προδιαγραφές 
σύμφωνα με τον κατασκευαστή του μεταγωγέα χρησιμοποιώντας το OpenFlow 
πρωτόκολλο. 
 
  
Εικόνα 15: Εξέλιξη μέσα στον χρόνο και αύξηση λειτουργιών σε κάθε νέα έκδοση. (Openflow Roadmap, 2015) 
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6 Παραδείγματα Εφαρμογής S.D.N. αρχιτεκτονικής 
 
 
6.1 Google S.D.N. case 
 
Το S.D.N. wan δίκτυο της google είναι κατανεμημένο σε 2 μέρη. Ένα μέρος εξυπηρετεί 
την κίνηση των χρηστών του διαδικτύου (Αναζητήσεις, υπηρεσίες Gmail κτλ) και το 
άλλο κομμάτι είναι αποκλειστικά για την διασύνδεση των τεράστιων Datacenter της 
παγκοσμίως. 
Απαίτηση των μηχανικών δικτύου της Google ήταν η βελτίωση της 
επεκτασιμότητας και της ευελιξίας ώστε να ενισχυθεί η ευκολία στη διαχείριση του 
δικτύου και η αύξηση της αποδοτικότητας των πόρων(Jain et al., 2014). Αυτή τη στιγμή 
το εσωτερικό δίκτυο της google όπου εξυπηρετούνται χιλιάδες εφαρμογές και 
υπηρεσίες είναι βασισμένο στο OpenFlow. Η πρότερη κατάσταση του δικτύου ήταν 
βασισμένη στις διασυνδέσεις μέσω legacy κόμβων όπου γινόταν χρήση Εbgp και Is-Is 
πρωτοκόλλων για την δρομολόγηση και την επικοινωνία μεταξύ τους. 
 
Εικόνα 16: Φάσεις υλοποίησης.(Google, 2015) 
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Κατά τον μετασχηματισμό των κόμβων, (Εικόνα 16), πριν την τελική φάση το 
δίκτυο έγινε υβριδικό με την εισαγωγή S.D.N. αρχιτεκτονικής σε κάποια κομμάτια του 
ώστε να αξιολογηθεί η νέα κατάσταση και έπειτα στην τελική φάση όλοι οι κόμβοι 
υποστήριζαν OpenFlow με αποτέλεσμα ο έλεγχος ολόκληρου του δικτύου να μπορεί να 
γίνεται από έναν Controller (paxos project) ο οποίος αποτελούσε μια οντότητα 
αποτελεούμενη από πολλαπλούς άλλους controlers όπου μόνο ένας είχε τον κυρίαρχο 
ρόλο. 
Ενδιαφέροντα είναι τα αποτελέσματα μετά την περάτωση  του εγχειρήματος 
όπου η Google  αξιολόγησε πως πλέον νέες λειτουργίες θα μπορούσαν να εφαρμοστούν 
καθολικά στο δίκτυο μέσα μέρες αντί για 1 χρόνο σύμφωνα με πρότερη εμπειρία, ένα 
αποτέλεσμα το οποίο δικαίωσε κατά τα λεγόμενα την επιλογή της (Jain et al., 2014). 
Επίσης ως απορία της περίπτωσης χρήσης της Google τονίζεται ότι πρέπει να τηρηθούν 
αυστηρές διαδικασίες ώστε η σταδιακή μετάβαση ενός legacy δικτύου σε S.D.N. να 
είναι αποτέλεσμα τεκμηριωμένου συνόλου προδιαγραφών ώστε οι υφιστάμενες 
υπηρεσίες να μην επηρεαστούν κατά την μετάβαση (Michel, 2017). 
Πρέπει να αναφέρουμε πως στην περίπτωση της Google μέγιστη σημασία 
έπαιξε το γεγονός ότι το υλικό ήταν φτιαγμένο ακριβώς για την δημιουργία ενός 
δικτύου προσανατολισμένου στην S.D.N. αρχιτεκτονική και την εκτέλεση κώδικα στα 
επιμέρους στοιχεία που το απαρτίζουν.  Η λύση που επέλεξε η Google είναι τύπου 
«Merchant silicon»,(Εικόνα 17),  ο ποίος είναι ένας  όρος μάρκετινγκ  στην ουσία που 
χρησιμοποιείται για να περιγράψει τη χρήση τσιπ και υλικού δικτύωσης και το 
δικτυακό λειτουργικό σύστημα  από διαφορετικές εταιρίες Είναι μια τακτική η οποια 
έχει δημιουργήσει νέα δεδομένα καθώς είναι εύκολο να εισαχθούν καινοτόμες λύσεις. 
Πάραυτα αποτελεί λύση μεγάλου κόστους και εφαρμόζεται σε πολύ μεγάλα δίκτυα 
. 
 
Εικόνα 17:H «custom» λύση Controller της google.(Google, 2015) 
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7 Προσομοιωτής Mininet 
 
Στα πλαίσια της πτυχιακής εργασίας αφιερώσαμε το παρόν κεφάλαιο στην περιγραφή 
καθως και την δημιουργία βήμα προς βήμα ενός εικονικού δικτύου με τη χρήση της 
γραμμής εντολών του λογισμικού Mininet. Το Mininet είναι ένας προσομοιωτής 
δικτύου που δημιουργεί ένα δίκτυο εικονικών κεντρικών υπολογιστών, Switch, 
ελεγκτών καθώς και των απαραιτήτων διασυνδέσεων του. Οι Host του Mininet 
χρησιμοποιούν λογισμικό δικτύου Linux και τα Switch υποστηρίζουν το OpenFlow για 
προσαρμοσμένη δρομολόγηση. Το Mininet υποστηρίζει την έρευνα, την ανάπτυξη, τη 
μάθηση, τη δημιουργία πρωτοτύπων, τη δοκιμή, την εκσφαλμάτωση και οποιεσδήποτε 
άλλες εργασίες που θα μπορούσαν να ωφεληθούν από τη δημιουργία ενός πλήρους 
πειραματικού δικτύου σε ένα υπολογιστή με πλήρη έλεγχο και προγραμματισμό κάθε 
στοιχείου. Αποτελεί πλατφόρμα δοκιμών κώδικα προσαρμοσμένου για χρήση σε 
OpenFlow Switches αλλα και κώδικα που τρέχει στο επίπεδο εφαρμογής. Παρέχει μια 
βάση  δοκιμών δικτύου τεχνολογίας S.D.N.  και είναι κατάλληλο για την  ανάπτυξη 
εφαρμογών OpenFlow . 
Περιλαμβάνει ένα CLI που έχει επίγνωση της τοπολογίας και αλληλεπιδρά με 
πρωτόκολλο OpenFlow  για τον εντοπισμό σφαλμάτων ή τη διεξαγωγή δοκιμών σε 
ολόκληρο το δίκτυο. Υποστηρίζει αυθαίρετες και τυχαία προσαρμοσμένες τοπολογίες  
που αυτόματα μπορεί να δημιουργήσει με τον κατάλληλο κώδικα . Ο κώδικας του 
Mininet είναι σχεδόν εξ ολοκλήρου γραμμένος σε  Python καθώς αποτελεί τον πυρήνα  
της πειραματικής χρήσης ώστε να παρέχει ένα προχωρημένο και επεκτάσιμο Python 
API για δημιουργία και πειραματισμό. H προχωρημένη χρήση του απαιτεί καλή γνώση 
προγραμματισμού Python καθώς και εξοικείωση με διάφορες εντολές. 
 
 
7.1 Βασική χρήση γραμμής εντολών 
 
Οι βασικές εντολές και οι λειτουργίες τους στο περιβάλλον mininet είναι : 
-nodes:  Αριθμεί όλους τους κόμβους της τρέχουσας τοπολογίας του mininet. 
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- net: Εμφανίζει όλους τους συνδέσμους μεταξύ των κόμβων της τρέχουσας  
Τοπολογίας 
-dump: Αυτή η εντολή απορρίπτει πληροφορίες για όλους τους κόμβους που 
εμπλέκονται στην ενεργή τοπολογία. Αυτό παρέχει στο χρήστη πληροφορίες για τη 
διεύθυνση IP των κόμβων και το αναγνωριστικό διεργασίας τους. 
-sh: αυτή η εντολή χρησιμοποιείται για εντολές του κελύφους από το περιβάλλον 
mininet. Για παράδειγμα, η εντολή "clear" δεν μπορεί να ερμηνευτεί από το περιβάλλον 
του mininet για να καθαρίσετε την οθόνη. Προσθέτοντας το πρόθεμα sh η εντολή sh 
clear εκτελείται κανονικά. 
- xterm: αυτή η εντολή παρέχει ανεξάρτητο τερματικό για κάθε κόμβο ξεχωριστά 
Στην τοπολογία. Είναι απαραίτητη εδικά κατά την χρήση εργαλείων όπως το iperf όπου 
είναι απαραίτητο το CLI output monitoring για κάθε ενέργεια που εκτελούμε 
ping: Η εντολή αυτή επιτρέπει στους κόμβους να μετακινούνται μεταξύ των κόμβων. Η 
εντολή Ping βασικά χρησιμοποιείται για να ελέγξει την προσβασιμότητα μεταξύ 2 
κόμβων 
pingall: Αυτή η εντολή σε αντίθεση με την προηγούμενη εντολή ping που κάνει δοκιμή 
επικοινωνίας μεταξύ δύο κόμβων, αυτή η εντολή χρησιμοποιείται για να δοκιμάσει εάν 
μεταξύ όλων των κόμβων στο δίκτυο υπάρχει επικοινωνία. Χρησιμοποιείται για τη 
διασφάλιση της συνολικής συνδεσιμότητας στους κόμβους . 
 
iperf: Tο iperf είναι στην πραγματικότητα ένα εργαλείο και όχι απλά εντολή που 
χρησιμοποιείται για τη μέτρηση στοιχείων απόδοσης  του δικτύου. Μπορεί να μετρήσει 
τόσο την απόδοση των πακέτων TCP και UDP . To iperf λειτουργεί με την λογική 
Server-Client  
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7.2 Δημιουργία δοκιμαστικής τοπολογίας  
Το παρακάτω παράδειγμα αποτελεί ένα δείγμα της φιλοσοφίας χρήσης του λογισμικού. 
Παρά το ότι το περιβάλλον της  κονσόλας  δεν έχει τις ίδιες ευκολίες όπως ένα γραφικό 
περιβάλλον, συνιστά ένα πολύ δυνατό εργαλείο για ερευνητικούς και όχι μόνο 
σκοπούς. Ακολουθεί η εισαγωγή εντολών στην κονσόλα για την δημιουργία της 
τοπολογίας. Η οπτική απεικόνιση έγινε με το λογισμικό Lucidchart.  
 
Δημιουργία της τοπολογίας single, (Εικόνα 18), αποτελούμενη από 16 
τερματικές συσκευές ,ένα Switch και έναν ελεγκτή: 
 
Εικόνα 18: Τοπολογία single. 
 
 
 
thanos@thanos-ThinkPad-T440:~$ sudo mn --topo=single,16 
*** Creating network 
*** Adding Controller 
*** Adding hosts: 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
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*** Adding Switches: 
s1 
*** Adding links: 
(h1, s1) (h2, s1) (h3, s1) (h4, s1) (h5, s1) (h6, s1) (h7, s1) (h8, s1) (h9, s1) (h10, s1) (h11, s1) (h12, s1) (h13, s1) (h14, s1) (h15, s1) 
(h16, s1) 
*** Configuring hosts 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
*** Starting Controller 
c0 
*** Starting 1 Switches 
s1 ... 
*** Starting CLI: 
mininet> net 
h1 h1-eth0:s1-eth1 
h2 h2-eth0:s1-eth2 
h3 h3-eth0:s1-eth3 
h4 h4-eth0:s1-eth4 
h5 h5-eth0:s1-eth5 
h6 h6-eth0:s1-eth6 
h7 h7-eth0:s1-eth7 
h8 h8-eth0:s1-eth8 
h9 h9-eth0:s1-eth9 
h10 h10-eth0:s1-eth10 
h11 h11-eth0:s1-eth11 
h12 h12-eth0:s1-eth12 
h13 h13-eth0:s1-eth13 
h14 h14-eth0:s1-eth14 
h15 h15-eth0:s1-eth15 
h16 h16-eth0:s1-eth16 
s1 lo: s1-eth1:h1-eth0 s1-eth2:h2-eth0 s1-eth3:h3-eth0 s1-eth4:h4-eth0 s1-eth5:h5-eth0 s1-eth6:h6-eth0 s1-eth7:h7-eth0 s1-eth8:h8-
eth0 s1-eth9:h9-eth0 s1-eth10:h10-eth0 s1-eth11:h11-eth0 s1-eth12:h12-eth0 s1-eth13:h13-eth0 s1-eth14:h14-eth0 s1-eth15:h15-
eth0 s1-eth16:h16-eth0 
c0 
mininet> 
 
 
Δημιουργία δικτύου τοπολογίας Linear (Εικόνα 19) αποτελούμενο από έναν ελεγκτή 
και δεκαέξι Switch. : Linear: mn --topo=linear,16 
 
Εικόνα 19: Τοπολογία linear. 
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thanos@thanos-ThinkPad-T440:~$ sudo mn --topo=linear,16 
 [sudo] password for thanos: 
*** Creating network 
*** Adding Controller 
*** Adding hosts: 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
*** Adding Switches: 
s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15 s16 
*** Adding links: 
(h1, s1) (h2, s2) (h3, s3) (h4, s4) (h5, s5) (h6, s6) (h7, s7) (h8, s8) (h9, s9) (h10, s10) (h11, s11) (h12, s12) (h13, s13) (h14, s14) 
(h15, s15) (h16, s16) (s2, s1) (s3, s2) (s4, s3) (s5, s4) (s6, s5) (s7, s6) (s8, s7) (s9, s8) (s10, s9) (s11, s10) (s12, s11) (s13, s12) (s14, 
s13) (s15, s14) (s16, s15) 
*** Configuring hosts 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
*** Starting Controller 
c0 
*** Starting 16 Switches 
s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15 s16 ... 
*** Starting CLI: 
mininet> 
 
 
 
 
 
 
Δημιουργία της τοπολογίας tree,(Εικόνα 20). 
Tree : sudo mn --topo=tree,depth=2,fanout=4 
Hosts: fanout^depth 
Switces=Fanout +1 
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Εικόνα 20: Τοπολογία tree. 
 
thanos@thanos-ThinkPad-T440:~$ sudo mn --topo=tree,depth=2,fanout=4 
*** Creating network 
*** Adding Controller 
*** Adding hosts: 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
*** Adding Switches: 
s1 s2 s3 s4 s5 
*** Adding links: 
(s1, s2) (s1, s3) (s1, s4) (s1, s5) (s2, h1) (s2, h2) (s2, h3) (s2, h4) (s3, h5) (s3, h6) (s3, h7) (s3, h8) (s4, h9) (s4, h10) (s4, h11) (s4, 
h12) (s5, h13) (s5, h14) (s5, h15) (s5, h16) 
*** Configuring hosts 
h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
*** Starting Controller 
c0 
*** Starting 5 Switches 
s1 s2 s3 s4 s5 ... 
*** Starting CLI: 
mininet> 
Διενεργούμε διάφορα τεστ ώστε να κατανοήσουμε την τοπολογία και τις διασυνδέσεις του 
δικτύου : 
Εντολή nodes με output τον αριθμό και το όνομα των κόμβων 
mininet> nodes 
available nodes are: 
c0 h1 h10 h11 h12 h13 h14 h15 h16 h2 h3 h4 h5 h6 h7 h8 h9 s1 
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Εντολή link με output όλες τις διαθέσιμες «φυσικές» συνδέσεις  
mininet> 
mininet> links 
h1-eth0<->s1-eth1 (OK OK) 
h2-eth0<->s1-eth2 (OK OK) 
h3-eth0<->s1-eth3 (OK OK) 
h4-eth0<->s1-eth4 (OK OK) 
h5-eth0<->s1-eth5 (OK OK) 
h6-eth0<->s1-eth6 (OK OK) 
h7-eth0<->s1-eth7 (OK OK) 
h8-eth0<->s1-eth8 (OK OK) 
h9-eth0<->s1-eth9 (OK OK) 
h10-eth0<->s1-eth10 (OK OK) 
h11-eth0<->s1-eth11 (OK OK) 
h12-eth0<->s1-eth12 (OK OK) 
h13-eth0<->s1-eth13 (OK OK) 
h14-eth0<->s1-eth14 (OK OK) 
h15-eth0<->s1-eth15 (OK OK) 
h16-eth0<->s1-eth16 (OK OK) 
mininet> 
 
Εντολή ifconfig για τις πληροφορίες της διεπαφής: 
mininet> h1 ifconfig 
h1-eth0 Link encap:Ethernet HWaddr 5e:84:3d:41:e3:2b 
inet addr:10.0.0.1 Bcast:10.255.255.255 Mask:255.0.0.0 
inet6 addr: fe80::5c84:3dff:fe41:e32b/64 Scope:Link 
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1 
RX packets:137 errors:0 dropped:0 overruns:0 frame:0 
TX packets:8 errors:0 dropped:0 overruns:0 carrier:0 
collisions:0 txqueuelen:1000 
RX bytes:13124 (13.1 KB) TX bytes:648 (648.0 B) 
lo Link encap:Local Loopback 
inet addr:127.0.0.1 Mask:255.0.0.0 
inet6 addr: ::1/128 Scope:Host 
UP LOOPBACK RUNNING MTU:65536 Metric:1 
RX packets:0 errors:0 dropped:0 overruns:0 frame:0 
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0 
collisions:0 txqueuelen:1 
RX bytes:0 (0.0 B) TX bytes:0 (0.0 B) 
 
 
Εντολή pingall για την διενέργεια ping όλων των δικτυακών συσκευών μεταξύ τους : 
 
mininet> pingall 
*** Ping: testing ping reachability 
h1 -> h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h2 -> h1 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h3 -> h1 h2 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h4 -> h1 h2 h3 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h5 -> h1 h2 h3 h4 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h6 -> h1 h2 h3 h4 h5 h7 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h7 -> h1 h2 h3 h4 h5 h6 h8 h9 h10 h11 h12 h13 h14 h15 h16 
h8 -> h1 h2 h3 h4 h5 h6 h7 h9 h10 h11 h12 h13 h14 h15 h16 
h9 -> h1 h2 h3 h4 h5 h6 h7 h8 h10 h11 h12 h13 h14 h15 h16 
h10 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h11 h12 h13 h14 h15 h16 
h11 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h12 h13 h14 h15 h16 
h12 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h13 h14 h15 h16 
h13 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h14 h15 h16 
h14 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h15 h16 
h15 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h16 
h16 -> h1 h2 h3 h4 h5 h6 h7 h8 h9 h10 h11 h12 h13 h14 h15 
*** Results: 0% dropped (240/240 received) 
 
 
mininet> iperf 
*** Iperf: testing TCP bandwidth between h1 and h16 
*** Results: ['45.6 Gbits/sec', '45.7 Gbits/sec'] 
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Εντολή ping με κατάλληλη σύνταξη για την διενέργεια 10 echo requests:  
 
mininet> h1 ping -c 10 h16 
PING 10.0.0.16 (10.0.0.16) 56(84) bytes of data. 
64 bytes from 10.0.0.16: icmp_seq=1 ttl=64 time=0.433 ms 
64 bytes from 10.0.0.16: icmp_seq=2 ttl=64 time=0.062 ms 
64 bytes from 10.0.0.16: icmp_seq=3 ttl=64 time=0.068 ms 
64 bytes from 10.0.0.16: icmp_seq=4 ttl=64 time=0.074 ms 
64 bytes from 10.0.0.16: icmp_seq=5 ttl=64 time=0.051 ms 
64 bytes from 10.0.0.16: icmp_seq=6 ttl=64 time=0.065 ms 
64 bytes from 10.0.0.16: icmp_seq=7 ttl=64 time=0.467 ms 
64 bytes from 10.0.0.16: icmp_seq=8 ttl=64 time=0.517 ms 
64 bytes from 10.0.0.16: icmp_seq=9 ttl=64 time=0.058 ms 
64 bytes from 10.0.0.16: icmp_seq=10 ttl=64 time=0.045 ms 
--- 10.0.0.16 ping statistics --- 
10 packets transmitted, 10 received, 0% packet loss, time 8998ms 
rtt min/avg/max/mdev = 0.045/0.184/0.517/0.189 ms 
mininet> 
 
 
 
7.3 Η μεθοδολογία συλλογής δεδομένων  
 
Εκτέλεση δέκα εντολών ping μεταξύ h1 και h16 για κάθε τοπολογία με όρισμα για 
10,50 και 100 echo requests με αποτέλεσμα 1600 echo requests και 1600 echo replies. 
Επίσης πριν από κάθε εκκίνηση μέτρησης τοπολογίας λόγω του ότι παρατηρήθηκε σε 
τυχαίες χρονικές περιόδους αύξηση των τιμών των μετρητικών χωρίς να υπάρχει 
αλλαγή στο δίκτυο πάρθηκε η απόφαση να αρχικοποιείται το mininet μέσω της εντολής 
sudo mn –c όπου διενεργείται  εκκαθάριση των ροών και των ρυθμίσεων του Python 
API το οποίο βρίσκεται πίσω από την λειτουργία του Mininet διότι διαπιστώθηκε 
ανωμαλία στις επιμέρους μετρήσεις, σε αναζήτηση που έγινε στα θέματα υποστήριξης 
διάφορα φαινόμενα έχουν παρατηρηθεί από πολλούς χρήστες και προτείνεται 
αρχικοποίηση ρυθμίσεων. Έπειτα από την πιστή εφαρμογή των παραπάνω δεν 
παρατηρήθηκε κάποια ανωμαλία και άρχισε η καταγραφή των δεδομένων όπου το avg 
rtt για κάθε κύκλο 10 εντολών  γινόταν καταχώρηση σε υπολογιστικό φύλλο προς 
μετέπειτα επεξεργασία. 
Αξιοσημείωτη παρατήρηση είναι  ότι στο πρώτο Ping ο χρόνος ήταν 
μεγαλύτερος έως  4 φορές από τον μέσο όρο των υπολοίπων ping. Αυτό έγκειται στον 
μηχανισμό δημιουργίας της ροής στον πίνακα και ενημέρωση των OpenFlow Switch με 
την παρακάτω αλληλουχία. Ο h1 ζητά μέσω του ARP να μάθει την MAC address του 
h16 μην εχόντων κάποια κατάλληλη ροη που να ταιριάζει στο πεδίο ζητά την 
πληροφορία από τον ελεγκτή ο οποίος με ένα packet_out μήνυμα πλυμηρριζει τις 
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πόρτες του Switch και όταν ο h16 εντοπίσει ότι δέχεται αίτημα απάντα με ένα echo 
reply μήνυμα το οποίο πρώτα πηγαίνει στον ελεγκτή και έπειτα στον h1 και ταυτόχρονα 
δημιουργείται κανόνας στο Switch το οποίο γνωρίζει πλέον όλες τις πληροφορίες για να 
δημιουργήσει ροή , έτσι τα επόμενα επαναλαμβανόμενα ping έχουν εξαιρετικά μικρούς 
χρόνους rtt. 
  Μια αφαιρετική εξήγηση που βρέθηκε έπειτα από αναζήτηση στην 
βιβλιογραφία για το φαινόμενο που παρατηρήθηκε είναι ότι πλέον το επίπεδο ελέγχου 
και το επίπεδο δεδομένων έχουν κάποια «απόσταση» μεταξύ τους, καθώς είναι 
απαραίτητη η επικοινωνία τους για το πρώτο ping ώστε να ενημερωθούν οι πίνακες 
ροής (Vu & But, 2015).Έτσι για την αποφυγή υπολογισμού αυτής της τιμής πριν 
ξεκινήσει η μέτρηση για κάθε τοπολογία γινόταν ένα δοκιμαστικό ping ανάμεσα στους 
δυο host ώστε να δημιουργηθεί κανόνας στο πίνακα ροών. 
Έπειτα με την χρηση του εργαλείου iperf (Εικόνα 22) έγιναν μετρήσεις για το 
tcp throughput με τη δημιουργία Client-Server μοντέλου επικοινωνίας  .  
 
Εικόνα 21: Έναρξη μέτρησης. 
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Εικόνα 22: Με χρήση Client-Server και παραμέτρους. 
 
 
 
Εικόνα 23 :Απαιτείται η γνώση της ip την οποία μπορούμε με την εντολή ping να την βρούμε. 
Η ρύθμιση Client Server (Εικόνα 23) απαιτεί την γνώση της ip του 
Client(Εικόνα 24 ). Καθώς και σύνταξη κάποιων  ορισμάτων της εντολής όπως ο 
χρόνος της μέτρησης και η θύρα(Εικόνα 24). 
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Εικόνα 24: Ρύθμιση Client Server 
 
Τα αποτελέσματα της μέτρησης μπορούν είτε να εισαχθούν με αυτόματο τρόπο 
με την χρήση εργαλείων όπως το Gnuplot ή ακόμη να γίνει χρηση άλλων εργαλείων 
όπως Iftop & Bmon (Εργαλείο μέτρησης εύρους ζώνης ) ,NetHogs (Εργαλείο 
καταγραφής κίνησης ) κτλ.  Τα παρακάτω αποτελέσματα,(Εικόνα 26),δείχνουν τις τιμές 
του μέγιστου εύρους ζώνης που μπορεί να επιτευχθεί ανάμεσα στα 2 ακραία στοιχεία 
του δικτύου . Επίσης οι τιμές RTT (Εικόνα 27) όπως αυτές επηρεάζονται από την 
έκταση και το είδος της τοπολογίας ως συνάρτηση των αριθμών των hops για την 
ολοκλήρωση μιας μέτρησης ping. Καθώς και οι μέση τιμή Throughput, (Εικόνα 28), 
ανά τοπολογία. Πιο συγκεκριμένα η τοπολογία linear έχει την μικρότερη τιμή 
Throughput καθως έχει το μικρότερο bw utilization και το μεγαλύτερο propagation 
delay (rtt). Αντίστοιχα το αντίστροφο συμβαίνει με την τοπολογία single η οποία έχει 
μόνο ένα Switch ελαχιστοποιώντας τα hops ανάμεσα σε δυο τερματικά. 
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Εικόνα 25 :Τιμές του μέσου όρου Εύρους Ζώνης ανά τοπολογία. 
 
 
 
Εικόνα 26 :Τιμές του Rtt Propagation delay 
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Εικόνα 27:Το Throughput ανά τοπολογία σε. 
 
7.4 Συμπεράσματα χρήσης 
 
Αρκετοί ερευνητές έχουν διερευνήσει τις δυνατότητες του minitet με δοκιμές σε 
διαφορετικού επιπέδου υλικό και λογισμικό . Κοινώς εντοπίζεται κάποιες προκλήσεις 
στη διαχείριση των πόρων σε μεγάλης έκτασης τοπολογίες όπως αναφέρουν (Oliviera et 
al., 2014);(Kaur et al., 2014);(Lantz et al.,2010). Θα πρέπει να αναφερθεί πως κατά τις 
δοκιμές μας παρατηρήθηκαν σημαντικές αποκλίσεις ακόμα και σε επαναλαμβανόμενες 
μετρήσεις, αλλα και αποκλίσεις με την χρήση διαφορετικής έκδοσης του mininet. 
Σημειωτέον στην αναζήτηση των λόγων διαπιστώθηκε πως αρκετοί χρήστες στην 
ανοικτή mailing-list για τα προβλήματα αναφέρουν κοινούς  προβληματισμούς στο 
ζήτημα. Το mininet αποτελεί ένα εργαλείο σύγκρισης μεθόδων και όχι απολύτων τιμών, 
καθως για τις διαφορετικές εκδόσεις και σε διαφορετικό hardware παρά την μεγάλη 
απόκλιση απολύτων τιμών με το ίδιο πείραμα (πχ iperf tcp throughput), τα συγκριτικά 
αποτελέσματα ήταν ανάλογα. Σε κάποιες περιπτώσεις παρατηρήθηκαν στα 
αποτελέσματα μεγάλες ανωμαλίες στις τιμές  του Rtt, στην αναζήτηση της 
βιβλιογραφίας συναντήσαμε παρόμοια παρατήρηση του Ortiz, 2016. 
  Για αυτό διερευνήθηκε και βρέθηκε πως μετά από κάθε εκτέλεση σεναρίου θα 
ήταν καλή πρακτική να γίνεται μια αρχικοποίηση του προγράμματος με την εντολή 
sudo mn –c .Σε μελλοντικές εκδόσεις αναμένεται διάφορα θέματα να λυθούν και 
λειτουργίες να προσδεθούν .   
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Τελος το mininet παρά κάποιους περιορισμούς αποτελεί ένα δωρεάν εργαλείο για 
την μελέτη επιμέρους τεχνικών ζητημάτων της αρχιτεκτονικής S.D.N. καθως και την 
δημιουργία πρωτοτύπων  που θα οδηγήσουν στην καινοτομία. 
 
 
 
 
 
8 Επιχειρηματικές δαπάνες CAPEX-OPEX και η επίδραση 
της S.D.N. Αρχιτεκτονικής. 
 
 
8.1 Κεφαλαιουχικές δαπάνες CAPEX  
 
Οι κεφαλαιουχικές δαπάνες είναι τα κεφάλαια που χρησιμοποιεί μια επιχείρηση για να 
αγοράσει μεγάλα φυσικά αγαθά ή υπηρεσίες, για να διευρύνει τις ικανότητες της να 
παράγει κέρδη στο μέλλον. Στο περιβάλλον που τηλεπικοινωνιών και δικτύων τα 
παραδείγματα της δαπάνης CAPEX περιλαμβάνουν τα έξοδα  αγοράς  για τον 
εξοπλισμό του δικτύου (Routers, Switches κτλ.) καθώς και απαραίτητες υπηρεσίες 
όπως  αποκατάσταση δικτύου τηλεπικοινωνιών,  παροπλισμός αλλα και ανακύκλωση 
εξοπλισμού. 
Πιο συγκεκριμένα και βάση μοντέλων τομεοποίησης του κόστους, σε ένα 
περίπλοκο τηλεπικοινωνιακό δίκτυο (Verbrugge et al., 2005) ,υπάρχουν 4 κύρια μέρη 
ανάλυσης του κόστους: 
 Κόστος γης και κτιριακών εγκαταστάσεων: Τα περιουσιακά αυτά στοιχεία 
είναι ακίνητα και η χρήση τους αφορά την στέγαση και λειτουργιά των ενεργών 
στοιχείων του δικτύου. 
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 Κόστος Φυσικής Υποδομής: Αυτά τα έξοδα  αφορούν το hardware και την 
υποδομή ενός δικτύου, όπως η αγορά οπτικών ινών , Routers, Switches,firewalls 
κτλ. 
 Κόστος Λογισμικού: Αυτά τα έξοδα περιλαμβάνουν την αγορά κάθε 
λογισμικού .(Άδειες λογισμικού για κάθε ενεργο εξοπλισμο , για την διαχείριση, 
και ούτω καθεξής. 
 Τόκοι  δανείου: Oι τόκοι που πρέπει να καταβληθούν για ένα δάνειο που 
χρησιμοποιήθηκε για αγορά στοιχείου που αφορά το CAPEX. 
 
 
 
 
 
 
 
8.2 Επιχειρησιακές δαπάνες OPEX  
 
Η δαπάνη OPEX από την άλλη πλευρά, μπορεί να οριστεί ως το τρέχον κόστος που μια 
επιχείρηση πληρώνει για να λειτουργεί εύρυθμα. Παραδείγματα λειτουργικών εξόδων 
περιλαμβάνουν: την κατανάλωση ενέργειας όπως και το κόστος έρευνας και ανάπτυξης. 
 
Η δαπάνη για τη διατήρηση της σταθερής ή κινητής τηλεπικοινωνιακής 
υποδομής που λειτουργεί 24 ώρες το 24ωρο μπορεί να είναι υπέρ-υψηλή, καθώς ο 
δικτυακός εξοπλισμός χρησιμοποιεί μεγάλα ποσά ενέργειας πέρα  από την λειτουργία 
του  και για την ψύξη των χώρων εγκατάστασης του. Επίσης πρέπει να αναφερθεί πως 
μεγάλη επιβάρυνση του προϋπολογισμού οφείλεται στην ποσότητα των ανταλλακτικών 
που είναι διαθέσιμα για άμεση αποστολή καθώς και τυχόν πλεονάσματος σε εξοπλισμο 
μαζί με τις απαραίτητες συνθήκες φύλαξης σε ειδικές τοποθεσίες ώστε να μπορούν να 
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ικανοποιηθούν τα συμφωνηθέντα S.L.A.s . Οι δαπάνες opex χωρίζονται σε τρείς 
βασικές κατηγορίες: 
 
 
8.3 OPEX  για δίκτυο εν λειτουργία  
 
Αυτή η κατηγορία αποτελείται από το άθροισμα επτά υποκατηγοριών που είναι άκρως 
απαραίτητες  για τη λειτουργία και τη διατήρηση ενός δικτύου το οποίο είναι σε πλήρη 
λειτουργία και ανάπτυξη, για παράδειγμα το δίκτυο ενός τηλεπικοινωνιακού παρόχου. 
 
α) Συνεχές κόστος υποδομής: Αυτή η κατηγορία περιλαμβάνει το κόστος για τη 
διατήρηση του δικτύου σε λειτουργία σε ένα ειδικά διαμορφωμένο περιβάλλον για την 
αποφυγή διακοπής των υπηρεσιών του κύριου δικτύου κόσμου (reduduncy 
architecture). Περιλαμβάνει δαπάνες όπως το κόστος ενοικίασης χώρου, κλιματισμού, 
κατανάλωση ενέργειας καθώς και η μίσθωση διεθνών γραμμών υψηλής χωρητικότητας. 
β) Κόστος προληπτικής Συντήρησης:  Παρακολούθηση της κατάστασης των 
δικτυακών ενεργών συσκευών,  αναβαθμίσεις λογισμικού , καθαρισμό των φίλτρων και 
του χώρου , διαχείριση των αποθεμάτων ανταλλακτικών και πλεονάζοντα εξοπλισμού 
καθώς και την καταγραφή της συνολικής κατάστασης του δικτύου και των πόρων του. 
γ) Κόστος επισκευής: Εδώ περιλαμβάνονται τα έξοδα διερεύνησης , διάγνωσης αλλα 
και αποκατάστασης  κάθε βλάβης, τυχόν ταξίδια που απαιτούνται για τους  μηχανικούς 
στο πεδίο της βλάβης κτλ. 
δ) Κόστος Προμήθειας και Διαχείρισης Υπηρεσιών: Όλες οι διαδικασίες που 
απαιτούνται από την στιγμή που κατατεθεί κάποιο αίτημα πελάτη για παροχή 
υπηρεσίας έως την τελική φάση δοκιμής και πιστοποίησης της καλής λειτουργίας της 
υπηρεσίας προς την τελική ενεργοποίηση της και παραλαβή από τον πελάτη (SLA 
requirements). 
ε) Κόστος τιμολόγησης:  Περιγράφεται το κόστος των υπηρεσιών billing  καθώς και 
κάθε διαδικασία εξασφάλισης των πληρωμών από τους πελάτες όπως συλλογή 
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πληροφοριών χρήσης υπηρεσιών ανά πελάτη, τον υπολογισμό των κυρώσεων που 
πρέπει να καταβάλει η επιχείρηση για κάθε φορά που δεν εκπληρώνει το πλαίσιο 
προδιαγραφών της υπηρεσίας . 
στ) Κόστος Σχεδιασμού Επιχειρησιακού Δικτύου: Αυτά τα κόστη προκύπτουν από 
το συνεχιζόμενο ανασχεδιασμό της κατανομής των δικτυακών πόρων και διασυνδέσεων  
σύμφωνα με το τμήμα σχεδιασμού δικτύου και τις μελλοντικές προβλέψεις για 
αποφυγή φαινομένων bottleneck στο δίκτυο. 
ζ) Κόστος Μάρκετινγκ: Το μάρκετινγκ περιλαμβάνει το κόστος για την απόκτηση 
νέων πελατών μέσα από καμπάνιες και διαφήμιση. 
 
 
 
 
 
 
 
8.4 OPEX  Ρύθμισης Δικτύου 
 
 Η δεύτερη γενική κατηγορία της δαπάνης  OPEX για το τηλεπικοινωνιακό δίκτυο 
σχετίζεται με τη δημιουργία αυτού. Αυτά τα έξοδα αποτελούνται από τα επιμέρους 
κόστη που θα προκύψουν πριν ακόμα ενεργοποιηθεί εμπορικά ο πρώτος πελάτης. 
Υπάρχει ένας επιμέρους διαχωρισμός: 
α)Πρώτο κόστος εγκατάστασης: Αυτές οι δαπάνες σχετίζονται για την πρώτη 
εγκατάσταση του εξοπλισμού μετά την αγορά του όπως κατάλληλη προετοιμασία 
ψευδοπατώματος, δομική στήριξη ικριωμάτων, εγκατάσταση και παραμετροποίηση 
εξοπλισμού ,συνοπτικές συνδέσεις με το υπόλοιπο δίκτυο κορμού αλλα και οι τελικές 
δοκιμές προς αποδοχή και ένταξη του ενεργού εξοπλισμού στο δίκτυο (acceptance). 
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 β) Κόστος του εκ των προτέρων σχεδιασμού: Αυτή η κατηγορία υποδηλώνει όλα τα 
κόστη προγραμματισμού, προμήθειας και εκπόνησης μελετών πριν από την αγορά, 
εγκατάσταση και ένταξη του εξοπλισμού στο δίκτυο. Ακόμη περιλαμβάνονται τα 
οποιαδήποτε κόστη προκύπτουν από την ανασχεδίαση της τοπολογίας ή την μελέτη 
εισαγωγής νέων κόμβων 
 
 
8.5 Μη συγκεκριμένο OPEX 
 
 Η τρίτη κατηγορία του OPEX αναφέρεται σε δυο επιμέρους δαπάνες : 
α) Μη Ειδικό Συνεχές Κόστος Υποδομής: Υποδηλώνει το κόστος όπως η θέρμανση, 
ο καθαρισμός του κτρίου κ.λπ. τα οποια  δεν σχετίζονται με το δίκτυο αυτό κάθε αυτό.  
 β) Μη συγκεκριμένο κόστος διαχείρισης: Αυτή η κατηγορία περιλαμβάνει 
διοικητικού τύπου τμήματα όπως πληρωμών ,hr κτλ. 
 
 
 
 
 
8.6 Επιπτώσεις S.D.N. στις δαπάνες CAPEX 
 
Η τεχνολογία S.D.N.  αλλάζει τρόπο που δημιουργούνται και διαχειρίζονται  οι 
υπηρεσίες προς τους πελάτες σε ένα δίκτυο. Έχει θέσει συγκεκριμένους στόχους στην  
αύξηση της εξοικονόμησης του κόστους, η οποια αποτελεί ένα από τα  βασικά οφέλη 
και αποτελεί τροχοπέδη στην καθολική υιοθέτηση του από τους τηλεπικοινωνιακούς 
παρόχους (Εικόνα 29). (IHS Technology Infonetics 2015 )  
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Εικόνα 28: Η διείσδυση της αρχιτεκτονικής S.D.N . (I.H.S., 2017) 
 
Πιο συγκεκριμένα ο δείκτης capex  μειώνεται έως και 40%  σύμφωνα με 
πρόσφατες μελέτες ( Karakus & Durresi, 2017). Οι κύριοι λόγοι μείωσης της δαπάνης 
capex είναι η απλούστευση των συσκευών δικτύου (white boxes) καθώς και η 
αποδοτικότερη κατανομή των πόρων. 
Αναλυτικότερα οι συσκευές δικτύου γίνονται όλο και απλούστερες καθώς η 
πολυπλοκότητα των ρυθμίσεων μαζί και όλες οι απαραίτητες ρυθμίσεις πελατών 
βρίσκονται αποθηκευμένες στο cloud , ενώ όλη η παραμετροποίηση γίνεται 
αυτοματοποιημένα με ανοιχτές πλατφόρμες όπως  για παράδειγμα η Puppet η οποια 
βρίσκεται ήδη σε συνεργασία με μεγάλους vendors όπως η Arista Networks,Cumulus 
Networks, Dell, Cisco κτλ), ετοιμάζοντας ανοιχτές τεχνολογίες οι οποίες προβλέπεται 
ότι θα υιοθετηθούν στο σύντομο μέλλον [UpGuard DevOps Solution S.D.N.  September 
2018] 
 
Έτσι σε ένα δίκτυο S.D.N., η κάθε συσκευή δικτύου θα μπορεί να τρέξει 
ανοικτά πρότυπα χωρίς να χρειάζεται η επένδυση σε εξειδικευμένες λύσεις για κάθε 
προμηθευτή καθώς και η ενοποίηση του δικτύου θα είναι πολύ πιο εύκολη ανεξάρτητα 
από τις  προμήθειες υλικού μιας και χάρη στα ανοικτά πρότυπα οι υπηρεσίες δεν θα 
εξαρτώνται τόσο από το υλικό  αλλα από τον κεντρικό προγραμματισμό του Controller 
ο οποίος κάθε φορά θα επιβάλει κανόνες αλλα και υπηρεσίες  χωρίς προβλήματα 
ασυμβατότητας ανάμεσα σε στοιχεία του δικτύου κορμού. Επίσης θα αποφευχθεί το 
κόστος των επιμέρους αδειών χρήσης για την ενεργοποίηση εξειδικευμένων 
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λειτουργιών οι οποίες έως τώρα αποτελούσαν  πρόσθετο κόστος και η απόκτηση τους 
γινόταν μέσω πρόσθετων αδειών χρήσης από τους κατασκευαστές. 
 
Στην έρευνα μας διαπιστώθηκε πως τα προηγούμενα έτη  υπήρξαν  άρθρα 
κυρίως από κατασκευαστές τα οποια  άσκησαν αρνητική κιτρική στις  λύσεις white box 
Switch δηλαδή Switch τα οποία θα υποστήριζαν ανοικτά πρότυπα (Open Network Os) . 
(Deutsche Bank 2014); (Forrester Research, 2015) ,καθώς όμως υπήρχε εξέλιξη και 
υιοθέτηση της υποστήριξης του πρωτοκόλλου OpenFlow καθως και των ανοιχτών 
πλατφόρμων αυτή τη στιγμή η ICT κοινότητα αποδέχεται πλήρως ως μια μεταβατική 
λύση τα λεγόμενα bright box Switches τα οποια ναι μεν υποστηρίζουν ανοικτό πρότυπα 
S.D.N. αλλα τρέχουν παράλληλα λογισμικό από τους vendors που είναι 
κατασκευασμένα  . Τέλος θα πρέπει να αναφέρουμε ότι αν και η λύση του bright box 
Switch είναι μεταβατική πάραυτα κερδίζει σημαντικό έδαφος όπως καταγράφεται με 
την εισαγωγή νέων εταιριων- παικτών στον τομέα των τηλεπικοινωνιακών υποδομών 
πέρα από τις προσφερόμενες λύσεις από τους παραδοσιακά μεγάλους «παίκτες» της 
αγοράς (Forster ,2017). 
Το μεγαλύτερο ίσως κεφάλαιο στην εξοικονόμηση κόστους αποτελεί η 
δυνατότητα αποδοτικής   κατανομής των πόρων. Οι ελεγκτές δικτύου (Controllers)  
μπορούν να έχουν συνολική εικόνα και real time δεδομένα ποιότητας ,  με αποτέλεσμα 
να μπορεί να εφαρμοστεί με αυτοματοποιημένο τρόπο κατανομή των πόρων όπου και 
οπότε αυτό χρειάζεται μέσω εξελιγμένης εξισορρόπησης φορτίου (load balancing).  
 
Πιο συγκεκριμένα, όπως δημοσίευσε η google  από την εμπειρία μετατροπής του 
παγκοσμίου δικτύου κορμού της σε δίκτυο με αρχιτεκτονική S.D.N. ενώ προηγουμένως 
μια μέση τυπική εκμετάλλευση διεπαφής δικτύου δεν ξεπερνούσε το 60%  όταν 
εφαρμόστηκε αρχιτεκτονική S.D.N. με τη χρήση του πρωτοκόλλου Open flow η 
εκμετάλλευση των πόρων του δικτύου έφτασε έως και 95% σε ορισμένες περιπτώσεις, 
με την συνολική απόδοση πολλές φορές να είναι τρεις φορές μεγαλύτερη σε ότι αφορά 
την εκμετάλλευση των διεπαφών και διασυνδέσεων σε σχέση με την προηγούμενη 
παραδοσιακή τακτική (Jain,. 2013). 
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8.7  Επιπτώσεις S.D.N. στις δαπάνες ΟPEX 
 
Σύμφωνα με έρευνα (Data Center S.D.N. Strategies North American Enterprise Survey, 
2017) οι τεχνολογίες που θα επιτρέψουν τη μείωση της δαπάνης   opex στην διαχείριση 
δικτυακών πόρων είναι και εκείνες που τραβούν το ενδιαφέρον των υπεύθυνων λήψης 
αποφάσεων μικρομεσαίων και μεγάλων εταιριών. Το κόστος OPEX μειώθηκε κατά το 
2ο έτος εφαρμογής S.D.N. αρχιτεκτονικής κατά 50% καθως το κόστος της δαπάνης 
OPEX για τους μεγάλους παρόχους δικτυακών υπηρεσιών είναι έως και πέντε φορές 
υψηλότερο από το CAPEX , συγκεντρώνοντας έτσι το ενδιαφέρον των επιχειρήσεων 
(Karakus & Durresi, 2017).   
Επίσης, δεδομένου ότι η S.D.N. αρχιτεκτονική επιτρέπει πιο αποτελεσματική 
βελτιστοποίηση της κυκλοφορίας μέσω των συσκευών δικτύου, αυτό μειώνει τον 
συνολικό αριθμό των απαραίτητων συσκευών τις ώρες χαμηλού φόρτου. Αυτό θα 
οδηγήσει σε χαμηλότερο κόστος για ψύξη και κατ’επέκταση για κατανάλωση 
ενέργειας, μειώνοντας έτσι τον δείκτη opex.  Εκτεταμένες προσομοιώσεις και 
αναλύσεις δείχνουν ότι η εξοικονόμηση ενέργειας κατά τις ώρες της μικρότερης 
κίνησης, όπως οι βραδινές ώρες σε μια γεωγραφική περιοχή, σημειώθηκε 
εξοικονόμηση ενέργειας έως και 40% . (Markiewicz et al., 2014). Ακόμα μεγαλύτερη η 
εξοικονόμηση ενέργειας επιτεύχθηκε σε περιβάλλον data center η οποια φθάνει στο 50 
% (Liao & Wang, 2018). 
 
Οι 2 κύριες κατηγορίες όπου υφίστανται επίδραση είναι: 
Κόστος συντήρησης: H εισαγωγή  S.D.N. τεχνολογίας σε ένα δίκτυο δημιουργεί 
ομοιογένεια στην απεικόνιση και διαχείριση του, επίσης από την ομοιογένεια  
προκύπτει μειωμένο κόστος συντήρησης καθως πολλές πλατφόρμες διαχείρισης 
μπορούν να γίνουν συγχώνευση σε μια . 
Κόστος παροχής υπηρεσιών:  Το κόστος παροχής υπηρεσιών αναμένεται να είναι 
σημαντικά χαμηλότερο καθως πέρα από τα κόστη διαμόρφωσης και διαχείρισης  του 
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δικτύου που είναι χαμηλότερα εκμηδενίζονται τα λάθη λόγο ανθρώπινου παράγοντα 
στην ενεργοποίηση υπηρεσιών για νέους πελάτες καθως τις εκτελεί λογισμικό το οποίο 
έχει συνολική εικόνα του δικτύου και αποφεύγονται ενέργειες οι οποίες έχουν τυχόν 
συνέπειες στις υποχρεώσεις των sla’s από τους παρόχους προς τους πελάτες . Στο 
μέλλον υπηρεσίες όπως η ελαχιστοποίηση του ping αλλα και η αύξηση του εύρους 
ζώνης θα γίνονται on demand, από τους τελικούς χρήστες οι οποίοι επιθυμούν μια 
σύνδεση με ανώτερη εμπειρία χρήσης  
 
8.8 Κόστος απόκτησης, χρήσης  και υπηρεσιών. 
 
Σύμφωνα με μελέτη (karakus and Durresi,  2018) υπολογισμού του κόστους υπηρεσιών, 
ανάμεσα σε δίκτυο που υλοποιείται με την χρήση σε mpls και εκείνη με την χρηση 
SDN αρχιτεκτονικής , μετά το πέρας της επένδυσης οι οικονομικοί δείκτες εξόδων 
μειώνονται σημαντικά. Η ομαδοποίηση των δεδομένων έγινε για σενάριο 100Gbps 
Link Bandwidth  για τον ίδιο αριθμό requests υπηρεσιών. 
 
 
 Εικόνα 29 :Total Cost Of Ownership : Πηγή δεδομένων γραφήματος: Economic Viability of Software 
Defined Networking (SDN) (Karakus and Durresi, 2018)  TCO :(CAPEX + OPEX)  
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 Εικόνα 30 Service introduction Cost.Πηγή δεδομένων γραφήματος: Economic Viability of Software 
Defined Networking (SDN) (Karakus and Durresi, 2018)  
 
 
 
 Εικόνα 31 USC: CAPEX, OPEX, and workload of a network in a certain time period. Πηγή δεδομένων 
γραφήματος: Economic Viability of Software Defined Networking (SDN) (Karakus and Durresi, 2018)  
 
Στις εικόνες 29,30 και 31 παρατηρούμε την μεγάλη διαφορά στο κόστος που προκύπτει 
από την εισαγωγή αυτοματισμού και προγραμματισμού στο δίκτυο. Επίσης ο χρόνος 
ασχολίας με την καινοτομία και τον αυτοματισμό του δικτύου μπορεί να αυξηθεί κατά 
36% με την εισαγωγή SDN αρχιτεκτονικής σε ένα δίκτυο (Forrester  Enterprise It 
Survey 2017 ) καθως αντίστοιχη μείωση παρατηρείται στις εργασίες ρουτίνας. 
Παρά την ανωριμότητα της νέας αρχιτεκτονικής η μείωση κόστους είναι ένας πολύ 
σοβαρός παράγοντας μπροστά στην συνεχή αύξηση του μεγέθους των δικτύων. 
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9 Ενεργειακή απόδοση και αρχιτεκτονική S.D.N. 
 
Τόσο το οικονομικό όσο και το περιβαλλοντικό κόστος οδηγούν σε αναζήτηση λύσεων 
στον τομέα της ενεργειακής απόδοσης του εξοπλισμού δικτύωσης. Η αρχιτεκτονική 
S.D.N. καθώς εισάγει τον έλεγχο μέσω λογισμικού αποτελεί μια πολύ σπουδαία 
ευκαιρία για την ανάπτυξη μεθόδων είτε σε επίπεδο λογισμικού είτε σε επίπεδο υλικού 
το οποίο να κάνει χρήση τις δυνατότητες ,με στόχο την ενεργειακή απόδοση του 
δικτύου και συνάμα την μείωση του κόστους ενέργειας για την εταιρία.  
 
 
9.1  Μέθοδοι με χρήση λογισμικού 
 
Αποτελεί ομάδα λύσεων οι οποίες εφαρμόζονται μέσω ενός API στον κεντρικό 
ελεγκτή. Η δυνατότητα προγραμματισμού ενός δικτύου επιτρέπει στον ελεγκτή να 
προσαρμοστεί στο μεταβαλλόμενο περιβάλλον της κυκλοφορίας της κίνησης. 
 
Μέθοδοι βάση της κίνησης του δικτύου (Traffic based methods) :  
Λαμβάνοντας υπόψη πως οι δικτυακές συσκευές λειτουργούν με πλήρη χωρητικότητα 
ανά πάσα στιγμή ανεξάρτητα από τη ζήτηση (φόρτος) καθώς και ότι η κατανάλωση 
ρεύματος του δικτύου δεν είναι ανάλογη προς τον όγκο κίνησης (Heller et al 2010) 
αναπτύχθηκαν μέθοδοι εξοικονόμησης ενέργειας βασιζόμενες στην κίνηση. Έχουν 
στόχο κυρίως τις βράδυνες ώρες σε μία γεωγραφική περιοχή όπου ο φόρτος  του 
δικτύου είναι χαμηλός. Αναδιανέμουν τη κίνηση έτσι ώστε είτε ολόκληρα  Switch, 
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μεμονωμένες θύρες ή ακόμα και κάρτες (line cards) που φέρουν πολλούς κεντρικούς 
επεξεργαστές να τεθούν σε λειτουργιά ύπνου χαμηλής κατανάλωσης (deep sleep mode-
soft standby) καθώς η κίνηση είναι χαμηλή και αναδιανέμεται με τέτοιον τρόπο ώστε 
και να τηρούνται οι προϋποθέσεις των sla των πελατών αλλα και να επιτευχτεί 
εξοικονόμηση ενέργειας.  
 
Θεωρούμε σκόπιμο να αναφέρουμε πως βάση τεχνικών χαρακτηριστικών τα 
Switch τα οποία υποστηρίζουν λειτουργιές (sleep mode, Hibernation Mode κτλ) 
εξοικονόμησης ενέργειας ενώ είναι σε ετοιμότητα να αναλάβουν κίνηση εντός 
ελάχιστων δευτερόλεπτων καταναλώνουν 15-20% της ενέργειας που απαιτούν ενώ 
βρίσκονται σε πλήρη λειτουργία άνευ κίνησης δικτύου (idle), επομένως η μείωση της 
κατανάλωσης είναι σημαντικού μεγέθους. Για παράδειγμα σε περιβάλλον κέντρου 
δεδομένων η εξοικονόμηση αγγίζει υπό προϋποθέσεις ακόμα και το 50% (Heller et al., 
2010). Κύριος σκοπός των μεθόδων εξοικονόμησης ενέργειας βάση της κίνησης του 
δικτύου είναι η ελαχιστοποίηση των αριθμών των Switch και των ενεργών 
διασυνδέσεων ώστε να μπορεί να εξυπηρετήσει τη συγκεκριμένη στιγμή την 
απαιτουμένη κίνηση χωρίς ιδιαίτερες επιπτώσεις.  
Μέθοδοι επίγνωσης των ακραίων στοιχείων του δικτύου  (End System 
methods):  Σε αυτή την ομάδα μεθόδων το  κοινό χαρακτηριστικό είναι πως οι 
προτεινόμενες λύσεις εξοικονόμησης ενέργειας βασίζονται  στην εύρεση των 
εξυπηρετητών εκείνων οι οποίοι δεν έχουν μεγάλο φόρτο εργασίας και δύναται η 
απενεργοποίηση τους καθώς και η μεταφορά των καθηκόντων τους σε άλλους 
εξυπηρετητές προσωρινά ή ακόμα και η εκτέλεση των καθηκόντων τους σε εικονικό 
περιβάλλον. Οι μέθοδοι χαρακτηρίζονται από την δυνατότητα ενοποίησης 
εξυπηρετητών με τελικό στόχο την φιλοξενία όσο το δυνατόν περισσότερων εικονικών 
μηχανών σε λιγότερους φυσικούς. Αυτή η διαδικασία θα πρέπει να μπορεί να 
εκτελεστεί χωρίς οι εξυπηρετητές και οι λειτουργίες τους να παρουσιάσουν αρνητική 
διακύμανση στην διαθεσιμότητα τους. Ένα ζήτημα που προκύπτει στις μεθόδους αυτές 
είναι οι μηχανισμοί εκείνοι οι οποίοι θα αναλάβουν να διαχειριστούν την μεταφορά της 
κίνησης με την μικρότερη δυνατή διακοπή της υπηρεσίας καθως και ειδικούς 
μηχανισμούς οι οποίοι θα εντοπίσουν και θα διορθώσουν σφάλματα κατά την 
διαδικασία. Ο ζήτημα απασχολεί την ερευνητική κοινότητα και αρκετές προτάσεις και 
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έρευνες βασισμένες στο λογισμικό και στην S.D.N. αρχιτεκτονική έχουν προταθεί 
(Heller., et al 2013). 
Μέθοδοι βασιζόμενοι στους κανόνες προώθησης πακέτων(Forwarding rules 
Methods): Οι μέθοδοι αυτοί βασίζονται στον τρόπο που τοποθετούνται οι κανόνες στα 
Switch προώθησης καθώς εφαρμόζονται κανόνες από γλώσσα περιγραφής υψηλού 
επιπέδου πολιτικών, όπως αναφέραμε στο κεφάλαιο 3, σε γλώσσα κατανοητή από τα 
Switch και τις δικτυακές συσκευές. Ο μηχανισμός αυτός αποτελεί  ένα πρόβλημα τύπου  
P vs NP , το οποίο στην απλή διατύπωση του το ερώτημα που θέτει είναι, εάν κάθε 
πρόβλημα του οποίου η ύπαρξη λύσης μπορεί να επιβεβαιωθεί γρήγορα από έναν 
υπολογιστή μπορεί επίσης και να επιλυθεί γρήγορα από τον υπολογιστή;. Oι 
προτεινόμενες λύσεις είναι ευρετικού τύπου, δηλαδή γρήγορες αλλα κατά προσέγγιση  
και μη βασιζόμενες στην απόδοση (Rifai et al., 2014; Nguyen et al., 2014). Οι 
επιθυμητές ιδιότητες αυτής της κατηγορίας μεθόδων είναι η απόκτηση της συνολικής 
εικόνας του δικτύου που θα οδηγήσει την εφαρμογή των κανόνων στα ανάλογα Switch, 
ή εύρεση εναλλακτικών οδεύσεων με λιγότερο ενεργειακό κόστος αλλα τηρούμενων 
των προδιαγραφών της αρχικής διαδρομής. 
 
 
9.2 Μέθοδοι βασιζόμενοι στο υλικό  
 
 Στα σύγχρονα Router και Switches γίνεται χρήση ενός τύπου μνήμης με 
χαρακτηριστικά εξαιρετικά υψηλής απόδοσης(T.C.A.M.) σε συνδυασμό και με έναν 
άλλο τύπο μνήμης όπως η sdram. Η κατανάλωση ενέργειας ανέρχεται  στην τάξη των 
24-28watt για κάθε Mb που χρησιμοποιείται, με αποτέλεσμα την αναζήτηση τρόπων 
συμπίεσης της πληροφορίας προς μείωση της απαιτούμενης μνήμης και άρα μείωση και 
της εκλυόμενης θερμότητας και της κατανάλωσης ενέργειας εάν αναλογιστούμε ένα 
δίκτυο με κάποιες δεκάδες ή και εκατοντάδες S.D.N. Switches όπως συμβαίνει στην 
περίπτωση των data center. (Huawei et al., 2016; Meiners et al., 2007). 
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10 Η εφαρμογή της S.D.N. αρχιτεκτονικής σε περιβάλλον 
τηλεπικοινωνιακών παρόχων 
 
Καθώς το οικοσύστημα της S.D.N. αρχιτεκτονικής ολοένα και βελτιώνεται, πάραυτα η 
πρόκληση της περεταίρω ενοποιημένης διαχείρισης διαφορών τεχνολογιών δικτύου 
παραμένει μια ανοικτή πρόκληση, ειδικά σε περιβάλλοντα παρόχων τηλεπικοινωνιακών 
υπηρεσιών. Πιο συγκεκριμένα οι επενδύσεις υποδομής για έναν τηλεπικοινωνιακό 
πάροχο αποτελούν ένα γεγονός πολύ υψηλού κόστους  και είναι αδύνατο να γίνει 
μετάβαση από ένα παραδοσιακό Ethernet δίκτυο σε ένα πλήρες δίκτυο αρχιτεκτονικής 
S.D.N. (Hong  et al., 2016). 
Αρκεί να αναλογιστούμε πως σε ένα τηλεπικοινωνιακό πάροχο στις μέρες μας 
συνυπάρχουν δίκτυα  διαφορετικής  τεχνολογίας όπως E1/T1 TDM, Ethernet, ATM, 
SDH, PDH, PPP/HDLC κτλ. Οπού η διαχείριση είναι κατανεμημένη και εξαρτώμενη 
από πλατφόρμες λογισμικού οι οποίες βασίζονται σε κλειστά λογισμικά των 
κατασκευαστών των συσκευών του δικτύου (Tsai  et al., 2018). 
Σε  περιβάλλον bedtest έγιναν δόκιμες ώστε  ένα παραδοσιακό δίκτυο να 
αποκτήσει χαρακτηριστικά S.D.N.,  (Lu et al., 2013; Levin,D. Et al., 2014). Έγινε 
χρήση από εξειδικευμένες επεκτάσεις στο firmware των συσκευών τις οποίες παρείχαν 
οι ίδιοι οι  κατασκευαστές (cisco,juniper,huawei κτλ). Η λογική μάλιστα της χρήσης 
υφιστάμενων εξειδικευμένων εργαλείων όπως Cisco’s Embedded Event Manager and 
Tool Command Line τα οποία προσφέρουν οι κατασκευαστές ονομάστηκε και ως 
closed flow τεχνική μεταμόρφωσης ενός παραδοσιακού δικτύου σε ένα υβριδικό 
μοντέλο S.D.N.,( Hand and Keller 2014).  
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Η γεωγραφική ιδιαιτερότητα της διασποράς των ενεργών στοιχείων του 
φυσικού δικτύου ενός  τηλεπικοινωνιακού παρόχου από μόνη της αποτελεί πρόκληση. 
Σε κάθε πόλη ακόμα και σε ορισμένα χωριά υπάρχουν φυσικές εγκαταστάσεις  όπου 
μέσω δικτύων κορμού οπτικής μεταφοράς (Optical Transport Networks) μεταφέρονται 
διάφορων ειδών σήματα  όπως SDH και Ethernet τα οποία καταλήγουν στα τοπικά 
Switches και Routers (Manchester, J.et al (1999)).Έπειτα την διανομή έως τον τελικό 
πελάτη αναλαμβάνουν είτε dslams είτε αντίστοιχα στοιχειά του δικτύου πρόσβασης για 
την διανομή με χρήση οπτικής ίνας (Gpon) ή ακόμα δίκτυα κινητής τηλεφωνίας. 
 Όλες αυτές οι δικτυακές συσκευές πρέπει να διαχειρίζονται και να ελέγχονται. 
Σε αντίθεση με τα data centers όπου το κανάλι ελέγχου συχνά αποτελεί ένα ξεχωριστό 
φυσικό δίκτυο στην περίπτωση των τηλεπικοινωνιακών παρόχων οι γεωγραφικοί 
περιορισμοί οδήγησαν στην επιλογή τα κανάλια έλεγχου να υλοποιούνται με τη 
φιλοσοφίας « εντός ζώνης» (in bound control  
Στην εντός ζώνης  λειτουργιά όλες οι πληροφορίες που αφορούν την διαχείριση 
του δικτύου δρομολογούνται προς το κεντρικό σημείο διαχείρισης μέσω των 
υφιστάμενων υποδομών χωρίς δηλαδή την χρήση ξεχωριστού φυσικού δικτύου 
ανεξάρτητου από το οπτικό δίκτυο μεταφοράς,  διαμορφώνοντας το χαμηλότερο δυνατό 
κόστος και ικανοποιώντας παράλληλα τις απαιτούμενες προδιαγραφές (Braun and 
Menth,2014) .Εδώ πρέπει να επισημάνουμε πως οι κεντρικοί κόμβοι είναι 
τοποθετημένοι και συνδεδεμένοι με την λογική του δακτυλίου ώστε σε κάθε πιθανή 
διακοπή να υπάρχει εναλλακτική όδευση της κίνησης προσφέροντας προστασία σε 
ενδεχόμενη διακοπή. Πάραυτα η θεωρητική υλοποίηση ενός ξεχωριστού φυσικού 
δικτύου για την συλλογή των καναλιών ελέγχου θα αποτελούσε πιο αξιόπιστη λύση η 
οποία όμως θα εκτόξευε δυσανάλογα το κόστος υλοποίησης και συντήρησης. 
 
 
10.1 Η πλατφόρμα O.N.A.P. 
 
Στην έρευνα μας για τις πλατφόρμες που συγκεντρώνουν το μεγαλύτερο ενδιαφέρον 
των τηλεπικοινωνιακών παρόχων και περισσότερο των λεγόμενων και «μεγάλων 
παικτών», εντοπίσαμε πως η περίπτωση του O.N.A.P  (Open Network Automation 
Platform) συγκεντρώνει το μεγαλύτερο ποσοστό υποστήριξης  των μεγάλων εταιριων 
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σε ποσοστό άνω του 70% του συνόλου των τελικών χρηστών σταθερής και κινητής 
τηλεφωνίας παγκοσμίως.  
Ενδεικτικά  κάποιες από τις εταιρίες που συμμετέχουν ενεργά είναι οι εξής 
Verison, At&T, Deuche Telekom,China Mobile,Βell Canada,Orange κτλ. Η συνταγή 
της επιτυχίας της συγκεκριμένης πλατφόρμας θεωρούμε πως είναι η διεκπεραίωση 
αρκετών proof of concept σε στενή συνεργασία με τους κορυφαίους κατασκευαστές 
δικτυακών προϊόντων όπως Cisco,Huawei,Juniper,Nec,Nokia κτλ, σε μικρό χρονικό 
διάστημα πρακτική που οδήγησε ολοένα και περισσότερους παρόχους στην επίσημη 
υποστήριξη του σε σύντομο χρονικό διάστημα. 
  
Η πλατφορμα O.N.A.P. αποτελεί μια λύση προσανατολισμένη στις ανάγκες των 
τηλεπικοινωνιακών παρόχων. Αποτελεί λύση ανοικτού λογισμικού και αναπτύσσεται 
υπό την αιγίδα του  Linux Foundation. Αποτελεί την φυσική εξέλιξη διάφορων άλλων 
projects και εργαλείων τα οποία αναπτύχτηκαν κατά τις απαρχές της δημιουργίας τω 
πρώτων S.D.N. λύσεων όπως Open Daylight Project,Open Orchastrator , Open ECOMP 
,OPNFV και αλλα. Το περιβάλλον της πλατφόρμας αναπτύχτηκε για να δώσει λύσεις 
στο ιδιαίτερο περιβάλλον μεγάλων παρόχων και της πληθώρας τεχνολογιών και 
εξοπλισμών που ήδη έχουν εγκατεστημένα στο δίκτυο προσθέτοντας αξία στις 
επενδύσεις που ήδη έχουν γίνει. Η πλατφορμα προσφέρει εξειδικευμένες λύσεις 
ενσωμάτωσης λειτουργιών που έως προσφάτως συντελούνταν μόνο από κλειστού 
τύπου λογισμικά διαχείρισης τα οποία συνόδευαν τον εγκατεστημένο εξοπλισμό.  
Πλατφόρμες όπως το O.N.A.P. χτίζουν τις βάσεις για την δυνατότητα διαχείρισης των 
5G δικτυων καθώς και των εκατομμύριων IOT αισθητήρων και υπηρεσιών που θα 
αποτελέσουν στο  σύντομο μέλλον μέρος της επιχειρηματικής δραστηριότητας των 
παραδοσιακών παροχών (Tse & Choudhury, 2018).  
  Το περιβάλλον της πλατφόρμας ,(Εικόνα 29),προσφέρει εργαλεία τα οποία 
μπορούν να συνδυαστούν έτσι ώστε το αποτέλεσμα να αποτελέσει ένα προϊόν  ή μια 
υπηρεσία για τον τηλεπικοινωνιακό πάροχο . Στην πρώτη έκδοση η πλατφορμα 
εφαρμόστηκε ως λύση στις απαιτήσεις της εταιρίας Orange ώστε να είναι δυνατή η 
ενιαία διαχείριση των λειτουργιών olte-ims και vEPC .Η πλατφορμα μπορεί να 
προσαρμοστεί στις εξειδικευμένες ανάγκες κάθε παρόχου προσφέροντας ένα 
περιβάλλον όπου οι vendors του δικτυακού εξοπλισμού μπορούν παράλληλα με τις 
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απαιτήσεις του παρόδου να αναπτύξουν τα ζητούμενα εργαλεία με τη χρήση της 
πλατφόρμας, επίσης εισάγει καινοτόμα στοιχεία ασφαλείας, χαρακτηριστικά 
αναφέρεται πως  «Μια ενδιαφέρουσα προσθήκη σε σύγκριση με τους ανταγωνιστές του 
είναι η εισαγωγή ενός πλαισίου ασφαλείας, το οποίο θα αυξήσει τόσο την ασφάλεια της 
ίδιας της πλατφόρμας όσο και την ικανότητα ανάπτυξης υπηρεσιών ασφαλείας κατά 
παραγγελία.»( Farris et al., 2017). Επίσης υποστηρίχτηκε πως το O.N.A.P. θα μπορούσε 
να αποτελέσει ένα πρότυπο ανάλογο του Open Stack αναλογιζόμενοι το τι έχει 
καταφέρει σε 1 μόνο χρόνο ανάπτυξης (Wilson., 2017) 
 
 
Εικόνα 32 :Το περιβάλλον της πλατφόρμας ONAP, γραφικά και κονσόλα μαζί. 
Η ανάπτυξη των εργαλείων και των εφαρμογών αξιολογείται κάθε μερικούς 
μήνες με την δημιουργία διαφόρων περιπτώσεων χρήσης σε φυσικό πεδίο δοκιμών  έτσι 
ώστε να αποτυπώνεται η δυνατότητα εύρεσης και παρουσίασης λύσεων σε όσα 
ζητήματα τίθενται από τους τηλεπικοινωνιακούς παρόχους. H λειτουργία της 
πλατφόρμας στηρίζεται σε λύσεις της τεχνολογίας λογισμικού. Πως όμως διατελείτε η 
επικοινωνία ανταλλαγής πληροφορίας μεταξύ της πλατφόρμας και των δικτυακών 
συσκευών;  Τα τελευταία χρόνια υπήρξε μεγάλη κινητικότητα στην προτυποποίηση 
μεθόδων και πρωτοκόλλων για να λυθεί το ζήτημα αυτό, οι τεχνολογίες που 
χρησιμοποιήθηκαν δεν αποτελούν παράγωγο του οικοσυστήματος της αρχιτεκτονικής 
S.D.N. αλλά μπορούν να χρησιμοποιηθούν στην τεχνική εφαρμογή της.  
Οι τεχνολογικές λύσεις λογισμικού που χρησιμοποιήθηκαν είναι οι εξής: 
NetConf :Network Configuration Protocol :Είναι ένα πρωτόσκολο διαχείρισης δικτυων 
το οποίο αναπτύχτηκε από τον IETF  με σκοπό την παροχή ειδικών λειτουργιών για την  
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εγκατάσταση, επεξεργασία ,και διαγραφή της παραμετροποίησης των δικτυακών 
συσκευών.  
YANG: Yet Another Next Generation: Αποτελεί μια γλωσσά μοντελοποίησης 
δεδομένων. Παρέχει ένα τυποποιημένο τρόπο σύνταξης εντολών  λειτουργίας και 
διαμόρφωσης μιας συσκευής δικτύου. Καθώς σαν τυποποιημένη γλώσσα μπορεί 
εύκολα να μεταφραστεί σε οποιαδήποτε άλλη μορφή κωδικοποίησης όπως xml ή Json 
ώστε να χρησιμοποιηθεί από τον Contoller.  
OpenConfig: Άτυπη ομάδα εργασίας των μεγαλυτέρων φορέων εκμετάλλευσης 
(Google, AT&T, British Telecom, Microsoft, Facebook, Comcast, Verizon, Level3, 
Cox Communications, Yahoo!, Apple, Jive Communications, Deutsche Telekom 
TeraStream, Bell Canada κτλ) με στόχο την μετεξέλιξη των υπαρχόντων δικτύων  προς 
μια πιο δυναμικά προγραμματιζόμενη υποδομή , υιοθετώντας αρχές δικτύωσης  που 
ορίζει η αρχιτεκτονική S.D.N. .Η αρχική εστίαση της προσπάθειας είναι στην ανάπτυξη 
μοντέλων δεδομένων ουδέτερων από τον προμηθευτή των  συσκευών. Οι μεγαλύτεροι 
vendors (cisco-juniper-huawei-bigSwitch ) αμέσως σχεδόν υιοθέτησαν τις αρχές του 
openconf και  ξεκίνησαν να προσφέρουν αναβαθμίσεις στα ήδη υπάρχοντα προϊόντα 
ώστε να είναι δυνατή η μετάβαση σε ένα μοντελοποιημένο περιβάλλον ελέγχου και 
διαχείρισης των συσκευών .  
On-box-Python: Η δυνατότητα να εκτελούνται python scripts εσωτερικά στις 
συσκευές του δικτύου κάνοντας διακριτική χρήση της επεξεργαστικής ισχύος και 
μνήμης της συσκευής.  
Out of box Python: Σενάρια Python που μπορούν να αλληλεπιδρούν με στοιχεία 
δικτύου χρησιμοποιώντας μία από τις  κλασσικές ή μη  διεπαφές (NETCONF, 
RESTCONF, SNMP, SSH, κ.λπ.). Εκτελούνται εξωτερικά των στοιχείων του δικτύου 
μέσω κάποιου api είτε στον Controller είτε και σε περιβάλλον εξυπηρετητή με τη χρήση 
διεπαφής λογισμικού για την αμφίδρομη επικοινωνια με όλα τα επίπεδα έως την 
δικτυακή συσκευή. 
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11 Συμπεράσματα και Προτάσεις 
Η εκρηκτική αύξηση της κλίμακας των δικτυων που συντελείται τα τελευταία χρόνια 
έφερε στο προσκήνιο γρηγορότερα από το αναμενόμενο το ζήτημα της διαχείρισης 
τους. Η εικόνα ενός μηχανικού δικτυων να επιβλέπει δεκάδες συσκευές 
χρησιμοποιώντας Τelnet σε κάθε Switch και Router πληκτρολογώντας εντολές σε 
παράθυρα κονσόλας σε ένα περιβάλλον με εκατοντάδες από αυτά πιθανά θα αποτελεί 
επικουρικό έργο στο μέλλον. 
Οι διαχειριστές μεγάλων δικτυων χρειάζονται τρόπους, εργαλεία και μεθόδους 
ώστε να αυτοματοποιηθεί ο έλεγχος αλλα και η αλληλεπίδραση των συσκευών σε ένα 
υψηλότερο επίπεδο και όχι μόνο αυτοί . Το γεγονός πως η αύξηση του Εύρους Ζώνης 
παγκοσμίως καθώς και διάφορες τάσεις που οδηγούν τους τελικούς χρήστες να 
προκαλούν στο δίκτυο μόνιμα αυξημένοo  φόρτο έχουν επιπτώσεις στα οικονομικά των 
φορέων εκμετάλλευσης των δικτυων. Πιο συγκεκριμένα οι ανάγκες διαχείρισης 
αυξάνουν μαζί και οι εργατοώρες που δαπανώνται σε προβλήματα ρουτίνας του 
δικτύου αντί να αφιερώνονται σε εργασίες που θα οδηγήσουν σε επιχειρηματική 
καινοτομία και μεταμόρφωση του δικτύου. 
 Η αρχιτεκτονική S.D.N. παρέχει  ένα πλαίσιο διαφορετικής λειτουργικότητας  
του επιπέδου ελέγχου των δικτυων, ικανό  να μεταμορφώσει τις διαδικασίες διαχείρισης 
και να μειώσει τα έξοδα με ποικίλους τρόπους, όπως του μαζικού έλεγχου της 
συμπεριφοράς της κατάστασης κατανάλωσης ενέργειας όπως αναφέραμε στο 8ο 
Κεφάλαιο,  πάραυτα οι γεωγραφικοί περιορισμοί  και  ειδικά η περίπτωση  των 
μεγάλων δικτυων τηλεπικοινωνιών ίσως αποδεδειχθούν η μεγαλύτερη πρόκληση σε 
σχέση με τα ελεγχόμενα περιβάλλοντα των δικτυακών υποδομών των data centers. 
 Οι τεχνολογίες και οι εφαρμογές γύρω από το ακρώνυμο του S.D.N. 
προκάλεσαν ποικίλες αντιδράσεις κάπου στο 2010 με την παρουσίαση του OpenFlow 
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.Από την μια πλευρά  υπήρχε σαφής επιφύλαξη λόγο της αποτυχίας προηγούμενης 
προσπάθειας διαχωρισμού του επιπέδου  ελέγχου και δεδομένων με την αρχιτεκτονική 
 ForCES "Forwarding and Control Element Separation" και από την άλλη η υπόσχεση 
για «αυτόματο έλεγχο» σε ένα περιβάλλον όλο ένα και αυξανόμενων εξόδων για τις 
εταιρίες έμοιαζε ελκυστικό. Χρειάστηκε περίπου μια 5ετια έως ότου υπαρξει 
ωριμότητα στην διάθεση εργαλείων για την εφαρμογή της αρχιτεκτονικής αλλα και την 
εξέλιξη του πρωτοκόλλου OpenFlow όπως παρουσιάσαμε στο 5Ο Κεφάλαιο. Πάραυτα 
παρατηρούμε πως η εξέλιξη του έως σήμερα δεν σημείωσε κάποια σημαντική πρόοδο, 
ο λόγος είναι πως γίνεται προσπάθεια επίλυσης προβλημάτων διαλειτουργικότητας και 
«συμμόρφωσης» με τις νέες ανάγκες των κατασκευαστών αλλα και μιας νέας 
φιλοσοφίας οπού πολύ περιγραφικά προτείνεται πως «Η μελλοντική γένια του 
OpenFlow θα πρέπει να επιτρέπει στον ελεγκτή να ορίζει την λειτουργία ενός Switch  
με τρόπους που δεν είναι δυνατοί σήμερα» (Matsumoto.,2014).  
 
Η χρήση S.D.N. αρχιτεκτονικής και η αναβάθμιση του ρολού των api και των 
εφαρμογών θα αντικαταστήσουν σε μεγάλο ποσοστό την χρήση κονσόλας καθώς 
εκατομμύρια γραμμές μοντελοποιημένων εντολών και κώδικα μέσω τεχνολογιών 
λογισμικού όπως παρουσιάζονται στο 9ο Κεφάλαιο θα μπορούν να χρησιμοποιήσουν 
όλα τα μετρητικά δεδομένα της κατάστασης των συσκευών και της συνολικής εικόνας 
του δικτύου. Εργαλεία όπως το Lightyιο S.D.N. network topology visualization 
component προσφέρουν ευελιξία στην απεικόνιση της τοπολογίας του δικτύου είτε 
πάνω σε ψηφιακούς γεωγραφικούς χάρτες ή δυναμικού τύπου απεικόνιση των 
υπηρεσιών που κάνουν χρήση του δικτύου. Πολλά τέτοια εργαλεία αναπτύχτηκαν γύρω 
από την πλατφορμα του O.N.A.P. η οποία λόγω της τεράστιας υποστήριξης από τους 
τηλεπικοινωνιακούς παρόχους αλλα και τους κατασκευαστές παρέχει ένα περιβάλλον 
όπου αναπτύσσονται υπηρεσίες υποστήριξης και ανάπτυξης της πλατφόρμας και των 
διαφορών πρόσθετων σε αυτή. 
 
 
Ως μελλοντική εργασία προτείνουμε την ανάπτυξη εφαρμογής στο περιβάλλον 
του mininet που θα παρέχει δυνατότητες προγραμματισμού σεναρίων τα οποια θα  
μπορούσαν να εκτελούν προγραμματισμένους ελέγχους ή μετρήσεις που θα επιλέξει ο 
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χρήστης. Η δημιουργία ενός τυποποιημένου κύκλου μετρήσεων είναι εφικτή και θα 
μπορούσε να υλοποιηθεί με την κατάλληλη χρήση της γλώσσας python. Ειδικότερα η 
δημιουργία ενός API με δυνατότητα να εκτελεί κώδικα απευθείας από την τοποθεσία 
διαθεσιμότητας Github  κάνοντας χρήση βιβλιοθηκών τυποποιημένων μετρήσεων οι 
οποίες θα εξελίσσονται από την ανοιχτή κοινότητα των χρηστών και προγραμματιστών 
του mininet . 
Τέλος ο διαχωρισμός του επιπέδου ελέγχου από το επίπεδο δεδομένων συντελείται σε 
ένα ευρύτερο περιβάλλον όπου το λογισμικό και η ικανοποίηση καινοτομούν 
αποδεδειγμένα. H ανάπτυξη 5G δικτυων καθώς και των δικτύων οπτικών ινών θα 
αποτελέσουν μια ευκαιρία για τους παρόχους τηλεπικοινωνιακών υπηρεσιών να 
χρησιμοποιήσουν τις υποδομές τους με τέτοιο τρόπο ώστε να γίνουν απαραίτητο 
κομμάτι μιας έξυπνης πόλης παρέχοντας την «οδό» όπου εκατοντάδες χιλιάδες 
αισθητήρες θα πρέπει να ανταλλάσουν δεδομένα αλλα και να διαχειρίζονται 
ταυτόχρονα. Αυτός είναι και ένας τρόπος να θωρακίσουν το επιχειρηματικό μοντέλο 
τους στις προκλήσεις του μέλλοντος.  H αρχιτεκτονική S.D.N. θα αποτελέσει 
σημαντικό εργαλείο στην επίτευξη των παραπάνω στόχων. 
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