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Depar la rapide et constante augmentation de la puissance de calcul, en particulier
avec le développement du Calcul Haute Performance, il est devenu possible de simuler
le comportement de structures extrêmement complexes, ce qui était inenvisageable il
y a encore une dizaine d’années. Toutefois, dans le cadre de l’optimisation de forme,
il peut être nécessaire d’évaluer un grand nombre de fois la solution d’un problème
paramétrique, le but final étant de trouver le jeu de paramètres géométriques optimal
de conception.
Malgré la puissance de calcul actuelle, ces temps de résolution cumulés peuvent
rendre l’optimisation hors de portée d’un point de vue économique et industriel. En
conséquence, les structures industrielles ont tendance à être sur-dimensionnées afin
de réduire le temps d’optimisation (la phase d’optimisation est interrompue avant
d’atteindre le jeu de paramètres optimal). Cela peut être problématique dans un do-
maine tel que l’aéronautique où la réduction de la masse est un enjeu industriel. En
effet, sur-dimensionner une structure, c’est, avant tout, augmenter son poids et par
conséquent, sa consommation de carburant.
Les algorithmes d’optimisation proprement dits sont nombreux et ne sont pas au
cœur de ce travail. Retenons simplement qu’ils conduisent tous à l’évaluation de la so-
lution du problème pour différents jeux de paramètres. Dans ce contextemulti-query
(voir [Boyaval et al., 2010,Manzoni et al., 2012b]), il peut être judicieux de résoudre le
problème paramétrique complet une bonne fois pour toutes et de stocker la solution
obtenue dans une base de données. On pourra ensuite s’y référer, à la volée, à chaque
fois que l’évaluation de la solution est nécessaire. C’est pourquoi le concept d’abaque
est toujours d’actualité.
Les abaques furent, pendant des siècles, de puissants outils d’aide à la décision
dans des domaines variés tels que l’architecture, l’ingénierie (Vademecum des Mecha-
niker [Bernoulli, 1836]) et les sciences en général. Ainsi, en 1202, grâce à son Liber
Abaci, Leonardo Fibonacci fut le premier à introduire le système de numération indo-
arabe en Europe occidentale où prévalait encore le système romain. Il y décrit non
seulement les nombres indo-arabes mais aussi comment les utiliser. Fibonacci, étant
issu d’une famille demarchands, explique, enparticulier, en quoi ils facilitent les conver-
sions de monnaies et le calcul de profit et d’intérêt. Cet abaque fut d’une grande aide
pour tous les novices au prise avec le système de numération indo-arabe et a contri-
bué grandement à sa diffusion en Europe occidentale en partant des banquiers etmar-
chands florentins. Les abaques sont, par la suite, devenus l’outil de référence d’aide à
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la conception de l’ingénieur. En effet, le temps de conception se retrouve fortement
réduit grâce à la consultation immédiate de résultats déjà établis une bonne fois pour
toutes. Un exemple d’abaque utilisé de nos jours pour le dimensionnement de poutres
en flambage est présenté sur la Figure 1. Cet abaque, issu de l’Eurocode 3, est utilisé
quotidiennement pour la conception de structure métallique en Génie Civil.
FIGURE 1 – Abaque aidant au dimensionnement de poutres en flambage pour
des chargements transversaux [Eurocode 3, 2010].
Ce travail se base sur cette idée d’abaques, construits cette fois numériquement
par le biais d’outils de simulations dédiés. On parle alors d’abaques virtuels (en anglais
virtual charts [Ladevèze, 2013] ou computational vademecum [Chinesta et al., 2013]).
En variant la valeur donnée à un jeu de paramètres géométriques, on peut construire
toute une famille de structures à partir d’une structure de référence. Les résultats des
simulations numériques sont stockés dans des abaques virtuels, pour chaque famille
de structures. L’utilisateur final n’aura alors qu’à rechercher les jeux de paramètres li-
cites parmi tous les jeux de paramètres considérés dans un certain intervalle de va-
leurs. La construction d’un abaque virtuel peut être coûteux en temps mais, puisqu’il
est établi en amont, il est avantageux de perdre du temps à cette étape au regard de
celui gagné lors de son utilisation, surtout dans le cas de tâches répétitives.
Cependant, comme il a été précédemment mentionné, la construction d’abaques
virtuels demeure hors de portée d’approches éléments finis standards utilisant la « for-
ce brute », c’est-à-dire basées sur la résolution du problème paramétrique complet
pour chaque jeu de paramètres, à cause du temps de calcul prohibitif.
Le choix, qui a été fait au cours de la thèse, est de construire les abaques à l’aide
d’une technique de réduction de modèle. En effet, la réduction de modèle permet la
construction rapide d’approximation de champs et la représentation à variables sépa-
rées qu’elle donne de ces champs, en facilite l’utilisation effective.
La communauté de la réduction demodèle est très active et de nombreuses straté-
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gies différentes sont, de nos jours, disponibles. Une des méthodes les plus populaires
repose sur la Proper Orthogonal Decomposition (POD), qui est basée sur un ensemble
de résolutions préalables appelées snapshots ou échantillons [Chatterjee, 2000] dupro-
blème complet pour des valeurs données des paramètres. De ces échantillons est ex-
traite une base réduite à l’aide de diverses méthodes toutes équivalentes : Décom-
position en Valeurs Singulières (SVD) [Beltrami, 1873, Jordan, 1874a, Sylvester, 1889a],
transformation de Karhunen-Loève (KLT) [Karhunen, 1947,Loève, 1955] connue aussi
sous le nom d’Analyse en Composantes Principales (PCA) [Pearson, 1901, Hotelling,
1933]. Dans un second temps, le problème paramétrique complet est projeté sur cette
base réduite grâce à unméthode type Galerkin. La dimension du problème à résoudre
est alors fortement réduit. Elle est utilisée dans de nombreux domaines : en méca-
nique des fluides [Holmes, 2012], pour la résolution de problèmes élastoplastiques dy-
namiques [Corigliano et al., 2015], aéroélastiques [Epureanu et al., 2004], stochastiques
[Schenk et Schuëller, 2003], multiparamétriques [Gunzburger et al., 2007], d’équations
paraboliques [Atwell et King, 2001], dans le domaine des MEMS (microelectromecha-
nical systems) [Hung et Senturia, 1999], pour l’analysemodale [Han et Feeny, 2003], de
systèmes multicorps [Quaranta et al., 2004], en météorologie et océanographie [Cao
et al., 2007] (voir [Kerschen et al., 2005] pour une revue des applications), etc. La mé-
thode des Reduced Basis (RB, voir par exemple [Maday et Ronquist, 2004,Veroy et Pa-
tera, 2005, Rozza et al., 2008,Nguyen, 2008, Rozza, 2011, Galvis et Kang, 2014]) ajoute
une sélection automatique de ces snapshots grâce à un algorithme greedy basé sur des
indicateurs d’erreur.
Dans le cadre de cette thèse, il a été fait le choix d’utiliser la Proper Generalized
Decomposition (PGD). Elle ne nécessite aucune connaissance a priori de la solution
réelle. La base réduite PGD est construite de manière itérative en même temps que
l’approximation. Il est alors possible de calculer une approximation de façon automa-
tique. Elle fut introduite pour la première fois dans [Ladevèze, 1985] sous le nom d’Ap-
proximation Radiale dans le cadre du solveur non incrémental LaTIn, dédié à la réso-
lution de problèmes fortement non linéaires. Dans cet environnement, elle fut utilisée
pour la construction d’approximations à variables séparées de champs dépendant du
temps et de l’espace et fut appliquée à des problèmes visco-plastiques [Boisse et al.,
1990,Cognard et Ladevèze, 1993,Relun et al., 2013], au délaminage des composites [Al-
lix et Ladevèze, 1992], à des problèmes paramétrés [Vitse et al., 2014,Néron et al., 2015],
multi-physiques [Cognard et al., 1999,Néron et Dureisseix, 2008a,Néron et Dureisseix,
2008b,Néron et Ladevèze, 2010], multi-échelles [Cremonesi et al., 2013], etc.
La PGDa fait l’objet d’un regain d’intérêt suite aux travaux des équipes de recherche
de Chinesta [Mokdad et al., 2007, Chinesta et al., 2010a, González et al., 2010, Bognet
et al., 2012a]. Elle a depuis été appliquée à différents types de domaines : problèmes
stochastiques [Nouy, 2007, Nouy, 2009], multidimensionnels [Chinesta et al., 2010b],
hyperélastiques [Niroomandi et al., 2013], paraboliques [Bonithon et al., 2011], visco-
élastiques [Ammar et al., 2015], en acoustique [Barbarulo et al., 2014], en mécanique
des fluides [Ammar et al., 2007a,Ammar et al., 2007b], enmonitoring de procédés ther-
miques [Aguado et al., 2015], en mécanique de la rupture [Giner et al., 2013], pour des
4 Introduction
simulations temps réel en chirurgie [González et al., 2015,Alfaro et al., 2014] ou encore
pour la vérification de modèle et estimation d’erreur [Ladevèze et Chamoin, 2011,La-
devèze et Chamoin, 2013].
Concernant le cas des variations de géométrie pour l’optimisation de forme, la litté-
rature dans le domaine de la réduction de modèle est plus pauvre car elles impliquent
des difficultés techniques qui seront détaillées au cours de la thèse. Toutefois, au ni-
veau du principe, les choses sont simples : il s’agit d’un problème avec paramètres où
ces paramètres sont associés à la géométrie. Desméthodes basées sur la PODont traité
de ce problème. Dans [Rozza et Veroy, 2007,Manzoni et al., 2012a], les paramètres géo-
métriques sont pris en compte dans l’environnement de la RB et [Raghavan et al., 2013]
mélange une approche PCA et Diffusion approximation. L’article [Ammar et al., 2014]
prolonge la PGD aux variations de géométrie et applique la méthode à des exemples
académiques en profitant du fait que les variations géométriques peuvent être vues
comme un problème paramétrique bien adapté à la PGD. La même approche a été
également adoptée dans [Zlotnik et al., 2015]. Dans les deux cas, l’étude s’est restreinte
à des problèmes thermiques.
Ce qui caractérise nos travaux est d’aller vers des outils aptes à traiter des situations
significatives de la complexité des problèmesmécaniques rencontrés au niveau indus-
triel. En particulier, l’exploitation de codes éléments finis industriels est une contrainte
majeure.
Le long de la thèse, nous présenterons deux méthodes permettant de prendre en
compte les variations de géométrie dans le cadre de la PGD. La première est basée sur la
paramétrisation de la rigidité d’une structure de référence englobant toutes les confi-
gurations possibles. Cette structure est composée de deux parties distinctes : une par-
tie « dure » correspondant à la structure associée à un paramètre donné et une partie
«molle » pour le reste de la géométrie. Pour mettre en place cette méthode de manière
efficace, nous proposons également une extension de cette méthode par les maillages
universels [Rangarajan et Lew, 2012] permettant la construction rapide des maillages
conformes pour des géométries immergées dans un même maillage par le déplace-
ment local de certains des nœuds. Nous montrerons comment modifier l’algorithme
initial des maillages universels afin de l’adapter au cadre PGD.
La deuxième méthode repose, quant à elle, sur le recours à des transformations
géométriques autorisant la redéfinition des problèmes associés à chaque configura-
tion géométrique sur une structure de référence suivant la voie empruntée par [Am-
mar et al., 2014] et [Zlotnik et al., 2015], étendue, ici, à des géométries complexes type
spline. Le travail est mené dans le cadre de l’élaboration d’un démonstrateur illustrant
une famille de problèmes industriels proposé par AIRBUSDefence & Space. Sur ce der-
nier point, nous nous sommes attachés à intégrer laméthodologie développée dans un
process industriel de conception basé sur des logiciels commerciaux. À cause de la na-
ture hautement intrusive de la PGD, nous avons dû coupler un code MATLAB avec le
logiciel éléments finis SAMCEF dans cette optique.
Dans le dernier chapitre, nous nous intéressons au fait que certains types de pa-
ramètres sont intrinsèquement discrets. Le chargement, par exemple peut présenter
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plusieurs configurations différentes d’application. Ces cas de chargement peuvent être
regroupés dans une même variable discrète prenant comme valeur le numéro de la
configuration. Il est montré que la PGD peut intégrer ce type de paramètres sans gran-
des modifications et qu’il est possible d’adopter une démarche hybride, à savoir d’uti-
liser, à la fois, des paramètres discrets et des paramètres continus. Cette démarche a été
adoptée pour l’étude du démonstrateur industriel qui a été étoffé pour l’occasion. En
effet, le problème considéré dans ce chapitre présente des non-linéarités fortes telles
que des grands déplacements, grandes déformations et non-linéarités matériau.
La thèse est structurée comme suit :
■ Le premier chapitre présente le problème d’optimisation associé à la pièce in-
dustrielle étudiée. Après une rapide présentation des notions liées à l’optimi-
sation de forme et des outils à disposition, une série de rappels sur les prin-
cipales techniques de réduction de modèle existantes sera fait. On s’attardera
plus particulièrement sur la méthode PGD, technique retenue pour la suite de
l’étude. Ce chapitre se termine sur quelques observations portant sur les varia-
tions géométriques et sur les difficultés supplémentaires qu’elles apportent en
comparaison des autres types de paramètres.
■ Le second chapitre est consacré à la première méthode développée pour pren-
dre en compte les paramètres géométriques au sein de la PGD. Cette méthode,
basée sur la paramétrisation d’une géométrie englobant toutes les configura-
tions possibles, est appliquée sur un exemple académique. Dans un second
temps, on incorpore la technique des maillages universels, adaptée pour l’oc-
casion à la PGD, dans cette méthode. Elle est de nouveau testée sur le même
exemple.
■ Dans le troisième chapitre, une deuxième méthode est introduite reposant sur
l’utilisation des transformations géométriques. Elle est appliquée, dans le cas
2D, à l’exemple académique précédent et au démonstrateur industriel dans le
cas axisymétrique. Il est proposé une méthodologie pour intégrer cette mé-
thode dans un process industriel de conception utilisant des codes éléments
commerciaux.
■ Le dernier chapitre traite plus généralement de la méthode PGD en proposant
de l’étendre aux paramètres discrets. Il est montré que la PGD n’est pas modi-
fiée dans ce contexte et qu’il est très facile d’adopter des approches hybrides
prenant en compte des paramètres discrets et des paramètres continus. Cette
méthode est appliquée à des exemples académiques et au démonstrateur in-




et variations de géométrie
L’optimisation de forme est présentée ainsi que les différents concepts
qu’elle regroupe. On expose plus précisément le problème d’optimisation
qui a été envisagé pour la thèse, à savoir trouver le jeu de paramètres, dé-
finissant la forme d’une pièce industrielle, qui permettra de réduire au
maximum la masse de celle-ci, tout en respectant les contraintes liées à
sa tenue mécanique. Après avoir justifié le choix de la réduction de mo-
dèle pour la construction d’une approximation de la solution, les mé-
thodes Galerkin-POD, Reduced Basis et PGD sont rappelées et la notion
d’abaque virtuel définie. Ce chapitre se termine sur les particularités des
paramètres géométriques et en quoi leur prise en compte dans les diffé-







FIGURE 1.1 – Structure considérée.
Au cours de cette thèse, nous nous intéresserons à un démonstrateur, illustrant
une famille de problèmes industriels, proposé par AIRBUS Defence & Space et portant
sur une composante de lanceur spatial présentée sur la Figure 1.1. La géométrie de la
structure est axisymétrique et le matériau est métallique. La problématique sera d’op-
timiser la forme de cette pièce en jouant sur certains paramètres géométriques afin de
réduire sa masse. On devra, de plus, veiller à obtenir une structure finale conforme au
cahier des charges, c’est-à-dire de limiter la contrainte maximale en deçà d’un seuil
donné.
Dans un cadre plus général, lors de la conception d’une pièce industrielle, la struc-
ture dimensionnée doit supporter les sollicitations extérieures propres à son utilisa-
tion, et, dans le même temps, rester la plus légère possible ou que la quantité de ma-
tière utilisée soit la plus faible possible. Une conception débouchant sur une pièce
sur-dimensionnée peut se révéler, en effet, très coûteuse lors de la phase de fabrica-
tion (quantité dematériaux employée excessive) ou pendant la phase d’utilisation, tout
particulièrement dans le domaine des lanceurs où la réduction de la masse structurale
permet de maximiser la performance en augmentant la masse de la charge utile que
l’on peut mettre à poste. C’est pourquoi l’optimisation de forme est un enjeu écono-
mique et industriel de premier ordre car c’est en amont que la problématique du juste
dimensionnement doit être prise en compte. Toutefois, l’optimisation de forme peut
regrouper des catégories de problèmes sensiblement différents. En effet, le cas le plus
général possible serait d’obtenir la géométrie optimale telle que la structure réponde
aux sollicitations mécaniques. Mais il peut aussi s’agir de la simple recherche du jeu
de paramètres optimal pour une géométrie déjà définie en amont. L’optimisation de
forme peut avoir un sens très large selon le point de vue adopté. Il est donc opportun
9de définir les différentes catégories de problèmes que peut regrouper l’optimisation de
forme. On décompte trois grandes classes de problèmes [Allaire, 2007] :
Optimisation paramétrique : Il s’agit du cas le plus simple d’optimisation de forme.
La géométrie est fixée et la forme est représentée par un nombre réduit de paramètres
(par exemple un rectangle sera paramétré par deux longueurs, un cercle par un rayon
etc.). Le problème se réduit à la recherche du jeu optimal des paramètres. Ce type d’op-
timisation correspond au cas classique d’un dimensionnement de structure dont la
géométrie a été choisie au préalable, c’est pourquoi [Duysinx, 1996] lui attribue le nom
de dimensionnement automatique des structures. Sur la Figure 1.2(a) est représenté un
exemple d’optimisation paramétrique où l’épaisseur de deux barres est paramétrée et
le problème consiste à rechercher l’épaisseur optimale. La géométrie est fixée (les deux
barres sont représentées par deux rectangles) et peu de paramètres composent le pro-
blème.
Optimisationgéométrique : La frontière optimale de la structure est recherchée dans
un cadre large mais toujours à topologie fixée. Ainsi, la frontière peut être paramétrée
par un ensemble de points de contrôle dont les différentes positions déterminent les
configurations géométriques de la structure. Il s’agit d’un cas plus général que l’op-
timisation paramétrique mais, puisque la topologie est fixée, le nombre de membres
structuraux ainsi que le nombre de trous ne peuvent varier. Ce type d’optimisation
comporte généralement plus de paramètres de conception que la simple optimisation
paramétrique. La Figure 1.2(b) traite le cas d’une optimisation géométrique où la géo-
métrie d’un trou est paramétrée. Ici, c’est véritablement sur la forme du trou que porte
l’optimisation. Elle peut être en forme d’ellipse, de cercle ou autre. Pour une illustra-
tion de l’optimisation géométrique, on pourra se reporter à [Le Riche et Cailletaud,
1998].
Optimisation topologique : Il s’agit du cadre le plus général de l’optimisation de
forme [Bendsøe, 1995,Bendsøe et Sigmund, 2003]. Ici, aucun a priori n’est donné sur la
topologie (connectivité des domaines, présence et nombre de trous, etc.). Cette géné-
ralité est aussi synonymed’un très grandnombre de paramètres d’optimisation (Figure
1.2(c)).
Pour notre cas d’étude, à savoir l’optimisation d’une structure industrielle liée à l’aé-
rospatiale, nous nous intéresserons aux deux premiers types d’optimisation cités. Plus
précisément, le problème d’optimisation sera de minimiser la masse M de la struc-
ture par rapport à un ensemble de paramètres de conception α = (α1, . . . ,αn) ∈A=
A1× ·· · ×An ⊂ R
n tout en maintenant, par exemple, la contrainte de Von Mises σVM
sous un certain seuil σ0VM afin de garantir la viabilité de la structure. Cela se ramène
donc au cas d’un problème d’optimisation sous contraintes que l’on pourrait formuler
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FIGURE 1.2 – Les trois classes de problèmes d’optimisation de structures
[Duysinx, 1996].
de la manière suivante :
Problème 1.1. Trouverα∗ =
(




∈A=A1×·· ·×An tel que




Dans un premier temps, on calcule l’expression de la contrainte afin de restreindre
l’espace A, de tous les paramètres géométriques, à Aσ0 , celui des paramètres engen-
drant les structures licites, i.e. les structures dont la contrainte de Von Mises n’excède
pas le seuil σ0VM . La recherche du jeu de paramètres optimal pourra, ensuite, se li-
miter à l’espace Aσ0 . Dès lors, il suffira de résoudre le problème d’optimisation sans
contrainte suivant :
Problème 1.2. Trouverα∗ =
(









Pour cela, on pourra se référer à l’un des très nombreux algorithmes existants. Sont
à disposition des algorithmes de recherche locale :
■ algorithmes de recherche directe [Wright, 1996, Lewis et al., 2000, Kolda et al.,
2003] (par exemple l’algorithme de Hooke-Jeeves [Hooke et Jeeves, 1961])
■ méthodes de descente (algorithme de gradient à pas constant, algorithme de
gradient à pas optimal [Cauchy, 1847], algorithmedes gradients conjugués [Hes-
tenes et Stiefel, 1952,Fletcher et Reeves, 1964])
■ méthodes de Newton ou quasi-Newton [Fletcher, 1970]
ou de recherche globale :
■ méthodes énumératives [Jones et al., 1993]
■ méthodes de recherche aléatoire [Boender et al., 1982]
■ méthodes de regroupement [Kan et Timmer, 1987]
■ méthodes de descentes généralisées
■ méthodes évolutionnaires [Holland, 1962,Le Riche et Gaudin, 1998]
■ méthodes basées sur l’intelligence en essaims [Dorigo et Stützle, 2003,Poli et al.,
2007]
■ recuit simulé [Kirkpatrick et al., 1983]
Néanmoins, la difficulté réelle se situe au niveau de la définition de l’espace de re-
cherche Aσ0 car cela revient à évaluer σ pour tout α ∈A, ce qui peut se révéler être
hors de portée des méthodes classiques en termes de temps de calcul. Pour répondre
à cela, des méthodes de type construction de méta-modèles à partir de données par-
tiellement convergées [Laurent et al., 2013a, Laurent et al., 2013b] ou surfaces de ré-
ponse [Myers et al., 2009] sont à disposition dans le cadre de l’optimisation.
Nous allons restreindre notre étude auxméthodes de réduction demodèle qui per-
mettent la construction rapide d’approximations sous une forme à variables séparées.
Ce dernier point est important car, non seulement le temps de construction de l’ap-
proximation est réduitmais son utilisation est aussi grandement facilitée. En effet, éva-
luer un champ écrit sous forme séparée se ramène à de simples sommes et produits de
fonctions. Pour revenir au cadre de la thèse, l’approximation, calculée à partir d’une
méthode de réduction demodèle, peut être stockée dans des abaques virtuels une fois
pour toutes (il peut s’agir du déplacement, de la contrainte, de quantités d’intérêt, etc.).
La réduction de modèle est donc une approche intéressante dans un contexte multi-
query (qui demande un nombre important d’évaluations [Boyaval et al., 2010,Manzoni
et al., 2012b]) caractérisant les problèmes d’optimisation, chaque évaluation corres-
pondant à lire la valeur dans un abaque virtuel.
L’idée générale de la réduction de modèle permet la résolution de problèmes para-
métriques dont un exemple typique peut s’écrire sous la forme variationnelle suivante :
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Problème 1.3. Pourα ∈A, trouver u (α) ∈ V tel que




∣∣v|∂uΩ = 0},a(ä,ä;α) est une forme bilinéaire et l(ä;α)
est une forme linéaire.
Dans le cadre de l’élasticité linéaire et stationnaire, le champ recherché sera le vec-
teur déplacementu et le problème sera régi par les équations et conditions de la forme :
■ Équations d’équilibre {
∇ ·σ = 0 dansΩ×A
σ ·n= f sur ∂dΩ×A
(1.1)
■ Relation de comportement
σ = C(α)ε dans Ω×A (1.2)
= C(α)∇s (u) dans Ω×A (1.3)
où∇s est la partie symétrique de∇ et C est l’opérateur de Hooke.
■ Conditions aux limites homogènes
u= 0 sur ∂uΩ×A (1.4)
Le Problème 1.3 devient dans ce contexte :











∣∣v|∂uΩ = 0}, a(ä,ä;α)=∫
Ω





La contrainte σ est obtenue dans un second temps par un post-traitement du dé-
placement u en utilisant σ =Cε (u). Dans une approche type « force brute », le dépla-
cement u serait déterminé pour chaque valeur de jeu de paramètres via la résolution
du problème associé à cette valeur. En utilisant les éléments finis comme technique
de résolution, cela se traduit par la résolution nA (nombre de jeux de paramètres) pro-
blèmes de taille n ×n (n est le nombre de degrés de liberté), ce qui est évidemment
prohibitif si nA est grand.
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1.1 Proper Orthogonal Decomposition
La Proper Orthogonal Decomposition (POD) peut être envisagée sous deux angles
différents, d’un côté méthode de séparation de variables et de l’autre outil au service
de la réduction de modèle. Intéressons-nous tout d’abord à la méthode de séparation
de variables. Dans ce contexte, nous le verrons, la POD regroupe des techniques, toutes
équivalentes,mais portant des noms différents selon la communauté scientifique l’uti-
lisant.
1.1.1 Méthode de séparation de variables
1.1.1.1 Décomposition en Valeurs Singulières
La Décomposition en Valeurs Singulières (SVD) fut proposée, dans le cadre de l’al-
gèbre linéaire, simultanément par Eugenio Beltrami [Beltrami, 1873] et Camille Jordan
[Jordan, 1874a, Jordan, 1874b] puis par James Joseph Sylvester [Sylvester, 1889a, Syl-
vester, 1889b,Sylvester, 1889c]. Elle fut ensuite étendue aux équations intégrales grâce
aux contributions d’Erhard Schmidt (plus connu pour l’algorithme de Gram-Schmidt)
[Schmidt, 1907] puis de Hermann Weyl [Weyl, 1912]. C’est à partir de cet instant que
la SVD est sortie du monde purement mathématique pour devenir un puissant outil
numérique. Pour une revue exhaustive de la genèse de la SVD, on ne saurait que trop
conseiller la lecture de [Stewart, 1993].
Théorie SoitM unematricem×n à valeurs sur un corps K (pouvant être le corps des
réels ou des complexes). La SVD affirme qu’il existe une décomposition deM telle que :
M=USV
∗ (1.5)
où S est une matricem×n dont les coefficients diagonaux sont des réels positifs (ap-
pelés valeurs singulières), les autres coefficients étant nuls. U est une matrice unitaire
de taillem×m, V une matrice unitaire de taille n×n et ∗ est l’opérateur adjoint.
Démonstration. [Ottaviani et Paoletti, 2015] On construit la matriceM∗M de taille n×
n qui est semi-définie positive 1. D’après le théorème spectral, il existe une matrice











avec Dr r , une matrice diagonale r × r (r = rang(M∗M)) dont les coefficients sont réels,
strictement positifs et rangés par ordre décroissant.
1. On supposem Ê n. Dans le cas contraire, on raisonnerait sur lamatriceMM∗ de taillem×m, aussi
semi-définie positive.
2. Si K est le corps de réels alors V est plus particulièrement orthogonale.
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r r et on vérifie de manière immédiate que U
∗
1U1 = Ir . Mais la
matrice U1 n’est pas unitaire car elle peut être non carrée. On la complète alors par










r r Or×(n−r )
O(m−r )×r O(m−r )×(n−r )
]
. On obtient alors le résultat souhaité. ■
Ainsi, pour une fonction u(x, y) avec (x, y) ∈Ω ⊂ R2, il est possible, après discréti-
sation deΩ (Nx nœuds en x et Ny nœuds en y), de définir la matrice :
F=
[
u(xi , y j )
]
(i , j )∈1,Nx×1,Ny 
(1.8)
et d’y appliquer une SVD. Soit (U,S,V) ∈ONx (R)×MNxNy (R)×ONy (R)
1 tels que :
F=USV
T (1.9)
où S est unematrice dont les éléments diagonaux sont positifs et classés par ordre dé-
croissant, les autres coefficients étant nuls.









où ak = S (k,k), γk et δk sont, respectivement, les k-ièmes colonnes de U et V. N re-
présente les nombres d’éléments non nuls de S.
Exemple numérique Un exemple d’utilisation de la SVD, tiré de [Chatterjee, 2000],









0 É x É 1 et 0 É y É 2 est tracée Figure 1.3(a). La Figure 1.4(a) montre la décroissance
rapide des valeurs singulières et la prépondérance des toutes premières valeurs sur les
suivantes. Cela est confirmé par les Figures 1.3(b), 1.3(c) et 1.3(d) où une approxima-
tion de u est construite progressivement en ajoutant un mode à la fois ainsi que par la
courbe de convergence de laméthode (voir Figure 1.4(b)). Avec seulement troismodes,
on construit une approximation d’une très grande fidélité (erreur de l’ordre de 0,2%),
ce qui laisse supposer que l’on puisse tronquer la décomposition SVD au troisième
ordre réduisant ainsi fortement la dimensionnalité du problème.
1. On (R) est le groupe orthogonal des matrices de dimension n×n.





















































(d) Approximation à l’ordre 3.









aux trois premiers ordres.
Il est à noter que nous avons traiter la SVD dans le cadre de deux variables (espa-
ce/paramètre). Cette méthode peut être étendue au cas multiparamétrique comme il
a été démontré dans les travaux de De Lathauwer (voir [De Lathauwer et al., 2000]).
Elle prend alors le nom de HOSVD (High Order Singular Value Decomposition). Une
toolbox MATLAB, traitant de la décomposition à variables séparées pour des champs
multiparamétriques, est disponible sous le nom PARAFAC (voir [Bro, 1997]).
1.1.1.2 Transformation de Karhunen-Loève
Connue aussi sous le nom d’Analyse en Composantes Principales (PCA en anglais)
[Pearson, 1901, Hotelling, 1933], la transformation Karhunen-Loève (KLT en anglais)
[Karhunen, 1947,Loève, 1955] prend en considération les valeurs propres de lamatrice
de covarianceMTM (oùM ∈Mm,n (R)). La différence qu’elle présente avec la SVD n’est
que formelle puisque les valeurs singulières sont les racines carrées des valeurs propres
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FIGURE 1.4 – (a) Décroissance des valeurs singulières et (b) courbe de convergence









deMTM et nous allons voir que SVD et KLT sont, fondamentalement, demême nature.
On peut se reporter à [Wu et al., 2003] pour une démonstration de l’équivalence SVD,
KLT et PCA en dimension finie. Nous allons présenté brièvement la relation liant ces
méthodes. Comme vu dans la démonstration de la SVD, la matriceMTM est orthogo-






où D est diagonale.
On note T =MV, la nouvelle matrice de données de n variables à présent décorré-
lées. Or toutes les composantes de cette nouvelle matrice ne sont pas de même im-
portance. C’est pourquoi, on vient rechercher ses N composantes principales puis la
tronquer. On garde alors la matrice de taillem×N :
TN =MVN (1.12)
ce qui permet, maintenant, de travailler sur un espace réduit à N variables.
Lien avec la SVD Reprenons la matrice T que nous venons de définir.
T=MV (1.13)
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Ainsi, SVD et KLT sont l’avers et le revers de la même médaille, leur nature intrin-
sèque étant identique et leur distinction purement formelle. Remarqué ce fait, on peut
appliquer une SVD pour avoir une décomposition effective de type KLT, ce qui est très
souvent fait en pratique.
Nous allonsmaintenant nous pencher sur l’utilisation de la POD dans le contexte de
la réduction de modèle, notamment dans la construction de bases réduites.
1.1.2 Réduction demodèle par laméthode Galerkin-POD
Dans le cadre de la réduction de modèle, la POD est une des plus anciennes tech-
niques utilisées et est, de nos jours, assez répandue dans le monde scientifique, no-
tamment en mécanique des fluides [Holmes, 2012], pour la résolution de problèmes
élastoplastiques [Corigliano et al., 2015, Zhang et al., 2015], aéroélastiques [Epureanu
et al., 2004], stochastiques [Schenk et Schuëller, 2003], multiparamétriques [Gunzbur-
ger et al., 2007], d’équations paraboliques [Atwell et King, 2001], dans le domaine des
MEMS (microelectromechanical systems) [Hung et Senturia, 1999], pour l’analysemo-
dale [Han et Feeny, 2003], de systèmes multicorps [Quaranta et al., 2004], en météoro-
logie et océanographie [Cao et al., 2007] (voir [Kerschen et al., 2005] pour une revue des
applications), etc.
Considérons un problème défini sur l’espace Ω et paramétré par α ∈ A1. Une mé-
thode classique basée sur les éléments finis consisterait à résoudre ce problème pour
chaque valeur de paramètre après discrétisation de A. Si nous notons n, le nombre
de degrés de liberté de Ω et nA, le nombre de nœuds du maillage de A, cela revient à
résoudre nA fois un problème éléments finis de taille n×n. Or les solutions obtenues
sont issues de problèmes similaires et possèdent, en conséquence, des caractéristiques
communes. On peut donc légitimement penser qu’une partie de l’information conte-
nue dans chaque solution est redondante quand l’on prend le problème paramétré
dans son ensemble. À partir de cette constatation, la Galerkin-POD suppose que l’es-
pace de recherche de la solution est d’une dimension bien inférieure à celle de l’espace
de recherche de la méthode classique, soit n×nA. Le problème se résume alors en la
recherche d’une base de cet espace.
Soit u (α,X) la solution recherchée du problème paramétré, avec α ∈ A etX ∈ Ω.




λi (α)Λi (X) (1.16)
où N est la dimension de l’espace d’approximation.
1. On note en gras une variable α et son espace A associé lorsque cette variable est multidimen-
sionnelle. Lorsque cette variable α est scalaire, son espace associé Aet elle-même sont écrits avec une
épaisseur de typographie normale.
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La base Λi∈1,N construite (lors de la phase offline, voir ci-après), est, dans le cadre
de la POD, une base orthogonale. Dans le contexte de la réduction demodèle, les fonc-
tions λi (α) seront calculées dans un second temps lors de la phase dite online. Or c’est
bien la première étape, la construction de la base qui est la plus problématique. En
effet, la construction de la base nécessite une connaissance a priori de la solution.
La résolution du problème complet n’étant pas envisageable, il est néanmoins pos-
sible de résoudre le problème pour des valeurs données de paramètre afin d’obtenir
une connaissance partielle de la solution. Pour cela, on discrétise grossièrement l’es-
pace des paramètresAet on calcule des solutions u (αi ,X)i∈1,nS partielles, appelées
échantillons ou snapshots [Chatterjee, 2000]. On peut ensuite construire notre base en
appliquant une des stratégies à disposition (SVD, KLT, PCA) à la matrice des snapshots
MS = [u (αi ,X)]i∈1,nS. On notera, par la suite, cette base (Λ1, . . . ,ΛN ) avec N É nS .
Cette première phase est celle de la construction dumodèle réduit. Il restemaintenant
à l’utiliser.
L’utilisation du modèle réduit consiste en la détermination à l’aide de la base cons-
truite des coefficients (λi )i∈1,N pour tout nouveau problème associé à un paramètre





Pour déterminer (λi )i∈1,N, on projetteu (α) sur l’espace WN =Vect{Λi }i∈1,N. Sup-
posons que l’on ait pris une série de snapshots u (αi )i∈1,ns et qu’à partir de cela, l’on
ait extrait une base réduite (Λ1, . . . ,ΛN ) (avec N É ns ≪ n). Il nous faut maintenant
résoudre le problème suivant :
Problème 1.5. Pour α ∈A, trouver u (α) ∈ WN tel que
∀v ∈ WN , a(u (α) ,v;α)= l(v;α) (1.18)
On choisit alors comme fonction test v = Λk pour tout k ∈ 1,N ce qui revient à
calculer les coefficients (λ1, . . . ,λN ) en résolvant le système linéaire suivant :












On est donc passé de la résolution d’un système n×n à celle d’un système N ×N
avec N ≪ n. Les coûts de calcul ont donc été fortement réduits et cela autorise une
utilisation quasi-temps réel du modèle réduit.
La stratégie Galerkin-POD peut être résumée comme suit :
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Phase offline Durant cette étape, qualifiée aussi de phase d’apprentissage, on va ex-
traire une série de snapshots u (αi )i∈1,ns du problème total. À partir de ces snapshots,
on construit une base réduite (Λ1, . . . ,ΛN ) à l’aide, par exemple d’une SVD. On peut,




, indépendants des paramètres, une fois pour
toutes. La phase offline est, de très loin, la plus coûteuse en temps de calcul. Cepen-
dant, le temps perdu à cette étape sera très largement compensé par celui gagné lors
de la phase online, i.e. lors de l’utilisation dumodèle réduit.
Phase online Alors que la phase offline est celle de la construction du modèle réduit
à proprement dit, la phase online est celle de son utilisation. On vient résoudre, pour
tout nouveau problème associé à un paramètre α ∈ A, les coefficients (λi )i∈1,N à la
volée en se basant sur une projection de type Galerkin.
Il faut néanmoins préciser que le choix de la base réduite et donc des snapshots
est déterminant pour la suite de la méthode. En effet, rien ne garantit a priori qu’une
quantité suffisante d’information soit présente dans les échantillons sélectionnés. Une
idée, pour assurer la validité et la légitimité de la méthode, pourrait être d’augmenter
le nombre de snapshots. Or, pour certains problèmes hyperboliques de type problème
transitoire, le nombre de snapshots nécessaires peut rendre la méthode inutilisable
en pratique [Glüsmann et Kreuzer, 2009, Boucinha et al., 2014]. En effet, augmenter
le nombre de snapshots revient dans le même temps à augmenter la complexité de la
méthode. Par conséquent, un nombre trop important de snapshots entraîne une ex-
plosion du temps de calcul. Une autre idée serait de pouvoir sélectionner de manière
judicieuse les snapshots à l’aide d’estimateurs d’erreur. C’est précisément sur ce der-
nier point que se démarque la méthode Reduced Basis.
1.2 Reduced Basis
La démarche Reduced Basis (RB) est similaire à celle Galerkin-POD, à ceci près que
l’accent est mis, à présent, sur la recherche des snapshots appropriés (voir [Maday et
Ronquist, 2004, Veroy et Patera, 2005, Rozza et al., 2008,Nguyen, 2008,Galvis et Kang,
2014]). Cette distinction est d’importance car la RB permet la construction de bases
réduites de taille exploitable car, comme il a été mentionné, dans certains cas, la POD
peut nécessiter un grand nombre de snapshots si leur choix n’a pas été fait de ma-
nière étudiée. Les snapshots sont recherchés par l’intermédiaire d’un algorithme greedy
(glouton) et non donnés a priori. Ainsi supposons que l’on ait déjà choisi un ensemble
de N paramètres (α1, . . . ,αN ) ∈AN . L’approximationuN est construite en projetant or-
thogonalement u (α) sur l’espace WN =Vect{u (αi )}i∈1,N :
uN (α)= PNu (α) (1.20)
où PN est la projection orthogonale sur WN .
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Si l’on souhaite enrichir la base réduite, c’est-à-dire ajouter un nouveau snapshot,
on le choisira de telle sorte que αN+1, le paramètre associé à ce snapshot, minimise
l’erreur ‖u(α)−uN (α)‖ [Rozza, 2011] :
αN+1 = arg max
α∈A
‖u(α)−uN (α)‖ (1.21)
(u(α1), . . . ,u(αN+1)), à savoir les snapshots eux-mêmes, sont choisis comme base
réduite, après une orthonormalisation de type Gram-Schmidt. L’algorithme de sélec-
tion des snapshots est retranscrit dans l’ALG.1. Nous avons donc, ici aussi, une légère
différence avec la méthode POD dans le sens où c’est bien (u(α1), . . . ,u(αN+1)) qui est
la base réduite bien. Autrement dit, les snapshots forment, eux-mêmes, la base, bien
que l’on puisse toujours effectuer une SVD a posteriori.
Cette étape de sélection des snapshots se fait au prix d’une augmentation sensible
du temps de calcul de la phase offline. Le calcul de l’erreur vraie ‖u(α)−uN (α)‖ est,
certes, non accessible car impliquant la connaissance de la solution vraie. Cependant
il est possible de majorer cette erreur a posteriori par une borne ∆N (α). C’est sur cette
problématique qu’une grande partie de la littérature porte, à savoir la construction
d’estimateurs d’erreur a posteriori afin de réduire le temps de calcul lié à la sélection
des snapshots [Prud’homme et al., 2002,Barrault et al., 2004,Rozza et al., 2008,Rozza,
2011].
Algorithme 1 : Algorithme greedy d’échantillonnage
Entrées : S1 = {α1}
1 pour k = 2 à kmax faire
2 αk = arg max
α∈A
‖u(α)−uN (α)‖;
3 Sk = Sk−1∪ {αk };
1.3 PGD-Abaque virtuel
1.3.1 Proper Generalized Decomposition
La Proper Generalized Decomposition (PGD) diffère des techniques de réduction
demodèle citées précédemment car elle ne nécessite pas de connaissance a priori de la
solution réelle. La base réduite PGDest construite demanière itérative enmême temps
que l’approximation. Néanmoins, dans le cadre de la PGD, cette base n’est pas ortho-
gonale contrairement à la POD, bien que l’on puisse l’orthonormaliser après coup (ce
qui est très souvent fait en pratique). La sélection de snapshots n’étant pas nécessaire
pour déterminer une base réduite, laméthode PGD permet le calcul d’une approxima-
tion de façon automatique.
Elle fut introduite pour la première fois dans [Ladevèze, 1985] sous le nomd’Appro-
ximation Radiale dans le cadre du solveur non incrémental LaTIn pour la résolution
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de problèmes fortement non linéaires [Ladevèze, 1999]. Dans cet environnement, elle
fut appliquée aux problèmes viscoplastiques [Boisse et al., 1990,Cognard et Ladevèze,
1993, Relun et al., 2013], au délaminage des composites [Allix et Ladevèze, 1992], aux
problèmes paramétrés [Vitse et al., 2014,Néron et al., 2015], multiphysiques [Cognard
et al., 1999,Néron et Dureisseix, 2008a,Néron et Dureisseix, 2008b,Néron et Ladevèze,
2010], multiéchelles [Cremonesi et al., 2013], pour les problèmes de contact [Giacoma
et al., 2014,Giacoma et al., 2015], etc.
La PGD a aussi connu un développement important hors de la méthode LaTIn.
Alors que la PGD traitait principalement de problèmes temps/espace (solutions de
type u (t ,X)), elle va s’étendre à la résolution de problèmes paramétriques (solutions
de type u (α,X)) grâce aux travaux des équipes de recherche de Chinesta [Mokdad
et al., 2007,Chinesta et al., 2010a,González et al., 2010,Bognet et al., 2012a] pour n’en ci-
ter que quelques-uns. Elle a depuis été appliquée à différents types de domaines : pro-
blèmes stochastiques [Nouy, 2007, Nouy, 2009], multidimensionnels [Chinesta et al.,
2010b], hyperélastiques [Niroomandi et al., 2013], paraboliques [Bonithon et al., 2011],
viscoélastiques [Ammar et al., 2015], en acoustique [Barbarulo et al., 2014], en méca-
nique des fluides [Ammar et al., 2007a,Ammar et al., 2007b], enmonitoring de procé-
dés thermiques [Aguado et al., 2015], en mécanique de la rupture [Giner et al., 2013],
pour des simulations temps réel en chirurgie [González et al., 2015,Alfaro et al., 2014],
en dynamique transitoire [Boucinha et al., 2013,Boucinha et al., 2014] ou encore pour
la vérification de modèle et estimation d’erreur [Ladevèze et Chamoin, 2011,Ladevèze
et Chamoin, 2013]. Pour une synthèse de la méthode, on peut se reporter à [Ladevèze,
2014].
1.3.1.1 PGD-Abaque virtuel
La Proper Generalized Decomposition, en permettant le calcul rapide et automa-
tique d’approximations à variables séparées, est le cadre privilégié de la construction
d’abaques virtuels. En effet, la résolution du problème paramétrique complet étant ac-
cessible, les modes PGD calculés peuvent être stockés, une fois pour toutes, dans des
abaques pour une utilisation ultérieure. Ainsi, un abaque virtuel du déplacement u
dépendant d’un jeu de paramètres α ∈Apeut être vu comme une approximation à
variables séparées de u.












et n est le nombre de «modes » utilisés dans l’approximation.
En pratique, ce seront les fonctions λk et les éléments de la base réduiteΛk que l’on
stockera dans un abaque virtuel. L’utilisateur final n’a alors qu’à particulariser cette so-
lution pour un jeu de paramètres donné en procédant à une simple sommede produits
de fonctions à la volée.
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1.3.1.2 Présentation du problème
La PGD est illustrée à travers le Problème 1.4 linéaire élastique où la loi constitutive
est paramétrée par un ensemble de modules d’Youngα= (α1, . . . ,αm) ∈A=A1×·· ·×
Am .
On peut écrire la formulation variationnelle totale du problème, i.e. le problème est
non seulement intégré sur l’espaceΩmais aussi sur les paramètres. Pour cela, on intro-
duit les espaces fonctionnels suivants V=H10(Ω)=
{
v ∈H1(Ω)





pour j = 1,m. Par conséquent, le problème s’écrit maintenant :












où⊗ est le produit tensoriel.
On recherche une approximation PGDdu déplacementu. Deux possibilités s’offrent




λi (α)Λi (X) (1.23)
avec pour tout i ∈ 1,n, (λi ,Λi ) ∈I×Voù λi (α)=λi (α1, . . . ,αm).








i (α j )Λi (X) (1.24)
avec pour tout (i , j ) ∈ 1,n×1,m, λ ji ∈Ij .
Les différents modes sont calculés via un algorithme itératif de type Galerkin pro-
gressif [Chinesta et al., 2011]. À l’étape d’enrichissement n, on suppose connue la re-
présentation à variables séparées deun . Le nouveau (m+1)-uplet
(
λ1, . . . ,λm ,Λ
)
∈I1×



















avecΛ∗ ∈ Vet λ j∗ ∈Ij pour j ∈ 1,m.
Le Problème 1.6 devient :
Problème 1.7. Trouver
(
λ1, . . . ,λm ,Λ
)
∈I1×·· ·×Im ×V tels que
∀
(













































Les calculs des différentes intégrales seraient grandement facilités par la représen-
tation à variables séparées de l’intégrande puisqu’ils pourraient être effectués indé-
pendamment l’un de l’autre, à la condition, naturellement, que l’opérateur de Hooke
C (α) puisse aussi être écrit sous forme séparée. Cela sera explicité à travers l’exemple
numérique présenté dans la sous-section suivante. On remarque que le problème n’est
plus linéaire à la vue de la fonction test v choisie (voir (1.26)). Une stratégie type algo-
rithme de point fixe est, alors, adoptée afin de calculer le (m+1)-uplet
(
λ1, . . . ,λm ,Λ
)
.
Les problèmes paramétriques, ainsi que le problème en espace, sont résolus alternati-
vement. L’algorithmeGreedy-PGD est détaillé dans l’ALG.2. On peut se référer à [Nouy,
2010,Allier et al., 2015] pour des stratégies de résolution PGD alternatives.
Algorithme 2 : Algorithme Greedy-PGD
Entrées : Une séquence de paramètresα= (α1,α2, . . . ,αm) ∈A=A1× . . .×Am
1 Level 1 : Algorithme Greedy;
2 tant que ‖R (un)‖ > critère (avec R (un) étant le résidu) faire
3 Level 2 : Algorithme de point-fixe;
4 Initialisation du (m+1)-uplet
(
λ1, . . . ,λm ,Λ
)
;
5 pour k = 1 à kmax faire
6 pour j = 1 àm faire
7 Résoudre le problème paramétrique associé à λ j









1.3.2.1 Formulation du problème à résoudre
E1
E2 E3 f
FIGURE 1.5 – La structure test est partitionnée en trois sous-domaines, le module
d’Young de chaque sous-domaine étant considéré comme un paramètre.
Illustrons la démarche décrite précédemment par un exemple numérique simple.
La géométrie considérée est une structure en forme de Γ (voir Figure 1.5), encastrée en
son pied et soumise à un chargement de 1000 N dirigé vers le haut en son autre extré-
mité. La structure Ω est partitionnée en trois sous-domaines Ω1, Ω2, Ω3 et le module
d’Young de chaque sous-domaine, considéré comme un paramètre, peut varier de 50
GPa à 1000 GPa (α = (E1,E2,E3) ∈A= [50 GPa;1000 GPa]3). Le coefficient de Poisson
est, quant à lui, homogène et égal à 0,3.
Nous allons, maintenant, nous attacher à résoudre le Problème 1.7. Pour cela, il
est judicieux d’écrire la matrice de Hooke sous forme séparée afin d’obtenir une in-
tégrande entièrement à variables séparées, comme mentionné précédemment. Une
possibilité est de décomposer la matrice de Hooke de la sorte :
C (E1,E2,E3)= (E1Φ1+E2Φ2+E3Φ3)H (1.27)
avec















Cette formulation nous donne une intégrande sous forme entièrement séparée, ce
qui nous sera utile lors du calcul des intégrales. On peut, désormais, réécrire le Pro-
blème 1.7 particularisé à notre exemple. Le champ de déplacement u est recherché
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i (E3)Λi (X) (1.28)














On introduit (1.28) et (1.29) dans le Problème 1.7. On définit, par souci de clarté, les




































































































































































































































Les trois premières équations relatives aux fonctions paramétriques sont scalaires.
Quant à la dernière, relative au mode spatial, elle peut être résolue en utilisant la mé-
thode numérique de son choix (éléments finis, différences finies...). Dans notre cas,
nous avons choisi d’utiliser les éléments finis. Dans ce cadre, il suffit, alors, de définir
les matrices K1, K2 et K3, les matrices de rigidité associées respectivement aux ma-













































où F est le vecteur de chargement.
Le problème étant formulé correctement, on applique ensuite l’ALG.2 présenté pré-
cédemment.
1.3.3 Résultats












FIGURE 1.6 –Courbe de convergence de l’erreur par rapport à une solution de
référence éléments finis.




i etΛi , sont calculés grâce à l’ALG.2. Les quatre
premiers modes associés aux modules d’Young E1, E2 et E3 sont représentés Figure
1.7 et les quatre premiers modes spatiaux sont représentés Figure 1.8. La Figure 1.7(a)
montre la prépondérance des premiers modes sur les autres et tout particulièrement
du premier. En effet, on s’aperçoit que l’amplitude de la fonction λ1 devient d’au-
tant plus faible que l’ordre du mode est élevé. Ainsi, il apparaît clairement que la plus
grande partie de l’information est contenue dans les premiers modes et qu’augmenter
le degré de l’approximation revient à raffiner cette dernière localement.
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On remarque, sur la Figure 1.6, la décroissance rapide de l’erreur par rapport à une
solution de référence calculée à partir d’une résolution éléments finis pour tous les
jeux de paramètres. L’erreur est de l’ordre de 5% pour seulement 5 modes et de l’ordre
de 1% pour 20 modes.





















(a) Modes associés au module d’Young E1.





















(b) Modes associés au module d’Young E2.






















(c) Modes associés au module d’Young E3.
FIGURE 1.7 – Premiers modes associés à chaque module d’Young E1, E2 et E3
considérés comme des paramètres.
1.3.4 Phase d’update
Durant la présentation de l’algorithme PGD, il n’a pas été fait de distinction entre
la résolution des problèmes paramétriques et de celui en espace. Or il y a une asymé-
trie flagrante entre leur résolution, le problème spatial étant nettement plus lourd. En
effet, le nombre de degrés de liberté, lié à la discrétisation en espace, est, en pratique,



























(d) Premier mode spatialΛ4.
FIGURE 1.8 – Premiers modes spatiaux.
j ∈ 1,m. Il serait donc opportun de calculer le moins possible d’éléments de la base
spatiale quitte à devoir calculer un plus grand nombre de fonctions paramétriques.
La démarche adoptée [Cognard et Ladevèze, 1993, Allier et al., 2015] est donc de
stopper l’algorithme de point fixe après quelques itérations (typiquement 3− 4), de
conserver le mode spatial calculé, d’orthonormaliser la base spatiale en construction
afin, dirons-nous, de la nettoyer et enfin de venir recalculer en bloc toutes les fonctions
paramétriques lors de la phase appelée Update. L’algorithme PGD modifié est décrit
ALG.3.
Dans le cas où seul un paramètre α est en jeu, l’update est trivial. Il suffit, après
avoir orthonormalisé la base spatiale à l’itération n à l’aide de l’algorithme de Gram-
Schmidt par exemple, de résoudre le système suivant :
(
[Λ1, . . . ,Λn]
T
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Algorithme 3 : Algorithme Greedy-PGD avec update
Entrées : Une séquence de paramètresα= (α1,α2, . . . ,αm) ∈A=A1× . . .×Am
1 Level 1 : Algorithme Greedy;
2 tant que ‖R (un)‖ > critère (avec R (un) étant le résidu) faire
3 Level 2 : Algorithme de point fixe;
4 Initialisation due (m+1)-uplet
(
λ1, . . . ,λm ,Λ
)
;
5 pour k = 1 à kmax faire
6 pour j = 1 àm faire
7 Résoudre le problème paramétrique associé à λ j
8 Résoudre le problème spatial associé àΛ
9 Update;
10 Actualisation des fonctions
(












Néanmoins lorsque le nombre de paramètres augmente, cela devient plus com-
plexe et la phase d’update n’est plus si immédiate. Il faut alors avoir recours à un algo-
rithme de type point fixe pour recalculer les fonctions paramétriques.
1.4 Cas des paramètres géométriques
Les paramètres géométriques sont de nature différente des autres types de para-
mètres tels, par exemple, les paramètres matériau (modules d’Young, coefficients de
Poisson...) car leurs variations affectent directement le domaine de définition Ωα 1 de
la structure de telle sorte que le problème linéaire élastique présenté SEC.1.3.1.2 de-
vient :
■ Équations d’équilibre {
∇ ·σ = 0 dansΩα×A
σ ·n= f sur ∂dΩα×A
(1.37)
■ Relation de comportement
σ = Cε dans Ωα×A (1.38)
= C∇s (u) dans Ωα×A (1.39)
■ Conditions aux limites homogènes
u= 0 sur ∂uΩα×A (1.40)
1. Ωα correspond à la géométrie associée au jeu de paramètresα.
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oùα= (α1, . . . ,αm) ∈A=A1×·· ·×Am est, ici, un ensemble de paramètres définissant
la géométrie de la structure.
Dans ce contexte, la formulation variationnelle du problème s’écrit :
Problème 1.8. Pour toutα ∈A, trouver u ∈ V(α) tel que
∀v ∈ V(α) ,
∫
Ωα








On s’aperçoit que pour chaque jeu de paramètres, un nouveau problème est à ré-
soudre pour un domaine de définition différent. Une possibilité repose sur le choix
d’une structure de référence Ω0 et d’une transformation géométrique Tα liant cette
structure à celle courante Ωα afin de ramener toutes les configurations sur le même
domaine de définition. Il s’agit, en d’autres termes, d’effectuer un changement de va-
riables :




σ (u (α,Tα (X0))) : ε (v (α,Tα (X0)))JTα(X0) dΩ0 =
∫
∂dΩ0
f (α,Tα (X0)) ·v (α,Tα (X0)) JTα(X0)dS0
avec V0 = H10 (Ω0) =
{
v ∈H1 (Ω0)
∣∣v|∂uΩ0 = 0} et JTα est le module du déterminant
de la matrice Jacobienne de la transformation géométrique Tα.
De cette sorte, la dépendance en les paramètres est transférée du domaine d’intégra-
tion au Jacobien. C’est l’option choisie par [Lassila et Rozza, 2010, Rozza, 2011,Man-
zoni et al., 2012a] dans le cadre des Reduced Basis et par [Ammar et al., 2014, Zlotnik
et al., 2015] dans celui de la PGD. Pour ces deux méthodes, la même problématique
revient sur le choix de la paramétrisation Tα de la géométrie car, une mauvaise para-
métrisation peut entraîner une augmentation importante du temps de résolution du
problème. En effet, en prenant une formulation Galerkin du problème, c’est-à-dire :
Cas des paramètres géométriques 31
Problème 1.10. Pourα ∈A, trouver u (α) ∈ Wn tel que
∀v ∈ Wn , a(u (α) ,v;α)= l(v;α) (1.41)
Onmontre [Lassila et Rozza, 2010] que, pour avoir des temps de calcul raisonnables,
a(ä,ä;α) et l(ä;α) doivent être paramétrés affinement. Autrement dit, que l’onpuisse
















Cette séparation de variables permet de calculer efficacement les différentes in-
tégrales présentes dans la formulation faible du problème et donc de réduire notable-
ment le temps de calcul. L’obtention de transformations géométriques affines est abor-
dée de manières diverses. On peut directement choisir des transformations affines en
faisant en sorte de partitionner la géométrie de référence en sous-domaines, chaque
sous-domaine subissant une transformation affine. En choisissant des triangles com-
me sous-domaines, on garantit que la transformation est affine [Ammar et al., 2014,
Zlotnik et al., 2015]. Néanmoins cette solution n’est pas la panacée car nous verrons
que, pour certaines géométries complexes type splines, un grand nombre de triangles
et donc de sous-domaines sont nécessaires pour représenter fidèlement le contour,
entraînant une augmentation du temps de calcul. D’autres choix de transformations
sont possibles et seront exposés SEC.3.1.3.
On peut aussi construire unmapping grâce à des méthodes telles que la Free-Form
Deformations (FFD) [Sederberg et Parry, 1986, Lassila et Rozza, 2010] ou la Radial Ba-
sis Functions (RBF) [Buhmann, 2000,Manzoni et al., 2012a] et de recourir ensuite à la
Empirical InterpolationMethod (EIM, très présente dans la communauté RB) [Barrault
et al., 2004] afin de décomposer le mapping construit en somme de mappings affines.
À la suite de cela, les différentes méthodes suivent leur stratégie habituelle exposée
plus haut.
Dans [Raghavan et al., 2013], une voie différente est empruntée puisque, dans cet
article qui traite d’optimisation de forme, la PCA est utilisée pour décomposer les snap-
shots générés, à partir de géométries admissibles dans un voisinage du point d’évalua-
tion, afin d’obtenir une base réduite (Λ1, . . . ,Λm). Dans un second temps, les coeffi-
cients (λ1, . . . ,λm), calculés en projetant les snapshots sur la base réduite, sont analy-
sés afin de déterminer la dimensionnalité réelle du problème. Car, en effet, suivant le
choix de paramétrisation fait, le nombre de paramètres représentant la géométrie peut
ne pas être optimal.
L’exemple donné est celui d’une ellipse paramétrée par huit points de contrôle (soit












FIGURE 1.9 – L’ellipse est paramétrée par 8 points de contrôle (gauche) équivalents
à 16 paramètres alors que seuls 2 paramètres (demi-petit axe et demi-grand axe) sont
nécessaires (droite). Cet exemple est tiré de [Raghavan et al., 2013].
pour représenter une ellipse (ses demi-grand axe et demi-petit axe, voir Figure 1.9).
Une étude des coefficients (λ1, . . . ,λm) permet alors de réduire la dimensionnalité du
problème de 16 à 2. Cette méthode permet, dans un sens, de découvrir la véritable
dimensionnalité du problème qui peut, dans certains cas de géométries complexes,







(a) Première méthode basée sur










(b) Seconde méthode basée sur l’utilisation de
transformations géométriques.
FIGURE 1.10 – Méthodes développées lors de la thèse afin de prendre en compte les
variations de géométrie dans la méthode PGD.
Dans les chapitres suivants, on s’intéressera tout particulièrement à laméthode PGD
et deux approches différentes seront abordées afin de traiter des variations de géo-
métrie. La première sera basée sur la paramétrisation de la rigidité d’un domaine Ω0
englobant toutes les configurations géométriques possibles. Ainsi quand on se situera
dans la structure courante étudiée, la rigidité sera celle classique alors que lorsque l’on
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se situera à l’extérieur, elle sera très faible.Ω0 est composé, pour ainsi dire, d’une partie
dure et d’une partie molle (voir Figure 1.10(a)). Dans la seconde méthode, une struc-
ture, parmi les configurations géométriques possibles, sera choisie comme configura-
tion de référence et la définition du problème sera ramenée à cette structure à l’aide
de transformations géométriques (voir Figure 1.10(b)).
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Chapitre 2
Paramétrisation de la rigidité et
maillages universels
Une première approche est proposée afin de prendre en compte les va-
riations de géométrie dans la méthode PGD. Cette technique est basée
sur la paramétrisation de la rigidité d’un domaineΩ0 englobant toutes les
géométries possibles. Ce domaine est alors composé d’une partie molle et
d’une partie dure, dans le sens où, lorsque l’on se situe dans la structure
courante, la rigidité est celle classique et quand on se trouve en dehors,
elle devient très faible. Cette méthode est testée sur un exemple numé-
rique. Dans un second temps, les maillages universels sont présentés et
une extension de la technique est proposée afinde l’adapter à la PGD. Il est
montré comment la paramétrisation de la rigidité combinée auxmaillages
universels définit un cadre pertinent à la PGD géométrique.
36 Paramétrisation de la rigidité et maillages universels
2.1 Paramétrisation de la rigidité
2.1.1 Une nouvelle relation de comportement
Nous avions présenté, dans le chapitre précédent, la PGD au travers du Problème
1.6 dans le cadre de paramètres matériau. Il s’agit maintenant d’étendre l’approche
PGD au cas des variations de géométrie. Pour bien avoir à l’esprit ce que changent les
paramètres géométriques, réécrivons le Problème 1.6 :












Commenous avons pu le dire, une approche consiste à choisir une structure de réfé-
rence et une transformation géométrique afin de définir le problème sur un domaine
unique. Cette méthodologie sera détaillée dans le chapitre suivant. Ce chapitre, quant
à lui, présente une voie différente. Dans cette première approche, on introduit une
structure de référenceΩ0 mais ce choix est fait de telle sorte que sa géométrie englobe







FIGURE 2.1 –La structure couranteΩ (α) est immergée dans une structure de référence
Ω0 englobant toutes les configurations géométriques possibles.
Le problème sera alors défini surΩ0 et il restera à déterminer si l’on se trouve dans
la structure courante ou en dehors lors des différents calculs, ce qui n’est pas immédiat
a priori.
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Dans cette optique, on décide de paramétrer la rigidité de la structure Ω0. Quand
on se trouve dans la structure courante associée au paramètreα, la rigidité est la rigi-
dité normale associée aux paramètres du matériau mais quand l’on se situe hors de la
structure courante, la rigidité est alors choisie très faible. Pour fixer les idées, on peut
imaginer la structure de référenceΩ0 comme étant composée d’une partie dure Ωα et
d’une partiemolle Ω0\Ωα. Cela revient à définir surΩ0 une nouvellematrice de Hooke
Cα :
Cα =Cψα+aC(1−ψα) avec a≪ 1 (2.1)
où C est la matrice de Hooke classique.
Le coefficient a paramètre la rigidité de la partiemolleΩ0\Ωα. En variant sa valeur,
cette rigidité devient plus ou moins faible. Quant à la fonction ψα, il s’agit de la fonc-
tion indicatrice deΩα surΩ0 qui détermine si l’on se trouve dans la structure courante
ou non : {
ψα(X) = 1 siX ∈Ωα
= 0 sinon
(2.2)
La dépendance en les paramètres géométriques a été, dans ce cas, transférée du do-
maine d’intégration à la fonctionψα. La nouvelle relation de comportement étant dé-
finie, il convient à présent de formuler le nouveau problème variationnel associé :
















Ce type d’approche est très classique dans le domaine des méthodes numériques
et a, notamment, été utilisé dans la Finite Cell Method (voir [Schillinger et Ruess, 2014]
pour une revue détaillée) ou encore dans la méthode des level sets [Osher et Sethian,
1988] utilisée, en particulier, dans la technique XFEM [Belytschko et Black, 1999,Moës
et al., 1999,Sukumar et al., 2001] et en optimisation de forme [Allaire et al., 2002,Allaire
et al., 2004]. Néanmoins, son application dans le cadre de la PGD est, quant à elle,
nouvelle.
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2.1.2 Calcul de lamatrice de rigidité
Afin de résoudre le Problème 2.2, on discrétise Ω0 et on utilise une méthodologie









































où B est la matrice des dérivées partielles des fonctions de forme.
Une difficulté apparaît car la frontière ∂Ωα de la structure courante peut couper
l’élément et il peut être lourd et coûteux en termes de calcul de quantifier les contribu-
tions des parties dure etmolle. On propose donc de diviser chaque volume d’élément
Ω
e




−, correspondant respectivement aux volumes de
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Toujours dans l’optique de déterminer efficacement, en termes de temps de calcul,



























CBdΩ0 est la matrice de rigidité qu’aurait l’élément de volume Ωe0 s’il était




































































Remarque. La légitimité de l’approximation (2.10) provient du fait que, dans le cas de
l’élément CST (Constant Strain Triangle ou triangle à trois nœuds), elle correspondrait
à l’expression exacte de la matrice de rigidité. En effet, dans ce cas précis, puisque BTCB




























ce qui donne le résultat souhaité.
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Maintenant que l’on possède une expression de la matrice de rigidité, ou tout du
moins une approximation, permettant son calcul, il ne reste qu’à appliquer la métho-
dologie PGD présentée SEC.1.3.
2.1.3 Calcul de la contrainte
Dans le cadre des éléments finis, le calcul de la contrainteσ pour un élément se fait
de la manière suivante :
σ (X)=Cα (X)B (X)u (X) (2.17)
Or, en pratique, on détermine, très souvent, σ uniquement aux points de Gauss
de l’élément, définis lors du calcul de la matrice de rigidité. σ est interpolée, dans un







FIGURE 2.3 – Exemple d’un point de Gauss d’un élément CST se trou-
vant hors du domaineΩα. La contrainte calculée sera alors extrêmement
faible puisque la rigidité de la partieΩe+ ne sera pas prise en compte.
Apparaît alors le souci suivant. Lorsqu’un élément est coupé par la frontière ∂Ωα,
il peut arriver, quand le nombre de points de Gauss est faible (pour l’élément CST un
seul point de Gauss est nécessaire pour l’intégration), que tous ces points, ou aumoins
une grande partie, se situent à l’extérieur du domaineΩα (voir Figure 2.3).
Par conséquent, la contrainte calculée ne sera pas représentative de celle réelle car
la contribution de la partie rigide de l’élément ne sera pas, ou peu, prise en compte.
Pour éviter de sous-estimer la contrainte au niveau des éléments proches de la fron-
tière ∂Ωα, il est conseillé de choisir un nombre conséquent de points de Gauss. Durant
nos simulations, nous avons choisi d’en prendre six.




FIGURE 2.4 – Seule la structure de référence Ω0 est maillée. La longueur du







































FIGURE 2.5 – Trois premières fonctions paramétriques.
Nous allons reprendre l’exemple exposé dans la SEC.1.3.2 et l’adapter légèrement
afin de traiter un cas de variations de géométrie (voir Figure 2.4). Nous rajoutons ainsi
un congé à la géométrie et nous paramétrons à la fois ce congé par α2 ∈A2 = [0,5 ; 0,9]
et le porte-à-faux par α1 ∈ A1 = [0,75; 1] (α = (α1,α2) ∈ A= A1 ×A2). La structure
de référence Ω0 englobant toutes les configurations possibles est la configuration où
α1 = 1 et α2 = 1 et seule cette structure sera maillée (voir Figure 2.4). Le problème est,
quant à lui, toujours linéaire élastique. Le matériau est isotrope de module d’Young
200 GPa, de coefficient de Poisson 0,3 et le paramètre a choisi est de 10−6 (paramètre
définissant la rigidité de la partie molle). La structure est encastrée en son pied et un
chargement de 1000 N est appliqué en son autre extrémité. Nous avons fait le choix de
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(a) Premier mode PGDΛ1.
















FIGURE 2.6 – Trois premiers modes PGD.
regrouper les paramètres géométriques au sein desmêmes fonctionsλk , autrement dit




λk (α1,α2)Λk (X) (2.18)
Les trois premières fonctions paramétriques λ1, λ2 et λ3 sont reportées Figure 2.5
et les trois premiers modes PGD Λ1, Λ2 et Λ3 Figure 2.6. La contrainte de Von Mises
est tracée Figure 2.7 pour trois configurations géométriques (les deux configurations
extrêmes 2.7(a) 2.7(c) et une configuration intermédiaire 2.7(b)). Dans chaque cas, la
structure Ω0 est représentée et la configuration géométrique considérée est indiquée
par le contour rouge.
Toutefois, si l’on regarde de plus près le congé, on s’aperçoit que le contour n’est
pas net. Ceci est dû au fait que la contrainte représentée dans PARAVIEW (utilisé pour
la visualisation) est une contrainte moyennée sur l’élément, il n’est pas possible de dé-
finir la contrainte au niveau des points de Gauss. Les éléments coupés par la frontière
Γ sont alors tracés complètement car leur suppression partielle n’est pas autorisée.
La convergence de la méthode a aussi été prise en compte et la décroissance du
résidu est représentée sur la Figure 2.8. Pour une comparaison avec une solution de
référence, on peut se reporter à ce qui sera fait pour la méthode suivante Figure 2.25.



















FIGURE 2.7 –Contrainte de VonMises pour trois configurations géométriques
différentes (25 modes PGD).









FIGURE 2.8 – Convergence du résidu.
2.1.5 Conclusions partielles
La paramétrisation donne un cadre intéressant pour l’introduction de paramètres
géométriques dans la PGDet les premiers résultats obtenus sont encourageants. Néan-
moins quelques bémols doivent être signalés. Si la surface d’application du charge-
ment dépend du chargement (ce qui était le cas de l’exemple numérique), des difficul-




FIGURE 2.9 – Lorsque la surface d’application du chargement coupe un
élément, on décide de choisir les points de Ωα les plus proches comme
points d’application (a). Les points d’application du chargement sont les
mêmes pour les configurations 1 et 2 (b).
tés pour définir les points d’application apparaissent. Si l’on regarde la Figure 2.9(a)
qui correspond à un zoom au niveau du chargement pour l’exemple numérique pré-
cédent, on remarque que le chargement ne peut être appliqué tel quel puisqu’aucun
nœud ne s’y trouve.
On peut envisager d’ajouter des nœuds sur la frontière mais une augmentation du
nombre des nœuds implique qu’un post-traitement devra être effectué pour que l’on
puisse combiner des données calculées à partir de maillages différents (type projec-
tion). Nous avons, pour notre part, choisi une option plus simple qui est celle d’appli-
quer le chargement sur les nœuds deΩα les plus proches de la frontière Γα (nœuds en-
cadrés de la Figure 2.9(a)). Cependant, cela signifie que plusieurs configurations géo-
métriques peuvent avoir le même chargement alors que leur frontière est différente
comme le montre la Figure 2.9(b).
Il a alors été tenté de rechercher une autre voie permettant la construction rapide
de maillages conformes qui, dans le même temps, comporteraient le même nombre
d’éléments et de nœuds, autrement dit uneméthode de génération demaillages à par-
tir d’un maillage de référence.
2.2 Maillages universels
2.2.1 Introduction
Les maillages universels [Rangarajan et Lew, 2012] reposent sur l’idée simple, qu’à
partir d’un même maillage, on peut définir des maillages pour un grand nombre de
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géométries différentes, toutes immergées dans cemaillage universel, en venant dépla-
cer localement des nœuds pour les faire épouser le contour de ces géométries. Plus
précisément, après avoir immergé un domaine Ω dans un maillage composé de tri-
angles à trois nœuds, cela revient à sélectionner les éléments dont un, et un seul, nœud
est contenu dans ce domaine (voir Figure 2.10) et à projeter les deux nœuds restant sur
le contour Γ du domaine 1.
Ω
Γ
FIGURE 2.10 – Seuls les éléments ayant exactement un nœud à l’intérieur du domaine
Ω (éléments grisés) sont sélectionnés.
La seconde étape de cette méthode consiste à venir relaxer les nœuds à la fois
contenus dans le domaine Ω et dans un voisinage à définir de Γ, dans le souci de ga-
rantir la qualité du maillage final. Cette méthodologie peut être aussi employée pour
mailler l’extérieur du domaine immergé si l’on veut, par exemple, modéliser l’écoule-
ment d’un fluide autour d’un profil en mouvement telles des pales d’éolienne en rota-
tion ou une aile d’avion plus ou moins inclinée.
Il est à noter qu’il n’est en rien requis que le maillage initial soit conforme, aucun
nœud de ce maillage ne devant être a priori confondu dans le contour de la géométrie
immergée. Les maillages universels ont donc été pensés à l’origine pour la résolution
de problèmes dont le domaine évolue avec le temps tels que les problèmes avec des
surfaces libres, transformations de phase, propagation de fissures [Rangarajan et al.,
2014], interaction fluide/structure [Rangarajan et Lew, 2012], etc. De premiers travaux
ont été initiés sur l’extension des maillages universels du 2D au 3D sur des tétraèdres
[Kabaria et Lew, 2014]. Nous resterons néanmoins dans notre étude au cas 2D. Com-
mençons par décrire la technique des maillages universels telle qu’elle a été dévelop-
pée dans [Rangarajan, 2012] et nous verrons dans un second temps comment, nous
avons du l’adapter afin de l’utiliser dans le cadre de la méthode PGD.
1. Pour la suite de la présentation des maillages universels, l’indiceα sera omis pour alléger les no-
tations. Ainsi, plutôt que d’envisager un domaine Ωα de frontière ∂Ωα, on parlera de domaine Ω et de
frontière Γ.
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2.2.2 Sélection des nœuds à projeter
Soit Ω un domaine régulier C2 borné de R2 immergé dans un maillage composé
uniquement de triangles à trois nœuds et Γ son contour. On définit une distance signée
φ :R2→R par rapport à Γ telle que :
φ (X)=
{
−minY ∈Γd (X ,Y ) siX ∈Ω
minY ∈Γd (X ,Y ) sinon
(2.19)
où d est la distance euclidienne dans R2.
Ainsi, si φ (X) est négatif, cela signifie que X se situe à l’intérieur du domaine Ω
et inversement lorsque φ (X) est positif, X se situe à l’extérieur du domaine Ω. On
remarque, du même coup, que Γ = φ−1 ({0}). À l’aide de cette distance, nous pouvons
définir les notions de nœud positif et d’élément coupé posivitement. Ainsi un nœud n
d’un élément est dit positif lorsqueφ(n) est positif. Un élément sera, quant à lui, coupé














(b) Élément non coupé positivement
FIGURE 2.11 – Exemple d’un élément coupé positivement et d’un élement non coupé
positivement.
La sélection des nœuds à projeter se déroule donc de la manière suivante. On vient
calculer la distance φ(n) pour tout nœud n du maillage et ensuite conserver que les
éléments coupés positivement, c’est-à-dire n’ayant qu’un seul nœud négatif. Les deux
autres nœuds seront alors projetés sur Γ.
2.2.3 Projection des nœuds sélectionnés sur Γ
Les nœuds positifs trouvés précédemment sont à projeter en le point le plus proche
de Γ au sens de la distance euclidienne. Il reste à déterminer comment calculer expli-
citement la projection pi(X) sur Γ d’un pointX de coordonnées (xX , yX ). Pour cela,
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: x, y ∈C2 (I ,R) ,θ ∈ I ⊂R} (2.20)
Pour calculer pi(X), on minimise la distance euclidienne entre le point X et un
point de Γ afin de trouver θX ( [Rangarajan et Lew, 2011]). Ainsi, on aboutit à la réso-




yX − y(θX )
)
y ′ (θX )= 0 (2.21)
et ensuite, on en déduit l’expression de pi(X)=
(
x(θX ), y(θX )
)
.
Il est à noter que, si le point X n’est pas suffisamment proche de Γ, la projection
peut ne pas être unique. Dans la Figure 2.12 est présenté un exemple où le pointX a
une infinité de projections possibles. Si nous avions considéré un point plus proche de
Γ, la projection aurait, alors, été unique. Nous verrons au paragraphe 2.2.5 ce que cela













FIGURE 2.12 – Le contour Γ est la réunion d’une partie Γ1 et d’un arc de cercle Γ2. Dans
le cas (a), le pointX à projeter se situe au centre du cercle dontΓ2 est un arc. Dans cette
situation, le pointX a plusieurs projections possibles (et même une infinité pour être
plus exact) alors que si le pointX avait été suffisamment proche du contour (cas (b)),
sa projection aurait été unique.
2.2.4 Relaxation des nœuds dans le voisinage du contour Γ
Une fois que les nœuds positifs des éléments ont été projetés sur le contour Γ, un
problème subsiste. En effet, du fait du déplacement de certains nœuds dumaillage ini-
tial, le nouveau maillage peut contenir des éléments de piètre qualité. C’est pourquoi












FIGURE 2.13 – La relaxation des nœuds proches du contour Γ assure la bonne qualité
des nouveaux éléments.
l’algorithme des maillages universels comprend une étape de relaxation des nœuds
dans le voisinage du contour.
Ainsi, comme montré dans la Figure 2.13, la relaxation du nœud C , i.e. son éloi-
gnement du contour Γ, améliore la qualité de l’élément obtenu à la fin du processus
(élément transparent) par rapport à celui obtenu sans relaxation (élément grisé).














(a) Maillage final total. (b) Maillage final conservé.
FIGURE 2.14 – Exemple de construction d’unmaillage pour le cercle unité à partir d’un
maillage universel (paramètres utilisés pour la relaxation : r = 3h et η = 0.3). Seule la
partie du nouveau maillage comprise à l’intérieur du cercle est conservée.
Nous allons, maintenant, nous attacher à décrire comment cette étape de relaxation














où η1 est un paramètre compris entre 0 et 1 (il s’agit du paramètre de relaxation à pro-
prement dit) et r1 est de l’ordre de quelques multiples de la taille du maillage h (ce
paramètre définit la taille du voisinage où s’effectue la relaxation).
Autrement dit, les nœuds, situés à l’intérieur du domaine Ω et dans le voisinage du
contour Γ défini par la distance r1, sont éloignés de Γ avec une atténuation de cet effet
plus le nœud est distant du contour. La Figure 2.14 montre un exemple d’application
de l’algorithme des maillages universels au cercle unité, immergé dans un maillage
du carré [−2,5;2,5]2. On ne conserve, à la fin du processus, que la partie du maillage
universel se situant à l’intérieur du cercle unité.
2.2.5 Conditions suffisantes
Nous avons vu Section 2.2.3 un exemple où la projection d’un pointX sur le con-
tourΓparpin’était pas unique carX n’était pas suffisamment proche deΓ. Nous allons
énoncer deux conditions suffisantes garantissant l’injectivité de pi.
Angle de conditionnement aigu : Nous allons ici introduire une nouvelle notion,
celle d’angle de conditionnement (conditioning angle). Dans un élément coupé posi-
tivement, l’angle de conditionnement est l’angle associé au nœud extérieur àΩ le plus
proche de Γ (voir Figure 2.15). Dans le cas où deux nœuds sont à la même distance de
Γ, l’angle de conditionnement sera celui le plus faible. Si jamais les deux angles sont








FIGURE 2.15 – Exemple d’angle de conditionnement d’un élément coupé
positivement.
La première condition suffisante porte précisément sur l’angle de conditionne-
ment. En effet, si l’angle de conditionnement n’est pas aigu (Ê 90°) alors l’injectivité
de la projection pi peut ne pas être garantie. La Figure 2.16 expose un exemple de deux
éléments coupés positivement, les triangles ABC et ACD dont l’angle de conditionne-
ment au nœud C est obtus. Cela a, pour conséquence, la superposition des images de
A et deC par la projection pi et la réduction de l’image du segment [AC ] à un point.







FIGURE 2.16 – Les éléments ABC et ADC sont coupés positivement et ont chacun un
angle de conditionnement obtus. On s’aperçoit que, dans ce cas, la projection pi n’est
pas injective car A etC ont la même image.
Maillage fin : Nous allons voir que définir unmaillage dont tous les éléments coupés
positivement possèdent un angle de conditionnement aigu ne suffit pas à garantir l’in-
jectivité depi. Nous pouvons remarquer sur la Figure 2.17 quepin’est pas injective sur le
côté [AB ] car plusieurs points de ce segment possèdent la même image. On s’aperçoit















FIGURE 2.17 – pi n’est pas injective sur le côté [AB ] bien que tous les angles de
conditionnement soient aigus (gauche). Un simple raffinement du maillage
rectifie cela (droite). Les éléments grisés sont coupés positivement.
D’autres exemples montrant l’importance de construire unmaillage assez fin dans
le but de garantir l’injectivité de pi peuvent être trouvés dans [Rangarajan, 2012]. On
y trouve aussi comment calculer la taille maximale du maillage. Pour des exemples
type ingénieur, les maillages, utilisés en pratique pour garantir la qualité des résultats,
suffisent dans la très grande majorité des cas. C’est pourquoi nous ne nous étendrons
pas plus sur le sujet.
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2.2.6 Algorithme desmaillages universels
La démarche des maillages universels est retranscrite dans l’ALG.4. C’est notam-
ment grâce à cet algorithme que le maillage du cercle unité, présenté Figure 2.14, a été
construit.
Algorithme 4 : AlgorithmeMaillages Universels









} de triangles respectant les
2 conditions suffisantes, un contour Γ
Output : Nouveau maillagem∗ conforme
1 Initialisationm∗ = {};
2 Détermination des éléments coupés positivement et relaxation de nœuds
intérieurs;
3 pour i = 1 à nbnœuds faire
4 si φ (n(i ))< 0 alors
5 n(i ) est dans le domaineΩ
6 sinon
7 n(i ) est ajouté à la liste le des nœuds positifs de tous les éléments
auxquels il appartient.
8 si −r1 <φ (n(i )) alors
9 Relaxation de n(i ) en calculant p1h(n(i ))
10 Projection des nœuds sur le contour Γ;
11 pour e = 1 à nbelem faire
12 si taille(le)=2 (l’élément est coupé positivement) alors
13 Projection des nœuds nei et n
e
j positifs sur Γ;
14 l’élément est ajouté àm∗
15 sinon si taille(le)=0 (l’élément est entièrement compris dansΩ) alors
16 l’élément est ajouté àm∗
2.3 Adaptation desmaillages universels à la PGD géomé-
trique
Les maillages universels peuvent se révéler utiles dans le cas de la PGD géomé-
trique puisqu’ils permettent la construction peu coûteuse de maillages conformes.
Nous pouvons nous en inspirer pour créer des maillages du domaine de référence Ω0
conformes aux différentes configurations géométriques et possédant chacun le même
nombre d’éléments et de nœuds. Ce dernier point est très important car lors du calcul
des modes spatiaux PGD, la conservation du nombre des nœuds évitent des projec-
tions fastidieuses entre chaque maillage. Toutefois, l’algorithme des maillages univer-
sels ne peut être utilisé tel quel puisque seul l’intérieur ou l’extérieur du domaine Ωα
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estmaillé in fine dans sa formulation classique (voir [Rangarajan et Lew, 2012]) et nous
souhaiterions, dans notre cas, mailler le domaine complet Ω0. Nous avons dû porter,
en conséquence, quelques modifications à la méthode des maillages universels.
2.3.1 Double relaxation
Le but final étant de conserver la totalité du maillage, il est nécessaire de garantir
la qualité des éléments non seulement à l’intérieur du domaine défini par la géomé-
trie immergée (comme dans l’approche classique) mais aussi à l’extérieur. Ainsi un
deuxième type de relaxation est introduit, dans ce travail, pour les nœuds se situant
dans un voisinage (à définir) extérieur du domaine. On définit alors une nouvelle fonc-
tion de relaxation p2h :R









∇φ (X) si 0<φ (X)< r2
X sinon
(2.23)
où η2 est un paramètre compris entre 0 et 1 (paramètre de relaxation) et r2 est de l’ordre
de quelques multiples de la taille du maillage h (paramètre définissant la taille du voi-
sinage de relaxation).














FIGURE 2.18 – Exemple d’application au cercle unité de l’algorithme modifié des
maillages universels (paramètres utilisés pour la double relaxation : r1 = r2 = 3h et
η1 = η2 = 0.3). Cette fois-ci, le maillage entier est conservé.
La Figure 2.18 reprend l’exemple du cercle unité immergé dans un maillage de tri-
angles mais cette fois-ci, non seulement l’intérieur du cercle est maillé mais aussi l’ex-
térieur par l’intermédiaire d’une double relaxation. Après application de l’algorithme
ALG.5, la totalité du nouveau maillage est conservée. Nous avons donc construit un
maillage conforme au contour Γ (ici le cercle unité) tout en maintenant le nombre de
nœuds et d’éléments du maillage total.
Adaptation desmaillages universels à la PGD géométrique 53
2.3.2 Nouvelle vérification
Γ
















(b) Relaxation du pointC .
FIGURE 2.19 – Le triangle ABC se retrouve distordu après application de l’algorithme
des maillages universels. La relaxation du point C , dans un second temps, permet à
l’élément ABC de recouvrer une qualité convenable.
Le fait d’utiliser l’algorithme des maillages universels pour mailler à la fois l’inté-
rieur et l’extérieur d’un domaine peut entraîner une complication non prise en compte
précédemment, vu qu’une seule partie du nouveaumaillage (l’intérieur ou l’extérieur)
était conservée. Dans le cas présent, il peut arriver que des éléments situés dans le
voisinage extérieur du contour Γ se retrouvent confondus avec ledit contour une fois
projetés ou tout du moins qu’ils se retrouvent fortement aplatis. Ce cas est illustré sur
la Figure 2.19. L’élément ABC n’aurait pas été conservé lors de l’utilisation classique de
l’algorithme des maillages universels vu qu’il est initialement situé entièrement à l’ex-
térieur du domaine à mailler. Or, nous voulons à présent garder le maillage dans son
entier (intérieur comme extérieur) et la distorsion de forme de l’élément ABC n’est
pas acceptable. C’est pourquoi, on procède à la relaxation du nœud C vers l’intérieur
du domaine après sa projection sur le contour Γ en utilisant (2.22). Cette configura-
tion correspond au cas d’un élément extérieur au contour dont tous les nœuds ont été
projetés et donc en pratique, il suffit de comptabiliser le nombre de nœuds projetés de
chaque élément extérieur pour traiter ce problème.
Néanmoins, lemaillage final obtenu après relaxation de ces nœuds se révèlemoins
fidèle au contour Γ que celui construit à partir de l’algorithme desmaillages universels
classique (Figure 2.19). Mais il s’agit du prix à payer pour conserver intact le nombre
d’éléments et de nœuds, cela empêchant toute suppression d’éléments.
2.3.3 Nouvel algorithme
Le nouvel algorithme des maillages universels permettant la construction de mail-
lages conformes pour le domaine entier comprenant le contour Γ (et plus uniquement
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l’extérieur ou l’intérieur) est présenté dans l’ALG.5. Il s’agit dans sa très grande majo-
rité de l’ALG.4 auquel a été ajouté une étape de vérification de la présence d’éléments
aplatis et une deuxième relaxation.
Algorithme 5 : AlgorithmeMaillages Universels avec double relaxation









} de triangles respectant les
2 conditions suffisantes, un contour Γ
Output : Nouveau maillagem∗ conforme
1 Initialisationm∗ = {};
2 Détermination des éléments coupés positivement et relaxation de nœuds
intérieurs;
3 pour i = 1 à nbnœuds faire
4 si φ (n(i ))< 0 alors
5 n(i ) est dans le domaineΩ
6 sinon
7 n(i ) est ajouté à la liste le des nœuds positifs de tous les éléments
auxquels il appartient.
8 si −r1 <φ (n(i )) alors
9 Relaxation de n(i ) en calculant p1h(n(i ))
10 Projection des nœuds sur le contour Γ;
11 pour e = 1 à nbelem faire
12 si taille(le)=2 (l’élément est coupé positivement) alors
13 Projection des nœuds nei et n
e
j positifs sur Γ;
14 l’élément est ajouté àm∗;
15 nei et n
e
j sont ajoutés à la liste l
e
pro j des nœuds projetés de chaque
élément auquel ils appartiennent.
16 sinon si taille(le)=0 (l’élément est entièrement compris dansΩ) alors
17 l’élément est ajouté àm∗
18 Vérification de la présence d’éléments aplatis dansm∗;
19 pour i = 1 à nb∗nœuds faire
20 si taille(l epro j )=3 (l’élément est aplati alors
21 Relaxation du nœud central
22 Relaxation des nœuds extérieurs;
23 pour i = 1 à nb∗nœuds (on relaxe les nœuds du nouveau maillage m
∗) faire
24 si φ (n∗(i ))< r2 alors
25 Relaxation de n∗(i ) en calculant p2h(n
∗(i ))
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2.3.4 Méthode PGD-maillages universels
Maintenant que nous avons à disposition un outil permettant la construction de
maillages conformes à partir d’un même maillage de référence, nous pouvons l’inté-
grer dans notre méthodologie PGD.
Un domaine Ω0 englobant toutes les géométries est tout d’abord défini. Ce do-
maine doit être assez grand pour permettre la relaxation des nœuds environnant la
frontière Γα de chaque configuration. Sa dimension est directement liée à la valeur
donnée au paramètre r2 caractérisant le voisinage de relaxation à l’extérieur de Ωα
(voir Figure 2.20 pour un exemple de domaine de référence et d’application du nouvel
algorithme des maillages universels).
L’ALG.5 est ensuite utilisé pour générer le maillage de chaque configuration. On se
retrouve alors avec un ensemble de maillages possédant le même nombre de nœuds
et d’éléments. Toutefois, puisque la position des nœuds diffère pour chaque maillage,
l’application de la méthodologie PGD n’est pas encore possible. En effet, le calcul des
modes PGDΛi doit se faire sur des nœuds ayant la même position.
Pour cela, une configurationµ est choisie arbitrairement parmi toutes les configu-
rations et nous allons baser notre approche sur celle qui sera exposée dans le chapitre
suivant. En effet, à chaque élément du maillage de la configuration α est associé un
élément dumaillage de la configurationµ et une transformation géométrique Tαµ les
relie (voir la SEC.3.1.3 pour plus de détails). On peut donc facilement exprimer les ma-




























et JTαµ est le module du déterminant de la matrice Jaco-
bienne de la transformation géométrique Tαµ.
La relation de comportement est celle définie en (2.1), mais ici, nous n’avons plus
besoin de nous préoccuper de savoir si un élément est coupé ou non puisque les mail-
lages sont conformes. L’algorithme PGD est ensuite appliqué pour construire les diffé-
rents modes.
2.3.5 Application numérique
Reprenons exactement lemême exemple que SEC.2.1.4. Lemaillage du domaine de
référenceΩ0 est donné Figure 2.20 ainsi que le maillage généré à l’aide de l’algorithme
de maillages universels pour une configuration géométrique donnée.
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FIGURE 2.21 – Trois premières fonctions paramétriques.
Les trois premières fonctions paramétriques λi sont tracées Figure 2.21. Lesmodes
PGD Λi sont tracés Figure 2.22 pour le maillage de la configuration α1 = 0,75 et α2 =
0,5.
La convergence de la méthode a été étudiée et les courbes associées à l’erreur en
résidu et à l’erreur par rapport à une solution de référence éléments finis sont don-
nées Figure 2.23. Comme pour l’exemple précédent, la contrainte de Von Mises a été
calculée pour trois configurations géométriques différentes (les deux extrêmes et une
intermédiaire) et les résultats sont exposés Figure 2.24.
Ces résultats sont à comparer avec ceux obtenus par une méthode directe (élé-
ments finis). On peut voir, sur la Figure 2.25, les contraintes de VonMises pour la solu-




















FIGURE 2.22 – Trois premiers modes PGD.
paramètres. Il s’agit des mêmes configurations géométriques que celles exposées Fi-
gure 2.24 et les mêmes maillages ont été utilisés pour la comparaison. On remarque la
grande fidélité de la solution PGD (construite avec 39 modes) par rapport à la solution
de référence.
Toutefois, un plus grand nombre demodes est, cette fois-ci, nécessaire pour repré-
senter la solution en comparaison de la méthode présentée dans la première partie du
chapitre (39 modes contre 25 modes précédemment). De plus, les fonctions paramé-
triques λk paraissent plus chahutées que celles obtenues par la paramétrisation de la
rigidité seule.
2.4 Conclusions
Nous venons de mettre en place un cadre pour la prise en compte des variations
de géométrie dans la méthode PGD. En combinant maillages universels et paramétri-
sation de la rigidité, nous avons réussi à traiter un exemple de variations de géométrie
par la PGD. Néanmoins, nous n’avons pas résolu la difficulté évoquée dans le CHAP.1, à
savoir quea(ä,ä;α) et l(ä;α) doivent être paramétrés affinement si l’on veut obtenir
des temps de calcul raisonnables. En d’autres termes, il s’agit dans notre cas d’écrire
la matrice de rigidité K˜ et le chargement à variables séparées. Cela pourrait être traité
en ayant recours à la méthode EIM [Barrault et al., 2004] (ce qui est très souvent le cas
dans la communauté des Reduced Basis) ou par la méthode des points de référence
(RPM) [Néron et Ladevèze, 2010, Capaldo et al., 2014] afin de décomposer ces opéra-
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FIGURE 2.23 – Courbe de convergence de la méthode PGD-maillages universels. En
bleu est tracée la courbe correspondant à l’erreur sur le résidu et en rouge celle par
rapport à la référence éléments finis.
teurs. Nous allons voir dans le chapitre suivant, un autre cadre permettant la prise en
compte des variations de géométrie par la PGD et cette fois, nous nous appliquerons à


















FIGURE 2.24 – Contrainte de Von Mises pour trois configurations géométriques



















FIGURE 2.25 – Contrainte de Von Mises pour trois configurations géométriques
différentes (solution de référence éléments finis).




Un nouveau cadre est introduit pour la prise en compte des variations de
géométrie au sein de la PGD. Cette méthode utilise des transformations
géométriques afin de ramener la définition du problème variationnel à un
domaine de référence fixe. Nous prenons en considération, cette fois-ci,
l’importance de la séparabilité de lamatrice de rigidité, chose qui avait été
ignorée dans le chapitre précédent et nous verrons les conséquences que
cela a dans le choix des transformations géométriques. Il sera traité non
seulement du cas 2D mais aussi, dans un second temps, du cas axisymé-
trique. De plus, nous nous attacherons à valider cette nouvelle méthode
sur notre exemple académique puis à l’appliquer au démonstrateur in-
dustriel et de proposer une approche pour intégrer cetteméthode dans un
process industriel de conception.Un exemple d’abaque virtuel sera donné
et on s’intéressera à son utilisation pratique par l’ingénieur.
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3.1 Transformations géométriques
Nous avions conclu le CHAP.1 sur quelques considérations sur les paramètres géo-
métriques dans le cadre de la réduction de modèle. Réécrivons le Problème 1.6 mais
cette fois-ci, α = (α1, . . . ,αm) ∈A=A1×·· ·×Am est un ensemble de paramètres géo-
métriques :
















On s’aperçoit que la dépendance du domaine d’intégration Ωα en les paramètres
complique les calculs des différentes intégrales puisqu’ils doivent se faire l’un à la suite
de l’autre. Si la dépendance du domaine d’intégration pouvait être, de quelque ma-
nière que ce soit, contournée, cela faciliterait grandement le problème. La solution,
introduite dans [Ammar et al., 2014] et suivie dans cette section, est de recourir à un
changement de variables. En d’autres termes, il s’agit de définir une structure de ré-
férence Ω0, qui peut être choisie arbitrairement parmi toutes les configurations par
exemple, et se reporter, à partir de la structure couranteΩα, où le problème était initia-
lement défini, à cette structure de référence grâce à une transformation géométrique
Tα. Ainsi,
X = Tα (X0) avecX ∈Ωα etX0 ∈Ω0 (3.1)
u (α,X) = u (α,Tα (X0)) (3.2)
On réécrit le Problème 3.1 en appliquant le changement de variables :










f (α,Tα (X0)) ·v (α,Tα (X0)) JTα(X0)dS0dA
avec V0 = H10 (Ω0) =
{
v ∈H1 (Ω0)
∣∣v|∂uΩ0 = 0} et JTα est le module du déterminant











FIGURE 3.1 – Définition du problème sur une structure de référenceΩ0
Grâce à cette formulation, la dépendance selon les paramètres géométriques a été
transférée du domaine d’intégration à l’intégrande via le Jacobien. On remarque que la
qualité du maillage dans la structure courante est directement liée à la transformation
géométrique (son maillage est unmapping de celui de la structure de référence [Gal-
land et al., 2011]). Il faudra s’attacher à contrôler la qualité des éléments transformés,
i.e. éviter l’obtention d’éléments distordus. Nous avons éludé ce problème en prenant
des maillages fins, de l’ordre de ceux utilisés en pratique pour la résolution de pro-
blèmes type ingénieur. Toutefois, on pourra s’intéresser, dans un avenir proche, à éva-
luer de manière efficace la qualité des maillages obtenus. Pour la suite de l’étude, on
supposera que les éléments transformés ont une qualité acceptable.
La démarche consistant à recourir à des transformations géométriques est stan-
dard en optimisation et est notamment exposée dans [Allaire, 2007]. Désormais, il est
plus aisé de construire une approximation PGD du champ de déplacement u en re-
courant à la démarche décrite SEC.1.3.
3.1.1 Proper Generalized Decomposition pour les variations de géo-
métrie
Le Problème 3.2 est, tout d’abord, discrétisé en espace afin d’utiliser une approche
de résolution type éléments finis. Le problème devient :
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où N est le nombre de degrés de liberté de la discrétisation en espace.
À partir de cette formulation, l’approximation PGD du vecteur déplacement U est
calculée :












On suit la démarche classique de la résolution PGD dans le cas d’un problème avec
paramètres en recourant, en particulier, à une approche Galerkin progressive. À l’ité-
ration n, la fonction test suivante est choisie pour le calcul du nouveau (m+1)-uplet :





















avecΛ∗ ∈RN et λi∗ ∈Ii pour i ∈ 1,m.











































































On peut noter que le calcul des diverses intégrales serait facilité de manière signi-
ficative si la matrice de rigidité K était à variables séparées. Cela sera le sujet de la
prochaine sous-section.
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3.1.2 Calcul de lamatrice de rigidité
Nous nous placerons dans un premier temps dans le cas 2D, le cas 3D pouvant
être facilement déduit de cette approche. Nous étendrons ensuite notre méthodologie
au cas axisymétrique lors du traitement du démonstrateur industriel. Des difficultés
supplémentaires apparaîtront alors.
Commençons par écrire la matrice de rigidité Ke(α) d’un élément de la structure
courante. En appliquant un changement de variables, elle sera, alors, définie sur un















T (α,X0)CBˆ(α,X0) JTα(X0) dΩ0 (3.9)
où
■ B : matrice de dérivées partielles des fonctions de forme
■ C : matrice de Hooke (ici indépendante deα parce que nous ne traitons pas de
paramètres matériaux)
■ Bˆ(α,X0)=B(Tα (X0))
Pour obtenir une formulation à variables séparées de Ke(α), on doit, tout d’abord,
écrire Bˆ sous forme séparée.
Écrivons la matrice Bˆ :
Bˆ=
[
Bˆ1, Bˆ2, · · · , Bˆp
]
(3.10)
où p correspond au nombre de fonctions de forme utilisées et donc au type d’élément
utilisé.
∀ I ∈ 1,p, BˆI =

 NI ,x 00 NI ,y
NI ,y NI ,x

 (3.11)
Il est nécessaire de rappeler que le problème est défini sur la structure de référence
Ω0. Ainsi NI ,x et NI ,y sont inconnus au contraire de NI ,x0 et NI ,x0 . Évidemment, il est
























































 Com1,1NI ,x0 +Com1,2NI ,y0 00 Com2,1NI ,x0 +Com2,2NI ,y0
Com2,1NI ,x0 +Com2,2NI ,y0 Com1,1NI ,x0 +Com1,2NI ,y0

 (3.15)
La matrice Jacobienne JTα de la transformation géométrique dépend à la fois des
variables d’espace et des paramètres géométriques. C’est pourquoi, il n’est pas trivial
d’obtenir une représentation à variables séparées. Il peut être envisagé d’obtenir une
forme séparée du Jacobien grâce à une HOSVD (Higher-Order Singular Value Decom-
position [De Lathauwer et al., 2000]) mais, en raison du grand nombre de HOSVD né-
cessaires (quatre pour chaque élément), cela augmenterait le temps de calcul de ma-
nière importante. On propose, par conséquent, une autre solution, à savoir de suppri-
mer la dépendance de la matrice Jacobienne selon les variables d’espace. Pour cela,
la manière la plus simple est d’avoir recours uniquement à des transformations géo-
métriques affines selon les variables d’espace. Lors du calcul de la matrice Jacobienne,
les variables d’espace disparaîtront naturellement lors de la dérivation. Dans cette op-
tique, la structure est divisée en sous-domaines dans lesquels est définie une trans-
formation géométrique affine. Cette solution a aussi été proposée dans [Ammar et al.,
2014] où les géométries considérées étaient décomposées en sous-domaines triangu-
laires. Cette approche est particulièrement adaptée dans le cas de géométries linéaires,
autrement dit composées des segments. Comme il sera exposé SEC.3.3, le démonstra-
teur industriel, que nous étudierons, présentera une géométrie complexe composée de
splines. Or, l’utilisation de triangles ne permet pas de représenter fidèlement ce genre
de frontières.
SEC.3.1.3, des exemples des transformations géométriques affines seront présentés
suivis d’une application numérique sur un cas académique.





















































Le Jacobien ne dépend plus des variables d’espacemais il n’est toujours pas évident
de donner une représentation à variables séparées à lamatrice Bˆ. Pour cela, définissons





 NI ,x0 (X0) 00 0







 NI ,y0 (X0) 00 0







 0 00 NI ,x0 (X0)









0 NI ,y0 (X0)
0 0




et les coefficients :
β1 = by (α) , β2 =−ay (α) , β3 =−bx(α) , β4 = ax(α) (3.22)






β i (α) B i (X0) (3.23)
















i (X0)CB j (X0) dΩ0 (3.24)
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Les différentes matrices qui apparaissent dans la décomposition deKe(α) doivent
être définies pour chaque élément et les coefficients dépendant des paramètres géo-
métriques pour chaque sous-domaine. Le nombre de termes présents dans la décom-
position de la matrice de rigidité est fixe et ne dépend pas de la discrétisation de l’es-
pace des paramètresA.
3.1.3 Exemples de transformations géométriques affines
Nous avons vu que les transformations géométriques affines permettaient de don-
ner une représentation à variables séparées deKe(α). Une question se pose, à présent :
les transformations géométriques affines sont-elles capables de représenter une grande
diversité de variations de géométrie ? En effet, la validité de notre méthode repose sur
la réponse à cette question. Si un faible nombre de cas de variations de géométrie peut
être pris en compte, la méthode devient alors caduque. Essayons de donner une des-
cription des transformations affines élémentaires que l’on peut rencontrer. On peut
noter, tout de suite, que la composition de transformations affines est, elle-même, une
transformation affine.
Les transformations affines contiennent les similitudes (homothéties, réflexions et
mouvements rigides), les dilatations dans une direction donnée et les transvections.
On écrit les parties linéaires des transformations citées précédemment ainsi que leur
matrice Jacobienne (concernant les similitudes, on s’intéressera uniquement aux ho-
mothéthies) dans le plan (x, y) en utilisant les coordonnéesX0 = (η,ξ) :

























































■ De plus, tous les triangles sont liés entre eux par des transformations affines dé-
finies par la position de leurs sommets. Ainsi, en considérant la transformation


























Dans [Ammar et al., 2014], cette dernière propriété a été mise à profit pour parti-
tionner des géométries. En effet, il serait quasiment toujours possible de décrire une
variation géométrique avec uniquement des triangles en raffinant suffisamment la par-
tition de la géométrie. Cependant, dans la SEC.3.3, il sera montré que, dans notre cas,
même si l’on peut utiliser des triangles, le temps de calcul peut devenir problématique
si le nombre de triangles nécessaires à la bonne représentation du contour devient im-
portant car certains éléments de la décomposition de la matrice de rigidité sont défi-
nis pour chaque sous-domaine. Une augmentation du nombre de sous-domaines en-













(b) Dilatation du carré
unité dans les directions
















triangle en un autre
triangle.
FIGURE 3.2 – Exemples de transformations géométriques affines.










































FIGURE 3.3 – Trois premières fonctions paramétriques.







(a) Premier mode PGDΛ1.
















FIGURE 3.4 – Trois premiers modes PGD.
L’exemple est toujours le même mais cette fois-ci, l’intervalle où appartient α1 est
plus grand, α1 ∈ [0,5 ; 1]. Comme pour les applications précédentes, les fonctions pa-
ramétriques λ1, λ2 et λ3 sont données Figure 3.3 et les modes Λ1, Λ2 et Λ3 sont re-




















FIGURE 3.5 –Contrainte de VonMises pour trois configurations géométriques


















FIGURE 3.6 –Contrainte de VonMises pour trois configurations géométriques
différentes (solution de référence).
plus lissées que dans le cadre de la paramétrisation de la rigidité, cela étant très proba-
blement dû au fait que l’approche est ici continue alors que précédemment elle était
plutôt discrète. Un seulmaillage est ici construit. Il subit ensuite des contractions et di-
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FIGURE 3.7 –Courbe de convergence de laméthode des transformations géométriques
pour un exemple 2D.
latations suivant les transformations géométriques en jeu. Dans la méthode dévelop-
pée au CHAP.2, une série de maillages était définie lui conférant un caractère discret.
On note aussi la très nette amélioration de la convergence (voir Figure 3.7). Cela est
confirmé par la comparaison des contraintes de VonMises obtenues pour une solution
PGD ne contenant que six modes (voir Figure 3.5) avec celle de la solution éléments
finis de référence (voir Figure 3.6).
3.3 Application à un démonstrateur industriel
À la vue des résultats encourageants obtenus par cette méthode sur notre exemple
académique, il a été décidé en collaboration avec AIRBUS Defence & Space de l’appli-
quer à un démonstrateur industriel plus complexe qui avait déjà été évoqué dans le
CHAP.1. Une difficulté supplémentaire a été ajoutée dans cette étude, à savoir la néces-
sité de son intégration dans un process de conception industriel. Attachons-nous tout
d’abord à présenter le cas industriel en question.
3.3.1 Présentation du démonstrateur
Pendant la phase de conception, on peut jouer sur un certain nombre de para-
mètres tels que des chargements, des paramètres matériau (modules de Young, coef-
ficients de Poisson...) et des paramètres géométriques. Ici, on s’intéressera aux para-
mètres géométriques.
Commemontré dans la Figure 3.8, la structure considérée est une géométrie axisy-
métrique dont le matériau est linéaire élastique et isotrope, paramétrée par la position
des points 1 et 2 appartenant au contour, soit un total de quatre paramètres géomé-
triques (positions en x et en y pour chacun des points). Le jeu de paramètres est noté






FIGURE 3.8 – Structure considérée.
(a) (b) Structure de référence. (c)
(d)
FIGURE 3.9 – Les variations de géométrie sont délimitées par les structures (a) et (c).
α = (α1,α2,α3,α4) = (r1,z1,r2,z2) appartenant à l’espace de conception A. Les varia-
tions de géométries que subit la structure sont visibles sur la Figure 3.9.
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3.3.2 Extension de laméthode au cas axisymétrique
La formulation du cas axisymétrique est proche de celle 2D. Toutefois, nous allons
voir que des difficultés non négligeables apparaissent, notamment dues à la présence
du rayon r (α) dans le calcul des intégrales. Nous présenterons alors des solutions per-
mettant de contourner ces points durs.
Il nous faut, tout d’abord, écrire de nouveau lamatrice de rigidité élémentaireKe (α)
afin d’avoir à l’esprit les différences fondamentales avec le cas 2D :
K











T (α,X0)CBˆ(α,X0) rˆ (α,X0) JTα(X0) dΩ0 (3.30)
où
■ B : matrice de dérivées partielles des fonctions de forme
■ r : rayon
■ Bˆ(α,X0)=B(Tα (X0)) et rˆ (α,X0)= r (Tα (X0))
On remarque immédiatement que la modélisation axisymétrique introduit le rayon
rˆ , qui dépend des paramètres géométriques, dans l’intégrande. Cela va sensiblement
compliquer le calcul d’une expression à variables séparées de la matrice de rigidité.
Comme pour le cas 2D, nous allons nous pencher sur la matrice des dérivées partielles
Bˆ et nous attacher à l’écrire sous forme séparée. Dans le cas axisymétrique, Bˆ devient :







NI ,z NI ,r

 (3.31)
On réintroduit les matrices Jacobienne et Com définies dans le cas 2D, qui de-
meurent identiques (il suffit de remplacer x par r et y par z dans leur expression) et
on écrit la matrice des dérivées partielles :






Com1,1NI ,r0 +Com1,2NI ,z0 0
0 Com2,1NI ,r0 +Com2,2NI ,z0
NI
r 0
Com2,1NI ,r0 +Com2,2NI ,z0 Com1,1NI ,r0 +Com1,2NI ,z0

 (3.32)
La démarche est similaire au cas 2D, néanmoins une nouvelle matrice apparaît
dans la décomposition de Bˆ due à la présence du terme NIr . En effet les nouvelles ma-
trices Bi sont à présent :






NI ,r0 (X0) 0
0 0
0 0





NI ,z0 (X0) 0
0 0
0 0









0 NI ,r0 (X0)
0 0






0 NI ,z0 (X0)
0 0

























les coefficients βi étant ceux du cas 2D.


























5 (X0)CB5(X0) dΩ0 (3.35)
Cette expression de Ke n’est que partiellement satisfaisante. Partiellement car rˆ et
1/rˆ contiennent à la fois les variables d’espace et les paramètres géométriques. Comme
il a été fait le choix de transformations géométriques affines, rˆ est déjà sous forme
séparée et s’écrit rˆ = ar r0+br z0+ cr .
Le cas de 1/rˆ est légèrement plus compliqué puisque 1/rˆ n’a pas de forme séparée
immédiate. Pour cette raison, un développement à l’ordre 1 de 1/rˆ est calculé dans le





ar r0+br z0+ cr
≈
1
ar rbar +br zbar + cr
−
ar
(ar rbar +br zbar + cr )
2 (r0− rbar )
−
br
(ar rbar +br zbar + cr )
2 (z0− zbar ) (3.36)
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La matrice de rigidité élémentaire Ke peut, finalement, s’écrire dans une formula-


























■ mi j = crJTα







i CB j dΩ0
■ mi jr0 =
ar
JTα









i CB j dΩ0
■ mi jz0 =
br
JTα
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Le calcul d’une expression à variables séparées de la matrice de rigidité est plus
lourde que dans le cas 2D mais demeure accessible par le biais d’approximations. Ap-
pliquons désormais notre méthode au démonstrateur industriel présenté précédem-
ment.
3.3.3 Partition de la géométrie
Avant d’appliquer la méthodologie que nous venons d’exposer, une division de la
géométrie de la structure doit être choisie en prenant en compte le fait que les trans-
formations géométriques associées à chaque sous-domaine doivent être affines selon
les variables d’espace.
Onpeut voir un exemple de division de la géométrie Figure 3.10. Les sous-domaines
sont principalement des triangles dont les transformations géométriques sont aisé-
ment calculables et données SEC.3.1.3. La construction d’une transformation affine
dans le voisinage des congés est néanmoins plus complexe. En effet, si l’on souhaite
représenter de manière précise la géométrie, l’utilisation uniquement de triangles re-
querrait un nombre important de sous-domaines. Cela ne peut être envisagé puisque
le temps de calcul de la matrice de rigidité est directement lié au nombre de sous-
domaines présents dans la partition (voir la sous-section précédente).






FIGURE 3.10 – Une possible possible partition de la géométrie.
De même, l’utilisation de triangles à six nœuds ne peut être considérée même s’ils
représenteraient très précisément la géométrie parce que la transformation géomé-








FIGURE 3.11 – La déformation du sous-domaine ABC est déterminée par le
déplacement de A, B ainsi que des tangentes en ces points.
C’est pourquoi, il a été décidé d’utiliser des triangles à trois nœuds modifiés, pré-
sentant deux côtés droits et un courbe commemontré dans le zoom Figure 3.10. Pour
cela, le congé, dans la structure de référence, est modélisé par un arc de cercle. Suppo-
sons alors que, pour chaque configuration géométrique, la position des points A et B
ainsi que les tangentes en ces points soient connues et que le pointC soit « libre » (voir
Figure 3.11).
Recherchons d’abord la transformation géométrique inverse T−1α (de la structure
courante Ωα vers la structure de référence Ω0) associée aux déplacements des points
A et B , qui est aussi affine.
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λr r +γr z+δr
λz r +γz z+δz
)
(3.38)
Il reste à déterminer les six coefficientsλr ,γr ,δr ,λz ,γz etδz . Quatre équations sont
données par (3.38) car la position de A et B est connue pour les structures courante et
de référence. 

r A0 =λr rA+γr zA+δr
zA0 =λz rA+γz zA+δz
r B0 =λr rB +γr zB +δr
zB0 =λz rB +γz zB +δz
(3.39)
Comme il a été mentionné précédemment, le congé est modélisé par un arc de
cercle de rayon R0 appelé par la suite (Γ0) dans la structure de référence. Donc,





En substituant (3.38) dans (3.40), cela conduit à :(




λzr +γzz+ cz − zcentre
)2
=R20 (3.41)
Dérivons cela par rapport à r :
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ce qui donne les deux dernières équations manquantes :

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Les six coefficients λr , γr , δr , λz , γz et δz de la transformation géométrique inverse
étant déterminés, la transformation géométrique directe peut être facilement obtenue
par une simple inversion.
On peut signaler l’ordre de grandeur de l’erreur commise dans l’approximation de
1/rˆ pour notre partition. Elle s’étend de 1,3% pour le sous-domaine 1, jusqu’à 6,3%
pour le sous-domaine 2 (voir Figure 3.10).
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FIGURE 3.12 – Communication entre SAMCEF et le code MATLAB.
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Comme il a été précédemment dit, une attention particulière a été portée sur l’inté-
gration de la méthodologie développée dans un vrai process industriel de conception.
Le principal souci rencontré avec l’approche détaillée SEC.3.3.2 est le caractère hau-
tement intrusif de la PGD. En effet, le système linéaire défini dans (3.7) n’est pas un
problème éléments finis classique pouvant être résolu par l’intermédiaire d’un logi-
ciel commercial car la matrice de rigidité et le vecteur chargement sont moyennés sur
l’espace des paramètresA.
Toutefois, la méthode proposée nécessite d’être interfacée avec des logiciels com-
merciaux tel que SAMCEF à cause de problématiques industrielles. L’idée est d’intégrer
SAMCEF dans une fonctionMATLAB ad hoc qui s’occupera des opérations spécifiques
liées à la PGD. Nous avons tiré avantage de la possibilité qu’offre SAMCEF de stop-
per le processus à une étape prédéfinie et de le relancer à cette étape après coup. Des
fonctions ont été fournies par SAMTECH (groupe SIEMENS) permettant le transfert de
données entre les codes commercial et PGD.
Pour résumer, d’un côté, les possibilités de SAMCEF ont été utilisées aumaximum,
i.e. la géométrie, la partition, les chargements, le maillage et les matériaux sont définis
dans SAMCEF et la résolution du problème spatial est aussi effectuée dans SAMCEF.
De l’autre, les opérateurs PGD spécifiques, à savoir les matrices de rigidité et les vec-
teurs chargementmoyennés ainsi que les problèmes paramétriques sont calculés dans
MATLAB, les fonctions fournies par SAMTECH effectuant la communication entre les
deux codes. La procédure complète est détaillée dans l’ALG.6 et un schéma de la com-
munication entre SAMCEF et MATLAB est donné Figure 3.12.
3.4 Résultats
Laméthode développée a été appliquée au démonstrateur industriel présenté dans
la SEC.3.3.1. Une approximation PGD du déplacement a été choisie pour un niveau
d’erreur sur le résidu de 5.6% soit 17 modes (voir Figure 3.13). À partir de là, il a pu
être déduit une approximation PGD de la déformation ε. Nous nous apercevons grâce
à la Figure 3.16, qui compare la solution PGD et la solution directe obtenue par des
simulations éléments finis pour deux jeux de paramètres, que les résultats obtenus
montrent une bonne précision. Il pourrait être envisagé d’améliorer le taux de conver-
gence de la méthode en adoptant une des stratégies présentées dans [Nouy, 2010]. Les
trois premiers modes PGD sont donnés Figure 3.15 et les quatre premières fonctions
paramétriques associées à chaque paramètre sont présentées Figure 3.14. Il est à noter
que l’intervalle de chaque paramètre a été adimensionné, raison pour laquelle chaque
intervalle est ramené à [−1; 1]. On remarque que les paramètres α1 et α2 ont une in-
fluence sensiblement plus faible que les paramètres α3 et α4 sur le résultat en compa-
rant les pentes des courbes tracées sur la Figure 3.14.
Une question demeure : comment explorer efficacement les abaques virtuels cons-
truits ? En effet, on doit garder à l’esprit que les abaques virtuels sont, avant tout de
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Algorithme 6 : SAMCEF-PGD algorithme
Entrées : Une suite de paramètresα= (α1,α2, . . . ,αm) ∈A=A1× . . .×Am
1 Définition du problème avec SAMCEF;
2 Définition de la géométrie, des matériaux, partitions, chargements et maillage;
3 Lancement PGD-algorihme dansMATLAB;
4 Chargement des données à partir de SAMCEF
5 Level 1 : Algorithme greedy;
6 tant que ‖R (Un)‖ > critère (avec R (un) étant le résidu) faire
7 Level 2 : Algorithme de point-fixe;
8 Initialisation du (m+1)-uplet
(
λ1, . . . ,λm ,Λ
)
;
9 pour k = 1 à kmax faire
10 Calcul des matrices de rigidité élémentaires moyennées et des vecteurs
chargement;
11 pour j = 1 àm faire
12 Résolution du problème paramétrique associé à λ j ;
13 Transfert des matrices de rigidité et vecteurs de chargement à SAMCEF;
14 Résolution du problème spatial en utilisant SAMCEF;
15 Actualisation des fonctions
(
























FIGURE 3.13 – Courbe de convergence.
chose, un outil d’aide à la décision et que l’utilisateur final doit pouvoir les parcourir
rapidement et aisément. Or, pour le moment, ce n’est pas le cas car, dans l’état actuel
des choses, il ne peut que particulariser sa solution avec un jeu de paramètres donnés.
L’idée serait de construire des abaques graphiques qui permettraient l’exploration ra-
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(a) Fonction paramétrique λ1 (α1).














(b) Fonction paramétrique λ2 (α2).















(c) Fonction paramétrique λ3 (α3).

















(d) Fonction paramétrique λ4 (α4).
FIGURE 3.14 – Fonctions paramétriques associées aux quatre premiers modes PGD.
(a) Premier mode PGDΛ1. (b) Deuxièmemode PGDΛ2. (c) Troisièmemode PGDΛ3.
FIGURE 3.15 – Trois premiers modes PGD.
pide de la solution paramétrique. C’est pourquoi, il a été décidé d’exploiter le plug-in
PXDMF pour PARAVIEW développé à l’École Centrale de Nantes dédié à la visualisa-
tion de champs à variables séparées [Bognet et al., 2012b]. Étant donnés les modes
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associés à chaque champ considéré (déplacement, déformation, contrainte...), PARA-
VIEW reconstruit les champs complets en temps réel en effectuant des sommations
et des multiplications. Il est alors possible de visualiser l’évolution de ces champs en
faisant varier chaque paramètre géométrique à l’aide de curseurs.
FIGURE 3.16 – Comparaison entre les solutions (déformation) obtenues avec
17 modes PGD (à gauche) et celles obtenues par les éléments finis (à droite)
pour deux jeux de paramètres
FIGURE 3.17 – Exemple d’abaque virtuel associé aux zones plastiques pour trois jeux
de paramètres différents.
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Un critère de conception pouvant intervenir est la taille des zones plastiques. Pour
donner une estimation de ces zones, des calculs linéaires élastiques ont été effectués.
Les zones plastiques ont, alors, été évaluées en définissant un seuil et en ne considé-
rant uniquement les éléments dont la déformation était supérieure à ce seuil. La Figure
3.17 montre un exemple d’exploration à l’aide du plug-in PXDMF de l’abaque virtuel
créé. Il est important de noter que, l’abaque virtuel ayant été construit, son exploration
se fait en temps réel par l’utilisateur. Cette stratégie pourrait être étendue à un véritable




Une nouvelle extension de la PGD est présentée ici. En restant le plus gé-
néral possible, c’est-à-dire sans préjuger de la nature des paramètres en
jeu (matériaux, géométriques, etc.), on propose de prendre en considéra-
tion non seulement des variables continues au sein de la méthode PGD
mais aussi des variables discrètes. Cela a l’avantage de pouvoir modéliser
des situations intrinsèquement discrètes telles que des cas de chargement
ou des configurations de matériaux. On montrera que, sur le principe, la
PGD demeure inchangée, seules quelques modifications mineures étant
apportées. Cette méthode est testée à la fois sur deux exemples acadé-
miques et sur un nouveau démonstrateur industriel comportant de fortes
non-linéarités. Un exemple d’abaque virtuel est également donné en fin
de chapitre.






Interface avec pièce B
masque
Pièce A
FIGURE 4.1 –Nouveau démonstrateur industriel. Unmasque est appliqué sur
une partie de la nouvelle géométrie.
À la vue des résultats prometteurs obtenus dans le chapitre précédent, il a été dé-
cidé, conjointement avec AIRBUS Defence & Space, de s’intéresser, dans un second
temps, à un démonstrateur industriel plus complet. La géométrie de celui-ci est très
similaire à celle de l’ancien démonstrateur. Néanmoins, pour des raisons de confiden-
tialité, unmasque a été appliqué sur la partie de la géométriemodifiée (voir Figure 4.1).
Il s’agit toujours d’une piècemétallique (appelée pièce A), étudiée en élasticité linéaire,
et les paramètres géométriques demeurent inchangés. De plus, la structure s’interface,
à présent, au niveau de sa frontière supérieure, avec une pièce B. L’interface des pièces
A et B est fixée et ne dépend pas de paramètres géométriques.
Plusieurs précisions sont à apporter concernant la pièce B. Premièrement, elle pré-





Deuxièmement, la pièceB est composée, entre autres, d’unmatériau composite pou-
vant présenter un certain nombre de configurations différentes (nombre d’empile-
Nouveau démonstrateur 87
ments, variations d’épaisseur de pli, etc.). Six configurations représentatives de l’éten-
due des situations possibles ont été sélectionnées pour notre étude. Elles sont définies
et construites à l’aide d’un outil métier développé par AIRBUS Defence & Space. On








12 MPa Pièce A
f1 f2
FIGURE 4.2 – Deux cas de chargement différents issus d’un calcul non-
linéaire sur la structure complète (pièce A + pièce B) pour deux configura-
tions de composite données. Ces chargements seront appliqués à la pièce
A lors de son dimensionnement.
L’idée est, alors, de procéder à une série de simulations non-linéaires complètes
à l’aide de SAMCEF pour plusieurs valeurs de paramètres géométriques et configu-
rations de composite. Ensuite, un chargement, déduit de l’état de contraintes à l’in-
terface des pièces A et B, est calculé et appliqué à la pièce A (voir Figure 4.2). On se
retrouve, par conséquent, avec un chargement dépendant à la fois des paramètres géo-
métriques et de la configuration composite. Cela ne présente pas de difficulté particu-
lière puisqu’il peut toujours être décomposé grâce à une technique de séparation de
variables (SVD, POD, PGD, etc.).
On construit, ensuite, un modèle PGD de la pièce A pour le chargement consi-
déré comme pour le chapitre précédent. Or, le chargement, dépendant directement
des configurations du composite, ne peut être pris tel quel comme paramètre au sein
de la méthode PGD puisqu’il est, en partie, de nature discret (sa dépendance selon les
paramètres géométriques est, elle, continue). En effet, nous n’avons pas encore d’outil
à disposition permettant la prise en considération de ce type de paramètres, la PGD
portant sur des paramètres continus. C’est pourquoi, on propose, dans ce chapitre,
une extension de la méthode PGD aux paramètres discrets.
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4.2 Paramètres discrets
Lors de la conception d’une structure industrielle, il arrive couramment de tester
cette structure pour un ensemble de cas de chargement f =
(
f1, . . . ,fnc
)
. Or, si l’on
souhaite choisir comme paramètre ces configurations de chargement, il peut être dif-
ficile, voire impossible, de représenter ce paramètre par une variable continue. Sur la
Figure 4.3, deux cas de chargement sont représentés pour une structure donnée. On
remarque alors le paramètre « chargement » est de nature intrinsèquement discrète.
E f Ef
FIGURE 4.3 – Deux cas de chargement d’une même structure. Le chargement est un
bon exemple de paramètre discret.
Or, jusqu’à maintenant, la PGD a été uniquement considérée dans le cadre de pa-
ramètres continus évoluant dans des intervalles de valeurs données. L’idée développée
dans ce chapitre est d’étendre la méthode PGD aux paramètres discrets.
Dans le contexte PGD, il peut être envisagé, dans un premier temps, de construire
une approximation, et donc un abaque virtuel, pour chaque configuration, i.e. de ré-
soudre le problème :
















Si l’on note npPGD le nombre de modes PGD nécessaires pour représenter la solution





pour le problème complet.
Néanmoins, puisque tous ces problèmes ne diffèrent que par leur chargement, il
est légitime de penser que leurs solutions ont en commun un certain nombre de pro-
priétés et, par conséquent, aussi des modes PGD. Ainsi, le nombre de modes néces-
saires pour représenter la solution du problème complet peut être très probablement
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réduit. On pourra alors étendre cette approche à d’autres problèmes rencontrant des
paramètres discrets comme pour le cas d’une structure où plusieurs matériaux dif-
férents doivent être testés, le module d’Young et le coefficient de Poisson étant alors
discrets.
4.3 DiscreteProperGeneralizedDecompositionoudPGD
L’idée est d’appliquer laméthodologie PGDmais, comme il n’est plus possible d’in-
tégrer sur l’espace des configurations, on vient sommer ces configurations. Ainsi pour
un problèmemécanique d’élasticité linéaire, cela revient à écrire :























•∆p avec ∆p = 11 (4.1)
on peut réécrire le Problème 4.2 sous une formulation PGD classique :












En déroulant la méthodologie PGD, on suppose connu un , le déplacement à l’itéra-




. On écrit :
un+1 =un +γΛ (4.2)
1. On discutera SEC.4.4.1.2 sur ce qu’implique un tel choix de pondération.
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On choisit la fonction test v ∈ Tun+1(C⊗V) :
v = γΛ∗+γ∗Λ (4.3)
avecΛ∗ ∈ Vet γ∗ ∈ C.


































Après discrétisation du problème en espace dans une approche éléments finis, cela





























En appliquant le principe de stationnarité, cela revient à résoudre simultanément
































On se rend alors compte qu’aucune difficulté supplémentaire n’est apparue dans la
méthode due aux paramètres discrets. Elle reste identique à ceci près que l’intégration
est remplacée par une sommation.
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4.4 Approche hybride
Dans une optique d’aide au dimensionnement de structures, il serait intéressant de
développer une approche hybride, à savoir prendre en considération à la fois des pa-
ramètres continus (paramètres matériau, géométriques, etc.) et discrets (cas de char-
gement). À la vue de ce qui a été écrit précédemment sur les paramètres discrets, cela
ne présente pas de difficultés particulières. Dans ce contexte, le Problème 4.2 devient :
















Il est à noter que l’on s’est placé dans le cas le plus général possible. On ne préjuge
pas de l’indépendance du chargement fp selon les paramètres continus α ∈ A. De
même, aucun a priori n’est donné sur la nature de ces paramètres. Selon le type de
paramètres choisis, on suivra des stratégies PGD différentes. Mais pour l’instant, en
















i (α j )γi (p)Λi (X)




λ j (α j )γΛ (4.6)
où
(
λ1, . . . ,λm ,γ,Λ
)
∈I1×·· ·×Im × C×Vest le nouveau (m+2)-uplet recherché.















avecΛ∗ ∈ V, γ∗ ∈ Cet λi ∈Ii pour i ∈ 1,m.
Cela aboutit in fine à la résolution du système d’équations suivant après discrétisa-
tion en espace :















































































































































On pourra, pour faciliter l’intégration du chargement selon les paramètres conti-
nus et discrets, procéder à une SVD, POD ou PGD sur ledit chargement. Il s’agit d’une
technique très couramment utilisée en réduction de modèle, à savoir décomposer le
chargement sous forme séparée dans une étape préliminaire.
On note que l’approche hybride est légèrement plus complexe que l’approche clas-
sique mais elle n’est pas plus compliquée. En effet, seules quelques modifications des
équations de la PGD définies dans le premier chapitre ont été apportées de telle sorte
que l’ALG.3 demeure d’actualité.
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FIGURE 4.4 – Cinq configurations de chargement.












FIGURE 4.5 – Courbe de convergence.
4.4.1 Exemples académiques
4.4.1.1 Exemple 1
Illustrons cela sur notre fil rouge, à savoir la structure en forme de Γ. Nous avons
deux paramètres, le module de Young E ∈ [50 GPa,1000 GPa] considéré continu et le
chargement qui, lui, est discret (cinq cas de chargement, illustrés sur la Figure 4.4, sont




est recherché sous forme
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λi (E)γi (p)Λi (X) (4.11)
avec p ∈P= 1,5.













(a) Trois premières fonctions λ.











(b) Trois premières fonctions γ.





















FIGURE 4.7 – Trois premiers modes PGD.
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On peut voir la convergence rapide de la méthode sur la Figure 4.5. Avec 5 modes,
l’erreur sur le résidu est de l’ordre de 10−13, ce qui signifie que le nombre de modes
PGD nécessaires est, au plus, égal à celui de laméthode consistant à construire unmo-
dèle PGD pour chaque configuration de chargement. En effet, un seul mode PGD est
nécessaire pour représenter chaque cas. On se retrouvera, alors, au final avec 5 modes
PGD. Sur les Figures 4.6 et 4.7 sont tracés les trois premières fonctions λ et γ ainsi que
les trois premiers modes PGD.
4.4.1.2 Exemple 2















(a) Fonction temps associée au
chargement 1.













(b) Fonction temps associée
au chargement 2.




















(c) Fonction temps associée
au chargement 3.













(d) Fonction temps associée
au chargement 4.















(e) Fonction temps associée au
chargement 5.
FIGURE 4.8 –Fonctions dépendant du temps associées à chaque configuration
de chargement.
Compliquons, à présent, l’Exemple 1 afin de le rendre un peu plus consistant car
la convergence trop rapide pour ce dernier empêche toute réelle interprétation des
résultats. Le nombre de modes, issus de la dPGD, et le nombre de modes, obtenus
par la construction d’un modèle PGD pour chaque cas de chargement, sont égaux.
Pour cela, nous allons reprendre la structure définie dans le CHAP.1 (voir Figure 1.5)
et conserver les cinq cas de chargement définis sur la Figure 4.4. De plus, à chaque
cas de chargement, nous ajoutons une fonction temps propre (voir Figure 4.8). L’étude
reste, néanmoins, stationnaire. La solution recherchée (le déplacement) dépend, alors,
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de quatre paramètres continus (temps, E1, E2, E3) et d’un paramètre discret (cas de












i (E3)γi (p)δi (t )Λi (X) (4.12)
Une solution de référence éléments finis a été calculée pour tous les jeux de para-
mètres et nous avons, dans un premier temps, construit un modèle PGD pour chaque
cas de chargement (on appellera cette approche « PGD classique » par la suite) et dé-
terminé le nombre de modes nécessaires pour obtenir une erreur de l’ordre de 5%.


















FIGURE 4.9 – Courbes de convergence associées à chaque configuration
de chargement (PGD classique).
En étudiant les courbes de convergence tracées sur le Figure 4.9, on s’aperçoit que,
pour le niveau de précision souhaitée, 3 modes PGD sont nécessaires dans les cas de
chargements 1 et 3, 10 modes pour les cas 2 et 4, un seul pour le cas 5. Ainsi, il faut
un total de 27 modes pour représenter, avec une fidélité de l’ordre de 95%, la solution
pour les cinq configurations de chargement en utilisant la méthode PGD classique.
Lamême démarche a été adoptée pour la dPGD. Les courbes de convergence asso-
ciées à chaque configuration de chargement ont été tracées sur la Figure 4.10. Plusieurs
points sont à noter.
Tout d’abord, concernant les cas de chargement 1 et 5, on remarque un niveau d’er-
reur très élevé (proche de 1) pour les premiers modes contrairement aux autres cas de
chargement (erreur entre 0,2 et 0,41). Pour comprendre cela, regardons les premières
fonctions δi représentées sur la Figure 4.11. En effet, la fonction δ1 est très similaire à
la fonction de temps associée au second cas de chargement et le niveau d’erreur cor-
respondant à ce cas est, alors, le plus faible. En outre, cette fonction est très éloignée
des fonctions sinus et cosinus des cas 1 et 5 (ces fonctions alternent, dans le temps, le
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signe du chargement). Ce n’est qu’à partir des modes 5 et 6 qu’apparaissent des fonc-
tions sinusoïdales et que les erreurs correspondant au cas 1 et 5 chutent fortement.

















FIGURE 4.10 – Courbes de convergence associées à chaque configuration
de chargement (dPGD).
















FIGURE 4.11 – Six premières fonctions δi .
Le second point porte sur le nombre de modes PGD nécessaires. Pour cela, on doit
déterminer le cas de chargement limitant, c’est-à-dire celui dont le nombre de modes
PGD correspondant à une erreur de l’ordre de 5% est le plus grand. Il s’agit, ici, du cas
de chargement 4 (21modes). Nous avons donc gagné, en recourant à la dPGD, 6modes
par rapport à la PGD classique, ce qui correspond à un gain de 22%. Ce gain, sans être
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négligeable, est inférieur à celui escompté. En effet, on connaissait a priori un mino-
rant du nombre de modes nécessaires en étudiant les résultats obtenus à partir de la
PGD classique, à savoir 10 (nombre de modes des situations 2 et 4). Cela laissait une
marge confortable en comparaison du nombre total de modes qui était de 27 (le gain
maximal théorique est, donc, de 63%). Si l’on décortique les résultats donnés par la
Figure 4.10, on note que 16 modes sont nécessaires pour les cas 1, 2 et 3 et seulement
6 pour le cas 5. De plus, on peut légitimement penser que toutes les situations n’ont
pas la valeur, et que certaines prévalent sur d’autres. La PGD classique nous dit que
les cas 2 et 4 nécessitent un nombre de modes supérieur par rapport aux autres confi-
gurations. Leur poids dans la décomposition PGD est, par conséquent, plus lourd que
celui des autres configurations. On peut alors, dans un avenir proche, investiguer dans
cette direction en réfléchissant sur une manière judicieuse de pondérer les différentes
configurations lors du calcul des modes PGD, c’est-à-dire sur le choix du coefficient
∆p de l’équation (4.1). Nous avons affecté, dans notre application, la valeur 1 à ce coef-
ficient, ce qui signifie que nous n’avons privilégié aucune configuration parmi toutes
celles considérées. Nous avons simplement sommé les énergies de chaque situation
alors que l’on peut imaginer, aisément, que ces situations ont des énergies différentes.
On pourrait, donc, en jouant sur le coefficient ∆p , affecter un poids plus ou moins im-
portant à chaque configuration.
4.4.2 Application au démonstrateur industriel















FIGURE 4.12 –Quatre premières fonctions γ.
L’approche hybride a ensuite été appliquée sur le démonstrateur présenté en début
de chapitre. En amont, nous avons décidé d’étudier l’influence des paramètres géomé-
triques et des différentes configurations de composite sur l’état de contraintes à l’in-
terface des deux pièces. Pour cela, une série de simulations non-linéaires complètes a
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(a) Trois premières fonctions λ1.













(b) Trois premières fonctions λ2.













(c) Trois premières fonctions λ3.

















(d) Trois premières fonctions λ4.
FIGURE 4.13 – Premières fonctions λ1, λ2, λ3 et λ4.
été menée à l’aide de SAMCEF pour plusieurs jeux de paramètres géométriques de la
pièce A (à configuration de composite fixée pour la pièce B). Il s’avère, en définitive,
que les paramètres géométriques ont une faible influence sur l’état de contraintes à
l’interface et que l’on peut, par conséquent, en négliger la dépendance.
La même démarche a été appliquée concernant les configurations de composite
(à paramètres géométriques fixés). On remarque, ici, en revanche, la forte influence
de ces configurations sur l’état de contraintes. On arrive alors à la situation suivante.
Pour chaque configuration de composite, on calcule un chargement équivalent à l’in-
terface des pièces A et B (on se place au pas de chargement final des simulations non-
linéaires). Puisque l’on souhaite dimensionner la pièce A, on lui applique le charge-
ment calculé (voir Figure 4.2) et on utilise laméthode dPGDhybride, où les paramètres
géométriques définissant la frontière inférieure de la pièce sont considérés comme les
paramètres de la PGD. En d’autres termes, l’ensemble {pièce A + pièce B} est considéré
dans la première partie de l’étude afin de calculer les différents cas de chargement as-
sociés à chaque configuration de composite puis, dans une deuxième partie, seule la
pièce A est étudiée en faisant varier les paramètres géométriques dans un cadre dPGD.






















FIGURE 4.14 – Trois premiers modes PGD.
Si la dépendance de l’état de contraintes à l’interface pièce A/pièce B selon les pa-
ramètres géométriques n’avait pas été négligeable, on aurait pu, en toute généralité,
construire pour chaque configuration composite p, une suite de chargements fp (α)=(




. Chaque composantef ip (α) correspond au chargement équivalent,
calculé à l’interface pièce A/pièce B, pour la configuration de chargement p, et pour un
jeu de paramètres géométriques donné. On aurait alors, dans laméthodologie PGD, un
chargement fp (α) dépendant à la fois de la configuration du composite et des para-
mètres géométriques, ce qui ne présente aucune difficulté particulière. On aurait alors
recouru à une technique de séparation de variables type SVD ou PGD afin d’écrire le
chargement sous forme séparée.
Les premières fonctions γ et λ sont tracées, respectivement, sur les Figures 4.12 et
4.13. On remarque que les paramètres α1 et α2 ont toujours une faible influence sur le






































FIGURE 4.15 – Comparaison entre la contrainte de Von Mises obtenue par la méthode
dPGD (41 modes, à gauche) et celle obtenue par les éléments finis de référence (à
droite) pour trois configurations (les jeux de paramètres géométriques ainsi que le cas
de chargement sont différents pour les trois configurations considérées).
très faibles) et que le chargement a, quant à lui, une grande incidence sur les résultats.
Les trois premiers modes PGD sont représentés sur la Figure 4.14 et une comparai-
son entre la solution dPGD (41modes) et une solution de référence éléments finis a été
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effectuée. Les résultats sont visibles pour trois configurations différentes sur la Figure
4.15 où a été tracée la contrainte de Von Mises. On note une légère surestimation de
la contrainte dans le cas de la dPGD. Néanmoins, la répartition de la contrainte, son
ordre de grandeur ainsi que les localisations des maxima sont respectés. On calculera,
dans un futur proche, un nombre plus important de modes dans le but d’affiner la so-
lution, ce qui n’a pu être fait dans le temps imparti de la thèse. On peut, tout demême,
noter qu’avec seulement 41 modes, on obtient une bonne évaluation de la contrainte
de VonMises du problème complet. Ceci est à comparer avec le nombre demodes qu’il
aurait fallu calculer en construisant six modèles PGD (c’est-à-dire pour chaque cas de
chargement). Cela correspond, si l’on se réfère aux résultats du chapitre précédent, à
6×17= 102modes. On a donc gagné un nombre conséquent demodes grâce à la dPGD
et cela laisse encore de la marge au calcul de modes supplémentaires pour l’obten-
tion d’une solution plus fine. Comme dans l’exemple industriel précédent, un abaque
virtuel associé aux zones plastiques a été construit. Ici, nous avons pris en considéra-
tion la contrainte de Von Mises et nous avons eu recours une fois de plus à la fonction
Threshold de PARAVIEW pour ne conserver que les éléments dont la contrainte de Von
Mises dépassait un seuil donné. Un extrait de cet abaque est donné Figure 4.16 pour
quatre configurations de composite et jeux de paramètres différents.
On aurait pu, en toute généralité, interpoler les résultats obtenus pour des cas de
chargement intermédiaires. Cependant, il faut garder à l’esprit que, dans notre dé-
monstrateur, à chaque cas de chargement est associée une configuration de composite
et qu’interpoler des configurations de composite n’a pas de sens physique réel.
4.5 Conclusions
La prise en compte de paramètres discrets ouvre de nouvelles perspectives pour la
méthode PGD. Il a étémontré que la PGD était uneméthode adaptée à ce type de para-
mètres et que seules de légères modifications étaient nécessaires pour son utilisation.
On peut alors penser recourir à des paramètres discrets dans la PGD pour modéliser,
non seulement, des cas de chargements mais aussi le matériau lui-même. En effet,
on peut très bien imaginer des cas où seuls quelques matériaux doivent être testés :
composite, acier, alliage de titane, aluminium, etc. Il est alors parfaitement inutile de
parcourir toute une plage de valeurs de paramètres matériau, comme on le ferait avec
une variable continue. Il serait plus judicieux d’utiliser des paramètres discrets. Le pro-
fit, que l’on espère à terme retirer de ce type d’approche, est de pouvoir mélanger des
configurations de structures très différentes entre elles de par leur matériau ou cas de
chargement et, dans le même temps, de les considérer dans une même étude.
Il est envisagé dans un futur proche d’explorer cette direction et d’étudier la dPGD
pour différents types de problèmes (temps/espace/paramètres, équation de la chaleur,
grand nombre de paramètres, configurations différentes de matériaux, etc.).
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FIGURE 4.16 – Abaque virtuel représentant l’évolution des zones plastiques selon les
paramètres géométriques et le cas de chargement considéré. Les zones plastiques sont
estimées en ne conservant que les éléments dont la contrainte de Von Mises dépasse
un certain seuil. Les quatre configurations illustrées sont associées à des jeux de para-
mètres géométriques et des cas de chargement tous différents.
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Conclusion
Les travaux effectués au cours de cette thèse ont porté sur la constructiond’abaques
virtuels pour l’optimisation géométrique des structures. Nous ne nous sommes pas in-
téressés à l’optimisation en tant que telle puisque la littérature regorge de nombreuses
méthodes traitant du sujet. Toutefois, lors de l’optimisation, de multiples évaluations
de la solution du problème paramétrique complet sont nécessaires, entraînant une ex-
plosion du temps de calcul. L’idée, qui a été exposée et développée dans la thèse, est
de résoudre, une fois pour toutes, le problème complet et de stocker la solution et les
quantités d’intérêt utiles à l’optimisation dans des abaques virtuels. Les évaluations
seront alors réduites à une simple lecture d’entrées d’un abaque. Le temps perdu pen-
dant la construction des abaques sera très largement compensé par celui gagné lors de
leur utilisation.
La recherche de la solution du problème paramétrique complet étant très souvent
hors de portée des méthodes type « force brute », nous nous sommes attachés à baser
notreméthodologie sur la Proper Generalized Decomposition, une technique de réduc-
tion de modèle. Elle permet la construction d’une approximation à variables séparées
de la solution du problème complet (typiquement le déplacement) de manière auto-
matique. Aucune connaissance a priori de la solution vraie n’est requise pour nourrir
le modèle. Il a fallu, néanmoins, créer un cadre dédié à la PGD permettant la prise
en compte des paramètres géométriques. En effet, ce type de paramètres influe di-
rectement sur le domaine d’intégration rendant difficile une résolution du problème
complet sans passer par des évaluations du problème particularisé pour des valeurs
données de paramètres. Deux méthodes ont été développées dans cette optique.
Dans un premier temps, le choix a été fait de paramétrer la rigidité d’une géométrie
de référence englobant l’ensemble des configurations possibles dans l’esprit des level
sets ou de la Finite Cell Method. Ainsi, lorsque l’on se trouve dans la structure courante
étudiée, la rigidité associée est celle classique et lorsque l’on se situe en dehors, la rigi-
dité est choisie très faible. La géométrie de référence est, dans un sens, composée d’une
partie dure et d’une partiemolle. Une technique pour calculer demanière effective une
approximation de la matrice de rigidité est proposée et la méthode a été testée sur un
exemple académique. Cette méthode présente, cependant, quelques difficultés, no-
tamment pour l’application des chargements. Le contour de la structure pouvant cou-
per des éléments dumaillage, il n’est pas évident de choisir sur quels nœuds appliquer
le chargement. C’est pourquoi, il a été proposé une extension de cette méthode grâce
aux maillages universels. Ces derniers permettent la construction rapide de maillages
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conformes pour des géométries immergées dans unmêmemaillage, dit universel, par
le simple déplacement local de nœuds. Cette technique développée dans [Rangarajan
et Lew, 2012] a dû être modifiée afin de l’adapter au cadre PGD. Une application nu-
mérique a ensuite été effectuée pour vérifier la validité de la nouvelle méthode.
Dans un second temps, une nouvelle approche a été développée reposant sur l’uti-
lisation de transformations géométriques. Cela permet la redéfinition du problème
paramétrique complet sur une structure de référence. Il est montré que, pour obte-
nir des temps de calculs raisonnables, il est souhaitable de recourir à des transfor-
mations affines comme il avait été proposé dans [Ammar et al., 2014, Zlotnik et al.,
2015]. Nous sommes, cependant, allés plus loin en ne nous restreignant pas unique-
ment au choix d’une partition triangulairemais en proposant plusieurs types de trans-
formations affines possibles afin de traiter des géométries complexes de type splines
de l’ordre de celles rencontrées dans l’industrie. Outre une application de la technique
sur un exemple académique 2D, nous nous sommes attachés à traiter le cas d’un dé-
monstrateur issu de l’industrie aérospatiale proposée par AIRBUS Defence & Space.
La méthode a dû non seulement être étendue au cas axisymétrique mais aussi être in-
tégrée dans un process industriel de conception basé sur l’utilisation de logiciels élé-
ments finis commerciaux. À cause du caractère hautement intrusif de la PGD, nous
avons couplé un code MATLAB, effectuant les diverses opérations propres à la PGD,
au logiciel SAMCEF pour le calcul des problèmes en espace. L’abaque virtuel de la dé-
formation est donné, son exploration étant rendue possible par l’utilisation du plug-in
PXDMF de PARAVIEW développé à l’École Centrale de Nantes permettant la visualisa-
tion de champs à variables séparées.
La thèse se termine sur de nouvelles considérations concernant la PGD. En effet, il
est montré que, dans certains cas, paramétrer un problème via des variables continues
est difficile voire impossible à cause de la nature même du paramètre en jeu. En pre-
nant l’exemple des cas de chargement, il est expliqué pourquoi il serait plus judicieux
de recourir à des paramètres discrets prenant pour valeurs le numéro des configura-
tions considérées. Il est démontré que la formulation PGD n’est en rien altérée par la
prise en considération de tels paramètres et qu’il est même possible d’adopter des ap-
proches hybrides mélangeant paramètres continus et discrets. Cette extension de la
PGD a été testée sur deux exemples académiques. Elle a ensuite été appliquée au dé-
monstrateur industriel précédent où six cas de chargement sont considérés ainsi que
des variations de géométrie. Nous avons, de plus, pris en compte, dans les simula-
tions, les fortes non-linéarités que comportait le modèle (grands déplacements, plas-
ticité, grandes déformations et non-linéarités matériau). Les applications industrielles
de ce type d’approches sont importantes puisqu’il est très courant, lors de la concep-
tion d’une structure, de la tester pour tout un ensemble de cas chargement. Ces cas
pourront alors être considérés dans un même paramètre PGD. En outre, on peut envi-
sager, pour aller plus loin, de paramétrer le choix même dumatériau de la structure. À
chaquematériau sera associé un numéro de configuration et il ne restera qu’à associer
un paramètre regroupant toutes les configurations.
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Dans le prolongement de ce travail, plusieurs perspectives sont envisageables :
■ Utilisation de la méthode basée sur les maillages universels afin de calculer les
matrices de rigidité pour certaines configurations géométriques en se rappro-
chant de l’esprit snapshot de la POD. À partir de ces échantillons, une approxi-
mation de la matrice de rigidité sous forme séparée pourra alors être calculée
via la méthode des points de référence (RPM) [Capaldo et al., 2014].
■ Application de la PGD géométrique à des problématiques de fabrication type
tolérancement.
■ Introduire unepondération dans la dPGDet en étudier l’influence sur la conver-
gence de la méthode.
■ Application des deux méthodes (maillages universels et transformations géo-
métriques) à des problèmes non-linéaires via, par exemple, le solveur LaTIn.
■ Extension des deux méthodes à des problèmes 3D.
■ Intégration des méthodes développées dans un process d’optimisation com-
plet. Nous nous sommes arrêtés ici à la construction des champs nécessaires à
l’optimisation.
■ Utilisation d’estimateurs d’erreur afin d’obtenir des quantités d’intérêt locales.
En effet, la solution complète est très souvent inutile pour la conception ou l’op-
timisation, seule la valeur de certains champs dans des zones localisées étant
nécessaire.
■ Construction d’un outil d’aide à la décision complet dans le cadre de la concep-
tion prenant en compte des paramètres de tout type : discrets/continus, maté-
riau, géométriques, stochastiques, etc.
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Titre : PGD-Abaques virtuels pour l'optimisation géométrique des structures 
Mots clés : abaque virtuel, réduction de modèle, PGD, variations de géométrie, paramètres discrets 
Résumé : Lors de l'optimisation géométrique de 
structures, un grand nombre d'évaluations de 
champs est nécessaire. L'idée, développée dans 
cette thèse, est la construction efficace et rapide 
d'approximations de ces champs à travers la 
Proper Generalized Decomposition (PGD), une 
méthode de réduction de modèle. Les résultats, 
calculés une fois pour toutes, sont stockés dans 
des abaques virtuels pour une utilisation 
ultérieure dans un processus d'optimisation. Le 
problème considéré est paramétrique et les 
paramètres définissent la géométrie. Ce type de 
problème est particulièrement adapté à la PGD. 
En effet, de nombreux travaux ont traité de la 
résolution de problèmes paramétriques et des 
premières études ont porté, en particulier, sur la 
prise en compte de paramètres géométriques. 
Toutefois, ce qui caractérise nos travaux est 
d'aller vers des outils aptes à traiter des 
  
situations significatives de la complexité des 
problèmes rencontrés au niveau industriel. En 
particulier, l'exploitation de codes éléments finis 
commerciaux est une contrainte majeure. Il a 
été décidé de développer des méthodes 
permettant de traiter des problèmes à 
paramètres géométriques par la PGD, et, en 
partenariat avec AIRBUS Defence & Space, 
d'appliquer ces techniques à un démonstrateur 
industriel présentant une géométrie complexe 
(type splines) et de fortes non-linéarités 
(géométriques, matériaux). Notre démarche a 
été implémentée dans un process industriel 
utilisant des codes éléments finis commerciaux.  
On propose aussi une nouvelle extension de la 
PGD aux paramètres discrets autorisant la prise 
en considération, dans une même résolution, de 
configurations de structures complètement 




Title : PGD-Virtual Charts for shape optimisation of structures 
Keywords: virtual chart, model reduction, PGD, geometry variations, discrete parameters 
Abstract : During shape optimisation of 
structures, numerous evaluations of fiels are 
necessary. The idea, developed in this PhD 
thesis, is the efficient construction of 
approximations of these fiels through the 
Proper Generalized Decomposition (PGD), a 
model reduction technique. The results, 
computed once and for all, are stored in virtual 
charts for a subsequent use into an optimisation 
process. Geometry variations correspond to a 
parametric problem, where the parameters is the 
geometry. This kind of problem is well suited 
for PGD. Many studies dealt with the resolution 
of parametric problems and recent works 
treated, particularly, the introduction of 
geometric parameters. However, our approach 
is to deal with configurations of the complexity  
 
of industrial problems. The use of commercial 
finite elements software is a crucial issue. It was 
decided, in partnership with AIRBUS Defence 
& Space, to develop techniques allowing the 
resolution of geometrically parametrised 
problems thanks to PGD and to apply them to 
an industrial demonstrator. The geometry 
considered is defined by splines and the 
behaviour of the structure is highly non-linear 
(geometric and material non-linearities). The 
approach was implemented into a genuine 
industrial design process using commercial 
finite elements software. The thesis proposed, 
also, a new extension of PGD to discrete 
parameters. It allows to take into account 
completely different configurations (loadings, 
materials, etc.) in the same resolution. 
 
 
 
 
