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Kapittel 1
Innledning
1.1 Overalt - alltid
Internett har gitt oss mulighet til å skaffe oss informasjon fra kilder i hele
verden, men vi har hittil vært vant til at denne tilgangen til Internett bare er
tilgjengelig ved faste aksesspunkter som i hjemmet, på arbeidsplassen, skol-
en, etc. Bærbare datamaskiner har i flere år hatt støtte for trådløst nettverk.
Etter hvert som trådløse håndholdte enheter som mobiltelefoner og PDAer
også får muligheten til å kommunisere via Internett, starter det tradisjon-
elle synet vi har på “Nettet” å endre seg. Allerede i dag finner man såkalte
“IP-soner” på mange store hoteller, flyplasser, togterminaler, universitetsom-
råder og andre offentlig tilgjengelige steder der folk kan tenkes å ønske seg til-
gang til Internett. Disse sonene er basert på den trådløse WLAN-standarden
(IEEE 802.11) og tilbyr trådløs Internettforbindelse for folk med utstyr som
støtter denne. En annen betegnelse på denne teknologien er WiFi (“Wireless
Fidelity”), mens andre igjen bruker ordet 4. generasjon mobilteknologi (sam-
menlignet med UMTS, “Universal Mobile Telecommunication System” som
er 3. generasjon).
Utbredelsen og interessen for slike IP-soner vokser, og eksemplene på det-
te er mange. I USA planlegger for eksempel firmaet Verizon å bygge om New
Yorks 200 000 tradisjonelle telefonkiosker til WLAN-aksesspunkter, som der-
med i praksis vil dekke store deler av byen med IP-soner på inntil 100 meter
radius hver[6]. I tillegg tilbyr også steder som verdens største kaffebarkjede,
Starbucks, og hamburgerkjeden McDonalds trådløst Internett på sine kaféer
mange steder i verden. Prisen ligger for eksempel hos Starbucks i dag på
omlag 10 cent per minutt, mens det andre steder kan være gratis.
Også i Norge dukker det raskt opp nye IP-soner, og det er ikke lenger bare
forbeholdt store hoteller og togterminaler. Fra juni 2003 lanserer Telenor IP-
soner på 300 Statoil bensinstasjoner i Norge, restaurantkjeden Peppes Pizza
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tilbyr gratis IP-sone i sin Nydalen-filial[7], flere havneområder på Østlandet
har allerede dekning for trådløst Internett[8], og det samme gjelder mange
offentlige steder og veier i flere norske byer[9].
På forbrukersiden av markedet har Intel startet utrullingen av sin tekno-
logi for den nye generasjonen bærbart utstyr, “Centrino”[10]. Den har inne-
bygd WLAN-støtte, og skal gjøre det like lett å bruke IP-soner som det er å
bruke mobiltelefonen. Intel samarbeider med både programvare- og maskin-
vareleverandører om dette, og i mars 2003 demonstrerte de Centrino kom-
binert med det norske firmaet Birdsteps implementasjon av mobil IP[11]
(se eget avsnitt om mobil IP). Hittil har WLAN vært relativt strømkreven-
de for håndholdte enheter som PDAer og mobiltelefoner, men det forskes i
disse dager aktivt for å lage mindre energikrevende brikkesett tilpasset sli-
ke enheter[12]. Programvaregiganten Microsoft ser også enorme muligheter i
markedet for håndholdte enheter, og leverer nå både operativsystem og ut-
viklingsverktøy spesielt utformet for slike. Flere andre store aktører tar også
aktivt del i denne utviklingen, og kampen om hvem som får levere program-
varen som er forhåndsinstallert på enhetene tilspisses stadig.
For å gi et bilde på hvordan dette vil kunne bli kan man sammenligne
med den overgangen som har skjedd på telefonifronten, fra kun fasttelefon
til totaldekkende nett for mobiltelefoner. En tilsvarende overgang for data-
nettverk er på trappene, og om noen år vil det trolig være like naturlig å ha
kontinuerlig mobil forbindelse mot Internett som det i dag er å kunne nås på
mobiltelefon overalt. Man regner altså med at det vil være en totaldekkende
infrastruktur basert på trådløse standarder som tilbyr aksess til Internett.
Dermed vil man alltid ha muligheten til å være “på nett”, og en eventuell
kommunikasjon vil kunne holdes i live samtidig som vi flytter på oss, på
samme måte som med mobiltelefonen. Dette kalles ofte “sømløs mobilitet”.
Med et slikt “always-on”-nettverk tilgjengelig vil det trolig også dukke
opp flere og flere lokasjonsavhengige tjenester, der det sentrale er hvor man
er og til hvilken tid. Dette kan for eksempel være å få tilgang til lokale kart
for området man befinner seg i, noe som kan være nyttig i fremmede byer.
Deretter kan man for eksempel få oppgitt nærmeste taxiholdeplass.
Muligheten til å ha kontinuerlig aksess til Internett og en eventuelt sikret
forbindelse til arbeidsplassens intranett vil kunne forandre måten folk arbei-
der på drastisk. Man vil kunne frigjøre seg fra arbeidspulten og kunne ha
med seg et helt arbeidsmiljø hvor man enn er: Alle har muligheten til å være
“på nett” alltid. Intel har beregnet at det i 2006 vil være IP-soner i 42000
byer, og mer enn 30 millioner bærbare PCer vil være klare til å benytte seg
av disse[10].
12
Det er fortsatt en del tekniske utfordringer igjen før disse drømmene kan
realiseres i praksis. Den største ligger kanskje i å tilpasse selve grunnsteinen
i all nettverkskommunikasjon, IP-protokollen som er basert på faste stasjo-
nære nettverkspunkter, slik at den kan støtte mobilitet. Dette er noe det har
vært arbeidet med innen IETF (“Internet Engineering Task Force”) i lengre
tid, og standarden man har kommet fram til kalles mobil IP [13].
Mobil IP er teknologien som skal opprettholde forbindelsene på tvers av
fysiske endepunktsforandringer, og dermed tilby sømløs mobilitet mellom
ulike aksesspunkter og teknologier. Forflytningen blir ikke merkbar for ap-
plikasjoner og høyereliggende protokollag, og mobil IP sørger for at pakker
rutes fram til der den mobile noden for øyeblikket befinner seg. Fordi vi også
er like ved overgangen til neste versjon av IP-protokollen (IPv6), utarbeides
mobil IP parallelt for begge versjoner av IP.
En annen utfordring er å få mobil IP til å virke sammen med
løsninger som støtter sikre forbindelser til et intranett (VPN-løsninger,
“Virtual Private Network”). Andre ting som kommer i kjølvannet av en slik
totaldekkende Internettilgang er behovet for nye og raske måter å autentisere
de mobile brukerne, slik at tilbyderne av disse aksesspunktene har mulighet
til å ta seg betalt for tjenestene.
1.1.1 Kort om mobil IP
Mobiltelefonen har gitt oss full bevegelsesfrihet på den måten at vi kan holde
en samtale eller dataforbindelse gående samtidig som vi forflytter oss geo-
grafisk (og dermed i realiteten bytter tilknytningspunkt til mobilnettet) uten
noen form for merkbare avbrudd i overføringen. Vi kan såkalt fritt “roame”
(vandre) mellom ulike aksesspunkter innenfor mobiltelefonnettet. Man ønsk-
er at også bærbare PCer og andre elektroniske gjenstander med mulighet for
Internettforbindelse skal kunne tas med rundt uten at man må gjenoppret-
te alle forbindelsene sine ved hvert nye tilknytningspunkt. Slik situasjonen
er i dag med bruk av DHCP, “Dynamic Host Configuration Protocol”, er
man nødt til å gjenopprette disse ved hvert slikt bytte. Det man ønsker er
mobilitet der man fritt kan vandre mellom mer eller mindre overlappende
tilknytningspunkter til Internett, og fortsatt opprettholde sine forbindelser
uavhengig av forflytningen.
Det dukker som nevnt stadig opp nye IP-soner som tilbyr Internettfor-
bindelse til folk i området. I tillegg kan man få Internettaksess via mobiltele-
fonnettet (GPRS, UTMS). Da vil etterhvert også behovet for å kunne vandre
sømløst mellom disse ulike aksessteknologiene gjøre seg gjeldende. Man vil
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kanskje ønske å benytte seg av den raske overføringshastigheten WLAN til-
byr så lenge man er innenfor en IP-sone. Når man beveger seg ut av en slik,
vil man automatisk kunne bli flyttet over på for eksempel UMTS. Kommer
man deretter inn i en IP-sone igjen flyttes tilknytningen dit, og så videre. Alt
dette ønsker man skal kunne skje uten at de programforbindelsene brukeren
har trenger å startes på nytt.
For at TCP-forbindelsene i IPv4 skal holdes i live, må IP-adressene til
de to endepunktene i kommunikasjonen holdes uendret. IP-pakker på In-
ternett blir rutet etter mottakeradresse, og dette konseptet er basert på at
mottakeradressen er knyttet til en fast lokasjon. Når en mobil node bytter
tilknytningspunkt til Internett bytter den også IP-adresse. Dermed må tradi-
sjonelt alle forbindelser den mobile noden hadde før adressebyttet opprettes
på nytt.
Mobil IP fungerer på den måten at den mobile noden (MN) opererer med
2 IP-adresser: en statisk hjemmeadresse som den alltid kan bli identifisert
med, og en “care-of-address” (CoA) tilhørende hvert tilknytningspunkt. Som
hovedregel bruker MN alltid sin hjemmeadresse som avsenderadresse i pak-
ker den sender, slik at korresponderende noder ikke merker noe til at den
mobile noden bytter tilknytningspunkt.
Alle pakker tilsendt MN vil på vanlig måte havne på MNs hjemmenett.
Der vil en egen tjenermaskin kalt HA (“Home Agent”) tunnelere disse pakk-
ene videre til MNs nåværende CoA. Mobil IP sørger for registrering av MNs
midlertidige CoA med HA, slik at MN kan motta pakker tilsendt sin faste
hjemmeadresse gjennom tunnelen fra HA.
Det norske firmaet Birdstep Technology[11] har allerede implementert
mobil IP med en VPN-løsning for mobile klienter som støttes av verdens
ledende produsenter av nettverksrutere. En annen ledende tilbyder av IP-
soner i Norge per i dag, WAN Norge, tilbyr også en mobil IP-løsning.
Startskuddet er gått for et mobilt Internett med kontinuerlig dekning.
1.1.2 Kort om multicast
Multicast gir mulighet til å sende data til flere mottakere på en gang uten
at det sendes separate kopier av alle pakkene til hver enkelt mottaker, og
uten å vite unicast-adressen til hver av dem. Multicast forsøker å begrense
kapasiteten (“båndbredden”) trafikken bruker i nettverket ved i det lengste
å holde antall kopier av hver pakke til et minimum. Så lenge mottakerne er
plassert slik at pakkene allikevel skal sendes på en felles link, sendes kun én
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kopi. Deretter lages kopier når det blir nødvendig.
Båndbreddebesparelse er viktig i trådløse omgivelser fordi disse har
en mer begrenset kapasitet enn faste fysiske (“trådbaserte”) forbindelser. I
situasjoner der sistehoppet ut til mottakerne er trådløst, som i for eksempel
IP-soner, vil det være særlig lønnsomt for basestasjonen om det kan sendes
kun ett eksemplar av hver pakke og likevel nå alle mottakerne som er
interessert i disse dataene.
1.1.3 Kort om ulike metoder for multicast i mobil IP-nett
Multicasting i nettverk med mobile noder skaper utfordringer nettopp fordi
nodene er mobile, og multicast-protokollene tradisjonelt er utformet med for-
ventning om at mottakerne er stasjonære. Mye av båndbreddebesparelsene
blir borte når pakker må rutes via HAer før de sendes i separate unicast-
tunneler til mottakere som kanskje allerede befinner seg i samme IP-sone.
I tillegg vil det være en stor belastning på multicast-ruterne når multicast-
trærne må oppdateres hver gang en mobil node forflytter seg mellom ulike
IP-soner.
I standarden for mobil IP er det foreslått to helt forskjellige måter å støtte
multicast i mobil IP-baserte nettverk: Enten via en toveis-tunnel mellom MN
og hjemmenettet (toveis tunnelering), eller ved å bruke multicast-ressurser
direkte på fremmednettet (remote subscription). Begge disse metodene har
vist seg å ha svakheter i forskjellige scenarioer og mange alternative forslag
til endringer og forbedringer har kommet. Et av disse forslagene er “Range
Based Mobile Multicast”, RBMoM[14], som prøver å finne en gyllen middelvei
mellom de to fundamentalt forskjellige metodene.
1.2 Problemstilling
Det er flere uløste utfordringer innen mobil IP og multicast brukt hver for
seg. Når disse to teknologiene skal brukes i kombinasjon blir det ikke enklere.
Med økende bruk av mobile enheter som ønsker å ha trådløs, kontinuerlig
forbindelse til Internett trenger man en teknologi som mobil IP. Den poten-
sielle eksplosjonen i antall slike enheter som etter all sannsynlighet kommer
til å skje, vil gjøre at multicast-prinsippet kan bli en avlastning for både
nettverksrutere og for båndbreddekapasiteten på de trådløse linkene. I til-
legg vil det kunne skape mange nye muligheter for applikasjoner der man
for eksempel ønsker å nå en gruppe mennesker, uten å kjenne IP-adressene
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deres men kanskje heller på grunnlag av lokasjon. For at dette skal kunne
skje må det finnes effektive og skalerbare metoder slik at nettilbyderne kan
få infrastrukturen på plass og applikasjonene kan starte sin utvikling. Det er
dette som vil utgjøre denne hovedoppgavens problemstilling: Finnes det ef-
fektive metoder for multicast-applikasjoner i trådløse nettverk basert på mobil
IP?
Som et eksempel på et scenario som kan utnytte mulighetene for multi-
cast i mobile trådløse omgivelser kan man tenke seg at man ønsker å komme
i kontakt med en gruppe bilister uavhengig av hvem de er, men mer bestemt
av hvor de er, slik at en form for bildeling kan bli aktuelt. Man kan for eks-
empel knytte ulike multicast-adresser til bestemte geografiske områder, via
for eksempel GPS-koordinater, og la brukerne av systemet melde seg inn i
den respektive multicast-gruppen for det området de befinner seg i. Da har
man ved hjelp av disse gruppene mulighet til å komme i kontakt med bilis-
ter som er innenfor et avgrenset område, og dermed kunne få haik. En mer
detaljert scenariobeskrivelse finnes i kapittel 5.
Hovedutfordringene for å få til kontinuerlig, mobil Internettforbindelse for
“alle”, med støtte for multicast-applikasjoner kan oppsummeres slik:
 IP-protokollen, som all Internettkommunikasjon avhenger av er basert
på at maskinene er stasjonære slik at adressene forteller hvor i verden
de befinner seg.
 Mobil IP, en tilleggsprotokoll til IP, sørger for at pakker kommer
fram uavhengig av om de kommuniserende parter er mobile. Dette er
ikke problemfritt med hensyn til allerede eksisterende teknologier som
for eksempel VPN og NAT, og usikkerhet rundt overgangen til neste
versjon av IP-protokollen (IPv6).
 Kommersiell utbygging av IP-soner krever at det er mulig å tjene
penger på det. Av dette følger at det må være mulig å ta betalt for
bruken av disse tjenestene. Til dette trengs det blant annet sikre og
praktisk brukbare metoder å autentisere brukerne på.
 Multicast krever mer funksjonalitet i ruterne og er per i dag lite utbygd.
Særlig mangler gode metoder for multicast mellom ulike domener
(“interdomain multicast”).
 Mobil IP og multicast har nok av utfordringer å bryne seg på hver
for seg. Når de to teknologiene skal benyttes samtidig øker komplek-
siteten og enda nye utfordringer dukker opp. Stadige oppdateringer i
multicast-ruterne på grunn av brukernes mobilitet veid opp mot inef-
fektiv ruting og dermed en høyere belastning av tilgjengelig nettverks-
båndbredde er en av problemstillingene man står overfor.
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1.3 Metode: Sammenligning basert på teori
Jeg har forsøkt, basert på teori, å vurdere tre forskjellige metoder for
multicast i mobil IP-støttede nettverk opp mot hverandre. Til dette formålet
konstruerte jeg et scenario og forsøkte å se hvilke fordeler og ulemper de
forskjellige metodene ville hatt i dette scenarioet. Planen var opprinnelig
å teste disse teoribaserte hypotesene med simuleringsverktøyet “Opnet”,
men på grunn av økonomiske hindringer kunne likevel ikke Institutt for
Informatikk kjøpe de lisensene dette forsøket krevde. For å kunne avslutte
hovedfaget på tilnærmet normert tid valgte jeg å gjøre den ferdig uten disse
simuleringene.
1.4 Viktigste resultater
Av de tre metodene jeg gikk gjennom i denne hovedoppgaven viste toveis
tunnelering seg som den best egnede for mitt scenario, tatt i betraktning
båndbreddebruk, implementasjonskostnader og skalerbarhet ved økende bru-
kermasse.
Da det imidlertid ikke er bygd ut noen infrastruktur som støtter multicast
mellom ulike domener (“interdomain multicast”), vil ingen av disse metodene
la seg realisere i praksis for mitt scenario. Tre alternativer der man ikke er
avhengig av støtte for “interdomain“ multicast ble deretter diskutert. Disse
løsningene baserer seg henholdsvis på en sentral tjenermaskin, et distribuert
system/peer2peer og til slutt interne mekanismer i UMTS-nettet.
1.4.1 Praktiske anvendelser av disse resultatene
Konklusjonene i denne oppgaven vil gjelde for scenarioer der man innenfor
et begrenset geografisk område ønsker å nå en gruppe brukere avhengig
av deres lokasjon, og der datamengdene er relativt små. Så lenge det ikke
finnes noen utbygd infrastruktur for multicast mellom ulike domener, burde
man heller satse på alternative løsninger der andre mekanismer erstatter den
funksjonaliteten multicast-teknologien hadde for områdeinndelingen i dette
scenarioet.
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1.4.2 Teoretiske implikasjoner av disse resultatene
Hvis multicast noen gang skal blir en utbygd del av Internetteknologien
må det utvikles standardiserte metoder for multicast mellom domener
(“interdomain multicast”). En slik teknologi kan bli viktig i fremtidige
scenarioer der større mengder data skal distribueres til mange mobile brukere
på en gang, for eksempel streaming av video.
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Kapittel 2
Mobil IP
2.1 Om mobil IP
Informasjonen i dette kapittelet er stort sett hentet fra IETFs “RFC 3344:
IP Mobility Support for IPv4” [13].
Når man bruker uttrykket “ekte mobilitet” mener man at applikasjonene
kan fungere uavbrutt selv om den mobile noden endrer tilknytningspunkt til
Internett (og dermed IP-adresse). Portabilitet derimot betyr bare at noden
er i stand til å tilegne seg en ny IP-adresse (for eksempel ved hjelp av DHCP)
når den kommer til et nytt tilknytningspunkt, og at pakker deretter må sen-
des til denne nye adressen for å nå den mobile noden. Ved et slikt “hardt”
bytte av IP-adresse er det ikke mulig å holde kommunikasjonen gående med
en korresponderende node der applikasjonen i andre enden ikke vet noe om
at den mobile noden plutselig har byttet adresse. Årsaken til dette er at der-
som transportlagforbindelser (TCP) skal holdes i live, må IP-adressene til de
to endepunktene i kommunikasjonen holdes uendret, slik at IP-adressene og
TCP-portnumrene til begge endepunktene er konstante.
Versjon 4 av IP-protokollen (IPv4) som brukes i dag forutsetter at en
nodes IP-adresse unikt identifiserer nodens tilknytningspunkt til Internett,
da pakker alltid blir rutet etter mottakerens IP-adresse. En IP-adresse som
skal være globalt rutbar hører altså både geografisk og organisatorisk til ett
bestemt nettverk, og alle pakker sendt til den adressen blir rutet mot eier-
nettverket. Derfor må noden befinne seg på det nettverket som IP-adressen
tilsier for at den skal kunne motta pakker.
Den første delen av IP-adressene utgjør det man kaller nettverksdel-
en. Hvis en maskin har adressen 129.240.52.13, betegner 129.240 det au-
tonome systemet (domenet) som eier alle de underliggende IP-adressene
(129.240.xxx.xxx). Universitetet i Oslo eier alle IP-adresser som begynner
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på 129.240, og alle pakker fra Internett tilsendt adresser som har dette nett-
verksnummeret blir rutet mot kant-ruteren (“gateway”) til UiO. Den neste
blokken i adressen skiller ofte de ulike subnettene (fysiske nettverk) innenfor
et domene fra hverandre. I eksempeladressen ovenfor er 52 altså subnettnum-
meret, og betegner et av de fysiske nettverkene i UiO-domenet. Intern ruting
på UiO vil sørge for at pakken når riktig subnett. Det siste tallet 13, er verts-
maskinnummeret, og betegner en spesifikk maskin på dette subnettet. Altså
vil en IP-adresse som begynner med 129.240 alltid bli rutet mot Norge og
Universitetet i Oslo.
For at en node skulle kunne bytte tilknytningspunkt og fortsatt kunne
motta pakker har man tradisjonelt hatt to valg:
1. Enten må noden endre IP-adresse ved hvert tilknytningspunkt.
2. Ellers må node-spesifikke ruter spres til store deler av rutingtabellene
på Internett. Alle Internett-ruterne må altså ha en post i rutingtabel-
len sin for hver enkelt IP-adresse.
Den første metoden gjør det som nevnt tidligere ikke mulig å opprett-
holde høyerelags-forbindelser, mens den andre løsningen ikke er skalerbar i
dagens enorme Internett med millioner av tilkoblede maskiner.
Det man isteden ønsker er ekte mobilitet der man kan “roame” (vandre)
sømløst mellom ulike aksessnett-teknologier (heterogene nett) der protokol-
lagene over det såkalte “mobilitetslaget” ikke merker noe til slike aksessnett-
bytter. På figur 2.1 representerer laget med mobil IP “mobilitetslaget”.
Figur 2.1: Protokoll-stack med mobil IP inkludert.
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Dette mobilitetslaget bør være uavhengig av aksessteknologi og gjøre
det mulig å holde all kommunikasjon gående selv om man bytter fra for
eksempel en Ethernet-forbindelse til en WLAN-forbindelse (IP-sone) til en
GPRS-forbindelse. Mekanismen for å få til slik “ekte mobilitet” er mobil IP.
Protokollen ble påbegynt som RFC 2002 [15] i 1996 av en gruppe innen IETF
(The Internet Engineering Task Force). Siste steg i utviklingen av standard-
en er RFC 3344 [13] som var ferdig sommeren 2002.
Hovedkravene til mobil IP er:
 En mobil node må fortsatt kunne kommunisere med andre noder etter
å ha byttet tilknytningspunkt/aksessnett, via sin faste IP-adresse.
 Allerede eksisterende noder på Internett skal ikke trenge forandringer
av noe slag.
 Det må være en viss sikkerhet inne i bildet.
Mobil IP er ment å ta seg av makromobilitet, det vil si at noden bytter
IP-subnett. Mikromobilitet som det å bytte fra en WLAN-basestasjon til en
annen gjøres raskere og enklere med “handover” på lavereliggende protokoll-
lag (linklaget). Makromobiliteten løses i mobil IP ved at den mobile noden
(MN) opererer med to IP-adresser: en statisk hjemmeadresse som den alltid
kan bli identifisert med, og en “care-of-address” (CoA) tilhørende hvert til-
knytningspunkt. Som hovedregel bruker MN alltid sin hjemmeadresse som
avsenderadresse i pakker den sender.
Mobil IP består av følgende hovedbestanddeler:
 Mobil node (MN): Noden som endrer sitt tilknytningspunkt til
Internett fra et aksessnett/subnett til et annet.
 Hjemmeagent (HA): En ruter på hjemmenettet som kjenner den
mobile nodens CoA. Fanger opp pakker som er adressert til MN, og
tunnelerer dem til MNs CoA.
 Fremmedagent (FA): (Konfigurasjonsavhengig) En ruter som tilbyr
MN lokal aksess og en CoA på det fremmede nettet og formidler MNs
nye tilknytningspunkt (CoA) til HA. Fungerer som endepunktet for
tunnelen fra HA og leverer pakkene til MN. Er også vanligvis default-
ruter for MN.
21
Figur 2.2: Mobil IP sørger for at trafikken kommer fram selv om den mobile
noden ikke befinner seg på hjemmenettet sitt.
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Disse tre komponentene er de eneste som trenger å ha mobil IP implemen-
tert. Som det framkommer senere i teksten kan man gjøre visse optimaliserin-
ger hvis også den korresponderende noden (CN) har mobil IP implementert.
Ordliste for ofte brukte uttrykk i dette kapittelet:
Ruting: Prosessen der pakker fremsendes i retning av sitt endelige bestem-
melsessted, hovedsaklig på bakgrunn av pakkens mottakeradresse.
IP-tunnel: En IP-pakke innkapsles i en ytre IP-pakke, og rutes etter den
ytre mottakeradressen.
Subnett: Et avgrenset fysisk nettverk innenfor et domene (autonomt
system).
MN - Mobil node: Maskinen som bytter tilknytningspunkt til Internett.
HA - Hjemmeagent: Maskin på hjemmenettet som autentiserer MN og
tunnelerer pakker som kommer til MNs hjemmeadresse til CoA.
FA - Fremmedagent: Maskin på fremmednettet som annonserer og enten
tildeler MN en “co-located CoA”, eller fungerer som endepunktet i
tunnelen fra HA og sender pakkene med en linklags-forbindelse til MN.
CN - Korresponderende node: En maskin som MN kommuniserer med.
Hjemmeadressen: Den IP-adressen MN har på hjemmenettet sitt.
Fremmednett: Et nett med støtte for mobil IP der MN tilbys en CoA.
CoA - “Care-of-address”: Endepunktet for tunnelen fra HA mot MN.
CoA er vanligvis IP-adressen til FA, slik at denne er endepunktet for
tunnelen. Dermed kan flere MN dele samme CoA.
Co-located CoA: er når MN fungerer som sin egen FA, det vil si at
den mottar en IP-adresse på fremmednettet via for eksempel DHCP
(Dynamic Host Configuration Protocol), og selv er endepunktet for
tunnelen fra HA. Dermed kan MN fungere i nett som ikke tilbyr FA,
men dette krever at nettet har IP-adresser til utlån.
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2.2 Virkemåten for mobil IP i korte trekk
 HA og FA annonserer sine tilstedeværelser ved jevnlig å sende ut såkalte
agent-annonseringer (“Agent Advertisments”). Eventuelt kan MN selv
sende ut en melding der den ber om å bli tilsendt en slik.
 MN avgjør ut fra disse agent-annonseringene om den er på hjemmenet-
tet eller ikke, eventuelt om den har kommet til et nytt fremmednett.
– Hvis MN fortsatt er på hjemmenettet skjer ingenting, og den
oppfører seg som en stasjonær node.
– Har den kommet tilbake til hjemmenettet sender den en avregist-
reringsmelding til HA slik at HA ikke lenger tunnelerer pakker til
den gamle CoA (se figur 2.3).
Figur 2.3: MN kommer hjem og avregistrerer sin CoA.
– Hvis derimot MN har kommet til et fremmednett, tar den enten i
bruk CoA fra agent-annonseringen fra FA eller skaffer seg en co-
located CoA via for eksempel DHCP. Deretter registrerer den sin
nye CoA hos HA ved å sende en registreringsmelding enten via
FA eller direkte til HA (ved co-located CoA). Når en bekreftelse
kommer tilbake via FA, eventuelt direkte fra HA, er bindingen
mellom MNs hjemmeadresse og CoA gjort (se figur 2.4).
 Når MN befinner seg på et fremmednett blir pakker som er tilsendt
MNs hjemmeadresse fanget opp på hjemmenettet av HA og tunnelert
til MNs CoA, der den blir pakket ut og til slutt levert til MN (se figur
2.5).
 Pakker sendt fra MN sendes direkte med vanlig IP-ruting til CN (se
figur 2.6), med hjemmeadressen som avsender. Eventuelt kan man
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Figur 2.4: Registrering av CoA via FA.
Figur 2.5: MN mottar pakker fra en CN via en tunnel fra HA.
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bruke “revers tunnelering”[16] der MN tunnelerer pakker innom HA
på sin vei mot CN (for eksempel for å forbigå “ingressfiltrering” i
mottakernettverket). Dette kommer jeg tilbake til i avsnitt 2.5.
Figur 2.6: MN sender pakker direkte til CN.
2.3 Mobil IP i detalj
Her kommer en mer detaljert gjennomgang av de forskjellige meldingstypene
og registreringene som må til for at mobil IP skal fungere.
2.3.1 Agent-annonseringer
Dette er pakker som sendes fra både HAer og FAer med jevne mellomrom for
å informere om hvilke tjenester som tilbys på deres subnett. Oppdateringene
sendes til alle maskiner på lokalnettet, eller som begrensede broadcast-pakker
der TTL-feltet (“time-to-live”) er satt til 1. Ved å se på innholdet i disse kan
MN avgjøre om den er på hjemmenettet, har kommet til et fremmednett,
eller om den har byttet fremmednett. Disse pakkene er egentlig standard
ICMP ruter-oppdateringer[17] med tilleggsinformasjon. Hvordan man opp-
når linklags-kontakt i første omgang, er opp til protokollaget under (linkla-
get). MN kan også eksplisitt be om å få tilsendt en agent-annonsering.
FA sender ut agent-annonseringer for å fortelle hvilke CoA den tilbyr.
HA sender ut disse for at MN skal kunne vite når den er tilbake på hjemm-
enettet igjen. Det kreves ingen autentisering av slike agent-annonseringer.
26
Slike agent-annonseringer tilbyr:
 Oppdagelse av mobilitetsagenter (HA/FA).
 Lister en eller flere CoA.
 Informerer om hvilke tjenesteegenskaper (“features”) som tilbys.
(Tunneleringsteknikker (IP-i-IP, GRE), varighet av bindinger etc.)
2.3.2 Registreringsmeldinger
Når MN har oppdaget at den er på et fremmednett ved at den ikke lenger
mottar agent-annonseringer fra sin egen HA, men fra en FA som tilbyr en
CoA, må den registrere denne CoA hos sin HA slik at HA kan fange opp
pakker adressert til MNs hjemmeadresse og tunnelere dem til CoA. Denne
registreringen gjøres ved hjelp av registreringsmeldinger og krever autentise-
ring mellom MN og HA.
Gjennom disse registreringsmeldingene kan man:
 Be HA om å etablere en binding mellom MNs hjemmeadresse og CoA
slik at videresendingstjenesten kan starte.
 Friske opp en eksisterende binding (registrering) som holder på å gå ut
på tid (bindingene er “soft state”, det vil si at de må oppfriskes jevnlig).
 Avregistrere når MN er tilbake på hjemmenettet.
Registreringen skaper en binding hos HA mellom MNs faste IP-adresse
og CoA, og angir en levetid på bindingen. Når det brukes en FA må registrer-
ingsmeldingene gå via denne, slik at den blant annet kan godkjenne levetiden
på registreringen. Ellers registrerer MN co-located CoA direkte med HA.
Registreringsmeldingene inneholder informasjon om:
 MN ønsker flere åpne bindinger.
 Om den vil ha tilsendt broadcast-meldinger fra hjemmenettet.
 Om CoA er co-located eller ikke.
 Hva slags tunnelering som skal brukes.
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 Om man ønsker “revers tunnelering”.
 Levetiden før registreringen må oppfriskes.
 Hjemmeadressen til MN.
 Adressen til HA.
 Tilgjengelige CoA.
 Et eget felt for å sikre at meldingen er nylaget. Dette forhindrer at
uvedkommende fanger opp en gyldig registreringsmelding og sender
den på nytt, også kjent som “replay-angrep”.
 Til slutt minst ett autentiseringstillegg (for å autentisere MN og HA
overfor hverandre).
I tillegg kan disse meldingene brukes til å:
 Finne MNs hjemmeadresse (via NAI, “Network Access Identifier”[18]).
 Finne HAs IP-adresse.
 Holde flere bindinger åpne slik at kopier av hver pakke kommer til hver
CoA, avregistrere en av dem etc.
Registrering av co-located CoA direkte med HA: (figur 2.7)
 MN sender en registreringsmelding til sin HA. Avsenderadressen er satt
lik co-located CoA.
 HA sender et registrerings-svar tilbake til MN (adressert til co-located
CoA) med info om den godkjente forespørselen eller ikke.
Figur 2.7: Registrering av co-located CoA direkte med HA.
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Registrering av CoA via FA: (figur 2.8)
 MN sender en registreringsmelding til FA.
 FA prosesserer meldingen og videresender den til HA.
 HA sender et registrerings-svar tilbake til FA med info om den
godkjente forespørselen eller ikke.
 FA prosesserer og meldingen og sender den til MN.
Figur 2.8: Registrering av CoA via FA.
Både registreringsmeldinger direkte til HA og via FA bruker UDP-port
434.
Hvis levetidsfeltet (TTL) er satt til 0 og CoA er identisk med
hjemmeadressen til MN, går HA ut fra at MN er tilbake på hjemmenettet
og sletter alle bindinger for denne noden. Hvis levetiden er 0 men CoA ikke
lik hjemmeadressen til MN, slettes bare bindingen for denne CoA.
Autentisering av registreringsmeldingene
I mobil IPv4 kreves det at HA og MN skjønner autentiseringsalgoritmen
HMAC-MD5 med en 128 bits hemmelig nøkkel. I tillegg brukes et
tidsstempel, eventuelt et tilfeldig tall for å hindre “replay-angrep”. Det kreves
bare autentisering mellom MN og HA. FA trenger ikke bli autentisert.
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2.3.3 Hvordan selve rutingen av pakker skjer etter en
vellykket registrering hos HA.
Når bindingen er satt opp og alt er klart, må HA sørge for at den får tak
i alle pakker som er adressert til MN. Det gjøres ved at den først sender
ut en såkalt “gratiutous ARP” til alle nodene på hjemmenettet som gjør at
disse oppdaterer sitt ARP-minne med at hjemmeadressen til MN skal til-
svare linklag-adressen (MAC-adressen) til HA. ARP (“Address Resolution
Protocol”) er protokollen som oversetter mellom IP-adresser og Ethernet-
adresser (linklaget). Etter dette vil alle pakker adressert til MNs IP-adresse
bli levert til HAs linklag-adresse og deretter tunnelert til MNs CoA. HA
fungerer altså som en slags “proxy-ARP” for MN på lokalnettet helt til den
kommer hjem igjen, og HA sender en ny “gratiutous ARP” for å sette alt
tilbake til normalen (se figur 2.9).
Figur 2.9: Figuren viser registrering av CoA, tunnelering og avregistrering.
Ved broadcast:
Hvis MN ba om det i registreringsmeldingen skal HA videresende broadcast-
pakker som kommer på hjemmenettet. Hvis MN bruker en co-located CoA,
tunneleres pakkene på vanlig måte til CoA. Hvis ikke må HA først kapsle
inn broadcast-pakken i en ytre pakke adressert til hjemmeadressen til MN
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(så FA skal vite hvem som skal ha pakken), og så tunnelere denne til CoA
(som er FAs IP-adresse). Altså en dobbelt innkapsling.
Ved multicast:
For å kunne motta multicast-pakker kan MN enten gå utenom HA og slut-
te seg til multicast-grupper via en lokal multicast-ruter på fremmednettet
og motta direkte fra denne (“remote subscription”). Eventuelt kan MN både
slutte seg til grupper og motta pakker gjennom en tunnel fra HA (toveis tun-
nelering). I det siste tilfellet forutsettes det at HA også er en multicast-ruter,
og multicast-pakkene fra HA må innkapsles på samme måte som broadcast-
pakker (dobbelt).
Hvis MN også ønsker å sende data til en multicast-gruppe kan den enten
sende direkte til multicast-ruteren på fremmednettet, eller den kan sende
via tunnel til HA, forutsatt at HA er en multicast-ruter. Fordi det normalt
sjekkes at avsenderadressen på multicast-pakker topologisk korrekt, må MN
ha en co-located CoA for å kunne sende direkte på fremmednettet. Hvis den
tunnelerer til HA bruker den hjemmeadressen sin som avsenderadresse på
både den indre multicast-pakken og den ytre pakken. Dette blir nærmere
forklart i kapittel 4.
Ved mobile rutere:
I situasjoner der FA selv også er mobil innkapsles pakkene to ganger som i
eksempelet under: (Se figur 2.10)
MN er registrert hos sin HA med en CoA som er en FA om bord i et
fly. Denne FA bruker også mobil IP til å holde forbindelsene sine oppe etter
hvert som flyet beveger seg, og er registrert hos sin HA med en CoA som er
en bakkebasert FA der flyet for tiden befinner seg.
Pakker fra CN til MN blir da først rutet til MNs hjemmenett der den-
nes HA tunnelerer den videre mot MNs CoA (FA ombord i flyet). Pakken
havner deretter hos flyselskapets hovedkvarter der HA til FA ombord i flyet
innkapsler den på nytt og tunnelerer den til flyets CoA (som er den bakke-
baserte FA der flyet befinner seg). Denne bakkebaserte FA pakker ut pakken
og finner den indre adressert til MNs CoA, og sender den via radiolink opp
til FA ombord i flyet, som igjen pakker ut og finner den innerste pakken fra
CN adressert til MN og leverer den til MN.
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Figur 2.10: Når FA også er mobil innkapsles pakkene dobbelt.
2.4 Ruteoptimering
Normalt sender alltid CN pakkene til MNs hjemmeadresse. Deretter blir de
tunnelert til CoA. MN sender derimot normalt sine pakker direkte til CN
(med hjemmeadressen sin som avsender). Dette kalles triangel-ruting fordi
pakkene i kommunikasjonen fra MN til CN gjerne tar helt forskjellig vei enn
fra CN til MN (se figur 2.11). Dette kan være ineffektivt når for eksempel
MN befinner seg på et fremmednett i nærheten av CN, og dette fremmed-
nettet er langt fra MNs hjemmenett. Da må pakkene fra CN til MN rutes
tvers gjennom hele Internett til HA, og så tilbake igjen til fremmednettet.
Dette kan løses ved ruteoptimering. Det vil si at HA sender en
“bindingsmelding” til CN (som må skjønne mobil IP) som forteller at MN
nå befinner seg på en CoA. Deretter kan CN selv tunnelere pakkene rett til
CoA, istedenfor å sende dem innom HA (se figur 2.12).
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Figur 2.11: Triangel-ruting.
Figur 2.12: Med ruteoptimalisering.
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2.5 Revers tunnelering i mobil IP
Når rutingen av pakker er avhengig av avsenders IP-adresse, ikke bare mot-
takers som er det normale, kan man bruke “revers tunnelering”[16]. En revers
tunnel er i denne sammenhengen en tunnel som starter ved MNs CoA og en-
der ved HA (se figur 2.13). Altså tunneleres pakkene fra MN innom HA på
sin vei mot den korresponderende noden. Når HA så pakker ut og sender den
indre pakken videre fra hjemmenettet har denne en topologisk riktig avsen-
deradresse (MNs hjemmeadresse). Dette kan blant annet brukes til å komme
forbi rutere som foretar filtrering av innkommende pakker (ingressfiltrering)
nettopp på bakgrunn av topologisk riktige avsenderadresser. I løsningen av
NAT-problemet i avsnitt 2.6.1 brukes også revers tunnelering. Det samme
gjelder når MN skal sende multicast-pakker og ikke har en co-located CoA
(toveis tunnelering).
Figur 2.13: Revers tunnelering.
Dersom MN ikke har en offentlig rutbar hjemmeadresse vil den måtte
bruke revers tunnelering hvis fremmednettet foretar ingress filtrering og for-
langer offentlig rutbare avsenderadresser. Med hjemmeadresse fra et privat
adresserom er det også teoretisk mulig at flere MN med samme private hjem-
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meadresse er knyttet til samme FA. For at denne FA da skal vite hvilken MN
en pakke tilsendt fra en HA skal til, må den sjekke både mottakeradressen
(den private) og avsenderadressen (HA). På samme måte må FA sjekke MNs
linklag-adresse i tillegg til MNs private avsenderadresse før den kan sende til
riktig HA.
Sikkerhetsmessig bør HA sjekke at den virkelig har en registrert
binding for en CoA lik den ytre pakkens avsenderadresse, slik at ikke
en MN med uærlige hensikter kaprer en eksisterende tunnel og sender
pakker via den for å forbigå ingressfiltrering i et mottakernett. For å
hindre at en uærlig MN omdirigerer en eksisterende tunnel til en annen
samarbeidende HA bør man bruke de ikke-påkrevde MN-FA og FA-HA
autentiserings-utvidelsene (“extensions”) som mobil IP definerer. Hvis ikke
disse sikkerhetsassosiasjonene finnes, må MN sette TTL-feltet (time-to-live)
til 255 på registreringsmeldingene for å sikre seg mot at en MN lenger enn ett
hopp unna FA kan sende falske registreringsforespørsler (ved at FA sjekker
TTL-feltet).
2.6 Ulike problemer med mobil IP
2.6.1 Problemet med NAT, og en tilhørende løsning[1]
Mobil IP er ikke uten videre kompatibel med NAT - “Network Address
Translation”[19], som brukes i IPv4 for å bøte på det snart oppbrukte adres-
serommet. NAT-tjeneren fungerer ved å oversette IP-adressene på alle inn-
kommende og utgående IP-pakker slik at mange vertsnoder innenfor NAT-
tjeneren kan bruke IP-adresser fra et privat adresserom, mens bare NAT-
tjeneren har en offentlig rutbar IP-adresse ut mot andre nettverk.
Problemer oppstår når MN, eventuelt FA befinner seg bak en NAT-
tjener, altså at CoA tas fra et privat adresserom. En NAT-tjener trenger
faste portnumre på pakkene sendt utenfra for å kunne gjøre oversettingen
fra en offentlig til en privat adresse, slik at den havner hos riktig node på
innsiden. De IP-i-IP tunnelerte pakkene fra HA har ingen portnumre på sine
ytre pakkehoder, og det er dermed umulig for NAT-tjeneren å vite hvem de
skal til.
Løsningen på dette kan være å legge inn et UDP-pakkehode i mellom de
to IP-pakkehodene. Dette kalles mobil IP UDP-tunnelering.
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Slik fungerer det: (se figur 2.14)
Registreringsmeldingene (forespørsel og svar) med et nytt tillegg som fortel-
ler HA at avsender (MN eller FA) er i stand til å bruke UDP-tunnelering
går gjennom NAT-tjeneren på vanlig NAT-måte, fordi de ikke er tunnelert.
HA ser at CoA ikke er lik avsenderadressen på registreringsmeldingen (som
er NAT-tjenerens IP-adresse), og går da ut i fra at MN befinner seg bak en
NAT. NAT-tjeneren beholder oversettelsestabellen (“mappingen”) en viss tid
(noen få minutter), og så lenge man bruker de samme portnumrene i UDP-
pakkehodene som på registreringsmeldingene, kommer pakkene gjennom til
riktig mottaker.
For å sikre at oversettelsestabellen i NAT-tjeneren ikke går ut på tid,
må MN (ved co-located CoA) eller FA sørge for å sende “gjenoppfrisknings-
meldinger” jevnlig. Dette er egentlig vanlige registreringsmeldinger som sen-
des til HA. Eventuelt kan man tunnelere “ICMP echo”-meldinger til HA, som
krever mindre prosessering.
For at det ikke skal se ut som pakkene til CN kommer fra NAT-tjeneren,
brukes revers tunnelering til HA, som pakker ut og videresender til CN. Noen
NAT tjenere er derimot så smarte at de lar være å oversette offentlige avsen-
deradresser (MNs hjemmeadresse), slik at man slipper revers tunneleringen.
Slik blir det etter at registreringen er foretatt:
 Pakker revers-tunnelert fra MN bruker samme avsenderport som re-
gistreringsmeldingen. Destinasjonsporten er 434. Pakkene er adressert
til HAs IP-adresse.
 Pakker tunnelert fra HA bruker samme destinasjonsport som den mot-
tok registreringsmeldingen fra. (den porten NAT-tjeneren bruker for
denne “mappingen”). Avsenderporten er 434. Pakkene er adressert til
NAT-tjenerens IP-adresse.
For NAT-tjeneren ser altså de tunnelerte pakkene ut som vanlige UDP-
pakker. Eneste endringen som trengs i agent-annonseringene er et flagg-bit
som forteller at FA er bak en NAT og støtter mobil IP UDP-tunnelering.
Bindingstida hos HA burde settes kortere enn vanlig (for eksempel til 60
sekunder) i tilfelle NAT-tjeneren slår seg av og på (“booter”), eller av en eller
annen grunn begynner å bruke andre portnumre. HA vil da ikke gjenkjenne
disse pakkene. Eventuelt merker ikke MN at den forflytter seg til en annen
NAT-tjener fordi den tilfeldigvis får samme private CoA som ved forrige.
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Figur 2.14: Når MN (og FA) befinner seg bak en NAT-tjener.
Sikkerhetsproblemer med NAT-løsningen:
Vanligvis brukes CoA i registreringsmeldingen, som er beskyttet av et auten-
tiseringstillegg, direkte av HA til å sende pakker til MN. I tilfellet med
NAT-tjener blir den effektive CoA sett fra HAs side avsenderadressen til
NAT-tjeneren. Denne er ikke beskyttet av noen autentiseringsmekanismer,
men bare tatt fra avsenderadressen til registreringsmeldingen. Dermed kan
angripere fange opp en registreringsmelding, late som de er NAT-tjenere og
forandre avsenderadressen, og dermed sette opp en falsk mobilitetsbinding
hos HA. Deretter kan angriperen motta trafikken ment for MN og utgi seg
for å være MN. Eventuelt kan den styre all trafikken til en annen node og
forårsake et “Denial-of-Service”-angrep der. For å begrense varigheten av et
slikt angrep bør man bruke en kort bindingstid.
IPSEC (Protokoll for sikkerhet i IP-kommunikasjon) kan brukes til å
kryptere pakkene slik at de ikke kan leses av angriperen, men kan ikke hindre
et omdirigeringsangrep som nevnt over. Ellers fungerer IPSEC som normalt
gjennom en NAT-tjener.
2.6.2 Problemet med VPN (“Virtual Private Network”) og
FA[2]
Etter hvert vil det sannsynligvis bli et ønske om at mobile brukere kan opp-
rettholde sine VPN-beskyttede forbindelser til sitt hjemmenett (for eksempel
et firmas intranett) når de befinner seg på et fremmednett. Figur 2.15 viser
situasjonen som ofte vil bli aktuell der hele intranettet til en bedrift (inklu-
dert HA) er beskyttet av en VPN-tjener, og MN befinner seg på utsiden[2].
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Figur 2.15: Situasjon der hele intranettet til en bedrift er beskyttet av VPN-
tjener, og MN befinner seg på utsiden.
Hvis MN har en co-located CoA oppretter man en IPSEC-tunnel fra MN
til VPN-tjeneren på hjemmenettet, og gjennom denne VPN-tunnelen oppret-
tes mobile IP-tunnelen til HA på vanlig måte. IPSEC-tunnelen må riktignok
også fornyes hver gang man bytter CoA, og dette kan skape ytelsesproblemer
for sanntidsapplikasjoner[2].
Det største problemet blir allikevel når en FA er involvert (altså ved ikke
co-located CoA). MN vil da ikke kunne registrere sin CoA med HA uten
først å gå gjennom IPSEC-tunnelen til VPN-tjeneren, men FA vil ikke kun-
ne prosessere registreringsmeldingen når den går kryptert i en IPSEC-tunnel
mellom MN og VPN-tjeneren. Alternativet blir her at IPSEC-tunnelen opp-
rettes mellom FA og VPN-tjeneren, som igjen krever at FA har en sikker-
hetsassosiasjon med VPN-tjeneren. Det er lite sannsynlig at en slik sikker-
hetsassosiasjon vil eksistere mellom et firmas VPN-tjener og en tilfeldig In-
ternettilbyders FA[2].
I mobil IP for neste versjon av IP-protokollen (mobil IPv6) er det alltid
co-located CoA slik at det bare er ytelsesproblemet som gjør seg gjeldende.
2.6.3 “Authentication, Authorisation and Accounting”
(AAA) for mobil IP
I mange sammenhenger med mobil IP vil eierne av fremmednettet trenge å
kunne autentisere MN slik at de kan ta seg betalt for tjenesten. En felles-
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betegnelse på slik funksjonalitet kalles autentisering, autorisering og takser-
ing (“accounting”).
Den vanligste AAA-protokollen i dag er “Radius” eller dennes arvtager
“Diameter”. I en AAA-infrastruktur er det to viktige bestanddeler: AAA-
tjeneren på fremmednettet (AAAF) og AAA-tjeneren på hjemmenettet til
MN (AAAH). Minimum av informasjon MN må være utstyrt med er sin NAI
(“Network Access Identifier”) som er på formen brukernavn@domene, og en
eller annen hemmelighet (i praksis et digitalt sertifikat) den kan bruke for å
autentisere seg overfor sin AAAH[18].
Figur 2.16: AAA for mobil IP. Tallene betegner de ulike trinnene.
Når MN skal registrere sin CoA fra fremmednettet sender den et AAA-
tillegg[20] med registreringsmeldingen til FA (se figur 2.16). FA sender AAA-
tillegget videre til sin AAAF, som igjen kontakter MNs AAAH for en auten-
tisering av MN og dermed autorisasjon til å gjøre taksering av MNs ressurs-
bruk.
Eventuelt kan det benyttes en “tredjeparts-megler” mellom AAAF og
AAAH slik at sikkerhetsassosiasjonene bare trengs til megleren, og ikke
mellom alle nettene. Dette er en mer skalerbar løsning[21]. Hvis nødvendig
kan også AAAH sette opp for eksempel brannmuren på hjemmenettet til å
åpne for innkommende pakker fra FA, MNs CoA, ulike tunneleringsteknikker
og pakker adressert til HA. Med andre ord det som trengs for at mobil IP-
trafikk skal komme gjennom en slik brannmur. Når FA mottar melding fra
sin AAAF om at MN er autentisert fortsetter den med vanlig mobil IP-
registrering mot HA.
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2.7 Mobil IPv6 [3]
Den kommende versjonen av IP-protokollen er IPv6. Mobil IPv6 utvikles
parallelt med IPv6 og tar dermed nytte av de erfaringer man gjør både med
IPv6 og mobil IPv4. Protokollen vil være en integrert del av IPv6[3].
Da funksjonaliteten er temmelig lik som i mobil IPv4 nøyer jeg meg med
å nevne de viktigste forskjellene mellom mobil IPv6 og mobil IPv4:
 Det som i mobil IPv4 kalles ruteoptimering er innebygd som standard-
mekanisme i mobil IPv6. Alle noder i et IPv6-nett har støtte for dette.
Det betyr at man slipper triangel-rutingen ved at CN kan sende pakk-
ene direkte til MNs CoA, istedenfor at de havner på MNs hjemmenett
og må tunneleres av HA.
Denne ruteoptimeringen er laget slik at den fungerer sammen
med rutere som foretar ingressfiltrering. MN bruker sin CoA som
avsenderadresse i pakkene den sender til CN, slik at de kommer
gjennom ingressruteren. Hjemmeadressen ligger inne i pakken som en
såkalt “home address destination option” som byttes med CoA slik
at protokollagene over IP-laget bare ser hjemmeadressen. Alle noder
i et IPv6-nett må kunne prosessere en slik “home address destination
option”.
 Ved å bruke CoA som avsenderadresse forenkles også rutingen av
multicast-pakker sendt fra MN. I mobil IPv4 måtte MN tunnelere
multicast-pakker til HA for å kunne bruke hjemmeadressen sin som
avsenderadresse. I mobil IPv6 brukes “home address destination
option” i stedet.
 Fremmedagenter FA, er ikke lenger nødvendig, fordi MN bruker IPv6-
egenskaper som “nabo-oppdagelse” og “automatisk adressekonfigura-
sjon” for å skaffe seg en co-located CoA. I mobil IPv6 er alle CoA
co-located.
 Mekanismene i mobil IPv6 som skal oppdage når en node har flyttet
på seg støtter bekreftelse (“acking”) av mottatte pakker begge veier, fra
MN til ruteren og fra ruteren til MN, i motsetning til i mobil IPv4 der
bare pakkene fra ruter til MN ble bekreftet. Dette kan være nyttig i
trådløse omgivelser der MN selv kan merke at den har en dårlig “uplink-
forbindelse” til ruteren sin, og kan prøve å finne en annen og skaffe seg
en ny CoA.
 De fleste pakkene sendt til MN når den er på et fremmednett bruker en
egen “IPv6 Routing Header” istedenfor IP-i-IP innkapsling som i mobil
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IPv4, og kan dermed sendes direkte til MNs CoA. Dette gir mindre
“overhead” enn i mobil IPv4 der man alltid måtte tunnelere pakkene.
Pakker som allikevel havner på hjemmenettet (ved at for eksempel CN
er initiator for kommunikasjonen) blir derimot tunnelert fra HA til
MN, og en “bindingsmelding” blir automatisk sendt til CN slik at den
neste gang kan unngå tunnelering.
 Når MN ikke er på hjemmenettet bruker HA “nabo-oppdagelse”
istedenfor ARP for å fange opp pakker adressert til MN. Dette er mer
robust og skiller mobil IP fra linklag-funksjonene, som ARP er.
 MN kan selv velge intervallet den synes er passe mellom hver gang den
bør motta en “Router Advertisment” (tilsvarer agent-annonseringen i
mobil IPv4), slik at den kan finne ut når den ikke lenger har kontakt
med ruteren sin.
 Mobil IPv6 har en egen måte å verifisere at en MN virkelig er i stand
til å motta pakker på hjemmeadressen og en gitt CoA. Dermed kan CN
verifisere ektheten til “bindingsmeldinger” den mottar. Man ønsker at
denne mekanismen kan bli enkel nok til at ruteoptimering kan brukes
på global skala mellom alle MN og CN.
2.8 UMTS og mobil IP [4][5]
UMTS (“Universal Mobile Telecommunication System”) er 3. generasjon mo-
biltelefonnettverk, og anvendelsen av IP i UMTS-nettverket er økende for
hver ny utgave som kommer i årene fremover. Alle UMTS-telefoner vil måtte
implementere IPv6 for å kunne aksessere multimediainnhold. Mange mener
derfor det vil være mobiltelefonindustrien som kommer til å fremtvinge inn-
føringen av IPv6. Både UMTS og amerikanske CDMA2000 vil bruke IPv6
internt.
I IPv6 er adressene 128 bits lange, i motsetning til i IPv4 som bruker 32
bits. Dermed er adresserommet i IPv6 stort nok til at alle mobiltelefoner og
alle andre tenklige elektroniske gjenstander kan ha sin egen faste IP-adresse.
Mobil IP vil ta seg av mobilitet mellom ulike GSN (“GPRS Support No-
de”) som igjen styrer et antall basestasjoner, se figur 2.17. Når det gjelder
mobilitet lenger ut i UMTS-nettet (i UTRAN) kreves det her en egen spesial-
tilpasset mekanisme, da mobil IP ikke egner seg for så raske oppdateringer
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som mobiltelefoni forutsetter. Det er flere forslag til hvordan man skal ta seg
av denne formen for mikromobilitet, og et av dem er “Cellulær IP”.
Figur 2.17: UMTS infrastruktur.
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Kapittel 3
IP Multicast
3.1 Historisk
Vanlige TCP-forbindelser i et nettverk er en-til-en forbindelser (unicast). En
pakke er adressert til en IP-adresse som unikt identifiserer mottakermaski-
nen, en unicast-adresse. I de fleste sammenhenger er dette det man ønsker,
men i situasjoner der en avsender skal sende samme data til mange mot-
takere på en gang kan det være sløsing med nettverksbåndbredden å åpne
en TCP-forbindelse til hver enkelt mottaker. I tillegg belaster det avsender-
maskinen unødig. Det kan også tenkes at man ønsker å sende trafikk til en
vilkårlig gruppe av maskiner uavhengig av deres IP-adresser.
Når n mottakere alle befinner seg på fysisk samme lokalnett og bruker
vanlig IP-ruting, må n kopier av samme data sendes adressert til hver enkelt
av dem. N kopier av samme data må altså gå på samme link og passere gjen-
nom samme ruter. Hvis for eksempel dette var en videooverføring der 100
ulike mottakere skulle se den samme filmen, ville det kunne bli en flaskehals
hvis disse 100 kopiene av datastrømmen måtte gå gjennom samme kabel for
å nå mottakerne. Se figur 3.1.
Hvis man kunne legge inn funksjonalitet i ruterne som gjorde at mak-
simum én kopi av hver datapakke ble sendt ut på samme link, ville dette
kunne være besparende for nettverksbåndbredden. Avhengig av hvor de uli-
ke mottakerne befinner seg ville en slik løsning være mer eller mindre effek-
tiv. I tillegg ville man da få muligheten til å nå mange mottakere uten å
vite unicast-adressen til hver av dem. Dette var motivasjonen bak multicas-
ting, altså muligheten for å ha en-til-mange forbindelser (eventuelt mange-
til-mange) i et nettverk. Sagt på en annen måte er multicasting nettverkets
evne til å motta en melding fra én avsender, og levere flere kopier av den til
ulike mottakere på forskjellige lokasjoner[22].
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Figur 3.1: Med og uten multicast-støtte.
De første idéene om IP multicast kom allerede i 1988[23], og i 1992 gjorde
man første offisielle storskala multicast-eksperiment der man overførte lyden
fra et møte i IETF[24]. Dette ble mulig med oppbyggingen av “The Multicast
Backbone”, MBone. Dette var et virtuelt nettverk med flat topologi bygget
oppå det eksisterende Internettet ved at egne multicast-rutere tunnelerte
multicast-pakkene mellom seg. Dermed fikk man dekket hele Internett, selv
om pakkene måtte passere domener uten støtte for multicast. Multicast-
protokollen som ble brukt var DVMRP (“Distance Vector Multicast Routing
Protocol”). En slik flat topologi skalerer dårlig med økende størrelse, og
MBone ble etter hvert mindre og mindre håndterlig og i 1998 kollapset hele
MBone. Etter dette har det vært jobbet mye med å lage gode protokoller for
multicast mellom ulike domener (“interdomain multicast”).
3.2 Multicast-trær
For å forstå hvordan multicast-trafikk blir rutet i et nettverk må man først
vite hva en graf og et tre er. Figur 3.2 viser en graf med noder og kanter.
Nodene i en slik graf kan tilsvare en maskin, mens kantene er datalinjene
pakkene kan overføres på mellom maskinene. Et tre er i denne sammenhen-
gen en del av denne grafen der det kun er én vei mellom hver node (ingen
løkker). Hvis man skulle lage et tre med de mørke nodene fra grafen i figur
3.2, kunne det bli seende ut som for eksempel treet i figur 3.3. Hvilke av
kantene fra grafen vi ønsker å bruke i treet er avhengig av “vekten” til de
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ulike kantene. Med vekten til en kant mener man for eksempel båndbredden
eller forsinkelsen til datalinjen som kanten representerer. Man vekter altså
alle kantene i en graf etter for eksempel hvor lang forsinkelse de har slik at
en lavvektskant er å foretrekke fremfor en tregere med høyere vekt.
Figur 3.2: Et nettverk representert som en graf.
Figur 3.3: Et tre fra grafen i figur 3.2.
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Hvis vi nå tenker oss at de mørke nodene i grafen G på figur 3.2 ønsk-
er å kommunisere som en multicast-gruppe M må det genereres et tre som
spenner over disse nodene. I unicast-trafikk (en-til-en forbindelser) forsøker
ruting-algoritmene å finne korteste vei fra en node til en annen i nettverket,
basert på minimumvekt, slik at pakker sendes langs denne ruta. Tilsvaren-
de er det for multicast der multicast ruting-algoritmene forsøker å finne et
korteste-vei tre T i grafen G slik at T spenner over alle nodene i multicast-
gruppe M. Et slikt tre kalles et multicast-tre[22] (se figur 3.3). Pakker til en
multicast-gruppe spres til alle nodene i treet for denne gruppen. I praksis
er nodene i treet egne multicast-rutere, og når ikke annet er nevnt videre
i kapittelet, menes med betegnelsene “avsender” og “mottaker” den lokale
multicast-ruteren for en vertsnode.
Multicast-kommunikasjon deles gjerne inn i to typer:[22]
 Kildespesifikk (“source-specific”): Bare én node i multicast-gruppen
sender data til gruppen. De andre bare mottar.
 Gruppedelt (“group-shared”): Alle nodene i multicast-gruppen både
sender og mottar data fra en gruppe.
På samme måte finnes det også to kategorier for multicast-trær:
 Kildespesifikke trær (“shortest-path/source specific”): de som er opti-
malisert for kildespesifikk multicast-kommunikasjon.
 Gruppedelte trær (“center-based/group-shared”): de som er optimali-
sert for gruppedelt multicast-kommunikasjon.
De forskjellige multicast ruting-protokollene bruker forskjellig typer trær
og er dermed optimalisert for forskjellige applikasjonsscenarioer. Felles for de
fleste er at de er avhengig av den underliggende unicast ruting-protokollen
(for eksempel IP) for selve punkt-til-punkt rutingen av pakker mellom
ruterne i et tre.
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3.3 Multicast-protokoller og virkemåter
Fra adresserommet i IPv4 er det satt av et adresseområde for multicast-
adresser, såkalt klasse D. Dette adresserommet dekker 224.0.0.0 -
239.255.255.255. En multicast-gruppe representeres dermed med en IP-
adresse fra dette adresseområdet.
Dynamiske multicast-protokoller baserer seg på at de ulike vertsnodene
melder seg inn i en multicast-gruppe ved å sende en såkalt “join-melding”
til sin nærmeste multicast-ruter med informasjon om hvilken gruppe han
vil motta trafikk fra (se figur 3.4). Multicast-ruteren sørger etter dette for
å bli en del av multicast-treet for denne gruppen, og holder orden på hvil-
ke vertsnoder på lokalnettet som er medlemmer. En vertsnode trenger ikke
være medlem av en gruppe for å sende til den, men for å motta pakker må
vertsnoden være medlem slik at den lokale multicast-ruteren er en del av
multicast-treet for denne gruppen, og dermed mottar pakker som den kan
levere til vertsnoden.
Når en vertsnode sender en pakke adressert til en multicast-adresse til
sin nærmeste multicast-ruter, vil pakken sendes til en ruter som er en del av
multicast-treet for denne gruppen og deretter følge dette treet og havne hos
alle medlemmene. Det siste steget i leveringen fra lokal multicast-ruter til en
eller flere vertsnoder på samme lokalnett (LAN), skjer ved hjelp av linklags
multicast[25].
For å kunne utføre IP-multicasting på Internett brukes tre typer
protokoller:[22]
1. En protokoll som vertsnodene bruker for at de skal kunne melde seg
inn og ut av multicast-grupper via multicast-ruteren på lokalnettet
(join-meldinger). For eksempel IGMP (Internet Group Management
Protocol).
2. En protokoll som lar multicast-ruterne innen et autonomt system
(domene) kommunisere med hverandre. Disse betegnes som MIGP
- “Multicast Interior Gateway Protocols”. For eksempel DVMRP og
MOSPF (baserer seg på kildespesifikke trær) eller CBT (gruppedelt
tre) og PIM (kan bruke både gruppedelt og kildespesifikke trær.
3. Til slutt trengs en protokoll for at kant-ruterne i hvert domene kan
snakke med hverandre slik at man kan få multicast på tvers av
domenene (“interdomain multicast”). For eksempel BGMP (“Border
Gateway Multicast Protocol”).
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Figur 3.4: En vertsnode melder seg på og av en multicast-gruppe.
3.3.1 MIGP-protokoller basert på kildespesifikke trær
Av de nevnte MIGP-protokollene er DVMRP, MOSPF og PIM-DM såkalte
“dense-mode”-protokoller. Trærne er kildespesifikke, korteste-vei trær fra
avsendere til mottakere. Dette kan være effektivt i grupper med liten
geografisk utstrekning (“dense”) og få kilder, og der høy datarate kreves,
for eksempel “streaming” av video[22]. Ulempene med disse protokollene er
at det er ett tre per avsender (kildespesifikt), og multicast-ruterne må ha
tilstandsinformasjon om hver avsender i hver gruppe. Dette skalerer dårlig i
grupper med mange avsendere[22].
3.3.2 MIGP-protokoller basert på gruppedelte trær
CBT (Core Based Tree) og PIM-SM er “sparse mode”-protokoller mer egnet
for grupper der medlemmene er spredt over store avstander (“sparse”), eller
med mange avsendere innen et lite område, der kravene til datarate er
lave. I “sparse mode”-protokollene er det bare ett tre per multicast-gruppe
(gruppedelt), men i motsetning til protokollene basert på kildespesifikke trær
tar ikke nødvendigvis pakkene korteste vei til mottakerne[24]. Fordelen er at
det er mindre krevende for ruterne og nettverket å bygge og vedlikeholde bare
ett tre per gruppe. I tillegg er protokollene basert på at multicast-ruterne
eksplisitt ber om å være en del av treet, slik at pakker bare går på de linker
som har bedt om det.
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3.3.3 PIM - “Protocol Independent Multicast”
Av alle disse protokollene for multicast innenfor ett domene er PIM den som
brukes mest i dag[24]. Opphavet til navnet kommer av at den i motsetning
til de andre er uavhengig av hvilken unicast ruting-algoritme som blir brukt.
Den er ikke uavhengig av underliggende nettverkslag, da den er nært knyttet
til IP-protokollen[25].
Fordi de andre protokollene skalerte så dårlig i situasjoner der gruppe-
ne hadde få medlemmer i hver gruppe, spesifiserte man i 1998 en versjon
av PIM spesielt myntet på slike sammenhenger: PIM-SM[26] (“PIM Spar-
se Mode”). Den har blant annet den fordelen at multicast-ruterne eksplisitt
må melde seg på en gruppe for å motta trafikk. Altså ingen oversvømming
(“flooding”) av nettet, i motsetning til eldre protokoller der man måtte melde
fra dersom man ikke ønsket å motta trafikk for en gruppe. Så lenge aktivi-
teten på en gruppe er liten nok brukes et gruppedelt tre med rot hos en fast
multicast-ruter for denne gruppa, RP (“Rendezvous Point”). RPene brukes
av avsendere for å annonsere sin tilstedeværelse, og av mottakere for å få
vite om eventuelle avsendere[22]. Når en kilde sender med høy nok datarate
kan et eget korteste-vei, kildespesifikt tre genereres for denne kilden til mot-
takerne uten nødvendigvis å gå innom RP. Protokollen tilpasser seg altså
forholdene bedre enn de andre protokollene.
En vertsnode melder seg på en gruppe ved å sende IGMP join-melding til
sin lokale multicast-ruter, som igjen sender en join-melding til RPs unicast-
adresse. Alle ruterne langs veien til RP noterer seg at de nå er med i treet og
skal videresende pakker for denne gruppen (se figur 3.5). Ordet “join” brukes
både når vertsmaskiner forteller sin lokale multicast-ruter at den ønsker å
motta trafikk fra en gruppe, og når ruteren melder seg på selve treet for
gruppen.
Når en vertsnode skal sende pakker til en multicast-gruppe, sender den
multicast-pakken til sin multicast-ruter som tunnelerer pakken til RP, som
igjen sprer det ut i treet for denne gruppen. Hvis RP synes det blir mye
trafikk fra en bestemt ruter (R1) sender den en join-melding mot ruteren,
og sørger da for at de mellomliggende ruterne blir en del av et kildespesifikt
tre fra R1 til RP. Da slipper man tunneleringen. Se figur 3.6.
Den neste optimaliseringen er hvis rutere som er medlemmer av det grup-
pedelte treet synes trafikken fra en bestemt avsender er høy nok, kan også
de sende en join-melding mot avsenderen og dermed bygge et kildespesifikt
tre direkte fra denne avsenderen. Dette treet trenger ikke nødvendigvis gå
innom RP, og er optimalt med hensyn på pakkenes forsinkelse, se figur 3.7.
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Figur 3.5: Multicast-ruterne R4 og R5 melder seg på et tre for en gruppe ved
å sende join-melding mot RP.
Figur 3.6: Mye tunnelert trafikk fra R1 til RP gjør at det genereres et
kildespesifikt tre fra R1.
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Figur 3.7: Mye opplevd trafikk fra R1 hos mottakerne forårsaker at det
genereres et korteste-vei, kildespesifikt tre fra R1 til R4 og R5.
3.4 Problemer med multicast
Selv om konseptet multicast er relativt gammelt i Internettsammenheng
(1988) har innføringen gått meget sakte. Til sammenligning ble den førs-
te web-leseren skrevet i 1990, og i dag er WWW (“World Wide Web”) den
totalt dominerende måten å få tilgang til materiale fra Internett[24]. Årsa-
kene til at innføringen av multicast har gått så tregt er flere, men noen av
dem er at multicasting krever en del ekstra funksjonalitet og kompleksitet
i nettverksruterne. Teknologier som krever dette har vist seg å få en trang
fødsel, da Internett-ideologien har talt for å dytte mest mulig funksjonalitet
ut til endemaskinene[25][24].
Mye av båndbreddebesparelsene man kan få med multicast har man klart
å oppnå ved å bruke alternative løsninger, for eksempel ulike former for
“caching” i nettverket. Med dette mener jeg at kopier av data som tidligere
er aksessert blir liggende på en maskin (en “proxy”) nærmere endemaskinen
som ba om disse dataene. Dermed kan de samme dataene neste gang leveres
fra denne proxy-maskinen, og ikke fra originalkilden som kanskje befinner
seg på den andre siden av kloden.
I tillegg har det vært mangel på multicast-protokoller som tar seg av
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multicasting mellom ulike domener[22] (“interdomain multicast”), og dermed
også metoder for adresseallokering mellom disse. Slike standardiserte proto-
koller er nødvendig for å kunne tilby skalerbar, hierarkisk multicast over hele
Internett[24].
Avslutningsvis kan det nevnes sikkerhetsmessige aspekter som at man
ikke vet hvem som er medlem av en gitt multicast-gruppe, altså “hvem
lytter?” Det er heller ingen form for bekreftelse (“acking”) på mottak av
multicast-pakker i dagens protokoller. Man vet altså ikke om mottakerne
virkelig mottar pakkene man sender.
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Kapittel 4
Multicast i mobil IP-støttede
nettverk
Det å få til multicast i nettverk med mobil IP byr på problemer nettopp
fordi nodene er mobile og dermed bytter geografisk lokasjon og IP-adresse
når som helst. Multicast-protokollene er designet på den tiden da maskinene
stort sett holdt seg i ro, slik at multicast-treet (figur 4.1) ikke trengte oppda-
teres oftere enn når maskiner meldte seg inn og ut av gruppene. Dette gjøres
med eksplisitte join-meldinger, og etter en viss forsinkelse har multicast-treet
oppdatert seg. Når først en join er sendt og treet oppdatert, mottas pakkene
for denne gruppen helt til man velger å melde seg ut.
Figur 4.1: Et multicast-tre med HA som medlem.
I et nettverk med mobile noder blir situasjonen annerledes. Når først
en MN har valgt å være medlem av en gruppe, må den sørge for å sende
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join-meldinger på nytt hver gang den flytter på seg og kommer til et nytt
subnett, slik at treet oppdateres med den nye lokasjonen. I et nett med mo-
bil IP løses mobilitetshåndteringen for unicast-trafikk ved at MN opererer
med to IP-adresser: en statisk hjemmeadresse brukt som avsenderadresse
og en dynamisk tildelt, lokasjonsavhengig “care-of-address” (CoA), som en
tjenermaskin (HA) på hjemmenettet (som fanger opp pakker tilsendt MNs
hjemmeadresse) tunnelerer til. Hvordan multicast best skal håndteres i et
slikt nettverk er det delte meninger om.
IETF har i sin standard for mobil IP i IPv4 [13] lagt fram to ulike måter
å håndtere dette på:
 toveis tunnelering fra HA.
 remote subscription.
Jeg vil nå komme med en beskrivelse av disse to metodene, med deres
fordeler og ulemper. Etterpå vil jeg beskrive et tredje forslag ment som et
alternativ til begge IETF-forslagene.
4.1 Toveis tunnelering
Her benytter MN en toveis tunnel til HA som den både sender og mottar
multicast-meldinger gjennom når den er på et fremmednett. Det vil si at
uansett hvor MN flytter seg, trenger ikke multicast-treet oppdateres. Dette
fordi det er den stasjonære HA som er med i treet, og tunnelerer pakkene
til MNs CoA. Denne CoA kan være co-located eller en FA. For at dette skal
virke må HA også være en multicast-ruter. Figur 4.2 illustrerer dette.
Når MN enten ønsker å melde seg på en gruppe eller sende pakker til
en multicast-adresse, kapsler den inn join-meldingen (eller pakken) i en ytre
IP-pakke adressert til HA (tunnelerer). Når MN skal motta må HA først
kapsle inn multicast-pakkene i IP-pakker adressert til MNs hjemmeadresse
(slik at FA skal skjønne hvem de er til), deretter enda en gang i IP-pakker
adressert til MNs CoA (FA). Altså en dobbel tunnelering (se figur 4.3).
Det fine med denne metoden er at mobiliteten er skjult for multicast-
protokollene ved at HA er den eneste som trenger å ta hensyn til at MN
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Figur 4.2: MN sender og mottar multicast-trafikk gjennom en tunnel fra HA,
som er medlem av multicast-gruppen.
Figur 4.3: Multicast i mobil IP ved hjelp av toveis tunnelering.
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er mobil. I tillegg vil man få samme leveringsgarantier som for stasjonære
noder[27]. Man unngår pakketap ved overgang (“handover”) mellom ulike
subnett, og lange forsinkelser fordi MN må melde seg på gruppen på nytt hver
gang den bytter subnett. MN er heller ikke avhengig av at det er multicast-
rutere på alle fremmednett fordi den mottar multicast-pakkene via tunnelen
fra HA uansett.
Denne metoden har også sine ulemper, særlig ved mottak av multicast-
trafikk[28]: For det første mottar MN multicast-pakkene via en unicast-
tunnel fra HA. Den doble tunneleringen gir ekstra “overhead”. Det største
problemet med unicast-tunnelen er likevel at man risikerer å miste en del
av poenget med multicast når en HA har flere MN som er medlem av den
samme gruppen, og disse befinner seg i nærheten av hverandre. HA må da
sende flere kopier av samme multicast-pakke, en i hver separate tunnel til
hver MN. Dette sløser både nettverksbåndbredde og prosesseringstid i HA.
Hvis i tillegg MN og multicast-kilden er nær hverandre men langt fra HA,
må pakkene sendes langs en suboptimal rute innom HA.
For det andre har man det såkalte “tunnel-konvergens-problemet” der
mange MN på samme fremmednett er medlem av samme multicast-gruppe.
Da vil mange tunneler ende opp (konvergere) ved samme FA, som da kan bli
en flaskehals[27]. Dette blir et problem når veldig mange medlemmer av en
gruppe er mobile, og kanskje havner på samme fremmednett. Figur 4.4 viser
et eksempel på tunnel-konvergens.
Figur 4.4: Tunnel-konvergens
Alt i alt skalerer denne metoden dårlig i mange sammenhenger med
økende antall mobile noder, fordi multicast-trafikk til disse ender opp som
flere like unicast-tunneler[28][29][27].
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4.2 Remote subscription
Figur 4.5: MN sender og mottar multicast-trafikk direkte ved selv å melde seg
på multicast-grupper via FA som må være en multicast-ruter.
Med denne metoden melder den mobile noden seg på multicast-gruppen
direkte via en multicast-ruter på fremmednettet. Det gjøres på nytt hver
gang den bytter fremmednett. Dermed må den nye lokale multicast-ruteren
på fremmednettet legges til multicast-treet ved hvert slikt bytte. Her bruker
man altså multicast-protokollene som de er, uten å ta hensyn til at MN er
mobil: Flytter man på seg, melder man seg inn på nytt. I motsetning til
metoden med toveis tunnelering er HA ikke involvert (se figur 4.5 og 4.6).
Den største fordelen med dette er at det er enkelt, og effektivt på den
måten at når treet først er oppdatert får man korteste-vei ruting av multicast-
pakkene til MN, uten overhead fra tunnelering. Selve multicast-rutingen er
altså akkurat like optimal som for en stasjonær node. Dette fungerer bra så
lenge MN skal befinne seg på samme fremmednett i relativt lang tid. Når
den bytter fremmednett må den nemlig melde seg på multicast-gruppen på
nytt, og treet må oppdateres. Ved hyppige bytter blir denne oppdateringen
en belastning på multicast-ruterne, og det skalerer dårlig i et scenario der
for eksempel alle mobiltelefoner har IP-adresser og det er utbredt bruk av
multicast. Da vil det bli altfor mange join-meldinger til at multicast-ruterne
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Figur 4.6: Multicast i mobil IP ved hjelp av remote subscription.
klarer å henge med[28]. For MN er det også en ulempe på grunn av for-
sinkelsen som oppstår før multicast-treet er oppdatert ved subnettbytter. I
denne perioden vil pakker gå tapt før de igjen begynner å strømme til den
nye adressen.
I tillegg fungerer de fleste multicast-protokollene ved at ruterne gjør en
såkalt “return path check” på meldinger som blir sendt til en multicast-
gruppe. Denne sjekker at pakken kom inn på den nettverksforbindelsen som
var topologisk riktig for denne avsenderadressen. Dette gjøres blant annet for
å unngå løkker (“loops”) i treet. Hvis man bruker hjemmeadressen som av-
senderadresse og man er på et fremmednett, er det store sjanser for at denne
avsenderadressen ikke er topologisk riktig. Pakken blir da kastet[13][27]. Det
vil si at hvis MN skal sende meldinger til en multicast-gruppe med remote
subscription-metoden, må den ha en co-located CoA å bruke som avsende-
radresse. I IPv4 er det begrenset antall ledige IP-adresser, så man regner
med at de fleste vil ha en FA CoA[28]. Dermed kan de ikke sende til en
multicast-gruppe, bare motta med denne metoden. Det finnes forslag[28] til
hvordan man kan skrive om multicast-protokollene, og samtidig kunne bruke
hjemmeadressen som avsenderadresse, men disse vil jeg ikke gå nærmere inn
på.
Et annet viktig poeng med denne metoden er at den krever at det
finnes multicast-rutere på fremmednettene. Hvis MN beveger seg inn i et
fremmednett uten multicast-ruter vil den hverken kunne motta eller sende
multicast-trafikk[27].
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4.3 Et alternativ: Range-Based Mobile Multicast
I tillegg til de to metodene som er nevnt i RFC3344 for mobil IPv4[13] har
det kommet mange forslag til ulike forbedringer i form av optimalisering-
er, og artikler som påpeker skalerbarhetsproblemer i forbindelse med IETF-
forslagene. Ut fra disse alternative løsningene har jeg valgt en som synes
å være den “gylne middelvei” mellom de to IETF-forslagene: Range-Based
Mobile Multicast, RBMoM[14].
Figur 4.7: MHAer med tilhørende “service range”.
Dette forslaget forsøker å presentere en mer skalerbar løsning for multi-
cast i nett som bruker mobil IP. I standardutkastet for mobil IP[13] må MN
enten bruke en toveis tunnel fra HA, eller melde seg på multicast-grupper
direkte på fremmednettet. Begge disse metodene har ulemper ved at de er
ekstreme i den forstand at enten må alle pakkene ta en omvei via HA, og
tunneleres som unicast-pakker til hver og en MN (altså mister man selve
poenget med multicast). Eller må MN melde seg inn i multicast-gruppen på
nytt hver gang den bytter subnett, og dermed må multicast-treet oppdateres
og pakketap oppleves. I tillegg krever den siste metoden multicast-rutere i
alle subnett for kontinuerlig multicast-støtte, og MN er avhengig av å ha en
co-located CoA for å kunne sende multicast-trafikk. Begge metodene skalerer
dårlig med mange mobile noder[14].
Range-Based Mobile Multicast, RBMoM er en mellomting mellom disse
to metodene. Løsningen baseres på en egen agent for multicast, en “Multi-
cast Home Agent”, MHA. Denne er dynamisk på den måten at så lenge MN
er relativt nær (innenfor en regulerbar rekkevidde, “service range”, målt i
antall subnetthopp) tunnelerer den multicast-pakkene til MN. Se figur 4.7.
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Den oppfører seg altså som HA ville gjort. Men så fort MN beveger seg ut
av rekkevidden, bytter den MHA til en som er nærmere den nåværende lo-
kasjonen. Multicast-pakker tunneleres altså på samme måten som i toveis
tunnel-metoden fra IETF, men lengden på tunnelen er her begrenset (se fi-
gur 4.8). FAene er ment å fungere som MHA.
Det er kun multicast-tjenester som blir tatt hånd om av MHA. All
unicast-trafikk går som vanlig innom HA. Det er også HA som holder or-
den på hvem som er MHA for en MN til enhver tid, mens MHA holder orden
på hvilke multicast-grupper MN er med i. I tillegg må MHA vite hvor MN
befinner seg (CoA), så den vet hvor den skal tunnelere pakkene til.
Figur 4.8: Multicast i mobil IP ved bruk av RBMoM.
Som et forsøk på å løse tunnel-konvergens-problemet[27][14] som opp-
står i toveis tunneleringen i IETF-forslaget, opererer FAene i RBMoM med
en såkalt “designated multicast service provider”, DMSP, for hver multicast-
gruppe. Det er kun den MHA som er DMSP for en gruppe som virkelig tun-
nelerer pakkene i retning av en FA. Dermed unngår man at mange MHAer
sender kopier av de samme multicast-pakkene inn mot en og samme FA. Hvis
for eksempel en av HAene i figur 4.4 var DMSP, ville kun én kopi av hver
pakke havne hos FA. Dette forutsetter videre at FA bruker linklags-multicast
for å levere pakkene til alle interesserte MN på fremmednettet[27].
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Figur 4.9 viser informasjonen som ligger lagret i hver MHA. For hver
multicast-gruppe vet den hvilke MNer som er medlem, hvor de befinner seg
(hvilken FA/CoA), og for hvilke FAer den er DMSP for denne multicast-
gruppen.
Figur 4.9: For hver gruppe lagrer MHA info om mottakere og lokasjon.
Når MN kommer til et nytt fremmednett skaffer den seg en FA, og re-
gistrerer seg på vanlig mobil IP-måte med sin HA. Deretter tar FA kontakt
med HA for å få vite hvilken MHA som tjener MN nå. Videre kalkulerer den
avstanden til MHA i antall hopp. Hvis denne avstanden er større enn den
tillatte rekkevidden, setter denne FAen seg som ny MHA for MN (“MHA
handoff”), og sier fra til både HA og den forrige MHA. På den måten kan
den forrige eventuelt ettersende forsinkede pakker til den nye MHA. Til-
slutt sørger den for at multicast-treet blir oppdatert ved å melde seg på de
multicast-gruppene som MN var med i.
For å sette en MHAs rekkevidde i sammenheng med metodene fra IETF-
forslaget kan man si at hvis den settes til 0 hopp må man bytte MHA ved
hvert subnettbytte, og MN må re-registrere seg på multicast-gruppen hver
gang. Dette tilsvarer remote subscription i IETF-forslaget. Er rekkevidden
uendelig stor beholdes alltid samme MHA, og det blir som om man hadde
en stasjonær HA som tunnelerte multicast-pakkene, tilsvarende toveis tun-
nelering i IETF-forslaget.
I tabell 4.1 har jeg forsøkt å oppsummere likheter og ulikheter ved de tre
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metodene. Sammenligningen viser at det er store forskjeller, men at RBMoM
stort sett legger seg midt i mellom toveis tunnelering og remote subscription
for de fleste egenskapene.
IETF IETF remote
toveis tunnel subscription RBMoM
Belastning på multicast-ruterne meget lav meget høy moderat
Båndbreddeeffektivitet dårlig god middels god
Tunnel-konvergens-problem ja nei minimal
Optimal rute aldri alltid middels
kan både sende/motta ja kun co-located CoA ja
krever multicast-ruter i alle nett nei ja nei
Skalerbarhet middels dårlig dårlig bra
Pakketap nei ved nettbytte minimalt
Tabell 4.1: Sammenligningstabell for de tre metodene.
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Del II
Scenario for vurdering av
metoder for multicast i
nettverk med støtte for mobil
IP
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Kapittel 5
Bildelingsscenario
I denne delen skal jeg beskrive et scenario der man kan tenke seg å ville bruke
multicast i mobil IP-støttede nettverk. Deretter vil jeg i kapittel 6 prøve å
trekke fram hvilke problemer og fordeler de tre forskjellige metodene nevnt i
kapittel 4 vil ha i et slikt scenario. Til slutt vil jeg forsøke å si noe om hvilken
av metodene som passer best i dette scenarioet.
5.1 Fleksibel veiprising
Den økende veitrafikken i Norge og Europa er blitt et interessant problem og
samtaleemne som mange mener noe om, enten det er av miljøhensyn, økono-
miske hensyn, sikkerhetsmessige hensyn eller andre grunner. Det stilles langt
strengere krav til sikkerhet på veiene i dag enn det gjorde tidligere. Bilene
er hele tiden blitt sikrere og nå krever man at også veiene skal oppfylle visse
krav. De store riksveiene skal helst ha midtrabatter som fysisk skiller kjø-
reretningene, brede veiskuldrer, jevn og god asfaltkvalitet og god belysning.
En rekke andre ingeniørkunster som riktig helning, kurven på svinger, antall
av- og påkjørsler må også optimaliseres for å gjøre veiene best mulig. Alt
dette gjør at det i dag og i fremtiden vil bli dyrere og dyrere å bygge og
vedlikeholde veier.
Når man i tillegg trekker inn det økende fokus på miljøhensyn som støy,
luftforurensing og andre helsemessige problemer som den økende trafikken
bringer med seg, skjønner man raskt at det er i både politikernes og andres
interesse å kunne kontrollere og skattlegge bruken av veiene på en mer flek-
sibel måte enn med dagens veiavgift/bompengesystem. Norge er dessuten
forpliktet gjennom Kyoto-avtalen[30] til å begrense sine utslipp av blant an-
net CO2, noe den samlede biltrafikken er en viktig kilde til.
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Man ønsker for eksempel å kunne ha forskjellig kilometerpris på en ny og
moderne vei, enn på en gammel. Man kan også ha en høyere pris for å kjøre
i allerede overfylte bykjerner i rushtiden. På denne måten kan man begrense
den “unødvendige” bilkjøringen, og forsøke å få folk som har mulighet til det
over på kollektivtrafikken. Man ønsker altså en fleksibel måte å skattlegge
bilister avhengig av flere faktorer:
 Hvilken vei de kjører på
 Tid på døgnet
 I hva slags kjøretøy
 Etter antall kilometer de kjører
I Samferdselsdepartementets arbeid med Nasjonal Transportplan for
Norge 2006-2015 [31] legges det til rette for økt satsing på slik fleksibel
veiprising. Et viktig mål i denne planen er å begrense den generelle bilbru-
ken i Norge, og økt bruk av bompenger er både et viktig virkemiddel for
dette og inntektskilde for å gjøre veiene sikrere. Planen maner vei for et mer
systematisk og rettferdig opplegg enn i dag, og ønsker sterkere statlig initia-
tiv og planmessig styring med brukerfinansieringen av stamveinettet. Dette
innebærer blant annet at trafikantene i større grad betaler for kjørt distanse
i motsetning til antall bompasseringer[31].
Etablerte firmaer som Q-Free[32] er trukket inn i samarbeid der man prø-
ver å videreutvikle dagens Autopass-brikke som brukes i bompengesystemer
i en rekke land. Autopass-brikken er en plastikkbrikke tilknyttet hver bilei-
er, som sitter festet i frontruten på bilen. Bompengeringen i Oslo fungerer
ved at brikken kommuniserer sitt unike brikkenummer via en radiolink til
en enhet på bomstasjonen. Denne enheten kontakter igjen en sentral data-
base som sjekker om den aktuelle brikken har flere passeringer igjen på sitt
forhåndsbetalte “klippekort”, eventuelt om det er en brikke med fritt antall
passeringer (abonnement). Hvis bilen enten ikke har noen brikke, en stjålet
brikke eller ikke har flere passeringer igjen, blir det tatt et bilde av bilens
skilter idet den passerer. Deretter kan man sende en bot til eieren av bilen.
Mer moderne versjoner av denne brikken har smartkortleser slik at man
kan identifisere selve føreren av bilen, ikke bare eieren ved at et personlig
smartkort settes i brikken når bilen brukes. Q-free har i tillegg allerede levert
løsninger for helautomatisk registrering og fakturering av bilister basert på
distanse og tid i flere år utenlands, og er stadig involvert i ulike forsøk rundt
dette[32].
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5.2 Et system for bildeling
I et framtidig system vil man kunne ønske å legge flere funksjoner til en
slik Autopass-brikke. Den kunne for eksempel ha en integrert GPS-mottaker
(eventuelt tilkoblet en i bilen) som finner koordinatene for hvor i verden
brikken er. Disse GPS-koordinatene kan den sende til radiomottakere langs
veien, og deretter kan systemet knytte (“mappe”) disse koordinatene mot de
forskjellige veiene og klokkeslettet for å finne en korrekt pris. Denne brikken
vil også inneholde lagringsplass for andre applikasjoner. Dette kan være en
form for “infotainment”, altså applikasjoner som kan ha en positiv nytteeffekt
for bilisten.
I et scenario der prisen for å kjøre bil i for eksempel Oslo sentrum på
dagtid har nådd et visst nivå, vil man kunne tenke seg at folk ønsker å dele
denne utgiften ved å sitte på med hverandre når de skal samme veien. For at
dette skal kunne fungere må menneskene være i stand til å komme i kontakt
med folk som kjører bil i det området de er interessert i. Det er for eksempel
en slik applikasjon den ledige kapasiteten på brikken kan tenkes brukt til.
Hvis man videre forutsetter at disse brikkene kan kommunisere på Internett
via for eksempel en UMTS-forbindelse eller IP-sone, kan man tenke seg at
folk med en eller annen form for Internettforbindelse (blant annet mobilte-
lefon) også vil kunne delta i systemet. Man kan dermed bruke for eksempel
mobiltelefonen til å finne ut om det er en bil som skal samme retning til
samme tid, og som man kan sitte på med.
Noen krav til et slikt bildelingssystem kan være at det blant annet kan
opplyse om:
 hvor mange biler det er i et område
 hvor de skal
 hvor mange plasser som er ledige eller man ønsker
 man bør kunne “bestille” en plass
 til slutt få en tid/sted
For å bruke Oslo som eksempel videre kan man tenke seg at man deler
byen inn i geografiske områder. Disse områdene bør ha en størrelse som gjør
det naturlig at biler og mennesker i samme område vil plukke hverandre opp.
Eksempler på slike områder kunne være Oslo nord, Oslo sentrum, Oslo vest,
og så videre. Figur 5.1 viser et utkast til hvordan disse områdene kan være
inndelt.
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Figur 5.1: Eksempel der Oslo er delt inn i geografiske områder.
Tilhørende hvert slikt geografiske område kunne det være en multicast-
gruppe. Når man da er i et slikt område kan man melde seg på den tilhørende
multicast-gruppen, og dermed være i stand til å kommunisere med alle andre
som er i samme område. Dette er fordi de også har meldt seg på gruppen som
tilsvarer dette området. For at applikasjonen skal kunne vite hvilket område
man er i kan brukeren for eksempel velge navnet på området ut i fra en liste.
Hvis utstyret man benytter er utstyrt med GPS-mottaker kan applikasjonen
selv finne ut hvilket område man er i ut fra GPS-koordinatene. Eventuelt
kan applikasjonen finne riktig område ved hjelp av CoA som ofte sier noe
om lokasjonen, men da CoA kan tilhøre et privat adresserom er dette ikke
alltid mulig.
Avhengig av størrelsen på disse områdene vil flere IP-soner være “under-
lagt” samme geografiske område/multicast-gruppe. Når man beveger seg inn
i et nytt område kan applikasjonen på MN automatisk melde seg inn i den
nye multicast-gruppen for dette området. Slik blir man ved hjelp av multi-
cast i stand til å nå alle brukere av systemet som er innenfor et avgrenset
geografisk område. MN kan i dette scenarioet være for eksempel Autopass-
brikken, en mobiltelefon eller en bærbar datamaskin.
Av figur 5.2 kan man se at flere ulike IP-soner kan utgjøre ett geografisk
område. Altså vil et område dekke et vilkårlig antall IP-soner.
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Figur 5.2: Eksempel på flere IP-soner som dekker ett geografisk område.
Mobiliteten mellom ulike IP-soner er altså noe som skjer på nettverksla-
get og tas hånd om av mobil IP, mens de geografiske områdene bare lager
mening for bildelingsapplikasjonen. Figur 5.3 viser et eksempel på protokoll-
struktur i en mobil node for dette scenarioet.
Figur 5.3: Protokollstruktur for bildelingsscenarioet.
Dette systemet vil altså ta i bruk både mobil IP og multicast samtidig,
og valget av metode for å få dette til å fungere best mulig avhenger av flere
faktorer. Effektiviteten av et slikt system er, som neste kapittel viser, blant
annet avhengig av størrelsen på de geografiske områdene og hvor mange
IP-soner hvert område inneholder.
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Kapittel 6
Anvendelser av de ulike
multicast-metodene på
bildelingsscenarioet
Jeg skal nå gå gjennom de tre metodene (toveis tunnelering, remote
subscription og RBMoM) fra kapittel 4, og si litt om hvordan de vil oppføre
seg i et slikt bildelingsscenario. Etterpå vil jeg se nærmere på noen faktorer
som er med på å avgjøre effektiviteten til de forskjellige metodene. Disse
faktorene kan være størrelsen på de geografiske områdene, størrelsen på IP-
sonene, antall IP-soner hvert område består av, antall brukere, og så videre.
6.1 Generelle teoretiske følger av de tre ulike
metodene
Alle tre metodene har særegenheter som vil gi utslag når de skal prøves ut i
bildelingsscenarioet. Videre følger noen generelle beskrivelser av hvordan de
vil oppføre seg.
6.1.1 Ved bruk av toveis tunnelering
Som nevnt i scenariobeskrivelsen er poenget at man må bytte multicast-
gruppe når man bytter geografisk område for at systemet skal fungere. Hvert
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område har hver sin multicast-gruppe. Altså må multicast-treet oppdateres
hver gang en MN bytter område. Dette er selve prinsippet i systemet. Hvor
stor nytte man har av toveis-tunnelen fra HA avhenger av hvor store disse
områdene er i forhold til IP-sonene som bestemmer hvor ofte man må bytte
CoA. Altså hvor mange subnett et enkelt område inneholder. Hvis det er
få subnett per område, sparer man ikke mye på at toveis-tunnelen gjør at
multicast-ruterne slipper å oppdatere treet ved hvert subnettbytte. Dette er
fordi de uansett må oppdatere ved hvert områdebytte, som i dette tilfellet
kommer nesten like ofte.
Mobil IP tar seg av mobiliteten på nettverkslaget ved at den passer på at
trafikken fra samme gruppe kommer fram selv om MN skifter CoA. På appli-
kasjonslaget foregår en annen mobilitetshåndtering, nemlig den som sørger
for å bytte multicast-gruppe etter geografisk lokasjon. Hvis man antar at de
geografiske områdene på applikasjonslaget er større enn IP-sonene, altså at
det er flere subnett innenfor samme geografiske område, vil toveis-tunnelen
gjøre CoA-byttene innenfor hvert område transparente overfor multicast-
ruterne ved at det er den stasjonære HA som er medlem og tunnelerer til
MN. Når MN beveger seg inn i et nytt geografisk område må den be HA
melde seg på multicast-gruppen for dette området.
Andre fordeler med denne metoden er at den ikke er avhengig av at det
er multicast-rutere i alle IP-soner. MN kan også sende til multicast-gruppen
uavhengig av om den har en co-located CoA. Det er i tillegg uproblematisk
å være medlem av flere slike multicast-grupper på en gang, fordi ruterne
slipper å oppdatere trærne for hver gruppe når man bytter CoA. Det er den
stasjonære HA som er medlem av gruppene og tunnelerer til MN.
Ulempene ved denne metoden er at hvis områdene er like små som
IP-sonene vil man ikke få noen nytte av tunnelen, fordi man uansett må
melde seg på en ny multicast-gruppe hver gang man bytter CoA (fordi
hver IP-sone/subnettgrense også er områdegrense). I tillegg er det lite
båndbreddeeffektivt med unicast-tunneler til hver MN. Når mange MN er
i samme område må meldingene først følge multicast-treet ut til alle deres
HAer, og så tilbake som mange unicast-tunneler til hver og en MN. Dette
skaper “tunnel-konvergens-problemet” omtalt i avsnitt 4.1.
6.1.2 Ved bruk av remote subscription
I dette bildelingsscenarioet skal som nevnt MN bytte multicast-gruppe hver
gang den skifter geografisk område. Ved bruk av remote subscription må
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MN melde seg på multicast-gruppen på nytt hver gang den kommer til en
ny IP-sone og dermed får ny CoA. Med denne metoden må i prinsippet altså
multicast-treet oppdateres hver gang MN bytter CoA (altså ved subnettbyt-
ter), ikke bare ved områdebytter slik som tilfellet var med toveis tunnelering.
Hvis de geografiske områdene er store, slik at de inneholder mange IP-soner
hver, vil det bli mange “unødvendige” oppdateringer av multicast-treet. Med
unødvendige mener jeg de gangene MN må melde seg på samme gruppen på
nytt fordi den har byttet subnett og dermed fått ny CoA, men fortsatt er
innenfor samme geografiske område.
Hovedfordelen er at det er båndbreddeeffektivt, og at pakkene på denne
måten alltid tar korteste vei. Hvis områdene i tillegg er små og bare inn-
holder noen få IP-soner/subnett hver, vil ikke den ekstra belastningen på
multicast-ruterne bli så stor.
Det største, og kanskje avgjørende problemet med denne metoden er at
MN ikke kan sende pakker til en multicast-adresse med mindre den har en
co-located CoA. Som forklart i avsnitt 4.2 er det ventet at CoA i mobil IPv4
nettopp ikke vil være co-located. I tillegg skalerer denne metoden dårligere
enn toveis tunnelering hvis MN ønsker å være medlem av flere områder, fordi
MN da må belaste multicast-ruterne med oppdateringer av flere multicast-
trær hver gang den bytter IP-sone. Til slutt må det nevnes at denne metoden
krever multicast-rutere i alle IP-soner for at systemet skal virke overalt.
6.1.3 Ved bruk av RBMoM
RBMoM er en mer skalerbar versjon av toveis tunnelering fordi tunnelens
lengde er begrenset ved at MHA som tunnelerer pakkene, flytter seg etter
MN. Dette er båndbreddebesparende og effektivt i situasjoner der multicast-
trærne strekker seg over store geografiske strekninger. I dette scenarioet
er det snakk om et areal på størrelse med en by, og jeg antar derfor at
besparelsene ikke vil gjøre seg så gjeldende her.
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6.2 Valg av metode med hensyn på å spare
multicast-ruterne for oppdateringer
Hvis man setter de tre metodene opp mot hverandre med hensyn på hvor
ofte multicast-trærne må oppdateres ved ulike områdestørrelser og antall
subnett innen hvert område, får man vite noe om hvordan de forskjellige
metodene belaster multicast-ruterne på ulik måte og dermed noe om hvordan
de skalerer. Figur 6.1 viser dette grafisk. Som man ser er det forskjell på de
tre metodene.
Figur 6.1: Grønt område representer toveis tunnelering, grønt+oransje er
RBMoM, grønt+oransje+blått er remote subscription. Ved tilstrekkelig antall
brukere vil den blå og oransje “klossen” bortimot forsvinne, og både RBMoM
og remote subscription ender også opp bare så vidt over det grønne området.
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6.2.1 Toveis tunnelering
Toveis tunnelering skalerer best i dette tilfellet i og med at den bare avhenger
av størrelsen på de geografiske områdene. Det er kun når man beveger seg
inn i et nytt område at man trenger å bytte multicast-gruppe, så jo større
områder, jo sjeldnere trenger man å oppdatere multicast-trærne. Antall IP-
soner innen hvert område har ingen betydning, fordi det er HA som står som
medlem i multicast-treet og tunnelerer til den IP-sonen MN til enhver tid
befinner seg i. Den grønne “klossen” på figur 6.1 representerer metoden med
toveis tunnelering.
6.2.2 Remote subscription
På samme måte som toveis tunnelering er også remote subscription avhengig
av områdestørrelsen. I tillegg er den sterkt avhengig av antall IP-soner i hvert
område fordi man med denne metoden må melde seg inn i multicast-gruppen
på nytt ved hvert bytte av IP-sone, selv om man fortsatt er innenfor samme
område. Kun i tilfellet der hvert geografiske område bare inneholder én IP-
sone skalerer den like bra som toveis tunnelering. Dårligst egnet er den ved
små områder med mange IP-soner i hvert. På figur 6.1 representeres denne
metoden som alle tre “klossene” til sammen.
Denne metoden skalerer altså i utgangspunktet dårligst av de tre med
hensyn på oppdateringer av multcast-trærne. Jeg sier i utgangspunktet fordi
i dette scenarioet vil ofte FA allerede være med i treet for gruppen som
tilsvarer det geografiske området FA tilhører. Dette er fordi den, forutsatt
tilstrekkelig antall brukere av systemet, ofte har minst én bruker tilknyttet
seg. Dermed trenger ikke multicast-treet oppdateres likevel og belastningen
på multicast-ruterne blir ikke så stor som først antatt. Sagt med figur 6.1
betyr det at med mange nok brukere vil den oransje og blå “klossen” minke
mer og mer.
6.2.3 RBMoM
RBMoM legger seg som ventet inn som en mellomting mellom de to andre
metodene. På figur 6.1 representeres RBMoM som den grønne “klossen” pluss
et oransje tillegg, fordi man med denne metoden må bytte MHA når avstand-
en i antall subnett til denne blir tilstrekkelig stor. Da må også multicast-treet
oppdateres med den nye MHA, så lenge den nye MHA ikke allerede er med-
lem av denne gruppen. Hvor ofte slike bytter av MHA skjer avhenger i første
omgang av den regulerbare rekkevidden til MHA, altså hvor langt unna (i
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subnetthopp) man kan være før man må bytte MHA. Med en gitt rekkevidde
øker byttefrekvensen proporsjonalt med antall subnett i hvert område. Men
på samme måte som for remote subscription drar man også her nytte av at
MHA muligens allerede er medlem i treet for de aktuelle multicast-gruppene.
Dette forutsetter tilstrekkelig antall brukere.
Rekkevidden er også med på å bestemme vinkelen på den oransje
“klossen” på figur 6.1: Jo større rekkevidde jo mindre vinkel, og mindre blir
dermed det oransje tillegget. Med uendelig stor rekkevidde blir det likt som
toveis tunnelering (bare den grønne “klossen”). Ved rekkevidde lik 0 skalerer
den likt som remote subscription i denne sammenhengen. Man burde forsøke
å la rekkevidden være omtrent det antall subnett som er i hvert område, slik
at bytte av MHA ikke skjer så mye oftere enn når MN kommer inn i et nytt
geografisk område.
6.2.4 Oppsummering med hensyn på å spare multicast-
ruterne for oppdateringer
Felles for alle tre metodene er at de må oppdatere multicast-trærne oftere ved
minkende områdestørrelse. I tillegg må også remote subscription oppdatere
oftere ved økende antall IP-soner i hvert område, noe som til en viss grad også
gjelder RBMoM. Dette blir imidlertid begrenset for begge metodene ved at
FA/MHA ofte allerede er medlem i multicast-treet for gruppen tilsvarende
det geografiske området de ligger i. I beste fall er alle FA/MHA allerede
medlem i treet for gruppen tilsvarende sitt geografiske område, ved at de
alltid har minst én bruker av systemet i sin IP-sone. Dermed trengs ingen
oppdateringer, og belastningen på multicast-ruterne blir like minimal som
for toveis tunnelering.
6.3 Valg av metode med hensyn på båndbredde-
bruk ved økende antall brukere
Effektiviteten til metodene med hensyn på bruk av nettverksbåndbredde ved
økende antall brukere er et annet kriterium. Lengden på veien meldingene
må ta har innvirkning på opplevd forsinkelse. Også her finner man forskjeller.
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6.3.1 Toveis tunnelering
Toveis tunnelering kommer dårligst ut her. Med denne metoden tunnelerer
MN multicast-meldinger til sin HA, som sender dem ut i multicast-treet for
denne gruppen så de når alle andre HAer som har medlemmer i gruppen.
Disse HAene kan være spredd over et stort areal. Deretter tunnelerer hver
av disse HAene hver sine kopier av meldingene til hver av sine MNer som
er medlem av gruppen. Disse vil i all hovedsak befinne seg i samme område
(multicast-gruppen tilsvarer som sagt ett bestemt område). Denne unicast-
tunneleringen forårsaker mye bortkastet nettverkskapasitet, og kan i teorien
føre til en flaskehals i det mottakende subnettet (tunnel-konvergens). I dette
scenarioet er imidlertid datamengdene så små at dette sannsynligvis ikke
vil være noe problem. Med økende antall brukere øker båndbreddenbruken
drastisk, fordi alt sendes med unicast-tunneler til mottakerne.
6.3.2 Remote Subscription
Remote subscription vinner denne kategorien fordi at med denne metoden
tar alltid meldingene korteste vei gjennom multicast-treet (ingen tunneler-
ing), og det blir ikke sendt unødige kopier. MN sender multicast-meldingene
til den lokale multicast-ruteren i den IP-sonen den befinner seg i. Deret-
ter tar meldingene veien gjennom multicast-treet til alle medlemmene av
gruppen. Som sagt tidligere hindrer multicast-protokollene at MN kan sende
multicast-meldinger til en gruppe med denne metoden, såfremt den ikke har
en co-located CoA.
Båndbreddemessig skalerer denne metoden bra med økende antall
brukere. Grunnen til dette er at hvis en multicast-ruter har minst ett
gruppemedlem i sin IP-sone, blir det fortsatt bare sendt én eneste kopi av
hver melding, selv om det kommer nye medlemmer til denne IP-sonen etter
hvert.
6.3.3 RBMoM
RBMoM er nesten like optimal som remote subscription når det gjelder leng-
den på veien meldingene må ta. Når veien blir kort spares også nettverks-
båndbredde fordi tunnelene blir kortere. Hvis i tillegg en MHA allerede er
med i treet for en gitt multicast-gruppe (det vil si allerede har en MN som er
medlem i gruppen), kan den ta over som MHA for en nylig ankommet MN
selv om denne fortsatt er innenfor rekkevidden av sin gamle MHA. Dermed
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oppnås korteste-vei ruting[14]. Dette vil ofte være tilfelle i bildelingsscenario-
et, fordi alle MHAer innen ett geografisk område vil få MNer som ønsker å
være medlemmer i samme multicast-gruppe (ettersom gruppen tilsvarer det
geografiske området de befinner seg i). RBMoM skalerer dermed nesten li-
ke bra med økende antall brukere som remote subscription når det gjelder
båndbredde[14].
Denne optimaliseringen med hensyn på korteste vei og båndbredde kan
imidlertid gå på bekostning av frekvensen for oppdatering av multicast-
trærne. Dette gjelder særlig dersom MN er medlem av mange andre
multicast-grupper. Den lokale MHA vil ta over for bildelingsgruppen, og
dermed måtte ta over alle andre grupper MN var med i (en MN kan bare ha
én MHA), for så å melde seg på trærne for disse gruppene. Dette vil føre til
ekstra belastning for multicast-ruterne.
6.3.4 Oppsummering med hensyn på båndbreddebruk ved
økende antall brukere
Både remote subscription og RBMoM skalerer bra med økende antall
brukere, når det gjelder båndbredde og lengden på veien meldingene må
ta. Toveis tunnelering kommer klart dårligst ut her. Men med de små
datamengdene som det er snakk om i dette scenarioet, og at avstandene er
såpass begrensede, i tillegg til at opplevd forsinkelse på grunn av at pakkene
ikke tar korteste vei er uvesentlig, vil metoden fortsatt være fullt brukbar.
6.4 Konklusjon for valg av metode basert på teori
Forutsatt at det er minst én bruker av systemet i så og si alle IP-soner vil
RBMoM oppføre seg tilnærmet likt som remote subscription, ved at de aller
fleste FA/MHA allerede er medlemmer av multicast-treet for det geografiske
området de er i. Jo oftere det skjer at en MN kommer inn i en IP-sone der
den lokale FA/MHA ikke er med i multicast-treet, jo større blir belastningen
på multicast-ruterne ved at disse må legges til treet. Remote subscription
er mest sårbar for dette, fordi RBMoM benytter seg av en rekkevidde på
flere IP-soner for hver MHA, og hver av disse har dermed flere potensielle
mottakere.
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Det som skiller remote subscription fra de to andre metodene er at den
krever co-located CoA for å kunne sende til en multicast-gruppe. Dette vil
som sagt sjelden vil være tilfellet i IPv4. I tillegg krever den støtte for multi-
cast i alle IP-soner for at systemet skal fungere over alt. Dette gjør metoden
uegnet dersom scenarioet skal utspilles i et nett basert på IPv4.
Toveis tunnelering vil være det dårligste valget med hensyn på båndbred-
de og eventuelle flaskehalser på grunn av tunnel-konvergens, men på grunn
av de små datamengdene det er snakk om her vil ikke dette gi store utslag.
Videre har multicast en viktig funksjon i tillegg til båndbreddebesparelse i
dette scenarioet, nemlig å tilby muligheten for å nå en gruppe brukere på
bakgrunn av deres geografiske lokasjon. Metoden er lett å implementere og
er ikke avhengig av at det er støtte for multicast i alle IP-soner. Den utgjør
også en minimal belastning på multicast-ruterne. Alt i alt vil jeg si at toveis
tunnelering er den beste metoden for dette scenarioet.
Tabell 6.1 oppsummerer egenskapene for de forskjellige metodene i bilde-
lingsscenarioet tatt i betraktning forskjellige kriterier. Hvis man sammenlig-
ner med tabell 4.1 fra kapittel 4 ser man at de forskjellige metodenes verdier
for belastning av multicast-ruterne og skalerbarhet har endret seg noe. Dette
har som nevnt sammenheng med at egenskapene blir påvirket av scenarioets
forutsetninger, og må føye seg innenfor rammene av dette.
IETF IETF remote
toveis tunnel subscription RBMoM
Belastning på multicast-ruterne minimal moderat/høy moderat
Båndbreddeeffektivitet dårlig god middels god
Tunnel-konvergens-problem ja nei minimal
optimal rute aldri alltid middels
kan både sende/motta ja kun co-located CoA ja
krever multicast-ruter i alle nett nei ja nei
Skalerbarhet middels middels bra
Pakketap nei ved nettbytte minimalt
Tabell 6.1: Oversikt over de ulike metodenes ytelse i bildelingsscenarioet.
Figur 6.2 forsøker å vise det totale bildet grafisk. Det ideelle her ville være
å ha et triangel med så lave verdier som mulig på både z- og y-aksen, slik at
båndbreddekravet og oppdateringsfrekvensen blir minimal. Også her er høy-
den på den blå og oransje trekanten avhengig av antall brukere i systemet. Jo
flere brukere, jo nærmere blir høydene for RBMoM og remote subscription
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som høyden på den grønne trekanten.
Figur 6.2: Grønt område er toveis tunnelering, oransje er RBMoM, blått er
remote subscription. Ved tilstrekkelig antall brukere vil høyden på den blå og
oransje trekanten nærme seg den grønne.
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Del III
Krav til simuleringsverktøy og
diskusjon
81

Kapittel 7
Simulering for sammenligning
av de tre metodene i
bildelingsscenarioet
7.1 Krav til et simuleringsverktøy
For effektivt å kunne sammenligne ytelsen til de tre metodene i et slikt sce-
nario trenger man et godt utbygd simuleringsverktøy. For at dette verktøyet
skal være i stand til å simulere det jeg er ute etter, må visse grunnelementer
være ferdig implementert. Dette gjelder blant annet protokoller som IPv4
og diverse underliggende protokollag, for å ha den grunnleggende infrastruk-
turen på plass. I tillegg trengs også en form for trådløs aksessteknologi, for
eksempel WLAN, og deretter støtte for å lage IP-soner. Det må være støtte
for mobil IP, slik at man kan ha mobilitet mellom disse IP-sonene. Til slutt
må det også være støtte for multicast.
Når det gjelder å kunne manipulere disse grunnelementene, er det bare
hvordan multicast håndteres i det mobil IP-baserte miljøet man trenger å
kunne endre. Måten ting håndteres på her skiller de tre metodene som skal
sammenlignes fra hverandre. Hvis mobil IP er implementert i henhold til spe-
sifikasjonen i RFC3344[13], vil både toveis tunnelering og remote subscription
allerede være implementert. Den tredje metoden, RBMoM, vil derimot måtte
implementeres manuelt, altså er det en forutsetning at simuleringsverktøyet
er utbyggbart på en grei måte.
Når alle elementene i infrastrukturen er på plass kan man begynne å ten-
ke på selve bildelingsapplikasjonen. Antall mobile noder, forflytningsmønster,
størrelsen på de geografiske områdene og antall IP-soner innenfor hvert av
disse er parametere som må kunne tilpasses og vurderes hver for seg.
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Man må kunne bestemme oppførselen til de mobile nodene. De skal for
eksempel melde seg på ulike multicast-grupper avhengig av hvor de befinner
seg, og jevnlig sende litt data til gruppen sin.
Simuleringsverktøyet må kunne logge aktiviteter og rapportere hendelser
og data fra ulike lag i protokollstrukturen. Data som umiddelbart virker
interessante er blant annet opplevd forsinkelse i de mobile nodene,
båndbreddebruk ved ulike knutepunkt i nettverksstrukturen, belastning på
multicast-rutere og hvordan disse verdiene endrer seg ved økende antall
brukere.
7.2 Eksisterende simuleringsverktøy
Blant de simuleringsverktøy som jeg har undersøkt er NS [33] (“Network Si-
mulator”) et av dem. Dette er et stort sammensatt sett av ulike verktøy
basert på åpen kildekode, laget og vedlikeholdt av entusiaster. Den største
ulempen er at det ofte tar relativt lang tid før nyere teknologier, som blant
annet mobil IP blir implementert. I tillegg fikk jeg gjennom ansatte på Insti-
tutt for Informatikk (Ifi) inntrykk av at NS i dag blir regnet som kronglete å
bruke og litt utdatert og “gammeldags”. Fordelen er at det er gratis. Dessver-
re manglet NS per sommeren 2003 støtte for mobil IP, noe som gjorde det
vanskelig å bruke til mine simuleringer som er sterkt avhengig av støtte for
dette.
Det som derimot blir regnet som de facto standard for nettverksimulering
i dag er Opnet Modeller [34]. Dette ifølge personer relatert til Simula-senteret
på Fornebu og gruppen for kommunikasjonssystemer ved Ifi. Opnet er et
kommersielt verktøy ment for å utvikle og teste ulike nettverksteknologier,
protokoller og komponenter. Det inneholder blant annet implementasjoner
av utstyr fra de største maskinvareleverandørene, og det er lagt opp til at
man skal kunne gjøre endringer på alle nivåer og protokollag. Det er støtte
for både mobil IP, multicast og WLAN. Disse teknologiene er imidlertid
tilleggsmoduler til basissystemet og må kjøpes i tillegg. Dessverre er dette et
kostbart system, og det viste seg til slutt at Institutt for Informatikk likevel
ikke hadde ressurser til å kunne kjøpe inn disse tilleggsmodulene som jeg
hadde behov for.
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7.3 Hvordan jeg ville ha simulert
Selv om jeg ikke har hatt mulighet til å utføre simuleringene i praksis kan
jeg si litt om hvordan jeg hadde tenkt å utføre disse ved hjelp av Opnet.
Når man skal utføre slike simuleringer er det mye som må planlegges og
bestemmes på forhånd. Eksempler på dette er blant annet:
 Totalt antall mobile noder
 Forflytningsmønster
 Antall IP-soner
 Størrelsen på de geografiske områdene
Når disse egenskapene er bestemt må det settes opp hvilke hendelser og
resultater man vil ha rapportert etter at simuleringen er utført. Interessante
verdier vil blant annet være:
 Gjennomsnittlig forsinkelse i utvalgte mobile noder
 Lasten i bytes per sekund gjennom utvalgte HA
 Lasten i bytes per sekund gjennom utvalgte multicast-rutere
Når det gjelder oppførselen til de mobile nodene må disse styres slik at de
forflytter seg av og til, og at de melder seg på de aktuelle multicast-gruppene
for området de befinner seg i. I tillegg skal de av og til sende data til gruppen
for å simulere at de spør om haik eller svarer på dette.
For å teste skalerbarheten for de ulike metodene bør simuleringene re-
peteres flere ganger, med ulikt antall mobile noder. I tillegg ville jeg gjort
forsøk med å endre størrelsen på de geografiske områdene, slik at de mobile
nodene må bytte multicast-gruppe oftere for å se hva slags effekt dette har.
Størrelsen på de geografiske områdene bør være hensiktsmessige for den
applikasjonen de tilhører, nemlig bildelingsscenarioet. Hvis man går ut fra
kartet på figur 5.1 vil områdene ha en diameter på omtrent 4 km. Blir om-
rådene større enn dette vil de ikke lenger ha den egenskapen at folk innenfor
samme område vil kunne tenke seg å ta omveien for å plukke noen opp. Jeg
ville i tillegg utført simuleringene med mindre områdestørrelser, for eksempel
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3 km.
Når det gjelder antall brukere av systemet ville jeg startet med 5000 per-
soner. Deretter ville jeg økt til 50 000, og til slutt 100 000 brukere.
Jeg ville valgt Oslo som eksempel for alle simuleringene. Fra dette ut-
gangspunktet får jeg et totalt bebygd areal på omlag 120 km2. Byen kan
deretter for eksempel deles inn i 7 geografiske områder á 4 km i diameter,
eventuelt 14 områder á 3 km. Jeg ville forsøkt med 50 og 100 IP-soner per
område for hvert av disse inndelingsalternativene.
Altså:
 Områdestørrelse: 3 km og 4 km
 Antall brukere: 5000, 50 000 og 100 000
 Antall IP-soner i hvert område: 50 og 100
Med dette måtte jeg altså utført totalt 12 simuleringer for å få testet med
alle parameterverdier.
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Kapittel 8
Diskusjon
8.1 Oppsummering
Jeg har i denne hovedoppgaven forsøkt å belyse noen av problemene og ut-
fordringene man står overfor når man ønsker å realisere et trådløst, mobilt
Internett med kontinuerlig dekning. I del 1 av oppgaven beskrev jeg tekno-
logier som er med å muliggjøre slike tjenester. Blant disse var IP-soner og
mobil IP, i tillegg til multicast-teknologien.
I kapittel 4 påpekte jeg de ekstra utfordringene som skapes når multicast
skal brukes sammen med mobil IP, og jeg beskrev tre ulike metoder for å få
dette til å fungere. Videre har jeg i del 2 beskrevet et bildelingsscenario som
tar i bruk begge disse teknologiene på en gang.
I kapittel 6 la jeg på bakgrunn av teori fram hypoteser for hvordan de
tre ulike metodene for multicast i mobil IP-støttede nettverk ville fungere
i mitt scenario. Jeg ønsket å finne ut hvilken av disse metodene som egnet
seg best med tanke på båndbreddebruk, belastning på ulike komponenter i
nettverket og skalerbarhet ved økende brukermasse.
Målet var opprinnelig å teste disse hypotesene ved å gjøre ulike
simuleringer med simuleringsverktøyet Opnet. Da det mot slutten av normert
tid for oppgaven viste seg at det av økonomiske grunner allikevel ikke var
mulig å kjøpe inn de aktuelle lisensene, valgte jeg å forsøke og avslutte
oppgaven uten disse resultatene.
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8.2 Vurdering av metodene for multicast i mobil IP
Når jeg sammenligner de hypotesene jeg kom fram til på grunnlag av teore-
tisk arbeid, med det andre forfattere har skrevet, finner jeg en del ulikheter.
Blant annet blir det i flere artikler ([28][29][27]) hevdet at det å bruke toveis
tunnelering krever for mye båndbredde. Jeg kom derimot fram til at toveis
tunnelering var det alternativet som krevde færrest endringer av allerede
eksisterende infrastruktur. Med de relativt små datamengdene over korte
avstander som det er snakk om i mitt scenario, vil dette alternativet være
det enkleste og mest lønnsomme både sett fra et utbyggersynspunkt og fra
brukersiden.
Den store fordelen med toveis tunnelering er at den ikke krever støtte for
multicast i alle IP-soner. Det holder at HAene er med i et multicast-tre, da
tunneleres multicast-pakker både til og fra MN. Infrastruktur for multicast
er dårlig utbygd, og det er lite som tilsier at det plutselig skal ta seg voldsomt
opp de nærmeste årene. Derfor vil det være et særdeles viktig poeng å slippe
å være avhengig av at en totaldekkende infrastruktur for multicast skal byg-
ges ut først, slik tilfellet ville vært dersom man skulle brukt metoden remote
subscription.
Den tredje metoden, RBMoM, er mer båndbreddeeffektiv enn toveis tun-
nelering og har den samme fordelen i at den ikke krever multicast-støtte i alle
IP-soner. Til gjengjeld krever den enda en ny nettverkskomponent, MHA,
noe som dermed øker den totale kompleksiteten. I mitt scenario med kor-
te avstander og små datamengder vil ikke båndbreddebesparelsene RBMoM
tilbyr gjøre seg særlig gjeldende, og veid opp mot ulempene i form av ekstra
kompleksitet vil jeg ikke anbefale denne løsningen.
Når jeg altså velger å kåre toveis tunnelering til den mest effektive
metoden for multicast i nettverk med støtte for mobil IP er det som sagt
på grunnlag av teoretisk arbeid, og resultatet er tett bundet opp mot mitt
bildelingsscenario. Resultatene kan ikke sies å være generelle da det over
større avstander, med større datamengder og med et brukerantall på flere
hundretusen vil være andre hensyn å ta. I tillegg har det vært en fordel for
multicast-ruterne at de i mitt scenario stort sett allerede er medlem av de
multicast-trærne som er aktuelle, forutsatt at minst én bruker av systemet er
i deres sone til enhver tid. Dermed spares de for belastningen det hele tiden
er å måtte oppdatere treet for en gruppe hver gang en bruker dukker opp og
vil melde seg på. Til sist må det nevnes at det ligger i scenarioets natur at
multicast har blitt brukt som en metode for å kunne nå en gruppe brukere
på bakgrunn av hvor de befinner seg geografisk, ikke nødvendigvis bare for
å spare båndbredde.
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8.3 Hva betyr dette for scenarioet?
For mitt scenario betyr det å bruke toveis tunnelering at man ikke er avheng-
ig av at det er multicast-rutere i alle IP-soner. Derimot må brukerne tilhøre
et hjemmenett med støtte for multicast, slik at HAene deres kan formidle
multicast-trafikk seg imellom, for så å spre den ut til sine MNer ved hjelp av
tunnelering.
Det er bare HAene som i realiteten melder seg av og på multicast-grupper,
og dette vil skje mye sjeldnere enn om hver enkelt MN skulle gjøre dette selv.
Belastningen på multicast-ruterne med hensyn på oppdatering av trærne blir
dermed minimal.
Det er mange åpne spørsmål når det gjelder bildelingssystemet. I avsnitt
5.2 hevdet jeg at systemet burde kunne svare på hvor mange biler det er
innen et område. Multicast alene har ingen mulighet til å si hvor mange
medlemmer som er med i en gruppe. Dette kunne muligens løses ved at bi-
listene jevnlig sendte en form for identifikasjon til multicast-gruppen, slik at
applikasjonene kunne telle opp og finne antallet. Man måtte i så fall ha en
måte å skille bilister fra haikere.
Hva hvis man for eksempel ønsker å endre områdeinndelingen? Hvordan
skal applikasjonene på alle de håndholdte enhetene oppdateres ved slike end-
ringer? En løsning kunne være at enhetene laster ned ulike oppdateringer fra
en web-side.
For å finne ut hvor mange ledige plasser det er totalt kan bilistene jevnlig
sende denne informasjonen til multicast-gruppen. Dermed kan applikasjonen
telle opp og holde oversikt over dette.
Videre må man bestemme hvordan selve kommunikasjonen mellom
brukerne av systemet skal foregå. Både bilistene og haikerne kan sende
unicast-meldinger til hverandre ved å bruke avsenderadressene fra multicast-
pakkene. Dette er enklest hvis man benytter toveis tunnelering eller RBMoM,
ettersom hjemmeadressen da brukes som avsenderadresse. Ved remote
subscription brukes co-located CoA, og den kan i praksis endres når som
helst. Eventuelt kan hjemmeadressen sendes med som innhold i multicast-
meldingene. Dermed kan man først oppnå kontakt med en ønsket person via
multicast, for så å kommunisere direkte med unicast i etterkant.
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8.4 Alternativer til IP multicast
I kapittel 3 hevdet jeg at et av problemene med IP multicast er mangel-
en på standardiserte, implementerte metoder for multicasting mellom ulike
domener[22][24], altså “interdomain multicast”. Få (hvis noen) Internettil-
bydere støtter slik “interdomain multicast”, som i praksis betyr at ingen av
metodene jeg har gått gjennom i scenarioet vil la seg realisere i dag.
Fordi multicast-teknologien i dette scenarioet ikke bare er brukt for å
oppnå båndbreddebesparelser, men like viktig som en metode for å kunne
nå en gruppe brukere innen et avgrenset geografisk område, vil det kunne
være interessant å se på løsninger der man ikke er avhengig av slik multicast
i det hele tatt. Til slutt hadde det vært interessant å få se resultatene av en
omfattende simulering for å vurdere disse alternative løsningene opp mot de
tre multicast-baserte metodene.
8.4.1 Sentralisert løsning
En slik alternativ løsning kunne for eksempel basert seg på en sentral tjener-
maskin som tok seg av mobiliteten på applikasjonslaget, og dermed fungerte
som en erstatning for bruken av multicast i dette scenarioet. Se figur 8.1.
Figur 8.1: Skjematiske endringer etter innføring av sentral tjenermaskin.
Figuren til venstre representerer løsningene basert på multicast, mens figuren
til høyre viser en sentralisert løsning uten multicast.
Denne sentrale tjeneren måtte da i så fall kunne holde rede på hvor
alle brukerne av systemet er til enhver tid. Dette kan gjøres ved at appli-
kasjonen hos brukeren sender denne stedsinformasjonen (for eksempel GPS-
koordinatene) til tjenermaskinen, som lagrer dette i en database over alle
brukerne.
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Hvis man da ønsker å komme i kontakt med alle brukerne i for eksempel
området Oslo sentrum, må man inkludere denne informasjonen i IP-pakker
og sende dem til tjenermaskinen. Denne vil sørge for å videresende dataene
til hver av brukerne som står oppført å befinne seg i dette området. Den kan
eventuelt tunnelere disse originale pakkene til mottakerne, slik at avsende-
radressene blir riktige. Tjenermaskinen trenger bare å ha lagret informasjon
om brukernes hjemmeadresser, og mobil IP vil fortsatt ta seg av mobili-
tetshåndteringen på nettverkslaget ved å sørge for tunnelering fra brukernes
HAer til eventuelle CoA.
En slik sentralisert løsning basert på en tjenermaskin som all kommu-
nikasjon må gå via, vil generelt lett kunne tenkes å få skaleringsproblemer
med økende antall brukere. Jeg tror imidlertid en slik løsning ville egnet seg
godt i dette scenarioet, og brukerbelastningen skulle ikke bli større enn for
en hvilken som helst relativt godt besøkt web-tjener.
En mulig ulempe man ikke slipper unna med en slik løsning er at noen
må “eie” denne tjenermaskinen, og sørge for at den er operativ. Altså lever
systemet på denne eierens nåde, og brukerne er prisgitt dennes bestemmels-
er. På en annen side kan dette være med på å sikre systemets eksistens, og
eieren kan sørge for eventuelle oppdateringer og endringer som må gjøres.
Selv om skalerbarheten i et slik sentralisert system der alt må innom ett ledd
er iboende dårlig, tror jeg det vil være godt nok for dette scenarioet.
Fordelene ved en slik sentralisert løsning i forhold til multicast-løsningene
er blant annet at det blir lettere å gjøre endringer i områdeinndelingen. Hvis
man for eksempel ønsker å slå sammen to områder, vil dette enkelt la seg gjø-
re ved å endre mappingen hos den sentrale tjenermaskinen slik at de innrap-
porterte GPS-koordinatene fra brukerne tilsvarer et annet geografisk område
etter endringen. Dette var mer komplisert å få til med multicast-løsningene,
der man var avhengig av å spre en slik endring i områdeinndelingen ut til
alle brukerne slik at applikasjonene deres kunne oppdaterte seg.
En slik sentral tjenermaskin kan også med letthet svare på hvor mange
brukere som befinner seg innenfor et gitt område.
Det finnes flere lignende løsninger for kommunikasjon mellom grupper.
Disse går under fellesbetegnelsen “host based multicast”-løsninger, og er
beregnet nettopp som et alternativ til multicast for noder i nettverk som
bare støtter vanlig unicast-trafikk[35]. I slike applikasjonslag-løsninger kan
alle gruppetrærne bestå av vanlige vertsnoder, i motsetning til i ordinær
multicast på nettverkslaget der trærne består av egne multicast-rutere. Noen
av disse løsningene med “applikasjonslag-multicast” baserer seg på en sentral
enhet som holder orden på gruppens medlemmer[36].
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8.4.2 Distribuert løsning
En annen mulighet er å lage en distribuert løsning der det ikke finnes noen
dedikert tjenermaskin i det hele tatt. I et slikt system er det applikasjonene
hos brukerne som må holde all informasjon, og være i stand til å spre denne
mellom seg slik at alle vet hvem som er i hvilket geografisk område til enhver
tid.
Applikasjonene må på en eller annen måte klare å bygge seg en tabell med
oversikt over hvilke brukere (IP-adressene) som befinner seg i hvilke geogra-
fiske områder. Deretter kan applikasjonen selv sende meldinger til brukerne
i det området den er interessert i.
Man kan muligens benytte seg av “peer2peer”-mekanismer for å bygge opp
en slik tabell. Betegnelsen “peer2peer” brukes om teknologier der alle node-
ne i systemet er konfigurert likt, det vil si de fungerer både som klienter og
tjenere. Nettverket fungerer ved at det er nodene selv som hjelper hverandre
med å få kjennskap til andre brukere, og dermed kunne kommunisere med
disse enten via peer2peer-nettverket eller direkte med vanlig IP-unicast. I de
fleste peer2peer-løsninger, for eksempel Gnutella[37], er man avhengig av å
ha et kjent startpunkt. Man trenger altså adressen til minst én annen “peer”
for å komme i gang og bygge opp sin egen oversikt over de andre brukerne.
Fordelene med en slik løsning i forhold til en sentralisert løsning er at ikke
alt avhenger av at én spesiell maskin til enhver tid fungerer som den skal.
På den måten er metoden mer robust, og skalerbarheten for et slik desentra-
lisert, distribuert system er grunnleggende bra. På en annen side krever en
slik løsning mer signalering og prosessering på de ressursbegrensede mobile
enhetene, enn ved sentraliserte løsninger.
Det finnes også protokoller for “host based multicast” som baserer seg på
en distribuert løsning. En av disse er Narada[38] som først bygger et virtuelt
“mesh” (et tre med kanter mellom alle noder) av nodene som ønsker å fungere
som en multicast-gruppe, for deretter å generere et kildespesifikt tre ut av
dette. Også denne protokollen er avhengig av at en MN som ønsker å bli en
del av systemet, på forhånd har adressen til minst én annen bruker.
Det finnes egne protokoller ment for vertsnoder for å kunne kartlegge
nettverksstrukturen og bygge rutingtabeller på egen hånd i såkalte mobile
ad hoc-nettverk (“manets”). Dette er løse nettverk som blir satt sammen der
og da av de enhetene som befinner seg i nærheten av hverandre. Disse pro-
tokollene er utviklet med tanke på høyst mobile trådløse enheter som skal
kunne oppdage hverandre og fungere som et nettverk over kortere tid, for
eksempel for soldater i felt. I mitt scenario er enhetene riktignok mobile og
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trådløse, men de er også del av et allerede strukturert nettverk med dedikerte
rutere. Jeg tror derfor ikke slike protokoller er egnet i mitt scenario.
Kanskje kunne man satse på en kombinasjonsløsning der man bruker
peer2peer-mekanismer for å oppdage de andre brukerne, og deretter
benytter en applikasjonslagbasert multicast-protokoll for å ta seg av
gruppehåndteringen.
8.4.3 Telekom-løsning
En tredje mulighet kunne være å flytte fokus over på Telekom-bransjen, og
bruke egenskaper innebygd i mobiltelefonnettet UMTS (“Universal Mobile
Telecommunication System”). UMTS er neste generasjon pakkebaserte mo-
biltelefonnett, og det legges opp til å ha utstrakt kontakt med dagens Inter-
nett og ulike tjenester som finnes der. I nyere versjoner (“releases”) av UMTS
vil blant annet IP-protokollen bli tatt i bruk stadig lenger ut i UMTS-nettet,
og det legges inn støtte for mobil IP. En av fordelene med å benytte seg av
mobiltelefonnettet er at “roaming-avtaler” er på plass, og at det er innebygd
støtte for full mobilitet.
Når det gjelder multicast er det i dagens UMTS-nett kun støtte for dette
via unicast-tunnelering fra kant-ruteren GGSN (“Gateway GPRS Support
Node”) til hver enkelt mobiltelefon, se figur 8.2. Dermed kan MN delta i
multicast-kommunikasjon med grupper på Internett, men det er ingen bånd-
breddebesparelser i UMTS-nettet. Faktisk kreves det mer nettverksbånd-
bredde for multicast-distribusjon sammenlignet med å sende de samme da-
taene som unicast[39].
Det jobbes mye i standardiseringsorganet for UMTS, 3GPP[40], med å
lage bedre støtte for multicast (“Multimedia Broadcast/Multicast Service”).
Multicast kan bli viktig i et slikt båndbreddebegrenset miljø med mange
noder, og mange nye tjenester kan dra nytte av dette[39][40]. Blant annet
ser man i “release 6” på mulighetene til å generere multicast-trær helt ut til
hver RNC (se figur 8.2). Man ønsker støtte for både autentiserte avsendere
og mottakere, samt å kunne kvalitetsstyre (“Quality of Service”) multicast-
kommunikasjonen på lik linje med annen UMTS-kommunikasjon[41].
Når UMTS-nettet om kort tid er fullt utbygd i Oslo kan bildelings-
scenarioet basere seg på å fungere innenfor UMTS-nettet, og benytte seg
av multicast-støtten som finnes der. Dermed kan denne UMTS-baserte
multicast-løsningen sees på som et alternativ til den manglende støtten for
interdomene multicast i dagens Internett.
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Figur 8.2: En del av UMTS-arkitekturen.
En annen teknisk mulighet er å benytte seg av det som i UMTS
kalles CBS, “Cell Broadcast Service”. Dette er en teknologi som gjør det
mulig å sende data som broadcast til et gitt sett av celler. En celle er
dekningsområdet til en basestasjon. Man kunne i teorien bruke dette i
bildelingsscenarioet for å sende en melding til de cellene som ligger i det
geografisk området man er interessert i. Alle mobiltelefoner i dette området
vil dermed kunne motta broadcast-meldingen.
8.5 Konklusjon
Denne hovedoppgaven har tatt for seg problemstillingen Finnes det effektive
metoder for multicast-applikasjoner i trådløse nettverk basert på mobil IP?.
Problemstillingen er belyst ved at jeg, basert på teori og et konstruert sce-
nario, har vurdert tre forskjellige slike metoder opp mot hverandre. Da fant
jeg ut at metoden kalt toveis tunnelering var den som egnet seg best. Mine
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undersøkelser tyder på at det finnes effektive, eller i det minste effektive nok,
metoder for multicast i mobil IP støttede nettverk. Dermed mener jeg å ha
besvart oppgavens problemstilling.
Det står imidlertid andre utfordringer i veien før infrastrukturen brukt i
denne hovedoppgaven er på plass og klar til å tilby tjenester. Blant disse er
generelle måter for en FA å kunne autentisere en mobil bruker som ønsker
å benytte seg av tjenestene i en IP-sone. I en framtid der mobil IP er en
del av infrastrukturen må denne typen autentisering skje raskt og enkelt når
brukeren intetanende forlater en sone og kommer inn i en ny.
Skandinavia er verdensledende på utbredelse av slike trådløse IP-soner
per innbygger[8]. Men mange soner er ikke offentlig tilgjengelige, og andre
hemmes av mangel på enkle betalingsløsninger. Faktisk er en av hovedut-
fordringene med utbyggingen av trådløse IP-soner vrimmelen av aktører og
mangelen på abonnementer som gir bred geografisk dekning[42]. Mange ulike
operatører bygger ut IP-soner, men det er foreløpig liten samkjøring disse
aktørene imellom, og de har stort sett egne betalingsløsninger. Som oftest er
dette betalingsløsninger basert på kontantkortprinsippet der man forhånd-
skjøper aksesstid[43].
Endringer er heldigvis på vei og som et eksempel kan jeg nevne at telegi-
gantene Vodafone (Europa) og Verizon (USA) har inngått et unikt samarbeid
om trådløse IP-sone tjenester. Bruken av en felles betalingsløsning for de to
selskapene vil gi reisende tilgang på trådløst Internett fra begge firmaenes
IP-soner i Europa og USA, og deretter få alt på samme regning[42].
Multicast-delen er nok likevel den delen som blir tregest å få bygget ut,
hvis det noen gang skjer. Da må i så fall båndbreddekapasiteten bli så over-
belastet at det ikke er noen annen mulighet enn at den kommersielle delen av
bransjen blir tvunget til å se på slike løsninger. Muligens kan også arbeidet
med UMTS være med på å gi multicast et løft.
Mobil IP blir derimot viet mye større kommersiell interesse, og det blir
dermed investert mer penger og ressurser på dette feltet. Den generelle opp-
gangen innen IT/Telekom-bransjen, som vi forhåpentligvis er vitne til i disse
dager vil kunne bidra til å få i gang nytenkning og visjoner igjen. En etter-
lengtet innføring av IPv6 vil også ha et positivt driv på innføringen av mobil
IP.
Både Internettilbydere og brukere ser ut til å være pirret av drømmen om
alltid å kunne være “online” med resten av Internettverden, på tilsvarende
måte som mobiltelefonen lot oss være kontinuerlig koblet til telenettet. Når
disse to verdenene, IP og Telekom nå sakte men sikkert konvergerer mot
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et “always-on”, IP-basert kommunikasjonsnettverk, og skillet mellom dem
stadig viskes ut blomstrer en ny overlevelseskamp opp: Hvilken av disse
teknologibransjene som vil få størst innflytelse og dominans i det framtidige
“Nettet med stor N”, som vi i disse dager ser den spennende begynnelsen
på. Muligens er det plass til dem begge. Jeg kan se for meg raske IP-soner
i de store byene, og et totaldekkende mobiltelefonnett bestående av UMTS
i tettsteder og GSM/GPRS til siste knaus i havgapet. Kanskje kan vi også
skimte sømløs roaming mellom disse teknologiene.
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