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ABSTRACT
Since Hsiao [1986]’s work, many surveys have appeared, providing the researcher with
the necessary tools for fully enjoying the advantages of panel data in terms of both
microeconometric and macroeconometric studies. This survey has this very aim and, in a
sense, offers no novel contribution, beyond the fact of bringing together some new
developments in estimation and specification testing in a selective manner. The estimation
of dynamic models either with fixed effects or random effects in the intercept using LSDV,
GLS,MLE, IV and GMM is presented, as well as binary choice models. A short review on
specification tests and unit roots testing is also presented.
RESUMO
Desde o trabalho fundamental de Hsiao [1986], várias revisões de literatura têm aparecido
para dotar o investigador das ferramentas necessárias a um completo aproveitamento das
vantagens dos dados em painel, quer na microeconometria, quer na macroeconometria. A
presente revisão de literatura tem este mesmo objectivo e, nesse sentido, não traz qualquer
contributo novo, para além do facto de juntar alguns dos últimos desenvolvimentos na
estimação e nos testes de especificação, de uma forma selectiva, transcrevendo-os para
português. A estimação de modelos dinâmicos com efeitos fixos ou aleatórios, no termo
independente, por intermédio dos estimadores LSDV, GLS, MLE, IV e GMM é
apresentada, tal como a questão da estimação de modelos de escolha binária. Apresenta-se,
também, um resumo de alguns testes de especificação e de testes de raízes unitárias.
Keywords: panel data, dynamic models estimation, LSDV, GLS, MLE, IV, GMM, unit
root tests
Palavras-Chave: dados em painel, estimação de modelos dinâmicos, LSDV, GLS, MLE,
IV, GMM e testes de raiz unitária.
* Centro de Estudos Macroeconómicos e PrevisãoÍNDICE
1. INTRODUÇÃO...........................................................................................................................................1
2. MODELOS ESTÁTICOS: ALGUMAS CONSIDERAÇÕES ...................................................................4
2.1 MODELOS DE EFEITOS FIXOS........................................................................................................................9
2.2 MODELOS DE EFEITOS ALEATÓRIOS ...........................................................................................................13
2.3 EFEITOS FIXOS OU ALEATÓRIOS?................................................................................................................19
3. MODELOS DINÂMICOS AUTORREGRESSIVOS...............................................................................20
3.1 INTRODUÇÃO.............................................................................................................................................20
3.2 ESTIMAÇÃO DE MODELOS COM EFEITOS FIXOS...........................................................................................22
3.3 ESTIMAÇÃO DE MODELOS COM EFEITOS ALEATÓRIOS.................................................................................25
3.4 ESTRUTURAS ALTERNATIVAS PARA A HETEROGENEIDADE ..........................................................................32
4. ESTIMAÇÃO DE MODELOS COM DESFASAMENTOS DISTRIBUÍDOS........................................35
5. ESTIMAÇÃO GMM DE MODELOS DINÂMICOS COM DADOS EM PAINEL................................41
5.1 ESTIMAÇÃO GMM COM REGRESSORES  EXÓGENOS ....................................................................................41
5.2 ESTIMAÇÃO GMM E MODELOS DINÂMICOS................................................................................................46
5.3 CONCLUSÕES.............................................................................................................................................51
6. RAÍZES UNITÁRIAS E DADOS EM PAINEL.......................................................................................53
7.  DADOS DISCRETOS..............................................................................................................................61
7.1 MODELOS ESTÁTICOS DE ESCOLHA BINÁRIA: UMA INTRODUÇÃO.................................................................61
7.2 MODELOS DINÂMICOS DE ESCOLHA BINÁRIA..............................................................................................64
8. MISCELÂNEA DE TEMAS.....................................................................................................................68
8.1 ALGUNS ARTIGOS FUNDAMENTAIS.............................................................................................................68
8.2 TEMAS RECENTES SOBRE ESTIMAÇÃO COM DADOS EM PAINEL....................................................................69




O objectivo do presente texto consiste em reunir, de forma integrada, um conjunto
de referências e de resultados úteis a quem está a desenvolver trabalho empírico na área
dos modelos dinâmicos com dados em painel. Apesar de existirem diversos exemplos deste
tipo de revisão de literatura, principalmente sob a forma de working papers em língua
inglesa, não se encontrou exemplo algum em português. Assim, tal como foi feito por Urga
[1992], pretende-se fornecer pistas de investigação, referências úteis e alguns resultados
prontos a usar para quem não pode despender muito tempo, nem esforço, neste tipo de
recolha. Para quem tem a estimação com dados em painel como objecto central da
respectiva pesquisa, esta survey não substitui de forma alguma a leitura dos originais
citados.
Uma das vantagens da estimação com dados em painel é a relevação da
heterogeneidade individual. Assim, os dados em painel sugerem a existência de
características diferenciadoras dos indivíduos, entendidos como “unidade estatística de
base”. Essas características podem ou não ser constantes ao longo do tempo, de tal forma
que estudos temporais ou seccionais que não tenham em conta tal heterogeneidade
produzirão, quase sempre, resultados fortemente enviesados.
Por outro lado, os dados em painel providenciam uma maior quantidade de
informação, maior variabilidade dos dados, menor colinearidade entre as variáveis, maior
número de graus de liberdade e maior eficiência na estimação. A inclusão da dimensão
seccional, num estudo temporal agregado, confere uma maior variabilidade aos dados, na
medida em que a utilização de dados agregados resulta em séries mais suaves do que as
séries individuais que lhes servem de base. Esse aumento na variabilidade dos dados
contribui para a redução da eventual colinearidade existente entre variáveis,
particularmente em modelos com desfasamentos distribuídos.
Adicionalmente, os estudos com amostras longitudinais facilitam uma análise mais
eficiente das dinâmicas de ajustamento: os estudos seccionais, ao não contemplarem a
possibilidade de a realidade de suporte ser dinâmica, transmitem uma falsa ideia de
estabilidade. Assim, a utilização de dados em painel permite conjugar a diversidade de
comportamentos individuais, com a existência de dinâmicas de ajustamento, ainda que2
potencialmente distintas. Ou seja, permite tipificar as respostas de diferentes indivíduos a
determinados acontecimentos, em diferentes momentos.
Por outro lado, a maior quantidade de informação disponível aumenta a eficiência
da estimação. Ou seja, os dados em painel permitem identificar e medir efeitos que não
serão pura e simplesmente detectáveis em estudos exclusivamente seccionais ou temporais,
bem como construir e testar modelos comportamentais complexos, nomeadamente
recorrendo a modelos com desfasamentos distribuídos com poucas restrições.
No entanto, a análise econométrica com dados em painel não está isenta de
problemas, nomeadamente porque:
– aumenta o risco de se ter amostras incompletas ou com graves problemas de recolha
de dados, bem como a importância dos erros de medida;
– se virmos uma população como um conjunto de decisões que se reflectem em
diferentes histórias individuais (segundo uma definição de Haavelmo), estas terão que
ser representadas como variáveis aleatórias idiossincráticas (i.e., específicas a cada
indivíduo) e que certamente estarão correlacionadas não apenas com a variável
dependente, mas também com o conjunto das variáveis explicativas, o que causa
diversos problemas ao nível da identificação e estimação dos modelos;
– ocorre o chamado enviesamento de heterogeneidade, i.e., o enviesamento resultante
de uma má especificação pela não consideração de uma eventual diferenciação dos
coeficientes ao longo das unidades seccionais e/ou ao longo do tempo;
– surgem problemas relacionados com o enviesamento de selecção (selectivity bias), ou
seja, erros resultantes da recolha dos dados que levam a que estes não constituam uma
amostra aleatória. Inclui questões como a auto-selectividade (amostras truncadas) e
ausência de resposta ou atrito (exclusão de indivíduos em sucessivas rondas devido a
morte ou alteração de residência, por exemplo). Uma forma particular de
enviesamento de selecção, comum nos estudos macroeconométricos, relaciona-se com
a selecção das unidades individuais a utilizar no estudo. Uma selecção de acordo com
um critério sistemático, como é usualmente efectuado em macroeconomia, do tipo,
“países da OCDE” ou “países que aderiram a um dado regime de política económica”,
não garantirá a constituição de uma amostra aleatória e, dessa forma, levará a que a
estimação seja genericamente inconsistente.
Na próxima secção, apresenta-se o tema da estimação de modelos uniequacionais
com dados em painel, através de uma abordagem genérica dos modelos estáticos de efeitos3
fixos e de efeitos aleatórios, limitados ao termo independente, o que é usualmente
conhecido como modelo de componentes de erro. Omitiram-se propositadamente os
modelos de coeficientes variáveis (fixos ou aleatórios) mais gerais, para limitar o espectro
de análise.
No terceiro capítulo, abordam-se especificamente os modelos dinâmicos, quer de
efeitos fixos, quer de efeitos aleatórios e os problemas que se colocam na sua estimação,
por terem variáveis dependentes desfasadas como variáveis explicativas. É ainda feita uma
breve referência a uma abordagem à heterogeneidade individual alternativa aos modelos de
componentes de erro e que recorre a especificações diversas para as matrizes de variâncias
e covariâncias dos termos de perturbação.
Na quarta secção, resumem-se as questões relacionadas com a estimação e
identificação de modelos com desfasamentos distribuídos, seguindo-se de perto a
exposição que consta da secção 8.1 de Hsiao [1986].
No quinto capítulo, introduz-se a estimação de modelos dinâmicos com dados em
painel através de técnicas GMM, recorrendo-se extensivamente a Mátyás [1999] e Baltagi
[1995].
No sexto capítulo, apresentam-se as principais referências sobre testes de detecção
da existência de raízes unitárias, com amostras em painel, questão particularmente
relevante para os modelos dinâmicos.
O capítulo sete apresenta o tema da estimação de modelos dinâmicos com dados
discretos, nomeadamente a estimação de modelos de escolha binária.
O capítulo oitavo resume os objectivos e conclusões de um conjunto restrito de
artigos merecedores de destaque, por serem textos fundadores ou por, sendo recentes,
poderem dar indicações quanto a eventuais evoluções da discussão em torno da estimação
de modelos econométricos dinâmicos com dados em painel. São também apresentados
diversos testes de especificação adaptados a modelos com dados em painel.
O último capítulo apresenta as principais conclusões da recolha.5
 
 a(I): b bit = b b, "i,t, em que b b é (k·1);
 b(I): uit ~ i.i.d.(0,s
2).
 
 O modelo poderá ser estimado pela aplicação de OLS à amostra longitudinal visto
cumprirem-se as hipóteses clássicas do modelo de regressão linear, no que é conhecido
como pooled OLS. No entanto, ao não dar conta de uma heterogeneidade eventualmente
existente, o modelo padecerá de um grave erro de especificação e os enviesamentos serão
grandes. Além disso, por ignorar a existência de heterogeneidade nos dados, a aplicação de
OLS em pool não é verdadeiramente um método de estimação em painel.
 
II.  Modelo de Regressão Individual
 
 Uma forma simples de se dar conta da heterogeneidade existente é assumir que os
coeficientes são constantes no tempo, mas específicos a cada indivíduo, ou seja:
 
 a(II): b bit = b bi, "t, em que b bi é (k·1);
 b(II): uit ~ i.i.d.(0,si
2).
 
 A estimação do modelo reduz-se à aplicação de OLS indivíduo a indivíduo, com as
vantagens de ser fácil de calcular, tratar as diferenças individuais explicitamente e permitir
que se testem diferenças comportamentais. No entanto, tem como principais defeitos o
facto de produzir um número muito elevado de coeficientes (não é parcimonioso, um dos
mais importantes atributos de uma boa especificação), ter pouca fiabilidade quando Nﬁ¥
mas T é fixo e não contemplar a existência de interdependência entre as decisões
individuais (o que o afasta do próprio espírito dos estudos com amostras longitudinais).
 
III.  Modelo Seemingly Unrelated Regression (SUR)
 
 A hipótese de inexistência de interdependência individual é bastante irrealista uma
vez que é natural que alguns factores não observáveis (incluídos nos termos de
perturbação) possam afectar todos ou alguns dos indivíduos ao mesmo tempo, originando13
j, temos: Aij = sij IT  e Var(u) = s
2￿W W = Aij ˜IT , com Aii = S Si a serem matrizes
diagonais eventualmente iguais (não escalares, no caso de heteroscedasticidade);
2. Independência Individual: cobre todos os casos de heteroscedasticidade e
autocorrelação ao nível individual, sendo de particular interesse o caso de
homoscedasticidade em bloco dado por Aij = 0 se i„j e Aii = A ￿ Var(u) = IN ˜ A;
3. Equi-correlação em bloco: Aii = A e Aij = B, com A positiva definida, B semi-
definida positiva e (A – B) positiva definida, de tal forma que Var(u) = IN ˜ (A – B)
+ JN ˜ B.
Pode ser demonstrado que a aplicação de um GLS habitual (i.e., recorrendo a W W
-1 )
sobre o modelo transformado por W só será equivalente (para b b) à aplicação de um método
GLS sobre o modelo original nos casos 1 e 3. Para uma prova e clarificação do argumento,
veja-se Mátyás e Sevestre [1992], 44-5.
2.2 Modelos de Efeitos Aleatórios
Esta especificação pressupõe que o comportamento específico dos indivíduos e
períodos de tempo é desconhecido, não podendo ser observado, nem medido: é parte da
nossa “ignorância geral”. Assim, em amostras longitudinais de grande dimensão, podemos
sempre representar estes efeitos individuais ou temporais específicos sob a forma de uma
variável aleatória normal.
Das vantagens dos modelos de efeitos aleatórios e para o caso específico dos
modelos de componentes de erro, destacam-se:
• a sua capacidade para trabalhar com bases de dados de qualquer dimensão;
• o facto de a inferência estatística aplicável ser uma mera derivação dos testes de
hipóteses usuais;
• a possibilidade de a maior parte dos problemas e dificuldades poderem ser
resolvidos dentro do quadro econométrico tradicional;
• o facto de ser o modelo de dados em painel estudado com maior profundidade;
• a facilidade com que são interpretados os resultados de estimação;
• o facto de ser pouco exigente em termos de software econométrico.19
[ [ ] ] [ [ ] ] ) f( ˆ ˆ ) f( ˆ è ð Ù è ð - - ¢ ¢ ¢ ¢ - - , em que Ù ˆ é um estimador consistente da matriz de variâncias de
ð ˆ
13. Este estimador de distância mínima é consistente (no caso semi-assimptótico Nﬁ¥) e
assimptoticamente normal, não impondo qualquer restrição sobre os termos de perturbação
do modelo, mas apenas que as características individuais (para cada um dos T períodos) se
encontrem idêntica e independentemente distribuídas em i. Mais, o estimador de distância
mínima será eficiente relativamente a todos os outros estimadores que não impõem
restrições na matriz de variâncias dos termos de perturbação, mas já não o será, por
exemplo, quando sabemos estar perante um modelo de efeitos aleatórios (caso em que o
estimador eficiente será o GLS), ainda que permaneça consistente.
2.3 Efeitos Fixos ou Aleatórios?
Parece haver desde logo uma vantagem computacional em pressupor-se efeitos
fixos e não aleatórios, ainda que tal não possa ou não deva ser aduzido como justificação.
Esta deve antes ser procurada na resposta a duas questões (Hsiao in Mátyás e Sevestre
[1992], pág. 88): (1) os objectivos do estudo em questão e (2) o contexto dos dados, a
forma como foram recolhidos e a envolvente onde foram gerados.
Assim, se o que se pretende é efectuar inferência relativamente a uma população, a
partir de uma amostra aleatória da mesma, os efeitos aleatórios serão a escolha apropriada.
Se se pretende estudar o comportamento de uma unidade individual em concreto, então os
efeitos fixos são a escolha óbvia na medida em que é indiferente considerar-se a amostra
como aleatória ou não. Em particular, no caso de se estar a estudar um grupo de N países,
toda a inferência terá que ser condicional em ordem ao grupo específico sob observação.
Ou seja, na generalidade dos estudos macroeconométricos, por ser impossível ver
uma amostra de N países como uma selecção aleatória de uma população com dimensão
tendencialmente infinita, tanto mais que representará com grande probabilidade a quase
totalidade da população em estudo, torna-se evidente que a escolha acertada é a
especificação com efeitos fixos, como é defendido em Judson e Owen [1996].
                                               
13 As fórmulas podem ser encontradas em Hsiao [1986],59-60.35
4. Estimação de Modelos com Desfasamentos Distribuídos
30
Devido à existência de rigidez de ordem técnica, institucional ou psicológica, é
frequente o comportamento não se adaptar imediatamente a alterações nas variáveis
explicativas, sendo tal adaptação, na maior parte dos casos, progressiva. Assim, essa
adaptação pode ser racionalizada através de diversos mecanismos teóricos de ajustamento,
havendo a alternativa de estimarmos y através de variáveis dependentes desfasadas,
juntamente com variáveis exógenas, ou através de um modelo de desfasamentos
distribuídos, em que o valor actual de y será uma função de uma cadeia de valores
contemporâneos e passados de um vector de variáveis independentes. Ainda que estes dois
modelos possam ser reciprocamente transformados um no outro, é sempre necessário
determinar com algum rigor, não apenas o momento a partir do qual se começam a sentir
os efeitos na variável dependente de uma inovação no vector de variáveis independentes,
mas também determinar a partir de que momento se encontram completamente
repercutidos em y os referidos efeitos.
A determinação da dimensão da estrutura de desfasamento, ainda que um tema
merecedor de atenção, não é propriamente uma idiossincrasia do estudo de dados em
painel, aplicando-se os usuais critérios utilizados nas séries temporais ou nos estudos
cross-section: critérios de Schwarz ou Akaike, testes LR, ...
Já a questão da estimação de um modelo com uma dada dimensão de desfasamento
sem impor restrições de identificação, como os desfasamentos geométricos de Koyck ou os
polinomiais de Almon, que dificilmente poderá ser evitada nos estudos temporais com
desfasamentos importantes, devido ao excessivo número de parâmetros a estimar (e que
inviabiliza um qualquer estimador consistente, mesmo com Tﬁ ¥, pois o número de
parâmetros a estimar tende também para infinito) justifica uma referência detalhada nos
estudos com dados em painel.
Assim, uma vez que as amostras temporais são frequentemente de reduzida
dimensão e dizem respeito a variáveis provavelmente bastante correlacionadas umas com
as outras, é geralmente impossível obter estimativas, com qualidade, para os parâmetros
dos diversos desfasamentos sem impor as referidas restrições. Mas, se dispusermos de N
                                               
30Esta secção foi quase exclusivamente baseada em Hsiao[1986], Secção 8.1, sujeita a algumas
simplificações e adaptações.46
apenas as médias de X1 e X2, mas também todos os valores desfasados do primeiro vector
de variáveis, recursivamente.
Assumindo um pressuposto de exogeneidade ainda mais restritivo, Breusch, Myzon
e Schmidt [1989] deduzem um estimador IV com maior eficiência assimptótica. Para tal,
impõem que os efeitos seccionais, para além de respeitarem as condições impostas por H-T
e A-M, não exibirão correlação com os desvios em relação às médias seccionais das
variáveis X2, i.e., ainda que a ai e X2 possam estar correlacionadas, a sua covariância é
constante (ou seja, impõem uma condição de estacionaridade). Assim, BMZ acrescentam
os desvios em relação às respectivas médias de X2 ao lote de instrumentos propostos por
A-M, também de forma recursiva (ou seja, em T, teremos mais T-1 instrumentos, i.e., os
desvios até T-1). De acordo com Mátyás [1999], qualquer um destes estimadores, H-T, A-
M e BMZ, faz parte da classe dos estimadores FIV (variáveis instrumentais filtrados) e
será equivalente ao estimador within, no caso exactamente identificado pela definição de
H-T (k1 = g2), ou mais eficiente no caso sobre-identificado (k1 > g2).
Mátyás [1999] refere alguns estimadores que poderão ser mais eficientes que os
estimadores H-T, A-M e BMZ, ao reconhecerem mais condições de momentos que as
utilizadas por estes autores, citando para o efeito os estimadores de Ahn e Schmidt (AS) e
Arellano e Bover (AB)
39 e que na prática significarão a estimação do modelo (5.3) usando
como instrumentos, para além dos propostos H-T, A-M ou BMZ, as primeiras diferenças
disponíveis até ao momento das variáveis explicativas não correlacionadas com os efeitos
individuais, garantindo mais (T-1)(Tk1+g1)-k1 instrumentos. Apesar disso, Mátyás [1999]
sustenta que, do ponto de vista prático, os estimadores anteriores constituem boas
alternativas ao GMM.
5.2 Estimação GMM e Modelos Dinâmicos
Os primeiros estimadores que podem ser referenciados como estimadores GMM
para modelos dinâmicos com dados em painel são os já referidos AB e AS e que são
sumariamente expostos em Mátyás [1999] e, com maior detalhe, em Baltagi [1995].
Considere-se uma especificação mais simples que a do modelo (3-13):
                                               
39 Ver Ahn e Schmidt [1995], “Efficient Estimation of Dynamic Panel Data”, Journal of Econometrics, 68, 5-
27 e Arellano e Bover [1995], “Another Look at Instrumental Variables Estimation of Error-Components
Models”, Journal of Econometrics, 68, 29-51, citados em Mátyás [1999] e também em Baltagi [1995], sob a52
estimar modelos dinâmicos com amostras em painel com uma dimensão temporal pequena.
Isto porque, com um grande número de observações ao longo do tempo para um número
comparativamente pequeno de indivíduos (ou unidades seccionais), os estimadores within
são consistentes, mesmo que não completamente eficientes. Depois, como é mostrado em
Arellano e Bond [1991], entre outros, a quantidade de condições de momentos disponíveis
aumenta quadraticamente em T, o que torna o peso computacional do GMM, para um T
elevado, demasiado oneroso.
Para a estimação de modelos lineares, o estimador GMM frequentemente assume a
forma de um estimador IV, o que é particularmente verdadeiro se for válido o pressuposto
de inexistência de heteroscedasticidade condicional (NCH). A diferença entre o GMM e a
forma convencional de aplicação das variáveis instrumentais tem que ver com a completa
identificação das condições de momentos impostas pelos pressupostos do modelo
subjacente que o GMM implica, em que algumas dessas condições de momentos poderão
ser redundantes, logo, não contribuindo para a eficiência do estimador.
No caso concreto dos modelos dinâmicos, a condição NCH é necessariamente
insustentável, caso se opte pela consideração da totalidade das condições de momentos
suscitadas pelos pressupostos de exogeneidade. Assim, na estimação de modelos
dinâmicos com dados em painel, o estimador GMM eficiente não corresponderá a um
estimador IV, tanto mais que muitas das condições em que se baseia são não lineares,
dando lugar a procedimentos de estimação iterativos.
A literatura GMM relativa à estimação de modelos com dados em painel está a
atravessar um período de rápida expansão, pelo que esta revisão estará necessariamente
incompleta. Para além disso, todos os tópicos relacionados com a estimação de modelos
não-lineares (dinâmicos) com GMM foi propositadamente deixada de fora, sob pena de se
alongar indefinidamente a discussão. Uma boa revisão sobre o tema pode ser encontrada
em Mátyás [1999], (capítulo 9).
                                                                                                                                  
sem significado económico relevante e cuja estimação dispensamos.53
6. RAÍZES UNITÁRIAS E DADOS EM PAINEL
Desde o trabalho fundamental de Balestra e Nerlove [1966] que os modelos
dinâmicos com dados em painel têm revelado uma crescente importância na análise
econométrica, na medida em que permitem uma abordagem mais abrangente de fenómenos
de ajustamento que não podem ser vistos de forma isolada. No entanto, devido à pequena
dimensão temporal da maioria dos estudos com dados em painel (essencialmente na área
da microeconometria), a maior parte dos modelos contem dinâmicas homogéneas e pouca
atenção foi dada, até ao momento, a modelos com dinâmicas de ajustamento heterogéneas
do ponto de vista individual e temporal. Com o avanço da macroeconometria para a área
das aplicações com painéis, a dimensão temporal destes tende a aumentar e novos
problemas se colocam, nomeadamente os relacionados com temas até então típicos das
séries temporais, como as raízes unitárias e a cointegração. A disponibilidade de painéis
46
com dimensões temporais alargadas põe em causa o pressuposto tradicional da
homogeneidade dinâmica e suscitam também novas abordagens à estimação (por exemplo,
devido à inconsistência dos estimadores por agregação (pooled estimators) em modelos
dinâmicos heterogéneos).
A literatura relativa às questões da estacionariedade das séries económicas é muito
extensa para estudos com amostras temporais mas ainda é relativamente incipiente no que
toca à sua relevância em amostras em painel. Adicionalmente, muita da ênfase tem sido
dada à possibilidade de os dados em painel poderem ser usados como uma alternativa,
mais poderosa, aos habituais testes de raízes unitárias
47. Estes, regra geral, padecem de
reduzida potência ou são apenas válidos em circunstâncias excessivamente restritivas para
serem de utilidade prática. Uma forma de aumentar a potência desses testes será o aumento
da dimensão da amostra temporal, o que causa problemas como o aumento da
possibilidade de ocorrerem quebras de estruturas que sugiram, erradamente, raízes
unitárias. A inclusão de uma dimensão seccional à amostra, em paralelo com a temporal, é
uma forma de aumentar a sua dimensão sem o risco de quebras de estrutura, desde que se
modelize de forma conveniente a heterogeneidade individual.
                                               
46 Em boa verdade, os painéis usados em estudos macroeconométricos são aquilo a que a literatura chama de
“pseudo” painéis (Im, Pesaran e Shin [1997]) ou “cohorts” (bandos) na medida em que resultam da
agregação de N séries temporais individuais e não da recolha simultânea de T observações para N indivíduos.
47 Heimonen [1999] é um exemplo, com uma aplicação à hipótese das paridades de poder de compra.60
explorada no âmbito das séries temporais e que, para já, suscita as seguintes linhas de
orientação:
- o número de termos desfasados no teste ADF, por exemplo, deve ser o
suficiente para garantir a ausência de autocorrelação nos resíduos da regressão
de suporte do referido teste;
- a existência de termos MA negativos e de dimensão assinalável tende a exigir
um aumento do número de termos autorregressivos;
- ao invés de se adoptar uma regra determinística comum para a selecção do
número de desfasamentos, deve-se fazer recair a escolha em critérios assentes
nos próprios dados (Maddala e Kim [1998]).
De qualquer forma, segundo Heimonen [1999], a escolha da dimensão do
desfasamento a utilizar em teste de raízes unitárias com dados em painel será de menor
importância, na medida em que a inferência parece largamente independente do número de
termos autorregressivos. Este autor e Maddala e Kim [1998], por exemplo, sugerem o












































No entanto, Im, Pesaran e Shin [1997] previnem contra os efeitos prejudiciais de
uma subestimação da dimensão do desfasamento a usar no seu teste IPS, pelo que
aconselham a utilização de um número considerável de termos autorregressivos, para o que
conviria uma regra do tipo general-to-specific de Hendry.
Como resumo, pode-se prescrever a seguinte linha de acção:
- para painéis curtos, deve-se usar o teste de Holtz-Eakin, Newey e Rosen [1988];
- para painéis de dimensão intermédia, pode-se escolher entre o teste de Levin e
Lin [1993] e o teste de Im, Pesaran e Shin [1997], dando preferência ao
primeiro, quando a dimensão temporal domina e ao segundo, no caso inverso;
- para painéis longos (T>250), não é de excluir a utilização dos testes ADF, DF
ou Phillips-Perron, num enquadramento típico de time series.
                                               
57 O critério deve-se a Schwert, G.W. [1989], “Tests for unit roots: a Monte Carlo investigation”, Journal of
Business and Economic Statistics, 7, 147-59.68
8. Miscelânea de Temas
O objectivo da presente secção é apresentar uma pequena revisão, não apenas de
alguns dos artigos mais importantes, mesmo fundadores, da análise econométrica de dados
em painel, mas também de alguns artigos mais recentes e que poderão fornecer pistas
quanto à evolução futura do tema. O capítulo termina com um apanhado breve de alguns
testes de especificação existentes para modelos que usem dados em painel.
8.1 ALGUNS ARTIGOS FUNDAMENTAIS
Em Balestra e Nerlove [1966], artigo já citado acima, é desenvolvido um modelo
dinâmico para a procura de gás natural, discutida a sua especificação e avançados alguns
métodos de estimação. Trata-se de um artigo fundamental e, de certa forma, pioneiro na
sua abordagem dos métodos de estimação IV em modelos com efeitos aleatórios. Os
autores começam por justificar a utilização de um modelo dinâmico para a especificação
de uma equação de procura de gás natural pois, esta depende do stock de equipamento
consumidor de gás. Assim sendo, propõem uma função de procura de gás em que o
consumo total de gás é a variável dependente e usam como variáveis explicativas: o preço
relativo do gás, a variável dependente desfasada, a população e o rendimento per capita.
Confrontados com resultados de estimação OLS não conformes com a teoria
económica, nomeadamente quanto ao parâmetro associado ao termo autorregressivo
(aproximadamente 1), os autores levantam a questão de tal ser resultado de uma má
especificação pela omissão de uma eventual heterogeneidade seccional, cujo efeito seria
captado pela variável dependente desfasada. Adoptando uma especificação com efeitos
aleatórios, Balestra e Nerlove [1966] notaram que os estimadores GLS ou FGLS
convencionais não eram aplicáveis na presença da variável autorregressiva.
Assim, os autores sugerem um  método IV que use como variáveis instrumentais as
variáveis exógenas desfasadas, uma vez que estas cumprem o princípio de Theil para as
variáveis instrumentais, segundo o qual devem ser escolhidas as combinações lineares de
variáveis exógenas mais fortemente correlacionadas com a variável pré-determinada que
vão substituir.72
pelos primeiros se afastem consideravelmente dos fornecidos pelos estimador between.
Para uma actualização desta discussão, veja-se Pirotte [1999].
Baltagi e Griffin [1997] efectuam uma comparação entre estimadores que assumem
a homogeneidade dos parâmetros (i.e., a poolability dos dados) e outros que consideram
que os parâmetros são heterogéneos, pelo que estimam cada indivíduo separadamente e
depois recorrem a médias, eventualmente ponderadas pelas respectivas matrizes de
variâncias (shrinkage estimators). Os resultados tendem a confirmar a superioridade dos
estimadores convencionais, em que se contavam os LSDV, GLS e 2SLS. Além disso,
Baltagi e Griffin [1997] notam que, para uma dimensão temporal considerável, a
implementação dos estimadores LSDV ou GLS pode ser preferível à utilização de
estimadores IV, sobretudo quando o conteúdo informativo dos instrumentos é pequeno.
Pesaran, Shin e Smith [1998] propõem uma variante do estimador de Grupos de
Médias (MG), para painéis de dimensões consideráveis, quer em N, quer em T. Em vez de
estimar N regressões e calcular as médias dos coeficientes, sugerem um meio termo entre
esta metodologia e os estimadores com o pressuposto de homogeneidade. Assim, Pesaran
et al. [1998] restringem os parâmetros de longo prazo a serem idênticos, enquanto que os
de curto prazo podem variar de indivíduo para indivíduo. A estimação, por MLE, requer
que se usem algoritmos iterativos, nomeadamente do tipo Newton-Raphson, podendo ser
aplicado o mesmo procedimento, independentemente da ordem de integração dos
regressores. Estes estimadores Pooled Mean Group (PMG) são promissores, tanto mais
que podem ser justificados de ponto de vista económico, sobretudo na macroeconometria,
ainda que a sua utilização (tal como a do estimador LSDV) requeira uma dimensão
temporal da amostra considerável. O estimador PMG permite que as dinâmicas de
ajustamento individuais sejam diferenciadas (tal como as estruturas de variâncias e
covariâncias), mantendo uma coesão no sistema para o longo prazo, ainda que nem sempre
as estimativas de curto prazo sejam plausíveis.
8.3 ALGUNS TESTES DE ESPECIFICAÇÃO
Para aferir a robustez dos resultados de qualquer trabalho empírico, devem ser
efectuados testes à existência de autocorrelação e heteroscedasticidade dos termos de
perturbação aleatórios, para o que se sugerem alguns procedimentos. Para o efeito,
considere-se o seguinte modelo:77
e que, tal como a anterior, pode ser alterada para acomodar painéis não balanceados (isto é,
com dimensão temporal variável). Para mais pormenores sobre o teste consulte-se Judge et
al. [1985], pág. 447-8 ou Gujarati [1996].
A escolha de uma dada especificação para um modelo, tema não abordado ao longo
deste trabalho, mas que constitui matéria para futuras actualizações, irá depender da
resposta prévia (ao trabalho de estimação) a uma séria de pressupostos de índole teórica e
não empírica. Assim, há que ter em conta: a existência ou não heterogeneidade; o estarmos
perante modelos de efeitos fixos ou aleatórios; as perturbações não-específicas (vit) serem
ou não esféricas e as variáveis exógenas (X) serem ou não estritamente exógenas.
A escolha pode ser assistida, nalguns casos, pelo recurso ao teste de especificação
de Hausman (ou outro nele baseado), por exemplo: para testarmos a hipótese de
autocorrelação dos termos de perturbação genéricos, podemos testar H0 comparando os
resultados de uma estimação MLE (consistente sob H0, mas não sob H1) com os obtidos
com um estimador IV, p.ex., o Balestra-Nerlove (consistente sob ambas as hipóteses).
Sobre isto, veja-se, entre outros, Baltagi [1995] ou Mátyás e Sevestre [1992].
Em Metcalf [1997] podem encontrar-se mais alguns testes de especificação para a
estimação de modelos com dados em painel usando variáveis instrumentais.79
variáveis endógenas desfasadas, pelo que a única saída será a estimação dos modelos
através de variáveis instrumentais.
Para evitar o problema da perda de consistência, em ambas as situações, tem-se
como alternativa genericamente consistente, após a diferenciação do modelo, a utilização
de estimadores de variáveis instrumentais, IV. A eficiência destes estimadores é
questionável, dependendo do conteúdo informativo dos instrumentos, que poderá não ser
muito, em particular se o número de regressores exógenos for diminuto ou nulo.
Uma alternativa plausível, quer ao LSDV, quer ao IV, é a estimação por GMM,
conforme foi discutido no capítulo 5. No entanto, haverá aqui que efectuar um balanço
crítico relativamente ao trade-off existente entre aos ganhos de eficiência que estes
estimadores permitem (preservando a consistência) e o acréscimo de complexidade e de
carga computacional que exigem.
Como regra geral, para modelos dinâmicos com efeitos fixos, com painéis longos,
pode optar-se pelo estimador within, enquanto que para painéis curtos se deve preferir a
estimação GMM.
Os modelos podem ser generalizados por forma a que heterogeneidade se revele
não apenas no termo independente, mas também nos próprios parâmetros associados às
variáveis explicativas. No entanto, por economia de espaço, optou-se por não abordar essa
possibilidade nesta revisão de literatura. Para além deste tópico, muitos outros foram
preteridos ou abordados apenas superficialmente, como as questões da estimação por
recurso a especificações alternativas para as estruturas de variâncias, os estimadores PMG
ou MG, a existência de relações de cointegração em modelos em painel e, acima de tudo, a
estimação GMM, que poderia e deveria ter merecido um maior desenvolvimento.
Para quem necessitar de um maior aprofundamento das matérias aqui expostas,
referências fundamentais serão Hsiao [1986], Baltagi [1995] e Mátyás e Sevestre [1992]
(existe uma edição mais recente, de 1995, com melhorias substanciais). Para temas como o
GMM ou as raízes unitárias, sugerem-se Mátyás [1999] e Maddala e Kim [1998],
respectivamente. Finalmente, para quem desejar uma referência rápida à estimação de
modelos dinâmicos com dados em painel, propõe-se Urga [1992], ainda que
complementado com referências mais recentes.80
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