[1] The use of scintillometers to determine sensible and latent heat flux is becoming increasingly common because of their ability to quantify convective fluxes over distances of hundreds of meters to several kilometers. The majority of investigations using scintillometry have focused on processes above land surfaces, but here we propose a new methodology for obtaining sensible and latent heat fluxes from a scintillometer deployed over open water. This methodology has been tested by comparison with eddy covariance measurements and through comparison with alternative scintillometer calculation approaches that are commonly used in the literature. The methodology is based on linearization of the Bowen ratio, which is a common assumption in models such as Penman's model and its derivatives. Comparison of latent heat flux estimates from the eddy covariance system and the scintillometer showed excellent agreement across a range of weather conditions and flux rates, giving a high level of confidence in scintillometry-derived latent heat fluxes. The proposed approach produced better estimates than other scintillometry calculation methods because of the reliance of alternative methods on measurements of water temperature or water body heat storage, which are both notoriously hard to quantify. The proposed methodology requires less instrumentation than alternative scintillometer calculation approaches, and the spatial scales of required measurements are arguably more compatible. In addition to scintillometer measurements of the structure parameter of the refractive index of air, the only measurements required are atmospheric pressure, air temperature, humidity, and wind speed at one height over the water body. 
Introduction
[2] Accurate quantification of evaporation (or latent heat flux) from water storages is essential to water management and planning, particularly in water-scarce regions where demand for water from industry and agriculture must often be balanced against potable demand. Increasingly, demands are also being made to return and increase environmental flows in river systems to counter historical overallocation of water and/or impacts of climate variability and reduced precipitation and inflows. Historically, evaporation from reservoirs has been quantified using panevaporation or standard meteorological measurements from which the drying potential of the air is calculated. The assumptions made by these approaches may often result in large errors in estimated evaporation rates, leading to poorly informed water allocation decision making [Lowe et al., 2009] . Technological advances in recent years now mean that accurate measurement of evaporation from reservoirs can be made. Scintillometry is one such method which provides opportunity to accurately quantify evaporation over large surface areas of reservoirs, thereby accounting for possible spatial variability in evaporation rates due to wind, water temperature, and depth.
[3] Scintillometry represents one of the few methods capable of providing heat flux information that is integrated over large areas. The costs associated with scintillometry equipment are similar to those for eddy covariance systems, and the technique is well suited to long-term measurements. Path-averaged scintillometry measurements can be made on length scales ranging from a few hundred meters to a few kilometers [Solignac et al., 2009] . Such characteristics are considered important for investigations where large-scale spatial representation of fluxes is considered important. As an example, using scintillometer path lengths which correspond to the resolution of satellite images makes it possible to validate remote sensing models. For the work in which we are engaged, the final aim is to determine the effectiveness of evaporation-reducing monolayers; thus, for our purposes a larger measurement footprint will provide a better spatial representation of evaporation processes.
[4] There are two main types of scintillometers in use that differ in the wavelengths in which they operate. Largeaperture scintillometers operate in the visible and nearinfrared wavelengths which are most sensitive to temperature fluctuations. This makes them well suited to sensible heat flux estimation. Radio wave scintillometers operate in the radio wavelength region, which is more sensitive to humidity fluctuations. System components and setup and maintenance are more demanding for the radio wave scintillometer; therefore, this type of instrument has been used in only a few studies [Meijninger et al., 2002] . The challenge in using a large-aperture scintillometer for determining latent heat fluxes is defining available energy, an issue central to this paper.
[5] Scintillometry characterizes the turbulence intensity within the atmosphere by measuring the structure parameter of the refractive index (C n 2 ). Scintillometers do not provide a direct estimate of sensible heat flux; however, using MoninObukhov similarity theory (MOST) and site-specific meteorological measurements, C n 2 can be used to determine sensible heat flux (H). Central to the calculation procedure is the definition of a temperature or humidity correlation factor, or Bowen ratio (b). The Bowen ratio is defined as the ratio of the sensible to latent heat fluxes (L e E) and is used to adjust for the effects of humidity on scintillations. When b values are large (i.e., >1) the effects of humidity can be neglected; however, over irrigated areas or open water, where evaporation and humidity are much greater, b values are small, and the correction is important for deriving accurate sensible and latent fluxes [Green and Hayashi, 1998 ].
[6] Most studies use one of two approaches to define b: the classical method or the b closure method [Solignac et al., 2009] . The classical method requires the user to estimate b values or to take values derived from other sources such as eddy covariance measurements. Utilizing fixed values of b has obvious shortcomings, and relying on measurements from other methods such as eddy covariance, which may have a different zone of influence (footprint), may introduce errors and also removes the independence of the scintillometry technique. The b closure method was first proposed by Green and Hayashi [1998] and involves balancing the energy budget by redistributing the available energy across fluxes of sensible and latent heat. Using this assumption, b can be expressed as
This approach requires additional measurements of net radiation (R N ) and soil heat flux (G). In the case of a water body, G is equivalent to downward positive surface flux, which consists of the "conductive, convective and radiative heating of the water body and underlying bed" [Vercauteren et al., 2009, paragraph 3] . In land-based studies G is sometimes neglected; however, the contribution of this term in water bodies can be large [McGowan et al., 2010; Tanny et al., 2008] . Vercauteren et al. [2009] present a potential solution to these problems, and we think that the method they describe is well suited to the calculation approach used for scintillometry. The methodology will be referred to as the "linearized b method." While measurements of R N and G are relatively straightforward over land, measurements of G have been shown to be a large potential source of errors in water body evaporation estimates [e.g., Stannard and Rosenberry, 1991] . Variation in water temperature both spatially and with depth complicates estimation of G, particularly over short time steps. Vercauteren et al. [2009] also point out that other problems in determining the energy balance over water bodies arise from the different size of the individual footprints of measurements. As stated by Vercauteren et al. [2009] , a net radiometer has a footprint on the order of 10 m 2 , measurements of G will have a footprint on the order of 0.1 m 2 , and air temperature and humidity measurements will represent upstream surface conditions of several square kilometers [Albertson and Parlange, 1999; Brutsaert, 1998; Hemakumara et al., 2003; Kustas et al., 2000] . The resulting footprints are often mutually incompatible, and the footprint of the calculated evaporation rate will be ambiguous.
[7] The formulation proposed by Vercauteren et al. [2009] relies on an approximation of b which is used in Penman's [1948] model (and subsequent derivatives). There are two assumptions made in Penman's approximation, first that the transfer coefficients of heat and water vapor are equal and second that b can be calculated using the linearized slope of the saturation vapor pressure curve. By using sensible heat flux from the scintillometer in combination with the Penman approximation for the linearized b, it is possible to calculate evaporation. This method needs additional measurements of air temperature, humidity, and wind speed, all of which will have similar footprints if measured at the same height. Details of relevant equations for this approach are given in section 2. The approach described by Vercauteren et al. [2009] enables discrepancies between footprint scales to be greatly reduced. Details of the calculation procedures required, along with how they fit within the iterative calculation scheme for scintillometer fluxes, will be discussed in section 2. Following this will be a comparison of scintillometer evaporation estimates with those from eddy covariance measurements.
Scintillometry Calculation Procedures

Determining Fluxes Using an Optical Scintillometer
[8] The theory behind the calculations has been described and tested by numerous authors [de Bruin et al., 1995; Green et al., 1994; Hill, 1992; Wesely, 1976] . Therefore, we present a description of the equations used in our calculations only.
[9] The scintillometer measures the structure parameter of the refractive index of air (C n 2 ), which is a measure of the turbulent strength of the atmosphere. The C n 2 value can be decomposed into the structure parameters of temperature (C T 2 ), humidity (C Q 2 ), and a covariant term (C TQ 2 ) [Hill et al., 1980] . The first step in the calculation procedures is to calculate C T 2 , which is a measure of air temperature fluctuations. C T 2 is central to the calculation of the sensible heat flux and can be determined from C n 2 (m −2/3 ) via [Wesely, 1976] 
where T a is the absolute air temperature (K) and P is the atmospheric pressure (Pa); both are measured over water.
The inclusion of b is to correct for the effects of humidity on scintillations. The coefficients in this equation both come from Wesely [1976] , where −0.78.10 −6 is the refractive index constant for dry air (K Pa −1 ) and the coefficient of 0.03 is the relative fluctuation value derived for mean temperature and humidity conditions. In this paper, three different methods will be presented for determining sensible and latent heat fluxes from scintillometer measurements; however, these methods vary only in the way in which b is defined. Each of the calculation methods for b is described in detail in section 2.2.
[10] In scintillometry the sensible heat flux (H − W m −2 ) can be derived from
where r is the density of air, c p is the specific heat of air at constant pressure, T * is the temperature scale and u * is the friction velocity.
[11] The temperature scale (T * ) can be derived from similarity relationships that have been derived for C T 2 [Wyngaard et al., 1971] which are based on the MoninObukhov similarity theory [Monin and Obukhov, 1954] :
where z LAS is the scintillometer path height and d is the displacement height (set to zero for open water [Oke, 1987] ). The sign of T * can be determined from the atmospheric stability, which, in our case, we determine from temperature measurements at two heights (see section 3.2). For unstable conditions H > 0; therefore T * needs to be <0. Hence, the positive value of the square root is used in (4). For unstable conditions the negative value of T * is required so that H < 0. Many empirical expressions for the universal stability function f T (z LAS /L) have been proposed [e.g., Hill, 1992; Wyngaard et al., 1971 ]; here we have adopted those proposed by Andreas [1988] where
for unstable conditions and as
for stable conditions.
[12] The Obukhov length (L) gives a relation between dynamic, thermal, and buoyancy processes and is equal to the height above ground where mechanically produced turbulence is in balance with the dissipative effect of negative buoyancy. The value of L is positive for stable atmospheric conditions and negative for unstable conditions. L is initially specified by the user (i.e., is strongly negative for unstable conditions or strongly positive for stable conditions) but is then calculated using an iterative approach using
where g is gravitational acceleration.
[13] Friction velocity (u * ) is calculated using the standard flux profile relationship [Panofsky and Dutton, 1984] :
where k is the von Karman constant, u is the wind speed (m s −1 ) at the measurement height (z u ), and z 0 is the roughness length. In our analysis z 0 is assumed to be 0.0001 m. This value was derived using the relationship between u * and z 0 over water bodies which has been proposed by Foken [1990] . Measurements of u * were made during the field campaign using a sonic anemometer from the eddy covariance system (see description in section 3.3). Mean u * during the comparison period was 0.2 m s −1 resulting in a corresponding z 0 of 0.0001 m. Variation in z 0 was small, with 90% of estimated values falling in the range from 0.00009 to 0.00017 m. Measured u * from the eddy covariance device was used only to determine a typical z 0 value, the measurements were not used for scintillometry calculations where u * was calculated using equation (8) . Here y m is a known universal stability function of (z − d)/L [Businger et al., 1967; Paulson, 1970] , which is defined under unstable atmospheric conditions as
or for stable conditions as
These equations are known as the Businger-Dyer relationships and are empirical functions based on measurement of heat and momentum fluxes. It is important to account for the stability of the atmosphere in these calculations as this affects the capacity of the atmosphere to transport heat and water vapor. The term z in equations (10) and (11) refers to either z u or z 0 depending on whether
[14] Once an estimate of H has been made, the next step is to derive an estimate of evaporation (E). This is the point in the calculation procedure where different approaches have been employed in the literature. All of the approaches are based around specification of b. Two commonly used approaches in scintillometry calculations are the classical method and the b closure method, both of which will be described in section 2.2. Testing of a new approach for estimation of E and b, which is based largely on the concepts put forward by Vercauteren et al. [2009] for determining evaporation from sensible heat fluxes, is the focus of this paper. This new approach is referred to here as the linearized b method and will be described in detail in section 2.2.1.
[15] Two sets of calculations are performed for the full measurement period, one set assuming unstable conditions and one assuming stable conditions. The final set of results will be determined by selecting solutions which correspond to the prevailing atmospheric stability which is defined by temperature measurements at two heights above the water at the time of measurements (see section 3.2).
Methods for Defining b 2.2.1. The Proposed Linearized b Method
[16] Using the methodology proposed by Vercauteren et al. [2009] , evaporation can be estimated using the Penman [1948] 
where D is the slope of the saturation pressure curve, which can be estimated using available equations of saturated vapor pressure (e* a ) versus T a [e.g., Lowe, 1977] . L e is the latent heat of vaporization and g is the psychometric constant. The drying power of the air (E A ) can be determined from the Penman-Brutsaert model [Brutsaert, 1982; Katul and Parlange, 1992] , which includes correction for atmospheric stability:
where q a and q* a are the specific humidity of the air and the saturation-specific humidity of the air at air temperature, respectively; z 0v is the scalar roughness length, which is given by [Brutsaert, 1982] z 0v ¼ 7:4z 0 exp À2:
where v is air kinematic viscosity.
[17] The Monin-Obukhov similarity stability correction function (y v ) depends on (z − d)/L and is given by Brutsaert [1982] as
for unstable conditions and as y v = y m for stable conditions. The parameters x and x 0v are given by equation (10).
[18] The calculation procedure is an iterative process and is illustrated in Figure 1 . To commence calculations, the user specifies starting values of b and L, and initial values of H and E are estimated. From these values a new b can be calculated which is then fed back through the iterative process to recalculate C T 2 and H. The procedure is run until the solution is stable. Note that Vercauteren et al. [2009] use E A = f(u)(e* a − e a ) with a fixed value for the wind function f(u) for simplicity and rapid application of the approach.
The Classical Method
[19] The classical method has been described and implemented by a number of authors [e.g., Meijninger and de Bruin, 2000; Solignac et al., 2009] . In short, the iterative scheme is similar to that shown in Figure 1 , but b is specified from other measurements rather than being solved iteratively. If we assume that that the turbulent transfer coefficients of heat and water vapor are equal above a water body, then we can specify b on the basis of measurements of water surface temperature (T w ) and air temperature (T a ) as follows [Penman, 1948] :
where e* w is the saturated vapor pressure at T w . Such an approach has not been used in past implementations of the classical method but is possible here because we are working over open water. In contrast to the linearized b method, use of the classical method involves iteratively solving only for L as b is specified from measurements.
The b Closure Method
[20] The b closure method was first proposed by Green and Hayashi [1998] and has been implemented by a number of authors [e.g., Hoedjes et al., 2002; Solignac et al., 2009] . This method is identical to that shown in Figure 1 except that evaporation is calculated as the residual in the energy balance. This method redistributes the available energy across fluxes of sensible and latent heat but relies on accurate estimates of net radiation (R N ) and the heat storage term G. To calculate G, we used the methodology described by Lenters et al. [2005] , which utilizes thermistor chain data and storage bathymetry. As with the linearized b method, once an initial estimate of evaporation is made using the b closure method, a new b is calculated, and this value is then fed back through the iterative process until the solution is stable.
Experimental Data
Site Description
[21] The study was conducted at Logan's Dam, which is an irrigation water storage near Gatton (27°34′25.93″S, 152°20′27.45″E; altitude 88 m) in southeast Queensland, Australia. The dam is roughly rectangular in shape with dimensions of approximately 480 m × 350 m (Figure 2 ). At full capacity the dam has a maximum depth of ∼6 m, has a surface area of 17.2 ha, and holds 700 ML of water. Figure 2 shows the location of instrumentation, which is described in section 3.2.
Scintillometry
[22] A large-aperture dual-disk scintillometer (LAS-BLS900, Scintec AG, Rottenburg, Germany) was installed on the banks of the dam wall with the beam positioned at 1 m above the water at full storage level. The receiver was positioned on the western bank, and the transmitter was on the eastern bank (Figure 2 ). Path reduction apertures were fitted to the two transmitters and the receiver to enable measurements over this path length (480 m). The receiver measured fluctuations (or scintillations) in a light beam which was emitted by each of the two transmitters. The dualdisk transmitter design allows for instantaneous corrections of absorption fluctuations, saturation, and outer scale effects. The scintillations seen by the receiver were expressed as the structure parameter of the refractive index of air (C n 2 ) by the collection of propagation statistics of the transmitted electromagnetic radiation. These propagation statistic (s lnI 2 ) represent the variance of the natural log of the intensity fluctuations. The relationship between C n 2 and s lnI 2 is given by [Wang et al., 1978] 
where D is the aperture diameter and R is the distance between the transmitter and the receiver. Propagation statistics and C n 2 were collected and computed by the processing unit of the scintillometer receiver. A light-emitting diode pulse repetition rate of 25 Hz was used with a diagnosis subperiod of 10 s and an averaging period of 10 min. The transmitter and receiver stations were each remotely powered by 0.32 kW of solar panels which charged a 500 Ah bank of deep-cycle batteries.
[23] Four pressure transducers (KPSI 500, Esterline, Bellevue, Washington, United States) were installed at locations around the dam to measure changes in water depth. Pressure transducers were sampled every 10 s, and measurements were averaged over 10 min periods. Change in water depth was used to determine the path height of the scintillometer beam as dam levels fluctuated.
[24] A floating weather station platform was positioned in a central location on the dam. Equipment on the platform included a barometer (CS106, Campbell Scientific, Utah, United States) and a net radiometer (CNR1, Kipp and Zonen, Delft, Netherlands) installed at a height of 1.2 m, an anemometer (014A, MetOne, Oregon, United States) installed at 2.4 m, aspirated high-accuracy (±0.1°C) temperature probes (41342, R. M. Young, Michigan, United States) at heights of 0.4 and 3 m, and temperature and humidity sensors (CS215, Campbell Scientific, Utah, United States) at heights of 0.55 m and 2.55 m. The high-accuracy temperature probes at heights of 0.4 and 3 m were used to determine the stability conditions (i.e., unstable or stable) of the nearsurface atmosphere (note that this is not an estimate of L). Suspended below the floating platform was a thermistor chain (PME, California, United States) which was used to measure water temperature at 0.3 m increments from 0.1 to 4.3 m depth. All sensors were sampled at 10 s intervals and were averaged over 10 min periods.
[25] After completing the iterative calculation procedures for scintillometer estimates (as described above), data were subjected to further quality control. Calculations that failed to find a stable solution after 1000 iterations were removed; in this data set this represented less than 2% of all measurements. In addition, solutions for stable atmospheric conditions that resulted in a b of between 0 and −0.03 were removed because such solutions result in invalid correction for the effects of humidity on scintillations and are likely to represent nonstationary conditions. Invalid b values tended to occur later in the afternoon as sensible heat fluxes switched from a negative to a positive state; b filtering resulted in the exclusion of a further 4% of measurements.
Eddy Covariance
[26] The eddy covariance unit was based on the established Campbell Scientific instrument configuration and included a CSAT-3 sonic anemometer (Campbell Scientific, Utah, United States) at a height of 2.2 m, an open-path H 2 O and CO 2 infrared gas analyzer (CS7500, LiCor, Nebraska, United States) at a height of 2.2 m, a net radiometer (CNR1, Kipp & Zonen, Delft, Netherlands) installed at a height of 1.2 m, and a humidity and temperature probe (HMP45C, Vaisala, Finland) at 2.3 m. An infrared radiometer (SI-111, Apogee Instruments, Inc., Utah, United States) was also installed to monitor water surface temperatures. The sonic anemometer measures the mean and fluctuating components of 3-D wind velocity and air temperature. The infrared gas analyzer measures fluctuations in densities of water vapor and carbon. The eddy covariance unit is controlled by a Campbell Scientific CR3000 data logger with flux measurements made at 10 Hz and average values logged every 15 min. The eddy covariance unit was located centrally on the dam (Figure 2 ) on a moored pontoon and was supplied with power from mounted solar panels.
[27] The influence of wave action on the measurements taken from the floating eddy covariance device we have deployed has been shown to be insignificant in limited fetch and small wave environments such as those in which we are working at Logan's Dam. Wiebe et al. [2011] used wavelet analysis to establish the relationship between vertical velocities measured by a floating eddy covariance apparatus and recorded wave motion recorded by a velocimeter in a reef flat environment. The pontoon assessed was the same as that used in this study, and a comparison of the wavelet variance spectra showed that although the eddy covariance system and the velocimeter share intermittent periods of high power in their respective wavelet variance spectra, these regions were not coherent and differed in strength by more than an order of magnitude. Therefore, Wiebe et al. [2011] concluded that wave-induced motion of the pontoon did not have a significant impact on turbulent flux measurements.
[28] Eddy covariance measurements have been corrected for tilt errors using the double rotation method for coordinate rotation described by Wilczak et al. [2001] and Lee et al. [2005] . High-and low-frequency attenuation of the measured cospectrum has been corrected for using Massman's [2000] analytical method for estimating frequency response corrections, and measurements are corrected for density fluctuations using the Webb-Pearman-Leuning correction as described by Webb et al. [1980] . Further details regarding the eddy covariance measurement system used and calculation of fluxes are given by McGowan et al. [2010] .
[29] After applying the corrections above, data were subjected to a final process of quality control. In this process, data collected during periods of rain were removed (five points total), and obvious spikes that represented infrared gas analyzer errors were also removed (five points total). In this data set the final process of quality control resulted in removal of less than 1% of all measurements.
[30] Both eddy covariance and the Monin and Obukhov similarity theory, which is essential to the scintillometry calculation scheme, rely on the assumption that flow is stationary, homogeneous, and without subsidence. For scintillometry the b exclusion criteria employed should remove nonstationary conditions; however, tests for subsidence and homogeneity are still required. To test for subsidence, we used the methodology proposed by Göckede et al. [2004] , who suggested checking nonrotated mean vertical velocity measurements for values that exceed the threshold value of 0.35 m s −1 . Such values indicate either strong topographic effects causing subsidence or an incorrect orientation of the sensor.
[31] In order to test whether vertical fluxes were homogeneous, a footprint analysis was conducted in conjunction with quality tests involving integral turbulence characteristics. The homogeneous nature of vertical fluxes is dependent on homogeneous surface emission rates and homogeneous structure of airflow. For the first condition to be met, it is essential for the spatial dimensions of the footprint of the measured flux to lie within the confines of the water surface. In this paper we will present a footprint analysis for the eddy covariance device to ensure that our baseline evaporation estimates are being made from the water surface alone. A more thorough analysis of the footprints of both the scintillometer and eddy covariance devices will be the subject of a future paper.
[32] Most footprint analysis involves use of an analytical footprint model, such as that of Horst and Weil [1994] . Analytical footprint models require the assumption that the surface has uniform roughness and stability and that any inhomogeneities in vertical fluxes are the result of variations in the surface source-sink strength of the scalars [Schmid, 2002] . Therefore, Eulerian analytical models are not suitable for footprint analysis in complex terrain such as that found at the Logan's Dam study site, where vegetation and obstacles may result in several sources of turbulent production. The footprint analysis for Logan's Dam employed the SCADIS one-and-a-half-order turbulence closure footprint model [Sogachev and Lloyd, 2004] . Vesala et al. [2006] used this methodology for a reservoir of similar size (450 m long by 130 m wide) to Logan's Dam that was also surrounded by trees. They showed that turbulence that developed over the forest was transported with the wind over the lake for several hundred meters, hence reducing the effective measurement footprint size relative to analytical model estimates.
[33] Unlike analytical models, the SCADIS model does not require the assumption that there is no upwind variation in mechanical turbulence production. The SCADIS model predicts the instrument footprint through solutions to ensemble-averaged Navier-Stokes equations, where empirical information is used to close the set of equations [Vesala et al., 2008] . Terms are added to these equations to describe the surface drag interaction between the airflow and vegetation [Sogachev and Lloyd, 2004] . Two types of inputs are required to run the model. The first relates to the surface characteristics of the area over which the calculations are being performed, such as the characteristics of the vegetation. The second consists of the meteorological conditions, such as the geostrophic wind speed [Sogachev and Lloyd, 2004] .
[34] The first category of inputs is in the form of a 50 × 50 square grid representing the surface under analysis. The resolution of the squares used was 50 m, and the surface characteristics were defined in each grid cell (i.e., roughness length, tree height, and leaf area index). Areas of open water were assigned a roughness length of 0.001 with no vegetation present. This is the lowest roughness length that one can assign because of the model incorrectly estimating diffusivities at lower values (A. Sogachev, personal communication, 2010) . The area immediately surrounding the water body, including the dam wall, was assigned a roughness length of 0.25 m with no vegetation, representing open landscape scattered by shelter belts and obstacles [Wieringa, 1998] . For forested areas, the tree heights were assigned a value of 15 m; the leaf area index and shape parameter were left at the default values of 3 and 5; and the roughness length of the surface below the trees was assigned the value of 0.1 m, which is representative of a cultivated area or low crops [Wieringa, 1998 ]. Farm land located beyond the trees was assigned a roughness length of 0.1 m with no vegetation. The model was run for geostrophic wind speeds of 10 m s −1 and an instrument height of 2.5 m (eddy covariance apparatus).
Results and Discussion
[35] The comparison period for the scintillometry and eddy covariance measurements covered 18 days between 10 and 28 November 2009, which included a range of climatic conditions to test the performance of the proposed scintillometry calculation method (Figure 3) . Average air temperature was 24.6°C and ranged between a minimum of 13.6°C and a maximum of 39.2°C. Average relative humidity was 67%, and average wind speed was 2.9 m s . For 80% of the time winds were less than 4 m s −1 . During the study period just 0.3 mm of rain were recorded.
[36] Prior to comparing the fluxes for the scintillometer against the baseline eddy covariance estimates, it is important to ensure that the assumptions for both techniques that flow is stationary, homogeneous, and without subsidence hold true. Following the methodology proposed by Göckede et al. [2004] , analysis of the absolute 15 min averages of vertical wind speed (|w|) measured by the sonic anemometer on the eddy covariance apparatus during the comparison period, showed that 99.13% of data points were below the threshold, with a mean |w| value of 0.135 m s −1 . Therefore, subsidence was not considered to be a significant factor during the measurement period.
[37] For the assumption of homogeneous vertical fluxes to be met and for valid comparison of the eddy covariance measurements with that of the scintillometer, it is essential that the spatial dimensions of the measured eddy covariance flux lie within the confines of the water surface. To test whether this was the case, a footprint analysis was undertaken using the SCADIS model [Sogachev and Lloyd, 2004] . Analysis of the wind rose for the study period (Figure 4a) shows that the vast majority of the winds came from an easterly direction; therefore, the footprint analysis was conducted with this observation in mind. The distance between the eddy covariance device and dam wall from an easterly direction is around 270 m. The cumulative footprint (based on a 50 m grid) for Logan's Dam for the predominant easterly winds showed that 86% of the measured flux originated from within 250 m of the eddy covariance apparatus (Figure 4b) . Therefore, the fact that almost 90% of the contribution to the measured flux originates from the water surface suggests that the contamination of evaporation measurements at Logan's Dam by advection of air from external sources in the predominant easterly wind conditions is minor. However, it must be noted that a limitation of the SCADIS model is that it cannot evaluate the footprint size in nonneutral atmospheric conditions. This is not an issue in unstable atmospheric conditions where the footprints are smaller than in neutral conditions, but it is a concern in stable atmospheric conditions where the spatial dimensions of footprints are largest. Fortunately, unstable conditions prevailed for more than 80% of the time during the study period.
[38] The proposed linearized b calculation procedures for estimating latent heat flux from a large-aperture scintillometer can be directly tested by comparison with the independent estimates from the eddy covariance technique. Such a comparison is shown in Figure 5 , which shows a time series of latent heat flux rates over the 18 day comparison period. The proposed methodology appears to be working exceptionally well, with the fluxes showing very similar trends over time under a range of meteorological conditions. There are only two periods that show much greater fluxes from the scintillometer when compared to the eddy covariance, and these occur at around midday on 16 and 17 November (indicated by arrows in Figure 5 ). Closer analysis of these periods suggests that the footprint of the scintillometer may be extending beyond the open water surface and is being contaminated by larger sensible heat fluxes from the adjacent land. Both of these periods were characterized by relatively strong winds and stable atmospheric conditions, which are conducive to much larger measurement footprints [Meijninger et al., 2002; Von Randow et al., 2008] . Further analysis excluded data from these two short periods. Analysis of water temperature estimates also provides further evidence supporting exclusion of these data periods as will be discussed below.
[39] Figure 6 shows a comparison of 30 min average scintillometer latent heat flux rates from the proposed method versus eddy covariance latent heat flux rates for the same period. From Figure 6 it can be seen that agreement between the two methods is very strong. The fact that this relationship is strong across such a range of latent heat flux rates (∼14-340 W m −2 ) is also encouraging. The regression equation is LeE Scin = 0.94LeE EC + 0.18, and the coefficient of determination (r 2 ) is 0.82 with a root-mean-square error (RMSE) of 3.98 W m −2 . While there is a tendency for fluxes to vary more greatly at higher latent heat flux rates (>170 W m −2 ), there is no suggestion that the scintillometer systematically overestimates or underestimates latent heat flux at these levels.
[40] To test the performance of our proposed methodology, it is also necessary to consider the performance of existing calculation methods that have been employed in the literature. The b closure method relies on accurate estimates of net radiation (R N ) and the heat storage term (G). While we were able to obtain reliable net radiation estimates, we were unable to accurately specify G despite having 10 min average water temperature measurements at 0.3 m increments from 0.1 m below the water surface. Attempts to calculate G at this time scale resulted in strongly fluctuating changes in heat storage due to difficulties in resolving such small temperature differences at measurement points over such large water volumes. Similar issues with respect to determining G from temperature measurements at small time intervals have been noted by Bello and Smith [1990] . On the basis of our findings, this methodology will not be considered any further in the analysis below as we do not believe it is suited to calculations using high temporal resolution scintillometry data measured over open water.
[41] The performance of the classical method is shown in Figure 7a , where results are compared to latent heat flux estimates from the eddy covariance system. The performance is not as good as that of the linearized b method ( Figure 6 ). The regression equation is LeE Scin = 0.82LeE EC + 0.37; comparing this equation to that for the linearized b method, it can be seen that there is a greater bias in estimates using the classical method. The r 2 is 0.73 (compared to 0.82 for the linearized b method), and the RMSE is 15.34 W m −2 (compared to 3.98 W m −2 for the linearized b method). For 60% of the measurement intervals the classical method produced latent heat flux estimates further from the eddy covariance estimates than those from the linearized b method. For the classical method there is a much greater scatter in the data at latent heat fluxes greater than 110 W m −2 . This scatter may be partly due to the errors encountered in trying to approximate areal-averaged water surface temperatures from instruments with much smaller measurement footprints. Also confounding this issue is the higher-order dependence of vapor pressure estimates on water temperature, which will amplify any of these errors [Vercauteren et al., 2009] .
[42] Central to the calculation of b using the classical method and linearized b method is the assumption of equal diffusivities of heat and water vapor above the water body (equation (16)). This assumption has been explored by Assouline et al. [2008] for three water bodies with varying size and climate. The results of their study showed that the ratio of diffusivities of heat and water vapor varied depending on thermal inertia of the water body and advection. Following the procedures outlined by Assouline et al. [2008] , we calculated heat and water vapor diffusivities and found an average ratio of the diffusivities of 1.02. This finding supports the assumption of equal diffusivities; however, this type of analysis should be undertaken in similar studies to ensure that assumptions are not being violated.
[43] While Vercauteren et al. [2009] suggest that the method they propose for estimating latent heat fluxes from sensible heat flux lends itself to the stability-corrected wind function from the Penman-Brutsaert model [Brutsaert, 1982; Katul and Parlange, 1992] (as used in our proposed scintillometer method), they chose not to use a stabilitycorrected wind function in their analysis for simplicity and ease of applicability. For comparison purposes we have also calculated latent heat fluxes using the fixed wind function used by Vercauteren et al. [2009] , and the results are shown in Figure 7b . We found that not accounting for atmospheric stability in wind function estimates resulted in a slight decrease in the r 2 to 0.80 when compared to eddy covariance measurements and a decrease in RMSE to 3.69 W m −2 . The regression equation is LeE Scin = 1.06LeE EC − 0.26; therefore, there is a similar bias in these estimates when compared to those of the linearized b method with a stability-corrected wind function. Incorporation of the stability adjustments in the proposed scheme is relatively straightforward as most of the required values are already calculated as part of the procedures; however, for routine estimates of latent heat flux from sensible heat flux measurements use of a fixed wind function would not introduce large errors. [44] One of the key factors in reliable estimation of latent heat flux using the calculation method we have proposed is a good estimation of b. Figure 8 shows the b derived through the scintillometry calculation method versus that derived through eddy covariance measurements. Not surprisingly, given the strength of the relationship between evaporation estimates, the two estimation techniques are very well correlated, with an r 2 of 0.83 and a RMSE of 0.06. The regression equation is b Scin = 0.78b EC + 0.002. The main observed difference between the data sets is that there are a smaller number of occasions where the eddy covariance measurements result in larger positive b values than those estimated by the scintillometer. Closer examination of the data reveals that all of these data points occur in the early hours of the morning under conditions where sensible heat flux is positive and when latent heat flux is at its lowest.
[45] Considering the excellent correlation between scintillometer and eddy covariance results for latent heat flux and b, it is not surprising that estimates of sensible heat flux also compare well (Figure 9 ). The regression equation is H Scin = 0.82H EC − 2.7 with an r 2 of 0.60 and a RMSE of 5.46 W m −2 . It is interesting to note how small the sensible heat fluxes are and how little variation there is through the comparison period. The vast majority of the sensible heat flux observations fall within the range of −30-30 W m −2 . The scintillometer estimates tend to have less extreme minimums and maximums when compared to the eddy covariance measurements for a number of data points. There is no clear explanation why this is so.
[46] The strength of the linearized b method proposed by Vercauteren et al. [2009] is that no surface measurements (i.e., water surface temperature, net radiation, and water body heat storage) are needed. However, once latent heat flux estimates have been obtained, it is possible to rearrange equation (18) (determined after Penman [1948] ) to estimate e* w , which can then be used to calculate T w using equations of saturated vapor pressure versus temperature [e.g., Lowe, 1977] :
In Figure 10 we show a comparison of this estimated surface water temperature with water surface temperature measurements made using the two infrared radiometers positioned above the water body. The first 9 days of the comparison period are shown, and it can be seen that the estimated water temperatures fall within the range of those measured by the radiometers. This is further illustrated by Figure 11 . These results are encouraging as they provide another means for cross checking estimation procedures. It is also interesting to note the differences in the water temperatures measured by the two measurement methods, which highlights the issues raised in the discussions above and by Vercauteren et al. [2009] with respect to using measured water temperature in evaporation estimates.
[47] An interesting observation from Figure 10 is the much greater water temperatures estimated from the scintillometer measurements at around midday on 16 and 17 November (as indicated by arrows). These two periods correspond to those excluded from the data analysis at the start of this section where there was some suspicion that the footprint of the scintillometer was extending beyond the water surface. These water temperature estimates support this assumption. The proposed scintillometer calculation method is based on correct estimation of both b and the sensible heat flux. In the case of the periods where the footprint is thought to be extending outside of the water surface area, sensible heat flux is likely to be overestimated because of contribution from surrounding land surfaces, and then, in turn, through application of the Bowen ratio the estimate of evaporation will also be artificially inflated. Estimating the water temperature and comparing it to measured water temperatures in the way in which we have done in Figure 10 provides a means to look for obvious periods where measurement footprint could be an issue. More detailed footprint analysis for both the eddy covariance and scintillometer will be the subject of a future paper.
[48] Studies focused on evaporation from open water bodies are often interested in daily evaporation rates as this is quite often the temporal scale of water balance type analysis. Figure 12 shows a comparison of the daily evaporation for each of the 18 days of the comparison period for the scintillometer versus those from the eddy covariance. Missing data points in both data sets were in filled using simple linear interpolation. The two short periods where data were removed for suspected footprint issues were excluded from the analysis. The two data sets sit almost exactly on the one to one line and are very strongly correlated with an r 2 0.96 and a RMSE of 0.03 mm d −1 . Over the 18 day comparison period the difference in evaporation was just 0.2 mm, which is less than 0.5%. This analysis gives confidence in the proposed method to provide reliable evaporation estimates. For a further comparison we also calculated the scintillometry estimate of evaporation using the fixed wind function proposed by Vercauteren et al. [2009] , and this resulted in a total difference over the 18 day period of 3.0 mm or 4% with an r 2 of 0.89 and a RMSE of 0.18 mm d −1 . We also calculated daily evaporation using the classical method and found a total difference in evaporation over the 18 day period of 9.6 mm or 12%. While the r 2 of 0.92 indicated a strong relationship, the classical Figure 10 . Time series of Apogee radiometer and CNR1 sensor water surface temperature measurements and water surface temperature estimates derived through the linearized b method over the first 9 days of comparison. 
Conclusions
[49] The use of scintillometers to determine sensible and evaporative fluxes is becoming increasingly common because of the ability of such devices to quantify fluxes over long distances. The majority of investigations using scintillometry have focused on processes above land surfaces, but here we have focused on application of such methods to measurement of sensible and evaporative fluxes from water bodies. A new methodology is proposed for obtaining fluxes from scintillometers deployed over open water, and this methodology has been tested by comparison with eddy covariance measurements. The proposed methodology utilizes the linearized b approach implicit in models such as that of Penman [1948] and its derivatives and incorporates this into the iterative calculation schemes commonly used in scintillometry studies.
[50] Eddy covariance footprint analysis suggested that contamination of evaporation measurements by advection of air from external sources was minor, an observation supported by close agreement with scintillometry estimates. Comparison of latent heat flux estimates from the eddy covariance device and the scintillometer showed excellent agreement across a range of weather conditions and latent heat flux rates giving a high level of confidence in scintillometry estimates derived using the proposed methodology. The linearized b approach was also found to produce better latent heat flux estimates than the commonly used classical method. The poorer performance of the classical method is believed to be partly due to the errors encountered in trying to approximate areal-averaged water surface temperatures from instruments with much smaller measurement footprints than the scintillometer. Such errors are amplified in the calculation of b because of the higher-order dependence of vapor pressure estimates on water temperature. The b closure method was found to be unsuitable for high temporal resolution latent heat flux studies from open water bodies because of problems in accurately resolving the heat storage term, G.
[51] Considering the excellent agreement between latent heat flux estimates from the scintillometer and the eddy covariance system and strong reliance of the scintillometry estimates on accurate b estimates, it is not surprising that sensible heat fluxes from the two systems were also very well correlated. Vercauteren et al. [2009] suggested that the linearized b approach could lend itself to scintillometry, and we have proven this to be the case in this study. The proposed methodology requires less instrumentation than the classical method and b closure method, and the footprints of the required measurements are arguably more compatible. In addition to measurements of C n 2 from the scintillometer the only additional measurements that are required for implementation of the proposed method are atmospheric pressure and measurements of air temperature, relative humidity, and wind speed over water at one height. There is no reliance on measurements of water temperature or water body heat storage, which are notoriously hard to quantify [Vercauteren et al., 2009] .
[52] Through derivation of an inferred water temperature and comparison with measured water temperatures it is possible to demonstrate how it may be possible to identify periods where the footprint of the scintillometer could be extending beyond the open water surface of interest. Such an approach may be useful for a first approximation of footprint issues from small water bodies but is unlikely to be required for larger water bodies where sufficient fetch can prevent footprint issues.
