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Abstract
In this work, we show that numerical solution of the Cauchy problem for a system of ODEs of the
second order resolved with respect to the higher derivative can be obtained by constructing the simple
and e4ective implicit step-by-step integration procedures without involving laborious iterative processes like
Newton–Raphson. The problem is initially transformed to a new argument, an integral curve length. Such
transformation involves one equation that relates the initial parameter of problem and integral curve length.
Based on the linear acceleration method, we demonstrate a procedure of constructing an implicit algorithm,
which uses simple iterations to numerically solve the transformed Cauchy problem. The de7nitions of com-
putational properties of iterational process are formulated and proven. Explicit estimates of integration step
providing the convergence of simple iterations are given. E4ectiveness of the proposed method is demonstrated
upon three problems solved with and without preliminary parameterisation. The problem of celestial mechanics
“Pleiades” is considered as a test one. The second example deals with modelling nonlinear dynamic of elastic
cantilever <exible beam, which is rolled in initial static state into a ring by the bending moment. In third
example, we give a solution for deployment of mechanical system of three <exible beams under prescribed
control laws.
c© 2003 Elsevier B.V. All rights reserved.
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1. Statement of problem
Consider the Cauchy problem for a system of ordinary di4erential equations of the second order,
resolved with respect to the higher derivative:
>u= f(t; u; u˙); u(t0) = u0; u˙(t0) = v0: (1.1)
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Here, u(t) is an unknown vector function of the point displacement in the n-dimensional Euclidean
space; t ∈R denotes time; f = f(t; u; v) is a vector function acting as operator f :R2n+1 → Rn and
representing the point acceleration in the space Rn dependent on time, displacement and velocity
v= u˙.
Let us denote the scalar product of functions f; g and the norm of function f from a certain
Euclidean space as fg and ‖f‖= (ff)1=2 correspondingly.
We shall suppose that the function f meets the condition f∈C2(D), where D∈R2n+1 is a certain
domain in the Euclidean space R2n+1. Then, as is known [1,10], in the domain D a unique solution of
the Cauchy problem exists at any initial values of y0=[u0; v0; t0]T ∈D. Thus, given above conditions,
at any point of the domain D a unique smooth integral curve y(t) = [u(t); v(t); t]T passes to satisfy
the system of equations (1.1). Solution of problem (1.1) comes to construction of the integral curve
in the domain D, which passes through the point y0.
The scope of this work is to study the solution of system of equations (1.1) from the standpoint of
using the parametric continuation method [5] and constructing the implicit numerical solution schemes
with additional replacement of independent variables—a procedure called the best, or optimal, pa-
rameterisation [4,8,9,11–13]. The mentioned works discuss di4erent aspects of the parameterisation
procedure of Cauchy problem for a system of 7rst-order ODEs. In our present work, we study the
best parameterisation of the Cauchy problem for a system of second-order ODEs and describe, how
to obtain the a priori estimate for the new argument step (length of the integral curve of solution)
to ensure convergence of the considered implicit scheme. The latter is, as many other schemes, ana-
logue to the known linear acceleration method. However, the traditional schemes, both explicit and
implicit, choose the integration step on the basis of a posteriori estimate, thus giving considerable
increase to computational e4orts.
2. Parameterisation of equations
In domain D, introduce the real smooth function  = (y) = (u; v; t)∈C3(D) and replace the
independent variable t into the parameter . Here, of great importance is a di4erential characteristic
J of the function —its full time derivative along the integration curve, J (y) = J (u; v; t) = ˙[y(t)].
We shall assume that J (y) = 0 within the domain D.
Then, along a certain integral curve the parameter function can be recovered with respect to its
di4erential characteristic as a de7nite integral, (y) = 0 +
∫ t
t0
J [y(t)] dt. Transition to the parameter
 allows transforming the system of di4erential equations (1.1) towards an autonomous system of
the order 1 in the phase space R2n+1:
y′ = F(y); y(0) = y0; F = J−1[v; f; 1]T ∈C2(D): (2.1)
Hereinafter, a prime denotes a full derivative with respect to parameter .
The function J has the meaning of di4erential normalization factor when transitioning from the
time t to the parameter . In particular, if J ≡ 1, then =t+(0−t0). With the aid of parameterisation,
one can improve the metrical properties of the right-hand side of (2.1). The most improvement is
achieved if  stands for the arc-length of integral curve in the Euclidean space R2n+1 [5,8,9,11–13].
The corresponding equations are written in the di4erential form
d2 = dt2 + du du+ dv dv; (2.2)
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or in terms of a normalization factor
J (y) =
√
1 + vv+ f(y)f(y): (2.3)
It is evident that
J−1(y) = t′:
From formulae (2.1)–(2.3), it follows that with the best parameterisation the norm of right-hand
side of Eq. (2.1) obtains an important property: in the domain D, ‖F‖ = 1. Also, transition to the
argument  provides the best conditioning of the linearized systems of equations resulting from
the step-by-step construction of integral curve for problem (1.1) by the parametric continuation
method. In this sense, transition to the argument  is called the best parameterisation, and —the
best argument.
Remark 1. All known integration schemes are ine4ective in the vicinity of the accumulation point,
since when approaching to it the norm of the system’s right-hand part grows in7nitely. The best
parameterisation excludes the limit points, because in that points, as well as in the regular ones,
the norm of parameterised system’s right-hand part is equal to unit. Another important class are
signi7cantly singular points, which stand for, e.g., unstable equilibrium of the mechanical system.
If, when approaching to them the right-hand part does not tend to zero, the solution path is de7ned
by active force, i.e., the right-hand side of the system of equations. However, when the right-hand
part does tend to zero when approaching, this point is possible to be achieved during in7nitely
long time only, which cannot be resolved by means of traditional integration schemes. Transition to
the best argument removes these diPculties. In general, this issue needs the special analysis, since
the system’s behaviour in the vicinity of signi7cantly singular point strongly depends on the small
perturbations, which can stand for computational error.
3. Numerical scheme for solving the Cauchy problem
Di4erent approximate schemes for integrating the di4erential equations can be applied to solve
problem (1.1) or (2.1) [6,7]: Runge–Kutta, Adams–Moulton, Milne and others. Among the men-
tioned, we outline the methods of the order of precision 2 and 3 which usually lead to the implicit
integration schemes like central di4erence, Houbolt, Newmark, and Wilson methods [2]. In practice,
for solving the problems of computational mechanics the Wilson method is widely used. It represents
a certain modi7cation of the linear acceleration method, where Eq. (1.1) is integrated with replace-
ment of the acceleration >u into a piecewise linear function within the small time interval (integration
step). Consequently, the velocity v= u˙ and the appropriate displacement u are approximated by the
splines of the order 2 and 3 correspondingly.
Consider the extension of the linear acceleration method onto the system of equations (2.1) pa-
rameterised in the best sense. To do that, represent the unknown vector y as y = [u; x]T, where
x = [v; t]T ∈Rn+1. In other words, we extract from y the vector x upon which the acceleration
>u= J−1v′ is uniquely recovered. According to that, we represent the right-hand side of Eq. (2.1) as
F = J−1[v; g]T, where g= [f; 1]T.
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From relationships (2.2) and (2.3), the equality J−2+u′u′+v′v′=1 follows wherefrom, accounting
the formula v′=J−1f, we obtain J−1=
√
1− u′u′=√1 + ff. The latter expression permits to overwrite
(2.1) as the system of di4erential equations:
u′ = J−1v; (3.1)
x′ = J−1g= (1− u′u′)1=2 · e(u; x): (3.2)
Here, e(u; x) = g=
√
1 + ff = g=‖g‖ is a unit vector in the space Rn+1 collinear to the vector g.
In what follows, we shall use the 7rst equality (3.2) in the form
x′ = gˆ; (3.3)
where gˆ= J−1g= [fˆ; J−1]T, fˆ = J−1f.
Decompose into intervals the range of integration parameter  by points 0¡1¡ · · ·¡n¡ · · ·
and approximate the variable x′ (expressed in parameterised form) at each interval ∈ (n; n+1) by
linear function
x′() = x′n +

Sn
(x′n+1 − x′n): (3.4)
Here = − n, Sn = n+1 − n.
Integrate (3.4) in terms of parameter . Taking into account the representation x=[v; t]T, we obtain
v(n + ) = vn + v′n +
2
2S
(v′n+1 − v′n); (3.5)
t(n + ) = tn + t′n +
2
2S
(t′n+1 − t′n): (3.6)
In order to de7ne the function u(n + ), let us turn to Eq. (3.1). After replacement of J−1 by
the linear approximation on basis of formula (3.4) and with the use of inequality (3.5), we obtain
for u′() the approximation of the order of precision 3 as
u′(n + ) = J−1n+1vn + 
[
J−1n v
′
n +
vn
S
(J−1n+1 − J−1n )
]
+
2
S
[
J−1n
2
(v′n+1 − v′n) + (J−1n+1 − J−1n )v′n
]
+
3
2S2
(J−1n+1 − J−1n )(v′n+1 − v′n):
From here, after integration with respect to , we 7nd the approximation for u() as well:
u(n + ) = un + J−1n vn +
2
2
[
J−1n v
′
n +
vn
S
(J−1n+1 − J−1n )
]
+
3
3S
[
J−1n
2
(v′n+1 − v′n) + v′n(J−1n+1 − J−1n )
]
+
4
8S2
(J−1n+1 − J−1n )(v′n+1 − v′n):
(3.7)
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Assuming =Sn in (3.5)–(3.7), we obtain the following implicit numerical scheme of de7ning
the values un+1 = u(n+1) and xn+1 = x(n+1):
un+1 = un +
Sn
2
vn(J−1n+1 + J
−1
n )
+
S(n)2
24
[
fˆn+1(3J
−1
n+1 + J
−1
n ) + fˆn(5J
−1
n+1 + 3J
−1
n )
]
; (3.8)
xn+1 = xn +
Sn
2
(gˆn+1 + gˆn): (3.9)
Here, fˆn = fˆ(un; xn); initial values u0 and x0 = [v0; t0]
T are known.
The numerical scheme (3.8), (3.9) has the order of precision 2 for the vector x = [v; t]T and the
displacement vector u, because we have approximated the vector of interest x by spline of the order
2 and the displacement by a piecewise-smooth polynomial of the order 4 which has continuous
derivatives.
4. Iterational process
The resulting numerical scheme (3.8), (3.9) is implicit with respect to the unknown yn+1 =
[un+1; xn+1]T ∈R2n+1. For that reason, at each step one has to solve the system of 2n+ 1 nonlinear
equations. If one considers such solution as a 7xed point for a certain smooth di4eomorphic mapping
determined by iterational scheme (3.8), (3.9) and acting on the compact set in R2n+1, one may treat it
from the standpoint of the smooth mappings theory [1] for the Euclidean space R2n+1. To demonstrate
the latter, we overwrite (3.8) and (3.9):
y = (y); (y) = yn+1=2 + Sn(y): (4.1)
The solution of (4.1) is an unknown yn+1, while an intermediate value yn+1=2 and function (y)
are determined from previous step data by respective formulae
yn+1=2 =
[
un +SnJ−1n vn=2 + (Sn)
2J−1n fˆn=8
xn +Sngˆn=2
]
;
(y) =
1
2
[
J−1(y)vn +Sn((3J−1(y) + J−1n )fˆ(y) + 5J
−1(y)fˆ n)=12
gˆ(y)
]
: (4.2)
Then, the process of solving the nonlinear equation (4.1) becomes equivalent to searching for the
7xed points of the mapping
y˜ = (y); ∈C2(D); (4.3)
which is e4ective in the space R2n+1.
Lemma. For system (2.1), (2.2) parameterised in the best sense mapping (4.3) is e:ective in the
full bi-sphere Br;A(yn+1=2) with the centre in the point yn+1=2 = [un+1=2; xn+1=2]T, where
Br;A(Yn+1=2) = {y = [u; x]T : ‖u− un+1=2‖6A; ‖x − xn+1=2‖6 r}; (4.4)
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r = r(Sn) = Sn=2; A= A(vn;Sn) =
Sn
2
(
‖vn‖+ 34 Sn
)
: (4.5)
Proof. Let us estimate the component norms of the vector function (y) corresponding to the
respective norms ‖u−un+1=2‖ and ‖x−xn+1=2‖. By computing the norm square of the 7rst component,
obtain
‖J−1(y)vn +SnHn(y)‖2 = J−2(y)‖vn‖2 + 2SnJ−1(y)vnHn(y) + (Sn)2‖Hn(y)‖2
From (2.3) it follows that
J−1(y) =
1√
1 + vv+ f(y)f(y)
6 1
at any values of y. Using the latter inequality together with the triangle inequality, we obtain
‖J−1(y)vn +SnHn(y)‖26 ‖vn‖2 + 2Sn3 vn
(
fˆ +
5
4
fˆn
)
+
(Sn)2
9
∣∣∣∣
∣∣∣∣fˆ + 54 fˆn
∣∣∣∣
∣∣∣∣
2
=
∣∣∣∣
∣∣∣∣vn + Sn3
(
fˆ +
5
4
fˆn
)∣∣∣∣
∣∣∣∣
2
6
(
‖vn‖+ Sn3
∣∣∣∣
∣∣∣∣fˆ + 54 fˆn
∣∣∣∣
∣∣∣∣
)2
:
Since
fˆ =
f√
1 + vv+ f(y)f(y)
6 1;
the norm satis7es to the condition ‖fˆ + 5=4fˆn‖6 94 . Therefore,∣∣∣∣
∣∣∣∣J−1(y)vn + Sn12 [(3J−1(y) + J−1n )fˆ(y) + 5J−1(y)fˆn]
∣∣∣∣
∣∣∣∣6 ‖vn‖+ 34 Sn:
This makes it possible, by taking into account (4.1) and (4.2), to give the estimate
‖u− un+1=2‖6 Sn2
(
‖vn‖+ 34 Sn
)
:
Using the estimate for the second component of the vector function
‖gˆ‖6 1; gˆ= J−1g= g√
vv+ g(y)g(y)
;
we also obtain the estimate for the norm ‖x − xn+1=2‖:
‖x − xn+1=2‖6 Sn2 :
Finally, we obtain formulae (4.4) and (4.5), which proves the lemma.
Thus, solving the nonlinear equation (4.1) is equivalent to searching for the 7xed points of the
twice continuously di4erentiable mapping y˜ =(y) being e4ective on the compact set (4.4), (4.5).
Remark 2. Manifold (4.4), (4.5) is anisotropic in the subspaces of the vectors x and u. For the
vector x, we have the estimate which is not explicitly dependent on the previous integration point,
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yn = [un; vn; tn]T, and for the displacement vector u such estimate is explicitly function of vn. This
fact re<ects the inequality of established di4erence scheme towards the velocity and displacement as
it follows from the adaptation of solution to the analytical singularities of the calculated integration
curve (being, in turn, the result of the best parameterisation). However, this property does not make
obstacle for building the e4ective computational procedures.
Below the compressibility property of this mapping is proven and the estimate of the integration
step Sn to meet this property is formulated.
Theorem 1. One always can $nd such a value of Sn, that the solution of nonlinear equation (4.1)
will exist, be unique and can be built with the help of iterational process
yk+1 = (yk); y0 = yn+1=2 (4.6)
as the limit
yn+1 = y = lim yk; k →∞:
Proof. Consider mapping (4.3) where, according to the Lemma, y∈Br;A(yn+1=2), and estimate the
di4erence relation
!(;y1; y2) =
‖y˜ 1 − y˜ 2‖
‖y1 − y2‖
for two arbitrary vectors y1; y2 ∈Br;A(yn+1=2). Using (4.1), (4.2), as well as inclusion ∈
C2(Br;A(yn+1=2)), we obtain !(;y1; y2)6C. Here, the constant C depends on vn and Sn and
reads C=SnM (vn;Sn). Note, that M (vn;Sn)→ ‖′(yn)‖ as Sn → 0. Consequently, by taking
Sn small enough we obtain the constant C¡ 1 and ‖y˜ 1 − y˜ 2‖6C‖y1 − y2‖, i.e., mapping (4.3)
is compressible in the full bi-sphere Br;A(yn+1=2).
From the latter the statement of theorem follows.
One should note that, by using (3.9), formula (3.8) can be rewritten in a manner to express un+1
via its previous step value, and the values of vector x=[v; t]T components in the current step. Indeed,
from (3.9) we obtain
J−1n+1 + J
−1
n = 2=Sn · (tn+1 − tn); fˆn+1 + fˆn = 2=Sn · (vn+1 − vn): (4.7)
Substitution of (4.8) and (4.9) into (3.8) makes it possible to overwrite (3.8) as
un+1 = un +
1
6
(tn+1 − tn)(vn+1 + 5vn) + Sn6 [fˆn(tn+1 − tn) + J
−1
n+1(vn+1 − vn)]: (4.8)
Finally, by using the expression that follows from (4.7)
J−1n+1 = 2=Sn · (tn+1 − tn)− J−1n ;
we come to the formula
un+1 = un +
1
2
(vn+1 + vn)(tn+1 − tn) + Sn6 [fˆn(tn+1 − tn)− J
−1
n (vn+1 − vn)]: (4.9)
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In that connection, let us extract the vector x∈Rn+1 for which consider the projection of iterational
process (4.7) onto the subspace Rn+1. To do this we introduce, in accordance with (4.1) and (4.7),
the iteration function
(u; x) = xn+1=2 +
Sn
2
gˆ(u; x);
where u is a parameter. While keeping u 7xed, consider the iterational process in the subspace Rn+1:
xk+1 = k = (u; xk); xn+1 = x = lim
k→∞
xk+1 = lim
k→∞
k; x0 = xn +
Sn
2
gˆn: (4.10)
Obviously, the iterational process (4.10) converges provided that the mapping x˜ = (x) which is
e4ective in the full sphere Br(xn+1=2), r=Sn=2, at any value u be compressible, i.e., when Sn¡ 2.
Note that this estimate is homogeneous with respect to the parameter u.
Thus, Theorem 1 can be strengthened, if one arranges the iterational process for the sake of xn+1
and un+1 as follows: (a) de7ne the vector xk+1 after formula (4.10), and (b) calculate the variable
u= uk+1 after formula, which follows from (4.9):
uk+1 = un +
1
2
(tk+1 − tn)(vk+1 + vn) + Sn6
[
fˆn(t
k+1 − tn)− J−1n (vk+1 − vn)
]
;
u0 = un +
Sn
2
J−1n vn +
(Sn)2
8
J−1n fˆn: (4.11)
As a result, the following theorem has been proved.
Theorem 2. Solution of the nonlinear equation (4.1) exists and is unique provided that Sn¡ 2.
The solution can be built with the aid of iterational process (4.10), (4.11).
Remark 3. The condition Sn¡ 2 providing convergence of the iterational process (4.10) is suf-
7cient but not necessary. In certain tasks, the integration step providing convergence can be much
greater than 1. As an example, see below an example on the free oscillations of the <exible beam.
Remark 4. A similar property of compressibility for the vector x= [v; t]T could be also constructed
for other methods of approximating the solution vector, widely used for numerical integration of
dynamic systems (Newmark, Wilson, Houbolt, etc. [2]).
5. Examples
Below three problems are considered, and comparison is made of numerical solutions obtained
with and without the best parameterisation procedure. E4ectiveness of implicit scheme (4.11), (3.9)
for integrating the parameterised equations is demonstrated against the implicit scheme of the linear
acceleration method, applied to the initial (nonparameterised) equations:
un+1 = un +Stnvn +
St2n
6
(fn+1 + 2fn); vn+1 = vn +
Stn
2
(fn+1 + fn): (5.1)
The formulae above follow from relationships (3.8), (3.9), or (4.11), (3.9) while Sn = Stn and
J−1n = 1 are admitted for all values of the index n.
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In the “Pleyades” test problem, the solution was done for several values of integration step taken
constant along a certain interval of the integral curve, or the interval of the problem initial argument’s
variation.
In the second and third examples, the solution was obtained with automatic control of the integra-
tion step along the integral solution curve. The step was selected upon the condition that the local
integration error calculated using the Richardson extrapolation [6] should not exceed the prescribed
value  . In order to compare to the traditional methods, both problems were integrated by implicit
scheme of the linear acceleration method (5.1) without the parameterisation procedure yet using the
iterational Newton–Raphson method together with its modi7ed variant. Such solution was also made
with integration step control along the time parameter after the estimate of the local integration error.
The Jacobi matrix was calculated numerically, and the corresponding system of algebraic equations
was resolved by Cholesky method. In the modi7ed Newton–Raphson method, the calculation of
Jacobi matrix and solution of the system of algebraic equations was done over each 10 steps upon
the time parameter. In case of divergent iterations or if their number exceeded some threshold value
(here equal to 20), the integration step was divided by two and the calculations repeated starting
from the previous time instant.
The convergence of iterational process was controlled by the computation error
!(k) = max
i
(
|u(k)i − u(k−1)i |
di
)
;
where k is the iteration number, i the number of solution vector u component; di = max(|u(k)i |; 1)
is a combined scaling coePcient. Iterations stopped after meeting the condition !(k)6 !, where ! is
some pre-de7ned acceptable value.
5.1. Celestial mechanics problem “Pleiades” [6]
The movement of seven stars with coordinates xi(t); yi(t) and masses mi = i (i=1; : : : ; 7) moving
in one plane is described by the system of di4erential equations
>xi =
∑
j =i
mi
xj − xi
rij
; >y i =
∑
j =i
mi
yj − yi
rij
; rij = [(xi − xj)2 + (yi − yj)2]3=2;
i; j = 1; : : : ; 7 (5.2)
The initial conditions are of the form
x1(0) = 3; x2(0) = 3; x3(0) =−1; x4(0) =−3; x5(0) = 2; x6(0) =−2; x7(0) = 2;
y1(0) = 3; y2(0) =−3; y3(0) = 2; y4(0) = 0; y5(0) = 0; y6(0) =−4; y7(0) = 4;
x˙1(0) = 0; x˙2(0) = 0; x˙3(0) = 0; x˙4(0) = 0; x˙5(0) = 0; x˙6(0) = 1:75; x˙7(0) =−1:5;
y˙ 1(0) = 0; y˙ 2(0) = 0; y˙ 3(0) = 0; y˙ 4(0) =−2:25; y˙ 5(0) = 1; y˙ 6(0) = 0;
y˙ 7(0) = 0: (5.3)
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The integration with respect to the time t is done within the interval [0,3]. The integration step
was selected from the condition that the local computational error should not exceed the allowable
value  = 10−10. Iterations were stopped after the condition !k6 != 10−12 was met.
Solution results are shown in Figs. 1–3. Integration was made for several values of step S along
the integral curve length for parameterised equations, and for several values of step St along the
interval of time t for initial problem (5.2), (5.3).
A.N. Danilin et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 207–224 217
In the Fig. 1(a) the plots x1(t); y1(t) are shown for the solution of parameterised equations for
the integration steps S = 0:01; 0:1; 0:5; 1:0. In the Fig. 1(b) the plots x1(t); y1(t) are shown for
the initial equations (5.1) and (5.2) solved by integration steps St = 10−4; 10−3; 10−2. One can see
that the solution of parameterised equations varies quite a little while the integration step changes
considerably (by 100 times) along the integration curve. In the same time, solutions of the nonparam-
eterised equations vary considerably, while St raises to the value 0.01. Moreover, at St ¿ 0:001 the
integration precision is unacceptable, and when St ¿ 0:01, the iterations become divergent. When
integrating the parameterised equations with the increased S the iterational process still converged,
and the precision of integration became unsatisfactory only when S= 1.
In step-by-step integration of the parameterised equations, each segment S has the appropriate
segment St of the variable length along the integration curve. Thus, the parameterisation makes the
step St adapt automatically following the variations of solution integral curve. This is shown in Fig.
1(c) and (d), where the points show the dependencies St(t) for the values S = 0:01; 0:1; 0:5; 1:0.
In the same 7gures, the straight lines of di4erent length are shown to demonstrate the integration of
equations with a constant step without parameterisation. The dashed bar no. 1 in Fig. 1(c) denotes
some threshold segment St which de7nes the acceptable precision of integration. The bar no. 2
corresponds to the solution plots x1(t); y1(t) shown by dashed lines in Fig. 1(a) and 1(b) for St =
0:01. As said above, integrating at St ¿ 0:01 makes iterations diverge. This is shown in 7gures by
straight lines cutting-o4 at the time instants t where the iterational process started to diverge (lines no.
2 to 11, corresponding to St ≈ 0:010; 0:011; 0:012; 0:015; 0:020; 0:060; 0:100; 0:140; 0:180; 0:220).
In Fig. 3, the dots indicate the iteration numbers vs. time when integrating the parameterised
equations with the step S= 0:1 and 1.0 correspondingly.
5.2. Dynamic modelling of the Bexible cantilever beam initially rolled into a ring by the bending
moment
Consider a problem of the geometrically nonlinear behaviour of the <exible elastic beam 7xed at
one end. The beam is initially rolled into a ring by the bending moment applied to the free end
and equal to 2'EJ=L (here, EJ is the bending sti4ness and L the length of a beam). At the instant
t=0, the bending moment disappears and the planar process of dynamic motion (deployment) begins
under the action of <exible and inertial forces.
The problem is solved within the 7nite element formulation, following the work [3]. The gravity
forces and vibration damping are not accounted.
Each element (see Fig. 4) is connected to the local (element) coordinate system OXY such as one
of the axes (e.g., the axis OX ) passes through the element nodes 0 and 1. Displacements, rotation
angles, translational and rotational velocities of the element axes moving relatively to the 7xed
coordinate system OXY are strictly accounted. The shape functions are the quasi-static approximations
of local displacements and rotation angles of the beam element cross-sections in terms of element
coordinate system variables. They are built on the basis of solution of homogeneous linear static
problem for a 7nite element with respect to the angles of cross-section rotation, +0=+0(t); +1=+1(t).
The beam is supposed to be extensible. It is also assumed, that the element cross-sections can
rotate and shift relatively one another, i.e., we account the averaged deformations. For the sake
of computation simplicity, the beam’s distributed mass characteristics (mass, inertia moments) and
the loads are lumped to the nodes of the 7nite element model. Absolute nodal coordinates and
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rotation angles of the respective cross-sections relatively to the coordinate system OXY are taken as
generalized coordinates.
Nonlinear equations of motion are written in terms of generalized coordinates as Lagrange equa-
tions of the second kind
mi >qi + 9U.=9qi = Qi; i = 1; : : : N: (5.4)
Here, mi is ith component of the diagonal mass matrix; U. =
∑N
k=1 U
(k) is the system potential
energy, U (k) being potential energy of the kth element; Qi is a generalized force corresponding to
the generalized coordinate qi; N is the total number of generalized coordinates.
To simplify the notations, in what follows we omit the upper indexes, assuming that all designa-
tions relate to an element number k.
Potential energy of the element under 7nite deformations (accounting for the quadratic terms in
the expression of the cross-section rotation angles) is written as
U =
1
2
{
EJ
l
[(21 − 20)2 + 3V(21 + 20 − 23)2] + N
2l
EF
}
:
Here, the longitudinal force, while being constant along the element length, is de7ned as
N = EF
{
u1
l
+
1
8
[
1
3
(21 − 20)2 + V
2
5
(21 + 20 − 23)2
]}
:
The longitudinal displacement of the node “1” along the axis OX relatively to the node “0” is equal
to u1 =
√
(X1 − X0)2 + (Y1 − Y0)2− l. Here, l is the undeformed element length; 3 is the coordinate
system rotation angle relatively to the inertial coordinate system OXY ; V = 1=[1 + 12EJ=(l2 GFc)]
is dimensionless coePcient; EJ, EF, GFc denote, respectively, the bending, longitudinal and shear
sti4nesses.
First, the static problem was solved for the large deformation of initially straight beam under the
abovementioned bending moment. The best parameterisation was applied to calculate the static state
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equations [4]. The resolving system of equations has the following form:
∣∣∣∣
∣∣∣∣ 92U.9qi9qj
∣∣∣∣
∣∣∣∣ ddp
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
q1
...
qN
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
F∗1
...
F∗N
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
: (5.5)
Here, qi and F∗i (i=1; : : : ; N ) are generalized coordinates and amplitude values of the corresponding
external forces and moments. The load parameter p varying within the limits from 0 to 1 refers to
the argument (the solution integral curve length) by the di4erential relationship
dp
d
= J−1 =
1√
1 + ff
:
Here, f is the vector of system (5.5) right-hand part resolved with respect to the derivatives dqi=dp.
Finally, the con7guration was found—a circle of radius (L=(2')) determining the initial state of
the dynamic system. After the parameterisation procedure, the resulting system of equations (5.4)
reads
v′i =
1
Jmi
(
Qi − 9U
.
9qi
)
; q′i =
vi
J
; t′ =
1
J
; J =
√
1 + qq+ vv;
vector q= [q1; : : : ; qN ]T is analogue to the vector u in (1.1); v= [v1; : : : ; vN ]T.
The following values were taken for computation: length L = 10 m, longitudinal sti4ness EF =
2:88 · 107 N, bending sti4ness EJ = 960 N m2, shear sti4ness GFc = 1:108 · 107 N, mass density
6= 2800 kg=m3. The beam was divided into 100 elements of equal length.
Integration was done within the time range t=[0; 30] s. The integration step along the continuation
parameter was adapted to the construction of integral curve with respect to the estimate of the local
integration error. The threshold local error was chosen 10−9. Integration without step adaptation
along the integral curve was proven to be ine4ective and demanding for big computational capacities.
Iterations were controlled by the error estimate having the acceptable level 10−10.
Some analysis results are presented in Figs. 5–7. In Fig. 5 di4erent con7gurations of the beam
are shown, characterizing the motion within the interval 06 t6 4:4 s, being arranged with respect
to the time increment about 0:1 s (curves 1–44). Curve “0” is a circle, which corresponds to initial
(static) con7guration of the beam. The plot axes are scaled in absolute coordinates (in metres). In
Fig. 6, the nodal coordinates X and Y (plotted along the ordinate axes in meters) are shown as
functions of time parameter t (along abscissas in seconds). The curves are plotted for several nodes
with the node numbers shown to the right of 7gures. The incremental node numbers, from 1 to 101,
start from the 7xed end of the beam towards the free end. The dots in the left-hand side of Fig. 7
show how the integration step varies during its adaptation along the integral curve with respect to
the local computational error estimate. In the right-hand side of Fig. 7, the dots show the variation
of the number of iterations with respect to the time. One can see that, at given precision parameters,
the average number of iterations is equal to 3.
Integration of the equations of motion under algorithm (5.1) using simple iterations without the
parameterisation procedure was virtually impossible. Iterational process diverged from the beginning
of integration at any reasonable values of integration step.
Integration of the nonparameterised equations on basis of formulae (5.1) using the iterational
Newton–Raphson method provided the solution of the problem. However, the method was less
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e4ective as compared to the simple iteration method with parameterisation due to the complexities
induced by calculating the Jacobi matrix and solving the linearized system of algebraic equations.
As result, without parameterisation the problem was solved at ∼1.8 longer CPU time, and this
di4erence tended to grow upon the dimension of the problem. Integration of this problem using the
modi7ed Newton–Raphson method did not bring the gain either: it took about 1.4 longer CPU time
as compared to the integration of parameterised equations.
5.3. Modelling the dynamics of deployable system of three articulated Bexible beams
Consider a system of three <exible beams interconnected in series via hinges. It is assumed,
that the beams’ cross-sections have similar geometrical and sti4ness properties: longitudinal sti4ness
EF = 7:2 · 106 N; bending sti4ness EJ = 60 N m2, shear sti4ness GFc = 2:7692 · 106 N, and density
6= 2800 kg=m3.
The problem is solved within 7nite element formulation, by analogy to the previous example.
Gravitational and damping forces are neglected.
The model of system is depicted in Fig. 8, some 7nite elements and nodes being shown together
with their numbers. Node 1 has zero translations (x1 = y1 = 0) but can freely rotate relatively to
the coordinate system OXY. Each beam has length L=2 m. The model is discretized into 21 7nite
elements of equal length and 24 nodes. Hinges are de7ned in the nodes 8 and 9 (elements 7 and
8), 16 and 17 (elements 14 and 15).
Initially, the system is folded in a horizontal line, L=2 m such as to represent the packaging state.
Initial hinge angles are: ’1(0) = 0 (between the 7rst element and the global OX axis), ’2(0) = '
(between elements 7 and 8) and ’3 = 0 (between elements 14 and 15).
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Deployment is e4ected after prescribed time variation of the angles between the beam axes in the
hinges. The angle ’2(t) is deployed 7rst in the clockwise direction; then the angle ’3(t) clockwise
and ’1(t) counter clockwise. The deployment laws are de7ned by formulae
’1(06 t6 5) = 0; ’1(5¡t6 15) =
t − 5
10
'
2
; ’1(t ¿ 15) =
'
2
;
’2(06 t6 5) =− t5 '; ’2(t ¿ 5) =−';
’3(06 t ¡ 5) = 0; ’3(56 t6 10) =− t − 55 '; ’3(t ¿ 10) =−':
Here, t is time in seconds.
Integration of the system’s motion was made within the time range t = [0; 20] s. Integration step
with respect to the continuation parameter was adapted to the process of construction of integral
curve according to the local calculation error. The value 10−8 for maximal local error was taken.
Iterations, in their turn, were controlled after estimate of the calculation error with maximal allowed
value 10−10.
Solution results are given in Figs. 9–11. Di4erent con7gurations of the system corresponding
to the time instants 06 t6 10 s (curves 1–20, ordered with the time step 0:5 s) are presented in
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Fig. 9. In Fig. 10, the variations of the kth node coordinates Xk , Yk as functions of time t are
shown. In the left-hand part of Fig. 11, the dots show the variation of the integration step during
adaptation to the process of constructing the integration curve with respect to the estimate of the
local calculation error. In the right-hand side of Fig. 11, the time dependency of the number of
iterations is shown. At given precision, the average number of iterations is 7–8.
Again, performing the calculi without the step adaptation to the integral curve (following the local
integration error) turned out to be considerably ine4ective. Integration of the equations of motion
after algorithm (5.1) without parameterisation was virtually impossible, since the simple iterations
became divergent for any reasonable integration steps.
Just as in previous example, integrating the nonparameterised equations using the iterational
Newton–Raphson method or its modi7ed version brought to the solution. However, this way was
less e4ective as compared to the procedure of integrating the parameterised equations using simple
iterations. When using Newton–Raphson method, CPU time consumed was by 1.6 greater; for mod-
i7ed Newton–Raphson it was by 1.4 greater. This di4erence in time cost grows upon the problem
dimension.
6. Conclusions
In the present work, the general statements are formulated about the computational properties of
iterational processes used for integration by implicit methods of the systems of ODE of the second
order, parameterised with respect to the best argument of the problem. Theorems are proven about
existence and possibility of solution using the simplest iterational algorithms, even without calculating
the Jacobian matrices and solving the linearized systems of equations during the iterations (as in
Newton–Raphson method). Numerical examples demonstrate that the best parameterisation allows
for construction of e4ective algorithms, which can be applied, for example, for solving complicated
problems of structural dynamics and solid mechanics.
The work also demonstrates that the method of continuation by the best parameter can not only
be used for solving the complex applied problems, but also it can serve as an analytical instrument
to uncover and prove the new properties of mathematical models and algorithms.
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