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Let $(t, x)\in \mathrm{C}_{t}^{d}\rangle\langle \mathrm{C}_{x}^{n}$ , $\mathrm{N}=\{0,1,2, \ldots\}$ and $\mathrm{N}_{+}=\{1,2, \ldots\}$ . We consider the
following first order nonlinear partial differential equation:
(1 .1 ) $\{$
$f(t, x, u(t, x), \partial_{t}u(t, x), \partial_{x}u(t, x))$ $=0$ ,
$u(0, x)\equiv 0$ ,
where $\partial_{t}u=(\partial_{t_{1}}u, \ldots, \partial_{t_{d}}u)$ , $\partial_{x}u=(\partial_{x_{1}}u, \ldots, \partial_{x_{n}}u)$ .
In this paper, we always assume the following assum ptions:
(HI) $f(t, x, u, \tau, \xi)(\tau=(\tau_{j})\in \mathrm{C}^{d}, \xi=(\xi_{k})\in \mathrm{C}^{n})$ is holomorphic in a neigh-
bourhood of the origin, and is an entire function in $\tau$ variables for any fixed
$t$ , $x$ , $u$ and $\xi$ .
(H2) (Singular Equation) The holomorphic function $f(t, x, u, \tau, \xi)$ satisfies
(1.2) $f(0, x, 0, \tau, 0)\equiv 0$
for $x\in \mathrm{C}^{n}$ near the origin and $\tau\in \mathrm{C}^{d}$ .
(H3) (Existence of Formal Solution) The equation (1.1) has a formal solu-
tion of the form
(1.3) $u(t, x)= \sum_{j=1}^{d}\varphi_{j}(x)t_{j}+\sum_{|\alpha|\geq 2,|\beta|\geq 0}u_{\alpha\beta}t^{\alpha}x^{\beta}\in \mathrm{C}[[t, x]]$,
where $|\alpha|$ and $|\beta|$ denote the sum of multi-indices $\alpha$ $\in \mathrm{N}^{d}$ and $\beta\in \mathrm{N}^{n}$ , re-
spectively. Moreover we assume that all $\varphi_{j}(x)$ are holomorphic in a neigh-
borhood of the origin,
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We would like to consider the equation (1.1) under the condition which is
called Totally characteristic type, that is, we assume
(H4) (Totally Characteristic Type) The equation (1.1) is totally character-
istic type, which is defined by
(1.4) $\{$
$f_{\xi_{k}}(0_{7}x, 0, \{\varphi_{j}(x)\}, 0)\not\equiv 0$
$f_{\xi_{k}}(0,0,0, \{\varphi_{j}(0)\}, 0)=0$
for $k=1$ , $\ldots$ , $n$ .
Remark 1.1 By the above assumptions, $\{\varphi_{j}(x)\}$ satisfy the following system of
equations:
(1.5) $\frac{\partial}{\partial t_{i}}f(t, x, u(t, x), \{\partial_{t_{j}}u(t, x)\}, \{\partial_{x_{k}}u(t, x)\})|_{\mathrm{t}=0}$
$= \frac{\partial f}{\partial t_{i}}(0, x, 0, \{\varphi_{j}(x)\}, 0)+\frac{\partial f}{\partial u}(0, x, 0, \{\varphi_{j}(x)\}, 0)\varphi_{i}(x)$
$+ \sum_{k=1}^{n}\frac{\partial f}{\partial\xi_{k}}(0, x, 0_{\dot{J}}\{\varphi_{j}(x)\}, 0)\frac{\partial\varphi_{i}}{\partial x_{k}}(x)=0$ ,
with $f_{\xi_{k}}(0,0,0, \{\varphi_{j}(0)\}, 0)=0$ for $k=1,2$, $\ldots$ ) $d$ . The formal solution of this
system is not convergent in general, but we have a sufficient condition for the
formal solution of system (1.5) to be convergent, which is found in [S2, Section
6]. By this reason we assumed the convergence of $\varphi_{j}(x)$ in (H3).
Now we put $\mathrm{a}(x)=(0, x, 0, \{\varphi_{j}(x)\}, 0)$ for simplicity, and define
(1.6) $a_{ij}(x).-- \frac{\partial^{2}f}{\partial t_{i}\partial\tau_{j}}(\mathrm{a}(x))+\frac{\partial^{2}f}{\partial u\partial\tau_{J}}$$( \mathrm{a}(x))\varphi_{i}(x)+\sum_{k=1}^{n}\frac{\partial^{2}f}{\partial\tau_{j}\partial\xi_{k}}$(a (x)) $\frac{\partial\varphi_{i}}{\partial x_{k}}(x)$ ,
for $\mathrm{i}$ , $j=1,2$ , $\ldots$ , $d$ . Moreover we define
(1.7) $bk\{x$ ) $:= \frac{\partial f}{\partial\xi_{k}}(\mathrm{a}(x))_{:}$ for $k$. $=1,2$ , $\ldots$ , $n$ .
We remark that the functions $a_{ij}(x)$ and $b_{k}(x)$ are determined as holomorphic
functions in a neighborhood of the origin and $b_{k}(x)\not\equiv 0$ , $b_{k}(0)=0$ by the as-
sumptions.
Remark 1.2 If $b_{k}(x)\equiv 0$ for all $k=1,2$ , $\ldots$ , $n$ , the equation (1.1) is called the
Fuchsian type. In this case, the convergence or divergence criterion is obtained
by G\’erard-Tahara in [GT] or Miyake-Shirai in the forthcoming paper [MS2]
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We put $v(t, x)=u(t, x)- \sum_{j=1}^{d}\varphi j(x)tj=O(|x|^{K})$ , $(K\geq 2)$ . Then $v(t, x)$
satisfies the following equation:
(1.8) $\{$
$( \sum_{i,j=1}^{d}a_{ij}(x)t_{i}\partial_{t_{j}}+\sum_{k=1}^{n}b_{k}(x)\partial_{x_{k}}+\frac{\partial f}{\partial u}(\mathrm{a}(x)))v(t, x)$
$= \sum_{|\alpha|=K}d_{\alpha}(x)t^{\alpha}+f_{K+1}(t, x, v(t, x), \partial_{l}v(t, x), \partial_{x}v(t, x)))$
$v(t, x)=O(|t|^{K})$ ,
where $d_{\alpha}(x)$ are holomorphic in a neighborhood of the origin, and the function
$f_{K+1}(t, x, v\tau, \xi\rangle)$ is holomorphic in a neighborhood of the origin with Taylor ex-
pansion
(1.9) $f_{K+1}(t, x, v, \tau, \xi)=\sum_{V(\alpha,\mathrm{p},q,r\rangle\geq K+1}f_{\alpha pqr}(x)t^{\alpha}v^{p}\tau^{q}\xi^{r}$,
where $p\in \mathrm{N}$ , $q\in \mathrm{N}^{d}$ and $r\in \mathrm{N}^{n}$ and
(1.10) $V(\alpha,p_{1}q, r)=|\alpha|+Kp+(K-1)|q|+K|r|$ .
The problem in this paper is to obtain the Gevrey order of formal solution
of (1.1) or (1.8) in the case where all the eigenvalues of the Jacobi matrix of
$\{b_{k}(x)\}$ at $x=0$ are equal to zero. For this problem, Chen-Luo-Tahara [CLT]
obtained the answer in the case where $(t, x)\in \mathrm{C}_{t}\mathrm{x}$ $\mathrm{C}_{x}$ , and they proved that
their Gevrey order is the best constant in general The purpose of this paper is
to give a generalization of Chen-Luo-Tahara’s result to the case of several $(t, x)$
variables.
We put the Jordan canonical form of the Jacobi matrix of $\{b_{1}(x), . , . , b_{n}(x)\}$
at $x=0$ by
(1.11) $\frac{\partial(b_{1},.\cdot.’ b_{n})}{\partial(x_{1},.,x_{n})}..|_{x=0}\sim(\begin{array}{lll}N_{1} \ddots N_{I}\end{array})$
where
$N_{j}=(\begin{array}{llll}0 1 0 \ddots .1 0\end{array})$
denotes the nilpotent matrix block of size $k_{j}$ .
The following theorem is the main theorem in this paper
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Theorem 1.1 Suppose (H1); $(\mathrm{H}2)_{f}$ (H3) and (K4). If the following condition
(1 . 12) $| \sum_{j=1}^{d}\lambda_{j}\alpha_{j}+\frac{\partial f}{\partial u}$ $(\mathrm{a}(0))$ $|\geq G|\alpha|$ , (Non-resonance Poincare condition)
holds by some positive constant $C>0$ for all $|\alpha|\geq K$ , then the fomal solution
(1.3) of the equation (1.1) belongs to the formal Gevrey class of order at most $2\sigma$
by
(1.13) $\sigma=\{$
$\max\{k_{1}, k_{2}, \ldots, k_{I}\}$ (if $I<n$ )
$\frac{p}{2(p-1)}$ $(\iota f I=n)$ ,
where $p= \min_{k=1,2}$ , $.,n\{m_{k}\geq 2 ; b_{k}(x)=O(|x|^{m_{k}})\}$ . Namely, the power series
$\sum_{|\alpha|\geq 1,|\beta|\geq 0}\frac{u_{\alpha\beta}}{(|\alpha|+|\beta|)!^{2\sigma-1}}t^{\alpha}x^{\beta}$
converges in a neighborhood of the origin.
2 Refinement of Theorem 1.1
After a linear change of independent variables which reduces the matrices $(a_{\mathrm{t}j}(0))$
and $\frac{\partial(b_{1},.’ b_{n})}{\partial(x_{1},.,x_{n})}$(0) to the Jordan canonical forms, we can obtain more precise es-
timates of the Gevrey order in each variable. In order to state the result, we
prepare some notation and definitions.
Definition 2.1 ( $\mathrm{s}$-Borel transformation) Let $\mathrm{s}=(\mathrm{s}’,\overline{\mathrm{s}})\in(\mathrm{R}\geq 1)^{d}\cross$ $(\mathrm{R}\geq 1)^{n}$
where $\mathrm{R}_{\geq 1}=\{x\in \mathrm{R} ; x\geq 1\}$ . The $\mathrm{s}$-Borel transformation $B_{t,x}^{\mathrm{s}}(f)(t, x)$ of
$f(t, x)= \sum_{|\alpha|+|\beta|\geq 0}f_{\alpha\beta}t^{\alpha}x^{\beta}$ is defined by
(2.1) $B_{t,x}^{\mathrm{s}}(f)(t, x)= \sum_{|\alpha|+|\beta|\geq 0}f_{\alpha\beta}\frac{|\alpha|!|\beta|!}{(\mathrm{s}’\cdot\alpha)!(\overline{\mathrm{s}}\cdot\beta)!}t^{\alpha}x^{\beta}$ ,
where $(\mathrm{s}’\cdot\alpha)!$ and $(\overline{\mathrm{s}}\cdot\beta)!$ denote the Gamma functions $\Gamma(\mathrm{s}’\cdot\alpha+1)$ and $\Gamma(\overline{\mathrm{s}}\cdot\beta+1))$
respectively.
Definition 2.2 (Gevrey class $\mathcal{G}_{t,x}^{\mathrm{s}}$ ) We say that $f(t, x)= \sum_{\alpha\in \mathrm{N}^{d},\beta\in \mathrm{N}^{n}}f_{\alpha\beta}t^{\alpha}x^{\beta}$
$\in \mathcal{G}_{t,x}^{\mathrm{s}}$ , if the $\mathrm{s}$-Borel transformation $B_{t,x}^{\mathrm{s}}(f)(t, x)$ converges in a neighborhood of
the origin, and $\mathrm{s}$ is called the Gevrey order
98
Remark 2.1 (i) If two Gevrey orders $\mathrm{s}=\{s_{j}\}$ and $:=\{s_{j}^{-}\}$ satisfy $Sj\leq S^{-}j$ for
all $j=1,2$ , $\ldots$ , $d+n$ , then $\mathcal{G}_{t,x}^{\mathrm{s}}\subseteq \mathcal{G}_{t,x}^{\overline{\mathrm{s}}}$ .
(ii) If $\mathrm{s}=(s, s, \ldots, s)\in(\mathrm{R}_{\geq 1})^{n}$ , then $f(t, x)\in \mathcal{G}_{\mathrm{t},x}^{\mathrm{s}}$ if and only if
$\sum\frac{f_{\alpha\beta}}{(|\alpha|+|\beta|\}!^{s-1}}t^{\alpha}x^{\beta}$
converges in a neighborhood of the origin.
(iii) For a formal power series $u(t, x)$ $\in \mathrm{C}[[t, x]]$ , if $B_{t,x}^{\mathrm{s}}(u)(t, x)\in \mathcal{G}_{t,x}^{\hat{\mathrm{s}}}$ , then
we have $u(t, x)\in \mathcal{G}_{t,x}^{\mathrm{s}+\hat{\mathrm{s}}-1_{d+n}}$ with $1_{d+n}=(1, 1, \ldots, 1)\in \mathrm{N}^{d+n}$ .
Let us give a refined form of Theorem 1.1. By a linear change of indepen-
dent variables which brings the matrices $(a_{ij}(0))$ and $\frac{\partial(b_{1\cdots\prime}b_{n})}{\partial(x_{1}’\ldots,x_{n})},|_{x=0}$ to the Jordan
canonical forms, the equation (1.8) is reduced to the following form;
(2.2) (A $+\triangle+N$ ) $u$ $=$ $\sum_{i,j=1}^{d}\alpha_{ij}(x)t_{it_{j}}\partial u+\sum_{j=1}^{I}\sum_{k=1}^{k_{j}}\beta jk(x)\partial_{x_{j,k}}u$
$+ \eta(x)u+\sum_{|\alpha|=K}\zeta_{\alpha}(x)t^{\alpha}+g_{K+1}(t, x, u, \partial_{t}u, \partial_{x}u)$
where $u=u(t, x)$ , $(t, x)=(t, \mathrm{x}^{1}, \mathrm{x}^{2}, \ldots, \mathrm{x}^{I})\in \mathrm{C}^{d}\cross$ $\mathrm{C}^{k_{1}}\mathrm{x}$ $\mathrm{C}^{k_{2}}\mathrm{x}$ $\cdots$ $\mathrm{x}$ $\mathrm{C}^{k_{I}}$ ,
$\mathrm{x}^{j}=\{x_{j,k}\}_{k=1,2}$ , $.,k_{j}\in \mathrm{C}^{k_{j}}’$ , and $\Lambda$ , A and $N$ denote the following linear operators:
(2.3) A $= \sum_{j=1}^{d}\lambda_{j}6_{j}\partial_{t_{j}}+c(0)$ , $\triangle=\sum_{j=1}^{d-1}\delta_{j}t_{j+1}\partial_{t_{j}}$ ,
(2.4) $N= \sum_{j=1}^{k}\sum_{k=1}^{j^{-1}}\delta x_{j,k+1}\partial_{x_{j,k}}I$ .
The coefficients $\alpha_{ij}(x)$ , $\beta_{jk}(x)\backslash$ , $\gamma_{k}(x)$ , $\eta(x)$ and $\zeta_{\alpha}(x)$ are holomorphic in a neigh-
borhood of the origin satisfying
(2.5) $\alpha_{ij}(x)$ , $\eta(x)=O(|x|)$ , $\beta_{jk}(x)=O(|x|^{2})$ .
and $g_{K+1}(t, x, u, \tau, \xi)$ is holomorphic in a neighborhood of the origin with Taylor
expansion
$g_{K+1}(t, x, u, \mathcal{T}_{\}}\xi)=\sum_{V(\alpha,p,q,r\rangle\geq K+1}g_{\alpha pqr}(x)t^{\alpha}u^{p}\tau^{q}\xi^{r}$
.
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Remark 2.2 By the linear change of variables as above, we have $\delta_{j}=0$ or 1
and $\delta=1$ , which appeared in the operators A and $N$ . However, we may assume
that the constants $\delta_{j}$ and $\delta$ are as small as we want. Indeed, we introduce new
independent variables $\hat{t_{j}}=\epsilon^{j}t_{j}$ and $\hat{x}_{j,k}=\epsilon^{k_{1}+\cdot\cdot+k_{j-1}+k}x_{j,k}$ . Then $\delta_{j}$ and 6 are
changed by $\epsilon\delta_{j}$ and elf, respectively. Therefore, by choosing $\epsilon>0$ small enough,
we may assume that $\delta_{j}$ and $\delta$ are arbitrary small.
In order to state more precise result for Theorem 1.1, we put the valuation of
$\beta_{J^{k}}(y, z)$ by
$\beta_{jk}(x)=O(|x|^{\ell_{jk}})$ , $(\ell_{jk}\geq 2)$ .
For a vector $\mathrm{p}=$ $(p_{1}, \ldots, p_{h})$ and a constant $a$ , the notaion $\mathrm{p}(a)$ is defined by
$\mathrm{p}(a)=(p_{1}+a, p_{2}+a, \ldots, p_{h}+a)$ .
Theorem 1.1 is obtained immediately from the following:
Theorem 2.1 Let $K_{0}= \max\{k_{1}$ , . . . ’ $k_{I}\}$ . The equation (2.2) has a unique for-
mal solution which belongs to the Gevrey class $\mathcal{G}_{t,x}^{\mathrm{s}}$ of order at most $\mathrm{s}$ by
(2.6) $\mathrm{s}=(1_{d}(\sigma_{1}), \mathrm{s}^{1}(\sigma_{2}),$ $\ldots$ , $\mathrm{s}^{I}(\sigma_{2}))$ ,
where $1_{d}=$ $($ 1, 1, $\ldots$ , $1)\in \mathrm{N}^{d}$ and
(2.7) $\hat{\mathrm{s}}=(1_{d}, \mathrm{s}^{1}, \ldots , \mathrm{s}^{I})$ , $\mathrm{s}^{j}=(1,2, \ldots, k_{j})$ ,
(2.8) $\sigma_{1}=\max_{\alpha,p,q,r}\{\frac{\sigma_{2}+K_{0}-1}{V(\alpha,p,q,r)-K}$ ; $g_{\alpha \mathrm{p}qr}(x)\not\equiv 0\}\mathrm{f}$
(2.9) $\sigma_{2}=k=1,,\dot{k}_{j}\max_{J^{=1,2},.I}\{\frac{k}{\ell_{jk}-1}\}$ .
$Proo/of$ Theorem 1.1. If $K_{0}=1$ , then we have $\sigma_{2}\leq 1/(p-1)$ and $\sigma_{1}\leq 1/(p-1)$
where $p$ is the constant which appeared in Theorem 1.1. In the case $K_{0}\geq 2$ , we
have $\sigma_{2}\leq K_{0}$ and $\sigma_{1}\leq 2K_{0}-1$ . Therefore, the maximal component $||\mathrm{s}||$ of $\mathrm{s}$
which appeared in (2.6) is estimated by
$||\mathrm{s}||\leq\{$
$2K_{0}$ (if $K_{0}\geq 2$ )
$=2\sigma$ .
$\frac{p}{p-1}$ (if $K_{0}=1$ )
Thus, Theorem 1.1 is proved $\bullet$blacksquare$
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3 Sketch of the Proof of Theorem 2.1.
In this section, we shall prove Theorem 2.1 by assuming lemmas which are tools
to prove Theorem 2.1.
3.1 Construction of Majorant equations.
First we give the following lemma:
Lemma 3.1 Let P $=$ A $+$ A $+N$ . Then the following propositions hold:
(i) $P$ : $\mathrm{C}[t]_{L}[x]_{M}arrow \mathrm{C}[t]_{L}[x]_{M}$ is invertible for all $L\geq K$ and $M\geq 0$ .
(ii) For $\hat{\mathrm{s}}=(1_{d}, \mathrm{s}^{1}, \ldots, \mathrm{s}^{I})=(1_{d},\tilde{\mathrm{s}})\in(\mathrm{R}_{\geq 1})^{d}\mathrm{x}$ $(\mathrm{R}_{\geq 1})^{k_{1}+\cdots+k_{I}}t$ if a majorant
relation $B_{t,x}^{\hat{\mathrm{s}}}(u)(t, x)\ll W_{LM}T^{L}X^{M}(T=|t|, X=|x|)$ does hold: then
there exists a positive constants $C_{0}>0$ independent of $L$ and $M$ such that
(3.1) $B_{t,x}^{\hat{\mathrm{s}}}(P^{-1}u)(t, x)<< \frac{C_{0}}{L}W_{LM}T^{L}X^{M}=C_{0}(TD_{T})^{-1}W_{LM}T^{L}X^{M}$.
We put $Pv(t, x)=U(t, x)$ as a new unknown function. Then the equation
(2.5) is reduced to the following:
(3.2) $U(t, x)$ $=$ $\sum_{i,j=1}^{d}\alpha_{\mathrm{i}j}(x)t_{i}\partial_{t_{j}}P^{-1}U+\sum_{j=1}^{I}\sum_{k=1}^{k_{j}}\beta_{jk}(x)\partial_{x_{j,k}}P^{-1}U+\eta(x)P^{-1}U$
$+ \sum_{|\alpha|=K}\zeta_{\alpha}(x)t^{\alpha}+g_{K+1}(t, x, P^{-1}U, \partial_{t}P^{-1}U, \partial_{x}P^{-1}U)$
.
We apply the $\hat{\mathrm{s}}$-Borel transformation for (3.2), where $\hat{\mathrm{s}}$ is the same vector which
appeared in Lemma 3.1 (ii).
$B_{t,x}^{\hat{\mathrm{s}}}(U)(t, x)= \sum_{i,j=1}^{d}B_{t,x}^{\hat{\mathrm{s}}}\{\alpha_{ij}(x)t_{i}\partial_{t_{j}}P^{-1}U\}+\sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{tx\rangle}^{\hat{\mathrm{s}}}\{\beta_{jk}(x)\partial_{x_{J}}.P^{-1}U\}k$
$+B_{t,x}^{\hat{\mathrm{s}}} \{\eta(x)P^{-1}U\}+\sum_{|\alpha|=K}B_{t,x}^{\hat{\mathrm{s}}}\{\zeta_{\alpha}(x)t^{\alpha}\}$
$+B_{t,x}^{\hat{\mathrm{s}}}\{g_{K+1}(t, x, P^{-1}U, \partial_{t}P^{-1}U, \partial_{y}P^{-1}U)\}$ .
In order to construct a majorant equation of (3.3), we prepare a lemma
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Lemma 3.2 Let $u(t, x)$ , $v(t, x)$ be formal power series, and the multi-irtdex $\hat{\mathrm{s}}=$
$(1_{d}, \mathrm{s}^{1}, \ldots, \mathrm{s}^{I})$ be the same constants as (2.7). Then the following majorant rela-
tions hold:
(i) There exists a positive constant $C_{1}>0$ independent of $u$ and $v_{2}$ such that
(3.3) $B_{t,x}^{\hat{\mathrm{s}}}(uv)(t, x)<<C_{1}B_{t,x}^{\hat{\mathrm{s}}}(|u|)(t, x)\mathrm{x}$ $B_{t,x}^{\hat{\mathrm{s}}}(|v|)(t, x)$ .
(ii) Let $T=|t|$ and $X=|x|$ . if a majorant relation $B_{t,x}^{\hat{\mathrm{s}}}(u)(t, x)$ $<<W(T, X)$
$= \sum_{L\geq K,M\geq 0}W_{LI\nu \mathrm{f}}T^{L}X^{M}$ does hold, then there exists a positive constant $C_{2}>0$
which depends only on $\hat{\mathrm{s}}$, such that
(3.4) $B_{t,x}^{\hat{\mathrm{s}}}(\partial_{t_{j}}P^{-1}u)(t, x)\ll C_{2}\partial_{T}(T\partial_{T})^{-1}W(T, X)$ ,
(3.5) $B_{t,x}^{\hat{\mathrm{s}}}(\partial_{x_{jk}}P^{-1}u)(t, x)\ll C_{2}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{k-1}W(T, X)$ ,
By Lemmas 3.1 and 3.2, if $B_{t,x}^{\hat{\mathrm{s}}}(u)(t, x)\ll W(T, X)$ , then we have the follow ing
majorant relations by the positive constant $C_{3}=C_{0}C_{1}C_{2}$ :
$\bullet$ $B_{t,x}^{\hat{\mathrm{s}}}\{\alpha_{ij}(x)t_{i}\partial_{t_{j}}P^{-1}U\}<<C_{3}|\alpha_{ij}|(\mathrm{X})W(T, X)$ ,
$\bullet B_{t,x}^{\hat{\mathrm{s}}}\{\beta_{jk}(x)\partial_{x_{j,k}}P^{-1}U\}\ll C_{3}|\beta_{jk}|(\mathrm{X})(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{k-1}W(T,X)$
$<<C_{3}|\beta_{jk}|(\mathrm{X})\partial_{X}(X\partial_{X})^{k-1}W(T, X)$ ,
$\bullet B_{t,x}^{\hat{\mathrm{s}}}\{\eta(x)P^{-1}U\}\ll C_{3}|\eta|(\mathrm{X})W(T, X)$ ,
$\bullet\sum_{|\alpha|=K}B_{t,x}^{\hat{\mathrm{s}}}\{\zeta_{\alpha}(x)t^{\alpha}\}<<(\sum_{|\alpha|=K}|\zeta_{\alpha}|(\mathrm{X}))T^{K}$ ,
$\bullet$ $B_{t,x}^{\hat{\mathrm{s}}}\{g_{K+1}(t, x, P^{-1}U, \partial_{t}P^{-1}U, \partial_{x}P^{-1}U)\}$
$\ll|g_{K+1}|$ ( $\mathrm{T}$ , $\mathrm{X}$ , $C_{3}W$, $\{C_{3}\partial_{T}(T\partial_{T})^{-1}(W)\}$ , $\{C_{3}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{k-1}W\}$),
where $\mathrm{T}=$ $(T, T, \ldots, T)\in \mathrm{C}^{d}$ and $\mathrm{X}=(X, X, \ldots, X)\in \mathrm{C}^{n}$.
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Here we consider the following equation:
(3.6) $W(T, X)=( \sum_{|\alpha|=K}|\zeta_{\alpha}|(\mathrm{X}))T^{K}+F(X)W(T, X)$
$+ \sum_{j=1}^{I}\sum_{k=1}^{k_{j}}C_{3}|\beta_{jk}|(\mathrm{X})\partial_{X}(X\partial_{X})^{k-1}W(T, X)$
$+|g_{K+1}|(\mathrm{T},$ $\mathrm{X}$ , $\mathrm{c}3\mathrm{w}$, $\{C_{3}\partial_{T}(T\partial_{T})^{-1}W\}$ , $\{$ $C_{3}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{k-1}W\})$ ,
where $F(X)$ is a holomorphic function given by
$F(X)= \sum_{i,j=1}^{d}C_{3}|\alpha_{ij}|(\mathrm{X})+C_{3}|\eta|(\mathrm{X})=O(X)$ .
By the construction of the equation (3.6), the following majorant relation is
clearly holds:
(3.7) $B_{t,x}^{\hat{\mathrm{s}}}$ (&) $(t, x)<<W(T, X)$ .
By multiplying $(1-F(X))^{-1}\in \mathrm{C}\{X\}$ on the both hands side of (3.6), the
equation (3.6) is rewritten by
(3.8) $W=Z(X)T^{K}+ \sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{jk}(X)(X\partial_{X})^{k}W$
$+G_{K+1}$ ($T$, $X$ , $\mathrm{c}3\mathrm{w}$, $\{C_{3}\partial_{T}(T\partial_{T})^{-1}W\}$ , $\{C_{3}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{k-1}W\}$),
where $W=W(T, X)$ and
$Z(X)= \frac{1}{1-F(X)}\sum_{|\alpha|=K}|\zeta_{\alpha}|(\mathrm{X})$ , $B_{jk}(X)= \frac{C_{3}}{1-F(X)}\frac{|\beta_{J^{k}}|(\mathrm{X})}{X}=O(X^{f_{jk}-1})$ ,
$G_{K+1}(T, X, u, \tau, \xi)=\frac{1}{1-F(X)}|g_{K+1}|(\mathrm{T}, \mathrm{X}, u, \tau, \xi)$ .
Remark 3.1 Prom now on, we shall prove that the formal solution $W(T, X)$
of (3.8) belongs to the formal Gevrey class $\mathcal{G}_{T,X}^{\sigma_{1}+1,\sigma_{2}+1}$ , where $\sigma_{1}$ and $\sigma_{2}$ are the
constants which appeared in (2.8) and (2.9). If we can prove this fact, then we
obtain the consequence of Theorem 2.1. Indeed, by Remark 2.1, Lemma 3.1 (ii)
and (3.7), we have $v(t, x)\in \mathcal{G}_{t,x}^{\mathrm{s}}$ where $\mathrm{s}$ is the vector introduced by (2.6)
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3,2 The estimate of Gevrey order in X.
By substituting $W(T, X)= \sum_{L\geq K}W_{L}(X)T^{L}$ into (3.8), we have the following
recursion formulas:
(3.9) $W_{L}(X)= \sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{jk}(X)(X\partial_{X})^{k}W_{L}(X)$
$+H_{L}$ ($X$, $\{W_{j}(X)\}_{j=K,..,L-1}$ , $\{\partial_{X}(X\partial_{X})^{k}W_{j}(X)\}_{k=1,2,,K_{0}}$ )
$j=K_{?},L-1$
’
where $H_{L}(X, \{\xi_{j}\}_{:}\{\eta_{jk}\})$ denotes a polynomial in $\{\xi_{J}\}$ and $\{\eta_{jk}\}$ variables in the
case $L>K$ or $H_{K}=Z(X)$ , and $K_{0}$ is a positive integer defined by
$K_{0}= \max\{k_{1}, \ldots, k_{I}\}$ .
In order to construct majorant recursion formulas of (3.9), we prepare a lem-
mas.
Lemma 3.3 Let $\{a_{j}(x)\}(x\in \mathrm{C})$ be holomorphic functions and the vanishing
order of $a_{j}(x)$ be $m_{j}\in \mathrm{N}_{+}$ for $j=1,2$, $\ldots$ , $n$ , and $f(x)\in \mathcal{G}_{x}^{\sigma+1}$ where $\sigma=$
$\max_{j=1,..\backslash n}\{j/m_{j}\}$ Then the formal solution $u(x)$ of linear ordinary differential
equation
(3.11) $u(x)= \sum_{j=1}^{n}aj(x)(^{\backslash }x\frac{d}{dx})^{g}u(x)+f(x)$
belongs to the formal Gevrey class of order $\sigma+1$ . Moreover, the formal solution
$U(x)$ of linear functional equation
(3.11) $U(x)= \sum_{j=1}^{n}|aj|(x)U(x)+B_{x}^{\sigma+1}(|f|)(x)$
is a majorant function of $B_{x}^{\sigma+1}(u)(x)$ .
For $s\geq 0$ , we define the formal $s$ differential operator $(X\partial_{X})^{\mathrm{s}}$ by
$(3,12)$ $(X\partial_{X})^{s}(X^{M}):=M^{s}X^{M}$ ,
for all $NI\in \mathrm{N}$ .
By Lemma 3.3, the formal solutions $\{W_{L}(X)\}_{L\geq K}$ belong to the formal Gevrey
class of order $\sigma_{2}+1$ where $\sigma_{2}$ is the same constant as (2.9). Namely, by this
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observation, we see that the Gevrey order of $W(T, X)$ in $X$ variable is a2 $+$
$1$ . Furthermore, by the second statemant of Lemma 3.3, the formal solutions
$\{V_{L}(X)\}_{L\geq K}$ of recursion formulas
(3.13) $V_{L}(X)= \sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{jk}(X)V_{L}(X)$
$+H_{L}(X,$ $\{V_{j}(X)\}_{j=K},$ . ’ $L-1$ ,
$\{\partial_{X}(X\partial_{X})^{\sigma_{2}+k-1}V_{j}(X)\}_{k=1,2,,K_{0})}j=K,,L-1$
are the majorant functions of $\{B_{X}^{\sigma \mathrm{z}+1}(W_{L})(X)\}_{L\geq K}$ , that is,
(3.14) $B_{X}^{\sigma_{2}+1}(W_{L})$ $(X)$ $<<V_{L}(X)$ , for all $L\geq K$ .
Because by Lemma 3.2, we can obtain the following majorant relation:
If $B_{X}^{\sigma_{2}+1}(W_{j})(X)$ $<<V_{j}(X)$ for $j\geq K$ , then
$B_{X}^{\sigma_{2}+1}\{H_{L}\{$$X$ , $\{W_{j}(X)\}_{j=K,\ldots,L-1}$ , $\{\partial_{X}(X\partial_{X})^{k}W_{j}(X)\}_{k=1,2,,N}j=K,,L-1)\}$
$\ll H_{L}(X,$ $\{V_{j}(X)\}_{j=K}$ , $.,L-1$ , $\{\partial_{X}(X\partial_{X})^{\sigma_{2}+k}V_{j}(X)\}_{k=1,2,,K_{0})}j=K,,L-1^{\cdot}$
Now we consider the following equation:
(3.15) $V(T, X)=Z(X)T^{K}+ \sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{jk}(X)(T\partial_{T})^{-1}V(T, X)$
$+G_{K+1}$ ($T$, $X$ , $C_{3}V$, $\{C_{3}\partial_{T}(T\partial_{T})^{-1}V\}$ , $\{C_{3}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{\sigma_{2}+k-1}V\}$).
We put $V(T, X)= \sum_{L\geq K}V_{L}(X)T^{L}$ . Then the coefficients $\{V_{L}(X)\}$ are de-
termimed as holomorphic functions by the same recursion formulas as (3.13).
Therefore, the formal solution $V(T, X)$ is a majorant function of the power series
$\sum_{L\geq K}B_{X}^{\sigma_{2}+1}(W_{L})(X)T^{L}$ , that is,
(3.16) $\sum_{L\geq K}B_{X}^{\sigma_{2}+1}(W_{L})(X)T^{L}\ll V(T, X)$ .
3.3 The estimate of Gevrey order in T.
We give the Gevrey order in $T$ variable. We take holomorphic majorant functions
$Q(X)$ and $R_{K+1}(T, X, u, \tau, \xi, \eta)$ by
$Q(X)= \frac{A}{(R-X)^{K}}\gg P(X)Z(X)$ ,
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and
$R_{K+1}(T, X, u, \tau, \xi, \eta)$ $=$ $\sum_{V(\alpha,p,q,r)\geq K+1}\frac{A_{\alpha pqr}}{(R-X)^{|\alpha|+p+|q|+|r|}}T^{|\alpha|}u^{p}\tau^{q}\xi^{r}$
$\gg P(X)G_{K+1}(T, X, u, \tau, \xi)$
by some positive constants $R$ , $A$ and $\{A_{\alpha pqr}\}$ where
$P(X)= \frac{1}{1-\sum_{j=1}^{I}\sum_{k=1}^{k_{j}}B_{jk}(X)}$ .
By the above majorant relations, we can easily see that the formal solution
of the following equation satisfies $Y(T, X)$ $\gg V(T, X)$ :
(3. i7) $Y(T, X)=Q(X)T^{K}$
$+R_{K+1}$ ($T$, $X$ , $C_{3}Y$, $\{C_{3}\partial_{T}(T\partial_{T})^{-1}Y\}$ , $\{C_{3}(T\partial_{T})^{-1}\partial_{X}(X\partial_{X})^{\sigma_{2}+k-1}Y\}$).




$+R_{K+1}$ ($T$, $X$ , $C_{3}T\partial_{T}y$ , $\{C_{3}\partial_{T}y\}$ , $\{C_{3}\partial_{X}(X\partial_{X})^{\sigma_{2}+k-1}y\}$):
$y(T, X)=O(T^{K})$ .
We know that the formal solution $y(T, X)$ belongs to the Gevrey class $\mathcal{G}_{T}^{\sigma_{1}+1}$ .
Indeed, by drawing the Newton polygon for the nonlinear equation, we have
The Gevrey order in $T=1+ \max_{\alpha,p,q,r}\{\frac{\sigma_{2}+K_{0}-1}{V(\alpha,p,q,r)-K}\}=1+\sigma_{1}$.
The definition of the New ton polygon for nonlinear equation is found in [SI], The
details are omitted here.
Therefore, we have
$V(T, X)\in \mathcal{G}_{T}^{\sigma_{1}+1}\Rightarrow W(T, X)\in \mathcal{G}_{T,X}^{\sigma_{1}+1,\sigma_{2}+1}\supset U(t, x)\in \mathcal{G}_{t,x}^{S}$ .
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