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“What you see is what you get.”
Lord Alan Sugar
Unlike traditional 2D images, which are projections of the real world onto a two-
dimensional surface, 3D images express the geometry of the objects of interest directly in
terms of a set of points, a mesh, or a surface composed of points with three-dimensional
coordinates. The size or shape of this 3D information of an object may be computed
almost directly from its three-dimensional representation. 3D imaging geometry essen-
tially simulates human binocular vision, and enables a direction acquisition of the depth
information from the camera to the object of interest. It finds a variety of applications
ranging from reverse engineering, urban planning and simulation to computer games.
With the evolution in recent years of more modern technologies and devices, there has
been enormous growth in the number of 3D models/3D images and their availability to
various communities. Examples include the National Design Repository, which stores
3D computer-aided design (CAD) models for tens of thousands of mechanical parts;
and the Princeton Shape Benchmark (PSB) with 36,000 everyday objects represented
as polygonal surface models.
Most of the latest scanners can generate a huge number of data points within a limited
time (a matter of minutes). Even a single scan might contain millions of points, which
often leads to expensive computation and storage. The development of relevant software
has not matched that of 3D hardware. As the complexity of these data points has
increased, the digital representation of the real world objects has become more accurate,
but there is a trade-off between degree of accuracy and the cost of processing and storage
of these models. Therefore, reduction of information content or simplification of the 3D
data points is useful for efficient processing, and necessary for visualization in some
cases. In the course of a thorough review of the relevant literature, we found that
the existing simplification algorithms perform inadequately, especially at a very high
simplification rate. In recent years, the notion of human visual perception has been
explored with a view to aiding simplification. With a view to retaining the important
surface features and details, the selection of samples is now guided both by geometric
properties and by the visual attention properties of the surface. Thus, as the criteria
of the simplification or interest points detection, salient regions and non-salient regions
can be processed separately, preserving more vertices or facets from salient regions,
while selecting fewer vertices or facets from non-salient regions (in our proposed interest
points ddetection method, only select points from salient regions). The estimation of the
perceptual properties/saliency of the target object is thus a very important preprocess
for simplifying highly complicated 3D models.
In this dissertation, a surface smoothing and two novel saliency detection methods on
3D models are proposed. The acquired data usually contains imaging noise, due to
low reflection or specular reflection, occlusion and depth discontinuity. Sometimes a
Abstract
rough surface is generated due to the rapid changes of orientation and vertex locations
of reconstructed surfaces caused by noise introduced in the process of surface scanning,
image registration and integration. Hence, an extended non-local means filter has been
proposed in the case of a 3D surface. To the best of our knowledge, there is no previous
work on non-local means filtering of mesh with B-spline optimization. As we know, the
non-local means filter takes advantages of the high degree of redundancy of any natural
image. For a given pixel, the restored gray value is obtained by the weighted average of
the gray values of all pixels in the image; each weight is proportional to the similarity
between the local neighborhood of the pixel being processed and the neighborhood
corresponding to the other image pixels. With this filter, a smoother version can be
robustly obtained, since it defines the similarity between patches of pixels, rather than
between the individual pixels themselves. However, when extending the 2D non-local
means filter to the processing of a 3D mesh, a problem arises in the determination of
the similarity neighborhood. 2D images usually have a regular structure, which in most
cases it is not true for a mesh due to variations of sampling density in the range scanning
process. In this work, the B-spline is employed to determine the similarity neighborhood,
which in turn generates the control net for the input mesh. The advantage of using B-
spline surfaces is that the underlying control net is topologically similar to the image
grid structure.
The first saliency detection approach adapts Retinex from a 2D image enhancement
technique to analysis of geometry or shape variation in 3D models. Retinex investigates
the theory behind the constancy of color. It explains from a psychological perspective
why the colors perceived by human beings are relatively stable, usually irrespective of
illumination conditions. Retinex has also been imported into the computer vision field,
in which the captured data are often unsatisfactory due to low contrast - either locally
or globally - caused by too weak or too strong illumination, or even shadow. Retinex is
extended here to enhance 3D shape information and aid analysis of global shape and local
geometrical details. Normally, human perception and objective information with respect
to vision are not in agreement. The human brain interprets an image of a 3D shape
differently from how photo-sensors or scanners may sense it, by consciously correcting
brightness and removing noise, shadows, glare, or reflections. After the application of
Retinex, the 3D shape, component or surface may be represented more faithfully to
the original, simulating the effect of human visual systems. After using the Retinex to
enhance the surface, a random center-surround saliency detection is proposed. The main
structure of our saliency system is based on the general layout of psychological attention
models, and it improves and extends the concept of mesh saliency, integrated for more
accurate detection of importance/saliency of points.
While the first saliency detection approach is powerful for the characterization of the
importance/saliency of points, it may be affected by imaging noise or depth disconti-
nunity, leading to the salient regions being only partially detected. To overcome this
shortcoming, a second method is proposed that measures similarity based on patches,
rather than individual points. This saliency detection approach is an extension from the
first saliency detection method. Based on observations from studies of biological vision,
we know that the human vision system is sensitive to contrast in visual signal. It is
widely believed that human cortical cells may be hard-wired to respond preferentially to
high contrast stimulus in their receptive fields. Therefore, if a specific contrast for the
3D surface is generated, it may also be used to illustrate the difference in the geometry
or topology that makes the local details or global shape distinctive. In this study, by
combining Retinex-based Importance Feature, and Relative Distance, a weighted dis-
similarity map is obtained to generate the ‘surface contrast’. The dissimilarity map
is estimated as the sum of difference between geometric invariance of different points
inside two patches, inversely proportional to their Euclidean distance. Subsequently,
the global nature of salient regions are captured by considering the symmetric surround
saliency. As noted above, as we know humans pay more attention to those image regions
that contrast strongly with their neighbors. To determine the region-based saliency, a
region-growing segmentation is employed to segment the surface. The results show that
the proposed approach has the ability to locate the distinctive regions faithfully.
In order to validate the proposed saliency detection methods, the detected salient regions
have been applied to simplification, and interest points detection. A large number of
experiments based on real data captured by Minolta Vivid 700 range camera show that
more details have been retained in the process of surface simplification, the detected
interest points are more repeatable - useful for the representation of the geometry and
detail of the object of interest. In addition, the comparative studies also show that the
propose techniques outperform the state-of-the-art methods and have clear advantages.
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Three-dimensional (3D) technology was once exclusively the domain of skilled computer-
graphics developers and gamers with access to high-end software. A complex mixture of
colors, textures, virtual lighting and perspective are necessary to make images appear
three-dimensional. In the past, the 3D technology was expensive and difficult to use.
Today, this scenario has changed. 3D technology is becoming more and more popular in
everyday life. Many 3D products have been developed, such as 3D printer, 3D camera,
3D TV, 3D games, 3D films and so on.
All the technologies mentioned above are centrally concerned with 3D imaging. 3D
imaging aims to capture the geometry of objects in terms of 3D coordinates, and in
consequence can simulate human vision in the real world within a computer. The com-
puted set of data points, with or without accompanying colors or textures, is referred
to by various names, such as ’3D model’, ’3D scan’, or ’3D image’. Compared with a
traditional 2D image, the shape and size of a 3D image may be straightforwardly com-
puted from its 3D coordinates. The output of a 3D imaging process may be analyzed
and processed to extract information that may then be used in support of a wide range
of applications, such as object recognition, robot navigation, urban reconstruction, and
clinical procedures in medicine.
1.1 Applications of 3D imaging
As of today, a wide range of applications have been developed. This section presents a
brief overview of the most important fields in which 3D imaging may be fruitfully used.
3
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1.1.1 Industrial applications
3D imaging techniques deal with typical measurement issues in the industrial field: ma-
chined surfaces quality control; dimensional measurement; and the reverse engineering
of complex shapes.
• Machined surfaces quality control [5, 6, 7]. 3D imaging techniques are the
best suited to carry out the measurement processes in the surface control field [8].
Typical applications are the measurement of roughness and of waviness, and the
gauging of the 3D topology of machined surfaces, as 3D imaging has the abil-
ity to represent a surface in measurement intervals from a few microns to tens
of millimetres, with resolution from a few tens of nanometres to tens of microns.
The top image of Figure 1.1 shows a 3D scanner at work in quality control of
a machine element. Examples of market-available surface quality control prod-
ucts include the LNS 2.3/4.4 Dynavision (LMI Inc.) and LTS 15/3 Daynavision
(http://www.dosmar.fi/doc/automation/LDSApps.pdf). These patented sen-
sors measure resolutions as fine as 5 nanometers, making them ideal for quantifying
the surface roughness of any highly reflective material.
• Dimensional measurement [9, 10, 11]. As the dimensional measurement of
complex surfaces involves the 3D acquisition of shapes in the range from mil-
limetres to meters, with measurement resolution from one hundred microns to
a few centimetres, this is a very wide-ranging field of application. Examples of
firms making commercially available dimensional measurement products include:
the Ortigo 200 system (Cognitens Inc) (http://www.ncbi.nlm.nih.gov/pmc/
articles/PMC3280764/pdf/sensors-09-00568.pdf.); and the R Scan (Hexagon
Inc) (https://store.hexagonmetrology.us/). In these two systems, a scan arm
is equipped with laser stripes to fully control the rotation and the translation of the
optical head. The sequence of image acquisition is determined on a case-by-case
basis by the dimensions and shape of the object to be imaged [8].
• Reverse engineering of free-form shapes [12, 13]. The technique of using
sensor data to create a set of specifications and drawings for a geometric model
directly from the inspection of an object is called reverse engineering. The current
industrial technology for precise measurement of 3-D objects involves contact scan-
ning by Coordinate Measuring Machines (CMMs) [14]. A survey of the techniques
developed in this field is in [15]. This technique is precise, and widely used for the
creation of surface models.
The bottom images in Figure 1.1 show the performances of 3D techniques for the quality
control of machine elements and for the reverse engineering of free-form shapes.
Chapter 1. Introduction 5
Figure 1.1: Example of 3D imaging application in the industrial field. Top: scanning
a machine element. Bottom left: the historic Ferrari 250MM racing car. Bottom right:
The racing car as represented by a triangulated 3D mesh [8].
Figure 1.2: Example of the use of a 3D imaging application in the cultural heritage
field. Left: the original sculpture of david. Right: reconstructed 3D model.
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Figure 1.3: Example of 3D a imaging application in the medical field: a reconstructed
3D model of the teeth of the lower jaw. (http://www.the3dstudio.com/product_
details.aspx?id_product=522913)
1.1.2 Cultural heritage applications
In the last few years, the use of 3D imaging products for the contactless acquisition of
culture heritage data has attracted increased attention from museums and archaeological
specialists. They have similar objectives: data acquisition, modelling and visualization
are required within the cultural frame, to monitor new archaeological finds [8]. More-
over, reconstructed 3D models help specialists to make physical copies, repair damaged
regions, and even to simulate the probable appearance of incomplete parts of the his-
torical relics. Figure 1.2 gives an example of a reconstructed model produced from a 3D
scan.
1.1.3 Medical applications
Medical applications that benefit from 3D scanning include, but are not limited to:
• Dental: making braces, retainers, and mouth guards.
• Facial: making form-fitted face masks for treating burn victims.
• Hands: making customized gloves for patients.
• Other body parts: making prosthetics; for example, for the leg and spine.
As the 3D scanner can capture a single scan in just a few seconds, the 3D measure-
ments can be obtained quickly, and the patient’s condition may be diagnosed much
more rapidly.
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1.2 Techniques for 3D Imaging
There is a long history of 3D imaging that can be traced back to ancient times. Humans
have tried to capture their 3D environment and important aspects of social life in wall
paintings, some of which are thought to date back 32,000 years. In the modern period,
a stereoscope invented by David Brewster in 1844 could take 3D photographic images.
In the succeeding years, there were further improvements in the technology: Louis Jules
Duboscq improved on the stereoscope, and a famous 3D picture of Queen Victoria was
displayed at the Great Exhibition in 1851. A stereo animation camera was invented in
1915: and the first publicly-shown 3D movie was made. In the 1960s, a new technology
known as Space-Vision was released. During the last fifty years, rapid development in
the fields of solid state electronics, photonics, computer vision and computer graphics
has meant that the capturing and recording of detailed shapes by optical techniques.
Now, large amounts of 3D data can be captured by reliable, accurate, high-resolution
3D imaging systems.
Typically, 3D imaging sensors operate by projecting (in the active form) or acquiring (in
the passive form) electromagnetic energy onto or from an object, followed by recording
of this transmitted or reflected energy. In this section, we briefly introduce modern
3D imaging technologies by grouping them into two categories: passive and active 3D
imaging, respectively. A survey of 3D imaging techniques is also given in [16].
1.2.1 Passive 3D Imaging
Passive 3D imaging must be taken from standard 2D images, and relies on images of
the ambient-lit scene alone, without the help of the artificial lighting. There are a set of
techniques which develop this approach to imaging based on different visual cues: shape
from focus, shape from shadows, shape from texture, and shape from stereo disparity.
• Shape from focus [17]: by exploiting the depth of focus phenomenon, one of a
pair of camera lenses can be used as a range finder. The target image is blurred
by an amount proportional to the distance between points on the object and the
in-focus object plane.
• Shape from shadows [18]: uses the shades in a greyscale image to infer the shape
of the surfaces, based on the reflectance map: the image intensity with changing
surface orientation may then be linked by this map.
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• Shape from texture [19]: assumes that the object is covered by a regular surface
pattern; then attempts to find possible transformations of texture elements in order
to reproduce the object surface orientation.
• Shape from stereo disparity [20, 21]: this is the most frequently-adopted tech-
nique. (Please refer to [22] for a survey of stereo methods.) 3D data acquisition
and object reconstruction can be performed using stereo image pairs. Stereo, also
known as stereovision, was developed in the 1970s, using a special anamorphic
lens that widened the picture using a series of polaroid filters. Stereo imaging
involves using two cameras to generate depth information about a scene through
a comparison of corresponding features in both stereo images. Depth information
can be obtained by examining the relative positions of objects in each of the two
perspectives. However, stereo imaging is sensitive to noise and textural appear-
ance, since it is an intensity-based method and vulnerable to imperfections in the
object’s surface. A disparity (difference) map can be formed from the combination
of the two images that will allow a system to make decisions based on the distance
of objects from the camera.
This kind of approach is based on knowledge of the scene structure and the internal and
external parameters of the cameras used. Such a system is illustrated in Figure 1.4(a).
Furthermore, in 1981 Long-Higgins improved the stereo system by using Essential Ma-
trix, in which eight or more image correspondences are given for a stereo pair; and in
1992, Faugeras et al. [23] extended the use of Essential Matrix [24] to uncalibrated
cameras through Fundamental Matrix, which requires no camera-intrinsic parameters
to be known in advance.
The advantages of passive imaging include: inexpensive hardware (two cameras); ease of
accommodating motion; and the fact that it works intuitively, by analogy with human
vision. There are however four main difficult challenges in the use of passive 3D imaging:
occlusions (a point on the scene viewed by one camera is not necessarily viewed by the
other); high computational complexity; inability to distinguish single regions of homo-
geneity - i.e., false detection of internal difference, leading to identification of multiple
regions; and occasions on which the same object feature generates different values in
each of the stereo images.
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(a) (b)
Figure 1.4: Two different 3D imaging types. (a) Passive 3D imaging. (b) Active 3D
imaging.
1.2.2 Active 3D Imaging
Active 3D imaging avoids some of the difficulties of passive techniques by introducing
controlled additional information: artificial illumination, usually either a spatially co-
herent light source (e.g. laser) or an incoherent one (e.g. halogen lamp). It is possible to
generate a model of a surface geometry even if the surface appears featureless to human
eyes or unassisted camera by using an artificial light source. In the mid-1990s, the 3D
laser range scanner had been developed and had overcome many stereo imaging issues,
yielding more accurate solutions to the problem of range image acquisition. The most
significant characteristic is that the system consists of a single camera with an active
light source - a laser. The output of laser range scanners is usually a set of structured
data points with or without reflectance strength information, depicting the reflectance
characteristics of the 3D objects of interest. (Excellent reviews of optical methods and
range sensors for 3D measurement are presented in [25].)
Figure 1.4(b) details the technique of active 3D imaging. The captured 3D data can
be made relatively revealing of ambient illumination and surface color. This technology
enables easy acquisition of both geometrical and/or photometric information about the
objects of interest in the form of range and/or intensity images. Laser scanning technol-
ogy offers the fastest and most automated way to collect height or distance information.
Active 3D imaging systems may be based on any of three different measurement princi-
ples: laser triangulator, time-of-flight, or interferometry.
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• Laser triangulator [26, 27], uses a laser source to generate a narrow beam to the
target. The back-scattered beam is then imaged at the camera sensor. By means
of simple trigonometry, the position of the target is calculated. The measurement
of the surface is achieved by scanning. A more optical triangulation principle
has also been exploited, such as the use of laser stripes. The most significant
advantages of laser triangulators are their accuracy, and their relative insensitivity
to illumination conditions and surface texture effects.
• Interferometry [28]: based on the superposition of two beams of light. It op-
erates by projecting a spatially- or temporally- varying periodic pattern onto a
surface, followed by mixing the reflected light with a reference pattern. The mea-
surement resolution is very high, since it is a fraction of the wavelength of the laser
radiation. In consequence, surface quality control and microprofilometry are the
most explored applications.
• Time-of-Flight [29, 30, 31]: which can be traced back to the era of RADAR,
which is based on comparison between a transmitted radio wave and its reflection.
The underlying idea is that a receiver detects a reflected pulse, and suitable elec-
tronics measures the roundtrip travel time of the returning signal and its intensity.
With the development of lasers in the late 1950s, it became possible to image a
surface with angular and range resolutions much higher than is possible with radio
waves.
The advantages of active 3D imaging include: the generation of dense data; and the pro-
duction of much more robust and accurate data than is produced by passive techniques.
The main drawbacks of such 3D imaging are: the requirement for the introduction of ar-
tificial light into the scene; relatively high cost; and the fact that none of these techniques
is analogous to human vision.
1.3 Representation of 3D Data
The representation of the 3D data is the essential step for a number of important ap-
plications, such as computer-aided geometric design, visualization and graphics. There
are several different approaches to 3D representation, including raw data, surface and
solid. In this section, we limit ourselves to introducing the first two types of 3D data
representation.
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1.3.1 Raw Data
The first type is raw data (i.e. as delivered directly by a 3D sensing device). The raw
output of a 3D sensor can take any of a number of forms, such as points, depth maps,
and polygons.
• Point cloud representation is the simplest form of raw data [32]. Typically, a
point cloud of n points is stored as an n× 3 array of floating point numbers. They
are generated by laser range scanning devices. Sometimes a more constrained
representation may be used when point cloud vertices adhere to an underlying
structure: namely a grid with arbitrary sampling, in which the vertices are stored
as an m× n× 3 array, for each point i = 1...m, j = 1...n and corresponding 3D
vertex [x(i, j), y(i, j), z(i, j)]. An example of visualization by means of a of point
cloud may be seen in Figure 1.5(a).
• Depth map and range image [22] are defined as a structured point cloud and
orthogonal projection of the 3D vertices over a 2D image plane, if the sampling of
points in the x− y plane is viewer-centered. They can be visualized as grayscale
images, in which image intensity indicates the distance to the surface.
• Polygon soup is a set of unstructured polygons, each of which connect vertices
together, but which are not themselves connected in a coherent structure [33, 34].
1.3.2 Surfaces
Another type of 3D data representation is surface. The vast majority of 3D data rep-
resentations are surface representations. The most common surface representation is
the polygon mesh: this is comprised of a set of 3D vertices, connected together to form
triangular or polygonal faces, which in turn represent or approximate a 2D manifold
embedded in 3D space. An important distinction is whether the mesh is closed or open.
• Trianglar mesh is the most popular mesh, and there are several alternative trian-
gulation approaches, such as step discontinuity constrained triangulation [35], sta-
tistical discontinuity constrained triangulation [36], angle discontinuity constrained
triangulation [37], and Delaunay constrained triangulation [38]. Figure 1.5(b)
shows a reconstructed triangulated mesh of model bunny.
• Quadrilateral mesh is another polygon mesh type: it can be easily converted to
a triangular mesh by diagonally subdividing each quadrilateral.
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(a) (b)
Figure 1.5: Two different 3D data representation types. (a) Point cloud. (b) Surface.
• Subdivision surfaces are used to represent a smooth surface using a low resolu-
tion base mesh and a subdivision rule.
• Implicit surface [39] is the set of all points [xyz]T that satisfy the function
f(x, y, z) = 0. For applications involving visualization of physical effects such as
fluid dynamics, implicit surface is a natural representation.
1.4 Motivation
With the continuing evolution of modern technological devices, in recent years, there
has been enormous growth in the number of 3D models; more and more complex sur-
face models have been generated. As the complexity of these models has increased,
their visual approximation to the real-world objects has improved, but there has been a
trade-off between the cost of processing and storing these models and superior visual ap-
proximation: most of the latest scanners generate huge numbers of data points within a
limited time. Even a single scan may contain millions of points, which leads to expensive
computation and storage.
Figure 1.6 shows examples of realistic objects whose representation as 3D images gen-
erates complex models with huge number of polygons. Other examples include those in
the National Design Repository, which stores 3D computer-aided design (CAD) mod-
els for tens of thousands of mechanical parts; the Stanford 3D Scanning Repository,
which stores several well-known 3D models that have been used by academic researchers,
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Figure 1.6: Examples of 3D models of realistic objects with huge numbers of polygons.
(http://graphics.stanford.edu/data/3Dscanrep/)
the Protein Data Bank (PDB), with atomic positions for tens of thousands of protein
molecules; medical collections, such as the Visible Human; and the Princeton Shape
Benchmark (PSB), with 36,000 everyday objects represented as polygonal surface mod-
els [40].
However, the development of relevant software has not matched that of 3D hardware
techniques, and we are now facing great challenges in storage, editing and transmis-
sion. Most of the 3D models in the aforementioned datasets are large: for instance,
Happy Buddha in the Stanford 3D Scanning Repository contains 4,586,124 points, gen-
erating about 9,200,000 triangles, which leads to an 89 MB storage requirement. This is
a heavy demand for a single 3D model. Therefore, it is essential to find ways of reducing
the information content of our 3D models.
We define simplification as the process of reducing the number of faces and vertices
of a given input 3D model. There have been many attempts at producing a viable
simplification technique over the past few decades. According to the method by which
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(a) (b) (c)
Figure 1.7: Model Armadillo from the Stanford 3D Scanning Repository, and under
different levels of simplification [1]. (a) Original. (b) 20% of vertices. (c) 5% of vertices.
the vertex is manipulated, these techniques may be grouped into three main categories:
vertex decimation [41], vertex clustering [42] and vertex collapse [43]. Vertex decimation
aims to reduce the number of polygons. It removes vertices, edges and faces, thus
creating a coarser mesh. The vertex clustering process determines the closeness of the
vertices in the object space, and for those vertices found to be close to one another, a
new representative vertex is created to replace them. Vertex collapse is an optimization
algorithm. It iteratively selects the edge with the least error for collapsing, removes
all adjacent vertices and faces, and re-triangulates the modified models. Regarding the
importance of simplification algorithms, we make reference to a number of survey papers
[1, 44, 45, 46].
These techniques have in common that after simplification, the total number of the
vertices is reduced, while the global information content of the model is conserved. Most
simplification algorithms distribute samples on the surface according to the geometric
properties of the surface. Figure 1.7 shows such geometric-based simplification results,
obtained by using the approach outlined in [1].
Most of the existing algorithms for mesh simplification perform poorly at very low levels
of detail, as shown in Figure 1.7. In order to retain the important surface features
and details, in recent years simplification guided by human visual perception has been
explored [3, 47, 48, 49]. In this approach, the distribution of samples is guided both by
the geometric properties of the surface and by the visual attention (saliency) properties
of the surface.
Figure 1.8 shows detected visual attention (saliency) on a variety of 3D surfaces gener-
ated by the approach outlined in [50]: the non-blue areas indicate the salient regions.
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(a) (b) (c)
Figure 1.8: Examples of salient region estimation on different 3D models [50]. (a)
Venus. (b) Dinosaur. (c) Dragon. Red indicates high saliency and blue low saliency:
other colors denote in-between values.
Thus, for the simplification or level-of-detail criterion, salient regions and non-salient re-
gions can be processed separately: preserving more vertices or faces from salient regions
and selecting fewer vertices or faces from non-salient regions. Therefore, the estimation
of the perceptual properties of the target object might be a very useful pre-process for
simplifying high-complexity 3D models.
1.5 Visual Saliency
’Everyone knows what attention is. It is the taking possession by the
mind, in clear and vivid form, of one out of what seem several simultaneously
possible objects or trains of thought... It implies withdrawal from some
things in order to deal effectively with others.’ (William James, Principles
of Psychology, 1890)
What you see is determined by what you attend to. We are aware of only a small
portion of the visual information that impinges on our visual apparatus, because the
human visual system has limited capabilities, and cannot process everything that falls
onto the retina. Instead, the brain relies on attention to focus on the most salient details.
The mechanism in the brain that determines which part of the plethora of sensory data
is currently of most interest - is salient - is called selective attention [51]. The cocktail
party effect [52] is a well-known example in the field of selective attention. Due to the
human need to deal with a high amount of sensory input from moment to moment,
evolution has favoured the development of selective attention. A large amount of data
is in general too large to be completely processed in detail and the range of possible
actions at one and the same time is restricted: consequently, the brain has to prioritize.
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The same problem is faced by computer vision systems: there are thousands, sometimes
millions of pixel values to be dealt with in a single image, which leads to high compu-
tational complexity. The task becomes especially difficult if a system has to operate
in real-time. An hypothesis had been proposed [53]: that computers or robots should
automatically focus on the relevant data is even more important than for systems that
are purely concerned with computer vision. As a result, investigation has begun into
how the concepts of human selective attention might be exploited for computational
systems.
1.5.1 The Human Visual System
We begin by providing a very rough overview of the human visual system (HVS). A
human visual system model is used by image processing, video processing and computer
vision experts in order to deal with biological and psychological processes. Thus, the
HVS is referred to as the complex set of biological and psychological elements that allow
human vision of the physical world. Up to now, the most well-known parts of our visual
system have been the transducer - i.e., the retina - and the processing unit - i.e., the V1
cortex (also known as the striate cortex) [54, 55, 56].
When a light ray hits the eye, it will first pass through the cornea, then subsequently
through the aqueous humour, the iris, the lens, and the vitreous humour before finally
reaching the retina. Figure 1.9 shows a cross-section of the human eye and identifies
its most important parts. In the retina, the light rays are detected and converted into
electrical signals by photoreceptors. There are two categories of photoreceptor (http:
//www.salk.edu/news/pressrelease_details.php?press_id=443): cones and rods,
named after their approximate shape. Cones are dedicated to photonic vision and colors.
In dimly-lighted conditions there is an intermediate stage, called mesopic vision, in which
both rods and cones are active. The rods are more abundant than cones: there are about
100 million in a human eye by comparison with about cones.
We are able to distinguish colors because there are three types of cones, distinguished
by the spectral sensitivity curve: L (red-orange), M (green-yellow) and S (blue). Fig-
ure 1.10 shows the basic structure of the photoreceptors in the retina. It converts visual
information into electrical signals and sends them to an intermediate layer.
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Figure 1.9: The structure of the human eye. (http://www.bbc.co.uk/schools/
gcsebitesize/science/)
Figure 1.10: The basic structure of the photoreceptors in the retina. Photorecep-
tors in the retina convert visual information into electrical signals and send them
to an intermediate layer, which in turn relays signals to the 20 or so distinct types
of retinal ganglion cells. (http://www.salk.edu/news/pressrelease_details.php?
press_id=443)
.
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The retina may be considered as a preprocessing device that conditions the visual data
for facilitated high level analysis. The primary visual cortex (V1) might be understood
as a low-level visual information describer. Many simple feature computations take place
during this operation. However, light acquisition and interpretation by the eyes/brain
apparatus are very complex tasks that cannot be precisely modelled. Nonetheless, the
joint analysis of visual phenomena from the biological and psychological points of view
has recently produced several mathematical models that try to describe, with increasing
level of accuracy, the behaviour of the HVS.
1.5.2 Computational Visual Attention (Saliency)
Visual saliency is a predictor of object regions which attract human attention: it in-
dicates their relative importance and, being closely related to how we perceive and
process visual stimuli, is under investigation by multiple disciplines, including cognitive
psychology [57, 58], neurobiology [59, 60], and computer vision research [61, 62].
In the computer vision and robotics field, there is growing interest in the development of
a selection mechanism that would determine the most relevant elements within a large
quantity of visual data. Visual attention/saliency is the description or prediction of the
observed region of interest by the human visual system, and it is one of the mechanisms
underlying selective attention.
Many computational attention systems have been developed during the last 20 years.
Most of these systems are considered to be based on psychological and neurobiologi-
cal concepts and theories. In considering the psychological dimensions of human vi-
sion, most research addresses the understanding of how attentional mechanisms work,
whether through psychophysics experiments in psychology or through neural recordings
in neurophysiology. These types of models tend to focus on high-level justifications for
specific attention mechanisms, and do not necessarily translate into computer vision
algorithms [63].
From a psychological perspective, visual attention is categorized into two types: top-
down attention (task-specific) [64] and bottom-up attention (stimulus-driven) [65]. The
former type is goal-oriented and makes use of prior scene or context knowledge to iden-
tify the most salient regions. This approach demands a more complete understanding of
the image context, resulting in high computational costs, as it is task-dependent. Top-
down visual saliency involves the processes of feature learning and saliency computation.
In psychophysics, top-down influences are often investigated by so-called cueing exper-
iments, in which the cue directs the attention to the target. The cues have the ability
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to indicate where or what the target will be. (For top-down approaches, the reader is
referred to [66, 67].)
The bottom-up attention model is characterised by unique features, abrupt onset and
appearance of new perceptual onset. It is usually attributed to early vision: i.e., to a
model that responds to simple, and often local image features, such as a bright area in
a dark scene [68]. (For examples of bottom-up approaches, we refer to [63, 65, 69, 70].)
They are easy to implement, and require no prior knowledge of the scene. Figure 1.11
shows results of computational visual attention on 2D images.
Visual saliency is believed to drive human fixation behavior during free viewing by
attracting visual attention in a bottom-up way [71]. As a framework of low-level vision
processing, saliency detection facilitates subsequent processing, such as object detection
or matching, by reducing computational complexity - which is a key consideration in
real-time applications.
The human visual system has a remarkable ability to attend automatically only to
salient locations in both static and dynamic scenes, and the computational visual at-
tention system aims to achieve similar effects. Most saliency detection systems have a
similar structure, as shown in Figure 1.12. The main idea of computing several features
in parallel is to fuse their values in a single representation, which is usually called a
saliency map. The input image is decomposed into several pre-attentive feature chan-
nels, such as colour, intensity and orientation, which operate individually over the entire
visual scene. (Detailed information on how to implement such a system may be found
in [61], which presents a classic saliency detection model.)
1.6 Aims and objectives
In computer vision tasks, finding salient regions in the visual field is also essential.
Because it allows computer vision systems to process a flood of visual information and
allocate limited resources to relatively small but interesting regions, or to a few objects,
most saliency-based approaches have focused on the extraction of image locations. As
we mentioned above, saliency detectors have been widely adopted in applications such
as object tracking and recognition. However, this vision approach frequently lacks a
formal justification. In other words, it is difficult to evaluate the proposed methods due
to the absence of clearly defined optimality criteria.
Research over the last decade has built a solid computational visual saliency model
for representation and analysis of 2D images. The rising demand of saliency-based
applications for 3D content increases the importance of computationally modeling 3D
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Figure 1.11: Examples of computational visual attention on 2D images [2]. Top row:
original images. Bottom row: detected saliency.
Figure 1.12: The main structure of the computational attention systems.
visual attention. However, extending the existing techniques of saliency detection for 3D
surfaces to operate directly on large point sets is not trivial. This is so, not only due to
the large size of the data, but also due to the absence of topological information regarding
the point connectivity. Two main challenges need to be addressed when developing a
model for 3D saliency detection: (1) the influence of 2D visual features and (2) the
influence of depth on visual attention deployment in 3D viewing condition. The first
question concerns the possibility of adapting existing 2D saliency models to 3D cases;
the second question concerns the means by which depth information can be taken into
account.
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In our work, the notion of saliency is expanded to the 3D domain. This dissertation pro-
poses several novel methods to determine the salient regions of 3D meshes and evaluate
them in multiple aspects. However, a complete saliency detection method may require
multiple frameworks. We therefore subdivide the main goal of this dissertation into a
set of objectives, described below:
1. Surface preprocessing: smoothing. The scanned surface usually contains un-
favourable regions or boundaries due to low reflection or specular reflection, oc-
clusion and depth discontinuity. It is important to remove or refine the non-ideal
regions in order to achieve more accurate results for subsequent applications.
2. Feature channels generation. Most saliency detection systems require one or
more features from the 2D image or 3D shape to generate the saliency, such as the
color, intensity, orientation, curvature, or shape index. We propose two feature
channels: relative distance (RD), and Retinex-based importance feature (RIF),
which are based on the surface geometry and the human visual perception char-
acteristics of the object surface respectively. As a measure, RD may be used to
describe the local type of shape as a continuous parameter, and has the ability
to present concave and convex region significantly (see chapter 5). RIF combines
the information on human visual perception with that on the surface geometry,
and creates a more comfortable surface representation to illustrate the local details
to the human eye (see Chapter 3). These two feature maps are combined into a
unique saliency map by non-linear normalization (see chapter 5).
3. Surface saliency detection. We propose a saliency detection approach that
considers both local and global shape information. In other words, such an ap-
proach considers not only the individual vertices, but also local patches based on
groups of vertices. This method usually produces a complete salient region, while
a vertex-based saliency method usually generates discontinuous salient fragments.
4. Saliency-guided applications: simplification, and interest points detection. Saliency
detection on a 3D surface is potentially useful in numerous applications. This ap-
plication is based on the idea that a vertex with a higher saliency value resides
on a perceptually more interesting region of the mesh. Thus, the goal of such
a saliency-guided application is to delay the simplification of the salient parts of
the surface, while strengthening simplification on the non-salient regions. Interest
points detection is a very helpful process in capturing the property of a point or
region on a surface. We propose a more robust interest points detection method
under different surface transformations, such as rotation and noise corruption.
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Figure 1.13: Overview of our technique for computing saliency on the surface, and
also its applications: simplification and interest points detection.
1.7 Project Overview & Chapter Organization
Computation of surface saliency proceeds in our system as shown in Figure 1.13. Given
a 3D model database, we first generate Retinex and relative distance measures for the
given model as the pre-attentional features. Next, in order to improve the surface
appearance - i.e., remove the scanning noise - a non-local means filtering approach is
adopted. The saliency detection step consists of two types of saliency detection: vertex-
based saliency (VBS) and region-based saliency (RBS), which together have the ability
to provide locally and globally information-based saliency. Finally, two saliency-guided
applications are demonstrated. They show how the detected saliency may be used
directly to improve the efficiency and accuracy of mesh simplification and interest point
detection.
The remaining chapters of this dissertation are organised as follows:
• In Chapter 2, the background of the saliency detection approach is introduced,
and a literature review of existing approaches to 2D saliency detection and 3D
feature points and salient region detection are provided. Moreover, as both surface
smoothing and segmentation will be part of the framework for saliency detection,
they will be briefly reviewed. Basic literature reviews on simplification and interest
point detection are also presented.
• In Chapter 3, as a key part of the proposed saliency detection system, we present a
brief review of the most frequently used Retinex methods in the 2D image context,
in which the core concepts of the various approaches are introduced and their main
advantages and disadvantages are discussed. On the basis of this, the application
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of the Retinex theory to 3D surfaces is proposed, and we term this new feature
RIF.
• In Chapter 4, a non-local means filter approach is adopted for the 3D surface. The
outcome of this application is demonstrated to offer a significant improvement in
the representation of the surface appearance.
• In Chapter 5, two novel saliency detection methods are proposed: vertex-based
saliency (VBS) and region-based saliency (RBS).
• In Chapter 6, a saliency-guided 3D application is presented: simplification.
• In Chapter 7, a second saliency-guided 3D application is demonstrated: interest
points detection.




As an increasing amount of 3D data has become available, and the complexity of these
models has increased, several different techniques have been developed to detect salient
regions on 3D mesh surfaces. In this chapter, the existing 2D and 3D image saliency
detection methods will be reviewed. As discussed in Chapter 1, the proposed saliency
detection method is a hybrid system, which involves smoothing and segmentation; there-
fore, both surface smoothing and segmentation methods will be briefly reviewed. Fur-
ther, existing techniques of mesh simplification and interest points detection are men-
tioned as the effectiveness of the proposed saliency detection method is validated by
both measures.
2.1 Saliency in 2D images
The human visual system has been an inspiration to the computer vision, robotics and
computer graphics fields, in their aspiration to develop methods of detecting the most
relevant parts within a large amount of visual data. The objective of human visual
system-inspired models is to improve artificial vision systems by computing a numerical
value for the likelihood of attending to - the saliency of - every location in a given
image [72]. There are many existing saliency detection approaches for 2D images, and
they have a similar structure: computing several features in parallel and then fusing
their values in a representation which is usually called a saliency map.
The most general model of saliency detection appears in [61] by Itti and Koch. It
consists of the following steps. First, the model computes one, or several image pyramids
from the input image in order to enable the computation of features at different scales.
Several feature types are commonly used, such as intensity, color, and orientation. Then
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the center-surround operation compares the average value of a given central region to
the average value of its surrounding region. Finally, the conspicuity maps are generated
by summing up the feature maps: the conspicuity maps are then normalized, weighted
and combined to form the saliency map. The saliency map is usually represented by
a gray image, in which the brightness of a pixel is proportional to its saliency. Many
methods have been based on such a saliency model, but in each case with a different
method of fusing the feature maps, as it is not clear how the human brain maps and
fuses the relative importance of features. Usually, a weighting function is applied to each
map before summing up the maps within a computational system. The weight function
determines the relative importance of each feature.
According to the feature determination methods, the existing saliency detection methods
can be divided into four classes:
• Pixel-based methods [61, 63, 69, 73, 74, 75, 76];
• Region-based methods [62, 77, 78, 79];
• Frequency-based methods [80, 81, 82, 83] ;
• Parameter learning-based methods [2, 68, 84].
Pixel-based methods process individual pixels at single or multiple scales to obtain the
feature contrast, and then use this to estimate the saliency map. Region-based methods
perform computation on clustered regions or segments to obtain regional information for
a saliency map. Frequency-based methods perform calculations in the frequency domain:
this data is then reverted to the spatial domain to form the saliency map. Finally, the
parameter learning-based method is a non-parametric approach, which learns the free
parameters of the saliency model using machine learning. These four classes of saliency-
detection techniques will now be considered individually.
2.1.1 Pixel-based methods
The first pixel-based method was introduced by Koch and Ullman [73]. They employed
a winner-take-all approach: it demonstrates that the selective routing of information
from the early representation to the central one can be performed by two complemen-
tary cellular networks. A saliency map is computed to indicate the locations of salient
areas. Distinctive features, such as luminous color, or high velocity motion will pop
out automatically in a stage which is called pre− attentive, and then the salient areas
become the object candidates.
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Clark and Ferrier [74] were among the first to implement an attention system based on
this Koch-Ullman model. Another early model was introduced by Milanese [75]. This
work introduced concepts such as conspicuity maps and feature computations based on
center-surround mechanisms.
The classic pixel-based saliency model is the hierarchical model proposed by Itti et
al. [61]. This method uses gradient, color and orientation information as the feature
channels to simulate attention span and spread across the image. This method is highly
parametric, involving the computation of a linear combination of weights to fuse the
multiple feature channels. Twelve maps of red-green and blue-yellow opponent colors are
computed at six different scales. These maps are then normalized, and a center-surround
operation is performed using across-scale subtraction between two maps at the center
and the surrounding levels. The final saliency map is computed by linear summation of
the preceding conspicuity maps. This method has been built into a system called the
Neuromorphic Vision C++ Toolkit (NVT).
With the proliferation of eye-tracking data, a number of researchers have recently at-
tempted to address the question of what attracts human visual attention by being
more mathematically and statistically precise. Bruce and Tsotsos [69] presented a novel
model for visual saliency computation based on information-theoretic formulation ap-
proach Attention based on Information Maximization (AIM). They modeled bottom-up
saliency as the maximum information sampled from an image. They measured saliency
at a given pixel in the image by Shannon’s self-information of that location with respect
to its surrounding context. To estimate the probability density of a visual feature in the
high-dimensional space, they employed a representation based on independent compo-
nents, which are determined from natural scenes. Moreover, Bruce and Tsotsos [85] used
an Independent Component Analysis (ICA) to represent the probability distribution of
local image patches using a large database of patches drawn from natural images.
Gao and Vasconcelos [63] proposed a unified model for top-down and bottom-up saliency
as a classification problem. A set of features were selected to best discriminate the class
of interest (e.g., faces or cars) from all other stimuli, and saliency was defined as the
weighted sum of feature responses for the set of features that are salient for that class,
which is similar to the concept of Object Bank [86]. This forms a definition that is
inherently top-down and goal-directed, as saliency is defined for a particular class. Such
a visual saliency model is assigned to useful locations for the task of classification. Gao
and Vasconcelos [87] defined bottom-up saliency using the idea that locations are salient
if they differ greatly from their surroundings. Two filters were used to measure the
saliency of a point: a difference of Gaussians (DoG) filter, and a Gabor filter. The
saliencies are measured as the Kullback-Leibler (KL) divergence between the histogram
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of filter responses at the point and the histogram of filter responses in the surrounding
region.
Walther and Koch [88] created SaliencyToolBox (STB): describing proto-objects as
volatile units of visual information that can be bound into a coherent and stable object
when accessed by focused attention. In addition, they extended Itti’s model by a process
of inferring the extent of a proto-object at the attended location from the maps that
are used to compute the saliency map. However, the high computational cost and the
choice of parameters are still the weaknesses of this model.
Zhang et al. [89] proposed a model that they termed Saliency Using Natural statistics
(SUN). This model combines top-down and bottom-up information to predict eye move-
ments during real-world image search model: SUN implements target features as the
top-down component. In this model, saliency is computed locally, which is consistent
with the neuroanatomy of the early visual system and results in an efficient algorithm
with few free parameters. This measure of saliency is based on natural image statistics,
rather than on a single test image.
Le Meur et al. [90] adapted the Koch-Ullman model to include the features of contrast
sensitivity functions, perceptual decomposition, visual masking and center-surround in-
teraction. Colour contrast was applied by computing the colour distance in Krauskop’s
color space [91]. The intra- and intervisual masking of the opponent colors of black-
white, red-green, and blue-yellow are used to compute the feature maps. Then the color
maps are reinforced chromatically before, passing through a center-surround interaction
to select relevant visual regions. By summing the resulting achromatic channels, the
final saliency map is obtained.
Ma and Zhang [92] generated a saliency map using local contrast analysis, and extracted
salient objects from the map using a fuzzy growing method. This method outputs three-
level mapping of attention, including attended view, attended areas, and attended points.
The attended view is analogous to the direct perceptions of stimulus; the attended areas
mapping simulates the early selection of human perception, in this method using a fuzzy
growing method to extract attended areas or objects from the saliency map; and the
attended points mapping is analogous to the results of late selection of human perception.
Harel et al. [76] exploited the power, structure and parallel nature of graph algorithms
to achieve efficient saliency computations in their Graph Based Visual Saliency (GBVS)
model, which is based on the use of a dissimilarity metric. This model consists of two
steps: first forming activation maps on certain feature channels, and then normalizing
them in a way that highlights conspicuity and admits combination with other maps.
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This work defines Markov chains over various image maps, and treats the equilibrium
distribution over map location as saliency values.
It can be seen that the main focus of the above methods is on the extraction of multiple
low-level visual features such as intensity, color, orientation, texture and motion from
the image at multiple scales. After a saliency map is computed for each of the features,
these maps are normalized and combined in a linear or non-linear fashion into a master
saliency map that represents the saliency of each pixel. Sometimes specific locations are
identified through a combination of winner-take-all and inhibition-of-return operations.
The pixel-based saliency detection has the following advantages and disadvantages:
Advantages:
• Easy to implement, as the pixel-based methods often operate on intensity and
colour features. In computing these features, simple difference between pixel values
would suffice [61, 73, 90, 92].
• The models perform well qualitatively.
Disadvantages:
• The estimated saliency maps by most of the methods have relative low resolutions
[61, 73, 76, 92].
• May generate saliency maps that have falsely-defined object boundaries [61, 73,
76], limiting their usefulness in certain applications. Some methods, such as [93],
for efficiency it use only luminance information, thus ignoring distinctiveness clues
in other channels. Pixel-based method may fail to highlight the entire salient
region, or highlight the salient region partially, and frequently do not match actual
human saccades from eye-tracking data [72].
• This approach requires an extensive amount of iteration, as some of the feature
maps are computed using filtering in the form of distance between a pixel and its
neighbors at different scales. Moreover, many models complement or supplement
one feature-based detection method with another, resulting in a better detection
performance but suffering in terms of algorithm complexity [61, 72, 73, 76].
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2.1.2 Region-based methods
The region-based model is another fundamental saliency model. It combines some pixels
into local regions, and then performs computation on clustered regions to obtain the
regional information for the feature map.
Chen et al. [77] proposed a saliency region detection technique based on two types of con-
trasts: histogram-based contrast and region-based contrast. The former contrast-based
saliency is based purely on the degree of color separation from all other image pixels.
The latter, contrast-based saliency improves on the saliency results of the histogram-
based contrast saliency. In order to reduce the color quantization artifact, a color space
smoothing algorithm is used to improve performance. In addition, this method is also
extended to the region-based contrast, which requires a segmentation procedure, and
the color contrast is computed at the regional level. The saliency for each region is then
defined as the weighted sum of the given region’s contrasts to all other regions in the
image.
Aziz et al. [78] used a region-based method to compute color, eccentricity, and orienta-
tion. The model takes a set of regions, itself consisting of several regions, as the input.
The image is first segmented into regions using a mean shift algorithm. The color feature
is obtained by clustering the color of pixels in each region. The saliency of a region can
then be found by summing the Euclidean distance of the given region from all the other
regions. A regional parameter is used to allow moderate sized regions to have a high
value gain while small and large regions relating to noise and background respectively
are assigned a low value gain. The color contrast is computed as the mean gradient
along its boundary to the neighbor regions in the MTM (Mathematical Transforma-
tion to Munsell) color space [94]. The eccentric and the orientation feature maps are
calculated using the moments of the regions.
Avraham and Lindenbaum [79] proposed an Esaliency, which stands for extended saliency.
This model uses a validated stochastic model to estimate the probability that an image
region is meaningful. It refers to this probability as saliency, and thus specifies saliency
in a mathematically well-defined sense. This model too is region-based. It begins with
a rough pre-attentive grouping process. The uniform regions that are suggested by the
grouping process are used as initial candidates for attention. Then the judgment as
to whether some part of the image is salient is context-sensitive and global. Finally,
the uniqueness assumption is replaced by a preference for a small number of similar or
dissimilar salient regions that may be located near to, or far away from one another.
Achanta et al. [62] proposed a frequency-tuned saliency detection method. The saliency
is estimated by calculating the Euclidean distance between the arithmetic mean pixel
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value of the image and the Gaussian blurred version of the original image. In this work,
the authors also performed a frequency-domain analysis on five state-of-the-art saliency
methods [61, 62, 76, 80, 92], obtained five advantages of this method: emphasize the
largest salient objects; Uniformly highlight whole salient regions; Establish well-defined
boundaries of salient objects; Disregard high frequencies arising from texture, noise and
blocking artifacts; Efficiently output full resolution saliency maps.
Region-based methods have the following advantages and disadvantages.
Advantages:
• Provide good regional localization of objects [62, 77, 78, 79].
• Fill-in the gap between the human capabilities and the limited resources available
on mobile robots by proposing a region-based solution for the artificial visual at-
tention and bringing attention in harmony with the rest of the machine vision [78].
Disadvantages:
• This approach selects objects with clean boundaries, but they are often not the
salient objects. This is because most of these methods were originally designed for
image segmentation [62, 77]. Moreover, this method is not robust against noise,
resulting in an average detection performance. In [62], it only considers first order
average color, which can be insufficient to analyze complex variations common in
natural images.
• High computational complexity, and high memory requirements, due to global
similarities have to be estimated [62, 78, 79].
2.1.3 Frequency-based methods
Frequency-based methods examine the information content used in the creation of the
saliency maps from the frequency domain. It requires that the input images be con-
verted to the frequency domain, and subsequently that after the computation has been
performed, the results are converted back to the spatial domain.
Hou and Zhang’s Spectral Residual algorithm [80] focuses on exploring the properties
of the background by exploiting the power of the log spectrum. This method is able to
detect salient regions in visual inputs by capturing the noise that appears on the log
intensity frequency curve. Given the amplitude A(f) of the averaged Fourier spectrum
of an image, the log spectrum representation of the image is first computed using the
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following: L(f) = log(A(f)). Then the spectral residue R(f) may be obtained by the
simplification equation R(f) = L(f)−A(f). The content of the residue spectrum may
be interoperated as the conspicuous portion of the input image. Finally, the saliency
map in the spatial domain is obtained by using Inverse Fourier Transform on the residue
spectrum. The spectral residual approach does not rely on parameters setting and
detects saliency rapidly.
Wang et al. [81] built a two-stage approach based on Hou and Zhang’s method [80]. In
the first stage, the method quickly locates the visual pop-outs (appear suddenly) from
the entire image based on the spectrum residual model [80]. In the second stage, based
on local coherence, the similarity and continuity results are considered to propagate the
result from the first stage, to capture some details that are missed in the first stage.
Guo et al. [82] argued that the phase spectrum is key to calculating the saliency map, and
proposed a model called phase spectrum of Fourier transform(PFT) for saliency detec-
tion. Later, Guo et al. [95] also proposed a novel multi-resolution spatiotemporal saliency
detection model termed the phase spectrum of quaternion Fourier transform (PQFT) to
calculate the spatiotemporal saliency map of an image by its quaternion representation.
This method allows the phase spectrum to represent spatiotemporal saliency in order to
perform attention selection not only for still images but also for videos.
Cui et al. [83] proposed making use of the temporal spectral residual on video slices,
which can automatically separate foreground moving objects from their background. It
is computationally efficient, being based in Fourier spectrum analysis. The basic idea
is to detect saliency motion patterns by calculating the temporal spectral residual in
the temporal domain, by means of a global threshold selection scheme, and a saliency
majority voting operation. The authors combined the spectral residual for bottom-up
analysis with features capturing similarity.
Advantages:
• Provide good detection performance (better than competing pixel-based methods).
Usually detects the salient region completely [80, 81, 82, 83].
Disadvantages:
• High computational complexity, and high memory requirements, because this
method would require transformation to the frequency domain. Computations
are done in the frequency domain and then the results will be converted back to
the spatial domain.
Chapter 2. Literature review 33
• Amplifies the intensity of the areas with less periodicity or less homogeneity and
suppresses the intensity of the areas with more periodicity or more homogeneity,
as a consequence of employing an inverse Fourier transform [96].
• This approach cannot detect smooth-texture salient regions against the complex-
texture background.
• The method may falsely detect non-salient areas as salient, due to the lack of
consideration given to global characteristics of the image [96].
2.1.4 Parameter learning-based methods
Most of the saliency computational models use a set of biologically plausible linear
filters, such as, Gabor or DoG filters. These require many design parameters, such as
number, type, and size of the front-end filters, as well as the choice of nonlinearities,
weighting and normalization schemes. Kienzle et al. [68] proposed to derive a visual
saliency model directly from human eye tracking data using a support vector machine
(SVM). The model consists of a nonlinear mapping from an image patch to a real value,
trained to yield positive outputs on fixated, and negative outputs on randomly selected
image patches.
Seo and Milanfar [84] presented a unified framework for both static and space-time
saliency detection. Initially, the method uses local regression kernels as features, which
differ fundamentally from conventional filter responses, but capture the underlying local
structure of the data exceedingly well, even in the presence of significant distortions.
Then a local self-resemblance measurement is provided, which is a non-parametric kernel
density estimation for features, indicating the likelihood of saliency. Finally, a simple but
powerful unified framework for both static and space-time saliency detection is proposed.
Goferman et al. [2] presented a context-aware saliency detection method, which aims
at detecting the image regions that represent the scene and not just the most salient
object. The underlying idea is that salient regions are distinctive with respect to both
their local and global surroundings. In addition, the authors follow four basic principles
of human attention: local low-level considerations; global considerations; visual orga-
nization rules; and high-level factors. Hence, in addition to low-level features such as
contrast and color, they also consider global effects which suppress frequently occurring
objects, they propose that visual forms may possess several centers of gravity, and they
include detectors specifically for human faces.
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Parameter learning-based methods based on Gabor or DoG filter responses require many
design parameters, such as the number of filters, type of filters, choice of the nonlinear-
ities, and a proper normalization scheme. These methods tend to emphasize textured
areas as being salient, regardless of context.
The parameter learning-based methods have the following advantages and disadvantages.
Advantages:
• Enables to automatically choose features relevant to visual saliency by learning
specific feature weights in the integration step.
• The models perform well qualitatively.
Disadvantages:
• The models neglect some key characteristics of the HVS, such as the human visual
sensitivity change due to foveation [68].
• Requires many design parameters, such as the number of filters, type of filters,
choice of the nonlinearities, and a proper normalization scheme [68, 84].
2.2 3D saliency detection
Owing to its efficiency of visual persuasion in traditional art and technical illustrations,
the concept of visual saliency has now been widely used in computer vision applications.
More recently, the notion of saliency has been exploited in the 3D domain. The detection
of salient regions has been an important pre-processing step for the analysis of mesh
surfaces. It is helpful to capture the property of a point or region on a 3D surface in
the interest of human perception. It can efficiently and effectively reflect the relative
perceptual importance of different regions.
In general, visual saliency measures which regions or points of a 3D shape stand out with
respect to their neighbors. Recently, surface saliency has been applied to a wide range of
applications in the fields of computer vision and graphics, such as mesh simplification [3,
40, 47, 49, 77, 97, 98], scene rendering [49, 99, 100], view point selection [3, 49, 50,
101], point cloud matching [40, 102, 103, 104], representation [49, 105, 106, 107] and
enhancement [106, 108]. In this section, we cover the most relevant work, focusing on
methods designed for feature points detection and saliency estimation.
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Salient points, also referred to as feature points, interest points, or keypoints, are those
points that are distinctive in their locality and stable in all instances of an object,
or of its category of objects [109]. Work on 3D surface saliency detection has been
much less intensive than on 2D image saliency detection works, and proposed techniques
may be grouped into three categories, based on the method of capturing and analysing
the features of interest: local measurement-based saliency, global measurement-based
saliency and eye tracking-based saliency.
2.2.1 Local measurement-based Saliency
Local measurement based saliency is a strategy of computing the saliency by considering
local similarities. One of the earliest saliency estimations on 3D surfaces was proposed
by Lee et al. [3]: it was inspired by earlier work on saliency detection in 2D images [61].
The authors introduced a novel approach: mesh saliency, which defined each vertex as
a function of the differences of Gaussian-weighted mean curvatures at successive scale.
By filtering the mean curvature with Gaussian filters of varying standard deviation, the
various scales are obtained. Five scales are then used: σi ∈ {ε, 2ε, 3ε, 4ε, 5ε, 6ε}, where
ε is 0.3% of the length of the diagonal of the bounding box of the model. The final
mesh saliency is computed by adding the saliency maps at each of the five scales, after
applying a non-linear normalization of suppression.
Gal et al. [105] have constructed salient geometric features by clustering a set of local
descriptors that have a high curvature and a high variance of curvature values for partial
shape matching. For a given 3D mesh, the authors analyse its geometric properties and
define a sparse representation of the mesh with local shape descriptors. The key idea
is that a small set of descriptors can represent a shape, provided that each descriptor
effectively represents the local surface region around it. Quadric fitting is used to locally
approximate each vertex. For each quadric patch, a representative point is selected, and
the differential properties of the patch at that point are then calculated analytically.
This method then defines a local surface patch, from which the authors employ a region-
growing technique to iteratively define the local patches, in order to generate a rather
small and yet effective set of local surface descriptors. The salient geometric features
are then constructed by clustering together a set of descriptors that are sufficiently
interesting, in the sense that they have a high curvature relative to their surroundings,
and a high variance of curvature values.
The mesh saliency metric of [3] was modified by Liu et al. [107], with Morese theory.
They employ a bilateral filter instead of the Gaussian filter, as they found that the
Gaussian-weighted difference of fine and coarse scales can result in the same saliency
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values for two opposite and symmetric vertices, due to the absolute difference. A further
consideration was that it is difficult to control the number of critical points if combining
saliency maps at different scales. The saliency of a vertex is defined by Liu et al. as
the Gaussian-weighted average of the scalar function difference between the neighboring
vertices and the vertex itself.
Novotni et al. [102] detected local salient points on a 3D voxel grid. A local spherical
harmonics descriptor was computed for each salient point. Given two objects, this tech-
nique establishes correspondences between the descriptors, and determines the similarity
with respect to the spatial arrangement of corresponding points and descriptor similari-
ties. The selected points are found as local extrema of the differences of Gaussian filters
applied to the characteristic function of the surface.
Tan and Chau [98] proposed to improve image-driven simplification by modifying the
error metric to correlate better with perceptual difference. They adapted Itti’s method
for detecting salient parts from a given mesh: extracting two sets of feature maps, which
indicate intensity features and orientation features, normalizing each map, and then
summing all maps to create the saliency map. The intensity feature maps are computed
by applying a center-surround operator at different scales on the input image. Gabor
filters are then applied at four different angles to generate the orientation feature maps.
Shilane and Funkhouser [40] analyzed distinctive regions based on performing a shape-
based search using each region as a query into a database. The distinctive regions have
shapes consistent with objects of the same type, and different from objects of other
types. The authors generate for each mesh a set of random points that are the centers
of spherical regions covering its surface at multiple scales. The shape of every spherical
region is then described by an Harmonic Shape Descriptor (HSD) with 32 spherical shells
and 16 harmonic frequencies. The shape descriptor offers fast computation, is compact
for storage, is indexable, and allows for rapid comparison. The distinctive properties
of every shape descriptor are then compared to the contents of a database containing
multiple classes of objects. The distance of one of the features in the given model to
the closest descriptor is given, and the distinctiveness of the descriptor is computed by
evaluating a retrieval performance metric: discounted cumulative gain (DCG). Finally,
the computed measure of class distinction needs to be mapped back onto the vertices of
the mesh by modelling distinction as a mixture of Gaussians.
Castellani et al. [103] generated the salient points for sparse points matching. In this
work, the detected mesh saliency is used to combine with statistical descriptors. The first
step is applying Gaussian filters to the given mesh, and using a Difference-of-Gaussian
(DoG) operator to determine the multidimensional filtering maps. A scale map is ob-
tained, in order to reduce variation of displacement in the resulting scalar quantities. In
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general, the most significant motion of the vertices is along the direction perpendicular
to their local surface. Therefore, the authors project the vector to the normal of the
vertex. Moreover, each map is normalized by adopting Itti’s approach [61]. The salient
points are detected by an adaptive inhibition-process on each normalized scale map. If
the value on the scale map observed in the neighborhood of v are higher than 85% of the
values in its neighborhood, the value is retained: otherwise, set to zero. Furthermore,
the authors use the Hiddern Markov Model (HMM) to build a compact description able
to summarize information related to interest points and to their neighborhood area. A
HMM-based matching is given to detect links between similar points in two different
views’ of the same object. It is formally cast as a maximum weighted matching problem
(MWMP) after considering the similarity measures as weights that characterize links
between points.
Local measurement based saliency detection methods have the following advantages and
disadvantages.
Advantages:
• Easy to implement; low memory requirements. The local measurement-based
methods do not require to calculate the similarity of the features through the
whole models, and the features are often curvature-based[3, 40, 105].
• The models perform well qualitatively.
Disadvantages:
• The estimated saliency maps generated by most of these methods display dis-
continuous salient regions, sometimes may completely fail to highlight the salient
region, or highlight the salient region partially, as only local variations are consid-
ered during the saliency estimation [3, 40, 102, 105], but the global geometry is
also a very important to factor to obtain a faithful saliency map, which is more
close to simulate the human visual attention [50].
• Produces unstable results under input data transformations, such as noise corrup-
tion, viewpoint changing, and scaling. Lee’s mesh saliency [3] computation is a
geometry filter (smoothing) operation in terms of the mean curvature used with
the center-surround mechanism, however, the curvature is very sensitive the noise.
It might make the same saliency for two opposite and symmetric vertices because
of using the absolute difference between the Gaussian-weighted average [110].
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2.2.2 Global measurement-based Saliency
Global measurement based saliency is an approach to estimating the saliency from the
whole 3D model. There have been far fewer methods based on this strategy than on
local-based saliency.
Feixas et al. [101] presented a unified framework for viewpoint selection via view-based
mesh saliency. The definition of view-based mesh saliency is derived from the dissimilar-
ity between two polygons. The polygonal dissimilarity between the set of input polygons
and a set of viewpoints is estimated by using the Jensen-Shannon (JS) divergence be-
tween the cost of computing the probability distributions. The greater the similarity
between two polygons, the smaller the JS-divergence. Polygonal saliency is defined by
degree of dissimilarity. A polygon will be salient if the average of JS-divergences be-
tween itself and its neighbors is high. This method also estimates viewpoint saliency,
which can transfer the polygon saliency to the sphere of viewpoints, using the condi-
tional probabilities of the reverse channel. In a similar manner to Lee’s Mesh saliency
approach, this method is also used to select the best views.
Song et al. [111] introduced a saliency detection method that incorporates a Conditional
Random Field (CRF) framework. A CRF is designed to robustly detect salient regions
utilising neighbourhood consistency. More recently, the author produced a mesh saliency
detection via spectral shape analysis [112]. The author claimed that spectral analysis
can provide information about global cues or statistics of images which are difficult to
extract in the spatial domain. The saliency map is constructed by a means of curvature-
weighted heat diffusion function to deliver and reorganise the saliency information into
the spatial domain in a multi-scale way.
Leifman et al. [50] proposed a viewpoint selection method based on vertex distinctness.
They introduced a diffusion distance-based dissimilarity measure, which is robust to
small changes in the mesh. This dissimilarity measurement models the difference be-
tween the two histograms as a temperature field, and considers the diffusion process on
the field. The dissimilarity between two vertices is calculated as proportional to the
diffusion distance and inversely proportional to the geodesic distance. Finally, saliency
is obtained by the single-scale distinctness of each vertex.
Wu et al. [113] proposed a method to detect the mesh saliency based on the observation
that salient regions are both locally prominent and globally rare. A multi-scale local
descriptor that can capture local geometric feature with different sizes of regions was
introduced for the measurement of local contrast. The clustering approach was used in
order to reduce the required computation. Finally, the mesh saliency is obtained by the
linear combination of the local contrast and the global rarity.
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Global measurement based saliency detection methods have the following advantages
and disadvantages.
Advantages:
• Provide good detection performance. For example, in [113], the global saliency of
each vertex, based on its contrast with all other vertices, was defined as the measure
of global rarity. This enables geometrically similar vertices to have comparable
saliency values.
• More robust to noise and object rotation than local measurement-based saliency,
as this measurement considers the global and local features of the given model
rather than only considers local details [50, 101, 111].
Disadvantages:
• High computational complexity, and high memory requirements. Because this
approach estimates the saliency through the whole 3D model. For example, it re-
quires several procedures to estimate the surface saliency in [50]: vertex descriptor
estimation, dissimilarity measurement, distinctness computation, and multi-scale
computation. Such multiple prcocessing increase the computational complexity
rapidly.
• Some of the methods [101, 113] combine the local and global shape descriptor,
and they may require to define a multi-scale manner to determine the local shape
descriptor, it is well-known that such multi-scale manner is insensitive to a certain
amount of noise on the mesh surface [3].
2.2.3 Eye Tracking-based Saliency
Eye tracking-based saliency is a method based on eye-tracking equipments. The saliency
was obtained by tracking the eye movements through an eye-tracking-based user study.
Howlett et al. [97] introduced a saliency prediction for simplified polygonal models. The
authors attempted to determine salient features by using eye-tracking devices. The vi-
sual fidelity of simplified polygonal models can be improved by emphasizing the detail of
salient features identified through capturing human gaze data. The location of a partic-
ipant when fixating while viewing a particular model was captured by an SMI EyeLink
high-speed eye-tracking system. The saccade instants are detected by measuring the
difference between the current eye position and the average of the last six eye positions.
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The saccade case will be recorded if the size of the visual angle was greater than some
specified threshold value. The system then keeps tracking the faces in the polygonal
model on which the participant’s eyes focused since the last saccade, until a new sac-
cade was detected, at which point the information is updated with the fixation data.
The information on fixations was summed over all participants to give us the final data
for each object. Finally, the obtained perceptually important features are incorporated
into a simplification method and used to evaluate the visual fidelity of each of these
models.
Kim et al. [106] proposed a saliency-guided enhancement for volume visualization. They
assumed that a saliency value is assigned to each voxel of the volume data. A saliency
field was computed using Lee’s idea [3] on a virtual emphasis field. The emphasis field
was then used to specify multi-scale enhancement, achieving it through modulation of
various volumetric aspects of appearance such as color and opacity. Moreover, Kim et
al. [108] presented a user study that compared earlier mesh saliency approaches based on
Lee’s methods with the saliency which was detected based on the human eye movements.
The normalized, chance-adjusted saliency was introduced by improving the previous
chance-adjusted saliency measure, in order to quantify the correlation between mesh
saliency and fixation location for 3D rendered images. The authors hypothesized that the
computational model of mesh saliency has better correlation with human eye fixations
than a random model and a curvature-based model for the first few seconds after stimulus
onset. They then used an ISCAN ETL-500 monocular eye-tracker to capture the eye
movement of participants. In addition, a calibration step was used to obtain an accurate
correspondence between the eye-tracker space and the monitor space for that participant.
The second step was that the captured data was grouped into two types: fixations; and
saccades. The authors then took into consideration the normalized chance-adjusted
saliency, inspired by Parkhurst et al. [114].
A Schelling points detection method for 3D meshes has been proposed by Chen et al. [77]
recently. The general idea of this approach is to gather a large collection of feature points
from individuals, and then to study what geometric properties distinguish them from
others. Specifically, a large number of Schelling points are acquired by asking people to
select points on 3D surface meshes that they expect will be selected by other people. It
is difficult for the purposes of this model to collect enough data to analyze, because it
requires recruiting and supervising many human subjects in a user study. To this end,
the author performed the study on-line. The Schelling data is generated by the following
procedures: data filtering, mesh selection, protocol implementation, data collection and
Schelling point extraction. The authors extracted a discrete set of Schelling points and
build an indicator function from the local maxima of schelling distribution function.
The next stage of this study is analysing the schelling points from multiple aspects:
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consistency, symmetry, distribution and distinctiveness. The author also investigated
the predication of the Schelling distributions, providing a method that estimates the
probability that a person would have selected each vertex of a mesh if it had been
included in the study’s previous steps.
Eye-tracking saliency detection methods have the following advantages and disadvan-
tages.
Advantages:
• The detected saliency is highly relevant to the human visual system.
Disadvantages:
• High costs on the eye-tracking systems.
• Systems require long set-up times.
• Same object may generate different salient regions, as people’s visual attention are
not always in agreement.
2.3 Surface Smoothing
With geometry scanners becoming more widespread and a corresponding growth in the
number and complexity of scanned models, robust and efficient geometry processing be-
comes increasingly desirable. The quality of 3D surface models is of vital importance in
many fields, such as reliable path planning and obstacle avoidance in robot navigation,
and physical realism in model based 3D object recognition and computer graphics. How-
ever, the acquired data usually contains imaging noise due to low reflection or specular
reflection, occlusion and depth discontinuity. Sometimes, a rough surface is generated
due to the rapid change of orientations and vertex locations of reconstructed surfaces
caused by noise introduced in the process of surface scanning and image registration and
integration. Therefore, it is an active area of research to effectively filter noise from the
reconstructed surface models, while preserving their desired details. Mesh smoothing,
or denoising, is a process dedicated to the removal of noise with minimal damage caused
to geometric features of the object.
A wide variety of mesh smoothing algorithms has been proposed in recent years. Ac-
cording to the isotropism of the smoothing kernel (by isotropic is meant that rotation of
the covariate co-ordinate system will not change the result of smoothing), the smoothing
methods may be classified into the following two main categories:
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• Isotropic smoothing [34, 115, 116, 117, 118, 119, 120, 121, 122, 123].
• Anisotropic smoothing [124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134, 135].
2.3.1 Isotropic Smoothing
Laplacian smoothing is the simplest and most efficient methods among isotropic meth-
ods. Laplacian smoothing has established itself as one of the most common methods
among all the geometric flow-based methods, but usually leads to volume shrinkage and
over-smoothing when applied to a noisy 3D surface. Therefore, many other kinds of
weighted Laplacian methods have been proposed [122, 127, 136]. To perform Laplacian
smoothing, in its simplest form, is to move each vertex to the arithmetic average of the
neighboring points. The Laplacian smoothing flow may be considered as the gradient
descent flow for a simple quadratic energy functional. The Laplacian flow moves recur-
sively each vertex of the mesh by a displacement equal to a positive scale factor times
the average of the neighboring vertices. Due to its simplicity, Laplacian smoothing is by
far the most common smoothing technique.
Taubin [123] proposed a mesh smoothing method by using a simple, isotropic technique
to improve the smoothness of a surface mesh. Peng et al. [115] gave a denoising algorithm
for geometric data represented as a semi-regular mesh on the basis of adaptive Wiener
filtering. Despite their high speed, these methods often yield significant volume shrinkage
and undesired mesh distortion.
Taubin’s work is extended to smooth irregular meshes by using geometric flows by Des-
brun et al. [116]. They overcome the problem of shrinkage by rescaling the mesh to
preserve its volume; again, however, distortion of prominent mesh features occurs.
Kim and Rossignac [117] developed a general autoregressive moving average filter ap-
proach, which is used to combine Taubin and Desburn’s approaches. The filter can act
as a lowpass, bandpass, highpass, notch, or as band amplification through a suitable
choice of parameters, thus enabling the user to filter out high frequency noise and en-
hance or suppress certain other features at the same time. However, with this method
it is difficult to remove noise, while preserving sharp regions.
Isotropic smoothing methods have the following advantages and disadvantages.
Advantages:
• Easily and simply implemented. It depends only on the topology of the mesh, and
not the position of the vertices. For instance, Laplacian smoothing simplily moves
each node to the centroid of the polygon formed by its adjacent nodes [116, 123].
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• Efficient smoothing of noisy surfaces, especially for flat areas.
Disadvantages:
• May result in distorted or even inverted elements near concavities when the model
contain irregular triangulations. Sometimes produces volume shrinkage, and in-
verted elements [123].
• This approach smooths the surface indiscriminately, and hence prominent surface
details are lost after smoothing [116, 123].
• Does not always move the node to the optimal position to get the best element
quality. Tends to lose element size uniformity if iterated more than a few times.
Tends to yield lower quality elements if iterated more than a few times [123, 137].
2.3.2 Anisotropic smoothing
Laplacian smoothing approaches denoise the surface indiscriminately, and hence promi-
nent surface details are lost after smoothing. The shrinkage problem may be tackled
by methods utilizing spectral analysis of the mesh signal, which is the main idea be-
hind methods of the second category. A great deal of work has been done in the area
of optimization-based smoothing [119, 121]: here, the vertex is moved so as to opti-
mize some mesh quality. The results of these methods do improve on the inadequate
feature-preserving of the Laplacian smoothing approach, but they significantly increase
computation costs due to their use of partial differential equations [138] or large linear
systems [139].
A variety of anisotropic methods were presented for better preserving geometric features.
Regularization technique is a popular smoothing approach among anisotropic smoothing.
Regularization performs smoothing operations by minimizing an energy function
f(x) = g(x) + λh(x)x ∈ R3; (2.1)
that includes a data compatibility term g(x) and a smoothing term h(x). Minimization of
g(x) involves the compatibility of the solution to the original surface, and minimization
of h(x) incorporates prior knowledge. λ is called the regularization parameter which
determines the weight of minimization between g(x) and h(x).
Welch et al. [140] described an approach to designing and fairing freeform shapes rep-
resented by triangulated surfaces. Kobbelt [127, 128] proposed a general algorithm to
fair a triangular mesh with arbitrary topology by estimating the curvature for the mesh
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model. Most Regularization technique works considering the surface as a height map
z(x, y). Blake et al. [124] introduced the membrane and plate model. The membrane
has intrinsic resistance to creasing. In order to fit crease discontinuities, a plate model
should be used. Stevenson and Delp [125] used the heightmap as the sum square integral
of the two principal curvatures of points on a surface. Yi and Chelberg [126] proposed
a simple first order smoothing term because the first order models entail significantly
smaller computational efforts than second order models. Sun [129, 130] proposed a new
energy minimization-based smoothing method based on locally adaptive minimization
of the surface area. The position of each vertex is adjusted along the surface normal to
minimize the simplex area.
Optimization-based smoothing is a newer form of smoothing that has been receiving
more attention lately. Instead of moving nodes based on a heuristic algorithm, as is
done in Laplacian smoothing, in optimization-based smoothing the nodes are moved so
as to minimize a given distortion metric. In this method, the quality of the surrounding
elements of a node is measured, and an attempt is made to optimize by computing the
local gradient of the element quality with respect to the node location. This optimum
value is often defined as maximizing the minimum of mesh quality metrics such as the
minimum interior angle of triangles and the internal angles at the internal points. Let
X be the nodal location of a node: the optimization process is to find the best location
in iterations takes the form
xq = x(q−1) + sdq, (2.2)
where q is the iteration number, dq is the vector of the search direction and s is the step
length to move in this search direction.
One of the first optimization-based smoothing algorithms was developed by de Cougny [131].
This technique improved on the distorted representation of tetrahedral elements. An
element distortion metric is presented that is basically the scaled ratio of an element’s
volume to its face areas. The author also proved several properties, that indicate that
the metric may be well-suited for optimization-based smoothing. Parthasarathy [141]
developed an optimization-based technique for triangular and tetrahedral meshes, which
solves a nonlinear, constrained, global optimization problem, using the element’s aspect
ratio as the objective function to be minimized. This method uses a modified version
of the feasible directions algorithm to drive the optimization. Oddy’s [142] distortion
metric was used to develop a global optimization by Canann [132]. Recursive local op-
timization has proven to be more feasible. Freitag [133] developed an approach that
works to maximize the minimum angle in triangular or tetrahedral meshes. A non-
smooth optimization is proposed by using an analogue of the steepest descent method
of smooth functions. Amenta [135] presented theoretical results showing how some local
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triangle and tetrahedral shape optimizations can be solved in linear time using gener-
alized linear programming. For the mesh smoothing problems that don’t fit into that
class of problems, other efficient algorithms are presented. Many distortion metrics are
discussed and various optimization techniques are compared. Mezentsev [134] presented
a generic approach to mesh global optimization via node movement. Mesh is considered
as an electric system with lumped parameters, governed by the Kirchhoff’s voltage and
circuit laws. The proposed optimization technique may be also used for solving the mesh
deformation problem.
Anisotropic smoothing methods have the following advantages and disadvantages.
Advantage:
• Guarantees good quality elements.
• Well preserving the surface features, such methods have the ability to smooth data
in a nonlinear way, allowing the preservation of significant image discontinuities.
• Mathematically proved.
Disadvantage:
• Cannot guarantees work on an arbitrarily defined surface. Some methods may not
applicable to triangular, quadrilateral and tri-quad mixed meshes in a consistent
manner [140].
• Trade-off between given original surface and a bumpy coarse surface [127, 128].
Produces volume shrinkage [132, 135].
• The computational cost, however, is much higher than isotropic methods [134, 141].
2.4 Surface Segmentation
The surface segmentation method has become a core ingredient in many mesh manipu-
lation algorithms. In our project, the segmentation approach is employed to segment the
surface into sub-regions according to vertex-based saliency, which is in order in turn to
generate region-based saliency (see Chapter 5). As a framework of our project, surface
segmentation approaches will be reviewed in this section.
Over the last decade, many 3D mesh segmentation algorithms have been proposed.
Based on their differing aims, existing mesh segmentation methods may be generally
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categorized into two classes. The first class is aimed at applications such as reverse
engineering of CAD models, which tries to achieve a best fit to one of a given class of
mathematical surfaces. The second class aims to segment natural objects into meaningful
pieces, as expected by a human observer. In addition, we have classified the major
possible approximate solutions for mesh segmentation according to the approaches taken
as follows: region growing [143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154,
155, 156, 157]; clustering [152, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168]; and
spectral analysis [107, 151, 169, 170, 171, 172]. For a recent review and comparison of the
most well known mesh segmentation techniques see Attene et al. [167] or Shamir [173].
2.4.1 Region Growing
Region growing is the most popular method in the literature for mesh segmentation.
The algorithm for region growing starts with a seed element and grows a sub-mesh
incrementally. The local surface properties, such as principal curvatures, are always used
as criterion for growing regions with similar attributes. Kalvin et al. [143] used a region
growing algorithm with a set of representative planes for the cluster approximated by an
ellipsoid. The distances of all face vertices are used as the clustering criteria. Chazelle
et al. [144] proposed a convex decomposition of a mesh by applying region growing with
a random starting face. Lavoue et al. [146] obtained a method that uses curvature as
the criteria for growing constant curvature clusters.
Kraevoy et al. [145] suggested that the approximately-convex parts may be extracted
from the given model by growing patches from seed triangles and measuring convexity
and compactness. Eck et al. [147] created Voronoi-like patches on the mesh and then
used the dual of the patches as the base triangular mesh. A method which simultaneously
segments the mesh and defines a parametrization is defined by Sorkine et al. [148]. Levy
et al. [174] extracted feature contours and used them as boundaries between charts to
grow the region inward.
Furthermore, in [149, 150, 151, 152, 153, 155, 156], the watershed region growing
algorithm is found to have the capability to segment the mesh. The seeds for growing
are based on the definition of a height function on the mesh. Recently, Moumoun et
al. [175] suggested the use of the watershed principle on a hierarchical transformation
of connected faces structure based on the principal curvature.
Region growing-based segmentation methods have the following advantages and disad-
vantages:
Advantages:
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• The simplest of all possible approaches.
Disadvantages:
• The major drawback in region growing is its dependence on the initial seed selec-
tion. It may sometimes create unsatisfactory global results, because this approach
searchs for local optimum of each region separately. The number of regions de-
pends heavily on the choice of initial seeds [173].
• Region growing-based methods always stop at boundaries with a high curvature:
the mesh will be over-segmented by such an approach [146].
• Due to its local nature, region growing is susceptible to over-segmentation. Thus
a merging step in postprocessing is often necessary [146].
2.4.2 Clustering
Clustering-based methods merge pairs of regions from the bottom to the top of the given
surface, hierarchically or iteratively, searching for the best segmentation for the given
number of clusters. Attene et al. [167] proposed a hierarchical clustering algorithm based
on fitting primitives. Gelfand et al. [158] introduced a segmentation approach based on
slippage analysis, which used hierarchical clustering to merge points into larger regions
based on slippage similarity scoring. Katz and Tal [168] demonstrated an algorithm that
proceeds from coarse to fine. Each node in the hierarchy tree is associated with a mesh of
a particular patch, and the root is associated with the whole input object. Golovinskiy
et al. [159] described a hierarchical clustering algorithm which every face of the mesh
starts in its own segment. The decomposition procedure of this method uses a set of
randomized minimum cuts to guide the placement of segmentation boundaries. Sheffer
et al. [162] worked on the dual graph of the mesh. Duda et al. [163] proposed an iterative
process based on the k-means algorithm that begins with k representatives representing
k clusters. Shlafman et al. [165] described an algorithm based on K-means clustering of
faces. Another variant of k-means algorithm is presented by Cohen-Steiner et al. [164]
for the creation of planar shape proxies. Wu and Kobbelt [152] used the planes, spheres,
cylinders and rilling ball blend patches to define the possible proxies to other surface
elements. Julius et al. [166] proposed a different variation on the iterative clustering
algorithm that uses quasi-developable patches as proxies. The detection mechanism is
actually narrowed to a subset of developable surface.
The clustering based segmentation methods have the following advantages and disad-
vantages:
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Advantages:
• Easily and simply implemented.
Disadvantages:
• It has been found that the clustering approach is excessively time-consuming for
mesh segmentation [158, 168]. It is the necessity to compute pairwise distances,
making it expensive or even prohibitive to handle large models directly [165, 168,
176].
• The technique is non-robust, due to the k-means approach, existence of bad lo-
cal minima, and the difficulty of choosing an appropriate k [162, 163, 165]. For
some methods, such as [177] tends to oversegment a model into more pieces than
expected or desired.
2.4.3 Spectral analysis
Spectral clustering has received a great deal of attention recently in computer vision
and machine learning. Shi and Malik [169] outlined a spectral graph theory that details
the relationship between the combinatorial characteristics of a graph and the algebraic
properties of its Laplacian. Karni [170] proposed the Laplacian matrix of the vertex
adjacency graph for mesh compression. Liu and Zhang [107] used a slightly different
formulation: a symmetric affinity matrix is constructed. This matrix may be viewed as
the adjacency matrix of a weighted graph whose nodes are the mesh faces.
More recently, the outer contour of the 2D spectral embedding of the mesh is used to
guide the segmentation by Liu [172]. Two different operators are used for the spectral
projection: structural segmentability; and geometrical segmentability. Zhou et al. [155]
provided an interesting observation on the properties of spectral analysis of the normal-
ized geodesic distance matrix of vertices on the mesh. Very recently, an unsupervised
segmentation of a set of shapes via descriptor-space spectral clustering has been outlined
by Sidi et al. [178]. Huang et al. [179] presented a novel linear programming approach
to jointly segment the shapes in a heterogeneous shape library, producing comparable
results to the supervised approaches on the Princeton Segmentation Benchmark.
The spectral analysis based segmentation method have the following advantages and
disadvantages:
Advantages:
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• This algorithm can co-segment a set of shapes with large variability, revealing the
semantic shape parts and establishing their correspondences.
Disadvantages:
• Due to the initial segmentations required for co-analysis, this algorithm may fail
if the single-shape segmentation is poor.
• High computational complexity, and high memory requirements. Because this
method would require transformation to the frequency domain. Computations are
done in the frequency domain and then the results will be converted back to the
spatial domain.
2.5 Simplification
As we mentioned in Chapter 1, simplification for a 3D model is becoming more and
more necessary. The problem of approximating a given input mesh with a less complex,
but geometrically faithful representation is well-established in computer graphics. In the
past, many simplification methods have been developed. Approaches to simplification
may be grouped into two basic categories, based on how the operator deals with the
input mesh: local, and global simplification, respectively. Local strategies that itera-
tively simplify the mesh by the repeated application of some local operator, and global
strategies that are applied to the input mesh as a whole.
2.5.1 Local simplification
Local simplification acts on a small collection of elements and produces a new mesh
with fewer elements. Local simplification strategies are much more common than global
strategies. Three main variations are discussed below.
2.5.1.1 Vertex Decimation
The decimation algorithm is designed to reduce isosurfaces containing million of poly-
gons. Some techniques offer efficient processing, but produce simplified meshes which
are visually undesirable [41, 152, 180, 181]. Others create approximations more worthy
of consideration but require excessive and expensive processing time and are difficult to
implement [182].
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Normally, most of the simplification methods begin by defining a mesh operation and
then apply it to a mesh, act on a small collection of its points, and produce a new mesh
with fewer vertices. Schroeder et al. [41] published one of the first algorithms to simplify
general polygonal models and coined the term decimation, which operates on a single
vertex by deleting that vertex and re-tessellating the resulting hole: it then measures the
distance from the vertex to the average plane by its adjacent triangles, then uses that
distance to decide the order in which vertices are to be removed. This method is simple
to implement, but generates low-quality approximated models. Wu and Kobbelt [152]
used a random selection of vertices to be removed in the context of streaming to simplify
large meshes.
These methods are based on the removal of vertices from the mesh. Once a vertex is
removed, all faces using that vertex are also removed and then the hole is retriangulized.
Because of the way it creates triangles, this kind of algorithm is limited to manifold
meshes [183].
2.5.1.2 Edge Contraction
Hoppe et al. [43, 184] investigated edge contraction, which has since become the most
commonly-used simplification operation. The authors use the edge-collapse operator to
construct a progressive mesh, and then measure the distance from the proposed new
triangles to a set of sample points from the original mesh to decide which edge to
collapse. Ronfard and Rossignac [180] also use the edge-collapse operator to simplify
the mesh. They associate a set of planes with each vertex and the new vertices inherit
the plane equations from the surfaces of the two merged vertices when a contraction is
performed. Garland and Hechbert [1] proposed a vertex pair-collapse operator, which
may be considered the topology-modifying variant of the edge-collapse operator. In
practice, this method of simplification probably achieves the most efficient results.
2.5.1.3 Simplification Envelopes
Cohen et al. [185] presented a completely different approach which is appearance-based:
simplification envelopes. The method measures the amount of deviation caused by the
operation in the screen-space representation of the mesh. The simplification envelopes of
a surface consist of two offset surfaces, or copies of the surface offset no more than some
distance from the original surface. Lindstrom [186] described a more general image-based
simplification strategy that does not require specialized hardware or software algorithms.
Zelinka and Garland [187] proposed the use of permission grids, which provides tight
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error bounds on arbitrary triangulated meshes, while allowing topological changes during
simplification.
The local simplification methods have the following advantages and disadvantages:
Advantages:
• Easily and simply implemented. They allow the user to specify the desired at-
tributes of the target approximating mesh with a high degree of precision [188].
For example, the algorithm may be allowed to run until the mesh contains a specific
number of faces.
• In simplification envelopes approach [185], the reuslts of the simplified models are
nearly visually indistinguishable from the original.
Disadvantages:
• Vertex decimation may subdivided the large planar regions into many redun-
dant [41].
• Edge Contraction alters the topology of the input mesh, repeatedly contracting
all the edges around ahole will eventually close it. It may in principle be applied
indiscriminately to edges containing non-manifold vertices [1, 43, 188]. In addition,
the optimal target position for a given contraction is a non-linear problem and is
in practice very inefficient [180].
• The input mesh is required to be an orientable manifold due to their construc-
tion, and it limits their ability to assist in drastic simplifications as this approach
preserves the topology carefully, and avoidance of self-intersection [185, 186].
2.5.2 Global Simplification
The global strategies are applied to the input mesh as a whole. This approach is far
from prevalent in the simplification literature. Nonetheless, they are worth reviewing in
brief.
2.5.2.1 Vertex Clustering
Rossignac and Borrel [189] proposed a vertex clustering method to handle meshes of
arbitrary topological structure. This method assigns a weight to each vertex on the input
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mesh by its perceptual importance, then subdivides the mesh into a three-dimensional
grid: and finally, all the vertices in a given grid cell are clustered to the position of
the vertex with maximum weight. This method tends to be very fast but the visual
appearance of the final mesh is relatively inaccurately defined.
2.5.2.2 Surface Approximation
Cohen-Steiner’s variational surface approximation [164], relies on a global non-linear
optimization process to find the best mesh with N polygons by subsampling the input
shape. The optimization function may vary according to the application.
2.5.2.3 Feature-preserving Simplification
Lindstrom [190] employed a perceptually motivated metric in a mesh simplification al-
gorithm. Luebke and Hallen [45] proposed a perceptually-driven mesh simplification
approach that controls the simplification using psychophysical models of visual percep-
tion. The authors mapped an edge-collapse operation to the worst contrast grating
introduced by the edge in question [47]. Williams et al. [48] proposed a simplification
method that relies on level-of-detail (LOD) techniques. These techniques simplify the
geometric representation of a scene to reduce its rendering cost, while attempting to
preserve visual fidelity. The authors followed Luebke’s [45] approach of equating lo-
cal simplification operations to a worst-case grating. Lee et al. [3] introduced a saliency
guided simplification in order to evaluate the effectiveness of their mesh saliency method.
They modified the quadrics-based simplification method by weighting the quadric with
mesh saliency. Howlett [97], using an eye tracker, showed that preserving high saliency
areas of natural object models improves the visual fidelity of simplified objects.
Global strategy-based simplification methods have the following advantages and disad-
vantages:
Advantages:
• Vertex clustering is extremely efficient and simple to implement, and by choosing
the resolution of the overlaid grid, the the level of simplification may be con-
trolled [189].
• Surface approximation do well qualitatively, and preserve feature better than those
which are local strategy-based simplification method [1].
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• Feature-preserving-based methods are robust to noise, as the retained points are
sampled based on the a perceptually motivated metric [45, 47, 48, 190]. It requires
a parameterization of the mesh in order to function, thus, the coordinates of salient
region must be computed before the simplification.
Disadvantages:
• Vertex clustering may drastically change the topology of the original mesh in an
unpredictable manner, and in practice does not produce very faithful geometric
approximations with high simplification rate [188, 189].
• The process of surface approximation is not particularly efficient. It requires to
segment the input mesh into a set of non-overlapping connected regions, then fit
a locally-approximating plane to each one.
• Feature-preserving-based methods are time consuming. This approach requires to
estimate the feature region or salient regions before the simplification step.
2.6 Interest Point Detection in 3D
In Chapter 6, we present a saliency-guided interest point detection application. Existing
approaches to interest point detection will be roughly reviewed in this section. As
with saliency detection, many models have considerably large sizes; consequently, it
is necessary to select the most distinctive points on a 3D model in order to maintain
efficiency in the processes applied to them.
Most of the models for interest points detection methods in 3D meshes rely on local
surface descriptors, such as curvature; extrema of which are assumed to correspond to
candidate interest points. In order to analyze a 3D surface at successive scales to search
for interest points at various levels of detail, a multi-scale approach is usually employed
in practice. The most well-known example of the power of the scale-space representation
approach for applications in computer vision is the Scale Invariant Feature Transform
(SIFT) of Lowe [191]. SIFT is used for extracting keypoints in images, and also for
computing local descriptor vectors, which are then used for establishing correspondences
between images.
One of the main attributes of SIFT features is the scale associated with each extracted
keypoint, which in turn gives rise to the invariance of the approach to scale changes
between images. The earlier work in the literature focused on feature extraction, invari-
ance of the features to geometric transformations, and their performance in 3D object
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application, such as shape matching and retrieval. In this section, we have divided
the proposed 3D detectors into two categories, based on the point of view of the scale
space: fixed-scale detectors [151, 192, 193, 194, 195, 196]; and scale-invariant detec-
tors [98, 103, 110, 197, 198, 199].
2.6.1 Fixed-scale detectors
Fixed-scale detectors find distinctive keypoints at a specific, constant scale, which is
provided as a parameter to the algorithm. Hu and Hua [196] defined the geometric
energy of a vertex as a function of the eigenvalues and eigenvectors of the Laplace-
Betralmi spectrum of a given object. A point is selected as an interest point if it
remains as a local maximum of the geometry energy function within several successive
frequencies. Thus the distinctiveness of an interest point is required to be stable within
a portion of spectrum. In addition, the energy provides the scale at which the selected
vertices are deemed interesting.
Sun et al. [151] proposed a feature point detection approach based on Heat Kernel Signature
(HKS). The Heat Kernel Signature is defined as a temporal domain restriction of the
Heat Kernel on a manifold, which is related to the Laplace-Beltrami spectrum. The
response of the operator is a positive semi-definite matrix of size N ×N , where N is the
number of vertices in the 3D model. Each vertex has an associated signature. A vertex
is selected as an interest point when for large time values, its signature has a maximum
with respect to the neighboring vertices.
Mian et al. [193] defined a local coordinate system -which is invariant to global rotation
and translation of the 3D object- around a point using the cropped surface surrounding
it. The detected keypoints are highly repeatable between partial views of an object
and its complete 3D model. Additionally, the keypoint detection algorithm is presented
along with an automatic scale selection technique for subsequent feature extraction. The
drawback of this approach is the combinatorial exploration of vertex pairs required to
define a local frame, which leads to higher computational complexity.
Zhong [194] introduced a descriptor called Intrinsic Shape Signature (ISS) to character-
ize a local/semi-local region of a point cloud. The features are constructed by a 3D
occupational histogram of the supporting spherical neighborhood with a specific radius.
Darom and Keller [195] proposed an intrinsic scale detection scheme per interest point
and used it to derive two scale-invariant local features for mesh models. The authors
presented a scale-invariant spin image local descriptor that is a scale-invariant formula-
tion of the spin image descriptor. Thus, local features relating to corresponding points
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in different manifestations of a particular mesh will be computed over a similar support,
yielding scale-invariant mesh descriptors.
The 2D SUSAN operator has been extended to 3D meshes to compute the degree of
saliency of the vertices by Walter et al. [200]. The pixelized window in 2D SUSAN
becomes a voxelized sphere when applied to 3D meshes. By centering the voxelized
sphere at a vertex, the mean saliency may be obtained by considering the isotropy of
the circular analysis window, which depends on the volume of the intersection of a ball
and the surface neighborhood of the inspected point.
Knopp et al. [201] built scale-space out of a voxelized version of the original mesh:
3D-SURF. This method extends a robust 2D feature descriptor, SURF, to use in the
context of 3D shapes. The features are quantized and used within a Hough approach,
which retains the influence of each feature. The quality measurement, computed for each
grid bin and at different octaves, is the Hessian of Gaussian second order derivatives that
given the nature of the data, can be computed efficiently by means of box-filtering.
Fixed-scale detectors have the following advantages and disadvantages:
Advantages:
• This approach is simple. They compute a distinctiveness, or quality, measurement
associated with each point, that can be either point-wise or region-wise, i.e. a a
property of a vertex of the mesh or a property of a region around each vertex. The
interest points can be selected by the maximum of the local feature.
• For method [151], is invariant to isometric deformations, which can offer a wide
degree of invariance.
Disadvantages:
• These detectors require a prining step before the interest points selection, which
aims to threshold each point for a quality measure. Therefore, the complexity
of this approach is increase. However, this procedure reinforce the efficiency and
accuracy of the interest points detection [202].
• They only allow for the detection of feature points within a single fixed scale, which
leads to robustness detection when the 3D models are corrupted by the noise, and
data transformation, i.e. rotation and translation.
• These methods lack an important consideration in human perception: a mechanism
take account of global shape information [112]. Some of the methods tend to miss
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the the globally-salient points. For some methods, such as [203], the adopted
saliency measure can detect keypoints spread quite uniformly over the surface,
avoiding only highly planar areas. For HKS method, it only can be applied on
meshes with a limited number of vertices due to its high memory requirements.
2.6.2 Scale-invariant Detectors
By contrast with the fixed-scale detector, the common structure of scale-invariant de-
tectors includes building a scale-space defined by some combination of the surface’s
features [204, 205], and the concept of defining for 2D images is directly extended to
the case of 3D data. Novatnack and Nishino [197] constructed a model to analyze the
geometric scale variability of a given 3D model in the scale-space of a dense and regular
2D representation of its surface geometry, encoded by the surface normals. A normal
map is computed by convolving the vector field with Gaussian kernels of increasing stan-
dard deviation. In order to extract the corners and edges at different scales, the authors
derive the first- and second-order partial derivatives of the normal map. Finally, the
natural scale of each feature is identified and all features are unified into a single set.
Zou et al. [198] presented a geometric scale-space of 3D surface shapes using Ricci flow,
and the validation of the feature is measured by the magnitude of the Laplacian of the
discrete Gaussian curvature. In this approach, salient geometric features are defined
collectively on all the detected scale normalized local patches to form a shape descriptor
for surface matching purposes. The salient points are selected by computing the local
extrema of the difference of Gaussian function defined over a curved surface in geodesic
scale space.
Zaharescu et al. [104] proposed a 3D feature detector: MeshDoG. This detector is able
to capture the local geometric and/or photometric properties in an economical fashion.
Feature detection is a three-step process: A convolution operation on meshes using a
Gaussian kernel is defined to propose a scale-space representation. Then by following the
non-maximum-suppression, the feature points are selected as the maxima of the scale
space across scales. Finally, only the top 5% of the maximum number of vertices from
the extrema of the scale space are taken into consideration.
The MeshSIFT algorithm [206] detected local feature locations as scale space extrema.
The MeshSIFT algorithm describes the neighbourhood of every scale space extremum in
a feature vector consisting of concatenated histograms of shape indices and slant angles.
The feature vectors are reliably matched by comparing the angle in feature space.
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The 3D-SIFT [207] technique was proposed by Godil et al. A scale space is constructed
by applying 3D Gaussian filters with increasingly large scales to the voxelized model
after voxelization. A binary function is denoted on the voxelized model; then each layer
of the scale space is represented by its convolution with a 3D Gaussian function. The
Difference of Gaussian for each level is computed by subtracting the original model from
the scaled model at the corresponding level. By searching the DoG space in both spatial
and scale dimensions, the extrema points are detected: the extrema points are declared
as interest points if they are located on the surface. Finally, the locations of the interest
points are mapped back to the original mesh, and the closest vertices are marked as final
interest points.
Sipiran and Bustos [208] proposed an extension to meshes of the Harris corner detection
method: 3D-Harris. The algorithm suggests that a neighborhood (rings or adaptive)
around a vertex. Next, this neighborhood is used to fit a quadratic patch, which is
considered as an image. After applying a Gaussian smoothing, derivatives are calculated,
which are used to calculate the Harris response for each vertex.
Scale-invariant detectors have the following advantages and disadvantages: Advantages:
• They allow for detecting keypoints at different scales, and for associating to them
a characteristic scale used to define the support for the subsequent description
stage [209].
• They achieve quality measurements comparable to those of fixed-scale methods.
Moreover, these scale-invariant techniques associated with spatial position and
scale, which leads to a more robust result [104, 207, 208].
• The geometry of the mesh is not modified during the creation of the scale-space,
and there is no addition pruning stage.
Disadvantages:
• Higher computation complexity than fixed-scale methods. The scale selection at
each keypoint is required for the scale-invariant detectors, it may be carried our by
mean of non-maxima suppression of this term along the scale. The selection of the
keypoints by maximizing the quality measurement spatially and across scales [104,
207, 208].
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2.7 Summary
Having divided the task of designing our saliency detection system and its applications
into surface smoothing, saliency detection, simplification and interest points detection,
the reviews of previous research efforts were addressed. However, there are several
research challenges to improve all phases:
First, the ultimate goal of surface smoothing is to produce highly smooth surfaces effi-
ciently for other applications, i.e., rendering, segmentation, or simplification, while still
preserving the basic overall shape and important local features of the original model.
However, smoothing or removing noise while preserving the features of the shape is hard
to coexist. A great deal of mesh smoothing algorithms have been proposed in the liter-
ature. The isotropic-based methods are usually fast and simple. The anisotrpic-based
methods could preserve more sharp features, and are superior to those using isotropic
techniques. However, anisotrpic-based methods need significant computational times,
and it is not straightforward to assign appropriate parameters to get good results in the
algorithms. To this end, we proposed a fast and effective surface smoothing method by
adopting the 2D non-local means filter in Chapter 4.
Second, as the saliency is not consolidated in 3D domain, and only few works are pre-
sented. It is clear from this review that the saliency detection on 3D surface still faces a
number of challenges: high computation complexity, or robustness under different data
transformations. In the category of pure computation-based saliency detection methods,
Lee et al. [3] introduced the concept of mesh saliency as a measure of regional impor-
tance for triangle meshes in computer graphics, which is the most impactive method
in this domain. However, in their approach the mesh saliency is expressed by a scale-
dependent manner using a center-surrounding operator on the Gaussian-weighted mean
curvatures. It is a time-consuming operation to estimate the mesh saliency. Further-
more, almost all of these methods [102, 105, 158, 210], simply select regions where the
curvature of a surface patch is different than in its immediate neighborhood. Moreover,
the detected salient regions are always hard to be satisfied with the requirements of hu-
man vision under specific data transformation, such as rotation. In order to determine
how salient is a surface region, consideration of its properties only is not sufficient, the
consistency of those properties are within other instances of the same model also need
to be considered: therefore, the properties are investigated from locally and globally the
give surface would be an useful impact factor for an accurate saliency detection system.
For this reason, we proposed a novel saliency detection method based on a human visual
perceptual-based feature - RIF - (see Chapter 3), to estimate the salient regions locally
and globally in Chapter 5.
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Third, most of the surface/mesh simplification algorithms distribute samples on the
surface according to the geometric properties of the surface, such as curvature. This
approach removes the vertices at a time until the target vertex count is reached. It
requires an error metric to quantify which vertices need to be removed, and majority
of the error metrics used are geometry-based which measures the spatial error due to
simplification. Geometric-based simplification methods are powerful, and simplify small,
distant, or otherwise unimportant portions of the scene, reducing the rendering cost while
attempting to retain visual fidelity. However, it is hard to quantify the visual fidelity,
so most simplification algorithms settle for geometric measures of quality. Fidelity of
the simplified surface may be assumed to vary with the distance of that surface from
the original mesh. Therefore, sometimes people are also considering the most important
measure of fidelity is not geometric but perceptual: does the simplified version look like
the original one? In Chapter 6, we present a geometric simplification algorithm guided
by perceptual metrics (salient regions).
Fourth, similar to the simplification, most of the existing interest point detection algo-
rithms also rely on the surface geometric properties. In general, the detection of 3D
interest points can be treated as extension of the correspondent task performing on 2D
images - SIFT [191]. However, it is not straightforward by such extension, and only few
works have shown their effectiveness [207, 208]. More recently, the interest point selec-
tion is focused by exploiting the notion of saliency in the 3D domain [3]. In Chapter
7, a novel saliency-guided interest point detection method is proposed. This method





In this chapter, we will introduce a new feature channel for saliency estimation. Most
of the existing saliency detection systems require one or more feature channels from the
2D image or 3D shape to generate the saliency, such as the color, intensity, orientation,
curvature, and shape index. In our work, the RIF is proposed. This feature is not based
on the surface geometry alone, but also on human visual perception.
3.1 Introduction
Most 3-D images are captured by cameras and scanners. As a result they usually con-
tain imaging noise from a variety of sources: e.g., low contrast, either locally or globally,
caused by low, or too strong illumination, or even shadow. Inspired by the principles of
visual perception in the field of perceptual psychology and cognitive science, researchers
have shown that the visual perception and the comprehensibility of complex 3D models
may be greatly enhanced. The benefit of such 3D enhancement is to improve the appear-
ance, remove the noise and de-emphasise unsatisfactory regions of the 3D shape. The
Retinex theory will be introduced, and the existing works on Retinex will be reviewed
in the next section.
As we mentioned in Chapter 1, our saliency detection model requires two pre-attentive
feature channels, which are: the Retinex-based Importance Feature (RIF); and the Relative
Distance (RD). In this chapter, the idea behind the RIF will be introduced.
The RIF is the product of our proposed image enhancement technique. Many previous
attempts have been made at producing viable 2D and 3D image enhancement techniques.
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Figure 3.1: Outline of the process of the RIF.
However, this effort has been complicated by the lack of any general unifying theory of
image enhancement, as well as the lack of an effective quantitative standard of image
quality to act as a design criterion for an image enhancement system. Furthermore,
many enhancement algorithms have external issues, such as problems in fine-tuning the
parameters, and excessive dependency on the type of input image. However, judgment
of visual quality involves human visual perception, which is quite difficult to model and
not yet fully understood.
Figure 3.1 shows the outline of the process of the RIF. The shape index is used as the
input data: after the application of the Retinex process a new feature map is produced,
which is an enhanced version of the original shape index. Full details will be shown in
the following sections.
3.2 Overview of Retinex
We need to be aware that there may be many differences between the image captured
by the camera or scanner and the image we actually perceive. For instance, subject to
a variety of compensatory factors, we see in terms of the amount of light coming from
objects to our eye: the green apple looks green to us during daylight hours, when the
main illumination is white sunlight, also at sunset, when the main illumination is red.
Perceived brightness depends on factors such as contrast around the pixel, and also on
various cognitive processes.
Retinex theory is mainly about the concept of color constancy. Color constancy is an
example of subjective constancy, and a feature of the human system of color perception
that ensures that the perceived color of objects remains relatively constant under varying
illumination conditions. Retinex is precisely such a theory of color constancy.
The word: Retinex is combination of the words retina and cortex. It explains how the
visual system extracts reliable information from the world despite changes of illumina-
tion. Psychologically, the Retinex theory explains how the colors perceived by human
beings are relatively stable, usually irrespective of illumination conditions [18]. In other
Chapter 3. A Retinex-based Importance Feature 63
words, it is about the human visual perception of external scenes. This theory is defined
as a mode of the lightness and color perception of human vision. In other words, it offers
a psychological account of the characteristics of human observation of color.
The Retinex theory was originally proposed by Land and McCann in 1971 [211]. It has
been influential in the field of the computer vision area. This theory had been adapted
and modified for many applications: all of these implementations demonstrate that it
effectually improved the perceived quality of the original images, in a manner more
consistent with human visual perception.
The Retinex process works initially by decomposing a given image into a reflectance im-
age and an illumination image. The effect is both to produce more visual pleasing results
than the original version, and to enhance further image analysis and understanding.
3.3 A computational model of Retinex
The initial idea of the Retinex approach in the field of computer vision was investigated
by Land and McCann [211] as a model of the lightness and color perception of human
vision. The model was developed starting from the assumption that actual color sensa-
tions are related to the intrinsic reflectance of objects, rather than to the radiance values
captured by the eyes. A model was then developed, based on a series of experiments
with a flat surface composed of color patches and three controllable independent light
sources. Through the years, Land evolved the concept from a random walk computa-
tion to its final form as a center-surround spatial opponent operation, which is related
to the neurophysiological functions of individual neurons in the primate retina, lateral
geniculate nucleus, and cerebral cortex [212].
The computational model of Retinex aims to recovery of color constancy. It decomposes
a given image into a reflectance image and an illumination image:
I(x, y) = L(x, y) ∗R(x, y) (3.1)
The image I(x, y) is the product of two components: illumination L(x, y) and reflectance
R(x, y). Generally, L(x, y) is determined by the illumination source and R(x, y) is
determined by the characteristics of the imaged object.
The reflectance image contains information about the object: it reveals the object of
interest more objectively and can thus be regarded as the enhanced image. To estimate
the illumination image, most of the existing studies [213, 214, 215] used the smoothing
method, in which the weights of pixels are determined as functions of gradients and
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inhomogeneities [213]. Based on the assumption that the illumination varies slowly
across different regions of the image, and that the local reflectance may change rapidly
across different regions, the processed illumination should be drastically reduced by
high-pass filtering, while the reflectance after this filtering should still be very close to
the original reflectance. The reflectance may also be found by dividing the image by the
high-pass version of the original image, which represents the illumination components.
The benefits of such decomposition include the ability to remove the illumination effects:
to enhance the image, which includes spatially varying illumination; and to correct the
colors in the image by removing illumination-induced color shifts. Many applications
have adapted the Retinex algorithm: examples include image editing, multi-spectral
image fusion and high dynamic range compression. In application, the result is an
improvement in the visibility of dark object areas, while the visual differentiation of the
light areas is maintained.
3.3.1 Previous work
Following the initial work, many versions of Retinex were developed. Their common
principle is to assign a new value to each pixel in the image based on spatial comparisons
of light intensities. They differ in the order in which the pixels are addressed, as well as
in their choice of distance weighting functions. These Retinex-based algorithms may be
classified into three groups: path-based algorithm, Poisson equation-based algorithm,
and surround-based algorithm. In the first version, path-based, the new pixel values
depend on the computation of ratios and products along paths in the image. In the
Poisson equation-based algorithms, the new pixel values depend on the thresholding
function. The final group includes the center-surround versions of Retinex, in which the
new pixel value depends on the ratios of the pixels that are included in the surrounding
area.
3.3.1.1 Path-based algorithms
The first group is that of the path-based algorithms, first proposed by Land [211, 212,
216]. Land’s algorithm computed subsequent additions of pixel differences along a set
of one-dimensional random paths contained in the image. The new value of each pixel
was computed as the average over all paths.
Horn [18] reformulated Land’s Retinex theory and showed that the illumination can
be estimated using a two-dimensional Laplacian. Hurlbert [217] not only formalized
the lightness problem, such as retrieving the perceived sensation of color from absolute
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intensities, but also showed that most of the algorithms that aimed to solve it could be
expressed with a single equation. Brainard and Wandell [218] described the path version
formally, using stochastic methods. They studied the convergence properties of Land’s
Retinex and showed that, as the number of paths and their lengths increases, the result
converges to a simple normalization.
The main drawbacks of path-based Retinex methods are their high computational com-
plexity, and the large number of free parameters, such as the number of paths, their
trajectories and their lengths.
3.3.1.2 Poisson equation-based algorithms
In Poisson equation-based formulations [216, 219], threshold functions are usually uti-
lized to eliminate the illumination. The reflectance may then be recovered by solving
Poisson equations, which can be done by effective algorithms such as the Laplacian or
FFT.
The poisson equation can be defined as:
∆l̂ = τ (∆s) (3.2)
where τ (∆s) is the clipping operation. Horn [18] suggested an iterative procedure as the
solution of the resulting Poisson equation. This method effectively inverts the Laplacian
operator. Blake [124] proposed a method to extract the discontinuities from the image
gradient magnitude instead of the Laplacian, and thereby developed better boundary
conditions that deal with less trivial scenarios along the image boundary. The same
equation is actually called ‘ Poisson-equation-type Retinex algorithm ′ in [216], which
refers to Kimmel et al. [219]’s variational model for Retinex. This last model is similar
to the Horn model. It also assumes that the illumination field is smooth, and inserts
into the variational model, a knowledge of the limited reflectance dynamic range as a
constraint.
These authors also presented a fast multi-resolution solution to the variational problem:
τ∆s =
{
∆s if where |∆S| < T
0 otherwise
(3.3)
However, extra nonsparse divergence-free vector fields are introduced to the gradient
when we solve the Poisson equations, and thus the recovered reflectance is usually not
piecewise constant as expected.
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3.3.1.3 Surround-based algorithms
Surround-based Retinex computational models are non-iterative. Each pixel is selected
sequentially and treated only once. Due to the lesser degree of computational com-
plexity than we find in the other two versions, this version is widely used in the image
enhancement area. We will introduce here the basic methodologies of this approach.
The implementation results will also be shown.
• Jobson et al. [220] proposed a single scale Retinex (SSR) that employs a simple
linear filter with Gaussian kernel to estimate the neighborhood illumination. The
SSR computes the new value of each pixel by taking the ratio between the treated
pixel and a weighted average of its neighbors, whose weights are given by a Gaus-
sian function. In addition, a logarithmic transformation is employed to compress
the dynamic range, the reflectance component R is estimated as the logarithm of
the ratio of I and F . The reflectance image takes the following form:
RSSR(x, y) = logI(x, y)− log[F (x, y) ∗ I(x, y)] (3.4)
where RSSR is the Retinex output, ∗ denotes the convolution operation and F (x, y)
is the surround Gaussian function
F (x, y) = Ke−r
2/c2 (3.5)
in which c is the Gaussian surround space constant, and K is determined such
that
∫ ∫
F (x, y)dxdy = 1.
• However, strong shadows cast from a direct light source violate the assumption that
the illumination varies only slowly, and halo effects are often visible at large illu-
mination discontinuities in I. In order to solve this problem, Jobson also extended
SSR to multi-scale Retinex (MSR) [221] by combining several low-pass filtered
copies of the logarithm of the Retinex image, using different cut-off frequencies
for each low-pass filter. MSR improved on the previous method by estimating
illumination as a combination of several weighted (wn) Gaussian filters with n−th




wn{logI(x, y)− log[F (x, y) ∗ I(x, y)]} (3.6)
• Rahman et al. [222] in turn extended the MSR with color restoration (MSRCR).
The multiscale version is an extension of the SSR that aims to reduce halo artifacts
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induced by the single-scale method. It is obtained by averaging three SSRs, using
three different spatial constants. MSRCR is given by:
RMSRCR(x, y) = αi(x, y)
N∑
n=1
wn{logI(x, y)− log[F (x, y) ∗ I(x, y)]} (3.7)
where αi(x, y) is the color restoration factor coefficient in the ith spectral band,
which is based on the following transform:




where N is the number of spectral bands, and f() is some mapping function. The
color restoration factor is introduced to compensate for the loss of color saturation
inherent in this method.
• In addition, Meylan [223, 224] proposed a novel method by including all spatial
constants into a single filter to replace the three single-scale Retinex used by Rah-
man. This approach is applied to the luminance channel, and no color restoration
is required. Chen et al. [77] were also inspired by the MSR method to improve the
luminance and chrominance contrast of the image, while avoiding dramatic white
balance changes and artifacts. This method adapts the technique of global tone
mapping, using a circular curve combined with gamma correction, luminance and
chrominance contrast enhancement using a modified MSR.
3.3.2 Discussion of Retinex for 2D image applications
The discussion in this section suggests that the previous Retinex methods are actu-
ally very similar. They mainly consist of two steps: estimation of the reflectance; and
normalization of the illumination. They are all based on the spatial smoothness assump-
tion of the illumination. All the above algorithms apply various, potentially nonlinear,
smoothing operators to input image. As mentioned in the previous part, illumination
L is estimated as a smooth version of input I. Smoothing should especially be carried
out among pixels which have homogeneous illumination, because of illumination discon-
tinuities. This robustness requirement implies that the estimated illumination must be
discontinuous at locations where the input image I has strong discontinuities of intensity.
Once the estimation is completed, illumination is normalized by taking the difference
between the logarithms of the input image and the estimated illumination. The loga-
rithmic function converts multiplicative noise to additive noise, and makes it possible
to promote the useful signals. The estimation of illumination is the core procedure.
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Eventually, the reflectance image is yielded by skinning the illumination from the given
image, which is then expected to be free of non-uniform illumination, and be a more
pleasing image.
All of these methods provided convincing results in dealing with grey or color images.
The influence of a bright area on a neighboring dim area was decreased, thus preventing
halo artifacts. Using Retinex methods, as shown in Figure 3.2, even images with strong
cast shadow are effectively normalized by three different classic Retinex methods.
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Figure 3.2: Examples of different image enhancement methods based on the Retinex.
Top: [221]. Middle: [222]. Bottom: [77]. Left: original images; Right: enhanced
images.
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3.4 Retinex in 3D applications
By better understanding how the brain estimates and represents 3D shapes, we can use
the knowledge of Retinex theory to guide many applications in graphics, from repre-
senting geometry, to rendering, to improving digital visualizations of 3D objects. By
knowing what the brain cares about - what it gets right and wrong - we may be able
to predict and therefore compensate for errors in human 3D shape estimation. So far,
we know that the optics of the eye project the 3D world onto a 2D image plane on the
retina.
Retinex theory deals with the removal of unfavorable illumination effects from images
in order to improve their quality. However, the Retinex theory as applied to 2D images
focuses on color and illumination only. When it is extended to 3D shapes, it might
be employed to enhance shape information: global shape and local geometrical details.
Through a large number of experiments from our previous work [225], it has been found
that the Retinex theory can also be used for 3D shape analysis, especially for geometrical
information enhancement.
Normally, human perception and objective information with respect to vision are not in
agreement. The human brain interprets an image of a given 3D shape differently from
how photo-sensors or scanners may sense them, by automatically correcting brightness,
and removing noise, shadows, glare, or reflections. After the application of Retinex on
the shape index map (details are shown in Section 3.4.2), i.e., RIF, component of surface
can be used to represent more faithfully the shape index.
This chapter proposes a bilateral filtering-based Retinex process for shape index map
enhancement. Figure 3.3 shows the outline of our Retinex computation model to com-
pute the RIF. It is also in line with most of the Retinex computation models used in
2D imaging [226]. The only difference between the traditional algorithm and our own is
that the shape index map, rather than the original model is used as the input, because
in our project a Retinex-based importance feature has to be estimated, and the Retinex
process is applied with a view to enhancing geometric features, rather than the surface
appearance.
In this framework, the estimation of reflections is the core procedure, so the proper
smoothing method must be carefully selected. In our project, the bilateral filter is used
for the computation of the reflectance. This result stands as a theoretic justification for
the recently proposed heuristic use of the bilateral filter for Retinex in Elad’s work [215].
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Figure 3.3: The outline of the proposed Retinex-based importance feature estimation.
As we mentioned above, the shape index map is used as the input for the Retinex
computation model. Therefore, the curvature and shape index estimation are provided
in the following sections.
3.4.1 Curvature
Curvature, defined in 3D space, is the measure of how much the curve ’bends’ at a single
point, and the curvature of a surface intrinsically describes the local shape of that surface.
This can be thought of as the rate of change of the angle formed between the tangent
and the curve as the tangent is drawn along the curve. The definition of curvature
has been modified throughout history; it changes minutely depending upon how many
dimensions are being observed, as well as on what specific curve is involved. Curvature
is well defined for continuously differentiable lines and surfaces and a number of different
curvature measures are defined in differential geometry. Indeed, the curvature variations
strongly influence the intensity image derived from the rendering of the object.
Curvature estimation methods generally fall into one of two main categories. The first
category, surface fitting [227, 228], involves finding a parametric surface patch fitted to
the neighborhood of each data point. The second category, the discrete method [164,
229], involves developing discrete approximation formulas based on the definition of
curvature in order to operate on the triangulated data directly. In practice, due to the
high computation costs of surface fitting, the discrete method seems more popular in
curvature estimation.
Curvature is a very important property of 3D meshes, and there are already a number of
curvature estimation approaches that generalize differential-geometry-based definitions
of curvatures to discrete meshes [123, 229].
Chapter 3. A Retinex-based Importance Feature 72
The main types of curvature are mean curvature and Gaussian curvature. Mean curva-
ture is the most relevant to applications at this time and is, as a result, the most studied.
Gaussian curvature is regarded as an intrinsic property of space that is independent of
the coordinate system that is used to describe that space.
If there exists a surface in three-dimensional space, then at any given specific point there
is a plane tangent to that surface. A generalization of curvature known as normal section
curvature can be computed for all directions of that tangent plane. By calculating all the
directions, a maximum and a minimum curvature value are obtained. Mean curvature
and Gaussian curvature are the products of maximum and minimum value, respectively.
In this dissertation, Meyer’s work is employed to generate the curvature as a surface
invariant. In the following chapter, we offer a broad introduction to this work.
3.4.1.1 Meyer’s Work
Taubin [123] proposed a very classic curvature generation approach in 1995. In his
method, principal curvatures and principal directions are obtained by computing the
eigenvalues and eigenvectors of certain 3-by-3 symmetric matrices defined by integral
formulas in closed form, and closely related to the matrix representation of the tensor
of the curvature. The principal curvature can be obtained as functions of the nonzero
eigenvalues of symmetric matrices.
Due to the irregular tessellation of the given mesh and the fact that their range of
values may depend on the sampling density, methods to compute curvature based on
Taubin’s work may produce unstable results. The main reason for these shortcomings
is that the curvature tensors are usually computed on the one-ring neighborhoods of
the vertices. Meyer [229] proposed a method to compute the mean curvature accurately
by employing the Laplace-Beltrami operator on the 3D meshes. In our project, this
curvature estimation is employed. In the following section, the rough idea of Meyer’s
work will be illustrated.
The Laplace-Beltrami operator L(p) is defined as:
L(p) = 2kH(p)n(p) (3.9)
where kH denotes the mean curvature of vertex p in the mesh, n(p) denotes the normal
vector. If kH(p) = 0, it shows that the surface area is minimized. The direct relation
between surface area minimization and mean curvature is:






where A is an infinitesimal area around a point p on the surface, ∇ is the gradient
operator with respect to coordinates of p, anddiam(A) is the neighborhood diameter.
For any vertex p , we select all the triangles in its 1-ring neighborhood and connect
the center of each triangle to the midpoints of edges adjacent to p. The infinitesimal
neighborhood area of p is computed. Let αij and βij be the angles opposite to the edge
in the two triangles sharing the edge xi, xj . Summing these areas for the whole 1-ring






(cotαij + cotβij) ‖xi − xj‖2 (3.11)
Now that the mixed area is defined, we can express the mean curvature normal operator






(cotαij + cotβij) (xi − xj) (3.12)
We can easily compute the mean curvature value kH from the expression above by taking






(cotαij + cotβij) (xi − xj) (3.13)







where θj is the angle of the j-th face at the vertex xi. #f denotes the number of faces
around this vertex.
3.4.2 Shape Index
The local property of an analytical shape is most easily accessed through its local dif-
ferential structure. In the following we briefly introduce a shape invariant: shape index.
Koenderink [230] has suggested that the shape index might offer a simple measurement
of the local shape. It travels from a concave sphere through a concave cylinder, a bal-
anced saddle, and a convex cylinder to a convex sphere as the index increases. This
feature is useful for representing an object based on its constituent shape forms. Unlike
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the mean and the Gaussian curvature, the shape index is invariant to scaling of the
shape. The most appealing property of shape index is that it is scale, translation, and
rotation invariant. Moreover, shape index strongly emphasises points where surfaces
deviate from being smooth, even for small changes. Therefore, the representing surface
with its shape index values offers more clearly visible shape details. The shape index θ








where k1 and k2 are the minimum and maximum principal curvatures at point P . There-
fore, since both mean curvature and Gaussian curvature have been derived for triangu-
lated surfaces in the last section, we may define the discrete principal curvatures as:






where ∆(xi) = k
2
H(xi)− kG(xi). However, in order to avoid any numerical problems, we
must make sure that the ∆ is always positive, and threshold ∆ to zero if it is less than
0.
Figure 3.4 and Figure 3.5 show the three different estimated invariants: mean curvature,
Gaussian curvature and shape index, respectively. It may be seen that the shape index
has greater ability than the curvatures to represent some of the 3D shapes, both of
flatter regions and of more complicated regions, such as the bumpy region of lobster and
curly hair of buddha.
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Figure 3.4: Examples of the three surface invariants. Left: mean curvature. Mid-
dle: Gaussian curvature. Right: Shape index. Models, from top to bottom: lobster,
teletubby, buddha, and bird. The warm color of mean and Gaussian curvature cases
indicates convex areas, and cool color indicates concave regions. The warm color in the
shape index case marks the flatter regions, and cool color indicates the high curvature
areas.
.
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Figure 3.5: Examples of the three surface invariants in a different dataset. Left:
mean curvature. Middle: Gaussian curvature. Right: Shape index. Models, from top
to bottom: bunny, david-head, and elephant. The warm color of mean and Gaussian
curvature cases indicates convex areas, and cool color indicates concave regions. The
warm color in the shape index case marks the flatter regions, and cool color indicates
the high curvature areas.
.
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3.4.3 The Retinex-based Importance Feature
The Retinex-based Importance Feature (RIF) is obtained by means of a relative mea-
surement, which is likely to reflect more faithfully the original geometry and to be more
resistant to imaging noise. Our work employs a Retinex theory based on a bilateral
filter to enhance and optimize the shape index, as the bilateral filter considers not only
the spatial distance but also the scalar function difference. Moreover, the bilateral filter
has been extended to filter the meshes due to its nonlinear, feature-preserving charac-
teristics [121, 231]. As mentioned above, the bilateral filter also stands as a theoretic
justification for the recently proposed heuristic use of the bilateral filter for Retinex in
Elad’s work [215].
Let K be the shape index values for the given 3D data: and let u be one of the vertices.
By taking the difference between the logarithms of the input and the bilateral-filtered
shape index, the output of the RIF (<) is calculated as follows:
<(u) = log(K(u) + 1)− log(L (u) + 1) (3.18)
where the L is the bilateral filtering on the shape index.
Tomasi and Manduchi [232] initially defined the bilateral filter for image processing.
The definition of the bilateral filter h on a 2D image is:





f(ξ)c(ξ, x)s(f(ξ), f(x))dξ (3.19)
where N is the normalization factor, f is the input image, s denotes the similarity
function, it operates in the input image f , ξ and x indicate the coordinates of two
pixels, and c(ξ, x) measures the geometric closeness between neighborhood center x and
a nearby point ξ.
It is worth noticing that there are two integrations
∫
in the equation, because in this
case, the filter is dealing with 2-dimensional images. Thus, when the bilateral filtering
is adopted to deal with a shape index, only one integration is required, as the dimension
of the shape index is one: each vertex has one shape index value. Hence, the bilateral
filter in our case may be rewritten as:
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where g(`, u) measures the geometric closeness between a vertex u and a nearby vertex `,
and function smeasures the similarity between u and `. Shift-invariant Gaussian filtering
is employed to measure the similarity in the origin work of the bilateral filter [232], and
it also has been used in our work. Both the geometric measurement g and similarity
function s are Gaussian functions of the Euclidean distance between their arguments.
More specifically, g and s may be defined as follows, respectively :















where σd shows the spatial spread based on the desired amount of low-pass filtering, and
σr is the geometric spread in the image range that is set to achieve the desired amount
of combination of shape index values. d(`, u) denotes the Euclidean distance between `
and u:
d(`, u) = ‖`− u‖, (3.24)
d(K(`),K(u)) measures the distance between two shape index values K(`) and K(x):
d(K(`),K(u)) = ‖K(`)−K(u)‖, (3.25)
this could simply be the absolute value of the shape index difference.
The bilateral filtering replaces the shape index value at vertex u with an average of
similar and nearby shape index values. In the smooth regions, shape index values in a
small neighborhood are similar to each other, and the normalized similarity is close to
one. Therefore, the bilateral filtering averages away small, weakly correlated differences
of shape index. The normalization term N ensures that the weights add up to one for
all shape index values. As a result, the filter replaces the large shape index at the centre
by an average of the large shape index value in its vicinity, and vice versa.
In line with the assumptions of the Retinex theory, the reflectance < is restricted to be
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where <min and <max are the minimal and maximal values of <(u).
3.5 Results and Summary
Figure 3.6 and Figure 3.7 illustrate the RIF maps for different 3D models. Overall, the
flat, convex, and concave regions of demonstrated results are distinguishable for human
observer. It is shown that this method can discriminate clearly between flat, concave
and convex regions. Areas such as the bumpy area of lobster, the eyes of teletubby, the
eyes and wing of the bird, the nose, mouth and eyes of buddha are easily recognised. The
bottom two rows of Figure 3.7 illustrate the RIF results on complete models. Similar
to partial models, the local details are also more distinguishable. For instance, the hair
texture of the bunny, the curly hair and mouth of lion, the ears, eyes of Armadillo, the
hair texture and face region of david. Figure 3.7 shows the robustness of the RIF under
conditions in which the models were rotated around an unknown rotation axis. It may
be seen that local details, such as the eyes and mouth of buddha, which are discriminated
by the RIF, are retained consistently.
A rapid implementation of enhancement of 3D images by introducing a surface invariant
- shape index - has been carried out by adapting the Retinex theory from constancy of
color perception to the analysis of a 3D surface. The final formalism involves only two
variables: the shape index, and a bilaterally-smoothed surface version. The outcomes of
this surface enhancement significantly improved the illustration of surface details, and
make for a more visually pleasing image when compared to curvature or shape index
representations alone.
The main contribution of this chapter is that the Retinex theory has been adopted into
3D shapes. The benefits of such adoption are the local features and global shapes can
be demonstrated more significantly, and the results may be helpful for further shape
analysis. However, there is no evaluation metric to validate the RIF so far. Future work
will focus on the development of evaluation metric on RIF.
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Figure 3.6: Examples of RIF on partial (top two rows) and complete (bottom two
rows) 3D models. It is easy to identify the local detail of the given shapes when the
RIF mapped on.
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Figure 3.7: Examples of the given shapes mapped with RIF, and the shapes subject
to a rotation of θ around an unknown rotation axis, follow by a translation. The local





In this chapter, we aim to extend the non-local means [233] concept to mesh smoothing,
and the newly developed mesh smoothing method has a number of important advantages
over the main state-of-the-art mesh denoising techniques. Non-local means (NL) is an
image de-noising process based on non-local averaging of all the pixels in an image.
In particular, the amount of weighting for a pixel is based on the degree of similarity
between a small patch centered around that pixel and the small patch centered around
the pixel being de-noised. The motivation of using non-local means filter on 3D surface,
and the algorithm will be illustrated in this chapter.
4.1 Introduction
With geometry scanners becoming more widespread and a corresponding growth in the
number and complexity of scanned models, robust and efficient geometry processing
becomes increasingly desirable. The quality of reconstructed surface models is of vi-
tal importance in many fields such as reliable path planning and obstacle avoidance in
robot navigation and physical realism in model based 3D object recognition and com-
puter graphics. However, the acquired data usually contains imaging noise due to low
reflection or specular reflection, occlusion and depth discontinuity. Sometimes, a rough
surface is generated due to the rapid change of orientations and vertex locations of re-
constructed surfaces caused by noise introduced in the process of surface scanning and
image registration and integration. Therefore, it is an active area of research to effec-
tively filter noise from the reconstructed surface models, while preserving the desired
level of detail. Mesh smoothing, or denoising, is a process dedicated to the removal of
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noise with minimal damage caused to the geometric features of the object. The bene-
fits of such surface smoothing are not only improved visual appearance of a 3D object,
but also improved data availability to subsequently process, such as matching, surface
segmentation, and mesh simplification.
A wide variety of mesh smoothing algorithms have been proposed in recent years. A
review of surface smoothing has been provided in Chapter 2.
4.1.1 Proposed Method
Due to the assumptions made in previous methods of regularity in the original surface,
some details and fine features are smoothed out, because they behave in all functional
respects as noise. By contrast with most previous approaches, we present in this chapter
a surface mesh denoising algorithm based on an extended non-local means filter. This
method takes advantage of the high degree of redundancy of 3D surfaces. To the best
of our knowledge, there have been no previous works on non-local means filtering of
mesh. With this filter, a smoother version may be obtained robustly, since it takes into
consideration the similarity between the local neighborhood of the pixel being processed
and that of the other pixels. However, when extending the non-local means filter to
3D mesh, one main difficulty is how to define the similarity neighborhood. Yoshizawa
et al. [234] constructed a local approximation based on radial basis functions to define
the similarity kernel. In this work, we address this problem by fitting a local bicubic
B-spline surface [235].
The rest of the chapter is organized as follows. In Section 4.2.1, we present a brief
overview of the non-local means approach, and then state the problems encountered
in Section 4.2.2 when extending this approach to 3D mesh. In Section 4.3.1, we show
the background of the B-spline, which is one of the solutions of the problem stated.
The final extended non-local means filter on 3D mesh is presented in Section 4.3.2. The
experimental results are demonstrated in Section 4.4, which includes a visual comparison
to the results obtained with other smoothing methods, and numerical measurements.
Section 4.5 summarises our findings.
4.2 Non-local Means Filtering
The local smoothing methods and the frequency domain filters aim at noise reduction
and construction of the main geometrical configurations, but not at the preservation of
the fine structure, details and texture [236]. Recently, the so-called non-local means filter
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concept, a natural and elegant extension of the image bilateral filtering paradigm, was
proposed by Buades et al. [233]. The basic idea behind non-local means is as follows: for
a given pixel, its new (smoothed) intensity value is computed as a weighted average of the
other image pixels, with weights reflecting the similarity between local neighborhoods
of the pixel being processed and the other pixels.
4.2.1 Overview in 2D Applications
In this section, we introduce a 2D image denoising method - the non-local means filter
- and extend it to the 3D domain. As we know, several methods had been developed
before this study was released. Most of the previous studies emphasized that a wide
class of studies share the same basic approach: denoising is achieved by averaging, e.g.,
by means of Gaussian filtering, anisotropic filtering and neighborhood filtering. Natural
images often contain many structured patterns, which may be misclassified either as
details to be preserved or as noise, when usual neighborhood filters are applied. As a
result, given the assumptions made by these methods concerning the regularity of the
original image, details and fine structures are smoothed out, because they behave in all
functional respects as noise.
The non-local means filter takes advantages of the high degree of redundancy of any
natural image. For a given pixel, the restored gray value is obtained by the weighted
average of the gray values of all pixels in the image; each weight is proportional to
the similarity between the local neighborhood of the pixel being processed and the
neighborhood corresponding to the other image pixels. Several accounts of successful
non-local means filter-based smoothing have been published [237, 238, 239, 240, 241].
The basic idea underlying this method of 2D image smoothing is that it assumes an
extensive amount of self-similarity in an image, then reduces the high frequency surface
information, which tends to smooth and flatten the surface. Thus, similarity is measured
based on the geometrical configuration in the neighborhood instead of on a single pixel
itself.
Let I be a given image. Based on a weighted average of all pixels in its neighborhood
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where the weight ψ is computed by the similarity of the Gaussian neighborhood between
pixels x1 and x2:
ψ(x1, x2) = exp(−





Θx1 is a square neighborhood centered at pixel x1, ‖ · ‖2,a is the Gaussian weighted
Euclidean distance function, a is the standard deviation of the Gaussian kernel and h
is the decay parameter (acts as a degree of filtering). Most of the existing works on
non-local means filter use the intensity gray level vectors to compute the similarity. In
this paper, the similarity will be obtained from the RIF of the surface. As we mentioned
in the Chapter 3, the RIF has the ability to describe the local details, and it is possible
to preserve the local detail after a non-local means filter is applied to the RIF.
4.2.2 Problems Arising in 3D Applications
The non-local means filter not only compares the gray level at a single point, but the
geometrical configuration in a whole neighborhood. This allows a more robust compar-
ison than is afforded by the use of neighborhood filters. However, when extending the
non-local means filter approach to process a 3D mesh, two problems arise.
Determination of ψ(·, ·). 2D images usually have a regular structure, which in most
cases is not true for a mesh, due to variations of sampling density in the range scanning
process. Yoshizawa et al. [234] also employed a non-local means filter to smooth mesh.
They used radial basis functions (RBFs) to build a local approximation of the mesh in
a neighborhood, and thus to define the similarity kernel. However, their work involves a
variety of parameter definitions, which is an inconvenience when seeking to identify an
approximate parameter to implement the smoothing process. Therefore, in our work,
we employ an alternative approach to define a regular structure in order to obtain the
similarity kernel of non-local means on a 3D mesh: the B-Spline surface.
Determination of I(). Equation 4.1 shows the result of pixel x1 after non-local means
filtering, in which the calculation is based on the similarity between x1 and x2. It may
be seen that the similarity is carried out because of the mutation of pixels. However,
when we apply the non-local means filter to a 3D surface, there is no variant that can
be used directly to illustrate the difference between two vertices. In this study, we use
the distance between vertex u and the projection position of vertex v on unit normal at
u as Iv.
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4.3 Non-local Means Filter in 3D Surface Applications
In our work, the B-spline surface is employed to determine the similarity neighborhood,
which generates the control net for the input mesh. The advantage of using B-spline
surfaces is that the underlying control net is topologically similar to the image grid-
structure. Consequently, the non-local means filter may be applied to the grid structured
mesh, and the similarity between neighborhoods in 3D may be more easily measured by
computing the corresponding 3D points on the surface when given uniformly parametric
u and v in the u− v space of the B-spline surface.
4.3.1 B-spline Surfaces Optimization
Before considering the B-spline surface, we must first introduce the Bezier curve and
the B-spline curve. The fundamental idea behind the Bezier curve [242], the B-Spline
curve [235], and the B-spline surface [235] involves using control points/polygons to
display the origin curve/surface graphically: allowing thus the curve/surface to be ma-
nipulated intuitively.
Bezier Curve. The most basic Bezier curve is made up of two end points and control
handles attached to each node. The control handles define the shape of the curve on
either side of the common node. Bezier curves offer well-behaved control within a convex





where P is the control points set: for example, a cubic Bezier curve consists of four







where i is the control point to be weighted, and n is the degree of the curve. The t is
termed the knots values. The knot sequence is a set of non-decreasing real numbers.
Figure 4.1 shows Bezier curves with three and four control points, and with their knot
sequences tn.
The B-Spline Curve is similar to the Bezier curve, which is a linear combination of
control points. B-spline curves have an advantage over Bezier curves in that they are
smoother and easier to control. If any one of control points in a Bezier curve is changed,
the whole curve will be affected: but this is not the case for the B-spline. B-splines
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(a) (b)
Figure 4.1: Examples of the Bezier curve and their knot sequences. (a) Quadratic
Bezier curve. (b) Cubic Bezier curve.
consist entirely of smooth curves, but sharp corners can be introduced by joining two
spline curve segments. The continuous curve of a b-spline is defined by control points.
In practical terms, B-spline curves may be thought of as a method for defining a sequence
of degree n Bezier curves that join automatically, regardless of where the control points
are placed. Moreover, a B-spline has the advantage of compact presentation and offers
great economies in manipulation and storage.





where P is the control point vector, n is the number of control points, Ni,k(t) is the
basis functions, and k is the degree of the curve, tk−1 ≤ t ≤ tk+1 and 2 ≤ k ≤ n+ 1.
The knot t represents the active area of the real number line that defines the B-spline
basis. It takes k + 1 knots, or k intervals to define a basis function. The shape of the
basis functions is dependent only on the knot spacing and not on specific knot values,
since the basis functions are based on knot differences. Figure 4.2 shows a B-spline curve
with 15 control points.
B-Spline Surfaces are an extension of B-spline curves. The most common kind of a
B-spline surface is the tensor product surface. The surface basis functions are products
of two curve bases. The surface is a weighted sum of surface (two-dimensional) basis







Chapter 4. Pre-processing: Surface Smoothing 89




























where Pij is the control points. Changing the control point does not change the B-spline
surface. Ni,k(t) is the i
th basis function of order k as the function of t, Nj,l(s) is the j
th
basis function of order l as the function of s. N l−1j (s) denotes jth basis function of order
l − 1 as a function of s. N l−1j+1(s) indicates the (j + 1)th basis function of order l − 1 as
a function of s.
The B-splines basis functions possess such important properties as non-negativity, local
support, partition of unity and linear independence. Similar to the B-spline curve, the
B-spline surface is also a network of polynomial pieces. Each piece of a B-spline surface
is a two-dimensionally - represented part of the surface or patch, and each surface of a B-
spline may be represented uniformly, as it provides a periodic spacing in each direction.
The B-spline surface approximates the shape of the control net: if the control polygon
of a B-spline surface is transformed, the curve surface itself is transformed by the same
affine transformation. Figure 4.3 shows two B-spline surface examples on different types
of shapes.
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Figure 4.3: Example of B-spline surface on saddle and convex shapes.
Figure 4.4: Bicubic B-spline surface.
4.3.2 Non-local Means Filtering
The 2-ring vertices of vi are used as input data points and are parameterized by pro-
jecting them onto a plane (e.g., the tangent plane of vi) and scaling them to range
[0, 1]. The similarity neighborhood of a given vi is obtained by fitting a local bicubic
B-spline surface. Bicubic B-spline is always used in geometric modelling, because of its
well-known advantages: result basically from the local support of the basis spline, and
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the control points are independent on the knot vector [243]. Figure 4.4 shows a bicubic
B-spline surface and the corresponding control net. As determined in [244], n = 3 for a







where Pij are the control points, as shown in Figure 4.4. Ni,k(t) and Nj,l(s) are the B-
spline function in the biparametric t and s directions (see Equation 4.7-Equation 4.10).
The non-local means filter may then be applied to the 3D surface, the similarity neighor-
hood of a given vertex being determined by fitting the bicubic B-spline surfaces. So the
similarity between two vertices u and v can be rewritten as:
ψ(u, v) = exp(−
‖ Qu −Qv ‖22,a
h2
) (4.12)
Noise in a 2D image is always indicated by the changing of the pixel values, while
noise in the 3D domain is usually revealed by the position difference of the vertices. In
consequence, if a non-local means filter is applied to the mesh, a new I(v) is estimated:
I(v) =< nu, v − u > (4.13)
where v − u indicates the Euclidean distance between these two vertices, and nu is the
unit normal at u. Equation 4.13 shows the difference of the positions between u and v
under projection of nu, this may also be seen in Figure 4.5, in which v
′ indicates the









We give a heuristic rule for choice of parameters of the delay parameter. In general, for
models with higher noise level, the vertices deviate further from their true positions, so h
should be larger. Our experiments show that h = 10 is generally enough for models with
Gaussian noise with 0.1 mean edge length of standard deviation, and h = 20 enough for
0.2 and 0.3 mean edge length of standard deviation.
Chapter 4. Pre-processing: Surface Smoothing 92
Figure 4.5: Position difference of u and v under projection on nu.
4.4 Experimental Results
This section demonstrates the results of tests carried out on our smoothing approach
and comparative studies. We provide visual comparison and several numerical measures
by which to compare our approach with other state-of-the-art 3D surface smoothing
methods: bilateral filtering [119]; median filtering [246]; the fuzzy vector median fil-
tering [247]. These methods are easily to be re-implemented, effectively, and highly
cited. It is worth noting that another non-local means filter based mesh smoothing by
Yoshizawa et al. [234] will not appear in our comparison since it is time consuming.
They used radial basis functions (RBFs) to build a local approximation of the mesh in
a neighborhood, and thus to define the similarity kernel. Their work involves a variety
of parameter definitions, which is an inconvenience when seeking to identify an approx-
imate parameter to implement the smoothing process. More comparison of evaluation
results between our method and [234]’s will be reported in further publication.
4.4.1 Visual Comparison
First, we present the results of our method when applied to different models, as shown
in Figure 4.6. It may be seen that the outcome of the proposed method is more visually
pleasing: the flatter regions become smoother, and the local features are well preserved,
which is confirmed by the results of applying Retinex, as shown in Figure 4.6(d).
We then make a visual comparison between results obtained using our algorithm with
those from several other algorithms: bilateral filtering [119]; median filtering [246]; the
fuzzy vector median filtering [247]. All the models were noise-added: Gaussian noise,
standard deviation=0.2.
Figure 4.7 shows the denoising results from a complicated human face model buddha,
which has both flat and curved surfaces. Since this model is a partial surface, which also
has sharp edges, it may be seen that the Laplacian smoothing successfully smoothes
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(a) (b) (c) (d)
Figure 4.6: Examples of the proposed non-local means filter applied to different
models. Top to bottom: lobster, buddha, bird, face-rick. (a) Original surfaces. (b)
Retinex surfaces. (c) Smoothed surfaces. (d) Retinex on smoothed surfaces
the flatter regions, such as the cheek of the buddha. However, it also smoothes the
curly hair region, whereas this region is an important distinguishing characteristic of
buddha. Moreover, it creates noise elements in the boundary of this model, which make
the smoothed model differ significantly from the original. Fuzzy vector median filtering,
and our approach both preserve sharp edges and the surface characteristics. There is
little visible difference between the latter two results, although our method again seems
to produce a smoother surface without blurring details.
Figure 4.8 shows the denoising results from a simple model bottle, which, unlike buddha,
is defined by smooth flat and curved surfaces and edges only. Laplacian smoothing
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again introduces spurious additional vertices in the boundary area. Fuzzy vector median
filtering, and our approach produce smooth surfaces and preserve most sharp edges, but
blur those sharp edges with small angles.
Figure 4.9 shows denoising results for the fandisk model. All four approaches preserve
most of the sharp edges. Bilateral filtering tends to blur sharp edges. Median filtering
preserves sharp edges, but makes flat areas appear uneven. In contrast, fuzzy vector
median filtering and our approach both preserve sharp edges and flat areas. Nevertheless,
close examination shows that our approach generates a smoother final surface for this
model.
Figure 4.10 shows the denoising results on the david model. All approaches do well
apart from median filtering. Median filtering has a tendency to enhance features in the
noisy model, and the resulting surface is not smooth. Fuzzy vector median filtering,
and our approach seem to produce smoother final surfaces than bilateral filtering and
median filtering.
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Figure 4.7: Smoothing of a noise-added model buddha. (a) Original model. (b) Noisy
model, with added Gaussian noise, standard deviation=0.2. (c) Bilateral filter results
(Iteration times=5). (d) Median filtering results (Iteration times=20). (e) Fuzzy vector
median filtering results (First iteration times=20, second iteration times=20, σ = 0.3).
(f) Our result.
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Figure 4.8: Smoothing of a noise-added model bottle. (a) Original model. (b) Noisy
model, with added Gaussian noise, standard deviation=0.2. (c) Bilateral filter results
(Iteration times=5). (d) Median filtering results (Iteration times=20). (e) Fuzzy vector
median filtering results (First iteration times=20, second iteration times=20, σ = 0.3).
(f) Our result.
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Figure 4.9: Smoothing of a noise-added model fandisk. (a) Original model. (b) Noisy
model, with added Gaussian noise, standard deviation=0.2. (c) Bilateral filter results
(Iteration times=5). (d) Median filtering results (Iteration times=20). (e) Fuzzy vector
median filtering results (First iteration times=20, second iteration times=20, σ = 0.3).
(f) Our result.
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Figure 4.10: Smoothing of a noise-added model david. (a) Original model. (b) Noisy
model, with added Gaussian noise, standard deviation=0.2. (c) Bilateral filter results
(Iteration times=5). (d) Median filtering results (Iteration times=20). (e) Fuzzy vector
median filtering results (First iteration times=20, second iteration times=20, σ = 0.3).
(f) Our result.
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Table 4.1: L2 Error Comparison (∗10−3):
Method Fandisk Buddha Bottle David
Bilateral 9.8 9.2 10.5 11
Median 7.4 6.9 8 8.3
Fuzzy 3.5 3.3 4 3.9
Our Method 3.2 2.9 3.6 3.7
4.4.2 Mesh Errors
Many metrics have been proposed in the literature to compare the similarity/difference
between two mesh surfaces. These include root mean square error (RMSE), Mean Square
Angular Error (MSAE) [248], 3D distance metrics [249], L2 vertex-based mesh-to-mesh
error metric [250], curvature error metrics [251], MESH [252], and Metro [253]. Any one
of these may be used as the mesh error metrics. In this section, we have chosen the
L2 vertex-based mesh-to-mesh error metric, as it is frequently cited. In addition, the
well-known MSAE error metric is also estimated, as it measures the error from different
point view: angle, rather than the distance.







M is the original mesh, and M ′ is the smoothed version. p′ denotes a vertex in the
smoothed mesh M ′, and dist(p′,M) is the L2 distance between the new vertex p′ and a
triangle of the reference mesh M which is closest to p′. A is the sum of the areas of all
triangles of a mesh in a smoothed version. A(p′) is the sum of the areas of all triangles
of M ′ involved with p′.
Table 4.1, above, shows the L2 errors for the various algorithms considered. In general,
our approach produces results almost as good as, or better than those generated by
other approaches, whether compared visually or numerically. For instance, the error on
model fandisk by our method is only 32.65% of that given by the bilateral filter, and
43.24% of that of the median filter; in model david, our method generates an error rate
64.55% lower than bilateral filter, and generates an error rate 53.01% lower than the
median filter.
As only small differences are observed in the results of our approach and the fuzzy vector
median filtering respectively under measurement by the L2 vertex-based mesh-to-mesh
error metric, we also provide another error measurement: mean square angular error
(MSAE) [248]. In some applications, we may only be interested in the error due to
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Table 4.2: MSAE Error Comparison:
Method Fandisk Buddha Bottle David
Bilateral 0.2 0.18 0.24 0.26
Median 0.13 0.11 0.21 0.24
Fuzzy 0.05 0.04 0.07 0.1
Our Method 0.01 0.008 0.03 0.05
incorrect direction of our estimated vector. Alternatively, we may wish to have separate
characterizations of the bearing error and the error in estimated length [254]. MSAE
meets this requirement.
The definition of MSAE is:
MSAE = E[∠(nsmoothed, norigin)] (4.16)
where E is the expectation operator, and ∠(nsmoothed, norigin) is the angle between the
smoothed normal nsmoothed and the original normal norigin.
Table 4.2, above shows the large difference between the results obtained by the bilateral
filter and our method, as well as by the median filter and our method, which is in
line with the result obtained from the L2 metric. Furthermore, on detailed scrutiny of
the results of the fuzzy vector median filter, the differences between the results of this
method and those of our proposed method are highlighted: for example, the fuzzy vector
median filter error rate is 80% higher than with our method in the fandisk case.
4.5 Summary
Many mesh smoothing/denoising methods have been proposed. However, most smooth-
ing methods degrade or remove fine details. In this chapter, we proposed a novel method
for smoothing reconstructed surfaces corrupted by scanning noise - to remove noise while
preserving mesh features effectively.
The non-local means filter approach has been extensively applied to 2D image processing,
and in this chapter, we extended this approach to 3D mesh denoising, and develop a new
mesh smoothing method which has a number of important advantages over the main
state-of-the-art mesh denoising techniques.
This method is inspired by recent non-local image denoising schemes, is simple and fast,
and removes noise effectively, while preserving mesh features such as sharp edges and
corners.
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The main procedure of this approach is very simple: to measure the similarity between
neighborhoods and irregular meshes, we introduced a local approximation utilizing bicu-
bic B-spline surfaces. The new position of vertex of a noisy mesh is obtained as a
weighted mean of mesh vertices. Performance with a variety of input data show that
our approach can preserve local details of surface.
Comparison then demonstrated that the proposed algorithm outperformed conventional
methods in terms of preserving fine details. Overall, all the demonstrated results show
that our method preserves surface details better than the other methods. The mean
filter may destroy fine features of the surface, and is not feature-preserving. The median
filter proved capable of preserving ridge and corner features with a low level of noise,
but yielded poor results with a high level of noise. The fuzzy median filter may obtain
lower rates of error, and preserve more local detail, but is still inferior to our method.
Moreover, the fuzzy median filter takes two steps to compute normal, and uses Gaussian
weights, which increases the computational complexity [254].
Through both visual and numerical comparison, it may be observed that the proposed
method achieves effective feature-preserving results. The mean filtering approach com-
putes the updated normal of a face using area-weighted averaging of the normals of
its neighbours. The limitation of this approach is that it destroys fine features of the
mesh, and is not feature-preserving. When there is a high level of noise, the median
filter may yield poor results. The fuzzy vector median filter computes normals using two
steps: computer a vector median of the normals, and update the normals. Compared to
mean filtering approach, which uses the face areas as weights, the fuzzy vector median
filter algorithm can yield normals with lower error, but has the disadvantage of using
Gaussian weights which increase the computational costs.
Compared to the comparative filtering algorithms, our algorithm is an improvement
since it less time-consuming because we do not need to compute the vector median, and
our weight function is simpler than its Gaussian weights.
Future work will focus on developing a human visual system perception based metric to
evaluated the smoothing results. Moreover, a surface smoothing tool: 3D bilateral filter,
recently has been developed (uhttp://www.cs.utexas.edu/~bajaj/cvcwp/?page_id=




With the increasing need for additional detail, the proliferation of digitizing and mod-
elling 3D models has led to a rapid expansion in the number of alternatives. Correspond-
ingly, we are facing a challenge in dealing with massive vertices-contained 3D models -
not only for interactive rendering, but also for other surface processing, such as surface
simplification, segmentation, shape matching and filtering. To this end, many problems
in computer graphics, computer vision, and geometric modelling require reasoning about
which regions of a surface are most important. By identifying such important regions,
the various subsequent processings of a surface are greatly sped up. For example, in
mesh simplification algorithms, the relative importance of vertices may guide the order
in which they are decimated; and in an icon generation system, the most important
regions of an object should remain visible after processing.
The proposed approach is to compute the surface saliency, in order to analyze the
distinctiveness of the region or vertex. This method is based on one or more principles
of human visual attention: local low-level considerations, global considerations, visual
organization rules and high-level factors [2].
5.1 Introduction
Owing to its efficiency of visual persuasion in traditional art and technical illustrations,
visual saliency has now been widely used in computer vision applications, and has been
an important pre-processing step for many 3D applications, such as mesh simplifica-
tion, registration, segmentation and compression. Visual saliency in 2D images is the
perceptual quality that makes an object, person, or pixel stand out relative to its neigh-
bours, and that captures our attention [62]. Similarly, the saliency of a 3D surface is
the perceptual quality that makes a region, vertex, or component distinctive.
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(a) (b) (c)
Figure 5.1: Sample to illustrate that the most salient region is not always best assessed
from an area of high curvature [3]: (a) Stanford Armadillo model. (b) curvature. (c)
saliency as detected by [3].
But how can machine vision systems detect the important regions from an unknown
input 3D surface? There has been significant progress in the development of algorithms
for determining important/ salient regions of 3D surfaces (see the reviews in Chapter 2).
Most prior techniques employed purely geometric measures - such as local curvature -
or required user input to indicate important areas. For example, Lee et al. [3] defined a
measure of mesh saliency using a center-surround operator on Gaussian-weighted mean
curvatures. Similar measures of regional saliency have been defined by Shilane et al. [40],
Gal et al. [105], Castellani et al. [103], and others. However, in the course of the literature
review we found that almost of these methods simply select a region as salient where
it presents a large curvature - i.e., where the curvature of a given surface patch is
significantly different from that in its immediate neighborhood. These methods mainly
employ local analysis and attempt to capture the local variations of the features of the
surface without considering the global geometry of the surface.
Intuitively, the salient regions are not those with specific curvature profiles. In other
words, strictly geometric measures, such as curvature maxima or minima, do not always
correlate with perceptual importance. For example, as seen on the leg of the Stanford
Armadillo model in Figure 5.1, the high-curvature spike regions are likely perceived to
be important, but are visually monotonous (Figure 5.1(b)). However, the low-curvature
knee region will be perceived to be more important as shown in Figure 5.1(c).
A critical question: ‘in the case of a 3D surface, which parts are the most salient?’
The salient features of a surface typically characterize the surface well and form a basis
for a non-global similarity measure among sub-parts of shapes [105]. In other words,
the salient regions are a small number of parts that characterize the object’s shape and
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Figure 5.2: Outline of the most common saliency computation model, which uses a
center-surround mechanism.
details, determined as an index [255]. The detected salient region facilitates the under-
standing of the structure of a given model, and the identification of regions/components
that are particularly important for the specific applications.
Normally, people’s attention is attracted by differences: thus, if a region is different from
other regions of the surface, we are more likely to say that the region is interesting or
salient. Therefore, we look for vertices or regions that are distinctive in their appearance.
5.1.1 Limitations of The Existing Methods
Figure 5.2 shows the framework of the most common 3D saliency detection methods.
Typically, multi-scale saliency maps are obtained by combining curvature information
at different scales. While all of the above-mentioned approaches have their advantages,
they have the following common disadvantages. Typically, [3, 40, 99] output a single-
saliency map by simply computing the sum or the average of all multi-scale saliency
maps to simplify the information, and then use thresholding-based methods to determine
whether a point is salient or not. While these methods are fast, they do not make good
use of the information embedded in the multi-scale saliency maps [111]. On the other
hand, a large number of methods, such as [3, 103, 104, 105] rely heavily on the curvature
alone. Their performance may degrade catastrophically due to the high sensitivity of
curvature to imaging noise. Saliency is a relative concept, judged not just against local
neighbours, but also global shape. Essentially, the limitations of existing methods are:
• they mainly consider immediately neighbouring information, overlooking glocal
information; and
• they confuse the global overall shape and local details.
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5.1.2 Proposed Method
In this chapter, we propose a method for computing saliency that is motivated by surface
simplification and interest point detection. The proposed method is a hybrid system,
which combines vertex-based and region-based saliency detection, as together they are
more likely to characterize both local and global shape properties satisfactorily. Fig-
ure 5.3 shows the outline of the proposed saliency detection system. The goal is to cal-
culate salient regions, rather than to calculate saliency only for isolated vertices. This
consideration is derived from the observation that the tendency in human perception is
to merge close items together.
The proposed vertex-based saliency measure is inspired by Lee’s mesh saliency technique.
Lee et al. [3] proposed one of the most effective techniques for computing saliency for
3D meshes: mesh saliency. By contrast with the case of 2D images, where color is the
most important attribute[61], for 3D objects mesh saliency considers the geometry of the
meshes as the most important characteristic in generating the saliency. In Lee’s work,
multi-scale curvature analysis based on a center-surround operator is used: this reliably
separates what most observers consider to be interesting regions from the surrounding
context, in an entirely automated process. Moreover, mesh saliency has been used suc-
cessfully in graphics applications such as mesh simplification and viewpoint selection.
The proposed method differs from mesh saliency in making use of two other surface
invariants to replace the multi-scale curvature analysis: the Retinex-based importance
feature (RIF), and relative distance (RD). As we discussed in Chapter 4, Retinex theory
is an image enhancement technique that relies on the model of the human observation of
scenes. By adapting this approach, the resulting enhanced shape index map may more
faithfully represent both local details and global shape. RD demonstrates that the dis-
similarity measure is proportional to the difference in geometrical invariants. Together,
these measures are capable of capturing the important aspects of the geometry. Thus,
the proposed vertex-based method not only considers the geometry of the surface, but
also takes into account the vagaries of human visual perception.
We adopt a strategy that divides the original surface into regions, or patches, to which
vertices are attached to aid saliency detection. Most existing of the saliency detection
methods normally take into account only local details, whereas our proposed method
also incorporates global shape information. This results in more reliable performance.
Region-based saliency detection is proposed for stability and continuity in this chap-
ter, as the detection of vertex-based saliency is affected by occlusion and holes. The
region-based saliency is a post-processing of a vertex-based saliency map. The methods
mentioned above, including the proposed vertex-based saliency method considered in
isolation, cannot guarantee completeness of the salient regions: in other words, they
Chapter 5. Saliency Detection 107
create fragmented regions. In estimating the saliency, they usually only consider local
information: as a result, the yielded salient region may lose global information, which
sometimes leads to unfavorable results, such as incomplete detection of salient regions.
In this work, the regions or patches are determined by surface segmentation. We em-
ployed a region-growing segmentation method [146] to segment the surface into patches
based on vertex-based saliency values. Finally, the region-based saliency is produced
by combining spatial distance and relative importance distance between two selected
regions.
Our approach retains the advantages of existing methods [3, 40, 99, 103, 104, 105, 146],
such as accuracy. The superior effectiveness of this novel method is finally validated
from two independent perspectives. First, we compare our detected saliency with that
of other two state-of-the-art detection methods. Secondly, the detected saliency is used
to guide two applications: these will be shown in Chapter 6 and Chapter 7, respectively.
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Figure 5.3: Outline of the proposed saliency detection system. It consists of two
steps: vertex-based saliency detection and region-based saliency detection.
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5.2 Vertex-based Saliency
We are seeking to define a saliency map for the surface which is estimated by vertices.
A vertex is distinct if its descriptor is dissimilar to all other vertex descriptors of the
mesh. In this chapter, we propose a random center-surround saliency map based on
the vertices. We improve and extend the concept of mesh saliency, integrating into it a
better method for neighborhood estimation.
There are several possible characteristics of mesh geometry that could be used for
saliency estimation. Lee et al. [3] used the curvature, Shilane et al. [40] employed the
discounted cumulative gain and Gal et al. [105] used relative area size and curvature. In
this work, the main structure of our saliency system is based on the general layout of
psychological attention models. Several surface invariants are investigated in parallel -
RIF and RD, and the conspicuities are finally fused into a single saliency map.
Figure 5.4 shows the outline of the proposed vertex-based saliency detection process.
As we know, saliency detection requires image/surface invariants in order to guarantee
that the detected saliency will not be affected under conditions of image transformation
such as changes of scale, rotation, translation and noise corruption. For example, the
invariants in the case of 2D images are color, intensity, and relative orientation, whereas
for 3D objects the invariants can be curvature, shape index, and some measures derived
from the application of Retinex theory.
5.2.1 Relative Distance
In Itti’s work, the saliency of a 2D image was estimated by combination of color and
orientations, and relative area size was employed to compute saliency in the case of 3D
surfaces in [105]. The use of orientation and relative area both reveal the importance of
spatial properties for calculating the saliency: the removal of dependence of saliency on
the scale and transformation of the object. For this reason, the proposed saliency detec-
tion method also employs a surface property from the spatial domain: relative distance.
The relative distance is used in case the distribution of the data is not uniform, and the
Figure 5.4: Outline of the proposed vertex-based saliency detection. The RIF (as
outlined in Chapter 3) and the RD are applied to the original surface to estimate the
feature maps. The vertex-based saliency is obtained by the dissimilarity measurement.
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distance metric mainly focuses on the relationships between neighboring points [194].
For two sets of points with similar neighboring relationships but different densities (i.e.,
similar relative density), the absolute distances between corresponding points differ dra-
matically from each other, but the relative distances are in general similar. This is an
advantage of the relative distance in reflecting the relative density of points and relative
scale of the objects.
In this section, we introduce the definition of the relative distance. Let a point set M
contains m points u1, u2, ...um. First, two kinds of relative distance between a pair of
points xi, xj ∈M are defined as follows, according to [194]:
1. Relative maximum distance:
rd max(ui) =
‖ui − uj‖2
maxuk⊂M (‖ui − uk‖2)
(5.1)
2. Relative average distance:
rd ave(ui) =
‖ui − uj‖2
aveuk⊂M (‖ui − uk‖2)
(5.2)
The maxuk⊂M (‖ui − uk‖2) and aveuk⊂M (‖ui − uk‖2) are the maximum and average
Euclidean distance between ui and other points belonging to M respectively.
Figure 5.5 shows two samples of relative distance values illustrated on the 3D surface.
Each of them has the ability to represent the shape. However, on careful observation,
the relative average distance produces the more visual pleasing result, and has stronger
ability to represent the local geometry information. Therefore, the relative average
distance will be used as the relative distance metric for saliency detection in the rest of
this chapter.
Note: In our previous work [256], RIF, shape index and curvature were used in combi-
nation as the individual feature channels to establish the saliency. However, after careful
consideration, such a combination is seen to have a drawback: it may contain a great
deal of information redundancy, since each of these channels is based on the principle
curvatures. Moreover, the features lack spatial information, and the model may miss
detection of salient regions under conditions of spatial transformation, such as rotation.
Figure 5.6 presents for comparison the results of two alternative saliency detection meth-
ods with the same structure but with different feature channels. Although the previous
approach [256] achieved competitive experimental results, we may see that the eyes re-
gions of buddha are mis-detected. Consequently , in order to address the main issue of
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Figure 5.5: Examples of relative distance values mapped on two surfaces. Left two
images: relative maximum distance. Right two images: relative average distance. The
green color indicates the smaller relative distance region, and non-green color illustrates
the larger relative distance region.
(a) (b)
Figure 5.6: Comparison of saliency detection results with different feature channels.
(a) Saliency obtained by the fusion of three feature channel: RIF, shape index and
mean curvature. (b) Saliency obtained by the fusion of two feature channel: RIF and
RD.
our previous approach, in this dissertation, a new feature, relative distance, is proposed
in order better to estimate the saliency, as outlined above.
5.2.2 Dissimilarity Measure
We seek a dissimilarity measure that is robust to small changes on the surface, such as
those caused by noise corruption or rotation. As we mentioned above, positional differ-
ence is also an important factor: in consequence, the positional difference between two
vertices u and v is also calculated, in order to estimate the dissimilarity. This dissimi-
larity measure is proportional to the difference in geometrical invariants, and inversely
proportional to the positional distance. A vertex is less distinct when the vertices similar
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to it are nearby, and distinct when similar vertices are far away. Therefore, the dissim-
ilarity measure should be proportional to the difference in appearance, and inversely
proportional to the positional distance.
Denotes u, v are two vertices of a given mesh, where the coordinates of the vertices are
u = (xu, yu, zu) and v = (xv, yv, zv). The attention values of u due to v in the RIF and
RD channels are given by the function A(RIF, u, v) and A(RD, u, v) respectively, where,
A(F , u, v) =
‖Fu −Fv‖√
(xu − xv)2 + (yu − yv)2 + (zu − zv)2
(5.3)
where F is either of the geometric measures of a point, RIF and RD, and ‖·‖ calculates
the Euclidean distance of u and v in the mesh.
After all the attention values in terms of these two kinds of feature are determined, they






In order to obtain high quality dissimilarity maps for saliency detection, the attention
values are further processed with an approach proposed by Achanta [62]:
W ′ = ‖W −NL‖ (5.5)
where NL is the non-local means filter-smoothed version of the given mesh that was
presented in Chapter 4. Originally, Achanta [62] proposed a frequency-tuned algorithm
for computing attention maps that exploits almost all of the low frequency content and
most of the high frequency content to obtain high quality saliency maps using color and
intensity features. This method treats the entire 2D image as the common surround for
any given pixel, and then the attention map is obtained by computing the Euclidean
distance of the average CIELAB vector of all pixels of an input image to each pixel of a
Gaussian blurred version of the same image:
S(x, y) = ‖Iµ − Ig(x, y)‖ (5.6)
where S(x, y) is the pixel attention value at position (x, y), Iµ is the average of all
CIELAB pixel vectors of the image and Ig is the corresponding CIELAB image pixel
vector in the Gaussian filtered version (using a 5× 5 separable binomial kernel) of the
original image. The norm L2 of the difference is used, since only the magnitude of the
differences is of interest, each pixel location is an [L, a, b]T vector, and L2 norm is the
Euclidean distance.
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In our work, we extend this scheme to calculate the attention values of a 3D surface. W
combines the RIF and RD, which can be used to replace the Iµ in Equationeq 5.6. Lab
color space is designed to approximate human vision: the L component closely matches
human perception of lightness. It can thus be used to make accurate color balance
corrections by modifying the a and b components, where a and b are the color-opponent
dimensions, or to adjust the lightness contrast using the L component. In our method,
RIF and RD perform the same functions. The RIF also relies on imitating the properties
of human vision.
While a and b are the color-opponent dimensions, they also illustrate the most relevant
invariant factor of the image: intensity. The RD metric mainly focuses on the repre-
sentation of the neighboring relationship between vertices. The RD usually illustrates
both local and global geometric information. The RD represents the most important
information describing a surface: geometry. Therefore, in a manner of speaking, ab and
RD have equivalent capability to offer an image or surface.
It follows that the combination of RIF and RD may serve as the most adequate substitute
for Lab in the 3D domain(the experimental results in the following section will proof this
assumption), as it combines both the simulation of human perception and the geometric
information.
The dissimilarity may be produced, based on the attention analysis above. Let dposition(u, v)
be the Euclidean distance between the position of vertices u and v. A dissimilarity mea-
sure between a pair of vertices may be given as:
diss(u, v) =
‖W ′(u)−W ′(v)‖
1 + c · dposition(u, v)
(5.7)
where c is the control parameter, and c = 3 in our implementation. The scale of the
model may affect this formula, but it will not affect ordering, in other words, the simi-
larity ranking of the vertices stay the same if the scale of the model is changed.
5.2.3 Vertex-based Saliency Computation
We need to compute a distinctness value for each vertex, given the dissimilarity values
calculated above. Vertex u is considered salient when it is highly dissimilar to other
vertices, i.e., when diss(u, v) is high: ∀v. The saliency value of vertex u is defined as
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where U is the total number of the vertices in the given mesh. However, in practice,
to evaluate a vertex’s uniqueness, there is no need to incorporate its dissimilarity to all
other vertices. If the most similar vertices (low dissimilarity vertices) are significantly
different from vertex u, then clearly all vertices are also highly different from vertex
u. Therefore, for vertex u, we search for the K most similar vertices according to the
dissimilarity values, and define the vertex set as {qk}Kk=1.
Hence, the saliency value of vertex u can be rewritten as





In practice, K is the number of vertices whose dissimilarity value are higher than the
average dissimilarity value.
Speeding up the measurement of dissimilarity. Naively evaluating the saliency
value for each image pixel using Equation 5.7 takes O(Num2) time, which is computa-
tionally expensive: most of the 3D models we used in this project contain more than
10,000 vertices. In this section, in order to reduce the processing time, an approach
aimed at speeding up dissimilarity measurement is proposed. The algorithm is as fol-
lows:
1. Input the 3D model data, which is a point set with dimension 3 ∗W , denotes:
• n1 is a random number where 1 ≤ n1 ≤W ,
• n2 is a random number where 1 ≤ n2 ≤W .
• ∆ is the total random number selection times, and the G is the random
number set: n1 ∈ G, n2 ∈ G.
2. Compute attention values for both RIF and RD channels: A(RIF, n1, n2) and
A(RD,n1, n2). See Equation 5.3.
3. Determine the attention values S. See Equation 5.4.
4. Estimate the dissimilarity: diss(n1, n2). See Equation 5.7
After the processing above, the computational complexity of the dissimilarity measure-
ment is reduced to ∆W [O(Num
2)], where ∆ is the total number of the random numbers’.
Figure 5.7 shows the saliency detection results under different values of ∆: ∆ = 10% ·W ,
∆ = 30% ·W ∆ = 50% ·W , ∆ = 70% ·W and ∆ = 100% ·W , respectively, where W de-
notes the total number of vertices. It may be seen that the higher the number, the more
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(a) (b) (c) (d) (e)
Figure 5.7: The vertex-based saliency detection results after dissimilarity measure-
ment is sped up, with values of ∆: (a) 10% of total vertex number; (b) 30% of total
vertex number; (c) 50% of total vertex number; (d) 70% of total vertex number; (e)
100% of total vertex number.
accurate the detected saliency. As we have performed a large number of experiments,
and may also be seen in Figure 5.7 (d) and (e), the salient regions are almost identical
when ∆ = 70% ·W and when ∆ = 100% ·W . Therefore, for the vertex-based saliency
detection, we choose to select 70% of the total number of vertices for the saliency detec-
tion.
5.3 Region-based Saliency
In the last section, a vertex-based surface saliency detection was developed, in which
the salient regions are detected by a random center-surround saliency model. Although
this method is able to capture the regions to which human vision is most sensitive, the
experiments still revealed that the method has a drawback: the located salient regions
in some cases are not continuous - in other words, it is hard to identify the meaningful
regions completely.
It is desirable for the detected salient regions to cover the meaningful regions more
completely and faithfully. However, most of the existing methods, including the method
we proposed in the last section, detect the salient regions based on the vertices of the
given mesh. Because they only consider the local details of the mesh, the yielded salient
regions may lack global information. Accordingly, in this chapter we adopt a strategy
that divides the original surface into regions, or patches, to which vertices are attached
to improve saliency detection. This region-based method considers both local details,
and also the global shape information. Thus, it provides a more reliable performance
results.
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5.3.1 Previous Work Employing A Region-based Approach
First, we will offer a brief overview of prior approaches employing the region/patch
technique. Wolf et al. [257] used patches in order to compute texture edges; here the edge
representation is powerful in that it can be readily combined with global optimization
based-segmentation. The region-based approach has been popular in the field of texture
synthesis [258, 259, 260, 261]. The basic use of the patch for texture synthesis consists
of stitching together small overlapping patches of the input texture.
The success of region-based methods has been extended to image completion by Drori
et al. [262]. This method iteratively approximates the unknown region and fills in the
image by means of adaptive fragments.
The region-based approach has also been applied to image denoising. Awate et al. [263]
presented several important practical considerations in estimating image-region statis-
tics and in approaching the problem of image denoising. Patch-based methods were
also shown to be extremely successful in object recognition [264]. Freeman et al. [265]
suggested that region-based representations of 3D objects offer resolution independence
over a wide range of scales.
More recently, the notion of a region-based approach has been exploited in the 3D
domain. Voshell et al. [266] proposed a patch-based mesh optimization to solve the
mesh quality improvement problem by iteratively optimising vertices in each patch of
the mesh. Cagniart [4] used the patch-based approach on mesh tracking. A patch-based
deformation framework is proposed in this method. Lin et al. [267] gave an adaptive
patch-based mesh fitting for reverse engineering. This method segments the input mesh
into a set of quadrilateral patches. For each boundary of each patch, it constructs
a normal curve and a boundary-fitting curve, which fit the normal and position of its
boundary vertices, respectively. Going further, Yamasaki et al. [268] introduced a patch-
based compression for time-varying meshes. The patch-based processing proved to be
very efficient for eliminating both spatial and temporal redundancy.
In most of the above-mentioned methods, the strategy adopted for the generation of
patches/regions is to randomly choose a vertex to be the centre of the first patch, and
then to grow this patch until a maximum radius is reached. The subsequent patch
centres are chosen among the unassigned vertices that lie on the largest number of patch
boundaries. The front of a new patch is propagated from the centre until a maximum
radius is reached, or until the processed vertex is closer to the centre of another patch.
Figure 5.8 illustrates the patches on the Stanford armadillo model generated by using
[266].
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Figure 5.8: Patches generated on the Stanford armadillo (173k vertices) with a max-
imum patch radius of 30 by using [4].
Figure 5.9: Outline of the proposed region-based saliency detection. Input with
the vertex-based saliency value mapped model. The region is obtained by surface
segmentation, in which region growing and graph-based segmentation approaches are
combined.
In this work, the surface segmentation is embedded into a framework of the proposed
region-based saliency detection. There is a large quantity of literature about surface
segmentation: for a recent review and comparison of the most well known mesh segmen-
tation techniques, we refer the reader to [167] and [173]. In this section, 3D surfaces are
segmented [146] into a number of regions based on the detected vertex-based saliency
values in order to generate the region/patch of the surface for the usage of the subsequent
region-based saliency detection process.
Figure 5.9 illustrates the pipeline of the region-based saliency detection process. It may
be seen that the VBS values are used as the input data, and the segmentation procedure
is required in this framework.
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5.3.2 Surface Segmentation
This framework for saliency detection does not need to produce high quality segmenta-
tion results: the surface only needs to be segmented approximately. Massive segmen-
tation methods had been proposed, and we have reviewed them in Chapter 2. The
region-growing approach [146] is employed in this section for its simplicity and high
efficiency. The algorithm for region-growing starts with a seed element and grows a
sub-mesh incrementally. Many segmentation techniques are based on region-growing
algorithms, and method [146] is employed here because the code is freely available to
download online.
More importantly, this algorithm has a region merging process, which is a non-trivial
adaptation of an image processing method, taking into account common perimeters of
the region. The region-growing scheme is responsible for clustering vertices with similar
features. Typically, the vertex with maximal curvature is taken as a start seed. In our
case, as the vertex-based saliency has been estimated, the maximal saliency value is used
as the start seed. A patch is initialized with the seed and grows from its boundary. If
the difference between its saliency value and the average saliency value of the current
patch is less than a specified threshold, the growing strategy is greedy in the sense that
one adjacent vertex is added only. A new patch is launched by choosing a vertex with
maximal saliency from unprocessed vertices until no vertex remains, if no new vertex
satisfies the condition. The main difference between various algorithms that use region-
growing is the criterion which determines whether an element can be added to an existing
cluster. For more details, please see [146].
After vertex region-growing is completed, faces are classified into several kinds according
to the saliency values of their vertices. It may be observed that the model is segmented
into several segments, and it has the ability to present the the geometrical information
that defines the object. Figure 5.10 show the results of the region-growing segmentation
with different number of segments.
5.3.3 Region-based Saliency Computation
Humans pay more attention to those image regions that contrast strongly with their
neighbors. Besides contrast, spatial relationships play an important role in human at-
tention. High dissimilarity to its surrounding regions is usually stronger evidence for
saliency of a region than high dissimilarity to distant regions. If spatial information
is introduced directly while computing the vertex levels, a model will consider only lo-
cal information and may miss global information. In this section, we integrate spatial
relationships into regional-level computation.
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(a) (b) (c)
Figure 5.10: Segmentation results with different thresholds in the region merging
process according to the region merging process in [146] (region colors are randomly
chosen). (a) 50 segments; (b) 20 segments; (c) 10 segments;
After the 3D surface has been segmented into several regions, we build the saliency model
for each region. For a region rk, the saliency value may be measured by comparing its





where w(ri) is the weight of region ri. Here we use the mean value of the saliency value
in segment ri as w(ri). Dr(, ) is the Euclidean distance of the vertex-based saliency







where nk denotes the number of vertex-based saliency values in region rk, cj,k indicates
the jth importance values among all nk relative importance values in the rk, and f(cj,k)
is the frequency of the importance values. All these parameters (n, f) can be estimated
by histogram of the selected segment, as shown in Figure 5.11.
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Figure 5.11: Illustration of the histograms of the selected segments based on the value
of vertex-based saliency.
We further incorporate spatial information by applying a spatial weighting term into
the Equation 5.10 to increase the effects of closer regions and decrease the effects of
more distant regions. Specifically, for any region rk, the spatially weighted interim








where Ds(rk, ri) is the spatial distance between segments rk and ri. The spatial distance
between two segments is defined as the Euclidean distance between the centroids of the
respective segments. σs controls the strength of spatial weighting. Larger values of σs
reduce the effect of spatial weighting, so that more distant segments would contribute
more to the saliency of the current segment. In our implementation, we use σ2s = 0.4,
and w(ri) is the weight of segment ri, as the average saliency value of the vertices in the
segment.
However, as we can see that the interim saliency is region-based, which means each
segment (region) only has one saliency value, leading to mosaic-like results. Therefore,
for more visual pleasing saliency results, a normalization on the interim saliency is
provided, which is based on the previously proposed vertex-based saliency. The the final
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The saliency values are normalized into the range of [0, 1] finally for the convenience of
further saliency-guided applications.
5.4 Experimental Results and Discussion
We have developed a model for saliency detection on 3D surfaces, and discussed its
computation. In this section, to illustrate which regions are detected as salient by the
proposed methods, we show the results of saliency detection by vertex-based saliency
(VBS) and region-based saliency (RBS) detection separately. In all figures, regions
shown in warm colors (non-blue) are the salient regions.
Figure 5.12 shows the results of the VBS algorithm for a representative model. It may
be seen that the VBS algorithm usually detects the ‘expected’ region of interest. For
example, the whole eye region is detected as salient, as the eye is unique to duck. For
the model frog, our algorithm detects the eye, mouth, nostril, and toes as interesting
regions: similarly, in the doughboy model, the face, cap, and scarf are also detected as
salient.
It is worth noticing that the hair of buddha is also highlighted as salient. For some
methods, such as mesh saliency, repeating patterns are usually ignored for the purposes
of saliency detection. In the case of buddha, the hair is highly curled, and it is a
very significant characteristic of the model. The VBS algorithm has the ability to
detect such features as salient. However, on careful observation, some salient regions are
discontinuously presented: instances include the eyes of rick-face and pat-face, where
parts of the eye regions are not detected as salient.
In contrast, the results of the RBS in Figure 5.13 are more accurate than those of VBS
estimation: RBS detects the salient regions more completely. Region-based saliency
estimation has the ability to characterize both local details and global shape accurately,
since it uses the patch details rather than single vertices. The region-based method
is powerful for the detection of salient regions, successfully combines local and global
information, and is robust to imaging noise.
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Figure 5.12: The results of vertex-based saliency (VBS) detection on different models.
The warm colors (non-blue) indicate the salient regions. In all cases, the red regions
are the most salient, blue the least salient.
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Figure 5.13: The results of region-based saliency (RBS) detection on different models.
The warm colors (non-blue) indicate the salient regions. In all cases, the red regions
are the most salient, blue the least salient.
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5.4.1 Effects of Viewpoint Changing
A key feature of the proposed methods for saliency detection is that the results are
independent of the viewpoint. In this section, we investigate how the salient regions of
a surface are resistant to changes of the viewpoint.
Figure 5.14 demonstrates the robustness of the VBS method under rigid transformations
(rotation and translation). The models are rotated 20◦ and 40◦ respectively around an
unknown rotation axis, followed by a translation. As we can see, the salient regions are
retained constantly; in particular, the eyes of buddha, the bumpy areas of lobster, and
the wing of duck. Figure 5.15 illustrates the RBS method under rigid transformations.
Once more, the models are rotated 20◦ and 40◦ respectively around an unknown rotation
axis, followed by a translation. The salient regions are retained constantly as well as
under VBS. The salient regions such as the eyes of buddha, the bumpy areas of lobster
and the wing of duck are completely detected.
(a) (b) (c)
Figure 5.14: Visualization of salient regions (warm colors) on different models by the
VBS method. The models are rotated 20◦ and 40◦ respectively around an unknown
rotation axis. From top to bottom: buddha, duck, and lobster: (a) reference viewpoints;
(b) 20◦ rotated; (c) 40◦ rotated.
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(a)
(b) (c)
Figure 5.15: Visualization of salient regions (warm colors) on different models by the
RBS method. The models are rotated 20◦ and 40◦ respectively around an unknown
rotation axis. From top to bottom: buddha, lobster, and duck. (a) reference viewpoints;
(b) 20◦ rotated; (c) 40◦ rotated.
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5.4.2 Effects of Noise
To demonstrate the robustness of our methods, we also added random Gaussian white
noise with standard deviation of σ to the original data, and then ran our method again.
The noise made the surfaces more discontinuous, because its usual effect is to introduce
roughness. As a result, the detected salient regions of a noisy surface may differ from
those of the original.
The results of VBS saliency are shown in Figure 5.16, and RBS saliency are shown in
Figure 5.17. It may be seen that both of our methods can still distinguish salient and
non-salient regions in the presence of a considerable amount of noise. Broadly, it may
be observed that the salient regions estimated from noisy data and those derived from
clean data are very similar. In the cases of models buddha, duck, and valve, the detected
salient regions remain resistant to noise for the purposes of saliency detection. These
results show that either globally random sampling or patch-based method are robust to
random noise, and our methods are powerful in detecting salient regions from surfaces
with varying complexities of geometry.
Figure 5.16: Illustration of the robustness of the proposed VBS method, tested by
adding random Gaussian white noise, σ = 0.3. From top to bottom: the original surface;
VBS-detected salient regions; the noise-added surface; VBS-detected salient regions
over the noise-added surface.
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Figure 5.17: Illustration of the robustness of the proposed RBS method, tested by
adding random Gaussian white noise, σ = 0.3. From top to bottom: the original surface;
RBS-detected salient regions; the noise added surface; RBS-detected salient regions over
the noise-added surface.
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5.4.3 Effects of Points Sampling
Accuracy and computational cost in our method depends on the number of vertices in
the input model. Normally, as long as the number of vertices retained after simplification
is sufficiently large, the number has no significant effect on saliency detection. Therefore,
in this section, the robustness of simplification will be demonstrated.
We sampled points with different rates - 0%, 50%, 80% and 95% respectively - from
models duck, lobster, rick and buddha, in order to construct progressively simplified
models. If the sampling rate is 95%, this means that only 5% of vertices are retained.
The surface sampling was implemented through the Finite Element Sampling Method
(FEM) [269]. This method is fast, and sensitive to local features.
Figure 5.18 and Figure 5.19 show the results of the proposed VBS and RBS saliency
detection methods when applied after the simplification of surfaces. The distribution
of the detected salient regions on each simplified surface does not change extremely,
even with a sampling rate of 95%. Such features as the eyes, nose, mouth and hair
are fully detected in the simplified version of buddha with 50%, 80% and 95% sampling
rates. Under the same conditions, the bumpy areas are also located as salient on lobster.
However, as expected, large distortions are obtained with a 95% sampling rate, since
so few points are insufficient to depict the original geometry and details. These results
indicate that the proposed saliency detection method is robust on simplified surfaces.
The advantage of such performance is that simplification may be used as the first step in
saliency detection for surfaces containing a large number of vertices, without significantly
compromising the results of subsequent processing steps.
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(a) (b) (c) (d)
Figure 5.18: The proposed VBS method on simplified surfaces with different simpli-
fication rates: (a) the original; (b) 50%; (c) 80%; (d) 95%.
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(a) (b) (c) (d)
Figure 5.19: The proposed RBS method on simplified surface with different simplifi-
cation rates: (a) the original; (b) 50%; (c) 80%; (d) 95%.
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5.4.4 Visual Comparison
We continue by comparing the saliency detection results of four different methods, two of
which are the methods proposed in this chapter: vertex-based saliency detection (VBS)
and region-based saliency detection (RBS). The other methods include two state-of-
the-art methods: Mesh Saliency by Lee et al. [3], and Distinctive Region by Shilane et
al. [40]. These methods are referred to as VBS, RBS, MESA, and DIRE, respectively.
The warm (non-blue) colors indicate regions of greater saliency.
Figure 5.20 shows a visual comparison of detected salient regions under different saliency
detection methods. It may be seen from the results that MESA can capture the visually
salient features and locate the large curvature regions of the lobster, buddha, duck and
frog surfaces, but fails to describe the salient and important regions in the rick-face,
valve, frame and pat-face models: the original models contained significant noise, and
the definition of saliency as a function of the mean curvature is sensitive to such noise.
The DIRE produced relative better results than MESA. For some cases, such as rick-face,
the salient regions are over-detected: not only has it detected the eyes, nose and mouth,
but it has also located the forehead and some parts of cheek as salient regions. The
hair region of buddha is not completely detected, while only the high curvature areas
are defined as salient. The boundaries of the shape are detected as salient regions.
In the case of VBS, the salient regions are distributed in the high geometrical information
area, but the located salient regions are not continuous. For instance, on the buddha,
the nose and eyes are detected incompletely. VBS hardly describes the nose, eyes and
mouth area of model pat-face: because this method uses a random number of vertices
to calculate the saliency, it may have lost some vertices information.
The last column of Figure 5.20 shows the results of the RBS. This method addresses the
drawbacks of all of the above methods: salient regions falsely or partially detected, or
missed; and over-sensitivity to noise or boundaries. It may be observed from the results
of the proposed method that the salient regions are expanded, and correspond to the
components of the object of interest. The ‘warm color’ has covered the most important
regions (visually and geometrically) of the surfaces.
In summary, our method achieves more visually pleasing results. The visually important
and geometrically distinct regions of the given 3D surface have been detected faithfully
by the proposed RBS method, because it estimates saliency based on the average values
of patches, rather than on a single vertex.
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Origin MESA DIRE VBS RBS
Figure 5.20: Visual comparison of detected salient regions under different saliency
detection methods. The non-blue areas indicate the more salient regions. From left
to right: the original, MESA, DIRE, VBS, and RBS. Top to bottom: models lobster,
buddha, duck, rick-face, frame, pat-face, frog, and valve,.
5.5 Summary
In summary, we have studied the salient regions of a 3D surface, and two considera-
tions have been discussed: vertex-based saliency and region-based saliency. Most of
the existing methods use several possible characteristics of mesh geometry to estimate
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the saliency, such as curvature. However, such a feature is vulnerable to influence by
an external factor, i.e., noise. Therefore, the VBS adopts the RIF and RD as feature
channels, and by uses the random center-surround mechanism to estimate the saliency.
RIF is the feature based on an image enhancement technique, which relies on the model
of human observation of scenes. The shape index of the surface may more faithfully rep-
resent both local details and global shape by adopting this approach. As we know, the
methods [61, 105] use spatial properties for calculating the saliency of a 2D image and
3D surface, respectively. Thus, we have also used a spatial property: relative distance
(RD). RD demonstrates that the dissimilarity measure is proportional to the difference
in geometrical invariants.
The experimental results of VBS are acceptable and the method performed rather better
than the existing techniques. However, it also revealed a drawback: under VBS, the
located salient regions are not continuous, because the dissimilarity calculation used
only the local information, and lacked the global details. For this reason, the region-
based saliency (RBS) was proposed. First, the surface is segmented into patches by
a segmentation approach. Finally, the region-based saliency is produced by combining
spatial distance and relative importance distance between two selected regions.
These two saliency definitions produce measures of salient regions under transformations
of different types, such as rotation, translation, noise corruption, and degree of points
sampled. For a number of examples, we have shown that the most salient parts/regions




Saliency detection, as a technique in 3D surface modelling, is of broad interest, since it
can potentially improve the perceived quality of the results of many 3D surface processing
applications. The applications of saliency detection to 3D surfaces are usually fairly
straightforward. In many cases, the applications can be performed by use of a saliency
map as a weight map. Typical saliency-guided applications are: simplification; levels of
detail; viewpoint detection; interest point detection; shape matching; mesh resolution
enhancement; and point cloud registration.
In this chapter, we present quantitative comparisons through the root mean square error
(RMSE) and the Metro error to demonstrate that simplification guided by our saliency
performs better than its competitors. Results show that our methods improve both
qualitatively and quantitatively on earlier methods.
6.1 Introduction
The first application in which usage of saliency is illustrated is simplification of 3D
surfaces. This application is based on the idea that a higher saliency value for a given
vertex indicates that it resides on a computationally more interesting region of the mesh.
Thus, the goal of saliency-guided applications is to delay the simplification of the salient
parts of the surface, while strengthening simplification of the non-salient regions.
As more computational power is not always available, highly detailed models must be
simplified in order to be displayed interactively: the major challenge is to maintain the
visual fidelity of the models under simplification. However, geometrically-based simpli-
fication risks making further processing pointless, if the distinguishing characteristics of
135
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(a) (b) (c)
Figure 6.1: Examples of saliency-guided simplification results generated by two differ-
ent methods: (a) saliency maps; (b) saliency-guided simplification results; (c) Garland’s
method (Qslim) [1]. Top row: Schelling points method [77]. Bottom row: Mesh saliency
method [3]. It is clearly shown that the important regions have been well-preserved: the
eyes and noses from two different models are better preserved by using saliency-guided
simplification methods than traditional geometric-based simplification method.
the object are rapidly lost. One promising solution would be to use perceptually adap-
tive graphics, which take account of a known characteristic of the human visual system,
also known as visual saliency. In recent years, saliency-guided mesh simplification or
polygon reduction methods, or surface saliency evaluated by simplification have been
proposed. Since surface distinction identifies parts that are consistent within a class and
distinct from other classes, we expect the simplification algorithm to preserve distinctive
features better than other approaches: in other words, that the distinctive features of
each model should be simplified less than the rest of the mesh. Saliency maps in them-
selves do not suffice to be used as the main simplification metric; rather they function
as support data and heuristics for simplification.
The most popular simplification method used for saliency detection evaluation has fo-
cused on minimizing geometric errors: frequently, the Quadric Error Metric(QEM) pro-
posed by Garland and Heckbert [1]. In particular, Howlett et al. [97] used eye fixation
equipment to capture the salient regions, and then to evaluate them by applying QEM-
based simplification.
For evaluating the effectiveness of the mesh saliency method proposed by Lee et al. [3],
the authors have modified the quadrics-based simplification method (Qslim) of Garland
Chapter 6. Saliency-guided Simplification 137
and Heckbert by weighting the quadrics with mesh saliency. Shilane et al. [40] follow
Lee’s work by weighting vertices instead with mesh distinction scores.
Bulbul et al. [49] attempted to delay the simplification of the salient parts of the mesh,
since those parts are presumably the parts of the mesh that viewers focus on. Tan
and Chau [98] proposed a saliency-guided image-driven simplification method. They
enhance the edge collapse error metric by weighting it with saliency, and delay edge
collapses in salient regions by artificially increasing their error. Williams [48] used a
simple perceptually-based image distortion metric to guide view-dependent simplifica-
tion. Qu et al. [47] observed that the fact that textures and lighting can visually mask
mesh distortion could also be exploited to guide simplification.
Figure 6.1 shows examples of such saliency-guided simplification results. It may be
seen that more vertices are preserved in the salient regions, and the simplified meshes
faithfully represent both the global shape and the local geometry.
6.1.1 Test Data
In order to show the robustness of our proposed methods, two range image datasets
were used in our project, which were downloaded from two publicly-available range im-
age database hosted by the Signal Analysis and Machine Perception Laboratory at Ohio
State University (OSU)(http://sampl.eng.ohio-state.edu/sampl/database.htm.),
and the Stuttgart Range Image Database (http://range.informatik.uni-stuttgart.
de/htdocs/html/), respectively.
A. OSU Range Image Database
Examples from the OSU range image dataset are shown in Figure 6.2. All of these
images were captured using a Minolta Vivid 700 range camera with a resolution of 200
by 200 pixels, and were subject to a camera motion with rotation angle of 10, 20, or
36 degrees, respectively, around an unknown rotation axis followed by a translation in
3D space. From this dataset, we selected several models and reconstructed them as 3D
models: the results may be seen in Figure 6.3.
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Figure 6.2: Samples of OSU real range images. From top left to bottom right: buddha,
pat, rick, duck, frog, lobster, valve, bottle and frame.
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Figure 6.3: Reconstructed 3D models from the OSU range images. From top left to
bottom right: buddha, pat, rick, duck, frog, lobster, valve, bottle and frame.
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B. Stuttgart Range Image Database
In order to show the robustness of our saliency detection methods, we used two data
sets in this chapter, the second being taken from the Stuttgart Range Image Database
(SRID) - a collection of synthetic range images taken from high-resolution polygonal
models available online. Compared with the dataset from OSU, the SRID range images
have higher resolution, at 400*400, and each model is imaged from more viewpoints: 258.
Examples of images from the Stuttgart Range Image Database are shown in Figure 6.4.
The reconstructed 3D models from these range images are shown in Figure 6.5.
Figure 6.4: Samples of Stuttgart range images used. From top left to bottom right:
dragon, dinosaur, copter, isis, and female.
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Figure 6.5: Reconstructed 3D models of the Stuttgart range images. From top left
to bottom right: dragon, dinosaur, copter, isis, and female.
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6.2 Simplification Criteria
Most existing saliency-guided simplification methods [3, 40, 47, 49] use the simplification
approach proposed by Garland and Heckbert [1]. In particular, Lee et al. used their mesh
saliency to weight vertices in a quadrics-based simplification scheme. In this section, we
use the same simplification approach.
To review: quadric error simplification works by contracting the edge that has the least
quadric error. The quadric error for each vertex is a measure of how far that vertex
has moved during simplification. Let P be the set of triangular faces incident at a
vertex v, where the triangular face p ∈ P is defined by the equation ax+ by + cz + d = 0,
a2 + b2 + c2 = 1, is represented as (a, b, c, d)T . The quadric for the face p is then defined
as Qp = pp







Based on the saliency value Saliency final for each vertex, the definition of the new
quadric error for every edge e is defined as
Ee = (Saliency final)vi · Evi + (Saliency final)vj · Evj . (6.2)
As mentioned previously, when we delay the simplification of the salient parts of the
surface, strengthen the simplification of non-salient regions, we have found that using
the simplification weights requires a non-linear amplification of the saliency: the high-
saliency vertices are preserved longer than the non-salient vertices. To accentuate the
difference between salient and non-salient vertices, we set the lower 65% of vertices to
the minimal saliency value (non-salient). After each edge is collapsed, the new vertex
is assigned an error that is the maximum of the two vertices collapsed, so that salient
vertices preserve their scores without being averaged with nearby areas.
6.3 Comparison Methods
As we outlined above, there are several saliency detection methods that have been ap-
plied to simplification [3, 40, 47, 49]. In this section, the saliency detection methods
evaluated in our experiments include: Mesh Saliency (MESA) and Distinctive Region
(DIRE). In the interests of fair comparison, methods have been re-implemented in MAT-
LAB, although the original source code for MESA is in C++, and is available online to be
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downloaded. A quantitative comparison between our method and these two competing
saliency-guided simplification techniques is provided in the following section.
6.3.1 Mesh Saliency (MESA)
Lee et al. [3] introduced the idea of mesh saliency as a measure of regional importance for
graphics meshes, and explored the applications of mesh saliency to mesh simplification
and view selection. The mesh saliency was computed by using a center-surround mecha-
nism, as the center-surround mechanism has the intuitive appeal of being able to identify
regions that are different from their surrounding context. The basic idea is to filter the
curvatures of vertices in meshes using a center-surround operator on Gaussian-weighted
mean curvatures. The mesh saliency algorithm can be summarized as follows:
1. Compute the curvature of each vertex v ∈M by using Taubin’s method. The
kH(v) indicates the mean curvature of v.
2. Let the neighborhood N(v, σ) for a vertex, v, be the set of points within a distance
σ, and x is a mesh point. (The Euclidean distance had been employed.) Then the








For the Gaussian filter, the Euclidean distance was assumed to be 2σ.
3. The saliency S (v) of a vertex v is the absolute difference of the Gaussian-weighted
average between fine and coarse scale:
S (v) = |G(kH(v), σi)−G(kH(v), 2σi| (6.4)
where σi is the standard deviation of the Gaussian filter at scale i.
4. Use five scales σi ∈ {2ε, 3ε, 4ε, 5ε, 6ε}, where ε is 0.3% of the length of the diagonal
of the bounding box of the model. The final mesh saliency is then computed by
adding the saliency maps at each of the five scales after applying a non-linear
normalization of suppression.
6.3.2 Distinctive Region (DIRE)
Shilane and Funkhouser [40] analyzed distinctive regions by performing a shape-based
search using each region as a query into a database. The distinctive regions have shape
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consistent with objects of the same type, and different from objects of other types. The
main steps of this approach are as follows:
1. The first step is to define a set of local regions covering the surface of the object.
The authors generate for each mesh a set of random points that are the centers of
spherical regions covering its surface at multiple scales. The sampling method is a
modified version of Osada’s work [270]: a number of points are allocated to every
triangle in proportion to its surface area, and the allocated number of points is
then sampled from every triangle uniformly with respect to its surface area.
2. In the second step of this technique, the shape of every spherical region is described
by means of a Harmonic Shape Descriptor (HSD) with 32 spherical shells and
16 harmonic frequencies, in which the shape descriptor offers rapid computation,
is compact in storage, is concise to store, indexable and easy to compare. The
HSD is computed for all regions of a single surface by using a 3D grid containing
a Gaussian function of the surface’s Euclidean Distance Transform (GEDT). A
spherical grid is then constructed by computing the GEDT at regular intervals
of radius and polar angles for every spherical region centered on a point sampled
from the surface.
3. The third step is the identification of the distinctive regions. The authors compute
the degree of distinctiveness of every shape descriptor with respect to a database
containing multiple classes of objects. The distance of any one of the features
in the given model to the closest descriptor is given, and the distinctiveness of
the descriptor is then computed by evaluating a retrieval performance metric:
Discounted Cumulative Gain (DCG).
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6.4 Measurement Criteria
There are several mesh error measurements. In this section, we performed a quanti-
tative comparison between our method and other comparative methods by measuring
the Root Mean Square Error (RMSE) and Metro errors [253] between the original and
the simplified mesh, in the expectation that these measures will reflect the visual and
geometrical differences between them. RMSE is used as an efficient measurement in the
mesh simplification. The frequently-cited Metro evaluation method is a tool designed to
evaluate the difference between two triangular meshes.
Metro adopts an approximation approach based on surface sampling and point-to-surface
distance computation. It evaluates the distance between meshes, and works efficiently.







where dist(p,M) is the distance between the new vertex p in M ′ and a triangle of the
original mesh M that is closest to p. A is the sum of the areas of all triangles of the
mesh in its simplified version.
Although neither of these tools measures how well salient areas are preserved, they are
useful tools when comparing the results of two different ways of simplifying meshes based
on saliency. We can see to what extent preserving saliency has had a deleterious effect
on faithfulness to the original mesh. Measurement of these errors then discloses the
effectiveness of the detected saliency when using different methods.
6.5 Experimental Results
For comparison’s sake, in this section we gather the simplification results of methods
MESA, DIRE, VBS, and RBS, respectively. The comparison is made not only from the
the visible results of the simplification process on objects derived from the two datasets,
as shown in Figure 6.6 to Figure 6.9, and Figure 6.11 to Figure 6.14, respectively, but
also through the error measurements (Figure 6.10 and Figure 6.15). All the results
are obtained using a 95% simplification rate, which means that 95% of the original
vertices were removed. It may be observed that the simplification results of most of
these methods retain the major topological characteristics of the initial models.
In the case of MESA, it is hard to distinguish the local features of the model buddha in
Figure 6.6: the curly hair is entirely misrepresented, and the mouth region is transformed
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almost into a flat region. Figure 6.7 shows the model lobster. None of the prominent
bumpy area has been preserved by MESA. These results show that pure mean curvature
as a measure of saliency detection and the QEM from points to faces can hardly capture
the salient regions.
Looking at the results for the SRID models, the eye socket of model dinosaur is retained
in Figure 6.11, but is reconstructed with large distortions. The face of model female is
totally over-smoothed in Figure 6.13, as is that of the isis model in Figure 6.14.
In summary, the MESA gives poor results under a high simplification rate. It is struggles
to reconstruct a simplified model that is pleasing to human visual perception, since this
method generates relative poor saliency results when compared with the competing
DIRE, VBS and RBS methods.
The performance of DIRE is better than that of MESA, as this method use quadric
error metrics but also incorporates a better saliency detection method, and the detected
saliency as a supporting decision factor. As may be seen in Figure 6.6, most of the facial
features of model buddha have been retained. However, from the snapshot of Figure 6.6,
we note that distortion has occurred in the eye regions. In Figure 6.8, the pipe orifice is
blurred: it is difficult to describe the shape of the orifice. DIRE has preserved most of
the features of model buddha in Figure 6.6: however, distortion has ruined the topology
of the eyes and eyebrows.
For the SRID models, the teeth of model dragon in Figure 6.12 are blurred: the DIRE
algorithm misdetects in this region. For the same reason, the face of model isis in
Figure 6.14 is also over-smoothed: only a few points are detected as salient by the DIRE
method.
As we mentioned above, DIRE-guided simplification is an extension from the MESA
technique. It incorporates the mesh saliency with quadric error metrics. However,
MESA does not detect the whole eye regions as salient: vertices in the eye region are
partially preserved, and partially missed.
By contrast, our proposed methods, VBS and RBS, achieved visually pleasing results.
Both not only retained the model’s global shape, but also preserved significant local
features, such as the curly hair, eye, nose and mouth of buddha; the bumpy area of
lobster; the pipe orifice of valve; and the facial detail of rick, female, and isis. The
resulting models have the highest surface fidelity of any of the competing methods, since
the proposed methods take into account two aspects of information in simplifying the
models: local, and global. On careful observation of the results of VBS and RBS, we
find that RBS gives better performance than VBS. As we described in the last chapter,
the way in which RBS detects salient regions not only involves the vertices, but also
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the regions, which means that both the local and global information are considered,
providing a more faithful saliency result. Depending on the simplification criteria, more
vertices are sampled in the salient regions.
The outstanding performances of the proposed methods are confirmed in Figure 6.10 and
Figure 6.15. All the models were simplified with three different simplification rates: 50%,
80%, and 95% respectively. The simplification results were illustrated by the RMSE and
Metro errors. As the simplification rate increases, the RMSE and Metro errors become
much larger for all of the simplification methods, as expected. On careful scrutiny of all
cases, it may be seen that the errors of our proposed methods VBS and RBS achieve
better simplification results than the alternatives in the parameter of RMSE or Metro
error. For example, Figure 6.6 shows that in the case of the model buddha, the RMSE of
MESA is 11.3× 10−3 when the simplification rate is 50%, while the errors are reduced
to 7.1× 10−3 and 6.5× 10−3 by VBS and RBS, respectively, which means that the
errors have been reduced by as much as 26.8% and 33%. Figure 6.12 illustrates that the
accuracy of VBS is 46.5% higher than MESA in model valve with a 95% simplification
rate, while RBS is 56.3% more accurate than MESA.
On the SRID models, as shown in Figure 6.15, in the case of model dinosaur, when
the simplification rate is 95%, the RMSE errors of VBS and RBS are 22.2% and 29.6%
lower than that of DIRE. Taking into account the simplification errors presented in
Figure 6.10 and Figure 6.15, it may be concluded that our methods achieve better
simplification results than the best comparable existing methods.
In summary, all results show that the proposed method can not merely preserve small
geometrical features much more faithfully than other simplification methods, but that
it also consistently achieves significantly lower simplification error rates.
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Figure 6.6: Examples of simplification results obtained by different methods on model
budda from the OSU database, with 95% simplification rate. The snapshots illustrate
the local details after simplification. The number of original vertices is 14866, and the
simplified model contains 740 vertices. First row: MESA-guided simplification result.
Second row: DIRE-guided simplification result. Third row: VBS-guided simplification
results. Last row: RBS-guided simplification results.
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Figure 6.7: Examples of simplification results obtained by different methods on model
lobster from the OSU database, with 95% simplification rate: the snapshots illustrate
the local details after simplification. The number of original vertices is 11759, and
the and simplified model contains 588 vertices. First row: MESA-guided simplifica-
tion result. Second row: DIRE-guided simplification result. Third row: VBS-guided
simplification result. Last row: RBS-guided simplification result.
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Figure 6.8: Examples of simplification results obtained by different methods on model
valve from the OSU database, with 95% simplification rate: the snapshots illustrate
the local details after simplification. The number of original vertices is 12787, and the
simplified model contains 640 vertices. First row: MESA-guided simplification result.
Second row: DIRE-guided simplification result. Third row: VBS-guided simplification
result. Last row: RBS-guided simplification result.
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Figure 6.9: Examples of simplification results obtained by different methods on model
duck from OSU database, with 95% simplification rate: the snapshots illustrate the
local details after simplification. The number of Original vertices is 15899, and the
simplified model contains 795 vertices. First row: MESA-guided simplification result.
Second row: DIRE-guided simplification result. Third row: VBS-guided simplification
result. Last row: RBS-guided simplification result.
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Figure 6.10: RMSE and Metro errors measured with simplification rates of 50%,
80%, 95% by different simplification methods: MESA, DIRE, VBS, and RBS on (top
to bottom) models buddha, lobster, valve and duck.
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Figure 6.11: Examples of simplification results obtained by different methods on
model dinosaur from the SRID database, with 95% simplification rate: the snapshots
illustrate the local details after simplification. The number of original vertices is 15160,
and the simplified model contains 758 vertices. First row: MESA-guided simplifica-
tion result. Second row: DIRE-guided simplification result. Third row: VBS-guided
simplification result. Last row: RBS-guided simplification result.
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Figure 6.12: Examples of simplification results obtained by different methods on
model dragon from the SRID database, with 95% simplification rate: the snapshots
illustrate the local details after simplification. The number of original vertices is 28730,
and the simplified model contains 1436 vertices. First row: MESA-guided simplifica-
tion result. Second row: DIRE-guided simplification result. Third row: VBS-guided
simplification result. Last row: RBS-guided simplification result.
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Figure 6.13: Examples of simplification results obtained by different methods on
model female from the SRID database, with 95% simplification rate: the snapshots
illustrate the local details after simplification. The number of original vertices is 14781,
and the simplified model contains 739 vertices. First row: MESA-guided simplifica-
tion result. Second row: DIRE-guided simplification result. Third row: VBS-guided
simplification result. Last row: RBS-guided simplification result.
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Figure 6.14: Examples of simplification results obtained by different methods on
model isis from the SRID database, with 95% simplification rate: the snapshots il-
lustrate the local details after simplification. the number of original vertices is 25702,
and the simplified model contains 1285 vertices. First row: MESA-guided simplifica-
tion result. Second row: DIRE-guided simplification result. Third row: VBS-guided
simplification results. Last row: RBS-guided simplification results.
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Figure 6.15: RMSE and Metro errors measured with simplification rates of 50%,
80%, 95% by different simplification methods: MESA, DIRE, VBS, and RBS on (top
to bottom) models dinosaur, dragon, female and isis.
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6.6 Summary
We have demonstrated that detected salient regions can be incorporated into 3D image
applications by focusing an algorithm on the salient regions of a surface. Our saliency-
guided simplification algorithms automatically detect the salient regions, and the simpli-
fication was achieved by using weighted quadric error metrics. In addition, a non-linear
amplification of the saliency is required to estimate the simplification weights: this pre-
serves more vertices from the salient region, and fewer vertices from the non-salient
region. For a number of examples, we have shown that the most salient/important
regions are well preserved after simplification.
The superior performance of our method also has been validated by numerical measure-
ment - mesh error. In this chapter, the RMSE and Metro error were employed, and the
results showed that our methods produced better results: both of our methods achieved
much lower mesh errors by RMSE and Metro measurements.
This application of salient region detection is first step. We believe that there is a
wealth of new ways to utilize salient region detection in these and other applications in




In recent years, there has been a growing interest in the use of detailed models for
better representation. Consequently, most of the latest 3D scanners can generate huge
quantities of data points within a limited time. This creates a number of challenges for
storage, editing and transmission. These challenges place a greater burden on feature
detection tasks. The detection of interest points is an important step for the analysis
of mesh surfaces. 3D interest points detection is helpful in capturing the property of a
point or region on a surface.
In the last chapter, we used the detected saliency to guide simplification, and showed that
the proposed saliency detection method sufficiently improves the simplification results.
Following on from this, in this chapter we present an application of the proposed saliency
detection methods to interest point detection. The effectiveness of an application will be
illustrated by the repeatability rate of the interest points. Moreover, the application will
be validated by the transformation of the input data. Results show that our methods
are both qualitatively and quantitatively better than the earlier techniques.
7.1 Introduction
The interest point detection topic emerged in the computer vision community, which
was interested in reducing the amount of content used in high-level vision tasks. In past
years, the evaluation of point feature detectors in the matching, recognition or texture
classification in the 2D domain has been proposed. Interest points detection has a wide
range of applications in the fields of 3D computer vision and graphics, such as shape
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matching and object recognition. Automatic shape matching and object recognition
are of great importance in computer vision. Many techniques have been developed to
solve these problems using some novel interest point detection methods: e.g., SIFT. Use
of interest points has the advantage of providing local features that are semantically
significant and also invariant to rotation, scaling, noise, deformation, and articulation.
A qualified interest points detection method for 3D models must have the following
essential properties: it must be invariant to affine transformations, and robust to noise.
Recent years have witnessed the rapid development of methods for interest points detec-
tion on 3D surfaces. Most of the current 3D interest point detection methods have been
developed over the last decade, as have defined functions summarizing the geometrical
content of localities on a 3D model in multiple scales, and selected local extrema of those
functions as interest points: e.g., curvature, extrema of which are assumed to correspond
to candidate interest points. We have reviewed such methods in Chapter 2.
Some techniques were inspired by corresponding 2D approaches. However, such exten-
sions are not always straightforward: for example, the keypoints represent interesting
information at fine scales, and thus may be sensitive to noise and other transformations.
Therefore, it is necessary to find larger interesting structures to overcome the problems
at fine scales. In our work, we perform a comprehensive evaluation of our saliency-guided
interest point detector, in which the interest points are sampled from the salient region
by our proposed point sampling methods.
7.2 Interest Points Detection
A novel interest points detection method is proposed in this section. The interest points
are selected by using the detected salient region. This method consists of three steps:
salient region extraction, voxelization, and points selection.
7.2.1 Salient Region Extraction
The main idea of our interest points detection method is the detection of interest points
mainly from the salient regions. Consequently, we need to extract the salient region
first, which is easily implemented. In Figure 7.1(a), the warmer colors indicate the
more-salient and the cooler colours the less-salient regions, with red as most salient and
blue as least salient. The extraction of the salient regions may be demonstrated by
setting a specific thresholding value. As we mentioned in Chapter 5, the salient values
have been normalized into [0, 1], and in our experiments, the vertices whose saliency
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(a) (b) (c)
Figure 7.1: Example of the extraction of the salient region. (a) Saliency surface. (b)
Extracted salient region. (c) Salient region seen from a different point of view.
values are larger than 0.5 will be extracted . Figure 7.1 shows the examples of extracted
salient regions in models buddha and lobster.
7.2.2 Voxelization
In order to select points from the salient region with fairly even distribution, the vox-
elization is employed in our method. Voxelization is concerned with converting geometric
objects from their continuous geometric representation into a set of voxels. This concept
was first introduced by Arie Kaufman [271], and it has been explored broadly in many
applications [272, 273].
Figure 7.2 illustrates an example of the voxelization of a triangle T . P shows the output
of the voxelization of the triangle surface.
Let the model be voxelized by the bounding box, and the model may be divided into
several sub-boxes. The resolution of the voxelization is specified by the user. A voxel
model is a bounded 3D grid, so the first step is to decide its basic characteristics.
Normally, the size of each block and the dimensions of the grid need to be decided.
In this paper, we need enough resolution to make sure that important details are not
lost. The dimensions of the grid have to be big enough to fit the entire model, but no
bigger (to avoid inefficiency). This is fairly simple: we set the dimensions equal to the
size of the bounding box of the surface triangles (the smallest box that encloses every
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Figure 7.2: Example of voxelization. T is a triangular surface, and P is the voxelized
surface.
point), rounded up to the nearest centimetre. The resolution of the bounding box can be
controlled by the user in order to achieve a more accurate result for the point sampling.
For example, Figure 7.3 shows the model bunny divided into voxels with different res-
olutions. The larger the number of the voxels is, the more information (vertices and
faces) it contains. Let a box be just large enough to accommodate the model bunny, for
example: the size of box is 100*100*100. The resolution of the box in Figure 7.3(a) is
10*10*10: hence, the box is divided into 1000 sub-boxes. The resolution of the box in
Figure 7.3(b), by contrast, is 5*5*5: therefore, 8000 sub-boxes are included in the whole
box. However, not every sub-box contains surface information, some of the sub-boxes
may be empty. The higher the resolution, the more empty sub-boxes the bounding box
will contain. To address this, we can simply remove the empty boxes. In our case, only
the extracted salient regions need to be voxelized.
7.2.3 Points Selection
After the salient region has been voxelized, we may select one or more points from each
voxel based on the entropy of the saliency values of vertices and restricted to the original
model’s surface. The entropy measures how the saliency of vertices in a voxel varies.
The larger the variation, the larger the entropy, the more detail the voxel contains. Thus
the entropy may be used to guide the points sampling.
For a voxel X, the entropy of each sub-box may be estimated by the finally estimated




− P (Saliency final(i)) ∗ log2(P (Saliency final(i))) (7.1)
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(a) (b)
Figure 7.3: Example of voxelization with different resolutions on model bunny. (a)
1000 sub-boxes. (b) 8000 sub-boxes.
where P (Saliency final(i)) is the probability of a saliency value in a local voxel. In this
work, the histogram is used to calculate the probability, and the number of bins are 30.
n denotes the total number of the vertices in this voxel. Figure 7.4 shows the outline of
the entropy estimation of vertices of each sub-box.
Finally, we choose one or more points from each sub-box, based on the estimated en-
tropies. As aforementioned, the larger the entropy value, the more different saliency
values are contained in that voxel. Therefore, we choose more vertices from the voxel
with higher entropy, and fewer vertices from the voxel with lower entropy. The selection
criterion is as follows: let Nvox be the number of voxels after voxelization, and let all the
voxels be divided into two catergories: E1 and E2, where E1 indicates the set of voxels
with lower entropy values (voxel number: Nvox2 ); E2 indicates the set of voxels with
higher entropy values (voxel number: Nvox2 ). Preq denotes the total number of points
are required to be sampled: then the number of points NE1 and NE2 are needed to be
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Figure 7.4: Outline of the procedure for computing the entropy of each voxel.
For example, if 200 vertices are required to be sampled, and 100 voxels exist after
voxelization, we will sample 3 vertices each from each of the larger 50 voxels, and sample
1 vertex from the smaller 50 voxels. Normally, the vertex with maximum saliency value
is chosen. Moreover, the minimum distances between the sampled vertices are used to
address the possibility that the generated samples are close to the boundary between
two or more adjacent voxels, or might be too close to each other. It is worth noting that
the voxels were only divided into two categories in this work, and it is sufficient for the
further application. However, future work will develop a metric to define the number of
voxels categories, which could optimize the classification of the voxels.
7.3 Comparison Methods
In the following, we outline two state-of-the-art interest point detectors, which we re-
viewed in Chapter 2: 3D-Harris, and 3D-SIFT.
7.3.1 3D-Harris
Sipiran et al. [208] adopt the 2D corner detection method of Harris and Stephens. The
extension method is based on first order derivatives along two orthogonal directions on
the 3D surface.
1. A 2× 2 matrix may be constructed for each vertex of the 3D mesh from the deriva-
tives. The derivatives are obtained by fitting a quadratic surface to a neighborhood
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of the vertex. The neighborhood around each vertex is defined and the centroid of
the points in the neighborhood is calculated.
2. In order to achieve rotation invariance of the local coordinate frame, a PCA-
based plane fitting is employed to the point set, and the eigenvector with the
lowest eigenvalue corresponds to the normal of the fitting plane. The points set
rotated, thus, the normal coincides with the z-axis of the local coordinate frame.
As the vertex of analysis needs to coincide with the origin, the points are then
re-translated.
3. After these transformations, a quadratic surface is fitted to the surface patch. The
Harris operator values at all the vertices of the 3D mesh are calculated, and the
local maxima are selected, taking into consideration the 1-ring neighborhood of
a vertex. A vertex is determined as a local maxima if the Harris response of the
given vertex is higher than those of all its immediate neighbors. However, only a
constant fraction of the total number of these local maxima are selected as final
interest points using the 1-ring neighbourhood.
7.3.2 3D-SIFT
The SIFT technique has also been adapted by Godil et al. [207] in to 3D. The authors
described a 3D-SIFT operation on 3D voxel space. A scale space is constructed by
applying 3D Gaussian filters with increasingly large scales to the voxelized model after
voxelization, which is similar to the SIFT approach. A binary function is denoted on
the voxelized model; then each layer of the scale space is represented by its convolution
with a 3D Gaussian function. The Difference of Gaussian for each level is computed
by subtracting the original model from the scaled model at the corresponding level. By
searching the DoG space in both spatial and scale dimensions, the extrema points are
detected. The extrema points are declared as interest points if they are located on the
surface. Finally, the locations of the interest points are mapped back to the original
mesh, and the closest vertices are marked as final interest points.
Note: In this experiment, for the purposes of fair comparison, we only consider the
points that are locally distinctive to be points of interest in both the 3D-Harris and 3D-
SIFT methods, as our VBS-guided and RBS-guided interest point detection only select
points from salient regions. As a result, these points are able to show the local distinctive
region, but lack the ability to represent the global shape. Thus, in this proposal, only the
points with higher saliency will be designated as interest points: therefore, some portions
of the surface do not have interest points. Furthermore, as we aim to claim that saliency-
guided interest points detection is more accurate than the non-saliency guided interest
Chapter 7. Saliency-guided Interest Points Detection 166
points detection, we only chose the interest points detection method (3D-Harris and 3D-
SIFT), which are without saliency knowledge involved in this chapter for comparative
study.
7.4 Evaluation Criteria: Repeatability
The most important quality of a keypoint detector is its repeatability. Repeatability
rate is defined as the percentage of the detected points that are common in two differ-
ent instances of a scene or objects. This characteristic accounts for the ability of the
detector to find the same set of salient points on different instances of a given model,
where the differences may be due to noise corruption, change of viewpoint, partial oc-
clusions/missing parts, or a combination of these nuisances.
A repeatability criterion was first proposed by Schmid et al. [274], to be used to evaluate
2D keypoint detectors. Similarly, repeatability is also used in evaluation of 3D salient
points detection. Repeatability is the geometrical stability of the corresponding interest
points among multiple input data taken under varying conditions. The SHREC’10 [275]
and SHREC’11 [276] robust feature detection and description benchmarks use the re-
peatability rate as the evaluation criterion under a variety of transformations. Once
the correspondence of the points in a sequence has been established, we can define the





where np is the number of interest points found from a model captured from another
viewpoint, or noise-corrupted by different methods, and npr is the number of interest
points detected from a model captured from a particular viewpoint, or original model
(reference model). For a perfect detector, rep = 1: i.e., it detects the same interest
points in the first and last viewpoints.
In order to evaluate the repeatability of our detected interest points, we investigate our
saliency-guided interest points detection approach under different variations of input
data: change of viewpoint, and noise corruption. The same as the saliency-guided
simplification, the input data are also from the OSU and the SRID. Our saliency-guided
interest points detection method is also compared with two state-of-the-art 3D surface
point detectors: 3D-Harris [208], and 3D-SIFT [207]. In addition, in order to achieve a
fair comparison, we select the 1% number of vertices as interest points from the original
object. In practice, we have already collected the coordinates of each vertex from whole
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3D model. Thus, whether the two points are repeatable may be determined from the
coordinates information of detected points under two instances of data transformation.
Figure 7.5 shows the outcomes of the different 3D interest point detectors on models
buddha, rick-face, duck and frame as detected by four different methods. From the
standpoint of visual appearance, each of the methods has the capacity to detect points
from the areas with a high density of local details. As we have no ground truth of interest
point detection with which to measure their relative accuracy of detection, we cannot
determine whether our method achieves results comparable to those of its competitors.
Instead, in order to evaluate the proposed and other interest point detectors, we will
study the degree of repeatability of their detection of interest points under the conditions
of change of viewpoint and noise corruption.
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(a) (b) (c) (d)
Figure 7.5: Interest points detection employing different methods. (a) 3D-SIFT; (b)
3D-Harris; (c) VBS; (d) RBS.
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7.4.1 Effect of Change of Viewpoint
This experiment evaluates the susceptibility of the proposed detector and its competitors
in response to change of viewpoint. Models buddha, lobster and duck were subjected to
a rotation of θ at intervals of 20◦ around an unknown rotation axis, and model pat-face
was subjected to a 36◦ rotation angle. We set one of the images as the reference image,
and calculated the repeatability of interest points from four alternative viewpoints, of
which two viewpoints were anti-clockwise rotated and two viewpoints were clockwise
rotated. Figure 7.6 and Figure 7.7 show the results of these rotations of model lobster
and dinosaur from different range image datasets.
In this section, the following datasets were selected to validate the robustness of the
proposed interest points detection method and its competitors (reference viewpoints are
in underline and bold type):
A. OSU range image dataset:
• buddha: 320◦, 340◦, 0◦, 20◦, 40◦.
• lobster: 60◦, 80◦, 100◦, 120◦, 140◦.
• duck: 320◦, 340◦, 0◦, 20◦, 40◦.
B. SRID range image dataset:
• dinosaur: view 31, view 32, view 33, view 34, view 35.
• isis: view 34, view 35, view 36, view 37, view 38.
• copter: view 16, view 17, view 18, view 19, view 20.
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Figure 7.6: Sample of five scans of model lobster from OSU database, subjected to
rotations at intervals of 20◦, from 60◦ to 140◦ around an unknown rotation axis followed
by a translation. The middle scan is set as the reference scan (100◦). Two scans were
anti-clockwise rotated and two scans were clockwise rotated.
Figure 7.7: Sample scans of object dinosaur from the SRID database with different
viewpoints. The middle scan is set as the reference scan (view 34). Two scans were anti-
clockwise rotated, and two scans were clockwise rotated around an unknown rotation
axis followed by a translation.
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Figure 7.8 - Figure 7.10 and Figure 7.12 - Figure 7.14 show the comparison of our meth-
ods with 3D-Harris and 3D-SIFT under change of viewpoint in two different datasets.
Each of the methods has the capability to detect points from the areas with a high
density of local details. The top two rows are the detected interest points as found
using VBS and RBS saliency detection. It may be seen that the interest points remain
consistently detected, such as the mouth and eyes region of buddha in Figure 7.8, bumpy
areas of lobster in Figure 7.9, wing region of duck in Figure 7.10, extremities of dinosaur
Figure 7.12, face of isis Figure 7.13 and propeller blade of copter in Figure 7.14 because
the salient regions are steadily detected under different rotation angles by both the VBS
and RBS saliency detection methods. However, on careful observation of model buddha
in Figure 7.8, it will be noted that, in the case of the VBS approach, only a few points
are detected as of interest in the mouth region, as this region is detected as a salient
discontinuity: according to our points selection criteria, this method may fail to detect
the interest points when the resolution of voxelization is low.
3D-Harris and 3D-SIFT may not detect repeatable points under change of viewpoint due
to different points detection criteria: this is shown in the bottom two rows of Figure 7.8 -
Figure 7.10 and Figure 7.12 - Figure 7.14. In order to illustrate the ability of these four
methods to detect the same point under different transformations, the repeatabilities
are demonstrated.
Figure 7.11 and Figure 7.15 show the repeatabilities in response to viewpoint trans-
formation. Most detectors show excellent tolerance with small degrees of rotation of
viewpoint, such as 20◦. For the model buddha, RBS achieves repeatability rates around
0.8, as shown in Figure 7.11: VBS produces a 0.75 repeatability rate, 3D-SIFT a 0.6
repeatability rate, and 3D-Harris only 0.43.
Looking at the repeatabilities of model dinosaur in Figure 7.15, it may be seen that,
overall, on the curves of the figure, the RBS produces the most stable results, the
difference of repeatability between reference and neighboring views being only around
0.2. By contrast, in the case of the 3D-Harris and 3D-SIFT detectors, the curve changes
dramatically with change of detector, the difference of repeatability between these two
neighboring views being around 0.35.
Moreover, with increasing rotation angles of viewpoint, repeatability rates fall, since the
larger the rotation angles of viewpoint, the smaller the number of overlapped points.
For instance, in Figure 7.11 we see that RBS is able to find approximately 70% of the
overlapping points in the model with a rotation angle of viewpoint difference of 40◦ on
model lobster. The second-best performer is VBS, which achieves an accuracy of 60%,
as much as 10% lower than RBS. The repeatability rate of 3D-Harris is 0.55, which is
15% lower than RBS and 5% weaker than VBS. This is because 3D-Harris relies heavily
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on the selection of parameters,, such as the number of rings around each vertex, and the
constant fraction of the total number of vertices with the highest Harris response. It
proved to be difficult to find the appropriate parameters during our reimplementation:
as a result, the rate at which interest points were falsely detected was increased.
The worst-performing approach in this case is 3D-SIFT, which reports only 55% of
overlapping points - a reduction of almost 30% compared with RBS. Because it makes
use of a coarse voxel structure, 3D-SIFT sometimes locates interest points onto in-
significant regions. Moreover, the strategy of 3D-SIFT seeks to avoid detecting points
from the boundaries and edges: as a result, it did not well-localize the finer interest
points. In summary, the proposed method achieves the best performance under change-
of-viewpoint transformation.
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(a) (b) (c)
Figure 7.8: Model buddha subject to a rotation of θ, at intervals of 20◦ and 40◦ around
an unknown rotation axis followed by a translation. These transformations are used to
test the robustness of the proposed method when applied to interest points selection.
Top row: RBS. Second row: VBS. Third row: 3D-Harris. Bottom row: 3D-SIFT. (a)
Reference viewpoint; (b) 20◦ rotated; (c) 40◦ rotated.
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(a) (b) (c)
Figure 7.9: Model lobster subject to a rotation of θ, at intervals of 20◦ and 40◦ around
an unknown rotation axis followed by a translation. These transformations are used to
test the robustness of the proposed method when applied to interest points selection.
Top row: RBS. Second row: VBS. Third row: 3D-Harris. Bottom row: 3D-SIFT. (a)
Reference viewpoint; (b) 20◦ rotated; (c) 40◦ rotated.
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(a) (b) (c)
Figure 7.10: Model duck subject to a rotation of θ, at intervals of 20◦ and 40◦ around
an unknown rotation axis followed by a translation, are used to test the robustness of
the proposed method when applied to interest points selection. Top row: RBS. Second
row: VBS. Third row: 3D-Harris. Bottom row: 3D-SIFT. (a) Reference viewpoint; (b)
20◦ rotated; (c) 40◦ rotated.
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Figure 7.11: Repeatability of interest points on OSU models with different detectors
under different rotation angles of θ: ±20◦ and ±40◦. From top to bottom: buddha;
lobster; duck.
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Figure 7.12: Model dinosaur imaged from three different viewpoints: (left to right
in each row) view 31, view 32, and view 33. View 33 is set as the reference view in our
experiment. The other views were captured by a rotation of the reference view with
of 20◦ and 40◦ around an unknown rotation axis followed by a translation. Top row:
RBS. Second row: VBS. Third row: 3D-Harris. Bottom row: 3D-SIFT.
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Figure 7.13: Model isis imaged from three different viewpoints: view 34, view 35,
and view 36. View 36 is set as the reference view in our experiment. The other views
were captured by a rotation of the reference view of 20◦ and 40◦ around an unknown
rotation axis followed by a translation. Top row: RBS. Second row: VBS. Third row:
3D-Harris. Bottom row: 3D-SIFT.
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Figure 7.14: Model copter imaged from three different viewpoints: view 16, view 17,
and view 18. View 18 is set as the reference view in our experiment. The other views
were captured by a rotation of the reference view of 20◦ and 40◦ around an unknown
rotation axis followed by a translation. Top row: RBS. Second row: VBS. Third row:
3D-Harris. Bottom row: 3D-SIFT.
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Figure 7.15: Repeatability of interest points on SRID models with different detectors
under different rotation of θ: ±20◦ and ±40◦. From top to bottom: dinosaur; isis;
copter.
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7.4.2 Effect of Noise Corruption
In order to validate the robustness of our saliency-guided interest points detection meth-
ods, different levels of random Gaussian white noise with a standard deviation of σ were
added to the original data. After the surface is noise-corrupted, the local topology
around a vertex changes considerably. As a result, the regions of a noisy surface de-
tected as salient may differ from those detected from the uncorrupted original. However,
it may be seen that our method can still distinguish salient from non-salient regions in
the presence of a considerable amount of noise. After comparison, it may be observed
that the regions estimated as salient from noisy data and clean data remain almost the
same.
Figure 7.16 - Figure 7.18 and Figure 7.20 - Figure 7.22 illustrate the interest points
detected by the RBS- and VBS-guided methods and other two comparitive methods 3D-
Harris and 3D-SIFT, from different levels of noise corruption of the surface. Figure 7.16
- Figure 7.18 indicate interest points detection on the OSU dataset. All of the methods
are able to detect the interest points from the local distinctive regions with low level
of noise: σ = 0.1. However, the 3D-Harris and 3D-SIFT start to detect points from
non-salient region as interest when the noise level is increased to σ = 0.2 and σ = 0.3.
For example, in Figure 7.16, the 3D-Harris select point from the forehead are of the
buddha with σ = 0.3, and in the lobster case of Figure 7.17, the bumpy area are also
missed points selection. In Figure 7.18, the 3D-Harris and 3D-SIFT detectors select the
points as interest from the flatter region of duck, but lack of selection from the portion
where should be more important, the eye. Figure 7.20 - Figure 7.22 illustrate the results
on the SRID dataset. All of the detectors show excellent tolerance with low level noise
corruption. With increasing the noise level, the detected interest points by 3D-Harris
and 3D-SIFT are starting to distribute on the non-salient region, such as the skirt area of
isis in Figure 7.21. However, it can be senn that our methods, especially RBS, still can
select interest points from the local distinctive area, such as the eye region of dinosaur
in Figure 7.20, propeller blade of copter in Figure 7.22.
In order to show the robustness of our saliency-guided points detectors under different
levels of noise corruption, the repeatability rates of their interest points are also reported,
in Figure 7.19 and Figure 7.23. These results were obtained by adding different levels of
Gaussian noise: as the Gaussian noise is generated randomly, we ran the experiment 10
times at each noise level, and report the average repeatability rate. As we expected, the
presence of noise affects repeatability: as the σ increases, the repeatability rates decrease
for all the detectors. For example, the case of model buddha in Figure 7.19 shows that
when σ = 0.1, the surface is only slightly corrupted by noise, and the 3D-SIFT achieves
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a high repeatability rate of 0.7: but this is still inferior to that of RBS and VBS, whose
rates are 0.73 and 0.75. 3D-Harris produces the lowest rate in this case, at only 0.6.
Figure 7.23 demonstrates the repeatability rate of copter. The rates achieved by VBS,
RBS, and 3D-SIFT are very similar at all three of these noise levels. 3D-Harris performs
worst, giving results 25% lower than RBS when σ = 0.1, 21.4% lower than RBS when
σ = 0.2, and 36.5% lower than RBS when σ = 0.3.
Overall, 3D-SIFT presents a relatively weaker tolerance than the proposed methods,
since 3D-SIFT works on a coarse voxel structure, and sometimes locates interest points
from insignificant regions. Moreover, a scalar function is built in 3D-SIFT: this scalar
function is obtained by mean and Gaussian curvature, and the curvature is known to
be sensitive to noise. 3D-Harris aims to find areas of high curvature, and tends in
consequence to find fewer features and more sharp corners [208]. In addition, 3D-Harris
does not locate interest points over flat or smooth regions, but is excessively sensitive
to corners and ridges, producing multiple interest points around the corners of the
object [208]. In general, corner detection approaches are relatively less robust to noise.
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(a) (b) (c)
Figure 7.16: Interest points detected at different noise levels on model buddha. From
left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-based
method; VBS-based method; 3D-Harris; and 3D-SIFT.
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(a) (b) (c)
Figure 7.17: Interest points detected at different noise levels on model lobster. From
left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-based
method; VBS-based method; 3D-Harris; and 3D-SIFT.
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(a) (b) (c)
Figure 7.18: Interest points detected at different noise levels on model duck. From
left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-based
method; VBS-based method; 3D-Harris; and 3D-SIFT.
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Figure 7.19: Repeatability of interest points on OSU models, respectively, with differ-
ent detectors applied under different noise levels. From top to bottom: buddha; lobster;
duck.
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(a) (b) (c)
Figure 7.20: Interest points detected at different noise levels on model dinosaur.
From left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-
based method; VBS-based method; 3D-Harris; and 3D-SIFT.
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(a) (b) (c)
Figure 7.21: Interest points detected at different noise levels on model isis. From
left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-based
method; VBS-based method; 3D-Harris; and 3D-SIFT.
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(a) (b) (c)
Figure 7.22: Interest points detected at different noise levels on model copter. From
left to right: (a) σ = 0.1; (b) σ = 0.2; (c) σ = 0.3. From top to bottom: RBS-based
method; VBS-based method; 3D-Harris; and 3D-SIFT.
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Figure 7.23: Repeatability of interest points on SRID models, respectively, with
different detectors applied under different noise levels. From top to bottom: dinosaur;
isis; copter.
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7.5 Summary
In the case of two saliency-guided applications, we have analysed their interest point
detection performance. We have proposed a simple but effective points detector, which
operates in three steps: extraction of the salient regions; voxelization of the extracted
salient regions; and point selection determined by the entropy of each voxel.
The 3D-Harris and 3D-SIFT methods were re-implemented for purposes of comparison
with the proposed saliency-guided points detectors. The repeatability rate was employed
to illustrate the ability of the detectors to find the same set of points on different instances
of a given model. In our project, the differences were due to noise corruption and change
of viewpoint. Comparison of the repeatability rates clearly showed that the performances
of 3D-Harris and 3D-SIFT are affected by rotation and noise. The same interest points
may hardly be detected again after such data transformations. It is noticeable that
both evaluation methods agree in indicating that the proposed saliency-guided points
detectors are the most suitable detectors in the context of the experiments that have
been performed. The 3D-Harris is not invariant to rotation - which is a limitation
in most 3D applications. 3D-SIFT is sensitive to noise corruption. Overall, the RBS
saliency-guided detector has the best performance in the case of both noise corruption
and change of viewpoint. That is because the proposed saliency detection is robust to
both forms of data transformation (see Chapter 6), and the points detector relies purely




In this final chapter, we present the summary of this thesis and the conclusions drawn
from the presented work. The main contributions and novel aspects of our research are
summarised. At the end of this chapter, a list of our publications related to this thesis
is provided.
8.1 Summary
In this dissertation, we explored techniques for estimating the saliency region from
different 3D database models. The whole work was divided into four phases: sur-
face smoothing, Retinex-based importance feature estimation, saliency detection, and
saliency-guided applications. Our main focus has been on detecting the important,
salient regions of 3D models, and proposing 3D applications based on those detected
salient regions.
We started with a brief introduction of the research topics under investigation in this
thesis: the background of the 3D imaging and data representation techniques, the chal-
lenges we are facing in the form of the massive increases in data size, and the way to
address these problems - a saliency-guided method. A review of the relevant literature
was carried out in the following chapter. As the proposed project is a framework which
combines multiple 3D techniques, we studied the existing approaches of 2D/3D saliency
detection, surface smoothing, segmentation, simplification, and interest points detection.
From these reviews, we summarised the research challenges and concluded that it is still
well worthwhile to develop more effective and robust methods for each step.
In order to build a complete framework for saliency detection on 3D surfaces, we first de-
veloped an extended non-local means filter-based smoothing method as a pre-processing
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step (Chapter 4). This smoothing algorithm has the ability to remove noise and smooth
the surface, but retains the local features. Subsequently, in order to develop a more
effective feature for saliency detection, we proposed the Retinex-based Importance Fea-
ture (Chapter 3) and Relative Distance metric (Chapter 5), which were obtained from
the geometric and perceptual properties of the model. For saliency detection on 3D
shapes, we developed two methods: vertex-based saliency detection (VBS) and region-
based saliency detection (RBS). The VBS algorithm was inspired by the mesh saliency
method. However, two new feature channels were estimated: RIF and RD. This method
not only takes into consideration the geometry of the surface, but also takes into account
the vagaries of human visual perception. The RBS algorithm is an extension beyond the
VBS, as the detection of vertex-based saliency is affected by occlusion and holes. The
RBS algorithm consisted of local and global information to estimate the saliency.
Finally, the detected salient regions were used as important factors for two 3D applica-
tions: simplification, and interest points detection. In the simplification application, the
resulting simplified surfaces, which were guided by salient regions detected by the two
proposed methods, had well-preserved the important local features. From the viewpoint
of mesh errors, smaller RMSE and Metro errors were achieved by the proposed methods.
In the case of the application for the detection of interest points, the proposed methods
have the capability to select the interest points robustly under different interruptions
from external factors. The repeatability rates also showed that the proposed methods
are more stable and effective than the competitors.
8.2 Contributions
The main contributions and novel aspects of this thesis are summarised as follows:
First, we have presented an extensive literature review on 3D techniques that were in-
volved in our saliency detection work. This includes 2D and 3D saliency detection,
smoothing, Retinex-based image enhancement, simplification, and interest points detec-
tion. The main points of all the reviewed approaches were described and summarised.
Second, a new smoothing method for 3D surfaces was developed by extending the non-
local means filter, which was originally applied only to 2D images. 2D images usually
have a regular structure, which in most cases is not true for a mesh, due to variations
of sampling density in the range scanning process. Therefore, in our work, we employ
an alternative approach to define a regular structure in order to obtain the similarity
kernel of non-local means on a 3D mesh: the B-Spline surface. The advantage of using
B-spline surfaces is that the underlying control net is topologically similar to the image
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grid structure. The proposed smoothing methods well-preserve the local details and
global shapes. The mesh errors between original and smoothed versions were also much
lower than was the case for the competitive methods. The corresponding work has been
published in [225].
Third, two new feature channels for saliency estimation were proposed: relative distance
(RD), and Retinex-based importance feature (RIF). Most saliency detection systems
require one or more features from the 2D image or 3D shape to generate the saliency,
such as the color, intensity, orientation, curvature, or shape index. The RD and RIF are
based on the surface geometry, and human visual perception respectively. As a measure,
RD has the ability to describe the local type of shape as a continuous parameter, and
has the ability to represent the concave and convex rejoin significantly. RIF combines
the information of human visual perception with that of the surface geometry, and gives
a surface representation more informative to the human eye. The corresponding works
have been published in [277, 278, 279].
Fourth, a novel saliency detection method has been developed: vertex-based saliency
(VBS). The proposed vertex-based saliency measure is inspired by Lee’s mesh saliency
technique. This method differs from mesh saliency in making use of two other surface
invariants to replace the multi-scale curvature analysis: the Retinex-based importance
feature (RIF), and relative distance (RD), as we set out in Chapter 4. Together, these
measures capture all the important aspects of the total information: the geometry of
the surface. Thus, the proposed vertex-based method not only considers the geometry,
but also takes into account the vagaries of human visual perception. The corresponding
works have been published in [225, 256, 280].
Fifth, another novel saliency detection - region-based saliency (RBS) - was provided by
extension from our work on VBS. The detection capability of VBS method is affected
by occlusion and holes, and considered in isolation cannot guarantee completeness of
the salient regions: in other words, they create fragmented regions. In estimating the
saliency, they usually only consider local information: as a result, the yielded salient
region may lose global information, which sometimes leads to unfavorable results, such
as incomplete detection of salient regions. To this end, the RBS is proposed for superior
stability and continuity. The strategy of the RBS is that it divides the original surface
into regions, or patches, to which vertices are attached to improve saliency detection.
This region-based method considers both local details, and the global shape information.
Thus, it provides more reliable performance results. The corresponding works have been
published in [225, 281].
Sixth, we demonstrated that surface saliency is useful for 3D surface applications that
benefit from detection of the important regions of the surface. Surface simplification
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was generated by focusing on these salient regions. Most of the existing simplification
techniques are geometrically-based, which risks making further processing pointless, as
the distinguishing characteristics of the object are rapidly lost. The goal of saliency-
guided simplification is to delay the simplification of the salient parts of the surface,
while strengthening simplification of the non-salient regions. In other words, this sim-
plification approach preserves distinctive features better than other geometrically-based
approaches: the distinctive features of each model should be simplified less than the rest
of the mesh. The corresponding works have been published in [225, 256, 280].
Seventh, a saliency-guided interest points detection was implemented. The interest
points were detected from the salient regions. Most existing methods focus on the
geometric properties, such as curvature. However, the keypoints represent interesting
information at fine scales and thus, may be sensitive to noise and other transformations.
It was necessary to find larger interesting structures to overcome this problem. In our
work, we detect the interest points using the detected salient regions. Our saliency detec-
tion methods are robust to change of viewpoint and noise corruption, and they have the
ability to detect the same salient regions of the model under different data transforma-
tion instances. For this reason, according to our points detection criteria, the proposed
points detector would detect the same interest points under data transformations. The
corresponding works have been published in [278, 281].
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