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Abstrat
Convergene rates results for Tikhonov regularization of nonlinear ill-posed op-
erator equations in abstrat funtion spaes require the handling of both smoothness
onditions imposed on the solution and strutural onditions expressing the hara-
ter of nonlinearity. Reently, the distinguished role of variational inequalities holding
on some level sets was outlined for obtaining onvergene rates results. When lower
rates are expeted suh inequalities ombine the smoothness properties of solution
and forward operator in a sophistiated manner. In this paper, using a Banah spae
setting we are going to extend the variational inequality approah from Hölder rates
to more general rates inluding the ase of logarithmi onvergene rates.
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inequalities, sour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1 Introdution
With the monograph [8℄ Charles Groetsh presented an extremely well-readable in-
trodution to the theory of Tikhonov regularization of ill-posed operator equations in
Hilbert spaes. For linear ill-posed problems in that book the ingredients and onditions
for obtaining onvergene rates, the role of soure onditions and the phenomenon of sat-
uration are outlined. The ill-posedness of a linear operator equation desribing an inverse
problem with `smoothing' forward operator in Hilbert spaes orresponds with the fat
that the Moore-Penrose inverse of the forward operator is unbounded and only densely
dened on the image spae. In that sense, solving linear ill-posed problems based on
∗
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noisy data an be onsidered as the appliation of that unbounded operator to suh data
elements. For further theoreti extensions we refer to the reent monograph [9℄. In 1989
Engl, Kunish, and Neubauer published a seminal paper [5℄ on onvergene rates re-
sults for the Tikhonov regularization of nonlinear ill-posed problems in the Hilbert spae
setting (see also [4, Chapter 10℄). After the turn of the millennium motivated by spei
appliations, for example in imaging, there ourred numerous publiations on the Ba-
nah spae treatment of linear and nonlinear operator equations inluding onvergene
rates results (see, e.g., [1, 7, 20, 23, 24, 27℄). Initiated by the paper [2℄ of Burger and
Osher Bregman distanes were systematially exploited for evaluating the regularization
error. Beause of a ompletely dierent methodology for obtaining onvergene rates in
(generalized) Tikhonov regularization we have to distinguish low rate results up to Breg-
man errors of order O(δ) for the noise level δ > 0 and enhaned rate results up to the
Bregman saturation order O(δ4/3). Reently, in the papers [13, 16℄, moreover in [6, 12℄, in
the thesis [22℄ and in the monograph [25℄ by Sherzer et al. the distinguished role of
variational inequalities for proving low rate onvergene rates of Hölder type was worked
out. This paper tries to extend the variational inequality approah to obtain more general
Bregman rates of form O(ϕ(δ)) with onave index funtions ϕ. This inludes the ase of
logarithmi onvergene rates (see the papers [17, 18℄ by Hohage and Kaltenbaher).
The paper is organized as follows: In Setion 2 we present a general setting of Tikhonov
type variational regularization with onvex stabilizing penalty funtional and stritly on-
vex index funtion of the residual norm that haraterize with positive some regularization
parameter the sum funtional to be minimized for obtaining stable approximate solutions
of the nonlinear ill-posed problem under onsideration in a Banah spae setting. The
standing assumptions of the setting and assertions on weak onvergene and level sets
are also outlined in Setion 2. The subsequent Setion 3 disusses strutural onditions
on the nonlinearity of the problem and soure onditions as well as approximate soure
onditions imposed on the solution. The rst main result yielding an extension of the
variational inequality approah from onvergene rates results of Hölder type to results
for general onvex index funtions is formulated and proven as Theorem 4.3 in Setion 4.
As an essential ingredient the proof applies a generalization of Young's inequality. The
seond main result will be given in the onluding Setion 5 by the ouple of Theorems 5.1
and 5.2 that provide us with suient onditions for obtaining the more general varia-
tional inequalities required in Theorem 4.3. The anonial soure ondition for low rates
in Banah spaes and distane funtions for measuring its violation form the basis for
that onditions.
2 Problem setting and assumptions
In this paper, ill-posed operator equations
F (x) = y (2.1)
are under onsideration, where the operators F : D(F ) ⊆ X → Y with domain D(F ) are
mapping between real Banah spaes X and Y , respetively. For some noise level δ ≥ 0
let yδ denote noisy data of the exat right-hand side y = y0 ∈ F (D(F )) with
‖yδ − y‖Y ≤ δ . (2.2)
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Based on that data we onsider stable approximate solutions xδα as minimizers of the
(generalized) Tikhonov type funtional
T δα(x) := ψ(‖F (x)− yδ‖Y ) + αΩ(x) (2.3)
with a mist funtion ψ : [0,∞) → [0,∞) and a penalty funtional Ω : D(Ω) ⊆ X →
[0,∞). The set of admissible elements for the minimization of (2.3) is the intersetion
D := D(F ) ∩ D(Ω) of the ourring domains.
Index funtions play a entral role in our onsiderations. Originally oming from the
theory of variable Hilbert sales and expressing the funtion-valued index of suh a sale
element (see [10, 14℄) we use this onept as follows:
Denition 2.1 We all a real funtion η : [0,∞) → [0,∞) (and also its restrition to
any segment [0, a] (0 < a <∞)) index funtion if it is ontinuous and stritly inreasing
with η(0) = 0.
Note that for index funtions η, η1, η2 also the inverse funtion η
−1
and the antideriva-
tive Θ(s) :=
s∫
0
η(t)dt are index funtions, furthermore also all positive linear ombinations
λ1η1 + λ2η2 (λ1, λ2 ≥ 0, λ21 + λ22 > 0) and ompositions η1 ◦ η2.
Throughout this paper we make the following assumptions:
Assumption 2.2
1. X and Y are Banah spaes with topologial duals X∗ and Y ∗, respetively, where
‖ · ‖X , ‖ · ‖Y and 〈·, ·〉X∗,X and 〈·, ·〉Y ∗,Y denote the assoiated norms and dual
pairings. In X and Y we onsider in addition to the strong onvergene → based
on norms the weak onvergene ⇀ based on the weak topology.
2. F : D(F ) ⊆ X → Y is weakly-weakly sequentially ontinuous and D(F ) is weakly
sequentially losed, i.e.,
xk ⇀ x in X with xk ∈ D(F ) =⇒ x ∈ D(F ) and F (xk) ⇀ F (x) in Y.
3. The set D(Ω) is onvex and the funtional Ω is onvex and weakly sequentially lower
semi-ontinuous.
4. The domain D := D(F ) ∩ D(Ω) is non-empty.
5. For every α > 0, c ≥ 0, and for the exat right-hand side y = y0 of (2.1), the sets
Mα(c) :=
{
x ∈ D : T 0α(x) ≤ c
}
(2.4)
are weakly sequentially pre-ompat in the following sense: every sequene {xk}∞k=1
in Mα(c) has a subsequene, whih is weakly onvergent in X to some element from
X.
3
6. ψ : [0,∞) → [0,∞) is an index funtion with the property that there exist a =
a(ψ) > 0, b = b(ψ) > 0 fullling
ψ(u+ v) ≤ aψ(u) + bψ(v) ∀u, v ∈ [0,∞). (2.5)
One should notie that item 6 in Assumption 2.2 is fullled in ase ψ : [0,∞)→ [0,∞)
is a p-homogeneous (with p > 0) and onvex index funtion. We reall the ψ is said to
be p-homogeneous (with p > 0) whenever for all x ∈ [0,+∞) and all t ≥ 0 it holds
ψ(tx) = tpψ(x).
Under the stated assumptions existene and stability of regularized solutions xδα an
be shown in the lines of the proof of [25, Theores 3.22 and 3.23℄ (see also [13, Setion 3℄).
For the onvex funtional Ω with subdierential ∂Ω regularization errors in a Banah
spae setting are frequently measured by means of Bregman distanes
Dξ(x˜, x) := Ω(x˜)− Ω(x)− 〈ξ, x˜− x〉X∗,X , x˜ ∈ D(Ω) ⊆ X ,
at x ∈ D(Ω) ⊆ X and ξ ∈ ∂Ω(x) ⊆ X∗. The set
DB(Ω) := {x ∈ D(Ω) : ∂Ω(x) 6= ∅}
is alled Bregman domain. An element x† ∈ D is alled an Ω-minimizing solution to (2.1)
if
Ω(x†) = min {Ω(x) : F (x) = y, x ∈ D} <∞ .
Suh Ω-minimizing solutions exist under Assumption 2.2 if (2.1) has a solution x† in D.
This an be shown in analogy to the proof of [25, Lemma 3.2℄.
We lose this setion by proving that the regularized solutions assoiated with data
possessing a suiently small noise level δ belong to a level set like the one in (2.4), pro-
vided that the regularization parameters α = α(δ) are hosen suh that weak onvergene
to Ω-minimizing solutions x† is enfored.
Proposition 2.3 Consider an a priori hoie α = α(δ) > 0, 0 < δ < ∞, for the
regularization parameter in (2.3) depending on the noise level δ suh that
α(δ)→ 0 and ψ(δ)
α(δ)
→ 0. (2.6)
Provided that (2.4) has a solution x† in D then under Assumption 2.2 every sequene
{xn}∞n=1 := {xα(δn)}δn}∞n=1 of regularized solutions orresponding to a sequene {yδn}∞n=1
of data with limn→∞ δn = 0 has a subsequene {xnk}∞k=1, whih is weakly onvergent in
X, i.e. xnk ⇀ x
†
and its limit x† is an Ω-minimizing solution of (2.4) with Ω(x†) =
limk→∞Ω(xnk).
For given αmax > 0, let x
†
denote an Ω-minimizing solution of (2.4). If we set
ρ = αmax(1 + Ω(x
†)), (2.7)
then we have x† ∈Mαmax(ρ) and there exists some δmax > 0 suh that
xδα(δ) ∈Mαmax(ρ) for all 0 < δ ≤ δmax. (2.8)
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Proof: The rst part of the proposition an be proved in the same manner as [25,
Theorem 3.26℄. Here the properties of the index funtion ψ play a determinant role.
We ome now to the seond part of the above statement and onsider an αmax > 0.
Beause of (2.6) there exists some δmax > 0 suh that α(δ) ≤ αmax and ψ(δ)α(δ) ≤ min{12 , 12b}
for all 0 < δ ≤ δmax. In the following we write for simpliity α instead of α(δ).
For all 0 < δ ≤ δmax, by (2.5), it holds
T 0αmax(x
δ
α) = ψ(‖F (xδα)− y‖Y ) + αmaxΩ(xδα) ≤ aψ(‖F (xδα)− yδ‖Y ) + bψ(δ) + αmaxΩ(xδα)
= a[ψ(‖F (xδα)− yδ‖Y ) + αΩ(xδα)] + bψ(δ) + (αmax − aα)Ω(xδα)
≤ aT δα(x†) + bψ(δ) + (αmax − aα)Ω(xδα) ≤ (a+ b)ψ(δ) + aαΩ(x†) + (αmax − aα)Ω(xδα).
On the other hand, from T δα(x
δ
α) ≤ T δα(x†) it yields Ω(xδα) ≤ ψ(δ)α + Ω(x†). Consequently,
T 0αmax(x
δ
α) ≤ (a+ b)ψ(δ) + aαΩ(x†) +
(αmax
α
− a
)
ψ(δ) + (αmax − aα) Ω(x†)
= bψ(δ) +
αmax
α
ψ(δ) + αmaxΩ(x
†) ≤ αmax(1 + Ω(x†)) = ρ.
3 Soure onditions and strutural onditions of non-
linearity for the Banah spae setting
To obtain onvergene rates for Tikhonov regularized solutions in the ase nonlinear ill-
posed problems an appropriate interplay of solutions smoothness, if possible expressed by
soure onditions for x†, and of the struture of nonlinearity of F in a neighborhood of
x† is required. In this ontext, we are going to restrit the situation a little bit more as
follows:
Assumption 3.1
1. F,Ω,D, X and Y satisfy the Assumption 2.2.
2. Let x† ∈ D be an Ω-minimizing solution of (2.1).
3. The operator F is Gâteaux dierentiable in x† with the Gâteaux derivative
F ′(x†) ∈ L(X, Y ) (L(X, Y ) denotes the spae of bounded linear operators from X
to Y ).
4. The funtional Ω is Gâteaux dierentiable in x† with the Gâteaux derivative
ξ = Ω′(x†) ∈ X∗, i.e., x† ∈ DB(Ω) and the subdierential ∂Ω(x†) = {ξ} is a
singleton.
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In the ase of Hilbert spaes X and Y by spetral theory one an onsider bounded
linear operators η(F ′(x†)∗F ′(x†)) ∈ L(X,X) for any index funtion η based on the fat
that with the Hilbert spae adjoint F ′(x†)∗ ∈ L(Y,X) of F ′(x†) ∈ L(X, Y ) the operators
F ′(x†)∗F ′(x†) ∈ L(X,X) are non-negative and self-adjoint and this property arries over
to the operators η(F ′(x†)∗F ′(x†)). For Banah spaes X and Y , however, only the Banah
spae adjoint F ′(x†)∗ ∈ L(Y ∗, X∗) of F ′(x†) is available, but F ′(x†)∗F ′(x†) and hene
η(F ′(x†)∗F ′(x†)) are not well-dened. In ontrast to the Hilbert spae setting, where
generalized soure onditions
ξ = η(F ′(x†)∗F ′(x†))v, v ∈ X , (3.1)
an be exploited for arbitrary index funtions η, in our Banah spae only the soure
ondition
ξ = F ′(x†)∗w, w ∈ Y ∗ , (3.2)
expressing a medium smoothness of ξ has anonial harater. We will onsider this as an
upper benhmark soure ondition here aepting that only low and medium onvergene
rates for the regularized solutions are under onsideration. For expressing higher solution
smoothness with respet to the stabilizing funtional Ω duality mappings an be helpful
admitting enhaned onvergene rates. For that we refer for example to the papers [11,
20, 21℄, but we note that the higher soure onditions used there seem to be a little
bit artiial. Searhing for low rate results in Banah spaes X and Y with solution
smoothness limited by (3.2) our main drawbak is the non-existene of generalized soure
onditions (3.1) with onave index funtions η suh that
√
t = O(η(t)) as t → 0. This
lass of index funtions inludes for 0 < ν ≤ 1/2 the monomials
η(t) = tν (t ≥ 0) (3.3)
and for all µ > 0 the family of logarithmi funtions
η(t) =
{
0 (t = 0)
[log(1/t)]−µ (0 < t ≤ e−µ−1) . (3.4)
Sine Shok's paper [26℄ we know that onvergene rates of regularized solutions an be
arbitrarily slow. This orresponds with arbitrarily weak solution smoothness. For example
the very low multiple logarithmi rates for assoiated generalized soure onditions with
index funtion η(t) = log log ... log(1/t) really our in appliations of the Hilbert spae
theory.
One way of ompensating the Banah spae drawbak of missing generalized soure
onditions onsists in applying the method of approximate soure onditions (see [3, 12℄)
whenever ξ fails to satisfy the benhmark soure ondition (3.2) for any w ∈ Y , but the
obviously non-negative and non-inreasing distane funtion
d(R) := inf{‖ξ − F ′(x†)∗w‖X∗ : w ∈ Y ∗, ‖w‖Y ∗ ≤ R} , (3.5)
whih is well-dened for all R ≥ 0, fullls the limit ondition
lim
R→∞
d(R) = 0 . (3.6)
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We notie that on the one hand d : [0,∞)→ [0,∞) is ontinuous, being onvex, and on the
other hand (3.6) is fullled if and only if ξ ∈ R(F ′(x†)∗)‖·‖X∗ . By a separation theorem
one an prove that the latter is guaranteed provided F ′(x†)∗∗ is injetive (respetively,
F ′(x†) is injetive, if X, Y are reexive Banah spaes). For A ∈ L(X, Y ) we denote by
A∗∗ ∈ L(X∗∗, Y ∗∗), dened by 〈A∗∗x∗∗, y∗〉Y ∗∗,Y ∗ = 〈x∗∗, A∗y∗〉X∗∗,X∗ for x∗∗ ∈ X∗∗ and
y∗ ∈ Y ∗, its bi-adjoint operator.
The following lemma will be used in order to guarantee that the distane funtion
dened in (3.5) stritly dereasing.
Lemma 3.2 Let X, Y be reexive Banah spaes and A ∈ L(X, Y ) an injetive operator.
For ξ ∈ X∗ we assume that ξ /∈ R(A∗). Then the distane funtion d : [0,+∞) →
(0,+∞), dened by
d(R) = inf{‖ξ − A∗w‖X∗ : w ∈ Y ∗, ‖w‖Y ∗ ≤ R},
is stritly dereasing.
Proof: First let us notie that for all R ≥ 0 there exists w¯ ∈ Y ∗, ‖w¯‖Y ∗ ≤ R, suh
that d(R) = ‖ξ − A∗w¯‖X∗ . This is beause of the fat that the dual norm funtion
is weak
∗
lower semiontinuous and the unit ball in Y ∗ is weak∗ ompat (Theorem of
Alaoglu-Bourbaki).
Let be R ≥ 0. Next we prove that if for w¯ ∈ Y ∗, ‖w¯‖Y ∗ ≤ R, it holds d(R) =
‖ξ − A∗w¯‖X∗ , then one neessarily must have ‖w¯‖Y ∗ = R. In ase R > 0, this fat is
obvious. Suppose now that R > 0. Indeed, in this ase w¯ is an optimal solution of the
onvex optimization problems
inf
‖w‖Y ∗−R≤0
‖ξ − A∗w‖X∗ .
As the Slater onstraint qualiation is fullled (for w′ = 0 we have ‖w′‖Y ∗ − R < 0),
there exists a Lagrange multiplier λ¯ ≥ 0 suh that (see, for instane, [29, Theorem 2.9.2℄)
λ¯(‖w¯‖Y ∗ −R) = 0
and
0 ∈ ∂(‖ξ − A∗(·)‖X∗ + λ¯(‖ · ‖Y ∗ −R))(w¯).
If we prove that λ¯ > 0, then the assertion follows. We assume the ontrary. This means
that
0 ∈ ∂(‖ξ − A∗(·)‖X∗)(w¯).
Next we evaluate the above subdierential. Let be L : X∗ → R, L(w) = ‖ξ+w‖X∗ . Sine
L is ontinuous, by [29, Theorem 2.8.2℄ we have that
∂(‖ξ − A∗(·)‖X∗)(w¯) = ∂(L ◦ (−A∗))(w¯) = −A(∂L(−A∗w¯)).
As A is injetive,
0 ∈ ∂L(−A∗w¯) = ∂‖ · ‖X∗(ξ −A∗w¯). (3.7)
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For the subdierential of the norm we have the following expressions
∂‖ · ‖X∗(v) = {u ∈ X : ‖u‖X ≤ 1}, if v = 0,
while
∂‖ · ‖X∗(v) = {u ∈ X : ‖u‖X = 1, 〈v, u〉X∗,X = ‖v‖X∗}, if v 6= 0.
By (3.7) it follows that only the rst situation is possible. Consequently, ξ − A∗w¯ = 0.
But this is a ontradition to ξ /∈ R(A∗). Thus λ¯ > 0 and, so, ‖w¯‖Y ∗ = R.
Let us prove now that d is stritly dereasing. To this aim take R1, R2 ∈ [0,+∞) suh
that 0 ≤ R1 < R2. It holds d(R1) ≥ d(R2). Assume that d(R1) = d(R2). Then there ex-
ists w1, w2 ∈ Y ∗, ‖w1‖Y ∗ = R1, ‖w2‖Y ∗ = R2, suh that d(R1) = d(R2) = ‖ξ−A∗w1‖X∗ =
‖ξ−A∗w2‖X∗ . As ‖w1‖Y ∗ < R2, this leads to a ontradition to the above onsiderations.
Consequently, d(R1) > d(R2) and this onludes the proof.
Let us mention that the deay rate of d(R) → 0 as R → ∞, as assumed in (3.6),
expresses for the element ξ the degree of violation of (3.2) and thus it an be handled as a
replaement information for the missing index funtion η from (3.1) in the Banah spae
setting.
As an adaption of the loal degree of nonlinearity introdued for a Hilbert spae setting
in [15, Denition 1℄ to the Banah spae situation with Bregman distane we suggested
in [16, Denition 3.2℄ a denition, whih attains here under Assumption 3.1 the form:
Denition 3.3 Let 0 ≤ c1, c2 ≤ 1 and 0 < c1 + c2 ≤ 1. We dene F to be nonlinear of
degree (c1, c2) at x
†
for the Bregman distane Dξ(·, x†) of Ω with ξ = Ω′(x†) if there is a
onstant K > 0 suh that∥∥F (x)− F (x†)− F ′(x†)(x− x†)∥∥
Y
≤ K ∥∥F (x)− F (x†)∥∥ c1
Y
Dξ(x, x
†) c2 (3.8)
for all x ∈Mαmax(ρ).
In [12℄ it was shown that the method of approximate soure onditions yields on-
vergene rates of Tikhonov regularized solutions xδα minimizing (2.3) with mist funtion
ψ(t) = tp (p > 1) whenever we have c1 > 0 in the degree of nonlinearity and if ξ fails
to satisfy the benhmark soure ondition (3.2). The orresponding rates depend on the
distane funtion (3.5). If c1 > 0 and the soure ondition (3.2) holds, then we even
obtain Hölder onvergene rates with Hölder exponents κ = c1
1−c2
(see [16℄). If the non-
linearity of F at x† is suh that c1 > 0 annot be satised, then rate results are only
known for c2 = 1 and (3.2) under the additional smallness ondition K‖w‖Y ∗ < 1 (see
[25℄). As already mentioned in [18℄ for the Hilbert spae setting, there seem to be no rate
assertions for c1 = 0, c2 = 1 if ξ fails to satisfy the benhmark soure ondition (3.2), i.e.,
low rate results inluding results on logarithmi onvergene rates are missing for c1 = 0
in ase of absene of the soure ondition (3.2). However, if we annot nd a c1 > 0 it is
an interesting open question whether low rate results an be derived if the struture of
nonlinearity only satises the weaker ondition∥∥F ′(x†)(x− x†)∥∥
Y
≤ C σ(∥∥F (x)− F (x†)∥∥
Y
) (3.9)
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for all x ∈ Mαmax(ρ) with some onstant C > 0 and some index funtion σ. We will
attak this task in the next setion using variational inequalities as tool. In this ontext,
let us note that the validity of (3.9) for σ(t) = tc1 and 0 < c1 ≤ 1 implies with the triangle
inequality that we have∥∥F (x)− F (x†)− F ′(x†)(x− x†)∥∥
Y
≤ ∥∥F ′(x†)(x− x†)∥∥
Y
+
∥∥F (x)− F (x†)∥∥
Y
≤ C ∥∥F (x)− F (x†)∥∥c1
Y
+
∥∥F (x)− F (x†)∥∥
Y
≤ K ∥∥F (x)− F (x†)∥∥ c1
Y
on the assoiated level sets whih shows a degree (c1, 0) of nonlinearity. In general we
onjeture that only onave index funtions σ are of interest in the ondition (3.9).
4 Variational inequalities and onvergene rates
In reent publiations (see [12, 13, 16, 25℄) variational inequalities of the form〈
ξ, x† − x〉
X∗,X
≤ β1Dξ(x, x†) + β2
∥∥F (x)− F (x†)∥∥κ
Y
for all x ∈Mαmax(ρ) (4.1)
with two multipliers 0 ≤ β1 < 1, β2 > 0 and an exponent κ > 0 have been exploited for
obtaining onvergene rates in Tikhonov regularization in Banah spaes, where in the
funtional (2.3) to be minimized the stritly onvex mist funtion ψ(t) = tp (p > 1) was
used. We repeat in our ontext the Proposition 3.3 from [16℄:
Proposition 4.1 Set ψ(t) := tp (p > 1) in (2.3) and assume that F,Ω,D, X, Y, x† and
ξ satisfy the Assumption 3.1. If there exist onstants 0 ≤ β1 < 1, β2 > 0, and 0 <
κ ≤ 1 suh that the variational inequality (4.1) holds with ρ from (2.7), then we have the
onvergene rate
Dξ(x
δ
α(δ), x
†) = O (δκ) as δ → 0 (4.2)
for an a priori parameter hoie α(δ) ≍ δp−κ.
The proof of this proposition is based on the inequality T δα(x
δ
α) ≤ T δα(x†) that holds for
all regularized solutions xδα and on the variant
a b ≤ ap1 + b
p2
p1p2/p1p2
(a, b ≥ 0, p1, p2 > 1 with 1
p1
+
1
p1
= 1) (4.3)
of Young's inequality. Note that due to Proposition 4.3 in [16℄ the ase κ > 1 is not of
interest, sine (4.1) with κ > 1 implies the singular ase ξ = 0.
For obtaining more general low order onvergene rates we hange (4.1) as follows:
We assume that there holds a variational inequality〈
ξ, x† − x〉
X∗,X
≤ β1Dξ(x, x†) + β2 ϕ(
∥∥F (x)− F (x†)∥∥
Y
) for all x ∈ Mαmax(ρ)
(4.4)
with two multipliers 0 ≤ β1 < 1, β2 > 0 and an index funtion ϕ.
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Assumption 4.2 Regarding the funtions ψ from (2.3) and ϕ from (4.4) we make the
following assumptions:
1. ψ and ϕ are index funtions whih are twie dierentiable on the interior of their
domains.
2. ψ is stritly onvex and ϕ is onave.
Under Assumption 4.2 we an dene another index funtion f as follows:
f(0) = 0 and f(s) =
[
ψ′
ϕ′
◦ ϕ−1
]
(s) when s > 0. (4.5)
Let us rst show that f is well-dened, by proving that ϕ′(s) > 0 when s > 0. Indeed,
suppose that there exists s¯ > 0 in the interior of the domain of ϕ suh that ϕ′(s¯) = 0.
Take t > s¯. By the onavity assumption one has
0 = ϕ′(s¯)(t− s¯) ≥ ϕ(t)− ϕ(s¯),
whih ontradits the fat that ϕ is stritly inreasing.
By employing similar arguments, sine ψ is onvex, whenever s > 0 one has that
ψ′(s) > 0 and so f(s) > 0. As the ontinuity of f is automatially satised, in order to
prove that f is an index funtion, one only needs to show that f is stritly inreasing.
Take 0 < s1 < s2. Then ϕ
−1(s1) < ϕ
−1(s2). As ψ is stritly onvex, ψ
′
is stritly
inreasing and so 0 < ψ′(ϕ−1(s1)) < ψ
′(ϕ−1(s2)). On the other hand, sine ϕ is onave,
ϕ′ is non-inreasing, onsequently, ϕ′(ϕ−1(s1)) ≥ ϕ′(ϕ−1(s2)) > 0. From here one has
f(s1) < f(s2). Hene f is an index funtion and so is the antiderivative
H(s) :=
s∫
0
f(τ)dτ . (4.6)
From (4.5) it follows that for s > 0 ψ(s) =
ϕ(s)∫
0
f(t)dt + C. As ψ(0) = 0, this yields
C = 0 and, onsequently,
ψ(s) = H(ϕ(s)) =
ϕ(s)∫
0
f(t)dt .
Now aspets of the interplay between ψ, ϕ, f and H an be written in dierent manner
by the equations
ψ = H ◦ ϕ, H = ψ ◦ ϕ−1
and
f(s) = [ψ ◦ ϕ−1](s)′ (s > 0),
where the last equation yields (4.5) by dierentiation and use of the hain rule. Further,
let
G(s) :=
s∫
0
f−1(τ)dτ (4.7)
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be the antiderivative of the inverse funtion to f and one an verify the ross-onnetions
H = G ◦ f and G−1 ◦ ψ = f ◦ ϕ . (4.8)
Now we are ready to present the main onvergene rate result of this paper:
Theorem 4.3 Assume that F,Ω,D, X, Y, x†, ξ and ψ satisfy Assumption 3.1 and assume
that ψ and ϕ satisfy Assumption 4.2 whih ensures the existene of an index funtion f
dened by (4.5). Let there exist onstants 0 ≤ β1 < 1, β2 > 0, suh that the variational
inequality (4.4) holds with ρ from (2.7). Then we have the onvergene rate of Tikhonov
regularized solutions
Dξ(x
δ
α(δ), x
†) = O(ϕ(δ)) as δ → 0 (4.9)
for an a priori parameter hoie
α(δ) =
1
aβ2
f(ϕ(δ)). (4.10)
Proof: For all α > 0 regularized solutions xδα minimizing (2.3) have to satisfy the in-
equalities T δα(x
δ
α) ≤ T δα(x†). Using the denition of the Bregman distane this implies for
the noise model (2.2) the estimate
ψ(
∥∥F (xδα)− yδ∥∥Y ) + αDξ(xδα, x†) ≤ ψ(δ) + α (Ω(x†)− Ω(xδα) +Dξ(xδα, x†)) . (4.11)
Moreover, from the variational inequality (4.4) we obtain that
Ω(x†)− Ω(xδα) +Dξ(xδα, x†) = −
〈
ξ, xδα − x†
〉
X∗,X
≤ β1Dξ(xδα, x†) + β2 ϕ(
∥∥F (xδα)− F (x†)∥∥Y ).
Therefore from (4.11) it follows that
ψ(‖F (xδα)− yδ‖Y ) + αDξ(xδα, x†) ≤ ψ(δ) + αβ1Dξ(xδα, x†) + αβ2ϕ(‖F (xδα)− F (x†)‖Y )
(4.12)
= ψ(δ) + αβ1Dξ(x
δ
α, x
†) +
1
a
(αaβ2)ϕ(‖F (xδα)− F (x†)‖Y ) .
Using the generalization of Young's inequality (see, for instane, [19℄) for the index fun-
tion f we obtain for suiently small α > 0
(αaβ2)ϕ(‖F (xδα)− F (x†)‖Y ) ≤
ϕ(‖F (xδα)−F (x
†)‖Y )∫
0
f(t)dt+
αaβ2∫
0
f−1(τ)dτ
(4.13)
= H(ϕ(‖F (xδα)− F (x†)‖Y ) +G(αaβ2) = ψ(‖F (xδα)− F (x†)‖Y ) +G(αaβ2).
From (4.12) and (4.13) it follows that
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ψ(‖F (xδα)− yδ‖Y ) + αDξ(xδα, x†)
≤ ψ(δ) + αβ1Dξ(xδα, x†) +
1
a
ψ(‖F (xδα)− F (x†)‖Y ) +
1
a
G(αaβ2)
≤ ψ(δ) + αβ1Dξ(xδα, x†) + ψ(‖F (xδα)− yδ‖Y ) +
b
a
ψ(δ) +
1
a
G(αaβ2).
Consequently,
Dξ(x
δ
α, x
†) ≤ 1
(1− β1)a
(a + b)ψ(δ) +G(αaβ2)
α
, (4.14)
for suiently small α > 0.
Next we prove that for α(δ) := 1
aβ2
f(ϕ(δ)) it holds
(a + b)ψ(δ) +G(α(δ)aβ2)
α(δ)
≤ (a+ b+ 1)aβ2ϕ(δ) (4.15)
for suiently small δ > 0. Indeed, (4.15) is equivalent to
(a+ b+ 1)aβ2ϕ(δ)α(δ)− (a+ b)ψ(δ)−G(α(δ)aβ2) ≥ 0 (4.16)
for suiently small δ > 0. Denote by K(δ) := (a + b + 1)aβ2ϕ(δ)α(δ) − (a + b)ψ(δ) −
G(α(δ)aβ2). One has K(0) = 0. We prove that K
′(δ) > 0, for suiently small δ > 0,
and this will have as onsequene the fat that K(δ) > K(0) = 0, for suiently small
δ > 0. Indeed, one has for suiently small δ > 0
K ′(δ) = (a+ b+ 1)ϕ′(δ)f(ϕ(δ)) + (a+ b+ 1)ϕ(δ)f ′(ϕ(δ))ϕ′(δ)
−(a + b)ϕ′(δ)f(ϕ(δ))− f−1(f(ϕ(δ)))f ′(ϕ(δ))ϕ′(δ)
= ϕ′(δ)f(ϕ(δ)) + (a+ b)ϕ(δ)f ′(ϕ(δ))ϕ′(δ) > 0.
Thus (4.15) holds and this yields the estimate
Dξ(x
δ
α(δ), x
†) ≤ c0ϕ(δ)
for suiently small δ > 0 and some onstant c0 > 0.
We should note here that beause of (4.8) α(δ) = 1
aβ2
f(ϕ(δ)) = 1
aβ2
G−1(ψ(δ)) denotes
an equilibration up to a onstant of the two terms in the numerator of the seond fration
in (4.14). This order equilibration orresponds with the standard approah for obtaining
suh onvergene rates.
Example 4.4 We onlude this setion with the example situation of monomials (power
funtions) ϕ(t) = tκ (0 < κ ≤ 1) and ψ(t) = tp (p > 1) disussed in [16℄ for whih
Proposition 4.1 was repeated above. Then our assumptions are satised and we have
H(t) = tp/κ, f(t) =
p
κ
t(p−κ)/κ, G(t) ∼ tp/(p−κ), α(δ) ∼ δp−κ, Dξ(xδα(δ), x†) = O(δκ) .
We would like to notie that one omes to the same onlusion also in the ase 0 < κ <
p ≤ 1 disussed in [6℄. The reason therefore lay in the fat that f remains an index
funtion and, onsequently, Theorem 4.3 is still appliable, even if in this situation ψ fails
to be stritly onave. In fat, in order to obtain the onvergene rate (4.9) in Theorem
4.3 one needs only to guarantee that the funtion f dened as in (4.5) is an index funtion
whih is dierentiable on the interior of its domain. This happens when Assumption 4.2
is satised, but an be the ase also in other settings.
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5 Variational inequalities based on anonial soure on-
ditions and approximate soure onditions
In this setion we are going to formulate suient onditions for variational inequalities
(4.4) when only some weak strutural assumption of the form (3.9) on the nonlinearity of
F with onave index funtion σ is imposed.
Theorem 5.1 Assume that F,Ω,D, X, Y, x†, ξ and ψ satisfy the Assumption 3.1.
Let ξ satisfy the anonial soure ondition (3.2) and the strutural ondition (3.9) with
some index funtion σ and some onstant C > 0 for all x ∈Mαmax(ρ). Then a variational
inequality (4.4) holds with two multipliers 0 ≤ β1 < 1, β2 > 0 and with the index funtion
ϕ = σ.
Proof: Owing to (3.2) and (3.9) we an estimate for all x ∈Mαmax(ρ) as〈
ξ, x† − x〉
X∗,X
=
〈
F ′(x†)∗w, x† − x〉
X∗,X
=
〈
w, F ′(x†)(x† − x)〉
Y ∗,Y
≤ ‖w‖Y ∗
∥∥F ′(x†)(x− x†)∥∥
Y
≤ C ‖w‖Y ∗σ(
∥∥F (x)− F (x†)∥∥
Y
) .
This, however, yields the variational inequality (4.4) with β1 = 0 < 1, β2 = C ‖w‖Y ∗ and
with ϕ = σ, where σ is the index funtion from (3.9). This proves the theorem.
Theorem 5.2 Assume that X, Y are reexive Banah spaes, F,Ω,D, X, Y, x†, ξ and ψ
satisfy the Assumption 3.1, and F ′(x†) is an injetive operator. Let ξ /∈ R(F ′(x†)∗).
Moreover, assume that the strutural ondition (3.9) is fullled with some index funtion
σ and some onstant C > 0 for all x ∈ Mαmax(ρ) and that the Bregman distane is loally
q-oerive with 2 ≤ q <∞, i.e. there is some onstant cq > 0 suh that
Dξ(x, x
†) ≥ cq
∥∥x− x†∥∥q
X
(5.1)
holds for all x ∈ Mαmax(ρ). Then a variational inequality (4.4) holds for all
x ∈ Mαmax(ρ) with two multipliers 0 ≤ β1 < 1, β2 > 0 and with the index funtion
ϕ(0) = 0, ϕ(t) = [d (Ψ−1(σ(t)))]
q∗
(t > 0), where 1
q
+ 1
q∗
= 1 and Ψ : (0,∞) → (0,∞),
Ψ(R) := d(R)
q∗
R
.
Proof: Instead of (3.2) we have here for all R > 0 the equations ξ = F ′(x†)∗wR + rR
with ‖wR‖Y ∗ ≤ R and ‖rR‖X∗ = d(R). Then we an estimate for all x ∈ Mαmax(ρ) by
using (3.9) as〈
ξ, x† − x〉
X∗,X
=
〈
F ′(x†)∗wR + rR, x
† − x〉
X∗,X
≤ 〈wR, F ′(x†)(x† − x)〉Y ∗,Y+〈rR, x† − x〉X∗,X
≤ R ∥∥F ′(x†)(x− x†)∥∥
Y
+ d(R)
∥∥x− x†∥∥ ≤ RC σ(∥∥F (x)− F (x†)∥∥
Y
) + d(R)
∥∥x− x†∥∥ .
Now for q and q∗ adjoint exponents with 1/q + 1/q∗ = 1 the inequality〈
ξ, x† − x〉
X∗,X
≤ RC σ(∥∥F (x)− F (x†)∥∥
Y
) + c−1/qq d(R)Dξ(x, x
†)1/q
13
obtained from (5.1) an be further handled by using Young's inequality in the standard
form
a b ≤ a
p1
p1
+
bp2
p2
(a, b ≥ 0, p1, p2 > 1 with 1
p1
+
1
p1
= 1)
when setting a := Dξ(x, x
†), b := c
−1/q
q d(R), p1 := q, p2 := q
∗. In that way we derive for
all R > 0
〈
ξ, x† − x〉
X∗,X
≤ RC σ(∥∥F (x)− F (x†)∥∥
Y
) +
1
q
Dξ(x, x
†) +
c
−q∗/q
q
q∗
d(R)q
∗
.
The ontinuity of d arries over to the auxiliary funtion Ψ : (0,∞) → (0,∞), Ψ(R) =
d(R)q
∗
R
, whih is ontinuous and stritly dereasing, and whih fullls limR→0 Ψ(R) = ∞
and limR→∞Ψ(R) = 0. Its inverse Ψ
−1 : (0,∞) → (0,∞) is also ontinuous and stritly
dereasing and for all t > 0 the equation Ψ(R) = σ(t) has a uniquely determined solution
R > 0. Note that for rates results only suiently small t > 0 are of interest. Setting
R := Ψ−1
(
σ(
∥∥F (x)− F (x†)∥∥
Y
)
)
we get some onstant Cˆ > 0 suh that the variational
inequality
〈
ξ, x† − x〉
X∗,X
≤ 1
q
Dξ(x, x
†) + Cˆ
[
d
(
Ψ−1(σ(
∥∥F (x)− F (x†)∥∥
Y
))
)]q∗
holds for all x ∈ Mαmax(ρ). Now the funtion dened by ζ(s) := d ◦ Ψ−1 ◦ σ(s) when
s > 0 with extension ζ(0) := 0 is an index funtion. Namely, ζ is ontinuous on (0,∞),
sine d is ontinuous. Moreover, the limit limR→∞ d(R) = 0 implies limt→0 ζ(t) = 0 and
this ensures the ontinuity of ζ in 0. On the other hand, by Lemma 3.2 one has that d is
stritly dereasing. Thus ζ is stritly inreasing, and hene an index funtion.
Beause of 0 < 1
q
< 1 this proves the theorem, sine ϕ := ζq
∗
, namely ϕ(0) = 0 and
ϕ(t) = [d (Ψ−1(σ(t)))]
q∗
when t > 0, is an index funtion, too.
Remark 5.3 Easily one an see that the rate funtion [d ◦Ψ−1 ◦ σ]q∗ (t) in the variational
inequality of Theorem 5.2 tends to zero as t→ 0 slower than the assoiated rate funtion
σ(t) in the variational inequality of Theorem 5.1. Namely, taking into aount the one-to-
one orrespondene between large R > 0 and small t via Ψ(R) = σ(t) and Ψ(R) = d(R)
q∗
R
we have for the quotient funtion
σ(t)
[d (Ψ−1(σ(t)))]q
∗ =
Ψ(R)
d(R)q∗
=
1
R
→ 0 as R→∞, resp. t→ 0 .
As a onsequene the situation of approximate soure onditions ourring in Theorem 5.2
leads to lower onvergene rates of Tikhonov regularization obtained from Theorem 4.3
than the situation of anonial soure onditions that appears in Theorem 5.1.
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Example 5.4 Conerning logarithmi rates as an example we are going to onlude the
paper with a brief study that outlines the spei potential of variational inequalities (4.4)
for extrating both solution smoothness of ξ and nonlinearity onditions on F at x† in
one index funtion ϕ whih determines the onvergene rate. Let in that example with
some C > 0
ϕ(t) =
{
0 (t = 0)
C [log(1/t)]−µ (0 < t ≤ e−µ−1) (5.2)
hold. From that assumption we derive for all µ > 0 immediately by Theorem 4.3 a
logarithmi onvergene rate
Dξ(x
δ
α(δ), x
†) = O ([log(1/δ)]−µ) as δ → 0 , (5.3)
whih is slower than every power rate (4.2) for any κ > 0. Now the funtion (5.2) with
slow deay to zero as t → 0 an be a onsequene of two ompletely dierent auses
haraterized by the following two situations (I) and (II), respetively:
(I) Let σ = ϕ, i.e., a very weak logarithmi strutural ondition (3.9) is valid, and let
hold the anonial soure ondition (3.2), whih expresses in our ontext the strong
smoothness assumption on the solution. Then by Theorem 5.1 in onnetion with
Theorem 4.3 we obtain the logarithmi onvergene rate (5.3).
(II) Let σ(t) = t, i.e., a strutural ondition (3.9) is satised, whih is the strongest in
our sense. However, the anonial soure ondition (3.2) is strongly violated, whih
is expressed by a logarithmi deay
d(R) = (logR)−ν
of the orresponding distane funtion for some ν > 0 and all suiently large
R > R > 0. However, sine we have for all suh R and for ε > 0 a onstant K > 0
with
Ψ(R) =
1
R(logR)νq∗
≥ K
R1+ε
,
this implies Ψ−1(t) ≥ Kˆt−1/(1+ε) for some onstant Kˆ > 0 and suiently small
t > 0. Hene, by Theorem 5.2 the funtion ϕ in (4.4) attains the form (5.2) with
µ = νq∗.
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