Abstract -We adapt, via asymptotic expansion, Kapitsa's formula for the effective potential of a pendulum with vibrating suspension to rapidly forced potential flows with free boundaries. Determination of time-averaged stationary states leads to an optimal shape design problem. Under periodic boundary conditions existence and uniqueness of smooth minimizers to the averaged energy is proved using local coerciveness. In the numerical part of the article, 2D and 3D finite element approximations including related error estimates are discussed. Some illustrating examples are sketched.
Introduction
This paper concerns the averaging of rapidly forced systems applied to free boundary potential flows in a gravity field. The investigation of liquids subject to vibrations has a long history starting with the famous Faraday experiments [1, 7] which show, e.g. the generation of capillary waves along the surface of a liquid in a vertically vibrating container. Here we are interested in phenomena resulting from highly oscillating data after time averaging. This may be viewed as a kind of temporal homogenization as opposed to the homogenization of spatially periodic structures, cf. e.g. [6] . Seemingly Kapitsa [12] was the first to recognize that the upper position of a pendulum whose suspension is subjected to vertical oscillations, after raising frequency, eventually stabilizes. The general idea behind this type of averaging consists in decomposing the motion in a slow-time and a highly oscillating fast-time component. The observer essentially notices the slow-motion part. In various fields of physics and engineering averaging allows by rapidly forcing a given system, as in the case of the inverted pendulum, to stabilize originally unstable equilibria and create new equlibria as well.
The Paul trap [16] exploits this principle to levitate charged particles via an oscillating electric field. An abundance of applications to finite dimensional mechanical devices can be found in the monograph [3] . For further related literature the reader is referred to the monographs [4, 14, 18] and to the recent paper [15] on the averaging of second-order differential equations and the references therein. The present text may be viewed as a continuation of our paper [2] , with special emphasis on numerical viewpoints, but it can be read independently of that predecessor. We point further to [20] and to [9] , the latter containing also references to experimental work on our subject.
In Section 1, we study systems the evolution of which is governed by an abstract nonlinear second-order differential equation and which are subjected to a high frequency excitation. Leaving aside questions concerning the well-posedness of the initial value problem, Proposition 1.1, via formal asymptotic expansion, characterizes the time-averaged solution path by an averaged differential equation. Averaging respects the variational structure. This is established in Proposition 1.2: relative to a conservative high-frequency disturbance averaging maintains the Euler-Lagrange character of a differential equation. In this case, the effective potential links to the original one via Legendre transformation.
Section 2 addresses averaging of incompressible potential flows with partially free boundaries in an oblique gravity field. Typically, the situation outlined here arises after relating a free boundary flow in a domain the boundary of which oscillates rapidly according to a given periodicity pattern relative to a fixed time-independent reference configuration. This includes, in the simplest situation, harmonic oscillations in a given space direction. Via transformation to a fixed reference domain we show smoothness of the effective potential within the class of Lipschitz domains. First and second derivatives of the potential are evaluated. The second derivative turns out to be semi-bounded in L 2 . In Section 3, assuming the data to be periodic and the gravity field sufficiently strong, we show the existence and uniqueness of smooth stationary states in the neighbourhood of a planar surface. This amounts to considering the free boundary condition as a nonlinear firstorder elliptic pseudo-differential operator which depending on the data may be degenerated. This degeneration leads to a loss of differentiabilty in the linearized equation which forbids the application of the implicit function theorem. Instead, following Kato's proof of existence of periodic solutions for the first order PDE in [13] , we solve the operator equation using a coerciveness argument. To show the smoothness of the solution, during the proof, some care must be taken in estimating the dependence of generic constants on the differentiability order. To maintain simplicity, we abstain from formulating our results under the weakest assumptions; some estimates may be considerably improved.
The finite element discretization of the optimal shape design problem considered above, in Section 4, runs essentially along usual lines, cf. [5, 10, 17] . Approximation of the free boundary by piecewise linear elements induces, via vertical interpolation, a subdivision of the flow domain. This allows to consider the heights of the nodes along the free boundary as the only variables to be dealt with. The computation of the discretized energy calls for the solution of a system of linear equations which results from the FEM formulation of a mixed boundary value problem for the Laplacian. Concerning the actual computation, it is advantageous that there is no need to solve an additional system to get the values of the discretized gradient. The main result of this Section consists in the proof of an error estimate for the discretized minimum problem which presupposes the existence of an exact solution with some degree of smoothness and the validity of a certain stability condition, cf. Theorem 4.3. The missing exponent one half in the error estimate reflects degeneracy of the pseudo-differential operator representing the free boundary condition.
In Section 5, for a few two-and three-dimensional examples, we collect some results of our numerical tests. Here we restrict ourselves to the determination of local minimizers. The algorithm is based on a successive line search in conjugate gradient directions. No attempt was made to determine the possibly existing equilibria which are merely critical points. Figs. 1-8 illustrate the interplay between the gravity and vibrational forces.
We conclude our introduction with a few remarks concerning the existence theory of the hydrodynamic equations considered here. Despite the considerable progress in the treatment of the Euler flow of an incompressible fluid within fixed boundaries, strong existence results remained less frequent as long as free boundaries are involved. A rigorous mathematical existence and uniqueness theory of flows with partially free boundaries, as considered here, due to the possible singularities at the edges, seems to be even more elusive.
Kapitsa averaging
This Section focuses on the averaging of rapidly forced systems modelled by ordinary as well as by partial differential equations. Whereas Proposition 1.1 describes the averaging of a second order equation, Proposion 1.2 is geared to a particular situation of variational equations. In the latter case the averaged equation is the Euler-Lagrange equation to a corresponding "averaged" Lagrangian whose potential energy part is referred to as the effective potential of the system.
Our exposition is based on formal asymptotic expansion. It presupposes differentiability to any order of the operators involved. In addition, we assume unique solvability of the initial value problem of the differential equations considered as well as for their homogenizations. This is guaranteed as far as ordinary differential equations and analytic data are concerned. Moreover, under this limitation, the asymptotic expansion below can be shown to be analytic in ε indeed. We abstain, however, from discussing this situation in detail since the equations of motion encountered in our hydrodynamical model are nonlinear PDEs.
We agree on some notation. In the following, a dot refers to differentiation in t. Capitals F, G, ... are used for operators. G (τ, u)u 1 and F (u, v)(u 1 , v 1 ) denote Gateaux derivatives in directions u 1 and (u 1 , v 1 ) respectively. For any 2π-periodic function f = f (τ ) we abbreviate the time averaging on [0, 2π] by
In addition to the differentiation ∂ τ in τ , we introduce the left inverse ∂
−1 τ
which sends a periodic function with average zero to a zero-average image.
relative to a two-scale time t (to which the dot refers) and τ = t/ε respectively, has an asymptotic solution
where the coefficients u n are 2π-periodic in the variable τ . The leading term u 0 is to be evaluated from the averaged equation
The weakly varying parts v n (t) = u n (t, .) of the higher approximates are solutions of the linearization to (1.3) at u 0 and have to satisfy the related initial data, whereas their highfrequency parts are to be determined simply by quadratures in τ .
Proof. By (1.2), we havė
where the abbreviations
have been used. The above initial data require that the summands in (1.2) satisfy the initial conditions u 0 (0) =ū 0 , u 0 (0, 0) =ū 1 and u n (0, 0) = 0, u n (0, 0) = 0 for n 1 respectively, which impliesu
for their partial derivatives at t = τ = 0. Substituting (1.2) into the right-hand side operators, we get
in terms of formal expansions, where
Inserting into the differential equation
and comparison of coefficients leads to the recurrence
The solution of (1.5) reads
Here, for the time being, v 1 remains unknown. The same remark applies to initial values, which, due to (1.4), are to be chosen according to
To identify u 2 , we have to refer to (1.6)
(1.8)
In the following we agree on the notation v ∼ 0 if v = 0. Obviously, we have ∂ t ∂ τ u n ∼ 0, as well as
Observing ∂ 2 τ u 2 ∼ 0 to be the (necessary and sufficient) solvability condition for (1.8) relative to our solution class requires that the right-hand side of (1.9) vanishes, which establishes equation (1.3) . The latter equation is subject to the initial conditions
One should notice that in (1.8) v 1 is still an unknown function.
We proceed to identify u 3 and v 1 , respectively
+ r with the reminder r which depends only on u 0 andu 0 , we have
where both remaindersr,s depend only on u 0 andu 0 as well. Thus, using the abbreviation
This shows the solvability condition for (1.10) to bë
(1.11)
Obviously, the homogeneous part of (1.11) coincides with the linearization of the homogenized equation (1.3) at u 0 . As mentioned above, v 1 has to satisfy the initial conditions (1.7) which involve the derivative ∂ τ u 2 (0, 0). Although u 2 is unknown at the present stage its derivative ∂ τ u 2 at the single point t = τ = 0, in view of (1.8), may be calculated from the data known so far. This determines v 1 completely.
We continue inductively, assuming, for n 3, knowledge of u 0 , . . . , u n−2 , ∂ τ u n−1 . Clearly, interest is to be directed to the compatibility conditions of (1.6)
(1.12)
Inspecting recurrence (1.6) leads to
with the remainder r depending on the known data only. Having (1.13) in mind, one finds
with the remainder termsr,s which are known by the induction hypothesis. Inserting the last three relations into (1.12) shows that v n−1 satisfies the linearized equation (1.11), except for the value of f 1 which has to be suitably altered into f n−1 . Referring to the initial values of v n−1 , it can be noted that knowlege, by the induction hypothesis, of the high-frequency part of u n−1 implies knowlegde of v n−1 (0) via (1.4). At the same time, evaluation ofv n−1 (0) requires additional information on the derivative ∂ τ u n at t = τ = 0. The latter value, however, may be taken from (1.13) remembering the induction hypothesis. Thus, v n−1 is completely determined. Finally, ∂ τ u n has to be taken from (1.13).
The particular case in which (1.1) is the Euler-Lagrange equation to the variational problem
has a special interest. The following proposition shows that averaging maintains the variational structure.
denote the Lagrangian of the variational integral (1.14) . Assuming the kinetic energy T to depend quadratically onu, we set T (u,u) = 
are the "Christoffel symbols". Consequently, we have
in (1.1). According to (1.3) that data, after averaging, lead tö
Remembering the relation
the assertion follows after comparing the variational equation to (1.16) with (1.17).
In the following section, in the hydrodynamic context, we concentrate on equilibrium states of the averaged system (1.16). By Proposition 1.2, this amounts for u 0 being a critical point
of the system in question. Seen from the perspective of asymptotics (1.2) the equilibrium condition (1.19) expresses stationarity of its leading part only. It should be born in mind, however, that the higher order approximations, as before, contain slow-time components, which satisfy linear differential equations of the typë
in the situation just considered, cf. (1.11). Disregarding the initial values and assuming the invertibility of J (u 0 ), we may also construct time-independent solutions of (1.21). In that case (1.2) simplifies to
where the dependency on t of the higher order terms drops out.
Averaging of free boundary flows
Here we zero in on a free boundary problem for potential flows in
) and let t denote time. We consider the irrotatinal motion of perfect, incompressible fluid (with mass density ρ = 1) in a time-dependent domain
is assumed to be bounded with a Lipschitz continuous boundary ∂B. Let
be the free surface part of the total boundary Γ of Ω. In the following, if the meaning is clear, the subscript of Ω u and Σ u will be dropped. We presume the motion to be driven by the joint action of gravity in a constant direction
and a velocity field which forces the bounding walls of the container to move as a rigid body with a spatially independent velocity v = v(τ ). We assume v to be 2π-periodic in τ = t/ε; ε > 0 denotes a small parameter. Then, relative to the reference system at rest, the corresponding action reads
where the velocity potential ϕ of the flow has to satisfy Laplace's equation
with Neumann data
Here ∂ n denotes the differentiation with respect to the outer normal. The volume conservation of the flow implies that the right-hand side of (2.2) being the normal component of the surface velocity has the mean value of zero. This assures the solvability condition for the Neumann problem to be met. By Green's formula and (2.2) we get
and, consequently,
with a(τ ) = dv(τ )/dτ . Thus, neglecting the time derivatives, the action integral transforms into
We keep the notations of Section 1. In the following, by constant vertical continuation, we identify the functions originally defined on Σ with functions having the domain of definition B. Introducing the solution ψ of ∆ψ = 0 in Ω,
we get by Green's formula
dx .
which sends the Dirichlet data f on Σ via the solution of the mixed BVP
(essentially) to normal derivatives. Hence, relating the boundary values on Σ to B, as agreed on above, we get
, and, accordingly,
for the time average of T u, V (τ, u) , where we have set
Equality (2.4) simplifies to become
where χ = χ(u, f ) denotes the solution of the mixed BVP (2.3) with boundary values f , the effective potential (1.20) reads
Since the special form of the boundary values in (2.5) is insignificant, in the following, we assume the data f i to be arbitrary smooth functions, bounded on R N together with their derivatives.
From now we concentrate on the stationary states relative to the effective potential (2.6). In particular, we seek to minimize J on a set of admissible shapes Ω with a volume constraint |Ω| = c 0 . Thus, we are faced with the optimal shape design problem
where K is a subset of
denotes the cone of positive Lipschitz continuous functions. We setχ =χ(u, f ) = χ − f which has a trace zero on Σ. Hencẽ
and
in view of (2.3). The particular choice ϕ =χ in (2.7) leads to the estimate
if Poincare's inequality is remembered. We point finally to
in consequence of the corresponding variational equations. The effective potential J is continuous in the following sense: for any sequence {u n } n 1 , u n ∈ C 0,1
(For similar features of related shape functionals see [10, 19] ). In fact, it suffices to verify continuity of the Dirichlet integral Q(·, f ) with smooth f since the gravity part U of J is obviously even Lipschitz-continuous on C 0,1 (B). Extend the functionsχ n =χ(u, f ) across the upper boundaries Σ n = Σ un by settingχ n = 0 outside their original domain Ω n = Ω un . In view ofχ n | Σn = 0 we may consider the extensions to belong to the Sobolev space H 1 (Z) where Z is a cylinder with a base B and a suitable chosen height h. Due to (2.8) the sequence is bounded in H 1 (Z). Then along every weakly convergent subsequence (again denoted bỹ
It remains to show that ψ| Ω belongs to H
1
(Ω) and satisfies (2.7), hence ψ| Ω =χ(u, f ). But this becomes clear on passing to the limit in Remark 2.1. In general, in Proposition 2.1, we cannot exclude the minimizer to lie on the boundary of the admissibility set. Without further restrictive assumptions it seems difficult to get conditions that guarantee the minimizer to belong to the interior and to satisfy the free boundary condition (2.18). In Section 3, this question is settled locally, at least relative to periodic boundary conditions.
Next we study the smoothness of J and compute its first and second derivatives in a rigorous way. This is achieved by transforming the variable domains and the related Dirichlet intgrals onto a fixed reference domain. If u, w ∈ C 0,1 9) then the mapping
defines a bijective, i.e., differentiable mapping from Ω u onto Ω w . If we set
we get 12) where
smooth. In particular, its first Fréchet derivative with respect to u reads
whereṽ is defined by (2.9).
Proof. Fix u ∈ C 0,1
(2.14)
. The ellipticity and the smooth dependence
of the coefficients and the right-hand side on w ∈ M , via the implicit function theorem, imply the solutionψ of (2.14), in dependence on w, to belong to
Thus, Q(u, f ) varies smoothly with u ∈ C 0,1 + (B). Now, by differentiating (2.12) we get
where a prime indicates differentiation in w.
Hence, inserting the derivatives
at w = u into (2.15), (2.16), we get (2.13) immediately.
Remark 2.2. Formula (2.13), via (2.8), implies the Lipschitz continuity of J in C 0,1
In view of χ ∈ C ∞ (Ω) the integrand in (2.13) can be written as
Assuming additionally χ ∈ C 1 (Ω), after integrating by parts, Q (u, f )v may be expressed as integral over Σ
This means that within the class of sufficiently regular solutions every critical point of J, under a volume constraint |Ω| = const, satisfies the free boundary condition
Proposition 2.3. Maintaining the notation and assumptions of Proposition 2.2, the second derivative of Q reads
Q (u, f ){v 2 } = 2 Ω I dx,(2.
19)
where we have set
Here χ = ψ {v} denotes the derivative of ψ = χ(w, f ) • Φ(u, w) with respect to w at w = u.
Proof. Differentiating (2.12) twice in w at w = u gives
In view of (2.11), there holds
Further, remembering (2.17), we have
Adding the results shows the claim.
Remark 2.3. Differentiating (2.14) and using (2.17), it is easily seen that
(Ω). Together with the boundary condition χ = ∂ N fṽ on Σ this determines χ uniquely.
The integrand in (2.19) can be written
Under the additional assumption ∂ N χ ∈ C 1 (Ω) this leads, via integration by parts, to (Ω) by smooth functions vanishing near Σ). Moreover, as seen from (2.20)
(Ω). Thus, introducing the notation
with the Dirichlet-Neumann operator C(u) introduced earlier, we obtain
(2.21)
for all v ∈ C 0,1 (B), where α is any real constant satisfying 
from which the result follows.
Local stability result
In this section, assuming B to be a (N − 1)-dimensional torus T, we are interested in local minimizers of J under periodic boundary conditions. As usual T will be identified with the unit cube in R N −1
. Necessarily, the given data are to be assumed periodic too. Clearly, for A more sophisticated perturbation result in this context reads as follows: if u is a smooth critical point of J which belongs to smooth data f 1 , . . . , f N such that J (u) is nondegenerated and
then, for any small perturbation of the data, there exist critical points in the neighbourhood of u. The proof of this latter variant runs nearly along the same lines as that of Theorem 3.1, but needs more technical effort. Furthermore, to avoid troublesome regularity checks, Theorem 3.1 is formulated in the C ∞ -setting. In particular, the estimates shown in Lemmas 3.1 and 3.2 below turn out to be sufficient for our use, but can be strongly improved.
We use the notations of Section 2. Throughout this section let u 0 ≡ 1, Ω := Ω u 0 and N s be the set 
(Ω) and w ∈ H σ (Ω). For u = u 0 + v ∈ N s let Φ be the bijective mapping from Ω onto Ω u as defined in (2.10), but now with the more sophisticated definitioñ
where E v with E v| T = v is an extension of v into T × R. According to the trace mapping theorem, we can choose
For sufficiently small δ s > 0, we have ∂ Nṽ > −1 in Ω, hence T yields a bijective mapping from Ω onto Ω u for all u ∈ N s . In view of (2.11) we have now
More precisely, as δ k √ gg ij is a polynomial in the first derivatives ofũ, . . . ,ũ k and 1/(1+∂ Nũ ) by (3.3), (3.4) we are led to
for 0 t σ. Remembering (3.5), we obtain
By the same reasoning we get additionally, if k 2,
we obtain similarly
for all 0 t σ, as well as
Now,ψ =ψ(u, f ) :=χ(u, f ) • Φ being the solution of (2.14), the elliptic regularity theory implies via the perturbation arguments ψ (u, f )
for all u ∈ N s . As for the derivativesψ
, differentiation of (2.14) implies in view of (3.6), (3.8) by the induction
for 0 t σ. Finally, differentiating the expression
k − 1 times in u and considering estimates (3.6), (3.8), (3.11) with t = 0 or t = σ as well as (3.7), (3.9) implies the assertion.
Translation invariant Q means that for any translation
Differentiating with respect to τ i and remembering the quadratic character of Q in f implies
for the corresponding quadratic form Q(u, ·, ·), provided u, f are smooth. Repeated differentiation with respect to u leads to
for any partial derivative ∂ = ∂ i , i = 1, . . . , N − 1. The latter formula copies integration by parts at an abtract level. This implies
in the special case u 1 = u 2 , k 2. 
with certain integers a k,β , where the second sum extends over all integers k 2 and systems of multiindices β 1 , . . . , β k with
In view of (3.14) this implies
with a constant C independent of s. The second sum in (3.15) can be expressed as
where the sum runs over all integer k 2 and systems of multiindices β 1 , . . . , β k with Setting 
we finally get
by norm convexity estimates. This shows an estimate of the type |S| ε u 
where ∂K denotes the boundary of K. Then there exists u ∈ K with F (u) = 0, i.e.,
Proof of Theorem 3.1. Let s s 0 := N + 4 be an integer. In order to apply Lemma 3.3, we introduce the Banach space
with suitable small ε s > 0 to be chosen later, and the (separable) normed space
Here | · | s abbreviates |u|
. Note that on X the norm · X is equivalent to any other Sobolev norm · s . Define K ⊂ X according to
Noting that the mapping
which shows u 0 + u to be critical relative to the volume constraint. Show that F is weakly sequentially continuous. Let {u n }, u n ∈ K be weakly convergent:
(T). Thus, the smoothness of J on C 0,1
Noting that
we obtain from Lemma 3.
where the constants C 1 , C 2 are independent of s. Hence choosing ε s = (C 2 /C s )
Now, the existence of u ∈ K with F (u) = 0 is implied by Lemma 3.3.
Smoothness of the solution follows from the uniqueness, since the independence of s s 0 implies u ∈ C ∞ (T). In fact, assuming the existence of
and, in view of (3.14), to
where C is independent of s. If b N > C, this implies w = 0.
Finite element approximation
This section centers on finite element discretization of the functional J in dimensions N = 2, 3. We use piecewise linear elements to approximate the free boundary Σ. We refer first and foremost to 3D; the differences from the two-dimensional case are only indicated, if not obvious. In the following, we assume B ⊂ R 
, where P 1 (T ) denotes the space of restrictions to T of polynomials in two variables of degree
h is the corresponding interpolation operator then the interpolation error estimates read
For later use, we recall the (trivial) inverse estimates 
defines the bijective mapping from Ω 0 onto Ω u such that for all T ∈ T h the restriction Φ h (u)| T is an affine-linear mapping from T onto a tetrahedron contained inΩ u . Thus, 
where v = w − u andṽ is to be taken from (2.9). Φ h defines the bijective, i.e., differentiable map from Ω u onto Ω w which transforms T u h into T w h . Finally, for m 1, let
be the space of finite elements of the order m over T 
The constant C depends on u but is uniformly bounded for all u varying in a set of the form {u
(4.5)
We are now prepared to approximate J relative to the spaces V h and
(Ω u ). For given smooth functions f i and positive u ∈ V h we set
Obviously,
Since the nodes of the triangulations T u h , for fixed h, depend smoothly on u ∈ V h , the stiffness matrix of (4.7) as well as its right side varies smoothly on u. Hence J h (u) varies smoothly in u ∈ V h as long as u remains positive. Moreover, J h defines a consistent discretization of J in the following sense:
Proof. It suffices to verify the property for Q h . For given ε > 0 we approximateχ
Since Ω u−δ ⊂ Ω u h and u − u h C 0 ε for h sufficiently small, we obtain from (4.4) and the uniform boundedness of
and, additionally,
for all ε > 0 with a constant independent of ε. On the other hand, remembering the continuity of Q as stated in Section 2, we have
which finishes the proof of the consistency property.
With the abbreviation K h = K ∩V h we replace the minimum problem (P) by the sequence of discretized problems
Then there are minimizers
for a suitable subsequence with u ∈ K is minimizer of (P).
Proof. Being smooth on a compact non-empty set
, which shows u to be a minimizer of (P).
Computation of the derivative Q h (u, f ) runs along the lines outlined in Section 2 by means of Q (u, f ). Relate Ω w via Φ h (u, w) to the reference domain Ω u and remember (4.5) in order to get, parallel with (2.13), the following proposition. 
where
: Ω → R andṽ is taken from (2.9). For m = 1 and linear f formula (4.8) simplifies. If V T denotes the set of vertices of 9) where φ p ∈ W u h is chosen according to φ p (q) = δ pq for p, q ∈ V T (see [17; Chapter 7] , for similar calculations).
Remark 2.1 applies to the discrete problems (P h ) as well. The minimizer u h ∈ K h cannot be excluded to belong to the boundary of K h . Moreover, there is no information about the error u − u h . The next theorem, which is the main result of this section, fills this gap in dimensions N = 2, 3. The estimate requires additional regularity of u which is guaranteed, e.g., by the results of Section 3, under periodic boundary conditions. In the following, we assume the triangulation T B h to be quasi-uniform. 
, N . If there is stability in the sense
For N = 2 and m = 1 the exponent is to be replaced by 1.
The proof of Theorem 4.3, which is given at the end of this section, is essentially contained in Propositions 4.4, 4.5. In both propositions we assume u to be a local minimizer of J with smoothness and stability as in Theorem 4.3. 
In particular, there holds
for all w ∈ C 0,1 (B) and w ∈ V h respectively satisfying |Ω w | = |Ω u | and (4.11).
Remark 4.1. The special feature of Proposition 4.4, which is basic for the error analysis, is reflected by the fact that estimate (4.10) does not require a uniform bound of |∇w|, but, apart from the smallness of
Proof. Remembering that
and using the abbreviation
For simplicity, we assume ∂ N f ≡ 0. The general case may be handled similarly but requires some additional estimates.
st
Step : Transformation to Ω Transformation to Ω gives
with √ gg ij from (2.11) and
Remembering (2.13), this implies
after rearranging the terms. Further, noticing ψ = 0 on Σ, ∂ n χ = 0 on Γ \ Σ andṽ = 0 on B, we get
via integration by parts. Hence
with the abbreviations 15) and
This shows (4.12) to be valid if
(Ω) and every sufficiently small v ∈ C 0,1
The latter estimates will be proven in the following two steps.
nd
Step :
with the abbreviations
In view of (4.17) and the uniform boundednes of |∂ 2 N χ| in Ω we get
Integrating R 1 twice by parts shows
The estimate |ρ(w)| C|w| 2 and the uniform bounddedness of |∆∂ N φ| in Ω and (4.16) imply
In the decomposition
I 3 can be estimated immediately through
R 3 may be written as
in view of (4.16). Finally, if R 4 is written as
we get the estimate
Concerning I 6 , we get, in view of the boundary conditions (4.20)
after integrating by parts. Due to |ρ 1 (w)| C|w| 3 this implies
It remains to estimate R 5 . Since R 5 is obtained via replacing φ, ρ R 1 by φ 1 , ρ 1 , we get correspondingly
after integrating by parts. The uniform boundedness of ∆∂ N φ 1 in Ω and (4.16) implies
If R 6 is decomposed according to R 6 = I 8 + I 9 + I 10
then I 8 obeys estimate (4.21), whereas
Finally, to estimate I 10 , replace ρ, φ in R 4 by ρ 1 , φ 1 to obtain
This shows each integral I k , k = 1, . . . , 10 to allow for estimate (4.18).
rd
Step : Estimation of P (v, ψ)
Decompose P (v, ψ), after integrating by parts, according to P (v, ψ) = I 11 + I 12 + I 13 ,
then I 12 satisfies the estimate
If we set w = ∂ Nṽ and ρ 2 (s) = s 0
dt, the last term can be written as
Now, integration by parts leads to
in view of |ρ 2 (w)| C|w| 
in particular. Thus, it suffices to prove that for any
Remembering (4.14) and estimates (4.18), (4.19), we infer the existence of δ > 0 such that for all v ∈ C 0,1 (B) with v C 0,1 δ there holds
where ψ and N (v, ψ) are defined by (4.13) and (4.15) respectively. Moreover,
by (4.15), which implies
in view of (4.17), provided δ > 0 is sufficiently small. Thus, there exists h 0 > 0 with the property
(Ω h ), where we have set v h :=ũ h − u. After transformation to Ω h this estimate can be written as
Hence it remains to prove
The functionũ h (x ) being an affine one of its arguments if (x , x N ) ∈ T , T ∈ Tũ h h , we have
C|T |h (Ω h ), 0 ρ h 1 such that
, l = 1, 2, 3.
(Ω h ) and 
Because of
we obtain finally
which completes the proof.
Proof of Theorem 4.3.
Setting 
Numerical examples
In this section we present some results of our numerical tests. As mentioned in the introduction, we restrict ourselves to the determination of local minimizers to the discretized effective potential (4.6). The figures below show the behaviour of the minimizing free surface for various values of gravity, vibration and volume relative to different geometric configurations. For some ranges of the parameters the computational results are in good agreement with experimental data (cf. [8, 11, 21] ), whereas configurations similar to Fig. 7 seem to be of less physical significance. Our computation uses standard methods for optimal shape design problems: conjugate gradient method combined with a line search method. Since the computation of the discretized gradient (4.9) requires no essential additional effort, the line search based on the quadratic fitting turned out to be sufficient for our purposes. All tests led to the independence of the minimizer of the arbitrarily chosen initial shapes as long as the initial surface remains bounded away from the bottom. The grid generation adopts essentially the lines described in Section 4, i.e., independently of the actual geometric configuration free boundary and flow domain are related by an appropriate correspondence. We made use of linear elements together with 101 × 101 and 25 × 25 × 25 grid points for 2D and 3D flows, respectively. To get a stopping criterion, the L ∞ -norm of the discretized gradient was required to be less than 10 In 2D, Fig. 1 illustrates the simplest situation of a horizontal vibration of a rectangular container in a vertical gravity field, i.e., f 1 = x 1 , f 2 ≡ 0 and b 1 = 0, b 2 > 0.0 in (2.6), (2.1). The total volume is normed by 4.0, which corresponds to a planar horizontal equilibrium surface with height 2.0 in a pure gravity field. The dotted lines show the behaviour of the free boundary under a decreasing gravity. The numerical results indicate that the originally smooth free boundary develops a cusp on the symmetry axis which, for the limiting value of b 2 , eventually touches the bottom. For lower values of b 2 the fluid divides into two separated portions. Fig. 3 shows the typical shape of the left part (with volume 4.0) of the fluid which is separated this way. Fig. 2 shows the minimizer in an oblique container: f 1 = x 1 + x 2 , b 2 = −b 1 . Finally, Fig. 4 refers to the case of an 'elliptic' vibration: f 1 = x 1 + x 2 , f 2 = µ(x 1 − x 2 ) in zero gravity. For similar tests in 2D using boundary integral methods we refer the reader to [9] .
In 3D, Figs. 5-8 show some typical shapes of the optimal free surface. To get an impression of the height, relations grid lines (distance 0.25) have been added.
Figs. 5 and 7 relate to a fluid in a cylinder with square cross section (side length 2.0) subject to a vertical gravitational field and a horizontal vibration, whereas Fig. 6 refers to an oblique circular cylinder (diameter 2.0). Fig. 8 illustrates the case where a part of the fluid is separated in a corner of the container which is the 3D analogue of the situation shown in Fig. 3 .
