Digital holography has received recent attention for many imaging and sensing applications, including imaging through turbulent and turbid media, adaptive optics, three dimensional projective display technology and optical tweezing. A significant obstacle for digital holography in real-time applications, such as wavefront sensing for high energy laser systems and high speed imaging for target tracking, is the fact that digital holography is computationally intensive; it requires iterative virtual wavefront propagation and hill-climbing to optimize some sharpness criteria. This paper demonstrates real-time methods for digital holography based on approaches developed recently at UCLA for optimal and adaptive identification, prediction, and control of optical wavefronts. The methods presented integrate minimum variance wavefront prediction into digital holography schemes to short-circuit the computationally intensive algorithms for iterative propagation of virtual wavefronts and hillclimbing for sharpness optimization.
INTRODUCTION
Initially proposed by Gabor, 1 an optical hologram records both the amplitude and phase of diffracted object waves by interfering the diffracted waves with coherent local oscillator (LO) waves. Several improvements, such as by Leith, 2 were made to optical holography to provide better imaging results. It was not until 1967 when Goodman 3 demonstrated that holographic imaging could be digitally reconstructed using Fourier optics. The digitalization of holography enabled processes and techniques that improve image reconstruction and wavefront correction, 4, 5 and ultimately real-time application.
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Digital holography holds advantages over classical adaptive optics. Chief among these is requiring fewer optical components, such as a Shack-Hartmann sensor, in operation. However, the computational cost involved in wavefront sensing and correction prevents it from seeing more widespread use in real-time applications. After a brief review of digital holography and sharpness algorithms, this paper proposes a means to circumvent this issue using an adaptive identification and prediction approach.
DIGITAL HOLOGRAPHY
Recording the amplitude and phase of a coherently illuminated object is achieved through interferometry. Two common recording configurations are: the Fresnel hologram and the Fourier hologram (Fig. 1) . As the name suggests, the former uses the Fresnel diffraction integral 7 to propagate the object waves to the detector plane. The Fourier configuration is the interferometry setup for the simulation results presented here, which assumes infinite distance between the object and detector plane and requiring only a simple Fourier transform.
The LO and object complex fields can be represented, respectively, as r(ζ, η) = |r(ζ, η)|exp[jφ r (ζ, η)], 
where ζ and η are spatial coordinates, φ r is phase of the plane wave LO, and φ u is phase of the object complex field propagated by a Fourier transform. The hologram, h(ζ, η), is then the intensity of the sum of Eq. 1 and Eq. 2, i.e., h(ζ, η) = |u(ζ, η) + r(ζ, η)| 2 , which expanded yields
Inverse Fourier transforming Eq. 3 leads to
where the spatial frequency coordinates are dropped for brevity and denotes convolution. The four terms in Eq. 4 are, respectively: autocorrelation of the LO and object complex fields constituting a DC term, the virtual image term, and the real image term. In order to avoid overlapping of the twin-images, the two terms are spatially separated by introducing the LO to an offset angle from the hologram axis. 2 The three separated reconstructed image terms are shown in Fig. 2 . Degradation of the real image in the left figure is largely due to the DC term; it can be filtered out as in Ref. 8 to produce the right figure. Extracting the real image term can be done by spatially filtering it from the twin-image. 9 Once isolated, the real term U (f ζ , f η ), is Fourier transformed back to obtain the original image, u(ζ, η). Introducing wavefront aberration, ψ(ζ, η), as in the presence of atmospheric turbulence, to the diffracted object beam will cause errors in the complex field. The focus will be on phase degradation as it is the primary source of image error. The light from the object would then become III E1 Figure 3 illustrates the object passing through aberration in a digital Fourier holography setup. The degraded image appears in the detector plane after propagating back the isolated image term. If the wavefront were known perfectly, the phase error could be subtracted out from this corrupted image in Eq. 5 to reproduce the original object. In application, this phase error is estimated,ψ, and corrected on the hologram spectrum plane to produce an estimate of the image written aŝ
obtained through maximizing sharpness criteria. 
SHARPNESS ALGORITHM
The sharpness algorithm 10 performs nonlinear optimization to maximize a criterion metric measuring the reconstructed object intensity, generating the phase error estimate used to estimate the original object in Eq. 6. Maximizing the sharpness results in an image that is nearly diffracted limited. Several possible sharpness metrics are listed in Ref. 10 . The choice of which to use depends on the nature of the illuminated object, with some metrics concentrating on making bright pixels brighter, while others focus on making dark pixels darker.
11 Attempting to sharpen a few bright stars, for example, would ideally use a metric in Ref. 10 like S 5 . Two metrics are considered here,
where I is the estimated object intensity after reconstruction. While S 2 inherently makes bright pixels brighter and dark pixels darker, S 1 is indiscriminate with respect to intensity distribution. Therefore, the sharpness index S 1 is maximized over only the 25% of pixels with greatest intensities, so that sharpening focuses on increasing the intensity of the brightest pixels. Figure 4 demonstrates the effect of this image sharpening through wavefront aberration.
A Quasi-Newton or conjugate gradient algorithm can be used to optimize the above metrics. The most expensive computing operation for each sharpness iteration in the optimization involves a 2-D Fourier transform; thus, an analytic gradient should be computed to improve the computation performance of this step.
5 Optimizing these sharpness metrics produce phase error estimates that are parameterized to a Zernike polynomial expansion, 12-14 written asψ where a n are the Zernike coefficients for mode n and Z(ζ, η) is the Zernike basis function.
Region of Interest (Local Sharpening)
While sharpening has been shown to be effective at wavefront correction over the entire object image, some applications may only be interested in a particular section of the image. [15] [16] [17] This region of interest (ROI) can easily be isolated and the subset of corresponding intensities corrected by maximizing sharpness. The ROI becomes the beneficiary of focused sharpness optimization and thus improved image quality over correcting the full image performed by global sharpening. Figure 5 shows the effect of local sharpening. While the local area experiences improvement in quality, it comes at the cost of degradation in the remaining pixels of the image. 
PREDICTIVE DYNAMIC DIGITAL HOLOGRAPHY
The procedure described above is extremely computationally intensive. Even with analytic gradients, sharpness optimization involves two 2-D FFT at each iteration. For large pixel arrays, this can quickly become overbearing. Reducing the number of sharpness iterations required for near-optimal wavefront correction then becomes paramount in real-time operation. To achieve this, a state-space model is computed by a subspace system identification algorithm 18 using a sample sequence of reconstructed estimated wavefronts. This system identification algorithm has been used in optimal control for conventional adaptive optics [19] [20] [21] and to identify prediction models for aero-optical wavefronts. 22 The linear time-invariant (LTI) model identified can be written as
where t is the time-series index of the sequence of wavefronts, A, K, and C are models generated by identification, x(t) is the state vector, y(t) is the output vector, and e(t) is the input vector. Rearranging Eq. 10 using one-step prediction of the output,ŷ = Cx(t), the prediction filter produced is
As a minimum-variance LTI filter, Eq. 11 shares the same form as as a Kalman Filter, however, it is important to realize the state-space models in Equations 10 and 11 are obtained by system identification and not known a priori. Both the sharpened-estimate corrected wavefronts, y(t), and the predicted wavefront sequence,ŷ(t), are projected onto Zernike modes as written in Eq. 9. In Figure 6 , the power spectral densities for selected Zernike modes are shown for the identified prediction filter. The higher modes become increasingly broad band and consequently less identifiable. For the results presented in this paper, 15 Zernike modes are used to identify the prediction filter. These selected number of modes are sufficient to capture key spatial frequency content features of this wavefront sequence. The fraction of the power contained in these modes relative to the total wavefront power is
where W F is the Frobenius norm of the vectorized wavefront sequence. In general, the Zernike coefficients in Eq. 9 are initialized to zero during sharpness optimization. Thus, for each time step in the wavefront sequence, the initial sharpness iteration yields for the phase error estimates
The drawback of using Eq. 13 for sharpening is that it does not take advantage of temporal correlation of the wavefront sequence. Consequently, no targeted effort is made to reduce the number of sharpening iterations in the optimization. One approach to address this is to use the converged sharpening estimate of the zernike coefficients, a n ( ), from the previous time step as initialization for the current time step. In other words,
For wavefront sequences that share similar modal spatial frequency content across each time-step, Eq. 14 can be appropriate. However, the issue is that shifts in the modes from one time-step to another may cause the sharpness to deviate further away from the near-optimum converged value of the current time-step, or even breakdown for a large enough change. Exploiting the statistics of the wavefront sequence to yield the identified prediction filter, using Eq. 11 will instead initialize the phase error estimate to be projected onto some predicted vector of Zernike coefficients based on current and past t inputs of the sequence of corrected wavefront estimates. That is, Eq. 9 using the one-step predictor outputŷ(t) is written as
For a series of incoming wavefronts, digital holography used in tandem with the prediction filter in Eq. 11, and sharpness optimization projected onto Zernike coefficients using Eq. 15, the overall predictive dynamic digital holography scheme is illustrated in Fig. 7 . Effectively, the prediction filter acts to close the loop for a time-series of wavefronts in the reconstruction process. 
SIMULATION
This section details a predictive dynamic digital holography simulation using a USAF bar chart as the extended object target image propagating through a sequence of 8000 aero-optical wavefronts, with a CCD array size of 256 × 256 pixels. In order to allow for a study of the impact of prediction on local sharpening, a ROI of 60 × 60 pixels, as in Fig. 5 , is used as the subject of comparison for image irradiance and phase errors, generated by both a global and local sharpening approach. Two sharpness metrics are used in the optimizations: S 1 from Eq. 7 and S 2 from Eq. 8. The phase error estimates are projected onto a total of 15 Zernike modes. The benchmark metric to quantify the performance of the simulation is the true wavefront sequence projected onto 15 Zernike modes. This is to better represent the theoretical limit of performance within the scope of the simulation. Figure 8 shows the RMS errors of these benchmark wavefronts and their corresponding reconstructed image. They demonstrate the fidelity of the benchmark metric used for the simulation results.
Three case studies to the sharpness algorithm are presented first in the results: M 0 defined by Eq. 13, M 1 defined by Eq. 14, and P ∞ defined by Eq. 15. The sample data input sequence used for the prediction filter in P ∞ are the Zernike coefficient vectors for the first 4000 benchmark wavefronts. Next, the results for three differently identified prediction filters used in sharpness optimization are reported: P ∞ , P 4 , and P 6 . Once again, P 4 and P 6 are defined by Eq. 15. However, the sample data input sequence for these prediction filters are the estimated Zernike coefficinet vectors produced by sharpening optimization after four and six sharpness iterations, respectively, for the first 4000 wavefront frames. Since the true wavefronts -and their derived benchmark wavefronts -are not known during operation a priori, P 4 and P 6 address the possibility of generating an LTI prediction filter from limited estimated wavefront knowledge. Figure 9 shows the graphs of the image irradiance and phase RMS errors produced by the sharpness algorithm using both global and local sharpening approaches versus number of sharpness iterations. The metric S 2 is used for the optimizations shown here. Each of the data points in this and all following plots are calculated from the time-series averages of the same 500 frames in the second half of the wavefront sequence, sharpened using a fixed number of sharpness iterations. By ten sharpening iterations, the non-prediction methods, M 1 and M 2 , reach a converged wavefront correction value near that of the prediction method, P ∞ . Special attention should be brought to the beginning of the optimization, where P ∞ starts wavefront correction within 10% of the near-optimal value, leading to the prediction filter arriving at the near-optimum corrected wavefront value much sooner; in Figure 9 , this occurs at four sharpness iterations. This suggests that the prediction filter is capable of reducing the number of sharpness iterations needed to reach near-optimum wavefront correction, by exploiting temporal correlation in the wavefront sequence to inject a significant increase in computational efficiency. Also demonstrated by this figure is the impact of prediction on ROI local sharpening. Here, P ∞ already begins wavefront correction with wavefront estimates at the near-optimum value of global sharpening, within 5% of its final value, indicating highly efficient correction for local sharpening. The other methods, while ultimately improved by local sharpening, continue to require several sharpness iterations to reach convergence.
In Figure 10 , image irradiance and phase RMS errors versus sharpness iterations for the two sharpness metrics S 1 and S 2 are compared in the non-prediction and prediction optimization schemes. Once more, P ∞ performs better than the other approaches and reduces the iterations needed for convergence. While S 1 eventually reaches the same near-optimal value, the rate at which it improves wavefront correction is less than that of S 2 . This is due to the nature of the pixels in the USAF bar chart image and S 2 being better suited for an image with many dark pixels and a spread of grouped bright pixels. 5.2 Results: P ∞ , P 4 , P 6 Figure 11 show graphs of image irradiance and phase RMS errors versus sharpness iterations for the three differently identified prediction filters: P ∞ , P 4 , and P 6 . For wavefront correction, the performance of P 6 is within 1-2% of that of P ∞ . The significance of this is P 6 is identified using six sharpness iterations of estimated wavefronts, rather than benchmark wavefronts derived from the true phase errors. This indicates that a prediction filter can be identified in real application with limited knowledge of the phase error and not in a theoretical setting with known wavefront sequences, to yield results nearly as effective. As expected, wavefront correction for P 4 experiences the slowest convergence rate, suffering about 4% behind the other filters for low numbers of sharpness iterations. However, it still greatly outperforms the non-prediction methods.
CONCLUSION
Digital holography has demonstrated its capability to be a lightweight and cost-effective solution for wavefront correction in the presence of atmospheric turbulence. However, the Fourier propagations required during sharpness optimization prevent it from experiencing widespread real-time implementation. This paper has shown results for a combined identified LTI prediction filter and sharpness algorithmic approach to dynamic wavefront correction that both significantly improves initial phase error estimates and convergence rates. Future research includes patchwork local wavefront correction and a fully adaptive prediction filter to further speed up the wavefront correction and reconstruction processes. 
