Beta regression models provide an adequate approach for modeling continuous outcomes limited to the interval (0, 1). This paper deals with an extension of beta regression models that allow for explanatory variables to be measured with error. The structural approach, in which the covariates measured with error are assumed to be random variables, is employed. Three estimation methods are presented, namely maximum likelihood, maximum pseudo-likelihood and regression calibration. Monte Carlo simulations are used to evaluate the performance of the proposed estimators and the naïve estimator. Also, a residual analysis for beta regression models with measurement errors is proposed. The results are illustrated in a real data set. 
Introduction
Errors-in-variables models, also called measurement error models, are widely applicable in many research areas since they allow for the presence of explicative variables that are measured with errors or that cannot be observed directly (latent variables). Many examples and applications of these models are considered in the books by Fuller (1987) , Carroll et al. (2006) and Cheng and Van Ness (1999) . It is well known that measurement errors cause biased and inconsistent parameter estimates and lead to erroneous conclusions in inferential analysis. Errors-invariables models are specified in such a way that the distribution of the response variable, y, is assumed to depend on covariates, x, which are imprecisely measured, and observable variables, w, are seen as surrogates for the unobservable true covariates. The classical linear errors-in-variables model has been extensively discussed in the literature, particularly under the normality assumption for the distribution of the unobservable variables. For a systematic review of such models see Fuller (1987) and Cheng and Van Ness (1999) ; see also Arellano-Valle and Bolfarine (1996) and Castro et al. (2008) .
The beta regression models provide an adequate approach for modeling continuous outcomes limited to the interval (0, 1), or more generally, limited to any open interval (a, b) as long as the limits are known (Ferrari and Cribari-Neto, 2004) . Although the literature on beta regression has grown fast in the last few years, errors-in-variables models with beta distributed outcomes is an unexplored area.
A beta regression model assumes that the response variable, y, has a beta distribution with probability density function f (y; µ, φ) = Γ(φ) Γ(µφ)Γ[(1 − µ)φ] y µφ−1 (1 − y) (1−µ)φ−1 , 0 < y < 1,
where Γ(·) is the gamma function, 0 < µ < 1 and φ > 0, and we write y ∼ Beta(µ, φ). Here, µ = E(y) and φ is regarded as a precision parameter since Var(y) = µ(1 − µ)/(1 + φ). For independent observations y 1 , y 2 , . . . , y n , where each y t follows a beta density (1) with mean µ t and unknown precision parameter φ, the beta regression model defined by Ferrari and Cribari-Neto (2004) assumes that
with α ∈ R pα being a column vector of unknown parameters, and with z t = (z t1 , . . . , z tpα ) being a vector of p α fixed covariates (p α < n). The link function g(·) : (0, 1) → R is assumed to be a continuous, strictly monotone and twice differentiable function. There are many possible choices for g(·), for instance, the logit link, g(µ t ) = log[µ t /(1 − µ t )], the probit link, g(µ t ) = Φ −1 (µ t ), where Φ(·) is the cumulative distribution function of the standard normal distribution, and the complementary log-log link, g(µ t ) = log[− log(1 − µ t )].
Extensions for the beta regression model proposed by Ferrari and CribariNeto (2004) that allow the precision parameter to vary across observations, or that involve non-linear structures for the regression specification of the mean and the precision parameter, are presented by Smithson and Verkuilen (2006) , Simas et al. (2010) , among others. The beta regression model with linear specification for the transformed mean and precision parameter is given by (1), (2) and
where γ ∈ R pγ (p α + p γ < n) is a column vector of unknown parameters, v t = (v t1 , · · · , v tpγ ) is a vector of fixed covariates, h(·) : (0, ∞) −→ R is a strictly monotone, twice differentiable link function. A possible choice for h(·) is h(φ t ) = log(φ t ).
The purpose of this paper is to extend the beta regression model (1)-(3) to the situation where some covariates are not directly measured or are measured with error. A practical application of errors-in-variables beta regression models will be illustrated in a study of the risk of coronary heart disease as a function of lowdensity lipoprotein (LDL) cholesterol level ("bad cholesterol") and body mass index (BM I). The dataset consists of observations of systolic blood pressure (SBP ), diastolic blood pressure (DBP ), BM I and total cholesterol level (T C) in a group of 182 smoking women aged 50 to 87 years. The total cholesterol may be considered as a surrogate of LDL, which is a covariate of interest, and whose direct measure is more expensive and time consuming. The difference between SBP and DBP results in what is known as the pulse pressure, P P = SBP −DBP , and the relative pulse pressure is RP P = (SBP −DBP )/SBP = P P/SBP . Small values of RP P , RP P < 25% say, is indicative of risk of heart disease (American College of Surgeons, 2008, p. 58) . Notice that the response variable, RP P , is continuous and limited to the unit interval, and that one of the covariates, namely LDL, is not measured directly.
This paper is organized as follows. In Section 2, we present an errors-invariables beta regression model under the structural approach, and the corresponding likelihood function. In Section 3, we present three different estimation meth-ods, namely maximum likelihood, maximum pseudo-likelihood, and regression calibration. In Section 4, we perform a simulation study to evaluate and compare the performance of the three estimation approaches. In Section 5, we propose a residual analysis. Section 6 presents an application of the proposed model. Concluding remarks are presented in Section 7.
Model and likelihood
Let y 1 , . . . , y n be independent observable random variables arising from a sample of size n, such that y t has a beta distribution with probability density function (1) with parameters µ = µ t and φ = φ t . In the following, we assume that µ t and φ t may depend on covariates and unknown parameters. In practice, some covariates may not be precisely observed, but, instead, may be obtained with error. The model considered in this paper assumes a linear structure for the specification of the mean and the precision parameters, and also assumes that both specifications may involve covariates measured with error. Specifically, we replace the mean submodel (2) and the precision submodel (3) by
respectively, where β ∈ R p β , λ ∈ R p λ are column vectors of unknown parameters, x t = (x t1 , · · · , x tp β ) and m t = (m t1 , · · · , m tp λ ) (p α + p β + p γ + p λ < n) are unobservable (latent) covariates, in the sense that they are observed with error. The vectors of covariates measured without error, z t and v t , may contain variables in common, and likewise, x t and m t . Let s t be the vector containing all the unobservable covariates. For t = 1, . . . , n, the random vector w t is observed in place of s t , and it is assumed that
where e t is a vector of random errors, τ 0 and τ 1 are (possibly unknown) parameter vectors and • represents the Hadamard (elementwise) product. The parameter vectors τ 0 and τ 1 can be interpreted as the additive and multiplicative biases of the measurement error mechanism, respectively. If τ 0 is a vector of zeros and τ 1 is a vector of ones, we have the classical additive model w t = s t + e t . Here, we follow the structural approach, in which the unobservable covariates are regarded as random variables, i.e. we assume that s 1 , . . . , s n are independent and identically distributed random vectors. In this case, it is also usual to assume that they are independent of the measurement errors e 1 , . . . , e n . Moreover, the normality assumption for the joint distribution of s t and e t is assumed. The parameters of the joint distribution of w t and s t is denoted by δ. Let (y 1 , w 1 ), . . . , (y n , w n ) be the observable variables. We omit the observable vectors z t and v t in the notation as they are non-random and known. The joint density function of (y t , w t ), which is the observation for the t-th individual, is obtained by integrating the joint density of the complete data (y t , w t , s t ), f (y t , w t , s t ; θ, δ) = f (y t |w t , s t ; θ)f (s t , w t ; δ), with respect to s t . Here, θ = (α , β , γ , λ ) represents the parameter of interest, and δ is the nuisance parameter. The joint density f (w t , s t ; δ), which is associated to the measurement error model, can be written as f (w t , s t ; δ) = f (w t |s t ; δ)f (s t |δ) as well as f (w t , s t ; δ) = f (s t |w t ; δ)f (w t |δ). In this work we assume that, given the true (unobservable) covariates s t , the response variable y t does not depend on the surrogate covariates w t ; i.e. f (y t |w t , s t ; θ) = f (y t |s t ; θ). In other words, conditionally on s t , y t and w t are assumed to be independent (Bolfarine and Arellano-Valle, 1998) . Therefore, the density function of (y t , w t ) is given by
The log-likelihood function for a sample of n observations is given by
In general, the likelihood function involves analytically intractable integrals and, hence, approximate inference methods need to be considered. In the next section, we present three different approaches to estimate the parameters.
In order to facilitate the description of the estimation methods, we assume that a single covariate, x t , is measured with error, and that it is used for the specifications of both the mean and precision submodels. We then have p β = p λ = 1 and s t = x t = m t . We also assume independence and normality of random errors. The methodologies presented in this paper can be extended to the situation where x t and m t are distinct, or when covariates measured with error appear only in the specification of the mean or the precision parameter.
To be specific, from now on, the model under consideration is summarized as follows. For i = 1, . . . , n,
with x t and e t , for t, t = 1, . . . , n, being independent. The unknown parameter vectors α and γ were defined above, and β ∈ R, λ ∈ R, µ x ∈ R and σ 2 x > 0 are unknown parameters. Note that it is assumed that the conditional distribution of y t given (x t , w t ) does not depend on w t . Also, if τ 0 = 0 and τ 1 = 1, (10) corresponds to the classical additive error model w t = x t + e t . From (10) we have
where
with
e ) being known as the reliability ratio. To avoid nonidentifiability of parameters we assume that (τ 0 , τ 1 , σ 2 e ) or (τ 0 , τ 1 , k x ) is either a known parameter vector or is estimated from supplementary information, typically replicate measurements or partial observation of the error-free covariate. In any case, either of these vectors is regarded as a known quantity in the inferential procedure. Hence, the nuisance parameter vector is δ = (µ x , σ 2 x ) . The log-likelihood function in (7) for n observations taken from the model described in (8), (9) and (10) is given by
2t (θ, δ) = log
3. Estimation
Maximum likelihood estimation
The second term of the log-likelihood function (θ, δ) in (13), which depends on a non-analytical integral (as can be seen in (15)), can be approximated using the Gauss-Hermite quadrature, which consists of the approximation
where η q and ν q represent the q-th zero and weight, respectively, of the orthogonal Hermite polynomial of order Q (number of quadrature points); see, for instance, Abramowitz and Stegun (1972, Chapter 22) . Using the transformation u t = (x t − µ xt|wt )/ 2σ 2 xt|wt in (15), we have that x t = µ xt|wt + 2σ 2 xt|wt u t and dx t = 2σ 2 xt|wt du t . Hence, by applying (16) in (15), the log-likelihood function (13) can be approximated by
where µ xt|wt and σ 2 xt|wt are given in (12).
The approximate maximum likelihood estimator of (θ , δ ) , ( θ , δ ) say, is obtained by solving the system of equations ∂ a (θ, δ)/∂θ = 0, ∂ a (θ, δ)/∂δ = 0. For computational implementation, the derivatives of a (θ, δ) with respect to the parameters can be analytically obtained or numerical derivatives can be used. Our numerical results were obtained using numerical derivatives.
Maximum pseudo-likelihood estimation
The central idea of the maximum pseudo-likelihood estimation method is to replace the nuisance parameters by consistent estimates in the log-likelihood function (13). The resulting function can be regarded as a pseudo-log-likelihood function that depends on the parameters of interest only (Guolo (2011) , Gong and Samaniego (1981) , Skrondal and Kuha (2012) ) .
The log-likelihood function (13) is maximized in two steps. First, we estimate the nuisance parameter vector δ by maximizing the reduced log-likelihood function
where 1t (δ) is given in (14). Second, the estimate δ obtained from the maximization of (19) is inserted in the original log-likelihood function (13), which results in the pseudo-log-likelihood function
As in (θ, δ), the second term in p (θ; δ) cannot be expressed in closed form and requires numerical integration. However, unlike the integral in (θ, δ), the integral in p (θ; δ) depends on the parameter of interest only. From (16), it is possible to approximate 2t (θ, δ) by a summation. After some algebra, we have that an approximate pseudo-log-likelihood for the beta regression model with one covariate measured with error is given by (20) 
where l(µ, φ) is given in (18),
with µ xt|wt and σ 2 xt|wt being estimates of µ xt|wt and σ 2 xt|wt , respectively, obtained from the maximization of (19).
The approximate pseudo-likelihood estimator of θ is obtained by maximizing the approximate pseudo-log-likelihood function given above. Such an estimator has been proposed in a recent paper by Skrondal and Kuha (2012) in the context of generalized linear models, and named improved regression calibration estimator.
It can be shown that, under regularity conditions (Gong and Samaniego (1981) and Parke (1986) ), the approximate pseudo-log-likelihood estimator is consistent and the asymptotic distribution of √ n( θ − θ) is normal with mean zero and covariance matrix
with δ replaced by δ, and with rt (δ) and pt (θ, δ) being the t-th element of the log-likelihood functions r (δ) and p (θ, δ) in (19) and (20), respectively. Details on the conditions and proof for the consistency and asymptotic normality of pseudo-likelihood estimators can be found in Skrondal and Kuha (2012, Section 5) and Gourieroux and Monfort (1995, Sections 24.2.2 and 24.2.4) . For the errorsin-variables beta regression model considered here, I θθ , I δδ and I θδ do not have closed form. We suggest to replace the expected information matrix by the observed information matrix. For computational implementation, the needed derivatives can be analytically or numerically obtained. We used numerical derivatives in our simulations and applications.
Regression calibration estimation
The regression calibration method has been widely used in errors-in-variables modeling due to its simplicity; see Carroll et al. (2006, Chap. 4) , Freedman et al. (2008) , Thurston et al. (2005) and Guolo (2011) . The central idea is to replace the unobservable variable, x t , by an estimate of the conditional expected value of x t given w t , E(x t |w t ), in the likelihood function. Let r(w t , δ) = E(x t |w t ) be the calibration function. The replacement of the unobservable covariate x t by r(w t , δ) establishes a modified model for the data. Here, δ is an estimate of δ.
For our errors-in-variables beta regression model, the calibration function is r(w t , δ) = µ xt|wt as defined in (12) . From (11) and (12), we have that w = n t=1 w t /n and s
2 /(n − 1) are optimal estimates of τ 0 + τ 1 µ x and τ 2 1 σ 2 x +σ 2 e , respectively. These estimates can be used to estimate the calibration function.
By inserting the calibration function in the conditional density function of y t given x t , we obtain the modified log-likelihood function
with x t being the estimated calibration function. Note that the modified loglikelihood function in (22) only depends on the parameter of interest, θ. The regression calibration estimate of θ is obtained from the system of equations ∂ rc (θ)/∂θ = 0, which requires a numerical algorithm. Since rc (θ) coincides with the log-likelihood function for the usual beta regression model, x t acting as an observable covariate, these equations can be numerically solved from available computational packages, for instance the betareg package (Cribari-Neto and Zeiles, 2010) implemented in the R platform. Standard errors for regression calibration estimates can be obtained through bootstrap resampling. It is well known that regression calibration estimators are, in general, inconsistent. Skrondal and Kuha (2012) point out that "the inconsistency is typically small when the true effects of the covariates measured with error are moderate and/or the measurement error variance are small, but more pronounced when these conditions do not hold." Numerical properties of the three estimators described above are investigated in the next section.
Monte Carlo simulation results
We now present Monte Carlo simulation results on the performance of the different estimation methods described in Section 3. All simulation results are based on 5,000 Monte Carlo replications. We consider errors-in-variables beta regression models with log(µ t /(1 − µ t )) = α + βx t , and log(φ t ) = γ (constant precision model) and log(φ t ) = γ + λx t (varying precision model), with w t and x t being generated from (10). We set α =2.0, β = −0.6, λ = 0.5, µ x = 2.5, σ 2 x = 2.7, and γ = 2.5 for the constant precision model and γ = 4 for the varying precision model. The parameters of the measurement error mechanism are assumed to be known, and we set τ 0 = 0, τ 1 = 1, and the following values for the reliability ratio: k x = 0.95 (low measurement error), k x = 0.75 (moderate measurement error), and k x = 0.50 (high measurement error), which correspond to σ 2 e = σ 2 x /10, σ 2 e = σ 2 x /3, and σ 2 e = σ 2 x , respectively. The sample sizes are n = 25, 50, 100, 200, and 300. For each simulated sample the parameters were estimated under two different settings. First, we ignored the measurement error in x t , i.e. we used what is called the naïve method ( naive ); second, we recognized that x t is measured with error and estimated the parameters using the three methods proposed in this paper: approximate maximum likelihood ( a ), (approximate) maximum pseudo-likelihood ( p ), and regression calibration ( rc ). Whenever Gaussian quadrature was required, we set the number of quadrature points at Q = 50. The maximization of the relevant (approximate/pseudo/modified) likelihoods was performed using the quasi-Newton BFGS nonlinear optimization algorithm with numerical derivatives implemented in the function MAXBFGS in the matrix language programming Ox (Doornik, 2011) . The detailed simulation results (not shown here to save space) are collected in the Supplementary Material.
Figures 1-6 present plots of the bias and the root-mean-square error of the estimators against sample size, for k x = 0.95, 0.75, and 0.50 under the constant precision model and the varying precision model. As expected, the naïve estimator is biased and its bias and mean-square error do not converge to zero as n grows even when the reliability ratio is large (i.e. the variance of the measurement error is small compared to the variance of x). In other words, the plots suggest that the naïve estimator is not consistent. For all the cases, the approximate maximum likelihood and maximum pseudo-likelihood estimators perform similarly. In general, their performance is clearly better than that of the regression calibration and naïve estimators. Under constant precision (Figures 1-3) , the regression calibration estimator is as biased as the naïve estimator for estimating the precision parameter. However, for estimating the coefficients associated to the mean sub-model, the regression calibration estimator performs much better than the naïve estimator in most of the cases. Under the varying precision model (Figures 4-6) , similar conclusions are reached.
We now turn to the evaluation of confidence intervals constructed from the different estimators. The standard errors for the approximate maximum likelihood and maximum pseudo-likelihood estimators were calculated from the Hessian matrix of the approximate log-likelihood function (17) and from (21), respectively. For the regression calibration estimator, standard errors were obtained through parametric bootstrap resampling. Figures 7-8 present plots of the estimated true coverages of confidence intervals constructed with 95% nominal confidence level, for k x = 0.95, 0.75, and 0.50 under the constant precision and varying precision models for n ranging from 25 to 300. For all the cases, the estimated true coverages of the confidence intervals based on the naïve estimator decrease as n grows, and hence they cannot be recommended. When the measurement error is not very large (eg. k x = 0.95 and k x = 0.75), the confidence intervals constructed from the approximate maximum likelihood and maximum pseudo-likelihood estimators present true coverage close to 95%, except for estimating the precision parameter with small samples. For the constant precision model (Figure 7) , the regression calibration estimator produces reliable confidence intervals for parameters of the mean submodel when the measurement error variance is small (eg. k x = 0.95). However, for estimating the precision parameter, the regression calibration estimator produces confidence intervals with true coverage much smaller than 95% when n is large. Under the varying precision model (Figure 8) , we arrive at similar conclusions, but it is noteworthy that the maximum pseudo-likelihood method yields confidence intervals with higher coverage than the approximate maximum likelihood estimation when the sample is not large.
Overall, we conclude that ignoring the measurement error produces misleading inference. Also, if the measurement error variance is small, the regression calibration approach is reliable for estimating the parameters of the mean submodel. Moreover, inference based on the approximate likelihood and the pseudolikelihood methods present good performance for the estimation of all the parameters. Since the pseudo-likelihood approach is computationally less demanding than the approximate maximum likelihood approach, we recommend the maximum pseudo-likelihood estimation for practical applications. et al. (2008) and Ferrari et al. (2011) proposed the use of stan- dardized weighted residuals as a diagnostic tool for beta regression models with constant and non-constant precision parameter, respectively. Here, we modify the residuals defined by Ferrari et al. (2011) to allow for measurement error in covariates. We therefore define
Residual analysis
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and h * tt is the t-th diagonal element of
. . , φ n } and W is an n × (p α + p β ) matrix with the t-th row given by (z t , w t ). Here, hat indicates that the unknown parameters are replaced by estimates. We suggest the use of the maximum pseudo-likelihood estimates since they performed well in our simulations and are computationally less demanding than the approximate maximum likelihood estimates.
Plots of residuals versus observation indices are not always suitable for detecting lack of fit when measurement errors are present; see, for instance, Fuller (1987, Section 2.2.2), Carroll and Spiegelman (1992) and Buonaccorsi (2010, Section 4.7) . Fuller (1987, Section 2.2.2) suggests constructing plots of residuals versus consistent estimates of the expected value of x t given w t . Atkinson (1985) , on the other hand, suggests the use of simulated envelopes in normal probability plots to facilitate their interpretation. The use of standardized weighted residuals plots proposed here will be illustrated in the next section.
Real data application
We now illustrate our results in the dataset described in Section 1. Our aim is to model RP P (relative pulse pressure) using BM I (body mass index) and LDL (low density lipoprotein cholesterol level) as covariates. The total cholesterol level, T C, is easier to be accessed than LDL, and provides a measure of LDL plus unknown quantities of other components as triglycerides and high density lipoprotein. Here, we shall consider T C as a surrogate for LDL.
We shall assume that y 1 , y 2 , . . . , y n are independent observations of the P P R of the n individuals in the sample, and such that y t follows a beta distribution with mean µ t and precision parameter φ t , with
for t = 1, . . . , 182. Also, LDL t and e t , for t, t = 1, . . . , n are assumed to be independent. Here, the interest parameter vector is θ = (α 0 , α 1 , β, γ 0 , γ 1 , λ) . For this particular dataset, the values of LDL and T C are available for all the individuals in the sample. We then use these data to mimic a situation where both the true and surrogate covariates are observed for some but not all individuals in the sample. We randomly selected a subsample of 21 individuals for which we consider the corresponding observed values of LDL and T C; for the remaining individuals, only the observations on T C are considered in the analysis. A scatter plot of T C versus LDL for the selected individuals (not shown) suggests a clear approximate linear tendency.
It is possible to estimate τ 0 , τ 1 and σ 2 e from (23), since we have observations on both T C and LDL for some individuals. We obtained the following estimates: τ 0 = 0.7351, τ 1 = 1.062 and σ 2 e = 0.030. To estimate the parameters of interest we used the approximate maximum likelihood, maximum pseudo-likelihood, regression calibration and naïve methods. Also, as a gold standard to compare with these methods, we fitted a beta regression model in which LDL is used as the true covariate, measured without error, for all individuals. Table 1 shows the estimates, standard errors and p-values for the parameters of interest. All the approaches produce similar inferences on the parameters of the mean submodel (α 0 , α 1 and β) and on the intercept (γ 0 ) and the coefficient γ 1 of BMI, which is the covariate measured without error, in the precision submodel. Inference on λ, the coefficient of LDL (the covariate measured with error) in the precision submodel, varies depending on the approach being used. The gold standard and the approximate maximum likelihood and pseudo-likelihood approaches indicate that the null hypothesis H 0 : λ = 0 should be rejected at the 5% nominal level (p-value= 0.013, 0.025, 0.022, respectively), while H 0 is not rejected when the regression calibration and the naïve methods are employed (pvalue= 0.064, 0.064). In other words, at the 5% nominal level, the approximate maximum likelihood and maximum pseudo-likelihood approaches agree with the gold standard in that they indicate that the precision varies with LDL, unlike the regression calibration and naïve methods. Finally, it can be noticed that the results for the approximate maximum likelihood and maximum pseudo-likelihood methods are very close. We now use the standardized weighted residual presented in Section 5 to inves- tigate the presence of outliers or any indication of lack of fit. Figure 9 shows residual plots for the model fitted using the maximum pseudo-likelihood approach. Figure 9 (a) shows the plot of the residuals against predicted values of LDL, LDL, and Figure 9 (b) shows a normal probability plot with simulated envelope. There is no indication of outliers or any apparent pattern. This indicates that the errorsin-variables model considered here fits the data well.
Concluding remarks
In this paper we proposed and studied errors-in-variables beta regression models. We proposed three different estimation methods, namely, the approximate maximum likelihood, maximum pseudo-likelihood and regression calibration methods. We performed a Monte Carlo simulation study to compare the performance of the estimators in terms of bias, root-mean-square errors and coverage of confidence intervals. Overall, we reached the following conclusions. First, ignoring the measurement error may lead to severely biased inference. Second, the regression calibration approach is very simple and seems to be reliable for estimating the parameters of the mean submodel when the measurement error variance is small. However, there is clear indication that it is not consistent for estimating the parameters that model the precision of the data.Third, the approximate maximum likelihood and maximum pseudo-likelihood approaches perform well, the later being less computationally demanding than the former. We, therefore, recommend the maximum pseudo-likelihood estimation for practical applications. We emphasize that the maximum pseudo-likelihood estimator coincides with the improved regression calibration estimator proposed by Skrondal and Kuha (2012) . Its consistency and asymptotic normality are justified by these authors. We also proposed a standardized weighted residual for diagnostic purposes. All our results were illustrated in the analysis of a real data set.
An alternative estimation method that could be applied in errors-in-variables beta regression models was recently proposed by Kukush et al. (2009) ; see Section 4.2 in their paper. It is a quasi-score estimator, which is optimal within a class of estimators based on unbiased estimating functions that are linear in the response variable. Although the method is simple, for measurement error beta regression models it involves moments of nonlinear functions of the latent variable, which cannot be obtained analytically. We leave this interesting topic for future research.
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