Effective SU(2) theory for the pseudogap state by Montiel, X. et al.
Effective SU(2) theory for the pseudogap state
X. Montiel,1, 2 T. Kloss,1, 3 and C.Pépin1
1IPhT, L’Orme des Merisiers, CEA-Saclay, 91191 Gif-sur-Yvette, France
2Department of Physics, Royal Holloway, University of London, Egham, Surrey TW20 0EX, United Kingdom
3INAC-PHELIQS, Université Grenoble Alpes and CEA, 38000 Grenoble, France
This paper exposes in a detailed manner the recent findings about the SU(2) scenario for the un-
derdoped phase of the Cuprate superconductors. The SU(2) symmetry is formulated as a rotation
between the d-wave SC phase and a d-wave charge order. We define the operators responsible for
the SU(2) rotations and we derive the non-linear σ-model associated with it. In this framework, we
demonstrate that SU(2) fluctuations are massless in finite portions of the Brillouin Zone correspond-
ing to the anti-nodal regions (0,pi), (pi, 0). We argue that the presence of SU(2) fluctuations in the
anti-nodal region leads to the opening of Fermi arcs around the Fermi surface and to the formation
of the pseudo-gap. Moreover, we show that SU(2) fluctuations lead, in turn, to the emergence of a
finite momentum SC order -or Pair Density Wave (PDW)- and more importantly to a new kind of
excitonic particle-hole pairs liquid, the Resonant Excitonic State (RES), which is made of patches
of preformed particle-hole pairs with multiple momenta. When the RES liquid becomes critical,
we demonstrate that electronic scattering through the critical modes leads to anomalous transport
properties. This new finding can account for the Strange Metal (SM) phase at finite temperature,
on the right hand side of the SC dome, shedding light on another notoriously mysterious part of the
phase diagram of the Cuprates.
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I. INTRODUCTION
When doping a Mott insulator, the systems becomes a
superconductor at high temperature. This phenomenon
remains one of the most enduring mysteries of material
science . The origin of the pseudo-gap (PG) phase1,2,
which shows a loss of electronic density of states at fi-
nite temperatures above the SC state, in the underdoped
regime, has generated some intense debate in the past
thirty years, and still remains an open issue3–12. The
mystery of the PG phase is maybe better seen within
the Angle Resolved Photo Emission (ARPES) measure-
ments, in which we observe a continuous evolution from
small hole pockets at low oxygen doping x < 0.05, to
Fermi arcs at intermediate doping ( or underdoped re-
gion) 0.08 < x < 0.19, to finally the opening of a larger
Fermi surface in the over-doped region 0.20 < x. The
notion of Fermi “arcs” instead of closed Fermi surface
of electrons has a ground-breaking character because it
breaks the Luttinger theorem relating the counting of
the conduction electrons with the “volume” of the Fermi
surface13–18. The theories of the PG can be divided into
two major lines of thoughts. In the first line of thoughts
the emphasis is given to the proximity to the Mott insu-
lator at zero doping (x = 0) , and argue that the consid-
erable strength of the Coulomb interactions for these sys-
tems produce strong correlations between the electrons,
from the scale of 1eV down to the lowest energy scales5.
Exotic states are created, the most notoriously famous
of them being the Resonating Valence Bond (RVB) state
proposed in the early days, just after the discovery of
the YBCO19–22. This approach has also lead to many
numerical advances including the celebrated Dynamical
Mean Field Theory (DMFT)23–27, designed to capture
the proximity to the Mott transition, as well as field the-
ory treatment including gauge field28–36, with U(1), or
SU(2) symmetries5,20,21. The second type of theories as-
sumes the existence of a singularity in the phase diagram,
for example with the presence of a quantum critical point
(QCP) -also called a zero temperature phase transition,
where the quantum fluctuations dominate the thermal
ones37–49. While the correlations between electrons are
not very strong at the UV scale, they drastically grow
when the temperature is reduced, leading to a strong
coupling in the vicinity of the QCP.
The importance of phase fluctuations for small hole
concentration when approaching the Mott transition, was
outlined in a seminal study of the under-doped regime of
Cuprates50. The main argument is simply that when the
electron density gets locked at the brink of localization,
the phase fluctuates within the phase-density duality re-
lation. Three types of fluctuations were identified : the
quantum phase fluctuations arising the Heisenberg un-
certainty principle, the classical- thermal- phase fluctua-
tions, and the fluctuations of the amplitude of the order
parameter promoted by some extra degree of freedom.
This line of approach was explored in details in the “pre-
formed pairs” scenario, where Cooper pairs are forming
at a temperature T > Tc, with the phase coherence set-
ting precisely at Tc51–56, as well as in scenarios involving
phase separation in real space with, for example, the for-
mation of stripes57–65. It has to be noticed that a sce-
nario has already attributed the opening of the PG to
fluctuating charge order49. In this scenario, the Cooper
pairing enable the opening of the PG in the anti-nodal
region, allowing the formation of the Fermi arcs in the
nodal part of the Fermi surface.
Despite very intense and focused experimental search,
preformed pairs were not observed at the PG energy scale
T ∗, and phase fluctuations were found only in a window
of 15K above Tc66–69. A question then naturally arises :
where has gone the enormous amount of classical phase
fluctuations that should be present in the under-doped
regime ?
In this paper, we argue that a new type of pairing fluc-
tuations has to be considered in the under-doped region,
governed by an emergent SU(2) symmetry which rotates
the superconducting state towards the charge sector70–76.
Within the SU(2) paradigm, pairing fluctuations do not
only involve the phase of the U(1) superconducting or-
der parameter, but also ”pairing” fluctuations towards
the charge sector as well as charge phase fluctuations.
For example these operators can rotate a Pair Density
Wave (PDW) - or finite momentum superconducting or-
der, into a charge density wave (CDW) state with the
same wave vector, as was recently reported77, but it can
also rotate a standard d-wave superconducting state into
a new kind of excitonic state. Support for the concept
of an underlying SU(2) symmetry in the background of
the under-doped region comes from the recent findings
of CDW in the phase diagram of the cuprates, and sub-
sequent theoretical investigations over this findings78–92.
This started around a decade ago with a first observation
of modulations inside vortices in Bi221293,94. Subsequent
studies with Fermi surface reconstruction showed that
this feature was generic95,96, also verified in Bi-220197,98,
and that the charge patterns corresponded to two axial
wave vectors (0, Qy) and (Qx, 0), incommensurate with
the lattice periodicity, and which magnitude of the wave
3vectors growing with oxygen-doping. Quantum Oscilla-
tions in YBCO99,100, NMR101–103 and104 X-rays studies,
hard105,106 and soft107–110, provided a new understand-
ing in the nature of the charge ordering, as a reasonably
long ranged excitation (∼ 20 a0 where a0 is the elemen-
tary cell parameter of the square lattice) stabilized to a
true long range order upon a magnetic field larger than
17T104,111.
Maybe the strongest suggestion that d-wave charge
order and SC are mysteriously related by a symmetry,
comes from the phase diagram showing the response
of charge ordering as a function of temperature and
magnetic field, in the underdoped region99,101,104,111–113.
Similar energy scales are observed for both orders, with a
sharp ( and flat) transition at H0 = 17T, very suggestive
of a “spin-flop”-type transition between the two states.
Bulk probe spectroscopies also hint towards the pres-
ence of a collective mode in the underdoped phase of the
cuprates. It has been argued that the A1g-mode in Ra-
man scattering114–119 can be associated with the presence
of SU(2) symmetry120,121. Likewise a theory11,122–125 for
the PG state shall address the long standing observation
by Inelastic Neutron Scattering (INS) of a finite energy
resonance around the AF wave vector (pi, pi) in both the
SC and PG states of those compounds126–132.
The formation of the PG state is accompanied by
Q = 0 orders as observed by INS techniques133,134 and
transport measurements135. These orders have been in-
terpreted as loop-currents133,134 or nematicity135, which
have led to recent theoretical developments136–143.
Typically the constraint in the non-linear σ-model as-
sociated with SU(2) fluctuations, creates a strong cou-
pling between the two channels, which in turn generates
phase separation144,145. We succinctly describes this sit-
uation in the second part of this paper, with the creation
of patches- or droplets, of excitonic particle-hole pairs.
The statistics of such objects is analogous to the phase
separation of polarons in an electronic medium146, and is
also related to the emergence of skyrmions in the pseudo-
spin space, which come out of the non-linear σ-model.
The detailed link between these approaches is deferred
to a future work.
In this paper, the SU(2) symmetry emerges from short
range AF correlations, which is a more realistic starting
point for the phase diagram of the cuprates than our
previous study72 where the proximity to an AF QCP was
assumed.
Although a few of the essential ideas developed in this
paper have already been introduced elsewhere147- like the
idea of particle-hole ”droplet”, or excitonic patches, the
detailed calculations behind these ideas have never been
presented so far. The description of the non-linear σ-
model is given for the first time, directly starting from a
realistic short range AF correlation and a realistic elec-
tronic dispersion rather than from a more idealistic eight-
hot-spot model close to an AF QCP. It is shown that
the coupling between the non-linear σ-model and the un-
derlying fermions restricts the SU(2) fluctuations to the
anti-nodal region of the BZ, which is a crucial new fea-
ture of the theory. The rotation of the charge ordering
wave vectors from the diagonal to the axes is explained
for the first time. The symmetries of the emerging or-
ders, CDW, PDW are clarified. Moreover the study of
the strange metal, and the implications of our proposal
for the PG to anomalous transport properties in this re-
gion of the phase diagram are given here for the first
time.
The paper is organized as follows. In section II, we in-
troduce the pseudo-spin operators relevant to our study,
and the triplet representation on which they apply, which
rotates the d-wave SC state to a d-wave CDW. In sec-
tion III, we give a mean-field decoupling of a Hamiltonian
pertaining to the solution of cuprate superconductors,
which retains mainly short range AF interactions. The
decoupling in the charge and SC channels gives a degen-
eracy (at the hot spots) between the two channels, for a
wide range of doping. It defines the temperature scale
below which on can get SU(2) fluctuations. In section
IV, we start our study of the fluctuations between the
two states, introduce the effective Lagrangian with its
symmetric part and symmetry breaking part. In section
V we use the SU(2) symmetric part of the Lagrangian
to perform the integration over the fermionic degrees of
freedom, leading to the standard expression for the non
linear σ-model. In section VI, we focus on the symmetry
breaking term, and show that massless SU(2) fluctuations
occur only on specific loci of the Brillouin Zone, that we
call SU(2) lines. Everywhere else in the Brillouin zone the
fluctuations are heavily massive. In section VII, we start
to study the effect of the SU(2) fluctuations on the charge
and SC channels. We show that SU(2) pairing fluctua-
tions induce a nematic response and, importantly, tilt the
charge ordering modulation wave vector from the diag-
onal (Q0,Q0) to the axes (Q0, 0)and (0, Q0). In section
VIII, we discuss the possibility that SU(2) fluctuations
lead to the emergence of preformed excitonic (particle-
hole) pairs owing many 2pF wave vectors, whereas simi-
lar study in the SC channels leads to the emergence of a
small Pair Density wave contribution with the same wave
vectors (Q0, 0)and (0, Q0) as in the CDW channel. Fi-
nally, in section X, we depict a global phase diagram for
the physics of the underdoped region of the cuprates us-
ing heuristic arguments from the SU(2) theory. We also
study the strange metal regime at optimal doping and
show that our pictures provides very anomalous trans-
port exponents, with in particular a resistivity going like
ρ ∼ T/ log T in three spatial dimensions.
II. THE SU(2) SYMMETRY
The paradigm of emerging symmetry is not new148 and
possibly one of its most famous proponents is the SO(5)-
theory for cuprate superconductors149–154 where it was
proposed that the d-wave SC state can be rotated into
the AF sector. Thermal fluctuations between the two
4states, described by the non-linear σ-model were shown
to become massively dominant in the under-doped region
of the phase diagram and it was suggested that they were
responsible for the formation of the pseudo-gap.
The present study is based on the assumption that an
underlying SU(2) symmetry governs the phase diagram
in the underdoped region of the cuprates. In contrast to
SO(5) symmetry described above, the SU(2) symmetry
we talk about here connects the SC and CDW sectors.
This concept of pseudo-spin symmetry is not new and
can be traced back to the Yang and Zhang for Hubbard-
model at half filling155,156. A set of pseudo-spin opera-
tors were introduced, which rotate the d-wave SC state
into a d-wave modulated charge order. The pseudo-spin
idea was later used in the context of the d-Density Wave
(DDW)157 and nematic states158, using as well the SU(2)
pseudo-spin operators in order to rotate the d-wave SC
state towards one of those two. Recently, the ubiquitous
presence of charge excitations in the underdoped region,
and the stabilization of long range CDW in high mag-
netic fields (B > 17T ) lead to the revival of the idea
of emerging SU(2) symmetry, and the pseudo-spin op-
erators in this case rotate the d- SC state towards the
charge sector.
In this section, we give the mathematical definitions of
the pseudo-spin operators of the SU(2) symmetry and
describe explicitly the l = 1 minimal representation.
We rapidly review previous work on the eight hot-spots
model, generalization to the more realistic model includ-
ing short range AF correlations are given in the section
III.
A. The “eight hot-spots” model
The SU(2) symmetry rotating the d-wave supercon-
ductor to the charge channel was first derived in the con-
text of the eight hot-spots model70,72, where the Fermi
surface is reduced to eight points related two by two by
the wave vector Q = (pi, pi) as depicted in Fig. 1. In this
model, electrons interact through critical bosonic modes
following the Lagrangian L = Lψ + Lφ
Lψ = ψ
† (∂τ + εk + λφ · σ)ψ, (1)
Lφ = φ
D−1
2
φ+
g
2
φ4, (2)
where ψ is the electron-field with dispersion εkaround
each hot-spot, coupled to the spin fluctuation field φ
evolving through the spin-wave propagator of typical
Ornstein- Zernike form
D−1 =
ω2
v2s
+ (q−Q)2 +ma. (3)
ma is the mass which characterizes the distance to the
quantum critical point (QCP). σ is the Pauli spin in
Eqn.(1). When the Fermi dispersion ξk is linearized
FIG. 1. (Color online) Schematic representation of a hole-
doped cuprate Fermi surface in the first BZ. The "Hot-Spots"
(red points) are the point of the FS close to the critical AFM
modes and connected by the vector Q = (pi, pi). Two different
ordering vectors Qa0 and Qb0 (green and blue), coupling hot
spots between two opposed FS in the anti-nodal region are
shown. The angle θk localizes the points in the first BZ.
around each hot-spot, one obtains a composite order as a
precursor of anti-ferromagnetism. The composite order-
parameter can be viewed as a non-abelian superconduc-
tor
bˆ = buˆ, with u =
(
χ ∆
−∆∗ χ∗
)
, (4)
and |χ|2 + |∆|2 = 1.
Instead of having a U(1)-phase as it is the case
superconductors, the operator bˆ has now an SU(2) -
phase rotating between the d-wave SC channel ∆ =
1√
2
∑
k dkψk↓ψ−k↑, with dk = 2 cos (2θk) and the d-wave
Peierls channel χ = 12
∑
k,σ dkψ
†
k+Q0σ
ψk,σ also called
quadrupolar order72. Within this simplified model, k
is defined in a small region around each hot-spot and the
definition of the charge wave vector Q0 = (±Qa,±Qb)
depends on the of the hot-spot in k-space (see Fig. 1).
Q0 is the a k-dependent, diagonal wave vector which re-
lates, using an Umklapp wave vector, the two hot-spots
opposite to each other across the Fermi surface. Note
that the choice of Qa or Qb is tight to the precise each
hot-spot. The precursing order bˆ thus possesses an ex-
act SU(2) symmetry which relates the SC channel to the
charge channel, and importantly, it is driven by AF fluc-
tuations which dominate in the vicinity of the QCP.
5B. Operators
In this paper, we study a generalization of the SU(2)
symmetry of the eight hot-spots model in the case of a
real compound, with a generic dispersion not reduced to
the eight hot-spots, including the curvature. The first
step in this direction is to introduce the notion of invo-
lution, implicitly present in the k-dependence of the Q0
modulation vector os subsection IIA. An involution is a
mapping which sends k→ k , such that for each k-vector
we have
k = k and (−k) = − (k) . (5)
Such a mapping was already present in the definition of
the k- dependent wave vector in subsection IIA. It is im-
portant for the generalization to the entire BZ, because
it ensures that the SU(2) algebra defined below is self-
constrained, and doesn’t produce harmonics with each
product of two operators. Concrete examples of the in-
volution that we use in this study, are given in the next
paragraph and are depicted in Figs 2 a), b) and c).
We now move to the definition of the pseudo-spin oper-
ators associated with the SU(2) symmetry. The pseudo-
spin operators η+, η− = (η+)† and ηz are defined as
η+ =
∑
k
ψ†k↑ψ
†
k↓ (6a)
ηz =
1
2
∑
k
(
ψ†k↑ψk↑ + ψ
†
k↓ψk↓ − 1
)
, (6b)
The operators in Eqn.(6) form and SU(2) algebra and
are thus called pseudo-spin operators. They can act on
various representations, but in the present scenario for
the underdoped region, the representation chosen is a
l = 1 triplet involving two conjugated SC operators (∆−1
and ∆1) and a d-wave charge sector operator ∆0 which
are defined as:
∆−1 =
1√
2
∑
k
dkψk↓ψ−k↑, (7a)
∆0 =
1
2
∑
k,σ
dkψ
†
kσ
ψ−k,σ, (7b)
∆1 = − 1√
2
∑
k
dkψ
†
k↑ψ
†
−k↓. (7c)
The form factor is given by dk =
(
dk + dk
)
/2, with
dk = 2 cos (2θk) , and θk the angle spanning the BZ. The
standard SU(2) relations[
η±,∆m
]
=
√
l (l + 1)−m (m± 1)∆m±1, (8)
and [ηz,∆m] = m∆m, (9)
are valid here.
C. The involutions
1. Definitions
For the physics of underdoped cuprates, we consider
and compare three types of involutions depicted below:
A) k = −k+ 2kF , (10)
where kF is the Fermi wave vector parallel to k. This
form connects each wave vector in the BZ with a “2kF ”-
partner close to the opposite side of the Fermi surface
ψk → ψ†k−2kF (see Fig. 2 a)). The pseudo-spin SU(2)
symmetry is exactly realized in the eight hot spots spin-
fermion model, where the electronic density is linearized
around the hot spots70,72. In this case there are only four
”2kF ” wave vectors denoted by
B) k = −k+Q0, (11)
with Q0 = (±Qa,±Qb) ,
which are aligned with the diagonal of the BZ. For a
generic Fermi surface, multiple 2kF wave vectors can be
chosen, as depicted in Fig. 2 a) , or alternatively we can
keep the four wave vectors defined for eight hot spots
model and generalize their action on the whole BZ as
shown in Fig 2 b).
An important point to stress out is that the two forms
of possible involutions Eqn.(10) and Eqn.(11) are degen-
erate in the eight hot-spots model, since at the hot spots,
the “2kF ” wave vectors reduce to the four wave vectors
of Eqn.(11). In the case of a full Fermi surface, the two
generalizations give very different physics, that we will
describe in the following paragraph. Before, let’s intro-
duce a third kind of involution which corresponds to a
the particle-hole transformation ψk → ψ†k and for which
we have
C) k = k. (12)
The case C is presented in Fig. 2 c). This case corre-
sponds to an ordering vector of −2k.
2. Physical interpretation
The three kinds of involutions rotate a superconduct-
ing doublet ∆−1,∆1 Eqns.(7) into an alternative channel
in the charge sector ∆0 Eqn.(7b). The forms of ∆0 vary
explicitly, however in the three cases
A) ∆0 =
1
2
∑
k,σ
dkψ
†
k−2kFσψk,σ, (13a)
B) ∆0 =
1
2
∑
k,σ
dkψ
†
k−Q0σψk,σ, (13b)
C) ∆0 =
1
2
∑
k,σ
dkψ
†
−kσψk,σ. (13c)
6a)
a’)
b)
b’)
c)
c’)
FIG. 2. (Color online) We represent in first BZ of the different involution scenario : a)k = −k+ 2kF b) k = −k+Q0, with
Q0 = (±Qa,±Qb) c)k = k. We represent the bare (solid line), shifted (dashed line) and hybridized (dotted line) electronic
band dispersion along the (pi, 0) to (pi, pi) direction in a’)k = −k + 2kF scenario b’)Q0 = (±Qa,±Qb) scenario and c’)k = k
scenario. As drawn in the figures a’), b’), the opening of the gap opens at the crossing of the original and shifted spectra. In
a’) the opening of the gap occurs at the Fermi surface while it is the case at only one point for an incommensurate ordering
vector. For example, in the scenario b’), this opening occurs below the Fermi surface. In absence of symmetry breaking, it is
not able to open a gap between two identical electronic band as presented in c’).
FIG. 3. (Color online) Representation of the electronic spectrum for a superconducting scenario. The superconducting state
provide an hybridization between an electronic and a hole spectrum. The gap opens at the Fermi surface and does not depend
on the curvature.
7The charge order parameters A, B, and C couple very
differently with the conduction electrons, represented in
Fig. 2 and differently than SC order parameter repre-
sented in Fig. 3.
In the case of the “Peierls” or “2kF ” coupling, the
electronic dispersion is translated by “2kF ” around each
point of the Fermi surface, which leads to an obvious
band-crossing and opening of a gap. The same is valid
for B), where the electronic dispersion is translated by
the wave vector ±Qa,b around the zone edge, leading to
band crossing and the opening of a gap. The situation
C), however is drastically different since without inver-
sion symmetry point we have ξk = ξ−k and the transfor-
mation does not lead to the opening of a gap.
For comparison, let’s mention the SC parts ∆−1,∆1,
for which the opening of the gap is ensured by the charge
conjugation leading to a reversing of the electron energy
ξk → −ξ−k with a band-crossing locked at the Fermi
level.
The picture is also drastically different in real space,
and the easiest way to see it is to Fourier transform the
ladder operator η+ Eqn. (11) in the three cases
A) η+ =
∑
k
ψ†k↑ψ
†
−k+2kF ↓, (14a)
B) η+ =
∑
k
ψ†k↑ψ
†
−k+Q0↓, (14b)
C) η+ =
∑
k
ψ†k↑ψ
†
k↓. (14c)
In the three cases Eqns. (14) correspond to a fi-
nite wave vector pairing -also called Fulde-Ferrell-Larkin-
Ovshinnikov (FFLO) pairing, at wave vectors 2kF in case
A), Q0 in case B) and 2k in case C). This leads to a re-
writing of the ladder operators as
A) η+ =
∑
k
∑
i,j
ei2kF ·(ri+rj)/2eik˜a·(ri−rj)ψ†i↑ψ
†
j↓,
(15a)
B) η+ =
∑
k
∑
i,j
eiQ0·(ri+rj)/2eik˜b·(ri−rj)ψ†i↑ψ
†
j↓, (15b)
C) η+ =
∑
k
∑
i,j
ei2k·(ri+rj)/2ψ†i↑ψ
†
j↓. (15c)
In the case A) 2kF depends on k while k˜a = k − kF
is small close to the Fermi energy. In this case the sum-
mation over k leads to a localization of the center of
mass of the pair ri + rj = 0. The same holds in case
C) where the summation over k doesn’t affect the vari-
able ri − rj . The case B), however, is the opposite,
since Q0 is a finite wave vector independent of k, while
k˜b = k − Q0/2 is k-dependent and locates the relative
position of the pair to the be small ri − rj = 0. Case
B) is similar to a standard, zero momentum supercon-
ductor, for which we would have η+ =
∑
k ψ
†
k↑ψ
†
−k↓,
FIG. 4. (Color online) Charge density in the real space in
the different involution scenarios a) k = −k + 2kF b) Q0 =
(±Qa,±Qb) c) k = k.
leading to η+ =
∑
k
∑
i,j e
ik·(ri−rj)ψ†i↑ψ
†
j↓, for which the
k-summation located ri − rj = 0.
Real space pictures illustrating the three situations are
given in Fig. 4. We note the cross-structure in a) show-
ing the singularity of the origin, which comes from the
multiple wave vectors, leading to a typical checkerboard
structure in b), which corresponds to and order with the
superposition of the two axial wave vectors (0,Q0) and
(Q0, 0). The case c) which never leads to the opening of
a gap, shows a very small typical lenghtscale.
The real space picture associated with the physics of
the objects depicted in Fig.4a) have been described in
Ref.147, and will be addressed again in sections VIII and
X. Noticeably, the structure depicted in Fig.4a) has two
energy scales, one associated with the relative distance
between electron and hole in the pair, and the other one
associated to the position and extension around the cen-
ter of mass (ri + rj) /2. The summation over the multiple
2pF wave vectors produces a localization of the center of
mass at the origin, which is typically associated with the
formation of a local object, with a specific modulation
pattern. The study of the physics of such objects, or
patches, goes beyond the scope of this paper, but it is
interesting to see that already at the level of the sym-
metries one sees a profound difference in real space be-
tween patches of particle-hole pairs (Fig.4a)) and uniform
checkerboard phase (Fig.4b)).
The same game can be played with the charge states
given in Eqns. (13)
8A) ∆0 =
1
2
∑
k,σ
∑
i,j
ei2kF ·(ri+rj)/2eik˜a·(ri−rj)dkψ
†
iσψjσ,
(16a)
B) ∆0 =
1
2
∑
k,σ
∑
i,j
eiQ0·(ri+rj)/2eik˜b·(ri−rj)dkψ
†
iσψjσ,
(16b)
C) ∆0 =
1
2
∑
k,σ
∑
i,j
ei2k·(ri+rj)/2dkψ
†
iσψjσ. (16c)
Note the similarity of Eqns. (15) and (16) which lead
to the same real space interpretations.
III. THE SU(2) ENVELOP
A. The starting model with short range AF
interactions
There are a few models which are well-known to
give rise to d-wave superconductivity. The repulsive
Hubbard-model can be mapped out onto an effective
model where the super-exchange between adjacent sites
is described via the t-J Hamiltonian where the strong
Coulomb interactions are described through a constraint
of no double occupancy (see e.g.5 for a review).
HtJ =
∑
i,j,σ
ψ†i,σtijψj,σ + J
∑
〈i,j〉αβ
ψ†i~σαβψiβ · ψ†jα′~σα′β′ψjβ′ ,
(17)
where ψ is the conduction electron field, tij is the hop-
ping matrix describing the band structure of the materi-
als, which is typically of the order of 1eV, 〈i, j〉 denotes
the summation over nearest neighbors typical of the AF
super-exchange term of order 0.7eV, and ~σ is the Pauli
matrix describing the spin. The constraint of no double
occupancy has to be imposed, in order to give a good
treatment to the vicinity to a Mott insulator, but we ne-
glect it for simplicity and consider that the main effects
treated here come from the AF short range interactions in
Eqn. (17). In Momentum space, the Hamiltonian reads
H =
∑
kα
ξkψ
†
k,αψk,α −
∑
kk′q
σσ′
Jqψ
†
σ,k+qψk,σ′ψ
†
k′−qψk′,σ,
(18)
where Jq = 2J cosq, with q = Q+q, and Q = (pi, pi)
the AF wave vector. In contrast with section IIA, where
the AF coupling had been taken close to a QCP where
it becomes singular, we assume no such singularity here.
The AF correlations are typically found to be strong and
short ranged in the cuprates, and the Hamiltonian (17)
is generic enough to account for this feature. In our pre-
vious work on the eight hot spots model72, the proximity
a)
k
Q Q
k +Q0
k
Q Q
 k
1
b)
k
Q Q
k +Q0
k
Q Q
 k
1
FIG. 5. (Color online) Infinite ladder series corresponding re-
spectively to the gap equations (19) for diagram a) and(21)for
diagram b).
to AF quantum criticality was assumed and crucial for
the control of the solution. Here, although we use mean-
field like methods, the starting point is more realistic for
a general theory of the PG in cuprates.
B. Charge and SC decoupling
We can now decouple the second term in Eqn. (18) in
the charge and SC channels, which leads to two types of
gap Equations
• In the charge channel, the Hubbard-Stratonovich
decoupling of Eqn. (18) leads to the effective action
Seffχ =
ˆ
k,k′,q
(J−1q χk,k′χk+q,k′+q
+ χk,k′
∑
σ
ψ†k+q,σψk′+q,σ
+ χk+q,k′+q
∑
σ
ψ†k,σψk′,σ),
where χk,k′ =
〈∑
σ ψ
†
k,σψk′,σ
〉
. Integrating the
fermions out of the partition function and then dif-
ferentiating with respect to χ leads to the gap equa-
tion, in the charge sector. Here k′−k = Q0, where
Q0 is the incommensurate charge modulation vec-
tor (see Fig. 5 (a)):
χk,k′ = −δk′,k+Q0 <T
∑
ω,q
Jq× (19)
χk+q,k′+q
(i+ iω − ξk+q)(i′ + iω − ξk′+q)− χ2k+q,k′+q
.
• Similar action is derived in the SC channel, with
Seff∆ =
ˆ
k,k′,q
(J−1q ∆
†
k,k′∆k+q,k′−q
+ ∆†k,k′
∑
σ
σψk+q,σψk′−q,−σ
+ χk+q,k′−q
∑
σ
σψ†k,σψ
†
k′,−σ), (20)
9where ∆k,k′ = 〈
∑
σ σψk,σψk′,−σ〉, and k′ =−k. We get the standard SC gap equation
(∆k = ∆k,−k) (see Fig. 5 (b)):
∆k = −T
∑
ω,q
Jq
∆k+q
∆2k+q + ξ
2
k+q + (+ ω)
2 , (21)
Throughout the paper, if not stated otherwise, the cal-
culations are made for Bi2212, with a band structure
taken from Ref.124. Specifically we take
ξk = 2t1 + t2 (cos kx + cos ky) + 2t3 cos kx cos ky (22)
+ t4 cos 2kx + cos 2ky + t5 (cos 2kx cos ky + cos 2ky cos kx)
+ 2t6 cos 2kx cos 2ky − µ,
with (in eV) t1 = 0.196, t2 = −0.6798, t3 = 0.2368,
t4 = −0.0794, t5 = 0.0343 and t6 = 0.0011. The solu-
tion of Eqns.(19,21) is given in Fig.(6) for various charge
modulation vectors. The main point of this preliminary
study, is that all the wave vectors have an equivalent re-
sponse at the hot-spot, which is also the same as the SC
response. In other words, all the orders considered above
are quasi-degenerate at the hot spots. The difference be-
tween the gap solution of various wave vectors lies in its
extension in k-space, which is more pronounced for the
SC, the 2pF and the diagonal Q0 = (Q0, Q0) cases. The
only modulation wave vectors which give a non-zero an-
swer are the ones relating two hot spots, or surrounding
the hot spots in the case of the SC and 2pF orders. An
important point is that d-wave symmetry is required to
satisfied Eqns.(19,21). A simple way to see this is to no-
tice that the gap equations relate the two antinoal zones
k → k + Q, with Q = (pi, pi) the AF wave vector. Solu-
tions with ∆k = −∆k+Q are thus stabilized.
The case of strong coupling is treated in Appendix A,
where we see that, as the coupling increased, the shape
of the SC and CDW changes. The SC solution is now
gapping out the entire fermi surface whereas the CDW
solutions are confined within the anti-nodal regions. The
development of the SU(2) fluctuations requires the mean
field decoupling to give sensibly equal values of the order
parameters in the two sectors. This is true at the hot-
spots, as seen in the next sub section III C, but it not
valid anymore far away from the hot-spot. A simple way
to quantize this effect is to define the cut-off energy scale
below which SU(2) fluctuations are present, as the mean
of the gaps in the two sectors
∆2SU(2) =
√
χ2∆2, (23)
so that ∆SU(2) naturally vanishes away from the hot-
spots.
C. Cut-off energy scale
The starting point of our reflexion is to notice that a
simple model with short range AF correlations, which is
a) b)
c) d)
e) f)
g)
FIG. 6. (Color online) Solution of the gap equations χk,k+Q0
from Eqn. (19) (panels a), b), c), d) e) and f) and the
superconducting order parameter ∆k from (21) (pannel f)).
Vanishing solutions are color-coded in blue while non van-
ishing points are depicted in yellow. We took various mod-
ulation wave vectors Q0 with a) the diagonal wave vector
Q0 = (Q0, Q0) linking two hot spots, b) the axial wave vec-
tor Q0 = (Q0, 0) and c) Q0 = (0, Q0) which are observed
experimentally, d) the AF wave vector Q0 = (pi, pi) and e)
the null wave vector Q0 = (0, 0) and f) the 2pF-wave vec-
tor corresponding to the involution described in Eq.(10). The
solution of the SC gap equation is given in g). The calcula-
tions are made on the band structure of Bi2212 form Ref.124
(see details in the text for the band parameters). The cal-
culations are made within the approximation Jq = Jδ (q),
with J = 0.35, which restricts the q-integration at the vector
(pi, pi). The energy units, if not stated otherwise, are in eV.
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minimal to describe the under-doped regime of cuprate
superconductors, has a few quasi-degenerate solutions at
the hot spot, including the d-wave SC and d-wave charge
orders. Our assumption, starting from now, is that this
simple model gives a good insight, and hints that an
SU(2) symmetry is present in the phase diagram of those
compounds, which relates the d-wave SC state to the d-
wave charge sector. The SU(2) symmetry is broken at
low temperature, but then fluctuations will exist up to
a temperature scale which defines the SU(2)-dome. In
Fig.7 the solutions at the hot spots of the d-wave SC
a)  (q,q)
��� ��� ��� ��� ��� ���
����
����
����
����
����
����
��-�
��
�
b)  (0,q)
��� ��� ��� ��� ��� ���
����
����
����
����
����
����
��-�
��
�
c)  (q,0)
��� ��� ��� ��� ��� ���
����
����
����
����
����
����
��-�
��
�
FIG. 7. (Color online) Comparison of the d-wave charge
χk,k+Q0 solution of Eqn.(19) (dashed red) and d-wave SC ∆k
solution of the Eqn.(21) (black line) taken at the hot spot. We
compare various modulation wave vectors for χk,k+Q0 with a)
the diagonal wave vectorQ0 = (Q0, Q0) linking two hot spots,
b) the axial wave vector Q0 = (0, Q0) and c)Q0 = (Q0, 0).
The evolution of the SC and CDW gaps as a function of J−J0
has the typical form of a dome. SC and CDW solutions at
the hot spots are completely degenerate in a with range of
J , whereas the CDW solution is lost before the SC one when
J ∼ J0 (J0 = 1).
and d -wave CDW are given for various wave vectors,
as a functions of the decreasing AF coupling constant J
present in Eqns.(19) and (21). J slowly decreases from
J = J0 = 1 at half filling (p = 0, where p is the hole
doping), to J ' 0 at larger hole doping. Assuming a
scaling relation of the type p ∼ (J0 − J)α, we get a form
of the PG dome very close to the one experimentally ob-
served in cuprates. For a wide region of hole-doping, the
SC solution at the hot spot is degenerate with the CDW
one. When J ∼ 0, the CDW solution is lost whereas the
SC solution survives. The phase diagrams of Fig.7 mimic
the situation in the under-doped regime of the cuprates
as a function of hole doping. The region where the two
solutions are degenerate is interpreted in our framework
as the SU(2)-envelop, below which SU(2) fluctuations are
present. They will be described in the next section.
IV. SU(2) FLUCTUATIONS COUPLED TO
FERMIONS
In the previous section we have shown that short range
AF correlations give rise to a finite number of possible
d-wave order parameters which are quasi-degenerate at
the hot spots. The main idea of this paper is that, first
this quasi-degeneracy is described by an emerging SU(2)
symmetry, and second, that the fluctuations associated
with this symmetry are in turn lifting the degeneracy
between the various modulation vectors. This section is
devoted to the study of the SU(2) fluctuations.
In order to proceed with the study of the SU(2) fluc-
tuations, we must choose one of the wave vectors asso-
ciated with the charge sector. For definiteness, we start
with the diagonal wave vector Q0 = (Q0, Q0), bearing
in mind that it is not the one experimentally observed in
the under-doped region. Our starting point is to derive
the SU(2) effective model which couples to fermions. The
action is comprised of three terms :
Sst = S
0
ψ + Sint + S
0
Q. (24)
A. Bare action S0ψ
S0ψ is the bare action for electrons, which is defined in
SU(2) context as
S0ψ = −
ˆ
x,x′
ΨxG0
−1
x,x′Ψx′ , (25)
where x = (r, τ, σ) with σ ∈ {↑, ↓} the spin and ´
x
≡´
dr
´ β
0
dτ
∑
σ and the free inverse propagator is
G0
−1
x,x′ = (∂τ − ξˆi∇r)δ(d)(r− r′)δ(τ − τ ′)δσ,σ′ . (26)
In momentum and imaginary frequency space, the Green
functions are defined as
Gk,k′δσ,σ′ = −〈T Ψσ(k)Ψ¯σ′(k′)〉. (27)
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The field Ψ is written in a 4×4 basis in momentum space
with
Ψk =
1√
2
(
ψk,σ, ψ
†
−k−Q0,−σ, ψk+Q0,σ, ψ
†
−k,−σ
)
,T
(28)
where ()T denotes the standard transposition, and
Ψk =
1√
2
(
ψ†k,σ, −ψ−k−Q0,−σ, ψ†k+Q0,σ, −ψ−k,−σ
)
,
(29)
where k ≡ (iωn,k) and the factor 1/
√
2 normalizes
the spin summation. Note that the conjugation in the
particle-hole sector (τ) is not standard, with the ”charge
conjugate” defined as Ψ = Ψ†τ3. Throughout the paper
τα, Λα with α = 1, 3 stand for the Pauli matrices in each
sector. In this basis, and in momentum space, the bare
electron action becomes
S0ψ = −
1
βN
∑
k,ω
ΨkG0
−1
k Ψk, (30)
and G−10 is defined as
Gˆ−10,k =

iω − ξk
iω + ξ−k−Q0
iω − ξk+Q0
iω + ξ−k

Λ
,
(31)
where Q0 is the diagonal wave vector connecting two
hot spots, as defined in Eqn.(6a), and ξk is the electronic
dispersion. The 4×4 basis can be conveniently factorized
as the direct product of two sub-spaces τ ⊗Λ where τ is
the charge conjugation space describing the SC channel
and Λ is the subspace corresponding to the translation
by the vector Q0. In the case where the model is reduced
to eight hot spots (see e.g.72), the vector Q0 corresponds
to the vector 2kF relating the diagonal hot spots in the
same AN region, and we have the symmetry relations
ξ−k = ξk and ξk+Q0 = −ξk, the latter being valid when
the dispersion is linearized around the Fermi surface and
close to the hot spots. Within this approximation we get
Gˆ−10,hs,k =

iω − ξk
iω − ξk
iω + ξk
iω + ξk

Λ
,
= iω − ξkΛ3. (32)
In the form of Eqn.(32), the SU(2) symmetry in G−10,hs,k
is explicit. In all generality, it possible to models the
term breaking the SU(2) symmetry by noticing that the
condition ξk+Q0 = −ξk is valid only close to the hot spot
and when the dispersion is linearized around the Fermi
level. If this condition is not verified, we define
ξk = (ξk − ξk+Q0)/2, (33)
∆ξk = (ξk + ξk+Q0)/2, (34)
where ξk is the symmetric dispersion and ∆ξk can
be understood as a curvature term. The matrix Gˆ−10 in
Eqn.(31) then takes the form
Gˆ−10,k =
(
iω − ξk −∆ξkτ3 0
0 iω + ξk −∆ξkτ3
)
Λ
(35)
which we can rewrite Eq.(35) as
Gˆ−10,k = iω − ξkΛ3 + ∆ξkτ3, (36)
where G−10,s,k = iω − ξkΛ3 is SU(2)-symmetric (propor-
tional to τ0) and the term ∆ξkτ3 is the SU(2) symmetry-
breaking term (proportional to τ3). The separation
between symmetric and symmetry breaking terms in
Eqns.(35,36) is the crucial step, which will be useful in
describing the fluctuations in section V.
B. Interacting term Sint
The interacting term can simply be taken as a two-
body interaction
S0i =
1
4
ˆ
x,x′
γx−x′Tr
[
ΨxΨxΨx′Ψx′
]
, (37)
where Ψ is the two by for fields- spinor defined in
Eqn.(27). The form of the propagator γx−x′ is not de-
tailed at the moment. Using a Hubbard-Stratonovich
decoupling with respect to the field Qˆx,x′ , we get S0i →
Sint + S
0
Q from Eqn.(24) with
Sint =
1
2
ˆ
x,x′
Tr
[
ΨxQˆx,x′Ψx′
]
, (38)
S0Q =
1
4
ˆ
x,x′
Tr
[
Qˆx,x′ γˆ
−1
x−x′Qˆx′,x
]
, (39)
where the Tr runs over the matrix structure and
Qˆx,x′ ∼
〈
ΨxΨx′
〉
is a 4 × 4 matrix which can be decom-
posed ( within the direct product of spaces τ × Λ) as
Qˆx,x′ =
(
qˆx,x′
qˆ†x,x′
)
Λ
, (40)
with qˆx,x′ = Q0x−x′ uˆx,x′ ,
uˆx,x′ =
1
N2
∑
k,k′,ω′ e
−ik·reiωnτeik
′·r′e−iω
′
nτ
′
uˆk,k′ , and
uˆk,k′ =
(
χk,k′+Q0 −σ∆k,−k′
σ∆†k+Q0,−k′−Q0 χ
†
−k−Q0,−k′
)
τ
. (41)
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Mean field effects are obtained by taking k′ = k. In-
deed, the field χ represents a particle-hole pair, suit-
able to describe the charge modulations (χk,k′+Q0 ∼〈
ψ†k,σψk+Q0,σ
〉
), while the field ∆ is the SC particle-
particle pairing field describing the formation of coher-
ent pairs (∆k,−k′ ∼ σ 〈ψk,−σψ−k,σ〉). In this limit, the
matrix uˆk,k′ in Eqn. (41) writes
uˆk =
(
χk,k+Q0 −σ∆k,−k
σ∆†k+Q0,−k−Q0 χ
†
−k−Q0,−k
)
τ
, (42)
where
∆k ∼ σ〈ψk,−σψ−k,σ〉
χk ∼ 〈ψ†k,σψk+Q0,σ〉
∆†k+Q0 ∼ σ〈ψk+Q0,−σψ−k−Q0,σ〉
χ†−k−Q0 ∼ 〈ψ
†
−k−Q0,−σψ−k,−σ〉
The SU(2)-symmetry requires that ∆†k+Q0,−k−Q0 =
∆†k,−k and χ
†
−k−Q0,−k = χ
†
k,k+Q0
, which is approximately
verified in the linearized regime. The SU(2) condition
then implies that uˆ†uˆ = 1, which in turn requires that
|χ|2 + |∆|2 = 1.
We now expand around the mean-field values of the
parameters in order to get the small fluctuations regime.
We first Fourier transform to get Qˆx,x′ → Qˆk,k′ and then
Wigner transform it, which leads to
Qˆx,x′ → Mˆx−x′,(x+x′)/2. (43)
In Fourier space, this writes Mˆx−x′,(x+x′)/2 →
Mˆ(k+k′)/2,k−k′ . We then decompose into fast and slow
variables as Mˆ ∼ 〈Ψk+q/2Ψk−q/2〉 with the fast momenta
k ' kF and the slow momenta q kF. With the change
of variables as k → k + q/2 and k′ → k − q/2 , we get
Mˆk,q, such as
Sint =
1
2
∑
k,q,σ
Tr
[
Ψk+q/2Mˆk,qΨk−q/2
]
, (44)
where ψk and ψk are given by Eqns.(28,29). We have
then
Mˆk,q = Mk Uˆk,q, with Uˆk,q =
(
uˆk,q
uˆ†k,q
)
Λ
, (45)
and uˆk,q =
(
χk,q −σ∆k,q
σ∆†k+Q0,q χ
†
−k−Q0,q
)
τ
where Mk is the magnitude of the order parameter while
uˆk,q is the SU(2) non-abelian phase associated to it. We
have
∆k,q ∼ σ〈ψk+q/2,−σψ−k+q/2,σ〉
χk,q ∼ 〈ψ†k+q/2,σψk+Q0−q/2,σ〉
∆†k+Q0,q ∼ σ〈ψk+Q0+q/2,−σψ−k−Q0+q/2,σ〉
χ†−k−Q0,q ∼ 〈ψ
†
−k−Q0−q/2,−σψ−k+q/2,−σ〉
As mentioned above, in the linearized regime, we have
χ†−k−Q0 = χk and ∆
†
k+Q0
= −∆†k which ensures the
SU(2) condition that the determinant is equal to one,
such that |χ|2 + |∆|2 = 1 and also implies that uˆ†k,quˆk,q =
1ˆ. In this regime, we have
uˆk,q =
(
χk,q −σ∆k,q
σ∆†k,q χ
†
k,q
)
τ
. (46)
The decomposition of the interaction field Mˆk,q into an
amplitude Mk and an SU(2)-“phase” uˆk,q in Eqn.(45) is
a second important ingredient in the study of the fluctu-
ations in section V. We will see there that the writing of
the non-linear σ-model relies on the separation between
a field depending only on fast variables Mk, whereas the
phase will depend on slow variables only kˆk,q ∼ uˆq.
C. The quadratic term S0Q
The quadratic term in Sst Eqn.(24) and Eqn.(39)
writes
S0Q =
1
4
ˆ
x,x′
Tr
[
Qˆx,x′ γˆ
−1
x−x′Qˆx′,x
]
, (47)
where γˆ−1 is a bare propagator whose form is not cru-
cial at this stage, since it is to be renormalized by the
thermal fluctuations described in section V. In the case
of the eight hot spot model72, or of the spin Fermion
model with hot regions73, this term corresponds to anti-
ferromagnetic (AF) paramagnons mediating the forma-
tion of the SC and CDW orders, but in the minimal ver-
sion of the model which is controlled solely by the SU(2)
symmetry, it is not necessary to mention the origin of the
bare propagator.
V. NON-LINEAR σ-MODEL
We derive the fluctuations induced by the SU(2) struc-
ture presented in the two preceding sections. The generic
form of the O(4) non-linear σ-model is obtained by inte-
grating out the fermions in Eqn.(24) and extracting the
SQ action which renormalizes Eqn.(47). After formally
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integrating out the fermions, we get
Seff =
1
4
ˆ
x,x′
γˆ−1x−x′Tr
[
Qˆx,x′Qˆx′,x −
1
2
log Gˆ−1x,x′
]
,
(48)
with Gˆ−1x,x′ = ∂τ − ξˆx−x′ + Qˆx,x′ ,
where the Tr operates on the matrix structure except on
the space indices and Qˆ is the SU(2) operator obtained
by the Hubbard-Stratonovich decoupling. We can now
Wigner- transform Eqn.(48), which yields
Seff =
1
4
∑
k,q,q
γ−1q TrMˆk+q,qMˆk,q −
1
2
∑
k,q
Tr log Gˆ−1k,q,
(49)
with Gˆ−1k,q = Gˆ
−1
0k −
1
2
Mˆk,q,
(50)
with the matrix Mˆ defined in (45).
A. Separation of variables
The fluctuations associated with the non-linear σ-
model are obtained by separating the fast momenta
k ∼ kF and the slow momenta q kF, as
Mˆk,q = M0,k Uˆq, and Uˆq =
(
uˆq
uˆ†q
)
Λ
, (51)
with M0,k being the “fast varying” component, is a scale
comparable to the SU(2) dome ∆SU(2) of subsection
III C. The slow varying variables are taken to act only on
the SU(2) matrix Uˆq. In the following we first assume,
using the symmetric part of the bare action in Eqn.(36),
that the condition of separation of variables Eqn.(51) is
valid everywhere and derive the effective non-linear σ-
model in subsections VB and VC. The validity of the
hypothesis of separation of variables relies on the physi-
cal idea that the slow varying phases Uˆq can be treated as
perturbations around a larger mean-field like field M0,k.
This idea will be tested in subsection VIA, and we will
discover that it is valid only in a restricted parts of the
Brillouin Zone (BZ).
The SU(2) condition is now given by
Uˆ†q Uˆq = 1ˆ, (52)
or |∆q|2 + |χq|2 = 1.
Thermal fluctuations then correspond to variations of
δUˆq, M0,k being kept as a constant:
δMˆk,q = M0,k δUˆq. (53)
Introducing this decoupling back into Eqn.(49) we note
that the first term does not contribute because of the
unitarity condition (52). We henceforth expand the free
energy in the second order in the Hubbard-Stratonovich
fields. In real space, from Eqn.(38) and
Z = e−St ,with St = −1
2
〈
(Sint)
2
〉
φ
. (54)
and F = −T lnZ we get
F [u] =
T 2
4
ˆ
x,x′,x1,x′1
Tr
〈
Ψ¯xQˆx,x′Ψx′Ψx1Qˆx1,x′1Ψx′1
〉
φ
,
where the Tr runs over the 4× 4 matrix and the fields
are defined in Eqns.(25,27). Performing the Wick pair-
ing of the fields yields with the definition of the Green
functions in Eq.(27) we get
F [u] =
T 2
4
ˆ
x,x′,x1,x′1
Tr[Qˆx,x′Gˆx′,x1Qˆx1,x′1Gˆx′1,x], (55)
which after Fourier transforming, gives
F [u] =
T 2
4
∑
ε,ε′
∑
k,k′,k1,k′1
Tr[Qˆk,k′Gˆk′,k1Qˆk1,k′1Gˆk′1,k],
(56)
where the Tr runs on the spin indices, as well as on
the 4× 4 matrices, and Gˆ is given by
Gˆ−1k,k′ = Gˆ
−1
0,kδk,k′ − Qˆk,k′ , (57)
with Gˆ0,k defined in Eqn.(31) and Qˆk,k′ in Eqn.(40).
B. Symmetric part
We start by retaining only the SU(2)-symmetric part
Gˆ0,s,k=
(
iεn − ξkΛ3
)−1
, leading to
Gˆ−1s,k,k′ = Gˆ
−1
0,s,kδk,k′ − Qˆk,k′ ,
=
(
iεn − ξkΛ3
)
δk,k′ − Qˆk,k′ . (58)
and Gˆ0,s,k given by Eqn.(32). Equation (40) indicates
that Qˆ ∼ Λ1, such that
{
Qˆ,Λ3
}
= 0 holds for arbi-
trary arguments x, x′ (respectively k, k′) of the matrix
Qˆ. Defining
Gˆ
−1
s,k,k′ =
(−iεn − ξkΛ3) δk,k′ + Qˆk,k′ . (59)
we find
Gˆ
−1
s Qˆ = −QˆGˆ−1s (60)
which enables us to re-write Eqn.(56) as
F [u] = −T
2
4
∑
ε,ε′,ε1,ε′1
∑
k,k′,k1,k′1
Tr[Qˆk,k′Gˆs,k′,k1Gˆs,k′1,kQˆk1,k′1 ].
(61)
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Using the Wigner transformation, Eqn.(61) can be re-
cast into the form:
F [u] = −T
2
4
∑
ε,ω,ε′,ω′
ˆ
k,q,k′,q′
Tr[Mˆk,qGˆs,k,qGˆs,k′,q′Mˆk′,q′ ].
(62)
Using δMk,q form Eqn.(53), we get
F [δu] = −T
2
4
∑
ε,ε′
ˆ
k,k′
|M0,k| |M0,k′ |
×
∑
ω
ˆ
dqTr
[
δUˆ†q Gˆs,k,qGˆs,k′,qδUˆq
]
. (63)
Expanding Gˆ−10 to the second order in ω and q and noting
that the terms depending only on the fact variables ε, k
do not contribute, we obtain
F [δu] =
T 2
2
∑
ω,q
Trδuˆ†q
[
J0ω
2 + J1q
2
]
δuˆq, (64)
where the tr runs on the SU(2) structure and with
J0 =
∑
ε,k
|M0,k|2∣∣G−1s ∣∣2 , J1 =
∑
ε,k
|M0,k|2 v2k∣∣G−1s ∣∣2 , (65)
with vk the velocity at the Fermi level. The form (63) is
generic for the non-linear σ-model.J0 and J1 are non-
vanishing only when |M0,k| doesn’t vanish, which re-
stricts the SU(2) fluctuations to be below the fluctuations
dome depicted in Fig.7.
C. Effective model
One can put Eqns.(64) into a standard form71 by intro-
ducing the four fields nα, α = 1, 4 such that ∆ = n1 +in2
and χ = n3+in4. The stands for action for the non-linear
σ-model then writes
Sσ = −ρs
T
ˆ
dq
[
4∑
α=1
q2n2α − a0
2∑
α=1
n2α + a0
4∑
α=3
n2α
]
,
(66)
with ρs = T 3
∑
ε,k
∑
ω |M0,k|2 v2k/
∣∣G−1∣∣2
, a0 = a
disp
0 + a
mf
0 , with a
disp
0 =
T 3
4ρs
∑
ε,k
∑
ω |M0,k|2 (∆k)2 /
∣∣G−1∣∣2, which will be
treated in details in the next section. The constant term
coming from the integration over ω in Eqn.(64) has been
neglected. A small mean-field mass term amf0  |M0,k|
has been introduced in Eqn.(66) which can be generated,
for example, by a magnetic field (amf0 < 0), which
favors the CDW state, or by the increase of the chemical
potential, favoring the SC (amf0 > 0), because of the
proportionality ηz to the electron density Eqn.(6b), but
is not considered in this work.
VI. THE SU(2) LINE
A. Symmetry breaking term
a) b) 2.0 2.5 3.0
kx
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FIG. 8. (Color online) panel a) Visualization of (∆k)2 in the
positive region of the first Brillouin zone that gives rise SU(2)
symmetry breaking mass contribution. In the blue region this
contribution is small and vanishes at the two black lines as
well as on the hotspots. In the nodal region the contribution
an so the mass is large. panel b) Variation of (∆k)2 as a
function of kx when we follow the Fermi surface (indicated by
the grey line in panel a)). The mass (∆k)2 vanishes at the
hotspot and is small close to the zone edge but becomes large
in the nodal region. The difference between the two upper and
lower panels is the choice of the charge-ordering vectors. For
panel a) and b), the charge ordering vector connects the two
hotspots, whereas in panel c) and d) it connects the points at
the zone edge. The dispersion is modelized in tight-binding
approximation for Bi2212 Ref.124 (parameter set tb2).
In this section we study the domain of validity of the
hypothesis of the factorization of the fields between fast
and slow variables Eqn.(51). As noticed above in Eqn.
(35), it is possible to models in a simple way the symme-
try breaking term. The term proportional to τ3 in (35)
is proportional to
∆ξk =
1
2
(ξk+Q0 + ξk) (67)
brings a mass to the free propagator leading to
F [δu]SB =
T 2
2
∑
ω,q
∑
ε,k
J3,k tr
[
δuˆ†k,qτ3δuˆk,qτ3
]
,
(68)
where J3,k =
1
4
|M0,k|2 (∆ξk)2∣∣G−1s ∣∣2 . (69)
The effect of symmetry breaking is to produce a mass-
term Eqn.(68) which becomes large in the nodal (pi, pi)-
region as depicted in Fig.8. We consider that the theory
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ceases to be valid when the dispersion mass term J3,k
in Eqn.(69) becomes larger than one. This corresponds
physically to a situation where the curvature effects from
the Fermi surface in Eqn.(67) become stronger than the
value of the dome gap ∆SU(2). In this case the hypothesis
of separation of variables ceases to be valid and the SU(2)
fluctuations vanish. This can be taken into account by
replacing Eqn.(53) by
δMˆk,q = Mk δUˆq, (70)
with Mk = M0,k if k ∈ C,
and Mk = 0, elsewhere.
In the Eqns.(70) above, C is the loci of the k-points in
the BZ where the mass J3,k  1, and thus where the
theory of slowly fluctuating SU(2) phases Uˆq is valid.
A self-consistency shall be introduced, and the coeffi-
cients of the non-linear σ-model in Eqn.(65) shall be
evaluated again with the fast and slow variables decou-
pling of Eqn.(70). Alternatively, the situation can be
viewed from view point of the magnitude of the SU(2) gap
∆SU(2) ∼ M0,k over the Fermi surface. Since the SU(2)
gap requires gapping equally in the charge (CDW) and
SC d-wave channels (see Fig.7), we see from Fig.6, that
it is non-zero only in a rather wide region surrounding
the AF hot spots (see Eqn.(23)). Since the evaluation
of the coefficients in Eqn.(65) requires summation over
|M0,k|2, we see that the contribution of the SU(2) fluctu-
ations is naturally restricted to the anti-nodal (0, pi), or
(pi, 0)-region.
We make the claim here, that fluctuations associated
with the SU(2) fields are present in the theory, but act
only in restricted areas of the BZ. This produces SU(2)-
lines of massless fluctuations along which the electron
self-energy diverges. This produces a line of zeros in the
electron Green’s function, in analogy with the findings
of other theoretical approaches6,151,159, Fig.8 shows two
typical cases of SU(2) lines. Fig.8 a) and b) are concerned
with a charge wave vector lying on the diagonal of the
form (Q0, Q0), while the panels 8 c) and d) show the
same lines of zeros of the Green’s function, but for a
wave vector located at the ZE. We can see in Fig.8 b)
that the minimum of the mass is located at the AF hot
spots, while in Fig.8 d), we see that it is at located at
the zone edge. A more detailed study for various wave
vectors, including the evolution with doping, is given in
the next section.
B. Evolution with doping
In Fig.9, we present the evolution with doping of the
hot regions for two configurations of the charge modu-
lation wave vector. Fig.9a) relates to the diagonal wave
vector Q0 = (Q0, Q0), while Fig.9b) describes the ax-
ial wave vector Q0 = (Q0,0) observed experimentally.
Note that both sets of SU(2) fluctuations are massless at
the hot spot. According to the simple calculation pre-
sented in Fig.7, and assuming the relation p ' J0 − J ,
we have modelized the PG by the following phenomeno-
logical variation with doping
∆SU(2) = T
∗
(
pc − p
pc − p0
)
, (71)
with p the hole doping, p0 = 0.12 and pc = 0.22.
The brown region corresponds to the loci of the points
where the SU(2) mass J3,k in Eqn.(69) is less than one,
and hence where the SU(2) fluctuations are coupled to
the electrons. A massless line-or SU(2) line, is visible and
crosses the Fermi surface at the AF hot spots. Although
the shape of the SU(2) line doesn’t change much with
doping, its width decreases until it gets located at the
hot-spots and then disappears. This study makes very
clear the fractionalization of the Fermi surface between
hot regions and cold regions. The case for a wave vector
at the Zone Edge (ZE) is presented in Appendix B. We
see that in that case the mass minimum is located at the
Zone Edge.
VII. ROTATION OF THE CHARGE ORDERING
WAVE VECTOR AND NEMATICITY
In section IV, we have decided to rotate the d-wave
SC state towards a d-wave charge channel with diago-
nal wave vector Q0 = (Q0, Q0). This choice was rather
arbitrary, considering that all the wave vectors consid-
ered in section III are quasi degenerate. We chose the
diagonal wave vector simply for historical reasons, that
the eight hot-spots spin Fermion model considered in our
previous work possesses an exact SU(2) symmetry involv-
ing charge order with diagonal wave vectors70,72. In this
section, we explore the effects of the SU(2) pairing fluc-
tuations on the modulations wave vector in the charge
sector. We show that the main surprising effect of these
fluctuations is to lift the degeneracy between the vari-
ous modulation vector, with the uniform Q0 = 0 and
axial wave vectors Q0 = (Q0, 0) and Q0 = (0, Q0) be-
coming the leading ones. This leads to the emergence
of d-wave axial charge modualtions associated with a d-
wave Pomeranchuk instability, or nematic order.
A. Bare polarization
We start with a simple study of the bare polarization
plotted in Fig.10a) with the band structure of Bi2212.
Πabare (p, 0) = −T
∑
k
GkGk+p, (72)
with k = (k, ε), andG−1k = iεn−ξk. Here we notice the
well-known features corresponding to a maximum along
the diagonal, at the wave vector (Q0, Q0), as well as some
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a)
b)
FIG. 9. (Color online) Evolution of the SU(2) fluctuations as the function of the hole-doping. In brown is represented the
k-points or which the SU(2) mass J3,k < 1 in Eqn.(69). This criterion defines the “hot-regions” for which the SU(2) fluctuations
are important. Note that the “hot-regions” are centered around the hot-spots and extend in the anti-nodal part of the BZ. We
present two set of curves: a) for the axial wave vector Q0 = (Q0, 0), and b) for the diagonal wave vector Q0 = (Q0, Q0). In
Eqn.(69), we approximate the factor
∣∣M0,k/G−1s ∣∣2 ∼ 1/∆2SU(2), with a phenomenological form for ∆SU(2) = T ∗ ( pc−ppc−p0 ), with
T ∗ = 3.10−2, pc = 0.22, p0 = 0.12, and p is the hole doping. In brown are the regions where the dispersion mass J3,k  1 in
Eqn.(69). Note that in both cases, the dispersion mass has a minimum at the hot spots. The electron dispersion is modelized
in tight-binding approximation for Bi2212 Ref.124 (parameter set tb2).
structure lying close to the (pi, pi) region. Nothing partic-
ular is visible on the axes, apart from the line correspond-
ing to the 2pF wave vectors, but overall, the value of the
polarization on the axes is less important than on the di-
agonal. In Fig.10b), we give the same study of the bare
polarization, but with a width of integration in k-space
restricted to the SU(2) hot regions (insert in Fig.10c))
Πbbare (p, 0) = −T
∑
k
M0,kM0,k+pGkGk+p. (73)
The result is drastically different from the bare polariza-
tion, with the emergence of a structure at Q = (0, 0),
accompanied by a drastic increase of the pics along the
axes, which precisely correspond to the wave vectors ob-
served experimentally (0, Q0) and (Q0, 0). This effect
of the SU(2) regions on the pairing fluctuations is the
generic feature that we describe in this section. It shows
that, even if we start with a diagonal modulation vec-
tor, at rather high energy, upon the effect of the SU(2)
pairing fluctuations the wave vector is tilting along the
axes.
B. Vertex corrections
We provide the study of the SU(2) pairing fluctuations
in Figs.11 and12.
Πv (p, 0) = −T
∑
k,q
pisk,k+p,qGkGk+pG−k−qG−k−p−q,
(74)
with the four variables k = (k, ε), q = (q, ω), G−1k =
iεn − ξk and G−1−k = −iεn − ξ−k. The form of the SU(2)
pairing propagator 〈∆†k,q∆k′,q′〉 = pisk,k′,qδq,q′ has been
defined in section IV, Eqns.(64,68,66):
pisk,k′,q = M0,kM0,k′
pi0
J0ω2n + J1(v · q)2 − a0
. (75)
The presence of the vertex factors M0,k and M0,k′ in
Eqn.(75) restrict the summation over k to the anti-nodal
region of the Brillouin Zone. We observe that the same
physical effects as the ones present in Fig.10b) are present
in Fig.11a). The shape of the SU(2) hot regions doesn’t
really affect the two main observable effects, as we show
in Appendix C as long as the hot regions are centered
around the host spots. We observe the emergence of a
pic at zero wave vector as well as the predominance of the
response along the axes over the response on the diagonal.
As we show in Fig. 26, the inclusion of Aslamazov-Larkin
diagrams doesn’t change the conclusion.
In Fig.12a), the same study is performed for hot re-
gions centered at the Zone Edge. In this case the effect
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FIG. 10. (Color online) Real part of the bare polarization
bubble in the static limit. The electron dispersion corresponds
to the usual one of Bi2212 Ref.124. In panel a) we have de-
picted the bare polarization bubble, showing a maximum at
the diagonal wave vector (Q0, Q0), as well as some features
around (pi, pi). In panel b) we show the same polarization,
but restricted to the domain of validity of the SU(2) fluctu-
ations, shown in the panel c). Remarkably, we observe that
the intensity gets displaced, with the emergence of a peak
at Q = (0, 0), and also the predominance of the axial wave
vectors (0, Q0), and (Q0, 0), compared to the diagonal one.
a)
b)
p, 0
p, 0
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1
FIG. 11. (Color online) a) Real part of the polarization
bubble, with one vertex correction, in the static limit. The
electron dispersion corresponds to the usual one of Bi2212
Ref.124. The charge response is depicted in the case where
the fluctuations are centered at the hot-spots as shown in b).
In this case, the peak along the diagonal remains but with a
lower intensity than the response along (0, Q0) and (Q0, 0).
is even more pronounced, with nothing left on the diago-
nal, but a range of wave vectors which dominate around
(0, Q0), and (Q0, 0), with a line still visible at the wave
vectors 2pF.
C. Implications for the phase diagram of the
cuprates
When comparing the bare polarization Fig.10a) with
the effects of the SU(2) paring in Figs.11 and 12, two
main effects are noticeable. First, we observe a shift of
the spectral weight from the diagonal to the axes, with
the formation of CDW instabilities around the experi-
mentally observed wave vectors (0, Q0) and (Q0, 0) and
second, we see the emergence of a peak atQ = (0, 0). The
effect of the SU(2) pairing fluctuations is thus twofold,
with the peak at Q = (0, 0) hinting at the presence of
a nematic precursor around the temperature T ∗160,161,
while the peaks at finite wave vectors along the axes cor-
respond to the CDW modulations observed experimen-
tally.
A comment with respect to the center of mass symme-
try is in order. The SU(2) fluctuations considered here do
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FIG. 12. (Color online) Real part of the polarization bubble,
with one vertex correction, in the static limit. The electron
dispersion corresponds to the usual one of Bi2212 Ref.124. The
charge response is depicted in the case where the fluctuations
are centered at the Zone Edge, with a rather small extension.
In this case, the peak along the diagonal is completely lost,
while only the response along (0, Q0) and (Q0, 0) is retained.
not favor any specific symmetry, whether it is s (or s’), or
d-wave. Since those fluctuations connect gap equations
around q = 0, the gaps are stabilized around one k-point
in the Brillouin zone instead of coupling two anti-nodal
regions as it is the case for the AF coupling. The d-wave
symmetry of the Q = (0, 0) and (0, Q0) and (Q0, 0) or-
ders comes from the original AF correlations describes
in section III. The SU(2) fluctuations are lifting the de-
generacy whereas the d-wave character of the charge in-
stabilities remain. This has the important consequence
that axial orders are systematically accompanied with a
Pomeranchuck, or nematic instability within our model.
In Appendix D, we argue that there is no vertex/ self-
energy cancellation in the case of a wavy fluctuations
line in the Cooper channel, which leads us to consider
the Q = 0 peak as a real effect which accompanies the
CDWmodulations at finite wave vectors. In Fig.12, when
the SU(2) original wave vector has rotated around the
zone edge, we observe a dispersion line around 2pF, with
a finite range of quasi-degenerate wave vectors, and no
well-defined peak at a preferential one. We argue in the
next section VIII, that this corresponds to the forma-
tion of excitonic pairs, which can take many wave vec-
tors around 2pF in the anti-nodal region around the zone
edge. These excitonic pairs are instrumental in the for-
mation of the pseudo-gap as they will proliferate with
temperature, leading to a gapping out of the anti-nodal
region at T ∗.
An important point, is that the non-linear σ-model
provides a strong constraint between the charge and SC
channels. This in turn gives strong mode-mode coupling.
The thermodynamics of such a model typically produces
some phase separation144,145,162,163, which leads to the
creation of patches of charge modulations. Whether the
particle hole pairs have many wave vectors 2pF or con-
dense only to one or two wave vectors (0, Q0) and (Q0, 0),
depends on the degree of fluctuations in the system. A
lot of SU(2) fluctuations produce the emergence of exci-
tonic patches with multiple wave vectors, whereas when
the fluctuations are frozen, the bosons condense to one
wave vector. The detailed statistical study of the phase
separation is left for for later work, while we give in the
next section VIII a derivation of the formation of patches
of excitonic pairs with multiple wave vectors 2pF.
VIII. PREFORMED PARTICLE-HOLE PAIRS
Non-linear σ-models are the theoretical tools for de-
scribing fluctuations from a non-abelian group. As we
saw in the previous section VI, on the case of the SU(2)
pseudo-spin symmetry, the corresponding non-linear σ-
model is O(4). Three phases describe the fluctuations :
the SC phase, the CDW phase and the phase rotating
between the two modes. The goal of this section is to
focus on the emergence of local modes coming from the
non-linear coupling between the two modes. These local
singularities have been described as “skyrmions” or static
topological defects of the theory in the past. We defer a
thorough study of these for future work and focus here
on a more pedestrian approach leading to similar local
droplets- or patches of particle-hole pairs.
A. Particle-hole pairing formation
In this section we study the possibility of the formation
of particle hole pairs,-or excitons, with strong binding
energy. We will show that the excitons are bosons with
a quasi-degenerate line of finite momenta around 2pF in
the anti-nodal region. We proceed as for the study of
Cooper pairing and show that a logarithm is present in
the solution of the Schrödinger equations, which is cut-
off only by the curvature of the Fermi surface. Hence,
for flat enough regions of the electronic dispersion, the
excitonic pairing can occur.
19
1. Wave function
The wave function for the particle-hole pair writes
ψChr,r′ =
∑
k˜,P
e
−iP·
(
r+r′
2
)
eik˜·(r−r
′)χk˜,P, (76)
with k˜ = −k + P, P = {2kF } scans the wave vec-
tors represented in Fig.2a). In order to discuss the most
generic solution, we first set χk˜,P = cte. The summation
over P in Eqn. (76) has an important consequence to
localize the center of mass of the excitonic pair at the
point zero (with this representation). The structure in
k then gives the finite extension for the local patch as
well as some possible intrinsic pattern. Note that the
wave function for a Cooper pair ∆ ∼ σ 〈ψk,σψ−k,σ〉with
modulation vector P takes a very similar form
ψSCr,r′ =
∑
k
e
−iP·
(
r+r′
2
)
eik·(r−r
′)∆0. (77)
2. The Schrödinger equation
We focus now on the particle-hole instability in manner
of Cooper pairing. We start from the Fermi liquid and
look whether a particle-hole pair of the form given by
Eqn.(76) can destabilize the ground state. The equation
of motion for ψr,r′ writes[
− ~
2
2m
(
∂2r − ∂2r′
)
+ V (r, r′)
]
ψr,r′ = Eψr,r′ . (78)
We study the potential term by taking the average over
space 〈〉r.r′ of Eqn.(78), which is equivalent to taking the
(k,k′) = 0 component in momentum space.
〈Vr,r′ψr,r′〉 =
∑
k,k′,k1,k′1
Vk,k′ψk1,k′1
∑
r,r′
ei(k+k1)·re−i(k
′+k′1)·r′
=
∑
k,k′
Vk,k′ψk,k′ . (79)
Within the change of variables k → k˜ − P/2;k′ →
k˜′ +P/2, and P = 2kF , we get the following equations(
E − ~
2
m
kF · k˜
)
χk˜,p = C,
C =
∑
k˜
Vk˜,k˜′χk˜,P, (80)
where Vk˜,k˜′ =
´
r
V (r) ei(k˜−k˜
′)·r is an attractive potential
coming from the pairing fluctuations. With ωF the width
of the fluctuation spectrum, we model
V¯ = − V
L2
, if 0 < k˜, k˜′ <
ωF
ρ0
;
= 0 elsewhere. (81)
Herein, ρ0 is the electronic density of states at the Fermi
level. Eqn.(10) can then easily be solved, leading to the
bonding energy
E = −2~ωF e−2/(ρ0V ). (82)
The formation of particle-hole pairs at multiple 2kF wave
vectors is a logarithmic instability of the Fermi liquid in
the presence of an attractive potential. In the standard
BCS theory, the coupling between density and phase fluc-
tuations is weak. In some specific cases, however, like
the attractive Hubbard model, density and phase couple
strongly and our model likewise predicts the emergence
of s-wave excitonic patches. Within the SU(2) scenario
for Cuprates, the typical scale associated with the pair-
ing fluctuations is strong, of order of the formation of
the SU(2) dome, and can naturally be associated with
the PG scale T ∗.
B. Integrating the SU(2) fluctuations
In order to derive the effective action for the sub-
leading orders, we integrate out the SU(2) fluctuations,
averaging now over the effective modes Qˆ :
Zfin = e
−Sfin , with Sfin = −1
2
〈
(Sint)
2
〉
Q
. (83)
From Eqn.(38) we have
Sfin = −1
8
Tr
ˆ
x,x′,x1,x′1
〈
ΨxQˆx,x′Ψx′Ψx1Qˆx1,x′1Ψx′1
〉
Q
,
(84)
where Qˆ,Qˆ are defined in Eqns.(40,41). Using the more
practical Wigner- transform defined in Eqn.(51), we get
Sfin = −1
8
Tr
∑
k,q,k′,q′
〈
Ψk+qMˆk,qΨkΨk′+q′Mˆk′,q′Ψk′
〉
Q
.
(85)
Disentangling Eqn.(85) is quite lengthy but the re-
sult produces a sum of an effective component in the
SC channel (86) and another one in the charge channel
(87) Sfin = Safin + S
b
fin, with
Safin = −
1
2
Tr
∑
k,q,k′,q′,σ,σ′
σσ′
〈
∆†k,q∆k′,q′
〉
Q
× ψ†k+q/2,σψ†−k+q/2,−σψ−k′+q′/2,−σ′ψk′+q′/2,σ′ ,
(86)
Sbfin = −
1
2
Tr
∑
k,q,k′,q′,σ,σ′
〈
χ†k,qχk′,q′
〉
Q
× ψ†k+q/2,σψk+Q0−q/2,σψ†k′+Q0−q′/2,σ′ψk′+q′/2,σ′ .
(87)
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Note that since the bosonic propagator Eqn.(63) con-
serves the number of particles, there is no mixed term
in the above Eqns. The forms of
〈
∆†k,q∆k′,q′
〉
Q
and〈
χ†k,qχk′,q′
〉
Q
are identical, up to a mass term, and are
given by the non-linear σ-model Eqns.(64,68)
〈∆†k,q∆k′,q′〉Q = pisk,k′,qδq,q′ (88)〈
χ†k,qχk′,q′
〉
Q
= pick,k′,qδq,q′ , (89)
where the form of the SU(2) propagator has been defined
in section IV, Eqns.(64,68,66):
pick,k′,q = M0,kM0,k′
pi0
J0ω2n + J1(v · q)2 + a0
, (90)
pisk,k′,q = M0,kM0,k′
pi0
J0ω2n + J1(v · q)2 − a0
, (91)
where a0 is the mass term from Eqn.(66),
C. Excitonic patches
One can now perform a second Hubbard-Stratonovich
transformation in order to decouple Safin[ψ] in Eq.(86) in
the charge channel, to get
Safin[ψ] = S
a
0 [χ] + S
a
1 [ψ, χ], with
Sa0 [χ] = −
∑
kk′q,σ
pi
S−1
k,k′,qχ−σ,q−k,q−k′χσ,k,k′ , (92)
Sa1 [ψ, χ] =
∑
kk′,σ
[χ−σ,−k+q,−k′+qψ
†
k,σψk′,σ
+ χσ,k,k′ψ
†
−k+q,−σψ−k′+q,−σ
]
. (93)
Stationarity of the free energy leads to
χσ,k,k′ =
∑
q
pisk,k′,q〈ψ†−k+q,σψ−k′+q,σ〉. (94)
We will drop in the following the spin label of the χk,k′
field, since both spin configurations are degenerate. To-
gether with the bare fermionic action Eq. (25) one obtains
the effective action
Sa0 [ψ] + S
a
1 [ψ, χ] = −
∑
kk′σ
ψ˜kGˆ
−1
k,k′ ψ˜k′ (95)
with the two component fermionic field
ψ˜k = (ψk,−σ, ψk′,σ)T . (96)
and the inverse propagator
Gˆ−1k,k′ =
(
(in − ξk) −χ−σ,k,k′
−χσ,k,k′ (in + ξk′)
)
. (97)
D. Gap equation for the charge order
The gap equation to study the charge ordering our
system, stems directly from the Dyson equation for the
fermionic propagator
Gˆ−1k,k′ = Gˆ
−1
0 − Σˆk,k′ , (98a)
with Gˆ−10 =
(
in − ξk
in − ξk′
)
, (98b)
and Σˆk,k′ =
(
χk,k′
χk,k′
)
. (98c)
Gˆk,k′ = −〈T ψ˜kψ˜k′〉, (99)
is obtained by inverting Eq. (97) and one finds
[Gˆk,k′ ]12 = −〈ψ†k,−σψk′,−σ〉
= − χk,k′
(in − ξk)(i′n − ξk′)− χ2k,k′
. (100)
which finally yields (see Fig. 13)
χk,k′ =
∑
q
pisk,k′,q[Gˆq−k,q−k′ ]12. (101)
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FIG. 13. (Color online) Infinite ladder series corresponding
to the gap equations (101).
The maximum solution comes from the denominator in
Eqn.(100), and especially from the (k,k’)- point close to
the Fermi surface. In order to keep the solution tractable
without loosing some physical effects, we neglect the fre-
quency dependence of χ. We can then easily compute
the Matsubara sum at T = 0. We find
χk,k′ = p¯i0
∑
q
I(k,k′,q) (102)
with
I(k,k′,q) =
χq−k,q−k′
2
[
(|ω1|+ |ω2|+ r)sgn(ω1ω2)− r
r(|ω1|+ |ω2|)(|ω1|+ r)(|ω2|+ r)
]
(103)
and
r =
√
J¯1ξ2q + a¯0 (104a)
ω1/2 = (ξq−k + ξq−k′)/2±
√
(ξq−k − ξq−k′)2/4 +χ2q−k,q−k′
(104b)
where p¯i0 = pi0/J0, J¯1 = J1/J0 and a¯0 = a0/J0.
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FIG. 14. (Color online) Density plots of the charge or-
der parameter |χk,k′ | obtained from a numerical solution of
Eqn.(102) as a function of the coupling vector P = k′ − k.
Red, white and blue represents respectively high, intermedi-
ate and low values of χ. The white dotted line represents the
Fermi surface. We have fixed the k point in a) the point (pi, 0),
b) the point on the Fermi surface at the zone edge and c) a
point shifted a little from the Fermi surface (see the yellow
point). The interaction is pi0 = 0.3 and the mass a¯0 = 5. The
form of the solution only depends on the k point.
1. Dependence of the solution on the exciton wave vectors
In a first study, we want to find all wave vectors (k,k′)
which give the maximum response. For this task, we
solve Eq.(102) for the charge ordering parameter χ nu-
merically for arbitrary coupling vector P = k′ − k. We
further make the approximation χq−k,q−k′ ≈ χ−k,−k′ on
the right hand side of Eq.(102). Fixing then a reference
point k in the first BZ, we solve the mean-field equation
upon varying the coupling vector P = k′ − k and look for
the points k′ where the solution is maximal. As already
suspected from Eq.(102), nonzero solutions are obtained
only when both points k and k′ are situated close to the
FS. The numerical solution in Fig.14 shows that for all
couplings {P} connecting two points of the Fermi surface,
the height of non-zero χ is very similar.
2. Solution for k′ − k = 2pF
In Fig.15, we present the solution of the gap equations
for a range of wave vectors connecting points around the
Fermi surface in the anti-nodal region. Hence we called
these wave vectors 2pF. We observe that, as the coupling
strength is increased, the 2pF wave vectors are able to
gap out the entire anti-nodal region the BZ. The main
idea here, is that the SU(2) pairing fluctuations not only
rotate the original charge modulation wave vector from
the diagonal to the axes, but gives space for a range of
wave vectors to participate to the electron-hole pairing.
As shown in section VIIIA, the set of 2pF leas to a log-
arithm in the direction perpendicular to the Fermi sur-
face, and hence leads to the formation of preformed pairs.
Each 2pF wave vector shares only a small portion of the
phase space in momentum k, around the Fermi surface,
therefore the logarithmic divergence is finally cut by cur-
vature in the direction transverse to the corresponding
Fermi wave vector.
A remark about the symmetry of the charge modu-
lations in the patch are in order here. The 2pF order
comes from pisq in Eq.(101) and thus connect the ordering
parameters χk,k′ around the same points in the Brillouin
zone. The solution of the gap equation (101) alone can-
not distinguish between d-wave and s or s’ order. But as
before we have seen in section III, that d-wave 2pF order
already emerges from short range AF correlations. The
SU(2) fluctuations have thus to be seen as an additional
force action on top of AF correlations, which altogether
leads to the stabilization of the d-wave symmetry for the
2pF droplets. Hence, the effect of the SU(2) fluctuations
will be to select the involution A) Eqn.(10) as the pref-
erential SU(2) partner of d-wave SC.
The spreading of the wave vectors is typical of the for-
mation of patches in real space, that we have described
in a previous paper164. The patches have an internal
modulation structure very close to the checkerboard ob-
served experimentally. They can be frozen, or fluctuate
at a temperature closer to the PG. The detailed study
of this intricate dynamics goes beyond the scope of this
paper. It relies on the existence of the constraint in the
non-linear σ-model, which creates strong effective corre-
lations between the charge and SC modes, and finally a
type of mode-mode coupling in the charge sector. Tis
in turn typically leads to phase separation, and entropic
effects. In section XA we give a heuristic picture of the
phase diagram in this approach.
3. Solution for k′ = −k
For this type of involution, we do not find any forma-
tion of a gap. It is not surprising, since it doesn’t imply
any band crossing of the electronic dispersion, as already
noticed in Fig.2c’). Indeed, the involution which is send-
ing k→ −k leaves the electronic dispersion ξkinvariant.
The parameters in Figs. 16 are: p¯i0 = 0.3, J¯1 = 10−6,
a¯0 = 5 in units of the band gap and we take a constant
mass a¯0 over the BZ. The dispersion is approximated by a
tight-binding dispersion ξk with parameter set “tb2” from
Ref.124 and the chemical potential adjusted to account
for 10% hole doping. In fact, the shape of the numerical
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FIG. 15. (Color online) Density plots of the charge or-
der parameter |χk,k′ | obtained from a numerical solution of
Eqn.(102) in the first BZ for the coupling vector P = −2k
for different interaction strength a) pi0 = 0.01 b) pi0 = 0.03 c)
pi0 = 0.3 and the mass a¯0 = 5. Red, white and blue represents
respectively high, intermediate and low values of |χk,k′ |. The
white dotted line represents the Fermi surface. The magni-
tude as well as the size of the gap increases with the strength
of the interaction.
solution of χ turns out to be not very sensitive to the
model parameters J¯1 and a¯0.
IX. PAIR DENSITY WAVE (PDW)
In this section we look at the potential generation of
other types of order, and in particular, of the PDW order
from the SU(2) fluctuations.
A. Gap equation
The decoupling of Sbint in Eqn. (87) follows the
same steps as for Eqn.(86) Performing the Hubbard-
Stratonovich transformation, we get Sbfin[ψ] = S
b
0[χ] +
Sb1[ψ, χ], with
0 1
FIG. 16. (Color online) Density plots of the charge or-
der parameter |χk,k′ | obtained from a numerical solution of
Eqn.(102) in the first BZ for the coupling vector P = −2k
for different interaction strength a) pi0 = 0.03 b) pi0 = 0.3 c)
pi0 = 3 and the mass a¯0 = 5. Red, white and blue represents
respectively high, intermediate and low values of |χk,k′ |. The
white dotted line represents the Fermi surface. The magni-
tude of the peak increases with the interaction contrary to
the size of the gap.
Sb0[χ] = −
∑
kk′q,σ
pi
c−1
k,k′,q∆
a†
−σ,k,k′+Q0∆
b
σ,k+Q0+q,k′+q,
(105)
Sb1[ψ, χ] =
∑
kk′,σ
[
∆a†−σ,k,k′+Q0σψk+Q0+q,−σψk′+q,σ
+ σψ†k,−σψ
†
k′+Q0,−σ∆
b
σ,k+Q0+q,k′+q
]
. (106)
Herein ∆a−σ,k,k′+Q0 is the modulated superconducting
field whose condensation leads to the PDW state. We
follow closely the last section (VIII C) to derive the cor-
responding equations for the PDW channel:
Again, the stationarity of the free energy leads to
∆aσ,k,k′+Q0 =
∑
q
pick,k′,q〈σψk+q,−σψk′+Q0+q,σ〉. (107)
As developed in the previous section, we obtain the ef-
fective action
Sb0[ψ] + S
b
1[ψ, χ] = −
∑
kk′σ
ψ˜kσGˆ
−1
k,k′ ψ˜k′,σ (108)
with the four-component fermionic field
Ψ˜k,σ = (ψk,−σ, ψ
†
k′+Q0,σ, ψk′,−σ, ψ
†
k+Q0,σ
)T , (109)
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and the conjugation
Ψ˜ = (ψ†k,−σ,−ψk′+Q0,σ, ψ†k′,−σ,−ψk+Q0,σ), (110)
and the inverse propagator now writes
Gˆ−1k,k′ =
(
Gˆb,−1
Gˆa,−1
)
Gˆa,−1 =
(
(in − ξk) −σ∆aσ,k,k′+Q0
σ∆a†σ,k,k′+Q0 (−in − ξk′+Q0)
)
, (111)
and
Gˆb,−1 =
(
(in − ξk′) σ∆bσ,k+Q0,k′
−σ∆b†σ,k+Q0,k′ (−in + ξk+Q0)
)
. (112)
The gap equation to study the charge ordering in our
system stems directly from the Dyson equation for the
fermionic propagators
Gˆa,−1 = Gˆ−10,a − Σˆa, (113a)
with Gˆ−10,a =
(
in − ξk
−in − ξk′+Q0
)
, (113b)
and Σˆa =
(
σ∆a−σ,k,k′+Q0
−σ∆a†σ,k,k′+Q0
)
, (113c)
and
Gˆb,−1 = Gˆ−10,b − Σˆb, (113d)
with Gˆ−10,b =
(
in − ξk+Q0
−in − ξk′
)
, (113e)
and Σˆb =
(
−σ∆b−σ,k+Q0,k′
σ∆b†σ,k+Q0,k′
)
. (113f)
Gˆk,k′ = −〈T Ψ˜kΨ˜k′〉, (114)
is obtained by inverting Eq. (111) and one finds
[Gˆbk,k′ ]12 = −σ〈ψk+Qo,−σψk′,−σ〉
= − ∆
b
−σ,k+Q0,k′
(in − ξk+Q0)(−i′n − ξk′) +
∣∣∣∆b−σ,k+Q0,k′ ∣∣∣2 .
(115)
modulated superconducting field ∆a−σ,k,k′+Q0 finally
yields (see Fig. 17)
∆a−σ,k,k′+Q0 = −
∑
q
pick,k′,q[Gˆ
b
k+q,k′+q]12. (116)
The same derivation goes for the field ∆bσ,k,k′+Q0 , lead-
ing to
∆bσ,k+Q0,k′ = −
∑
q
pick,k′,q[Gˆ
a
k+q,k′+q]12, (117)
with
[Gˆak,k′ ]12 = −σ〈ψk,σψk′+Q0,σ〉
= − ∆
a
σ,k,k′+Q0
(in − ξk)(−i′n − ξk′+Q0) +
∣∣∣∆aσ,k,k′+Q0∣∣∣2 .
(118)
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FIG. 17. (Color online) Infinite ladder series corresponding
to the gap equations (116, 117).
B. Numerical solution
The solution of Eqns.(115,116) is given in Fig.18. We
observe the formation of a PDW order, or superconduct-
ing order with finite resulting momentum. The wave vec-
tor obtained from the SU(2) fluctuations directly depends
on our starting point wave vector for the charge channel.
When we start with a diagonal wave vectorQ0, which led
to the effective actions Eqns.(68,64,66), this in turn led to
a diagonal wave vector for the PDW instability as see in
Fig.18c). However, starting with the two axial wave vec-
tors Qx and Qy (with Qx ∼ 0.3pi/a and Qy ∼ 0.3pi/a)
forming the checkerboard structure observed in experi-
ments, we obtain the formation of a similar PDW insta-
bility, but with axial wave vectors, respectively Qy and
Qx, as depicted in Figs.18a) and b).
An important point concerns the symmetry of the
PDW order generated this way. As was commented pre-
viously, since the SU(2) propagator picq is centered around
q = 0 in Eq.(117) the SU(2) fluctuations alone do not
select any specific symmetry, whether it is s’ or d-wave.
Contrarily to the previous modulations, which were al-
ready generated by the AF correlations described in sec-
tion III, here the PDW order parameter is directly emerg-
ing from the SU(2) fluctuations. Hence the symmetry
could be either s’ or d wave at this stage of the theory. It
is possible that the experimental context, like the pres-
ence of strong disorder finally selects the s’ symmetry,
as recently seen in experiments77. Another important
point in our study, is modulation wave vector associated
with the PDW order is precisely the wave vector of the
CDW observed experimentally, and not its second, or
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FIG. 18. (Color online) Density plot of the solution of Eqns.
( 116) and (117), searching for a finite center of mass pair-
ing around the resulting wave vectors a) (Q0, 0), b) (0, Q0)
and c) (Q0, Q0). Vanishing solutions are color-coded in blue
while non-vanishing points are depicted in yellow. We obtain
a finite response in the anti-nodal region. We are not able
to distinguish here between wave vectors along the axes and
on the diagonal, but on the other hand our result give wave
vectors starting with the first frequency Q0 and not from the
second harmonics 2Q087.
higher harmonics. This is in agreement with the find-
ings of the key STM experiment, showing the presence
of a very small PDW order with the same wave vector
as the charge order77. The generation of PDW starting
from a CDW instability has been described in detailed
in a recent work, using a Ginzburg-Landau formalism87.
Here we give an alternative way to generate the PDW
instability, starting from a formalism which involves the
SU(2) fluctuations. Note that the form of the SU(2) fluc-
tuations obtained in Eqns.(68,64,66) remains unchanged,
when the starting wave vector is varied.
X. GLOBAL PHASE DIAGRAM FOR CUPRATE
SUPERCONDUCTORS
A. The physical lines
1. Generic trends
In order to obtain the Temperature-hole doping phase
diagram, we developed a minimal model based on
Ginzburg-Landau functional. The free energy depends
0.0 0.1 0.2 0.3
0.00
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FIG. 19. (Color online) Temperature-hole (T,p) phase dia-
gram calculated from the simplified Ginzburg-Landau model.
The SU(2) order parameter critical temperature (solid line)
follows the PG critical temperature T ∗. The temperature
scale corresponding to Cooper pairing TCP has the form of a
dome like in real compounds. The PEP critical temperature
(dash-dotted line) decreases with doping. The "excitonic"
patches proliferation temperature vanishes in the underdoped
regime and increases at doping close to 0.12.
on the SU(2) order parameter ∆SU(2) and writes :
FSU(2) = aSU(2)∆
2
SU(2) +
gSU(2)
2
∆4SU(2). (119)
where we assume that ∆SU(2) is homogeneous and aSU(2)
and gSU(2) are energy parameters. Minimizing the free
energy (119) as regards to ∆SU(2) gives the relation
∆SU(2) =
√
aSU(2)
gSU(2)
. We assume that the magnitude of
the order parameter at zero temperature is proportional
to the critical temperature. The doping dependence of
the critical temperature of the SU(2) can be reproduce
by parametrizing the energy parameters as : aSU(2) =
a¯SU(2)(p
c
SU(2) − p) and gSU(2) = 1 + mSU(2)(p − pcSU(2))
where pcSU(2) is the hole doping where the SU(2) is ex-
pected to disappear. In our model, the temperature
where the SU(2) symmetry disappear is associated with
T ∗.
In this simple model, the Copper Pairing (CP) and
Preformed Excitonic Pairing (PEP) energy scales are re-
lated by SU(2) symmetry. From a theoretical point of
view, it means that both SC and PhP order parameter
are constrained as exposed in the relation (4) that writes
∆SU(2) =
√
∆2CP + ∆
2
PEP where ∆CP and ∆PEP are
the CP and PEP gap scales, respectively. Considering,
in a mean field heuristic picture, a coexisting SC and
PhP phase, we can write the Free energy as:
F1 = aCP∆
2
CP +
gCP
2
∆4CP + aPEP∆
2
PEP +
gPEP
2
∆4PEP .
(120)
where aCP , gCP , aPEP and gPEP are energy parameters.
Taking into account the SU(2) constraint of Eq.(4), we
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can replace the order parameter in Eq.(120) by the rela-
tion ∆PEP =
√
∆2SU(2) −∆2CP where ∆SU(2) has been
determined from equation (119). Minimizing the Free
energy as regards to the CP energy scale, one can find
the expression of the SC and PhP scales as
∆CP =
√
aCP − aPEP + gPEP∆2SU(2)
gPEP + gCP
∆PEP =
√
∆2SU(2) −∆2CP (121)
where aCP = lCP (pcCP − p), aPEP = lPEP (pcPEP − p),
gPEP = M + p and gCP = M +Mp with M,LPEP and
lSC are free parameters.
The phase diagram of Fig.19, can be understood as
follows. The black line TSU(2) corresponds to the SU(2)-
dome, depicted in section III, Fig. 7. It defines the up-
per energy scale, above which we lose the SU(2) fluctu-
ations. The temperature TCP ( dashed line, red) cor-
responds to the typical energy for Cooper pairing. The
temperature TPEP (dashed-dotted line, blue) is the typ-
ical energy associated with the formation of particle-hole
pairs. It is proportional to the SU(2) fluctuations, as
shown in sections IV and VIII. The particle hole pairing
strength is driven by the SU(2) propagator for the non-
linear σ- model, as visible in Eqn.(101). Note that at
the point where TCP = TSU(2), TPEP = 0 since there
is space for fluctuations. As doping decreases, TPEP
increases, and crosses TCP in the middle, for a doping
0.010 < pc < 0.013. We note that there is a threshold in
temperature, above which the Patches of Excitons start
to proliferate. For p < pc, since TPEP > TCP the exci-
tonic patches have a higher binding energy, and entropic
effects due to the finite size of the patches, leads to a pro-
liferation temperature very close to zero. Alternatively,
for p > pc, since TPEP < TCP , there is a competition be-
tween Cooper pairing with the tendency to form a global
SC state, and formation of excitonic patches. In this case
the competition holds between the two states, and the
proliferation temperature Tprolif ( dotted magenta line)
gradually increases up to TSU(2) around optimal doping.
A simple evaluation of the proliferation temperature is
given in the next paragraph.
Interestingly, the phase diagram of Fig.19 singles out
an intermediate critical doping pc ' 0.12 which differen-
tiates two regions in the underdoped regime. For p < pc,
the picture is of a complete fractionalization of the Fermi
surface, with at T = 0 a SC order around the nodes
and the anti-nodal region fully gapped out by excitonic
patches. It is in line with a “two-gaps” picture. On the
other hand, for p > pc, at T = 0 the system in in the
SC state, with excitonic patches starting to proliferate
as temperature is raised. It is a one gap picture, which
becomes fully valid at p0 ' 0.21, where the SC state is
gapping out the Fermi surface up to the energy TSU(2).
The doping pc ' 0.12 is thus the doping at which
the two scales of formation of the excitonic patches and
Cooper pairs are equal TCP = TPEP . It is conceivable
that around this doping, the SU(2) symmetry is strong
enough to produce phase separation, but the SU(2) fluc-
tuations are frozen enough so that we observe experi-
mentally one (or two) resulting modulation wave vec-
tors around (Q0, 0) and (0, Q0)extending up to ten lattice
sites, and thus experimentally detectable. A real space
picture of this scenario is given in Ref.164.
a. 2. Proliferation temperature We give here a sim-
ple derivation of the proliferation temperature. We have
a competition between Cooper Pairing, leading to the for-
mation of a global SC state, and a local state of particle
hole excitonic patches, each carrying a specific entropy.
Suppose there is np excitonic patches and thus 1 − np
Cooper pairs (to simplify the discussion we took a “two-
fluids” only, model). The global Free energy writes
F = − (1− np) a
2
CP
4g
+ np
(
−a
2
PEP
4g
+ T log np
)
, (122)
where g is a high energy coupling constant that we take
equal for the two fluids, −a2CP /(4g) and −a2PEP /(4g)
come from the mean-field minimization for each order pa-
rameter, coming for example from Eqn.(120). We have
aCP = T − TCP and ap = T − TPEP . Minimizing
Eqn.(122) with respect to np leads to
log np = − 1
T
a2CP − a2PEP
4g
, (123)
which leads to a temperature above which np ' 1, also
called proliferation temperature
Tprolif =
{
a2CP−a2PEP
4g , if |aCP | > |aPEP |
0, elsewhere .
B. Strange Metal phase
This part explores the consequences of the RES for the
phase diagram of cuprates (see Fig. 20) when this mode
becomes critical. There are experimental indications that
the electric transport in this system has both 2D and
3D character. We will thus calculate the resistivity ρ
in d = 3 and d = 2, in the absence of a gap and show
that it differs from the usual Fermi liquid T 2 scaling with
a typical T/ log T behavior. Therefore, we evaluate the
bosonic polarization induced by critical χ-modes. Details
can be found in Appendix F. At quadratic order in the
excitonic fluctuations, we obtain the following effective
interaction
Scrit[ψ]=
∑
kk′qP,σ
ΦPq ψ
†
σ,k ψσ,k+P+q ψ
†
−σ,k′ ψ−σ,k′−P−q,
(124)
see Fig. 21a,b), with ΦPq = 〈χ−P−qχP+q〉. The form
of above interaction corresponds to a coupling with a
collection of bosons (see also Eqn.(F1)). The renor-
malized bosonic propagator follows from Dyson’s equa-
tion [ΦPq (Ω)]−1 = q2 + m − ΠPq (Ω). Therein, the bare
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propagator is assumed to have Ornstein-Zernike form.
The retarded bosonic polarization, ΠPq = Π′q + iΠ′′q
in Fig. 21c), evaluated for P = 2pF, yields Π′q(Ω) =
c
[
(Ω + q‖) ln |Ω + q‖| − (Ω− q‖) ln |Ω− q‖|
]
and Π′′q(Ω) =
pic
[
(Ω + q‖)θ(−Ω − q‖) + (Ω − q‖)θ(Ω − q‖)
]
. With Ω
we denote real frequencies and c is a non-universal factor
depending on the details of the dispersion.
Next, we calculate the electronic self-energy depicted
in Fig. 21c). Here again we refer the reader to the Ap-
pendix G for details. Note that the self-energy requires
a summation over all ordering vectors P. Up to log-
arithms, each P-wave gives the same contribution. In
the quantum critical regime, we have, the scaling behav-
ior Π′q (Ω) ∼ 2cq‖ ln |Ω|, and Π′′q (Ω) ∼ picΩ. We use this
scaling law to evaluate the self-energy of an electron scat-
tering through a single bosonic mode written in Matsub-
ara form as Φ−1P (iωn) = γ |ωn| − v‖q‖ ln |ωn| + v⊥q2⊥/2.
The evaluation is performed in d = 3 and at the first
order in the leading singularity we obtain Σ (in) =
in/
(
4piv‖v⊥ ln |n|
)
. We note that -with logarithmic cor-
AF
doping
FIG. 20. (Color online) Schematic phase diagram of cuprate
superconductors as a function of hole doping and temperature
T where PG is the pseudogap phase, AF the antiferromagnetic
phase and SC the superconducting phase. In the grey shaded
strange-metal phase, the electrical resistivity scales linearly
with T.
rections, this form is typical of a marginal Fermi liquid165
and can account for the properties of the strange metal
phase depicted in Fig. 20. In d = 2 the self-energy scales
like Σ (in) ∼ i
√|n|Sgn (n).
We turn now to the discussion of the relaxation time for
electron-electron scattering process from a semiclassical
Boltzmann treatment. Details are given in Appendix H).
The Boltzmann equation for the non-equilibrium electron
distribution fk writes166,167(
∂fk
∂t
)
collisions
= −eE·∇kfk = −Iei [fk]−Iee [fk] , (125)
where e is the elementary charge, E a static electric field
and Iei respectively Iee are the electron-impurity respec-
tively electron-electron collision integrals. The electron-
electron collision integral is obtained from Fermi’s golden
rule
Iee [fk] =
1
V
∑
q
ˆ ∞
−∞
dΩ ImΦq (Ω) δ (k − k+P−q − Ω)×[
fk (1− fk+P−q) (1 + nB (Ω))− (1− fk) fk+P−qnB (Ω)
]
,
(126)
with nB(x) = (exp (x/T ) − 1)−1 and we drop the
contribution from Iei. Relaxation-time approximation
amounts to set fk ' f0,k − gkf0,k(1 − f0,k) where f0
is the equilibrium distribution and gk = τeE · vk/T . In
this approximation Eq. (126) becomes
Iee [fk] =
1
V
∑
q
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω) f0,k+P−q(1− f0,k)
× (gk+P−q − gk) δ (k − k+P−q − Ω) . (127)
We see from Eq. (127) that this theory has a non-
vanishing imbalance velocity factor, since for q = 0,
(gk+P − gk) 6= 0. This implies that no additional T de-
pendence arises from the angular part of the integral.
To make the connection of the scattering time τ and
resistivity ρ, we write the electrical current density as
J = −2e〈v〉 and note its connection to ρ via J = ρ−1E.
For small electric fields, ρ ∼ τ−1 and solving above Boltz-
mann equation for τ yields τ−1 ∼ T/ ln(T ), such that
ρ ∼ T/ ln(T ). In d = 2, the resistivity scales like ρ ∼ √T .
The scaling forms given here are valid in the anti-nodal
region of the BZ, while the nodal region will provide a
Fermi liquid-like T 2 law both in the PG phase and in the
strange metal phase. The study of the strong anisotropy
of the scattering rates along the Fermi surface, and in-
terplay between the T 2 and anomalous behaviors is the
subject of active experimental investigations168–170 and
we will devote a further detailed development of our the-
ory to address the issue.
XI. CONCLUSION
This paper has been devoted to the study of the im-
plications of the non-linear σ-model which describes the
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c)
FIG. 21. (Color online) a) Graphical representation of the
interaction in Eq. (124). The wavy line represents the bosonic
propagator ΦPq at criticality for |q|  |P|. b) RES scatter-
ing between two electrons close to the FS at k and k + 2pF
according to Eq. (124). c) Diagrammatic representation of
the one-loop bosonic polarization Πq and the fermionic self-
energy Σq for the RPE mode.
fluctuations of the SU(2) rotation matrix between the
d-wave SC state and the d-wave charge order. One im-
portant result of this paper is that, when interacting with
the conduction electrons, hot regions are created in the
Brillouin Zone, and in particular a line where the SU(2)
fluctuations are massless- which we called an SU(2) line,
was found, crossing the Fermi surface at the AF hot
spots. The main effect of the SU(2) pairing fluctuations
on the charge sector, is to tilt the modulation wave vec-
tor from the diagonal to the axial wave vectors (0, Q0)
and (Q0, 0). Secondarily, SU(2) fluctuations affect the
SC sector by creating a small PDW instability on top of
already existing d-wave superconducting phase. Lastly,
the SU(2) pairing fluctuations lead to the formation of
preformed particle-hole pairs, that we have called “exci-
tons”, for which a range of 2pF wave vectors are allowed.
The intrinsic constraint of the non-linear σ-model creates
some strong mode coupling within the charge sector and
thus the creation of excitonic patches, which then prolif-
erate up to the PG temperature T ∗. We give a prelim-
inary description of the phase diagram of the cuprates,
including a preliminary theory for the anomalous trans-
port properties in the strange metal part of the phase
diagram. Implications of the theory for various experi-
mental probes are left for future publications.
The ultimate goal of this theory is to address all possi-
ble experimental results, but this goes beyond the scope
of this paper. Note that, within the SU(2) scenario, a few
experimental issues have already been addressed. The
phase diagram as a function of magnetic field and tem-
perature was considered in Ref.81, the structure of the
modulations inside a vortex core in Ref.83. A study of
the Raman A1g mode was given in Ref.120, and the gap-
ping out of the Fermi surface in the anti-nodal region
seen in ARPES was described in Ref.171. The findings
of modulations up to T ∗seen, by STM in Bi2212, as well
as the resonance of neutron scattering in Hg1201 will be
addressed in forthcoming publications164.
The presence of electron pockets in the AN zone of
the first BZ is a very ongoing debate in the cuprate
community172. The Hall resistivity measurements in
YBCO have shown a change in the carrier density n (be-
tween the n = p regime at low doping to n = 1−p regime
at high doping) around p = 0.19173,174. This change
of regime has been associated with the opening of the
PG around the hot spot, in the AN zone of the first BZ
that should be present at any doping172. Our scenario
can provide an explanation of the change in the carrier
density that will be addressed in a shortcoming work175.
Therefore, the absence of such electron pockets in the AN
zone of the first BZ at any doping could be one check of
the validity of our scenario.
Moreover, one specific signature of the preformed
particle-hole pairs could be the photoluminescence signal.
It is well-known in semiconductor physics that excitons
exhibit a photoluminescence signal176. In our model, the
stabilization of such exciton particle-hole pair patches
could also lead to such photoluminescence signal. The
exploration and the calculation of such signature is left
to later work.
The SU(2) scenario presented here should be applica-
ble for materials where the SC and the CDW states are
close in energy. Another condition should be the pres-
ence of an interaction that could stabilize such SU(2)
fluctuations (like short-range AF correlations). The un-
derdoped cuprate compounds are currently the best can-
didates wherein these two conditions are present.
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Appendix A: Mean-Field gap equations: strong
coupling case
We give in Fig.22 the solution of the gap equations
(19,21) in the strong coupling case, for which we have
taken J = 0.9 eV. WE observe, as the coupling is in-
creased, a pronounced difference between the SC solution
and the CDW solutions, in that the SC solution gaps out
the entire Fermi surface whereas the CDW solution re-
main confined in the anti-nodal regions of the Brillouin
Zone.
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a) b)
c) d)
e) f)
FIG. 22. (Color online) Solution of the gap equations, in the
case of a strong AF coupling, from Eqns. (19) and (21) for var-
ious modulation wave vectors with a) the diagonal wave vector
(Q0, Q0) linking two hot spots, b) the axial wave vector(Q0, 0)
and c) (0, Q0) which are observed experimentally, d) the AF
wave vector (pi, pi) and e) the null wavec vector. The solution
of the SC gap equation is given in f). The calculations are
made on the band structure of Bi2212 form Ref.124 (see details
in the text for the band parameters). Vanishing solutions are
color-coded in blue while non-vanishing points are depicted in
yellow. The calculations are made within the approximation
Jq = Jδ (q), with J = 0.9, which restricts the q-integration
at the vector (pi, pi). The energy units, if not stated otherwise,
are in eV.
Appendix B: Zone Edge hot lines
We present in Fig.23 the evolution of the hot regions for
a charge wave vector located at the Zone Edge. Note that
the fractionalization of the Fermi surface is also efficient
in that case, with a minimum of the mass ( or infinite
fluctuations) located at the Zone Edge.
Appendix C: Test of various anisotropies
This Appendix gives a thorough study of the effect
of the SU(2) hot regions in the response of the charge
susceptibility. We look at various types of anisotropy
(Figs.24 and 25) in the size and shape of the hot regions.
The main conclusion is that in all cases, the axial re-
sponse is favored compared to the diagonal one.
The typical form of the Aslamazov-Larkin polarization
is shown in Fig.26.
ΠAL (p, 0) = −T
∑
q
pisqpi
s
p+q (Bq)
2
, (C1)
with Bq =
∑
k
GkGk+pG−k−q, (C2)
with the four variables k = (k, ε), q = (q, ω), G−1k =
iεn − ξk and G−1−k = −iεn − ξ−k. This contribution typ-
ically behaves in the same manner as the vertex correc-
tions. We show it here for completeness for one typical
form of the SU(2) hot region.
Appendix D: Nematicity and charge conservation
1. Cancellation in the Fermi liquid case
a)
p, 0
p, 0
1
b)
p, 0
p, 0
1
FIG. 27. (Color online) The standard vertex self-energy can-
cellation due to charge conservation. The sum of the diagrams
a) + 2b) = 0.
We first consider the Fermi liquid case depicted in
Fig.27a) and b). There is a well-known cancellation be-
tween the two diagrams,
Ia + 2Ib = 0, (D1)
that we reproduce here for completeness. We have
Ia =
∑
k,q
FqGkGk+pGk+qGk+p+q, (D2)
Ib =
∑
k,q
FqG
2
kGk+pGk+q, (D3)
where k, q stand for the 4-vector k,q, Fq is the boson
line, Gk is the Fermionic Green’s function, with G−1k =
iεn + Σ (εn)− ξk. We use the decoupling trick
GkGk′ =
Gk −Gk′
G−1k′ −G−1k
. (D4)
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FIG. 23. (Color online) Evolution of the SU(2) fluctuations as the function of the hole-doping. We present two set of curves
for the Zone Edge wave vector 2pF. Note that in this case, the mass has a minimum lies at the ZE. The electron dispersion is
modelized in tight-binding approximation for Bi2212 Ref.124 (parameter set tb2).
a)
c)
p, 0
p, 0
p, 0
1
FIG. 24. (Color online) Real part of the polarization bubble,
with one vertex correction, in the static limit. The electron
dispersion corresponds to the usual one of Bi2212 Ref.124.
We show here that for a dispersion centered exclusively at
the hot spots (panel c), the response on the axes (0, Q0) and
(Q0,0) has still a stronger amplitude than the response on the
diagonal (Q0, Q0).
a)
c)
p, 0
p, 0
p, 0
1
FIG. 25. (Color online) Real part of the polarization bubble,
with one vertex correction, in the static limit. The electron
dispersion corresponds to the usual one of Bi2212 Ref.124.
Same study as in Fig.24, but for a “flat pancake” shape of the
SU(2) fluctuations.
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a)
c)
p, 0
p, 0
p, 0
1
FIG. 26. (Color online) Real part of the polarization bub-
ble, corresponding to the Aslamozov-Larkin diagrams, in the
static limit. The electron dispersion corresponds to the usual
one of Bi2212 Ref.124. This contribution typically behaves in
the same way as the polarization wiht vertex corrections.
Using Eqn.(D4) we have
Ia =
∑
k,q
Fq[
GkGk+p −GkGk+p+q
H2q
−Gk+pGk+q +Gk+qGk+p+q
H2q
] (D5)
Ib =
∑
k,q
Fq
[
G2kGk+q
Hq
−Gk+p
(
Gk −Gk+q
H2q
)]
, (D6)
where Hq = G−1k+p − G−1k+p+q ' −iω + Σ(εn) −
Σ (εn + ωn) + vF · q. We observe that terms of the kind´
k
GnkGk+p = 0 for all integers n > 1 because, since the
external momentum p = (p, 0) carries no frequency, the
poles are in the same half-plane, which leads to ( in the
limit where p→ 0)
Ia = −2
∑
q
Fq
GkGk+q
H2q
, (D7)
Ib =
∑
q
Fq
GkGk+q
H2q
. (D8)
This in turn gives the result Eqn.(D1).
a)
p, 0
p, 0
p, 0
1
b)
p, 0
2
FIG. 28. (Color online) Vertex corrections and self-energy
corrections at the one loop level. We check in the text that
there is no cancellation in the case of pairing lines a)+2b) 6= 0.
2. Absence of cancellation in the case of SC lines
We now apply the same recipes to the diagrams of
Fig.28, and see that the cancellation doesn’t hold in this
case. We have
Ia =
∑
k,q
FqGkGk+pG−k−qG−k−p−q, (D9)
Ib =
∑
k,q
FqG
2
kGk+pG−k−p, (D10)
with G−1−k = −iεn + Σ (−εn) − ξ−k. Using Eqn.(D4),
this can be cast into
Ia =
∑
k,q
Fq
[−GkGk+p +G−k−qGk+p
Hk,q
+
G2kGk+p
Hk,q
]
,
(D11)
Ib =
∑
k,q
Fq
[
G2k +G
2
−k−q − 2G3k
Hk,q
]
, (D12)
with Hk,q = G−1−k−q − G−1k ' −2iεn − iω +
Σ (−εn − ωn) − Σ (εn) + vF · q + 2ξk. To check the
non-cancellation of diagrams, we can take the difference
dI = Ia + 2Ib, which gives, in the limit where p→ 0,
dI =
∑
k,q
Fq
[
G2−k−q −G2k
Hk,q
+ 2
G3k
Hk,q
]
. (D13)
The first term in Eqn.(D13) vanish after a change of
variables, and we end up with a non-zero contribution
dI = 2
∑
k,q
Fq
G2kGk+p
Hk,q
. (D14)
To fix the ideas, we plot dI in Eqn.(D14) in Fig.29.
Appendix E: Gaussian fluctuations
We study now the case where the charge order becomes
critical for some region of oxygen doping, under the SC
dome. Fluctuations of the charge mode are treated at the
Gaussian level. The effective action S1 Eqn. (92), which
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FIG. 29. (Color online) Plot of dI in Eqn.(D14). The elec-
tron dispersion corresponds to the usual one of Bi2212 Ref.124.
describes the coupling of the fermion to the excitonic
patches, can be written
S1 =
1
2
∑
σ,k,p
χk,k+pψ
†
k,σψk+p,σ, (E1)
where p = P + q is the fluctuation around the ordering
wave vector P = 2pF and χk,k+p is the bosonic charge
mode with wave vector P. This charge order is peculiar
in the sense that χ depends not only on the slow fluctu-
ations around the wave vector P but as well on the fast
momentum k. We account for this dependence through
a form factor via the definition
χk,k+p ≡ χpFk, (E2)
where Fk is a form factor having a finite extension around
the nesting point kn associated with P. The form of the
boson propagator Φq = 〈T χ−pχp〉is given by
exp [−SΦ] = 〈exp [−S1]〉ψ = exp
[
1
2
〈
S21
〉
ψ
]
. (E3)
Expanding then to the second order in χ we obtain
SΦ = −1
2
∑
k,p,σ,k′,p′,σ′
χpχp′FkFk′
〈
ψ†k,σψk+p,σψ
†
k′,σ′ψk′+p′,σ′
〉
ψ
.
(E4)
The contraction of indices leads to the conditions σ′ = σ,
p′ = −p and k′ = k + p. From which we get
SΦ =
1
2
∑
p
χ−pΦ−1p χp (E5)
with Φ−1p = Φ
−1
0,p −Πp,
Πp = −T
∑
ε,k,σ
FkFk+pGkGk+p. (E6)
For the evaluation of the bosonic bubble Φp the form
factors have been neglected in the evaluation of Πp.
Φ−10,p = ω
2 + q2 + m is a high energy contribution of the
Ornstein-Zernike type. The resulting scattering of the
fermions around the bosonic charge mode writes
exp [−Scrit] = 〈exp [−S1]〉χ = exp
[
1
2
〈
S21
〉
χ
]
, (E7)
with
Scrit = −1
2
∑
k,k′,σ,σ′,p,p′
〈χpχp′〉χ FkFk′ψ†k,σψk+p,σψ†k′,σ′ψk′+p′,σ′ ,
(E8)
= −1
2
∑
k,k′,σ,σ′,p
ΦpFkFk′ψ
†
k,σψk+p,σψ
†
k′,σ′ψk′−p,σ′ .
Appendix F: Bosonic polarization bubble
The renormalized bosonic propagator follows from
Dyson’s equation
[Φq(Ω)]
−1 = q2 +m−Πq(Ω) (F1)
Therefore, we evaluate the bosonic polarization Πq with
P = 2pF as depicted in Fig. 4c) of the main text. The
diagram writes
Πq(iωm) = − 1
βV
∑
n,k
G(in + iωm/2,k+ q/2)
×G(in − iωm/2,k+P− q/2), (F2)
with temperature T = β−1 and V being the volume of
the system. We will evaluate the diagram using bare
Green functions of the form
G(in,k)
−1 = in − ξk, (F3)
with ξk = k−µ, where k is the fermion dispersion and µ
their chemical potential. It is convenient to measure the
three dimensional momentum vector k ≡ (k‖,k⊥) (where
k‖ is a scalar and k⊥ is a two dimensional vector) relative
to a point on the Fermi surface. The coordinate system
is then chosen such, that the two components of k⊥ are
oriented perpendicular to the surface normal vector and
the k‖ component parallel to it, as depicted in Fig. 4b) of
the main text. The dispersion is then approximated by
ξk = v‖k‖ + v⊥k
2
⊥/2. (F4)
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and from the construction follows ξk+P = ξ−k. The mo-
mentum transfer q between the two coupled electrons is
quasi one-dimensional in parallel direction only, so that
we calculate Πq for q ≡ (q‖, 0). Equation (F2) then yields
Πq(iωm) =
− 1
βV
∑
n,k
1
i(n + ωm/2)− v‖(k‖ + q‖/2)− v⊥k2⊥/2
× 1
i(n − ωm/2) + v‖(k‖ − q‖/2)− v⊥k2⊥/2
, (F5)
Evaluating the Matsubara sum at T = 0 gives
Πq(iωm) = − 1
v‖v⊥V
×
∑
k
θ(2k‖ + q‖ + k
2
⊥)− θ(−2k‖ + q‖ + k2⊥)
iωm − 2k‖ , (F6)
where θ(x) denotes the Heaviside step function and we
have also rescaled the parallel momenta to measure it
in units of v‖ as well as the perpendicular momenta by√
v⊥. We can now perform the analytic continuation to
real frequencies Ω by setting iωm = Ω + iδ and we write
the retarded self-energy as Πq(Ω) ≡ Πq(Ω + iδ) for con-
venience. In the infinite volume limit and for Ω 6= |q‖|
the polarization yields
Πq(Ω) =
− c
pi
ˆ
dk⊥
[
P
ˆ Λ
−k2⊥
dy
Ω + q‖ − y − P
ˆ k2⊥
−Λ
dy
Ω− q‖ − y
− ipi(θ(k2⊥ + Ω + q‖)− θ(k2⊥ − Ω + q‖))], (F7)
with c−1 = (4pi)2v‖v⊥, P stands for the Cauchy principal
value and Λ is an UV cut-off. The special cases for Ω =
|q‖| is not explicated here but can be obtained in the same
fashion. After integrating over the parallel component we
get
Πq(Ω) = − c
pi
ˆ
dk⊥
[
ln |k2⊥ + Ω + q‖|+ ln |k2⊥ − Ω + q‖|
− ipi(θ(k2⊥ + Ω + q‖)− θ(k2⊥ − Ω + q‖))], (F8)
where some non-universal contributions that depend
solely on Λ were dropped. The remaining two-
dimensional integral over k⊥ is now easily computed in
polar coordinates. Regularizing again the UV sector by a
cut-off Λ we find (up to some pure cut-off contributions)
Πq(Ω) = Π
′
q(Ω) + iΠ
′′
q(Ω), (F9a)
Π′q(Ω) = c
[
(Ω + q‖) ln |Ω + q‖| − (Ω− q‖) ln |Ω− q‖|
]
,
(F9b)
Π′′q(Ω) = pic
[
(Ω + q‖)θ(−Ω− q‖) + (Ω− q‖)θ(Ω− q‖)
]
,
(F9c)
where Π′ and Π′′ denote the real, respectively imaginary
part of the polarization. In a last step we invert Dysons
equation (F1) to obtain the imaginary part of Φq, which
is responsible for damping. Because the leading scatter-
ing contribution to the resistivity comes from the low
momentum and frequency transfer of the critical bosonic
mode, one can drop the entire Φ−10,q(Ω) term compared to
Πq. One obtains
ImΦq(Ω) '
Π′′q(Ω)
(Π′q(Ω))2 + (Π′′q(Ω))2
(F10)
and we can write ImΦq in compact form as
ImΦq(Ω) =
1
pic
bq(Ω) (F11)
with
bq(Ω) =
sθ(−s) + tθ(t)
pi−2[s ln |s| − t ln |t|]2 + [sθ(−s) + tθ(t)]2
(F12)
where s = Ω + q‖ and t = Ω− q‖.
The study of this paper corresponds to the regime
q‖≤Ω. Reporting this approximation in Eqns. (F9) we
get
Π′q(Ω) ' 2cq‖ ln |Ω|, (F13a)
Π′′q(Ω) = picΩ. (F13b)
Appendix G: Fermionic self-energy
The fermionic self-energy is
Σk(in) = − 1
βV
∑
ωm,q
Φq(iωm)G(in + iωm,k+ q),
(G1)
with the fermionic and bosonic Green functions
(G(in,k))
−1 = in − v‖k‖ − v⊥k2⊥/2, (G2a)
Φ−1q (iωm) = γ |ω|m − v‖q‖ log |ωm|+ v⊥q2⊥/2, (G2b)
where the form of the bosonic Green’s function is taken
from Eqns. (F13a-F13b).
The notation ωn = ωn/Λ where Λ is an UV cut-off.
To simplify the calculation, we will not calculate the full
above self-energy, but the truncated one
∆Σ(in) = Σk=0(in)− Σk=0(0). (G3)
With above formulas, the truncated self-energy writes
∆Σ(in) = − 1
βV
∑
ωm,q
1
γω2m − v‖q‖ + v⊥q2⊥/2
×
(
1
in + iωm − v‖q‖ − v⊥q2⊥/2
− 1
iωm − v‖q‖ − v⊥q2⊥/2
)
,
(G4)
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and the sums are evaluated in infinite volume and vanish-
ing temperature limit. Rescaling the variables according
to v‖q‖ = x and v⊥q2⊥/2 = y, the self-energy follows as
∆Σ(in) = c2T
∑
ωn
Iω, (G5)
with
Iω =
ˆ ∞
−∞
dx
ˆ ∞
0
dy
1
γ |ωn| − x logωn + y
× in
(in + iωn − x− y)(iωn − x− y) (G6)
and c−12 = 4pi
2v‖v⊥. We first perform the integration in
x, performed in the complex plane. Two types of poles
are present, the cones coming from the fermionic Green’s
functions on the right, and the ones coming from the
boson propagator.
1. Poles from the Fermionic Green’s function
The contribution of the poles from the fermionic
Green’s function are taken at x0 = iωn − y and give
a contribution
I1 =
ˆ ∞
0
dy
2ipiSgn (n) θ [|n| − |ωn|]
γ |ωn|+ y − x0 logωn . (G7)
We keep the term proportional to logωn in the denomi-
nator, and get
I1 =
ˆ ∞
0
dy
2ipiSgn (n) θ [|n| − |ωn|]
(−iωn + y) logωn ,
=
2ipiSgn (n) θ [|n| − |ωn|]
logωn
log
(
Λ
−iωn
)
. (G8)
Reporting in (G5) and symmetrizing with respect to ωn
leads to
∆Σ(in) = c2T
∑
ωn>0
ipiSgn (n) θ [|n| − |ωn|] ,
= c2ipin. (G9)
Note that the logarithmic singularity has been lost here,
up to the UV cut-off. This self-energy will this not pro-
duce a significant shortening of the electron lifetime.
2. Poles from the boson propagator
The contribution from the boson propagator is taken
at x0 = (γ |ωn|+ y) / log |ωn| and writes
I2 =
ˆ Λ
0
dy
−ipi
log |ωn|
in
(in + iωn − x0 − y)(iωn − x0 − y) .
(G10)
Taking only the term not proportional to 1/ log |ωn|, we
get
I2 =
ˆ Λ
0
dy
−ipi
log |ωn|
in
(in + iωn − y)(iωn − y) . (G11)
The integration over y is done exactly and leads to
I2 =
−ipi
log |ωn| log
∣∣∣∣ ωnn + ωn
∣∣∣∣ . (G12)
The form (G12) is non-vanishing only in the limit |ωn| ≤
|n|. Expanding in this limit we get
I2 =
ipi
log |ωn| log |n| , (G13)
and reporting in Eqn. (G5) we obtain
∆Σ(in) = c2T
∑
|ωn|≤|n|
ipi
log |n|
log |ωn| , (G14)
= c2ipili(n) log |n| ,
where the function logarithmic integral li(x) is defined
by
li(x) =
ˆ x
0
dt
ln t
.
Expanding by part and considering the regime where x
1, we get
li(x) =
x
log x
+
x
(log x)2
+O
[
x
(log x)
3
]
. (G15)
The second term in Eqn. (G15) provides the desired
singularity, and we obtain
∆Σ(in) ' c2 ipin
log |n| , (G16)
which, up to a logarithm, is the form for the electron
self-energy in the strange metal phase.
Appendix H: Boltzmann treatment
1. Relaxation time from the Boltzmann equation
The Boltzmann equation for the non-equilibrium elec-
tron distribution fk writes166,167,177(
∂fk
∂t
)
collisions
= −eE · ∇kfk = −Iei [fk]− Iee [fk] ,
(H1)
where e is the elementary charge, E a static electric field
which is supposed to be small and Iei respectively Iee are
the electron-impurity respectively electron-electron colli-
sion integrals. We make the approximation to consider
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only electron-electron scattering such that Iei = 0. The
equilibrium distribution of non-interacting fermions at
temperature T is f0,k = (exp(βξk) + 1)−1. The distribu-
tions are normalized such, that
ˆ
dk
(2pi)3
fk =
ˆ
dk
(2pi)3
f0,k = 2n0, (H2)
for T → 0 and with n0 = k3F/(3pi2). For small elec-
tric field E one can develop fk around the equilibrium
distribution f0,k and the so-called relaxation-time ap-
proximation amounts to express the collision integral by
Iee [fk] = (fk − f0,k)/τ , where τ is the relaxation time.
Plugging this Ansatz in the kinetic equation (H1) we find
fk ' f0,k + τeE · ∇kfk ' f0,k + τeE · vk ∂f0,k
∂k
= f0,k − gkf0,k(1− f0,k), (H3)
with gk = βτeE·vk. Note, that the standard approxima-
tions, to replaced fk on the right-hand-side again by f0,k,
neglecting the momentum dependence of τ and the dis-
persion relation for free fermions k = k2/(2m) now solve
the Boltzmann equation (H1) within relaxation-time ap-
proximation and for small electric field.
The electron-electron collision integral is evaluated us-
ing Fermi’s golden rule which yields
Iee [fk] =
1
V
∑
q
ˆ ∞
−∞
dΩ ImΦq (Ω) δ (k − k+P−q − Ω)
×
[
fk (1− fk+P−q) (1 + nB (Ω))− (1− fk) fk+P−qnB (Ω)
]
.
(H4)
Here nB(Ω) = (exp(βΩ)− 1)−1 is the Bose function. Us-
ing the fact that ImΦq (−Ω) = −ImΦq (Ω) we can rewrite
above integral as
Iee [fk] =
1
V
∑
q
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω)
×
[
fk (1− fk+P−q) δ (k+P−q − k − Ω)
− fk+P−q (1− fk) δ (k − k+P−q − Ω)
]
.
(H5)
From Eq. (H3) and since by definition Iee [f0,k] = 0 for
the equilibrium distribution f0,k, we can rewrite the col-
lision integral as
Iee [fk] =
1
V
∑
q
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω)
× f0,k+P−q(1− f0,k) (gk+P−q − gk) δ (k − k+P−q − Ω) ,
(H6)
where contributions ∼ E2 have been dropped. We see
from Eq. (H6) that this theory has a non-vanishing im-
balance velocity factor, since for q = 0, (gk+P − gk) 6= 0.
The non-vanishing velocity imbalance factor provides
that no additional T dependence arises from the angular
part of the integral.
Setting vk = −vk+P ' kF/m ≡ vF such that the
relaxation time approximation simplifies to
gk ' βτeE · vF, (H7a)
gk′−q ' −βτeE · vF, (H7b)
we further multiply the collision integral with vk ·e where
e is a unit vector in the direction of E and sum over k.
We find
1
V
∑
k
(vk · e)Iee [fk] = −2βτevF ·E I˜ , (H8)
and
I˜ =
1
V 2
∑
k,q
(vk · e)
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω)
×
[
f0,k+P−q/2(1− f0,k+q/2)δ
(
k+q/2 − k+P−q/2 − Ω
)]
.
(H9)
if we approximate vk ≈ vF , such that I˜ = vFI with
I =
1
V 2
∑
k,q
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω)
×
[
f0,k+P−q/2(1− f0,k+q/2)δ
(
k+q/2 − k+P−q/2 − Ω
)]
.
(H10)
For convenience, the electric field was oriented in the di-
rection of kF and we have symmetrize the last expression
in q.
The left-hand side of the Boltzmann Eq. (H1) yields
− eE · ∇kfk = −eE · vk ∂f0,k
∂k
. (H11)
where again the relaxation-time approximation Eq. (H3)
was used and we developed for small electric field E.
From the definition of the equilibrium distribution f0 we
find for zero temperature
∂f0,k
∂k
= −δ(ξk). (H12)
Moreover, let us define the density of states for free
fermions, which yields in d = 3 and for vanishing tem-
perature
ν() =
1
V
∑
k
δ(− k) = m
2pi2
(2m)
1/2
. (H13)
We then have
1
V
∑
k
∂f0,k
∂ξk
= − 1
V
∑
k
δ(k − F)
= − 1
V
∑
k
δ(k − F)
ˆ ∞
−∞
d δ(− k)
= −
ˆ ∞
−∞
d δ(− F)ν() = −ρ0, (H14)
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with ρ0 = ν(F) = vF/(2pi2) and with F = k2F/(2m).
It is again advantageous to multiply Eq. (H11) by vk
and to sum over k. With the identity
∑
k(E · vk)vk =
E/3
∑
k v
2
k and the help of Eqns. (H12,H14) we find
1
V
∑
k
vk(E · vk)∂f0,k
∂k
= −ρ0v
2
FE
3
. (H15)
Multiplying above equation by E and together with Eq.
(H8), we can solve the Boltzmann equation for the relax-
ation time
τ−1 = 6βI/ρ0. (H16)
2. Connection between resistivity and relaxation
time
The electrical current density is177
J = −2e〈v〉 = −2e 1
V
∑
k
fkv, (H17)
where the factor 2 accounts for the spin. Inserting Eqns.
(H3) in Eq. (H17), the average with the equilibrium dis-
tribution f0,k vanishes and with Eqns. (H12,H15) one
finds
J = −2τe
2
V
∑
k
vk(E · vk)∂f0,k
∂k
=
2τρ0e
2v2FE
3
. (H18)
The conductivity σ is defined as J = σE, such that the
resistivity ρ = σ−1 follows from the above equation as
ρ = 3/(2ρ0e
2v2Fτ). (H19)
Combining Eqns. (H16) and (H19) the resistivity is
ρ =
(
3
eρ0vF
)2
βI. (H20)
The last step is to calculate the integral in Eq. (H10)
with ImFq that we derived previously in section F.
3. Evaluation of the collision integral
To evaluate the integral I in Eq. (H10) we obtain from
the dispersion relation Eq. (F4)
ξk+q/2 = v‖(k‖ + q‖/2) + v⊥k
2
⊥/2, (H21a)
ξk+P−q/2 = −v‖(k‖ − q‖/2) + v⊥k2⊥/2, (H21b)
such that
I =
1
V 2
∑
k,q
ˆ ∞
−∞
dΩ ImΦq (Ω)nB (Ω)
×
[
f0,k+P−q/2(1− f0,k+q/2)δ (2v‖k‖ − Ω)
]
. (H22)
Now the integration over Ω is trivially performed and we
take the infinite volume limit V → ∞. This amounts to
replace
1
V
∑
k
→
ˆ
dk
(2pi)3
≡ 1
(2pi)3
ˆ ∞
−∞
dk‖
ˆ
dk⊥, (H23a)
1
V
∑
q
→ 1
2pi
ˆ ∞
−∞
dq‖, (H23b)
which yields
I =
1
(2pi)4
ˆ ∞
−∞
dk‖
ˆ
dk⊥
ˆ ∞
−∞
dq‖ ImΦq (2v‖k‖)
× nB (2v‖k‖)
[
f0,k+P−q/2(1− f0,k+q/2)
]
. (H24)
For small temperatures we further approximate
f0,k → θ(−ξk) = 1− θ(ξk), (H25)
and we rescale the variables as
2v‖k‖ = x, v⊥k
2
⊥ = y, v‖q‖ = q, (H26)
in order to obtain
I = c1
ˆ ∞
−∞
dx
ˆ ∞
0
dy
ˆ ∞
−∞
dq ImΦq (x)nB (x)
× θ(x+ y + q)θ(x− y − q), (H27)
with c1 = (4(2pi)3v2‖v⊥)−1. The integral over y yields
ˆ ∞
0
dyθ(x+ y + q)θ(x− y − q)
= (x− q)θ(x+ q)θ(x− q) + 2xθ(x)θ(x− q)θ(−x− q).
(H28)
Substituting this integral in the above equation (H27)
gives I = I1 + I2, with
I1 = c1
ˆ ∞
0
dx
ˆ x
−x
dq (x− q) ImΦq (x)nB (x) , (H29)
and
I2 = c1
ˆ ∞
0
dx
ˆ −x
−∞
dq 2x ImΦq (x)nB (x) . (H30)
To extract the temperature scaling from I we first rescal-
ing the variables as βx = x˜ and βq = q˜. With Eq.
(F11) the integrals in Eqns. (H29,H30) can be written as
I1/2 = (2pi
2v‖β
2)−1I˜1/2, where
I˜1 =
ˆ ∞
0
dx˜
ˆ x˜
−x˜
dq˜
1
ex˜ − 1
× t˜
2
pi−2[s˜ ln s˜− t˜ ln t˜+ 2q˜ lnT ]2 + t˜2 , (H31)
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and
I˜2 =
ˆ ∞
0
dx˜
ˆ ∞
x˜
dq˜
1
ex˜ − 1
× 4x˜
2
pi−2[s˜ ln s˜− t˜ ln(−t˜) + 2q˜ lnT ]2 + 4x˜2 .
(H32)
We have also used c1/c = 1/(2piv‖) which follows from
above definitions and defined s˜ = x˜ + q˜ and t˜ = x˜ − q˜.
Both integrands in Eqns. (H31,H32) are strictly positive
within the integral bounds such that the resistivity, which
follows from Eq. (H20) as
ρ =
T
2v‖
(
3
pieρ0vF
)2
I˜ , (H33)
is positive and physically meaningful. In the last step we
will evaluate I˜ in the absence and then in the presence
of logarithmic corrections.
First, we will evaluate I˜1/2 in Eqns. (H31,H32) without
logarithmic corrections, that is we set all logarithms to
one and neglect the explicit lnT term. One finds
I˜1 '
ˆ ∞
0
dx˜
ˆ x˜
−x˜
dq˜
1
ex˜ − 1 = 2
ˆ ∞
0
dx˜
x˜
ex˜ − 1 =
pi2
3
,
(H34)
and
I˜2 '
ˆ ∞
0
dx˜
x˜2
ex˜ − 1
ˆ ∞
x˜
dq˜
1
(q˜/pi)2 + x˜2
=
pi3 arctanpi
6
,
(H35)
and we have also neglected the (2q˜/pi)2 term in the de-
nominator of I˜1 of Eq. (H31) to perform the integration.
From Eq. (H33), the resistivity follows as
ρ =
3(1 + (pi arctanpi)/2)T
2v‖(eρ0vF)2
, (H36)
such that ρ ∼ T .
Second, we evaluate I˜1/2 in Eqns. (H31,H32) including
logarithmic corrections. Since q˜ < x˜ in I˜1, we set x˜− q˜ '
x˜. One finds from Eq. (H31)
I˜1 '
ˆ ∞
0
dx˜
ˆ x˜
−x˜
dq˜
1
ex˜ − 1
x˜2
(2q˜/pi)2[ln x˜+ lnT ]2 + x˜2
.
(H37)
Above q˜ integral has the typical scale
q˜typ = − pix˜
2(ln x˜+ lnT )
, (H38)
such that the main contribution to the integral comes
from the |q˜| ≤ q˜typ sector while the tail x˜ ≥ |q˜| > q˜typ
is only sub-leading. We have chosen the sign such that
q˜typ is positive for x˜ < 1 and T < 1. Neglecting the
contribution from the tails we obtain
I˜1 '
ˆ ∞
0
dx˜
1
ex˜ − 1
ˆ ∞
−∞
dq˜
1
1 + (q˜/q˜typ)2
= −pi
2
2
ˆ ∞
0
dx˜
x˜
ex˜ − 1
1
ln x˜+ lnT
. (H39)
We split the remaining integral in two contributions I˜1 '
I˜T + I˜x˜, such that the first one I˜T captures the limit
1 > x˜  T while the second one I˜x˜ the 1 > T  x˜
limit. For the 1 > x˜ T limit
I˜T ' − pi
2
2 lnT
ˆ ∞
T
dx˜
x˜
ex˜ − 1
' − pi
2
2 lnT
ˆ 1
T
dx˜ = −pi
2
2
1
lnT
+O(T/ lnT ). (H40)
The 1 > T  x˜ limit gives
I˜x˜ ' −pi
2
2
ˆ T
0
dx˜
x˜
ex˜ − 1
1
ln x˜
' −pi
2
2
ˆ T
0
dx˜
ln x˜
∝ − T
lnT
. (H41)
Next, we evaluate I˜2 in Eq. (H32) including logarithmic
corrections. Since q˜ > x˜, we set q˜ ± x˜ ' q˜ in the loga-
rithms. One finds from Eq. (H32)
I˜2 '
ˆ ∞
0
dx˜
ˆ ∞
x˜
dq˜
1
ex˜ − 1
x˜2
(q˜/pi)2[ln q˜ + lnT ]2 + x˜2
.
(H42)
Again, we split the integral in two contributions I˜2 '
I˜T + I˜x˜, such that the first one I˜T captures the
limit x˜  T while the second one I˜x˜ the T  x˜ limit
and in both cases T  1. For the x˜ T limit
I˜T '
ˆ ∞
T
dx˜
ˆ ∞
x˜
dq˜
x˜2
ex˜ − 1
1
(q˜ lnT/pi)2 + x˜2
' − pi
2
2 lnT
ˆ ∞
T
dx˜
x˜
ex˜ − 1 ' −
pi2
2
1
lnT
+O(T/ lnT ),
(H43)
similar to Eq. (H40) and for T  x˜ one obtains
I˜x˜ '
ˆ T
0
dx˜
ˆ ∞
x˜
dq˜
x˜2
ex˜ − 1
1
(q˜ lnT/pi)2 + x˜2
' − pi
2
2 lnT
ˆ T
0
dx˜ = −pi
2
2
T
lnT
. (H44)
The total integral is therefore
I˜1 = − pi
2
lnT
+O(T/ lnT ), (H45)
such that the resistivity with Eq. (H33) yields
ρ = − 1
2v‖
(
3
eρ0vF
)2
T
lnT
+O(T 2/ lnT ). (H46)
Because T is small, the second contribution is subdomi-
nant and the resistivity scales like ρ ∼ T/| lnT |, with a
logarithmic correction compared to Eq. (H36).
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