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1. Introduction
Our goal in this paper is to study the local structure of immersed, possibly branched, stable
minimal hypersurfaces of the (n + 1)-dimensional Euclidean space for arbitrary n ≥ 2. Assuming
the singular set of such a hypersurface has locally finite (n − 2)-dimensional Hausdorff measure,
we here develop a regularity theory that is applicable near those points of the hypersurface where
the volume density is less than 3. Our definition of the singular set is such that it consists only of
“genuine” singularities, which include possible branch points. Thus, the points of self-intersection,
where the hypersurface is immersed, are considered regular. (See Section 2 for the precise definition
of the singular set.)
In particular, we obtain a description of the asymptotic behavior of the hypersurface near any
of its multiplicity 2 branch points. i.e., the asymptotic behavior of the hypersurface near any point
at which the hypersurface has a multiplicity 2 hyperplane as one of its tangent cones while it fails
to decompose as the union of two regular minimal submanifolds in any neighborhood of the point.
Our main regularity result is the following:
Theorem 1.1. For each δ ∈ (0, 1), there exists a number ǫ ∈ (0, 1), depending only on n and δ,
such that the following is true. If M is an orientable immersed stable minimal hypersurface of
Bn+12 (0), with Hn−2 (singM) < ∞, 0 ∈ M, H
n(M)
ωn2n
≤ 3 − δ and ∫M∩(B1(0)×R) |xn+1|2 ≤ ǫ, then
M1∩ (B1/2(0)×R) = graphu where M1 is the connected component of M ∩ (B1(0)×R) containing
Research partly supported by NSF grant DMS-0406447.
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the origin, u is either a single valued or a 2-valued C1,α function on B1/2(0) satisfying
‖u‖C1, α(B1/2(0)) ≤ C
(∫
M∩(B1(0)×R)
|xn+1|2
)1/2
.
Here the constants C and α ∈ (0, 1) depend only on n and δ.
See Section 2 for the definition of the C1,α “norm” of u when u is a 2-valued function.
This theorem in particular says that if an n-dimensional stable minimal hypersurface with a
singular set of locally finite (n−2)-dimensional Hausdorff measure has a multiplicity 2 plane as one
of its tangent cones at some point, then it is the unique tangent cone to the hypersurface at that
point. The theorem rules out for example the possibility of having a sequence of “necks” connecting
two sheets and accumulating at a branch point.
A direct consequence of the above theorem is the following decomposition theorem in case
Hn−2 (singM) = 0.
Theorem 1.2. For each δ ∈ (0, 1), there exists a number ǫ ∈ (0, 1), depending only on n and
δ, such that the following is true. If M is an orientable immersed stable minimal hypersurface
of Bn+12 (0) with Hn−2 (singM) = 0, 0 ∈ M, H
n (M)
ωn2n
≤ 3 − δ and ∫M∩(B1(0)×R) |xn+1|2 ≤ ǫ, then
either M1 ∩ (B1/2(0) ×R) = graphu0 or M1 ∩ (B1/2(0) ×R) = graphu1 ∪ graphu2 where M1 is
the connected component of M ∩ (B1(0) ×R) containing the origin, ui : B1/2(0) → R are C1, α
functions satisfying
‖ui‖C1, α(B1/2(0)) ≤ C
(∫
M∩(B1(0)×R)
|xn+1|2
)1/2
for i = 0, 1, 2. Here the constants C and α ∈ (0, 1) depend only on n and δ.
Theorem 1.2 implies that if V is a varifold arising as the weak limit of a sequence of stable
minimal hypersurfaces having singular sets of (n − 2)-dimensional Hausdorff measure zero, then
near every point where V has a tangent cone equal to the multiplicity 2 varifold associated with
a hyperplane, the support of V decomposes as the union of two minimal graphs. In particular,
classical branching (of multiplicity 2) cannot occur in the weak limit of a sequence of smooth, stable
minimal hypersurfaces.
Based on Theorem 1.2 and the standard dimension reducing principle of Federer, we obtained
the following compactness result:
Theorem 1.3. Let δ ∈ (0, 1). There exists σ = σ(n, δ) ∈ (0, 1/2) such that the following is true.
Suppose Mk is a sequence of orientable stable minimal hypersurface immersed in B
n+1
2 (0) with
0 ∈ Mk, Hn−2(singMk ∩ Bn+1σ (0)) = 0 for each k and lim supk→∞ H
n(Mk)
ωn2n
≤ 3 − δ. Then there
exists a stationary varifold V of Bn+12 (0) and a closed subset S of spt ‖V ‖ ∩Bn+1σ (0) with S = ∅ if
2 ≤ n ≤ 6, S finite if n = 7 and Hn−7+γ(S) = 0 for every γ > 0 if n ≥ 8 such that after passing to
a subsequence, which we again denote {k}, Mk → V as varifolds and (spt ‖V ‖ \S)∩Bn+1σ (0) is an
orientable immersed, smooth, stable minimal hypersurface of Bn+1σ (0).
A REGULARITY AND COMPACTNESS THEORY 3
In low dimensions, the “smallness of excess” hypothesis of Theorem 1.1 can be dropped provided
we assume that the mass ratio is sufficiently close to 2. Precisely, we have the following:
Theorem 1.4. There exist fixed constants ǫ ∈ (0, 1), σ ∈ (0, 1), C ∈ (0,∞) and α ∈ (0, 1) such
that the following holds. If 2 ≤ n ≤ 6, M is an orientable immersed stable minimal hypersurface of
Bn+12 (0) with Hn−2 (singM) <∞, 0 ∈M and H
n (M)
ωn2n
≤ 2 + ǫ, then for some orthogonal rotation q
of Rn+1, either qM1 ∩ (Bσ(0)×R) = graphu where u is either a single valued or a 2-valued C1,α
function on Bσ(0) with
‖u‖C1, α(Bσ(0)) ≤ C
(∫
qM∩(B1(0)×R)
|xn+1|2
)1/2
or there exists a pair of transversely intersecting affine hyperplanes P (1), P (2) of Rn+1 such that
qM1 ∩ (Bσ(0) × R) = graph (p(1) + u(1)) ∪ graph (p(2) + u(2)), where P (1) = graph p(1), P (2) =
graph p(2), p(i) : Rn × {0} → R, u(i) ∈ C1,α (P (i) ∩ (Bσ(0)×R);R) with
‖u(i)‖C1, α(P (i)∩(Bσ(0)×R)) ≤ C
(∫
M∩(B1(0)×R)
dist2 (x, P )
)1/2
for i = 1, 2. Here M1 denotes the connected component of M ∩ (B1(0)×R) containing the origin.
Finally, we mention the following decomposition theorem for the singular set of a branched stable
minimal hypersurface of the type considered in this paper.
Theorem 1.5. There exist ǫ = ǫ(n) ∈ (0, 1) and σ = σ(n) ∈ (0, 1) such that the following holds. If
V belongs to the varifold closure of orientable immersed stable minimal hypersurfaces M of Bn+12 (0)
with 0 ∈M , Hn−2 (singM) <∞ and Hn (M)ωn2n ≤ 2 + ǫ then
sing V ∩Bn+1σ (0) = B ∪ S
where
(a) B is the set of branch points of V in Bn+1σ (0); thus B consists of those points of singV ∩
Bn+1σ (0) where V has a (unique) multiplicity 2 tangent plane. Either B = ∅ or Hn−2 (B) >
0.
(b) S is a relatively closed subset of spt ‖V ‖ ∩Bn+1σ (0) with S ∩ B = ∅, S = ∅ if 2 ≤ n ≤ 6, S
a finite set if n = 7 and Hn−7+γ (S) = 0 for each γ > 0 if n ≥ 8.
The proofs of the above theorems will appear in Sections 7 and 8 of the paper. Other conse-
quences of Theorems 1.2 and 1.3, which include a pointwise curvature estimate and a Bernstein
type theorem in dimensions ≤ 6, will appear in Section 9.
In case the mass bound is 2 − δ (instead of 3 − δ) for some δ ∈ (0, 1), Theorem 1.1 (with the
conclusion that M ∩ (B1/2(0)×R) is the graph of a single valued function) follows from (otherwise
much more general) interior regularity theorem of W.K. Allard [All72], [Sim83]. In case the stable
hypersurface is embedded, the theorem (under the weaker hypothesis of arbitrary mass bound and
with the stronger conclusion as in Theorem 1.2 with a finite number of functions u1 < u2 < . . . < uk
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in place of u1, u2, with k bounded in terms of the mass bound) is due to R. Schoen and L. Simon
[SS81]. Schoen-Simon theorem in fact plays an essential role in the present work.
The main ingredient in the proof of Theorem 1.1 is a height excess decay lemma (Lemma 6.3),
where we show that under the hypotheses of the theorem, the height excess of the hypersurface
M at a smaller scale, measured relative to a suitable new pair of hyperplanes (a transverse pair
of hyperplanes or a multiplicity 2 hyperplane) improves by a fixed factor. The theorem follows
by iteratively applying the lemma. At a key stage of the proof of the excess decay lemma, we
use a type of harmonic approximation, where we show that whenever the L2-height excess of the
hypersurface relative to a hyperplane is small in a cylinder, the hypersurface in a smaller cylinder is
well approximated by the graph of a certain type of “2-valued harmonic” function. F. J. Almgren
Jr. [Alm83] used a somewhat different class of multi-valued harmonic functions in his work on
area minimizing currents of arbitrary dimension and codimension, where harmonic meant Dirichlet
energy minimizing. We are working with the weaker assumption of stability, so our two-valued
harmonic functions do not satisfy this minimizing property. However, the codimension 1 setting
we are working in gives them a lot more structure, and we are able to obtain (in Theorem 5.1)
sufficiently detailed, geometric information about them.
A feature of our excess decay lemma perhaps worth pointing out here is that it gives, at every
scale, decay of the excess of the stable minimal hypersurface at one of three possible, fixed smaller
scales. The reason why excess improvement is exhibited at one of several possible scales in contrast
to the more familiar scenario where the improvement is always seen at a single fixed, smaller scale
is partly geometric and partly technical. The geometric part of the explanation is that the way
an immersed hypersurface satisfying the hypotheses of the theorem (in particular, the mass bound
3 − δ which guarantees that it is “two sheeted”) looks as one goes down in scale (fixing a base
point) may vary between different possibilities; namely, at any given scale, it may either look like
a pair of distinct, more or less parallel planes (i.e. the hypersurface is embedded) or it may look
like a pair of transversely intersecting planes (i.e. the hypersurface is embedded away from a small
tubular neighborhood around the axis of a transverse pair of hyperplanes) or it may have many
self-intersections distributed more or less evenly. Different techniques for these different cases are
employed in obtaining excess improvement. The technical part of the reason for the three scales
is not having at our disposal, a priori, a single decay estimate, valid uniformly at all points of the
domain away from the boundary and for all scales less than a fixed scale, for the aforementioned
approximating 2-valued harmonic functions (which arise as blow-ups of sequences of hypersurfaces
satisfying the hypotheses of the theorem and converging to multiplicity 2 hyperplanes). Rather,
what we obtain (in Theorem 5.1) is an asymptotic description which gives two alternatives depend-
ing on whether the blow-up itself has a non-empty interior branch set or not. The presence of two
such alternatives for the asymptotics of this ”linear problem” means that, at the stage where knowl-
edge of the asymptotics of the linear problem becomes necessary (which is precisely when we are
confronted with the picture where the minimal hypersurface has many self-intersections distributed
approximately evenly), the excess improvement we get for the hypersurface is, correspondingly, at
one of two different smaller scales.
We use methods and results due to L. Simon [Sim93]; R. Hardt and L. Simon [HS79]; R. Schoen
and L. Simon [SS81]; F. J. Almgren Jr. [Alm83] and the author [Wic04a] at a number of crucial
points in the present work. The present work in fact should be viewed as a generalization of the
results of [Wic04a]. To prove that a stable minimal hypersurface, when it is weakly close to a multi-
plicity 2 hyperplane, is well approximated by the graph of a 2-valued harmonic function of the type
aforementioned, we utilize a blow-up argument where we blow up sequences of hypersurfaces off
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affine hyperplanes. This blow up procedure is based on the approximate graphical decomposition of
the hypersurfaces as in [SS81], and is carried out as described in [Wic04a], after making modifica-
tions to and replacement of some of the arguments of [Wic04a]. The main difference in the present
context, as far as this blowing up step is concerned, is that we here allow the hypersurfaces to be
singular unlike in [Wic04a] where they were assumed to be smooth. Consequently, in particular,
we here need a different argument to establish continuity of the blow-ups. (See Proposition 3.10.)
A major part of this paper is devoted to analyzing the nature of these 2-valued approximating
functions. Theorem 5.1 is the key result in this respect, where we establish crucial decay estimates
for the two-valued harmonic functions. Our approach in analyzing these functions has been to use
geometric arguments, aimed at proving excess decay estimates for the graphs of the functions. To
investigate the local regularity properties of these functions at points where their graphs blow up
to transversely intersecting pairs of hyperplanes, and also to prove global decay estimates when the
base point is a branch point of the function, we use variants of powerful techniques developed by
Simon [Sim93] and Hardt and Simon [HS79]. In particular, a crucial ingredient is an estimate for
the radial derivatives of the blow-up (Lemma 3.8) due to Hardt and Simon [HS79].
An important technical tool used in the analysis of the 2-valued harmonic functions is the mono-
tonicity of a frequency function, an idea used first in a geometric setting by F. J. Almgren Jr.
[Alm83]. We here make use of the frequency function directly associated with the two-valued func-
tion as well as the one associated with the single valued function obtained by taking the difference
between the two values of the two-valued function. Either frequency function, for any given center
point, is monotonically non-decreasing as a function of the radius. Thus, in particular, we may
classify the points of the domain of the two-valued function according to the values assumed by
the limit of the frequency function associated with the difference function. In a classical setting,
e.g. if the function were single valued and harmonic, this limit is equal to the vanishing order of
the function at the point in question. In our setting, it conveys analogous information, which may
be regarded as the order of contact between the “two sheets” of the graph of the 2-valued function,
(although admittedly at a branch point one does not have a useful notion of two sheets) and it re-
veals the local geometric picture of the graph; i.e. whether the graph locally consists of two disjoint
harmonic disks, or of two self intersecting harmonic disks or whether it is branched. Furthermore,
the rate of decay of the graph of the two valued function to its (unique) multiplicity 2 tangent
plane at a branch point has a fixed lower bound independent of the function. Said differently, there
exists a fixed frequency gap, depending only on n and δ ( δ as in Theorem 1.1), implying that the
order of contact at a branch point cannot be arbitrarily close to 1.
The existence of a rather rich class of stable branched minimal immersions of the type studied
in this paper has recently been established in [SW].
I am very grateful to Leon Simon for several helpful discussions related to this work. I also thank
David Jerison, Fanghua Lin and Gang Tian for conversations from which I have benefited.
2. Notation and preliminaries
We shall adopt the following notation, conventions and definitions throughout the paper.
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Rn+1 denotes the (n+1)-dimensional Euclidean space and (x1, . . . , xn+1) denotes a general point
in Rn+1.
Bn+1ρ (X) denotes the open ball in R
n+1 with radius ρ and center X. For X ∈ Rn × {0}, we let
Bρ(X) = B
n+1
ρ (X) ∩ (Rn × {0}).
ωn denotes the volume of a ball in R
n with radius 1.
For compact sets S, T ⊆ Rn+1, dH(S, T ) denotes the Hausdorff distance between S and T .
Hn (S) denotes the n-dimensional Hausdorff measure of the set S.
For Y ∈ Rn+1 and ρ > 0, ηY, ρ : Rn+1 → Rn+1 is the map defined by ηY, ρ (X) = X−Yρ .
The letter M will always denote an immersed, smooth hypersurface of Bn+12 (0). Thus M is a
subset of Bn+12 (0) such that for each X ∈M , there exists a number σ > 0 such thatM∩Bn+1σ (X) is
the union of a finite number of, possibly intersecting, smooth, connected, embedded n-dimensional
submanifolds with no boundary in Bn+1σ (x).
Let M be a smooth hypersurface of Bn+12 (0) with Hn (M) < ∞. M said to be minimal (or
stationary) if it has zero first variation of volume with respect to deformations by arbitrary C1
vector fields of the ambient space Rn+1 having compact support in Bn+12 (0). Minimality of M is
equivalent to the condition that
(2.1)
∫
M
divM Φ dHn = 0
for every C1 vector field Φ = (Φ1,Φ2, . . . ,Φn+1) : Bn+12 (0) → Rn+1 with compact support in
Bn+12 (0). (See [Sim83], Chapter 2.) Here divM Φ is the tangential divergence of Φ with respect to
M . Thus, div Φ =
∑n+1
j=1 ej · ∇M Φj where ∇M denotes the gradient operator on M and {ej}n+1j=1 is
the standard basis of Rn+1.
A minimal hypersurfaceM of Bn+12 (0) is stable if it has non-negative second variation of volume
with respect to deformations as above. Stability of M is equivalent to the statement that ([Sim83],
Chapter 2)
(2.2)
∫
M
|A|2 ζ2 ≤
∫
M
|∇ζ|2
for every C1 function ζ with compact support in M. Here A denotes the second fundamental form
of M and |A| its length.
For a smooth hypersurfaceM of Bn+12 (0), we say a point X ∈M∩Bn+12 (0) is (an interior) regular
point of M if there exists a number σ > 0 such that M ∩ Bn+1σ (X) is the union of finitely many
smooth, compact, connected, embedded submanifolds with boundary contained in ∂ Bn+1σ (X). We
shall redefine M so that if X ∈M is a regular point of M , then X ∈M. The (interior) singular set
of M is then defined by
singM =
(
M \M) ∩Bn+12 (0).
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Ib denotes the family of stable minimal hypersurfaces M of Bn+12 (0) satisfying Hn−2(singM) <
∞. (The subscript b in Ib indicates that the members M of Ib are allowed to carry branch point
singularities; i.e. points Z ∈ singM such that a hyperplane (with multiplicity > 1) occurs as a
tangent cone to (the varifold associated with) M at Z.)
For a stationary, rectifiable n-varifold V of some open subset U of Rn+1 and a point X ∈ U ,
Θ (‖V ‖,X) denotes the n-dimensional density at X of the weight measure ‖V ‖ on U associated with
V . We refer the reader to [Sim83], Chapters 4 and 8 for an exposition of the theory of rectifiable
varifolds.
For a Radon measure µ on U , sptµ denotes the support of µ.
If L is an affine hyperplane of Rn+1, πL : R
n+1 → L denotes the orthogonal projection of Rn+1
onto L. We shall abbreviate πRn×{0} as π.
Unless stated otherwise, all constants c, C depend only on n and δ, where δ is as in Theorems 1.1-
1.3.
A pair of affine hyperplanes means the union of two not necessarily distinct affine hyperplanes of
Rn+1 neither of which is perpendicular to Rn ×{0}. If P = P1 ∪P2 is a pair of affine hyperplanes,
with P1, P2 affine hyperplanes, we use the notation p
+ = max {l1, l2} and p− = min {l1, l2} where,
for i = 1, 2, li : R
n ×{0} → R is the affine function with graph li = Pi, and we set P+ = graph p+
and P− = graph p−. For such a pair of affine hyperplanes P , ∠P denotes the angle θ ∈ [0, π)
between P1 and P2 given by cos θ = ν1 · ν2 where, for i = 1, 2, νi = (−Dli,1)√
1+|Dli|2
.
By a pair of hyperplanes we mean a pair of affine hyperplanes P = P1 ∪P2 where P1 and P2 are
hyperplanes (so that 0 ∈ P1 ∩ P2).
We now briefly explain the basic facts about 2-valued functions needed in this paper. For a
detailed treatment of multi-valued functions, we refer the reader to [Alm83].
Let k be an integer ≥ 1. (k = 1 and k = n are the only cases needed in this paper.) Denote by
T(Rk) the set of unordered pairs of elements of Rk. Define a metric G on T(Rk) by
G({v1, v2}, {w1, w2}) = min {
√
|v1 − w1|2 + |v2 − w2|2,
√
|v1 − w2|2 + |v2 − w1|2}.
If u : B1(0)→ T(Rk), we say u is a 2-valued function on B1(0) with values in T(Rk). A 2-valued
function u : B1(0)→ T(Rk) is continuous if it is continuous with respect to the G metric.
We say that a 2-valued function u : B1(0)→ T(Rk) is differentiable (or affinely approximable)
at a point a ∈ B1(0) if there exist two affine functions la1 , la2 : Rn → Rk such that
u(a) = Au(a)(a) and
lim
x→a
G(u(x), Au(a)(x))
|x− a| = 0
where Au(a) is the 2-valued function defined by Au(a)(x) = {la1(x), la2(x)} for all x ∈ Rn. It follows
that if Au(a) exists, it is unique, and that if u is differentiable at a ∈ Ω then it is continuous at a.
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We say that u is differentiable in B1(0) if u is differentiable at a for every a ∈ B1(0).
Suppose u is differentiable in B1(0) and α ∈ (0, 1). We say that u is C1, α in B1(0), and define
‖u‖C1,α(B1(0)) ≡ sup
x1,x2∈B1(0), x1 6=x2
G ({Dlx11 ,Dlx12 }, {Dlx21 ,Dlx22 })
|x1 − x2|α ,
provided the right hand side of the above is finite.
3. Blow-ups off affine hyperplanes
For M ∈ Ib, ρ ∈ (0, 3/2] and P a pair of affine hyperplanes, define the height excess EM (ρ, P )
of M relative to P at scale ρ by
(3.1) E2M (ρ, P ) = ρ
−n−2
∫
M∩(Bρ(0)×R)
dist2 (X,P ).
In case L is a single affine hyperplane, we write
(3.2) EˆM (ρ, L) = EM (ρ, L).
Let δ ∈ (0, 1) be a fixed number, {Mk} ⊂ Ib a sequence of hypersurfaces such that
(3.3)
Hn(Mk ∩ (Bn+12 (0)))
ωn2n
≤ 3− δ and
(3.4) Eˆk = EˆMk(3/2, Lk)ց 0
for some sequence {Lk} of affine hyperplanes of Rn+1 converging to Rn × {0}. Note that by a
standard argument using the first variation formula (2.1) (see e.g. proof of inequality (4.18) of
[Wic04a]), we then have that for each σ ∈ (0, 3/2) the estimate
(3.5) (ETMk(σ,Lk))
2 ≤ C σ
−n
(3/2 − σ)2 Eˆ
2
k
where C = C(n) and, for a hypersurface M ∈ Ib and an affine hyperplane L, ETM (σ,L) ≡√
σ−n
∫
M∩(Bσ(0)×R)
1− (ν · νL)2 is the tilt excess of M relative to L at scale σ. Here ν and νL
are the unit normals to M and L respectively.
We need to blow up the sequence of hypersurfaces {Mk} off the sequence of affine hyperplanes
{Lk}. This is carried out essentially as in [Wic04a]. For convenience, we choose here to blow up
by the height excess Eˆk rather than by the tilt excess E
T
Mk
which was used in [Wic04a]. This is
possible in view of (3.5). Note also that in [Wic04a], it is assumed that for each k, (i) singMk = ∅
and (ii) Mk approximates a cone having a singularity at the origin. Here we weaken hypothesis
(i) to Hn−2 (singMk) < ∞ and drop the assumption (ii) altogether. The blow up argument of
Sections 3 and 4 of [Wic04a] can however be repeated with some changes to accommodate the
weaker hypotheses. We justify this assertion as follows:
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(1) The conclusion of Lemma 3.2 of [Wic04a] holds without change under the present hypothe-
ses. That is to say, for each M ∈ Ib and each bounded, locally Lipschitz function ϕ with
ϕ ≡ 0 in a neighborhood of M ∩ (∂ B3/2(0)×R), we have that for any constant unit vector
ν0,
(3.6)
∫
M∩(B3/2(0)×R)
|A|2ϕ2 ≤ C
∫
M∩(B3/2(0)×R)
(
1− (ν · ν0)2
) |∇Mϕ|2
where A denotes the second fundamental form of M , |A| the length of A and C = C(n).
This estimate was first proved by R. Schoen in [SR77], and later used by R. Schoen and L.
Simon in [SS81] (Lemma 1 of [SS81]) under the hypothesis that Hn−2(singM) = 0.We here
use an argument of H. Federer and W. Ziemer [FZ72] (see also [EG99]) to justify our claim
that the estimate in fact continues to hold under the weaker hypothesisHn−2 (singM) <∞.
First note that by exactly the argument of the proof of Lemma 1 of [SS81], the estimate
(3.6) holds if ϕ is locally Lipschitz with compact support inM∩(B3/2(0)×R). The issue is to
argue that it holds for bounded, locally Lipschitz ϕ vanishing nearM∩(∂ B3/2(0)×R) under
the assumptionHn−2 (singM) <∞. Let τ ∈ (0, 1/4) be arbitrary. Since singM∩(B3/2(0)×
R) is compact, for each i = 1, 2, . . . there exists a finite number Ni and balls B
n+1
r
(i)
j
(Z
(i)
j ),
j = 1, . . . , N (i) with Z
(i)
j ∈ singM ∩ (B3/2(0) × R) such that singM ∩ (B3/2(0) × R) ⊂
∪N(i)j=1 Bn+1r(i)j (Z
(i)
j ),
∑N(i)
j=1 ωn−2(r
(i)
j )
n−2 ≤ K ≡ 1 + 2n−2Hn−2 (singM ∩ (B3/2(0) ×R)) and
r
(i)
j ≤ τ (i). Here τ (1) = τ and τ (i) = 14dist (singM ∩ (B3/2(0) ×R),Rn+1 \ U (i−1)) for i =
2, 3, . . ., where U (i) = ∪N(i)j=1Bn+1r(i)j (Z
(i)
j ). For each i = 1, 2, . . . and each j ∈ {1, . . . , N (i)}, let
ψ
(i)
j be a C
1 function onM such that ψ
(i)
j ≡ 0 on Bn+1r(i)j (Z
(i)
j )∩M , ψ(i)j ≡ 1 onM\Bn+12r(i)j (Z
(i)
j ),
0 ≤ ψ(i)j ≤ 1 everywhere and |∇ψ(i)j | ≤ 2(r(i)j )−1. Let ζ(i) = min {ψ(i)1 , . . . , ψ(i)N(i)}. Then
spt |∇ ζ(i)| ⊂ M ∩ (V (i) \ V (i+1)) where V (i) = ∪N(i)j=1Bn+12r(i)j (Z
(i)
j ) and
∫
M |∇ ζ(i)|2 ≤ cK,
c = c(n). Finally, for ℓ = 1, 2, . . ., let
βℓ =
1
Sℓ
ℓ∑
i=1
ζ(i)
i
where Sℓ =
∑ℓ
i=1 i
−1. Then, since spt∇ ζ(i), i = 1, 2, . . . are disjoint, we have that
(3.7)
∫
M∩(B3/2(0)×R)
|∇βk|2 = 1
S2ℓ
ℓ∑
i=1
∫
M∩(B3/2(0)×R)
i−2|∇ ζ(i)|2 ≤ cK
S2ℓ
ℓ∑
i=1
i−2.
Now, if ϕ is a bounded, locally Lipschitz function vanishing in a neighborhood of M ∩
(∂ B3/2(0) ×R), then for each ℓ, βℓϕ is a locally Lipschitz function with compact support
in M ∩ (B3/2(0) ×R) and hence (3.6) holds with βℓϕ in place of ϕ. Thus
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∫
M∩(B3/2(0)×R)
|A|2β2ℓϕ2 ≤ C
∫
M∩(B3/2(0)×R)
(
1− (ν · ν0)2
)
β2ℓ |∇ϕ|2
+C supϕ2
∫
M∩(B3/2(0)×R)
|∇βℓ|2.(3.8)
Since βℓ ≤ 1 and βℓ ≡ 1 on Mτ ∩ (B3/2(0)×R) whereMτ =M \{X : dist (X, singM) ≤
2τ}, we conclude from (3.7) and (3.8) that
∫
Mτ∩(B3/2(0)×R)
|A|2ϕ2 ≤ C
∫
M∩(B3/2(0)×R)
(
1− (ν · ν0)2
) |∇ϕ|2 + C K
S2ℓ
ℓ∑
i=1
i−2.
Letting first ℓ→∞ and then τ → 0 in this, we conclude (3.6).
Remark: Note that the validity of (3.6) under the hypothesis Hn−2 (singM) <∞, as justi-
fied above, shows that Schoen-Simon regularity theory [SS81] for embedded stable minimal
hypersurfaces M holds under the hypothesis Hn−2 (singM) <∞.
(2) Lemma 3.3 of [Wic04a] (which is essentially the same as Lemma 2 of [SS81]) holds and
gives a good approximate graphical decomposition of Mk relative to the affine hyperplane
Lk, provided we make the minor modification noted in item (3) below, which is necessary
due to the presence of a singular set. Note that since Lk → Rn × {0}, there exists a
sequence of rigid motions qk of R
n+1 with qk → identity such that qk(ak) = {0} and
qk Lk ≡ Rn × {0}, where ak is the nearest point of Lk to 0 ∈ Rn+1. Then, by essentially
the same arguments as in [SS81], Section 3 (as detailed in [Wic04a], Section 3), for each
given σ ∈ (0, 3/2) and each sufficiently large k (depending on σ), there exists a “good set”
Ω˜k = Ω˜k(σ) ⊂ Lk ∩ q−1k (Bσ(0) × {0}) (which corresponds to Ωk of [Wic04a], Lemma 3.3),
and two Lipschitz functions u˜±k : Ω˜k → R with Lipschitz constants ≤ 1 (analogous to u±k
of [Wic04a], Section 3), such that graph u˜+k ν
Lk ∪ graph u˜−k νLk ⊆Mk ∩ q−1k (Bσ(0)×R) and
(3.9) Hn ((Mk \ (graph u˜+k νLk ∪ graph u˜−k νLk)) ∩ q−1k (Bσ(0) ×R)) ≤ Cσ(Eˆk)2+µ
where νLk denotes the upward pointing unit normal to Lk, µ is a fixed constant depend-
ing only on n and Cσ is a constant depending only on n and σ. Here graph u˜
±
k ν
Lk ≡
{x+ u˜±k (x)νLk : x ∈ Ω˜k}.
In the present paper, we shall use the notation G±k = G
±
k (σ) = graph u˜
±
k ν
Lk , Ωk = qk Ω˜k
and u±k (x) = u˜
±
k ◦ q−1k (x) for x ∈ Ωk.
(3) In Lemma 3.3 of [Wic04a], the definition of Γk needs to be modified to Γk = πLk {X ∈
Mk ∩ q−1k (Bσ(0) ×R) : gk(X) = θk} ∪ πLk (singMk). (cf. [SS81].) Here gk and θk are as
in [Wic04a], Section 3, and πLk is the orthogonal projection of R
n+1 onto Lk. The con-
clusions of Lemma 3.3 (with notational changes as indicated in item (2) above) hold with
this modification and with Eˆk in place of ǫk (where by definition ǫk = tilt excess in [Wic04a]).
(4) We may construct cut-off functions ϕ˜0k, ψ˜
(η)
k and ψ˜k analogous, respectively, to the cut-off
functions ϕ0k, ψ
(η)
k and ψk of [Wic04a], Section 3. The domains of these cut-off functions
are q−1k (Bσ(0) × {0}) \ πLk (singMk), Mk \ π−1Lk (πLk (singMk)) and q
−1
k (Bσ(0) × {0}) \
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πLk (singMk) respectively, and they take values in R. We then define ψk : Bσ(0) × {0} \
qk(πLk singMk)→ R by setting ψk(x) = ψ˜k ◦ q−1k (x). Note that
(3.10) Hn (Bσ(0) \ {x : ψk(x) = 1}) ≤ Cσ(Eˆk)2+µ.
(See the estimate (3.26) of [Wic04a], Section 3.)
(5) We cannot assume Lemma 3.4 of [Wic04a] in the present context because it depends on
Mk being free of singularities. (Specifically, the inequality (3.7) of [Wic04a] assumes that
singMk = ∅.) Notice that in [Wic04a], Lemma 3.4 was used precisely at two places; namely,
(a) to establish the estimate (3.28) of [Wic04a] which bounds the square of the L2 norm
of |Dψk| from above by a constant times (ETMk)2+µ, where ψk is the cut-off function
described in item (4) above and µ = µ(n) > 0 is as in Lemma 3.5 of [Wic04a], and
(b) in the proof of the pointwise gradient estimate for the blow-up (i.e. Lemma 4.9 of
[Wic04a]).
The modifications necessary for (a) above are minor. In fact, it suffices to have the
estimate
(3.11)
∫
Bσ(0)
|Dψk|2 ≤ c Eˆ2k ,
c = c(σ), and this weaker estimate follows easily from (3.6) and (3.5) in view of the fact that
|Dψk| is pointwise bounded from above by a constant times the length of the second fun-
damental form of Mk. (See [Wic04a], Section 3.) That this weaker estimate suffices follows
from the fact that |Du±k | are bounded, that u±k → 0 pointwise a.e. and that Du±k → 0 in L2.
As for (b) above, we shall give an argument in Lemma 3.10 below which, under our
present (weaker) hypotheses, in fact shows only that the blow-ups are continuous and sat-
isfy a Lipschitz condition at points where they are single valued. This suffices for proving
asymptotic decay estimates for the blow-ups later in Section 5.
(6) Parts (a), (b), (f) and (g) of Lemma 4.6 of [Wic04a] hold (of course with the functions now
having domain Bσ(0)). Thus, letting v
±
k =
ψku
±
k
Eˆk
, there exist functions v± ∈W 1,2loc (B3/2(0))
—the blow-up of {Mk} off {Lk}—with v+ ≥ v− such that, after passing to a subsequence
of {k} which we continue to label {k}, we have
(3.12) ψkv
±
k → v±
inW 1,2(Bσ(0)) for each σ < 3/2. Note that unlike in [Wic04a] (where eachMk was assumed
to approximate a cone arbitrarily closely), v± here need not be homogeneous of degree 1.
Note also that it is easy to see that ψkv
±
k → v± in L2(Bσ(0)) and weakly in W 1,2(Bσ(0))
for each σ < 3/2 since it follows directly from the definition of Eˆk that ψkv
±
k are uniformly
bounded in L2(Bσ(0)), and from the estimates (3.5) and (3.11) that D(ψkv
±
k ) are uniformly
bounded in L2(Bσ(0)). The proof that the convergence is strong in W
1,2(Bσ(0)) requires
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only some minor modification of the argument of [Wic04a] used to prove the same assertion
(i.e. parts (f) and (g) of Lemma 4.6, [Wic04a].) See item (8) below.
(7) h ≡ 12(v+ + v−) is harmonic in B3/2(0). The proof of this is as in part (e) of Lemma 4.6,
[Wic04a].
(8) The necessary modifications to the argument of parts (f) and (g) of Lemma 4.6, [Wic04a]
to show that the convergence in (3.12) is strong in W 1,2(Bσ(0)) for each σ < 3/2 are as
follows: The energy estimate (4.6) of [Wic04a] must be replaced by∫
Bσ(0)∩{|ψk(v
+
k −h)|≤ǫ}
|D(ψk(v+k − h))|2 +
∫
Bσ(0)∩{|ψk(v
−
k −h)|≤ǫ}
|D(ψk(v−k − h))|2 ≤ cǫ,
c = c(σ), and, consequently, the estimate (4.41) of [Wic04a] becomes∫
Bσ(0)∩{|v+−h|≤ǫ}
|D(v+ − h)|2 +
∫
Bσ(0)∩{|v−−h|≤ǫ}
|D(v− − h)|2 ≤ cǫ,
c = c(σ). To prove the former estimate, define h˜(x′, xn+1) = h(x′) and repeat the argument
of the proof of the estimate (4.6) of [Wic04a] after replacing ζ˜ in the first variation identity
(4.1) of [Wic04a] simply with Fδ(x
n+1 − Eˆkh˜)ζ˜2 (rather than with Fδ(xn+1)ζ˜2 which was
used in [Wic04a]; here notation is as in [Wic04a]) and use the estimate (3.5) above.
The only other change necessary in the proof of strong convergence is that the func-
tion V ǫk (see paragraph preceding estimate (4.34) of [Wic04a]) must now be defined to be
V ǫk = ψk(γǫ(v
+
k −h)D(v+k −h)+γǫ(v−k −h)D(v−k −h)). Of course then subsequent estimates
involving V ǫk need to be modified accordingly in an obvious way.
Remark: Note that the hypothesis (3.3) allows the possibility that Mk are “single sheeted,” in
which case, the blow up would be a single valued, harmonic function v. The asymptotic decay es-
timate as in Lemma 5.1, part (b) is much easier to prove and is standard in this case. Our analysis
throughout the paper however contains this as a special case.
Definition: Let Fδ denote the family of ordered pairs of functions v = (v+, v−) on the ball B3/2(0)
arising as blow-ups of sequences of stable minimal hypersurfaces in the manner described above.
Precisely, each (v+, v−) ∈ Fδ is the blow-up, as in (3.12), of a sequence {Mk} ⊂ Ib satisfying (3.3)
and (3.4) for some sequence of hyperplanes Lk converging to R
n × {0}.
Lemma 3.1. For each σ ∈ (0, 3/2), Fδ is a compact subset of W 1,2(Bσ(0) ; R2).
Proof. The lemma follows directly from the “diagonal process”. Specifically, let {(v+i , v−i )} be a
sequence of functions in Fδ. Then for each i, there exists a sequence of hypersurfaces {M ik} ⊂ Ib
with
Hn (M ik∩B
n+1
2 (0))
ωn2n
≤ 3−δ and a sequence of affine hyperplanes Lik ofRn+1 converging toRn×{0}
as k →∞ such that Eˆik ≡ EˆM ik(3/2, L
i
k)→ 0 and (v+i , v−i ) is the blow-up of {M ik} by Eˆik. Thus, for
each i,
(3.13)
ψi, ku
±
i, k
Eˆik
→ v±i
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as k → ∞, in W 1,2(Bσ(0)) for each σ ∈ (0, 3/2). (The notation here is as in items (2) and (6)
of the discussion at the beginning of this section.) Now choose a diagonal sequence {M ik(i)},
k(1) < k(2) < k(3) < . . . and positive integers Ni, i = 1, 2, 3, . . . such that L
i
k(i) → Rn × {0},
Eˆik(i) → 0 as i→∞ and, for each i, ‖
ψi, k(i)u
±
i, k(i)
Ei
k(i)
− ψi, k(j)u
±
i, k(j)
Ei
k(j)
‖W 1,2(Bσ(0)) ≤ 2−i for all j ≥ Ni. (Such
Ni exist by the convergence (3.13).) Let (v
+, v−) ∈ W 1,2loc (B3/2(0);R2) be the blow-up of {M ik(i)}
by Eˆik(i). i.e. for a subsequence {i′} of {i}, (v+, v−) is, for each σ < 3/2, the W 1,2(Bσ(0);R2)
limit of the blow-up sequence
{ (ψi′, k(i′)u+i′,k(i′)
Eˆi
′
k(i′)
,
ψi′, k(i′)u
−
i′,k(i′)
Eˆi
′
k(i′)
) }
. Then, by the definition of Fδ,
(v+, v−) ∈ Fδ, and it is easily seen using the triangle inequality that v±i′ → v± in W 1,2(Bσ(0)). 
Lemma 3.2. Let z ∈ B3/2(0) and σ ∈ (0, 3/2−|z|). If for all sufficiently large k, Mk∩ (Bσ(z)×R)
are embedded, then v+|Bσ(z) and v−|Bσ(z) are individually (a. e. equal to) harmonic functions on
Bσ(z).
Proof. Under the hypotheses of the lemma, we have that for all sufficiently large k, u+k > u
−
k in
Ωk ∩Bσ(z) and that u±k are (smooth) solutions of the minimal surface equation:
(3.14)
n∑
j=1
Dj
 Dju±k√
1 + |Du±k |2
 = 0
in Ωk∩Bσ(z). Let ζ be an arbitrary C1 function with compact support in Bσ(z). Multiplying (3.14)
by ψkζ and integrating over Bσ(z), we have∫
Bσ(z)
Du±k ·D(ψkζ)√
1 + |Du±k |2
= 0
which can be written as∫
Bσ(z)
D(ψku
±
k ) ·Dζ√
1 + |Du±k |2
= −
∫
Bσ(z)
ζDu±k ·Dψk√
1 + |Du±k |2
+
∫
Bσ(z)
u±k Dψk ·Dζ√
1 + |Du±k |2
.
Dividing this by Eˆk and passing to the limit as k → ∞, we conclude using the Cauchy-Schwarz
inequality and (3.11) that ∫
Bσ(z)
Dv± ·Dζ = 0
as required. 
Any v = (v+, v−) ∈ Fδ satisfies the properties listed in Propositions 3.3—3.11 below. Given
v ∈ Fδ , here and subsequently we use the following notation:
h =
v+ + v−
2
, w =
v+ − v−
2
.
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Proposition 3.3. (1) h is harmonic in B3/2(0).
(2)
∫
B3/2(0)
(v+)2 + (v−)2 ≤ (32)n+2 .
(3)
∫
(|Dv+|2 + |Dv−|2)ζ = − ∫ (v+Dv+ + v−Dv−) ·Dζ for every ζ ∈ C1c (B3/2(0)).
More generally,
∫
(|Dv+|2 + |Dv−|2)ζ = − ∫ ((v+ − y)Dv+ + (v− − y)Dv−) · Dζ for ev-
ery y ∈ R and every ζ ∈ C1c (B3/2(0)). By replacing ζ with ζ2 in this and using the
Cauchy-Schwarz inequality on the right hand side, we get that
∫
(|Dv+|2 + |Dv−|2)ζ2 ≤
C
∫
((v+ − y)2 + (v− − y)2)|Dζ|2 for any y ∈ R.
(4)
∫
Bσ(z)
(|Dv+|2 + |Dv−|2) = ∫∂Bσ(z)(v+ − y)∂v+∂R + (v− − y)∂v−∂R for each z ∈ B3/2(0) and
almost every σ ∈ (0, 3/2 − |z|).
(5)
∑n
i,j=1
∫
Bσ(z)
(
(|Dv+|2 + |Dv−|2)δij − 2Div+Djv+ − 2Div−Djv−
)
Diζ
j = 0 for each ball
Bσ(z) with Bσ(z) ⊂ B3/2(0) and each vector field ζ = (ζ1, ζ2 . . . , ζn) with ζj ∈ C1c (Bσ(z))
for j = 1, 2, 3, . . . , n.
Proof. Part (2) is a direct consequence of the definition (3.2) and the estimate (3.9). The proofs of
parts (1), (3), (4) and (5) are contained in [Wic04a], Section 4; part (1) follows from the identity
(4.30) of [Wic04a]; parts (3), (4) and (5) follow from exactly the arguments of Lemma 4.7, part (i);
Lemma 4.7, part (ii) and Lemma 4.8 of [Wic04a] respectively. 
Definition: Let v ∈ Fδ, z ∈ B3/2(0) and y ∈ R. Define the frequency function Nv,z,y(·) by
(3.15) Nv,z,y(ρ) =
ρ
∫
Bρ(z)
|Dv|2∫
∂ Bρ(z)
(v+ − y)2 + (v− − y)2
provided ρ ∈ (0, 3/2 − |z|) and ∫∂ Bρ(z)(v+ − y)2 + (v− − y)2 6= 0.
Whenever z ∈ B3/2(0) is a Lebesgue point of both v+ and v−, and v+(z) = v−(z) = y (as will
be the case in most of our applications of the frequency function), we shall let Nv,z(ρ) = Nv,z,y(ρ).
Proposition 3.4. Suppose v ∈ Fδ, 0 ≤ ρ1 < ρ2, Bρ2(z) ⊆ B3/2(0), y ∈ R and
∫
∂ Bρ(z)
(v+ − y)2 +
(v− − y)2 6= 0 for all ρ ∈ (ρ1, ρ2). Then Nv,z,y(·) is monotonically non-decreasing in (ρ1, ρ2).
Proof. The argument is the same as in the proof of Lemma 5.13, [Wic04a]. We reproduce it here
for the reader’s convenience. Note first that the identity of Proposition 3.3, part (4) implies that
(3.16)
d
dρ
(
ρ2−n
∫
Bρ(z)
|Dv|2
)
= 2ρ2−n
∫
∂Bρ(z)
∣∣∣∣ ∂v∂R
∣∣∣∣2
for almost all ρ ∈ (0,dist (z, ∂ B3/2(0)))), where ∂v∂R(x) = Dv(x) · x−z|x−z| is the radial derivative. This
follows by taking (xj − zj) ζl in place of ζj in the identity of Proposition 3.3, part (4) and letting
l→∞, where ζl is a sequence of C∞c (Bρ(z)) functions converging to the characteristic function of
the ball Bρ(z). (We omit the details here. This is exactly the argument used to derive the standard
monotonicity formula for stationary harmonic maps, and can be found e.g. in [Sim96], Chapter 2.)
Note also that by Proposition 3.3, part (3),
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(3.17)
∫
Bρ(z)
|Dv|2 = 1
2
∫
∂ Bρ(z)
∂
∂R
((v+ − y)2 + (v− − y)2)
for almost every ρ ∈ (0, 3/2 − |z|).
Now by a change of variables in the denominator of (3.15), we have that
Nv,z,y(ρ) =
ρ2−n
∫
Bρ(z)
|Dv|2∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
where vˆ±z,ρ,y(ω) = v
±(z+ ρω)− y. Using this and the identities (3.16), (3.17), we have that for a.e.
ρ ∈ (ρ1, ρ2),
d
dρ
Nv,z,y(ρ)
=
d
dρ
(
ρ2−n
∫
Bρ(z)
|Dv|2
)
∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
−
ρ2−n
∫
Bρ(z)
|Dv|2 ddρ
∫
Sn−1
(vˆ+z,ρ,y)
2 + (vˆ−z,ρ,y)
2(∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
)2
=
2ρ2−n
∫
∂Bρ(z)
∣∣ ∂v
∂R
∣∣2∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
−
−
ρ2−n
2
∫
∂Bρ(z)
∂
∂ R
(
(v+ − y)2 + (v− − y)2) ddρ ∫Sn−1(vˆ+z,ρ,y)2 + (vˆ−z,ρ,y)2(∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
)2
=
2ρ−1
(∫
Sn−1
(vˆ+z,ρ,y)
2 + (vˆ−z,ρ,y)
2
∫
Sn−1
∣∣∣∂vˆz,ρ,y∂R ∣∣∣2 − (∫Sn−1 vˆ+z,ρ,y ∂vˆ+z,ρ,y∂ R + vˆ−z,ρ,y ∂vˆ−z,ρ,y∂ R )2)(∫
Sn−1
(vˆ+z,ρ,y)2 + (vˆ
−
z,ρ,y)2
)2
≥ 0.
(3.18)
The inequality above follows from the Cauchy-Schwarz inequality. This completes the proof. 
Remark: By the definition (3.15) of frequency function and the identity (3.17), it follows that for
z ∈ B3/2(0) and ρ ∈ (0, 3/2 − |z|),
(3.19) Nv,z,y(ρ) =
ρ
∫
∂ Bρ(z)
∂
∂R ((v
+ − y)2 + (v− − y)2)
2
∫
∂ Bρ(z)
(v+ − y)2 + (v− − y)2
whenever Nv,z,y(ρ) is defined.
Lemma 3.5. Let v = (v+, v−) ∈ Fδ, z ∈ B3/2(0) and suppose that
∫
∂ Bσ0 (z)
(v+−y)2+(v−−y)2 > 0
for some σ0 ∈ (0,dist (z, 3/2 − |z|). Then
(a)
∫
∂ Bρ(z)
(v+ − y)2 + (v− − y)2 > 0 for all ρ ∈ (0, 3/2− |z|) and hence Nv,z,y(ρ) is defined for
all ρ ∈ (0, 3/2 − |z|).
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(b) For each ρ ∈ (0, 3/2 − |z|) and each θ ∈ (0, 1],
E2z, y, θρ
E2z, y, ρ
≥ θ2(Nv,z,y(ρ)−1)
where Ez, y, ρ =
(
ρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2
)1/2
.
Proof. Since
∫
∂ Bσ(z)
(v+−y)2+(v−−y)2 is (absolutely) continuous as a function of σ and ∫∂ Bσ0 (z)(v+−
y)2 + (v− − y)2 > 0 by hypothesis, there exist σ1 ∈ (0, 3/2 − |z|) with σ1 < σ0 such that∫
∂ Bσ(z)
(v+ − y)2 + (v− − y)2 > 0 for all σ ∈ (σ1, σ0]. Hence the frequency function Nv,z,y(σ)
is well defined for all σ ∈ (σ1, σ0] and by the monotonicity of Nv,z,y(σ) and the identity (3.19), we
have that for all σ ∈ (σ1, σ0],
Nv,z,y(σ) =
σ ddσ
∫
Sn−1
(v(z,σ) + − y)2 + (v(z,σ)− − y)2
2
∫
Sn−1
(v(z,σ) + − y)2 + (v(z,σ)− − y)2 ≤ Nv,z,y(σ0) = N0
where v(z,σ)±(ω) = v±(z + σ ω). This is equivalent to
d
dσ
log
(
σ1−n
∫
∂Bσ(z)
(v+ − y)2 + (v− − y)2
σ2N0
)
≤ 0
and integrating this differential inequality with respect to σ from σ1 to σ0, we have that∫
∂Bσ0 (z)
(v+ − y)2 + (v− − y)2
σ2N0+n−10
≤
∫
∂Bσ1(z)
(v+ − y)2 + (v− − y)2
σ2N0+n−11
.
This readily implies that
∫
∂ Bσ1 (z)
(v+− y)2+ (v−− y)2 > 0. Thus ∫∂ Bρ(z)(v+− y)2+ (v−− y)2 > 0
for all ρ ∈ (0, σ0]. Since by Proposition 3.3, part (2), the function (v+ − y)2 + (v− − y)2 is weakly
subharmonic in B3/2(0), it follows from the maximum principle that
∫
∂ Bρ(z)
(v+−y)2+(v−−y)2 > 0
for all ρ ∈ (σ0, 3/2 − |z|). Thus part (a) of the lemma holds.
To prove part (b), fix ρ ∈ (0, 3/2 − |z|). Using part (a) and arguing as above, we have that
d
dσ
log
(
σ1−n
∫
∂Bσ(z)
(v+ − y)2 + (v− − y)2
σ2N
)
≤ 0
for all σ ∈ (0, ρ), where N = Nv,z,y(ρ), and by integrating this from σ1 to σ2, we obtain that for
every σ1, σ2 ∈ (0, 3/2 − |z|) with 0 < σ1 < σ2 ≤ ρ,
(3.20)
∫
∂Bσ1 (z)
(v+ − y)2 + (v− − y)2
σ2N+n−11
≤
∫
∂Bσ2(z)
(v+ − y)2 + (v− − y)2
σ2N+n−12
.
Hold σ1 fixed with 0 < σ1 < θρ, multiply inequality (3.20) by σ
2N+n−1
2 and integrate with respect
to σ2 from θρ to ρ to obtain, for each σ1 ∈ (0, θρ), that
(3.21)∫
Bρ(z)\Bθρ(z)
(v+ − y)2 + (v− − y)2 ≤ 1
2N + n
(
ρ2N+n − (θρ)2N+n) ∫∂Bσ1 (z)(v+ − y)2 + (v− − y)2
σ2N+n−11
.
Now multiply both sides of (3.21) by σ2N+n−11 and integrate with respect to σ1 from 0 to θρ. This
gives
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(θρ)2N+n
∫
Bρ(z)\Bθρ(z)
(v+ − y)2 + (v− − y)2 ≤ (ρ2N+n − (θρ)2N+n) ∫
Bθρ(z)
(v+ − y)2 + (v− − y)2
which, upon rearrangement of terms, gives the desired estimate. 
Definition: For v ∈ Fδ, z ∈ B3/2(0) and y ∈ R with
∫
∂ Bσ0 (z)
(v+ − y)2 + (v− − y)2 > 0 for some
σ0 ∈ (0, 3/2 − |z|), define Nv,y(z) = limρ↓0 Nv,z,y(ρ). Note that Nv,z,y(ρ) is well defined for all
ρ ∈ (0, 3/2 − |z|) and this limit exists by Lemmas 3.5 and 3.4 above.
Whenever z ∈ B3/2(0) is a Lebesgue point of both v+ and v−, and v+(z) = v−(z) = y, we shall
let Nv(z) = Nv,y(z).
Lemma 3.6. Let v ∈ Fδ and z ∈ B3/2(0). Suppose that
∫
∂ Bσ0 (z)
(v+− y)2+(v−− y)2 > 0 for some
σ0 ∈ (0, 3/2− |z|). Then Nv,z,y(ρ) is constant for ρ ∈ (0, 3/2− |z|) (with value Nv,y(z)) if and only
if
√
(v+ − y)2 + (v− − y)2 is homogeneous of degree Nv,y(z) from the point z in B3/2−|z|(z); i.e. if
and only if
(v+(z + ρω)− y)2 + (v−(z + ρω)− y)2 =
(
ρ
ρ′
)2Nv,y(z)
((v+(z + ρ′ ω)− y)2 + (v−(z + ρ′ ω)− y)2)
for each ρ, ρ′ ∈ (0, 3/2 − |z|) and ω ∈ Sn−1.
Proof. Note first that Nv,z,y(ρ) is well defined for ρ ∈ (0, 3/2 − |z|) by Lemma 3.5, part (a). If√
(v+ − y)2 + (v− − y)2 is homogeneous of some degree α from z in B3/2−|z|(z), it is easy to see
using the identity (3.19) that Nv,z,y(ρ) = α(= Nv,y(z)) for ρ ∈ (0, 3/2 − |z|). Conversely, suppose
Nv,z,y(ρ) is constant in the interval (0, 3/2 − |z|). Then by (3.18),
∂
∂R
vˆ±z,ρ,y(ω) = αvˆ
±
z,ρ,y(ω)
for some constant α, almost all ρ ∈ (0, 3/2 − |z|) and almost all ω ∈ Sn−1, where vˆ±z,ρ,y(ω) =
v±(z+ρω)−y. (This just follows from the condition under which equality holds in Cauchy-Schwarz
inequality.) This is equivalent to the differential identities ρ ddρ (v
±(z+ρω)−y) = α(v±(z+ρω)−y)
which imply that (v+(z + ρω)− y)2 + (v−(z + ρω)− y)2 =
(
ρ
ρ′
)2α
((v+(z + ρ′ ω)− y)2 + (v−(z +
ρω)− y)2) for ρ, ρ′ ∈ (0, 3/2− |z|) and ω ∈ Sn−1. It then follows from (3.19) that α = Nv,y(z). 
The estimate in Lemma 3.8 below, essentially due to Hardt and Simon [HS79], will play a very
important role first in our proof of continuity of functions in Fδ (Lemma 3.10 below) and later in
establishing crucial asymptotic decay properties (Theorem 5.1) of these functions. In the proof of
this estimate, we shall need the following:
Lemma 3.7. Let σ ∈ (0, 3/2). There exist ǫ = ǫ(n, σ) ∈ (0, 1) and C = C(n, σ) ∈ (0,∞) such
that if M ∈ Ib, H
n (M∩Bn+12 (0))
ωn2n
≤ 3 − δ, L is an affine hyperplane of Rn+1 with dist (L ∩ (B1(0) ×
R), B1(0)) < ǫ and Eˆ = EˆM (3/2, L) < ǫ, then for each Z ∈M ∩ (Bσ(0)×R) with ΘM (Z) ≥ 2 we
have that
dist (Z,L) ≤ C Eˆ.
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Proof. By translating, scaling and rotating, we may assume without loss of generality that L =
Rn × {0}. Let Z be as in the statement of the lemma and write Z = (z′, zn+1). Set σ0 = 3/2 − σ.
The monotonicity formula for M ([Sim83], Section 17) says that
(3.22)
∫
M∩Bn+1
σ0/2
(Z)
(ν · (X − Z))2
|X − Z|n+2 =
Hn (M ∩Bn+1σ0/2(Z))
ωn(σ0/2)n
−ΘM (Z)
where ν denotes the unit normal to M . Writing ν = (ν ′, νn+1) where νn+1 = ν · en+1, we have that
∫
M∩Bn+1
σ0/2
(Z)
(ν · (X − Z))2
|X − Z|n+2 ≥ (σ0/2)
−n−2
∫
M∩Bn+1
σ0/2
(Z)
(ν ′ · (x′ − z′) + νn+1(xn+1 − zn+1))2
≥ 1
2
(σ0/2)
−n−2
∫
M∩Bn+1
σ0/2
(Z)
|xn+1 − zn+1|2 −
−(σ0/2)−n
∫
M∩Bn+1
σ0/2
(Z)
1− (νn+1)2
≥ 1
2
(σ0/2)
−n−2
∫
M∩Bn+1
σ0/2
(Z)
|xn+1 − zn+1|2 −
−c σ−n−20
∫
M∩(Bσ0 (z
′)×R)
|xn+1|2
≥ 1
2
(σ0/2)
−n−2
∫
M∩Bn+1
σ0/2
(Z)
|xn+1 − zn+1|2 − c σ−n−20 Eˆ2(3.23)
where c = c(n), and for the second of the inequalities in the above, we have used (a+b)2 ≥ a2/2−b2
with a = νn+1(xn+1 − zn+1), b = ν ′ · (x′ − z′) and the fact that |ν ′|2 = 1− (νn+1)2, and the third
inequality is standard and is analogous to (3.5).
On the other hand, provided ǫ = ǫ(n, σ) is sufficiently small, we have that
Hn (M ∩Bn+1σ0/2(Z))
ωn(σ0/2)n
−ΘM (Z) ≤
Hn (M ∩Bn+1σ0/2(Z))
ωn(σ0/2)n
− 2
≤ Cσ−n0
∫
Ω∩Bσ0/2(z
′)
√
1 + |Du+|2 − 1 +
+Cσ−n0
∫
Ω∩Bσ0/2(z
′)
√
1 + |Du−|2 − 1 + Cσ−n0 Eˆ2+µ
= Cσ−n0
∫
Ω∩Bσ0/2(z
′)
|Du+|2
1 +
√
1 + |Du+|2 +
+Cσ−n0
∫
Ω∩Bσ0/2(z
′)
|Du−|2
1 +
√
1 + |Du−|2 + Cσ
−n
0 Eˆ
2+µ
≤ Cσ−n0
∫
M∩(Bσ0/2(z
′)×R)
1− (νn+1)2 + Cσ−n0 Eˆ2
≤ Cσ−n−20
∫
M∩(Bσ0 (z
′)×R)
|xn+1|2 +Cσ−n0 Eˆ2
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≤ Cσ−n−20 Eˆ2(3.24)
where C = C(n) and Ω, u+ and u− correspond, respectively, to Ωk, u
+
k and u
−
k of item (2) of the
discussion (with M in place of Mk and Lk ≡ Rn × {0}) at the beginning of Section 3. Note that
we have used the estimate (3.9) here.
Combining the estimates (3.23) and (3.24), we have
(3.25)
∫
M∩Bn+1
σ0/2
(Z)
|xn+1 − zn+1|2 ≤ CEˆ2.
Since by monotonicty
Hn (M∩Bn+1
σ0/2
(Z))
ωn(σ0/2)n
≥ ΘM (Z) ≥ 2, it follows readily from the estimate (3.25)
and the triangle inequality that
|zn+1|2 ≤ Cσ−n0 Eˆ2
where C = C(n). This is the required estimate. 
Lemma 3.8. Suppose v = (v+, v−) ∈ Fδ. If z ∈ B3/2(0) is a Lebesgue point of both v+ and
v−, v+(z) = v−(z) and v+ 6≡ v− (as L2 functions) in any ball centered at z, then for each ρ ∈
(0, 3/2 − |z|), we have that∫
Bρ/2(z)
R2−n
(
∂
∂R
(
v+ − y
R
))2
+R2−n
(
∂
∂R
(
v− − y
R
))2
≤ Cρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2
where y = v+(z) = v−(z). Here C = C(n).
Proof. Suppose the hypotheses of the lemma are satisfied for some z ∈ B3/2(0). Let {Mk} ⊂ Ib be
a sequence of hypersurfaces whose blow-up is v. First we claim that for each τ ∈ (0, 3/2 − |z|),
there exist infinitely many k such that Mk ∩ (Bτ (z) ×R) contains a point Zk with ΘMk(Zk) ≥ 2.
For if not, Mk ∩ (Bτ (z) ×R) would be embedded for some τ ∈ (0, 3/2 − |z|) and all sufficiently
large k, and hence, by Lemma 3.2, v+ and v− would both be individually harmonic in Bτ (z). Since
v+ ≥ v− and v+(z) = v−(z), we would then have by the maximum principle that v+ ≡ v− in
Bτ (z), contradicting one of the hypotheses of the lemma. Hence the claim must be true.
Now take an arbitrary sequence of numbers τj ց 0 and apply this claim with τj in place of τ.
This gives a subsequence of {k}, which we continue to denote {k}, such that Mk ∩ (B3/2(0) ×R)
contains a point Zk = (Z
′
k, Z
n+1
k ) with ΘMk(Zk) ≥ 2, satisfying Z ′k → z. By the usual monotonicity
identity for minimal submanifolds ([Sim83], Section 17), we have that, for ρ ∈ (0, 3/2 − |z|),
∫
Mk∩B
n+1
ρ/2
(Zk)
((X − Zk) · νk)2
|X − Zk|n+2 =
Hn(Mk ∩Bn+1ρ/2 (Zk))
ωn(ρ/2)n
−ΘMk(Zk)
≤
Hn(Mk ∩Bn+1ρ/2 (Zk))
ωn(ρ/2)n
− 2
Estimating as in (3.24), we have
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Hn(Mk ∩Bn+1ρ/2 (Zk))
ωn(ρ/2)n
− 2 =
Hn((G+k ∪G−k ) ∩Bn+1ρ/2 (Zk))
ωn(ρ/2)n
− 2 +
+
Hn((Mk \Gk) ∩Bn+1ρ/2 (Zk))
ωn(ρ/2)n
≤ 1
ωn(ρ/2)n
∫
Bρ/2(Z
′
k)
(√
1 + |D(ψku+k )|2 − 1
)
+
+
1
ωn(ρ/2)n
∫
Bρ/2(Z
′
k)
(√
1 + |D(ψku−k )|2 − 1
)
+
CEˆ2+µk
ωn(ρ/2)n
=
1
ωn(ρ/2)n
∫
Bρ/2(Z
′
k)
|D(ψku+k )|2√
1 + |D(ψku+k )|2 + 1
+
+
1
ωn(ρ/2)n
∫
Bρ/2(Z
′
k)
|D(ψku−k )|2√
1 + |D(ψku−k )|2 + 1
+
CEˆ2+µk
ωn(ρ/2)n
which implies that
(3.26) lim sup
k→∞
1
Eˆ2k
(Hn(Mk ∩Bρ/2(Zk))
ωn(ρ/2)n
− 2
)
≤ 1
2ωn(ρ/2)n
∫
Bρ/2(z)
|Dv+|2 + |Dv−|2
On the other hand,
∫
Mk∩B
n+1
ρ/2
(Zk)
((X − Zk) · νk)2
|X − Zk|n+2 ≥
∫
G+k ∩B
n+1
ρ/2
(Zk)
((X − Zk) · νk)2
|X − Zk|n+2 +
∫
G−k ∩B
n+1
ρ/2
(Zk)
((X − Zk) · νk)2
|X − Zk|n+2
≥
∫
Bn
ρ/2
(Z′k)
(−(X ′ − Z ′k) ·D(ψku+k ) + (ψku+k − Zn+1k ))2(
(ψku
+
k − Zn+1k )2 + |X ′ − Z ′k|2
)n+2
2
+
+
∫
Bn
ρ/2
(Z′k)
(−(X ′ − Z ′k) ·D(ψku−k ) + (ψku−k − Zn+1k ))2(
(ψku
−
k − Zn+1k )2 + |X ′ − Z ′k|2
)n+2
2
.
This implies by Fatou’s lemma and (3.26) that
Cρ−n
∫
Bρ/2(z)
|Dv+|2 + |Dv−|2 ≥ lim inf
k→∞
1
Eˆ2k
∫
Mk∩Bρ/2(Zk)
((X − Zk) · νk)2
|X − Zk|n+2
≥
∫
Bn
ρ/2
(z)
((v+ − y)− (X ′ − z) ·Dv+)2
|X ′ − z|n+2 +
+
∫
Bn
ρ/2
(z)
((v− − y)− (X ′ − z) ·Dv−)2
|X ′ − z|n+2
=
∫
Bρ/2(z)
R2−n
(
∂
∂R
(
v+ − y
R
))2
+
+
∫
Bρ/2(z)
R2−n
(
∂
∂R
(
v+ − y
R
))2
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where C = C(n) and y = limk→∞
Zn+1k
Eˆk
, possibly after passing to a subsequence of {k}. Note
that the existence of y <∞ follows from Lemma 3.7. The required estimate follows by combining
the inequalities (3.26) and (3.27), and using Proposition 3.3, part (2). Observe that the estimate
automatically implies that y = v+(z) = v−(z) for if not, the integral on the left hand side would
not be finite. 
Remark: Note that the proof of the preceding lemma shows the following: If v = (v+, v−) ∈ Fδ,
z ∈ B3/2(0) is a Lebesgue point of both v+ and v−, v+(z) = v−(z) = y, v+ 6≡ v− (as L2 functions)
in any ball centered at z, and if {Mk} is a sequence of hypersurfaces in Ib whose blow-up is v, then
there exist a subsequence {kj} of {k} and points Zkj = (Z ′kj , Zn+1kj ) ∈ Mkj ∩ (B3/2(0) ×R) such
that ΘMkj (Zkj ) ≥ 2 and limj→∞
(
Z ′kj ,
Zn+1kj
Eˆkj
)
= (z, y).
Lemma 3.9. Let (v+, v−) ∈ Fδ and {Mk} be a sequence of hypersurfaces in Ib whose blow-up is
(v+, v−). If z ∈ B3/2(0) is a Lebesgue point of both v+ and v−, and if v+(z) > v−(z), then there
exists β > 0 such that Mk ∩ (Bβ(z) ×R) are embedded for all sufficiently large k, and hence v+
and v− are individually harmonic in Bβ(z).
Proof. Suppose that z ∈ B3/2(0) is a Lebesgue point of both v+ and v−, v+(z) > v−(z) but for no
β > 0, Mk ∩ (Bβ(z) ×R) are embedded for all sufficiently large k. Then, taking β = 1/j, we can
find a subsequence {kj} of {k} such that there exists Zkj = (Z ′kj , Zn+1kj ) ∈Mkj ∩ (B1/j(z)×R) with
ΘMkj (Zkj ) ≥ 2. In particular, Z ′kj → z. By the argument of Lemma 3.8 above, we then have that
(3.27)
∫
Bρ(z)
R2−n
(
∂
∂R
(
v+ − y
R
))2
+R2−n
(
∂
∂R
(
v− − y
R
))2
<∞
for any ρ ∈ (0, 3/2 − |z|) and some y ∈ R, implying that v+(z) = v−(z) (= y). This contradiction
shows that there exists β > 0 such that Mk ∩ (Bβ(z)×R) are embedded for all sufficiently large k.
It then follows from Lemma 3.2 that v+ and v− are individually harmonic in Bβ(z). The lemma is
thus proved. 
Remark: Note that the proof of the above lemma shows the following: If for some β ∈ (0, 1) there
is no z ∈ Bβ(0) such that v+(z) = v−(z), then Mk ∩ (Bβ(0) ×R) are embedded for all sufficiently
large k.
In the next lemma and subsequently, we shall use the following notation: for any v = (v+, v−) ∈
Fδ and any ρ ∈ (0, 3/2),
(3.28) v˜ρ = (v˜
+
ρ , v˜
−
ρ ) ≡
(
v+ρ
Eρ ,
v−ρ
Eρ
)
where v±ρ (x) =
v±( 2ρx
3
)
2ρ
3
and E2ρ = ρ−n−2
∫
Bρ(0)
(v+)2 + (v−)2. More generally, if v = (v+, v−) ∈ Fδ,
z ∈ B3/2(0) and y ∈ R, we let, for ρ ∈ (0, 3/2 − |z|),
(3.29) v˜z, ρ, y = (v˜
+
z, ρ, y, v˜
−
z, ρ, y) ≡
(
v+z, ρ, y
Ez, ρ, y ,
v−z, ρ, y
Ez, ρ, y
)
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where v±z, ρ, y(x) =
v±(z+ 2ρx
3
)−y
2ρ
3
and E2z, ρ, y = ρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2.
Note that if v ∈ Fδ, z ∈ B3/2(0), ρ ∈ (0, 3/2−|z|) and y ∈ R, then v˜z, ρ, y ∈ Fδ. In fact if v is the
blow-up (in the sense of Section 3) of the sequence of hypersurfaces {Mk} ⊂ Ib off the sequence
{Lk} of affine hyperplanes converging to Rn × {0}, then v˜z, ρ, y is the blow-up of the sequence
M˜k ≡ η(z,Eˆky), 23ρMk off the sequence L˜k ≡
(
2
3ρ
)−1 (
Lk + Eˆkν
Lk − (z, Eˆky)
)
of affine hyperplanes,
where Eˆk and ν
Lk are as defined in Section 3. The fact that
Hn (fMk∩Bn+12 (0))
ωn2n
≤ 3− δ for sufficiently
large k is easily checked using the approximate graphical decomposition (as given by the method
of [SS81] and explained in the discussion of item (2) at the beginning of the present section) of
Mk ∩ (B2−ǫ(0)×R) for a suitably small fixed positive ǫ independent of k.
Finally, if v ∈ Fδ and z ∈ B3/2(0) is a Lebesgue point of both v+ and v− with v+(z) = v−(z) = y,
we let, for ρ ∈ (0, 3/2 − |z|),
(3.30) Ez,ρ = Ez,ρ,y and v˜±z, ρ = v˜±z, ρ, y.
Proposition 3.10. (a) If v ∈ Fδ, then v is (a. e. equal to) a continuous function on B3/2(0).
(b) For each σ, σ′ ∈ (0, 3/2) with σ′ < σ, there exists a finite number C = C(n, σ, σ′) such that
if v ∈ Fδ and v+(z) = v−(z) for some point z ∈ Bσ′(0), then
|v(x)− v(z)| ≤ C|x− z|
(∫
Bσ(0)
|v|2
)1/2
for all x ∈ Bσ′(0).
Proof. Let v ∈ Fδ. Denote by Γ the set of points z ∈ B3/2(0) with the property that there exists
y = yz ∈ R satisfying
(3.31)∫
Bρ/2(z)
R2−n
(
∂
∂R
(
v+ − y
R
))2
+R2−n
(
∂
∂R
(
v− − y
R
))2
≤ Cρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2
for all ρ ∈ (0, 3/2 − |z|), where the constant C = C(n) is as in Lemma 3.8. We claim that any
z ∈ Γ must be a Lebesgue point of both v+ and v− with v+(z) = v−(z) = y and that for z ∈ Γ, a
local Lipschitz estimate
(3.32) |v(x) − v(z)|2 ≤ C˜|x− z|2
(
ρ−n−2z
∫
Bρz (z)
|v|2
)
must hold for some ρz ∈ (0, 3/2 − |z|) and a.e. x ∈ Bρz/2(z), where C˜ = C˜(n). In order to prove
these claims, fix z ∈ Γ and first note that we may suppose that at least one of v+ or v− is non-
constant in every ball Bρ(z), 0 < ρ < 3/2 − |z|, for if both v+ and v− were constant in some ball
Bρ′(z), ρ
′ ∈ (0, 3/2 − |z|), then by (3.31) the value of the constant must be y, and hence we have
the claims trivially with (3.32) holding for ρz = ρ
′ and C˜ = 1. Then we must have that
(3.33)
∫
∂ Bρ(z)
(v+ − y)2 + (v− − y)2 > 0 for ρ ∈ (0, 3/2 − |z|)
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because otherwise, since (v+ − y)2 + (v− − y)2 is subharmonic in B3/2(0) (by Proposition 3.3, part
2), we would have by the maximum principle a ρ > 0 such that (v+(x) − y)2 + (v−(x) − y)2 = 0
for a.e. x ∈ Bρ(z), contrary to the preceding assumption. Hence (3.33) must hold, so that the
frequency function Nv,z,y(ρ) is defined for ρ ∈ (0, 3/2 − |z|) and is monotonically non-decreasing.
We claim that
(3.34) Nv(z) ≥ 1.
To see this, note that by (3.31) for each ρ ∈ (0, 3/2 − |z|),
(3.35)
∫
B1/2(0)
R2−n
(
∂
(
v˜+z,ρ,y/R
)
∂R
)2
+R2−n
(
∂
(
v˜−z,ρ,y/R
)
∂R
)2
≤ C
∫
B1(0)
(
v˜+z,ρ,y
)2
+
(
v˜−z,ρ,y
)2
where the notation is as in (3.29). Since v˜z,ρ,y ∈ Fδ , we have by Lemma 3.1 that for an arbitrary
sequence ρj ↓ 0+, after passing to a subsequence which we continue to denote {j}, that v˜z,ρj ,y →
v˜ ∈ Fδ , where the convergence is in W 1,2(Bσ(0)) for every σ ∈ (0, 3/2). By (3.35),
(3.36)
∫
B1/2(0)
R2−n
(
∂ (v˜+/R)
∂R
)2
+R2−n
(
∂ (v˜−/R)
∂R
)2
≤ C
∫
B1(0)
(v˜+)2 + (v˜−)2 <∞
and we also have by Lemma 3.5 that for each ρ ∈ (0, 1], ∫Bρ(0) |v˜z,ρj ,y|2 ≥ (2ρ3 )2(Nv,z,y( 32−|z|)−1),
and hence that v˜ 6≡ 0 in any ball Bρ(0), ρ ∈ (0, 1]. Consequently, since v˜2 is subharmonic (by
Proposition 3.3, part (2)), we have that
∫
∂ Bρ(0)
v˜2 > 0 for ρ ∈ (0, 1], and therefore the frequency
function Nev,0,0(ρ) is defined for ρ ∈ (0, 1]. But then
(3.37) Nev,0,0(ρ) =
ρ
∫
Bρ(0)
|Dv˜|2∫
∂ Bρ(0)
|v˜|2 = limj→∞
2
3ρρj
∫
B 2
3 ρρj
(z) |Dv|2∫
∂ B 2
3 ρρj
(z)(v
+ − y)2 + (v− − y)2 = Nv,y(z)
for ρ ∈ (0, 1] and hence by Lemma 3.6, v˜ is homogeneous of degree Nv,y(z) from the origin. It then
follows directly from the finiteness condition (3.36) that Nv,y(z) ≥ 1.
With z ∈ Γ and y = yz, we next claim that ρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2 is mono-
tonically non-decreasing for ρ ∈ (0, 3/2 − |z|). To see this, we use the abbreviation dv,z(x) =√
(v+(x)− y)2 + (v−(x)− y)2, and compute as follows:
d
dρ
ρ−n−2
∫
Bρ(z)
d2v,z =
d
dρ
∫
B1(0)
d2v,z (z + ρx)
ρ2
dx
=
∫
B1(0)
2dv,z (z + ρx)Ddv,z (z + ρx) · x
ρ2
− 2d
2
v,z (z + ρx)
ρ3
=
2
ρ3
∫
B1(0)
dv,z (z + ρx) (Ddv,z (z + ρx) · ρx− dv,z (z + ρx))
= 2ρ−n−3
∫
Bρ(z)
dv,z(x˜) (Ddv,z(x˜) · (x˜− z)− dv,z(x˜)) dx˜
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= 2ρ−n−3
∫ ρ
0
∫
∂Bτ (z)
(
dv,z(x˜)Ddv,z(x˜) · (x˜− z)− d2v,z(x˜)
)
dx˜ dτ
= 2ρ−n−3
∫ ρ
0
(
1
2
τ
∫
∂ Bτ (z)
∂
∂ R
d2v,z −
∫
∂ Bτ (z)
d2v,z
)
dτ
≥ 0(3.38)
for almost every ρ ∈ (0, 3/2 − |z|). The last inequality holds since 1 ≤ Nv,y(z) ≤ Nz,v,y(τ) =
τ
R
∂ Bτ (z)
∂
∂R
d2v,z
2
R
∂ Bτ (z)
d2v,z
, by (3.34) and (3.19). Thus in particular, ρ−n−2
∫
Bρ(z)
d2v,z remains bounded from
above as ρ → 0 and consequently z must be a Lebesgue point of both v+ and v− with v+(z) =
v−(z) = y.
Now, |v|2 is subharmonic in B3/2(0) by Proposition 3.3, part (2), and hence by the mean value
property
(3.39) |v(z)|2 ≤ ω−1n ρ−nz
∫
Bρz (z)
|v|2
where ρz =
1
2 (
3
2 − |z|). Also, since d2v,z is subharmonic, again by the mean value property we have
that for a.e. x ∈ Bρz/2(z),
d2v,z(x) ≤ ω−1n (|x− z|)−n
∫
B|x−z|(x)
d2v,z
≤ ω−1n (|x− z|)−n
∫
B2|x−z|(z)
d2v,z
= ω−1n 2
n+2|x− z|2(2|x − z|)−n−2
∫
B2|x−z|(z)
d2v,z
≤ ω−1n 2n+2|x− z|2ρ−n−2z
∫
Bρz (z)
d2v,z
≤ C|x− z|2ρ−n−2z
∫
Bρz (z)
|v|2(3.40)
where C = C(n). Here we have used the monotonicity of ρ−n−2
∫
Bρ(z)
d2v,z and the estimate (3.39).
This is the required estimate (3.32).
We have thus shown that every z ∈ Γ is a Lebesgue point of both v+ and v− with v+(z) =
v−(z) = yz, and that the local Lipschitz estimate (3.32) holds at such z.
Now consider a point z ∈ B3/2 \ Γ. We claim that there exists σz ∈ (0, 3/2 − |z|) such that
v+|Bσz (z) and v−|Bσz (z) are respectively a. e. equal to harmonic functions vz+ and vz− on Bσz(z).
To see this, consider a sequence of hypersurfaces {Mk} ⊂ Ib whose blow-up is v. There must exist
σz ∈ (0, 3/2 − |z|) such that for all sufficiently large k, Mk ∩ (Bσz (z) × R) must be embedded.
For if not, there exists a subsequence {kj}, j = 1, 2, . . . of {k} and points Zkj = (Z ′kj , Zn+1kj ) ∈
Mkj ∩ (B1/j(z)×R) with ΘMkj (Zkj) ≥ 2 and by exactly the argument of Lemma 3.8, this implies
that (3.31) holds for some y ∈ R and all ρ ∈ (0, 3/2−|z|), contradicting the fact that z ∈ B3/2(0)\Γ.
The claim now follows from Lemma 3.2. Now define v± : B3/2(0)→ R by setting v+(z) = vz+(z),
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v−(z) = vz−(z) if z ∈ B3/2(0) \ Γ and v+(z) = v−(z) = yz if z ∈ Γ. Since Γ is relatively closed
in B3/2(0) (which follows directly from the definition of Γ), it follows by unique continuation for
harmonic functions and the continuity estimate (3.32) for points z ∈ Γ that v± are well defined
and are continuous in B3/2(0). Furthermore, v
± are a. e. equal to v±. This concludes the proof of
part (a) of the lemma.
To prove part (b), let v ∈ Fδ (v now assumed to be continuous), z ∈ B3/2(0) and suppose
that v+(z) = v−(z) = y. Note first that we must have that either v+ ≡ v− ≡ y in B3/2(0) or
that
∫
∂ Bσ(z)
(v+ − y)2 + (v− − y)2 > 0 for all σ ∈ (0, 3/2 − |z|). To see this, first note that if∫
∂ Bσ0(z)
(v+ − y)2 + (v− − y)2 > 0 for some σ0 ∈ (0, 3/2 − |z|), then by continuity, there exists
σ1 ∈ (0, σ0) such that
∫
∂ Bσ(z)
(v+ − y)2 + (v− − y)2 > 0 for all σ ∈ (σ1, σ0]. Hence the frequency
function Nv,z(σ) is defined for σ ∈ (σ1, σ0] and by exactly the argument leading to (3), we have the
estimate
(3.41)
∫
∂Bσ0 (z)
(v+ − y)2 + (v− − y)2
σ2N+n−10
≤
∫
∂Bσ(z)
(v+ − y)2 + (v− − y)2
σ2N+n−1
for each σ ∈ (σ1, σ0], where N = Nv,z(σ0). Letting σ → σ1 in this, we see that
∫
∂ Bσ1 (z)
(v+ −
y)2 + (v− − y)2 > 0. This argument shows that if ∫∂ Bσ0(z)(v+ − y)2 + (v− − y)2 > 0 for some
σ0 ∈ (0, 3/2−|z|) then
∫
∂ Bσ(z)
(v+−y)2+(v−−y)2 > 0 for all σ ∈ (0, σ0]. On the other hand, since
(v+−y)2+(v−−y)2 is subharmonic, if ∫∂ Bσ(z)(v+−y)2+(v−−y)2 = 0 for some σ ∈ (0, 3/2−|z|),
then by the maximum principle we must have that v+(x) = v−(x) = y for all x ∈ Bσ(z). Hence,
either
∫
∂ Bσ(z)
(v+ − y)2 + (v− − y)2 > 0 for all σ ∈ (0, 3/2 − |z|) or v+(x) = v−(x) = y for all
x ∈ B3/2−|z|(z). If the latter were the case, it is easy to see using the estimate (3.41) repeatedly
with suitably chosen center points in place of z that we must have v+(x) = v−(x) = y for all
x ∈ B3/2(0).
If v+ ≡ v− ≡ y in B3/2(0), the estimate in part (b) holds trivially. Otherwise, we have by the
above argument that the frequency function Nv,z(σ) is well defined for σ ∈ (0, 3/2 − |z|) and we
claim that Nv(z) ≥ 1. This is easy to see if v+|Bσ(z) ≡ v−|Bσ(z) for some σ ∈ (0, 3/2− |z|), because
then v+ = v− = h in Bσ(z) (where h =
1
2(v
+ + v−)) and hence, since h is harmonic (everywhere
in B3/2(0)), it follows in this case that Nv(z) = Nh−h(z)(z) ≥ 1. Else, by Lemma 3.8, we have the
estimate (3.31) for each ρ ∈ (0, 3/2 − |z|), and we may then argue exactly as in the proof of (3.34)
above to conclude that Nv(z) ≥ 1. Consequently, we also have the monotonicity estimate (3.38),
by the same computation, for each ρ ∈ (0, 3/2 − |z|).
To complete the proof of part (b), let σ, σ′ ∈ (0, 3/2) with σ′ < σ, and suppose that z ∈ Bσ′(0)
and that v+(z) = v−(z). Since |v|2 is subharmonic, we have by the mean value property that
(3.42) sup
Bσ′ (0)
|v|2 ≤ C
∫
Bσ(0)
|v|2
where C = C(n, σ, σ′). Also, since d2v,z ≡ (v+ − y)2 + (v− − y)2 is subharmonic, again by the mean
value property we have that for every x ∈ Bσ′(0),
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d2v,z(x) ≤ ω−1n (λ|x− z|)−n
∫
Bλ|x−z|(x)
d2v,z
≤ ω−1n (λ|x− z|)−n
∫
B2λ|x−z|(z)
d2v,z
= C|x− z|2(2λ|x− z|)−n−2
∫
B2λ|x−z|(z)
d2v,z
≤ C|x− z|2
∫
Bσ−σ′(z)
(v+ − y)2 + (v− − y)2
≤ C|x− z|2
∫
Bσ(0)
|v|2(3.43)
where λ = σ−σ
′
2(σ+σ′) and C = C(n, σ, σ
′). Here we have used the monotonicity of ρ−n−2
∫
Bρ(z)
d2v,z
and the estimate (3.42). This completes the proof of part (b) and the lemma. 
We next establish several important properties of w:
Proposition 3.11. Suppose v = (v+, v−) ∈ Fδ and recall the notation w = 12(v+ − v−). We have
the following:
(1) w ≥ 0.
(2)
∫ |Dw|2ζ = − ∫ wDw ·Dζ for every ζ ∈ C1c (B3/2(0)).
(3)
∫
Bσ(z)
|Dw|2 = ∫∂Bσ(z) w ∂w∂R for each ball Bσ(z) with Bσ(z) ⊂ B3/2(0).
(4)
∑n
i,j=1
∫
Bσ(z)
(|Dw|2δij − 2DiwDjw)Diζj = 0 for every ball Bσ(z) with Bσ(z) ⊂ B3/2(0)
and every ζj ∈ C1c (Bσ(z)), j = 1, 2, 3, . . . , n.
(5) ∆w = 0 in B3/2(0) \ Zw where Zw is the zero set of w.
(6) either Zw = ∅ or Hn−2(Zw) =∞.
(7) if
∫
∂ Bρ1 (z1)
w2 > 0 for some z1 ∈ B3/2(0) and ρ1 ∈ (0, 3/2 − |z1|), then
∫
∂ Bρ(z1)
w2 > 0 for
all ρ ∈ (0, ρ1].
(8) Either w ≡ 0 in B3/2(0) or
∫
∂ Bρ(z)
w2 > 0 for each z ∈ B3/2(0) and each ρ ∈ (0, 3/2− |z|).
(9) Either w ≡ 0 in B3/2(0) or the frequency function Nw,z(ρ) ≡
ρ
R
Bρ(z)
|Dw|2R
∂Bρ(z)
w2
is defined for each
z ∈ B3/2(0) and each ρ ∈ (0, 3/2 − |z|) and is monotonically non-decreasing as a function
of ρ. Hence Nw(z) ≡ limρ↓0 Nw,z(ρ) exists for each z ∈ B3/2(0) unless w ≡ 0.
Proof. Part (1) follows from the definition of w. Part (2) follows directly by substituting v+ = h+w,
v− = h − w in the identity of part (2) of Proposition 3.3, and observing that h, being har-
monic, satisfies the identity
∫ |Dh|2ζ = − ∫ hDh · Dζ. Similarly, part (4) follows by substitut-
ing v+ = h + w, v− = h − w in the identity of part (4) of Proposition 3.3 and observing that
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i,j=1
∫
Bσ(z)
(|Dh|2δij − 2DihDjh)Diζj = 0. Part (3) follows from part (2) by taking a smooth
approximation to the characteristic function of the ball Bσ(z). Part (5) follows from Lemma 3.9.
To see part (6), note first that it suffices to show that for each given σ ∈ (0, 3/2), either Zw ∩
Bσ(0) = ∅ or Hn−2 (Zw∩Bσ(0)) =∞. So fix σ ∈ (0, 3/2) and suppose thatHn−2 (Zw∩Bσ(0)) <∞.
By continuity of w (Lemma 3.10), Zw is closed, so that by exactly the same construction as in (3),
we have for each τ ∈ (0, 3/2−σ) a sequence of Lipschitz functions βℓ : B3/2(0)→ R, ℓ = 1, 2, 3, . . .,
with βℓ(x) ≡ 1 for each ℓ and each x with dist (x,Zw ∩Bσ(0)) > τ , βℓ ≡ 0 in some neighborhood of
Zw ∩Bσ(0), 0 ≤ βℓ ≤ 1 everywhere and
∫
B3/2(0)
|Dβℓ|2 → 0 as ℓ→∞. Now, given ϕ ∈ C∞c (Bσ(0)),
we have that βℓϕ is Lipschitz with compact support in Bσ(0) \Zw, and hence, since w is harmonic
in B3/2(0) \ Zw, ∫
Bσ(0)
Dw ·D(βℓϕ) = 0
which implies that∫
Bσ(0)\(Zw)τ
Dw ·Dϕ = −
∫
Bσ(0)∩(Zw)τ
βℓDw ·Dϕ+
∫
Bσ(0)
ϕDw ·Dβℓ
where (Zw)τ denotes the τ neighborhood of Zw. Hence
∣∣∣∣∣
∫
Bσ(0)\(Zw)τ
Dw ·Dϕ
∣∣∣∣∣ ≤ sup |Dϕ|
(∫
Bσ(0)
|Dw|2
)1/2
(Hn(Bσ(0) ∩ (Zw)τ ))1/2 +
+sup |ϕ|
(∫
Bσ(0)
|Dw|2
)1/2 (∫
Bσ(0)
|Dβℓ|2
)1/2
.(3.44)
Letting first ℓ→∞ and then τ → 0 in this, we conclude that w is harmonic in Bσ(0). Since w ≥ 0
and Hn−2(Zw ∩ Bσ(0)) < ∞, it follows from the maximum principle that Zw ∩ Bσ(0) = ∅. This
proves the assertion in part (6).
To see part (7), first note that it follows from the identity of part (4) that
(3.45)
d
dρ
(
ρ2−n
∫
Bρ(z)
|Dw|2
)
= 2ρ2−n
∫
∂ Bρ(z)
∣∣∣∣∂ w∂ R
∣∣∣∣2 .
(See [Sim96], p. 24 for the details of this claim.) Also, the identity of part (3) and the definition
of Nw,z(ρ) directly imply that
(3.46) Nw,z(ρ) =
ρ ddρ
(
ρ1−n
∫
∂ Bρ(z)
w2
)
2ρ1−n
∫
∂ Bρ(z)
w2
whenever Nw,z(ρ) is defined. To prove (7), suppose
∫
∂ Bρ1 (z1)
w2 > 0 for some z1 ∈ B3/2(0) and
ρ1 > 0. Then by continuity, there exist ρ0 with 0 < ρ0 < ρ1 such that
∫
∂ Bρ(z1)
w2 > 0 for all
ρ ∈ (ρ0, ρ1], and hence Nw,z(ρ) is defined for all ρ ∈ (ρ0, ρ1]. A computation similar to that of
(3.18) using the identity (3.45), the identity of part (3) of the present lemma and the Cauchy-
Schwarz inequality then implies that
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(3.47)
d
dρ
Nw,z(ρ) ≥ 0
for ρ ∈ (ρ0, ρ1]. Thus in particular, Nw,z(ρ) ≤ N2 ≡ Nw,z(ρ1) for ρ ∈ (ρ0, ρ1]. Using the expression
(3.46) in this last inequality and integrating the resulting differential inequality then gives
(3.48)
σ1−n
∫
∂ Bσ(z)
w2
σ2N2
≥
τ1−n
∫
∂ Bτ (z)
w2
τ2N2
for all σ, τ with ρ0 < σ ≤ τ ≤ ρ1. Using this with τ = ρ1 and σ = σj where σj ↓ ρ0, we conclude
that
∫
∂ Bρ0 (z)
w2 > 0. It follows that
∫
∂ Bρ(z)
w2 > 0 for all ρ ∈ (0, ρ1] as required.
To see parts (8) and (9), let O = {z ∈ B3/2(0) :
∫
∂ Bρ(z)
w2 > 0 for each ρ ∈ (0, 3/2 − |z|)}.
Since w2 is subharmonic (by (2)), it follows from the maximum principle that if w(z) 6= 0 for some
z ∈ B3/2(0), then z ∈ O. Thus if w 6≡ 0, then O 6= ∅. We argue that O is open as follows. Suppose
z ∈ O and consider z′ ∈ B3/2(0) with |z′ − z| < 14(32 − |z|). By the maximum principle and the fact
that z ∈ O, it follows that ∫∂ Bρ(z′)w2 > 0 for each ρ with |z′ − z| < ρ < 3/2 − |z|. On the other
hand, it follows from part (7) that
∫
∂ Bρ(z′)
w2 > 0 for each ρ ∈ (0, |z′−z|], giving that z′ ∈ O. Thus
O is open. It is easy to see by the maximum principle again that O is relatively closed in B3/2(0).
Thus, we conclude that either w ≡ 0 in B3/2(0) or that Nw,z(ρ) is defined for all z ∈ B3/2(0) and
all ρ ∈ (0, 3/2 − |z|) with (3.47) satisfied. 
Remark: Although we shall not need it anywhere in the present paper, we point out here that
w is weakly subharmonic in B3/2(0). To see this, choose a small positive constant ǫ, and let
γǫ : R→ R be a smooth cut-off function with γǫ(t) = 0 if t ≤ ǫ, γǫ(t) = 1 if t > 2ǫ, γǫ(t) ≥ 0, and
0 ≤ γ′ǫ(t) ≤ 2/ǫ for all t. Then, since w is harmonic in B3/2(0) \ Zw, we have that for any smooth,
non-negative function ϕ with compact support in B3/2(0),
(3.49)
∫
B3/2(0)
ϕγǫ(w)∆w = 0.
Integrating by parts in this we get
(3.50)
∫
B3/2(0)
γǫ(w)Dϕ ·Dw = −
∫
B3/2(0)
ϕγ′ǫ(w)|Dw|2.
Since the right hand side of the above is non-positive, we have that
∫
B3/2(0)
γǫ(w)Dϕ ·Dw ≤ 0.
The assertion follows by letting ǫ→ 0 in this.
Lemma 3.12. Let v = (v+, v−) ∈ Fδ with v+(0) = v−(0) = 0. If v is homogeneous of degree 1
from the origin, then graph v+∪graph v− = P1∪P2, where P1, P2 are hyperplanes of Rn+1, possibly
with P1 ≡ P2.
Proof. Since h = 12 (v
++ v−) is harmonic, and homogeneous of degree 1 by hypothesis, h must be a
linear function. Hence, if v+ ≡ v−, the lemma holds with P1 ≡ P2. So suppose v+ 6≡ v−. By rotating
coordinates, we may and we shall assume that h ≡ 0. Let w = 12 (v+ − v−). By Proposition 3.11,
part (6) Hn−2(Zw ∩ B1(0)) = ∞. Choose an arbitrary point z ∈ (Zw \ {0}) ∩ B1(0) and blow up
(v+, v−) at z. This gives
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(3.51) v˜ ≡ (v˜+, v˜−) = lim
j→∞
v˜z, σj
for some sequence of numbers σj ց 0, where v˜z, σj is as in (3.30) with y = v+(z) = v−(z) =
0. Note that since v˜z, σj ∈ Fδ, the convergence in (3.51) is, by Lemma 3.1, in W 1,2(Bσ(0)) for
each σ ∈ (0, 3/2). Setting ρ = σj and θ = 2ρ/3 in Lemma 3.5 and letting j → ∞ it follows
that
∫
Bρ(0)
|v˜|2 ≥
(
2ρ
3
)2(Nv,z(1)−1)
for each ρ ∈ (0, 1] so that v˜ is not identically zero in any ball
Bρ(0). Hence we have the assertions (3.36) and (3.37), by exactly the same reasoning. Thus, v˜ is
homogeneous of degree Nv(z) from the origin, and consequently by the finiteness of the left hand
side of (3.36), we immediately have that Nv(z) ≥ 1. On the other hand, by homogeneity of v it
follows that Nv(z) ≤ Nv(0) = 1, and hence we conclude that
(3.52) Nv(z) = Nv(0)
for any z ∈ Zw, and therefore, that v is invariant under translations in the direction of any element
of Zw. (See [Wic04a], Lemma 5.17.) Since w 6≡ 0 by assumption and Hn−2(Zw ∩B1(0)) =∞, this
means that v is invariant under translations precisely by the elements of an (n − 1)-dimensional
linear subspace, and hence each of v+ and v− must be a function of a single variable. Since by
proposition 3.11, part (5) v± are harmonic in B3/2 \ Zw, it follows that the union of the graphs of
v+ and v− must be equal to the union of four distinct closed, n-dimensional half spaces of Rn+1
meeting along a common (n− 1)-dimensional subspace.
To complete the proof, note that since v+ + v− ≡ 0, it suffices to show that the two half
spaces that make up graphw make equal angles with Rn × {0}. This follows from the identity of
Proposition 3.11, part (4). Specifically, suppose without loss of generality that Zw = R
n−1×{(0, 0)}
and w(x) = w(x1). Setting ζ2 = ζ3 = . . . ζn ≡ 0 in the identity of conclusion (4) of Proposition 3.11,
we get the statement that
∫ (
dw
dx1
)2 ∂ζ1
∂x1
= 0 for every ζ1 ∈ C1c (B1(0)). If α+ and α− are the
angles that graphw makes with the positive and negative x1-axes respectively, this identity says
that tan2 α−
∫
B1(0)∩{x1<0}
∂ζ1
∂x1 + tan
2 α+
∫
B1(0)∩{x1>0}
∂ζ1
∂x1 = 0 for every ζ
1 ∈ C1c (B1(0)). Taking a
standard cut-off function for ζ1 in this yields α− = α+. The lemma is thus proved. 
The argument of the preceding lemma shows the following.
Lemma 3.13. Suppose v = (v+, v−) ∈ Fδ, v+(z) = v−(z) and that v is non constant in B3/2(0).
Then Nv(z) ≥ 1.
We conclude this section by mentioning the following upper semi-continuity result, which follows
directly from the monotonicity of Nv,z(·).
Lemma 3.14. Suppose vk ∈ Fδ for k = 1, 2, 3, . . ., z ∈ B3/2(0), vk → v in W 1,2loc (B3/2(0))
and that vk, v are not identically equal to 0 in B3/2(0) for all k = 1, 2, 3, . . . . Then Nv(z) ≥
lim supk→∞ Nvk(z).
4. A transverse picture
In this section, we analyze the situation where a hypersurface M ∈ Ib is weakly close to a multi-
plicity 2 hyperplane but when it is scaled “vertically” (i.e. blown up) by its height excess relative to
this hyperplane, it becomes close to a transversely intersecting pair of hyperplanes. The geometric
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meaning of this is of course thatM is in fact significantly closer, in a weak sense, to a transverse pair
of hyperplanes (with a small angle) than it is to the multiplicity 2 hyperplane; i.e. the “fine excess”
of M measured relative to a suitably chosen transverse pair of hyperplanes is significantly smaller
than the “coarse excess” of M relative to the multiplicity 2 hyperplane. We obtain in this case (in
Lemma 4.1 and its variant Lemma 4.2 below) improvement of the fine excess at a fixed smaller scale.
The arguments used to prove excess improvement here are in part variants of those developed by
L. Simon in [Sim93], and are in fact carried out in detail in [Wic04a], although the results are not
presented there in the form below. Here we state the lemmas in the form needed for the purposes
of the present paper, and outline their proof, referring the reader to [Wic04a] and [Sim93] for details.
The lemmas have two applications; we shall need Lemma 4.1 to handle one case of the main
excess decay lemma (Lemma 6.3) of the paper, and we shall apply Lemma 4.2 in Sections 5 to prove
regularity of functions in Fδ whenever their graphs are close to transversely intersecting pairs of
hyperplanes. (See Lemmas 5.4 and 5.6.)
Lemma 4.1. Let θ ∈ (0, 1/8), δ ∈ (0, 1) and τ ∈ (0, 1). There exists a number ǫ0 = ǫ0(n, θ, δ, τ) > 0
such that the following holds. Suppose M ∈ Ib and
(1)
Hn(M∩Bn+12 (0))
ωn2n
≤ 3− δ
(2) Eˆ2M (3/2, L) ≡
(
3
2
)−n−2 ∫
M∩(B3/2(0)×R)
dist2 (x,L) ≤ ǫ0 for some affine hyperplane L with
dH (L ∩ (B1(0) ×R), B1(0)) ≤ ǫ0 and
(3)
∫
M∩(B1(0)×R)
dist2 (x, P ) ≤ ǫ0Eˆ2M (3/2, L) for some pair of affine hyperplanes P = P+ ∪P−
with P+ ∩ P− ∩ (Bθ/4(0) ×R) 6= ∅.
Then, either
(a) there exists an affine hyperplane L˜ with dH (L˜∩(B1(0)×R), L∩(B1(0)×R)) ≤ CEˆM(3/2, L),
C = C(n) such that(
1
2
)−n−2 ∫
M∩(B1/2(0)×R)
dist2 (x, L˜) ≤ τEˆ2M (3/2, L) or
(b) there exists a pair of affine hyperplanes P˜ = P˜+ ∪ P˜− with P˜+ ∩ P˜− ∩ (Bθ(0) × R) 6= ∅
such that
(i)
θ−2d2H(P˜ ∩ (Bθ(0)×R), P ∩ (Bθ(0) ×R)) ≤ C
∫
M∩(B1(0)×R)
dist2 (x, P ),
(ii)
θ−n−2
∫
M∩(Bθ(0)×R)
dist2 (x, P˜ ) ≤ Cθ2
∫
M∩(B1(0)×R)
dist2 (x, P ) and
(iii) M ∩ ((Bθ(0) \ S eP (θ2/16)) ×R) = graphu+ ∪ graphu− where, for σ ∈ (0, 1),
S eP (σ) = {x ∈ Rn × {0} : dist (x, π (P˜+ ∩ P˜−)) ≤ σ},
u± ∈ C2(Bθ(0)\S eP (θ2/16)) with u+ > u− and, for x ∈ Bθ(0)\S eP (θ2/16), dist ((x, u+(x)), P˜ ) =
dist ((x, u+(x)), P˜+) and dist ((x, u−(x)), P˜ ) = dist ((x, u−(x)), P˜−).
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Here C = C(n) > 0 and π : Rn+1 → Rn × {0} is the orthogonal projection.
Proof. We argue by contradiction, so consider a sequence {Mk} ⊂ Ib satisfying
(1) H
n(Mk∩B2(0))
ωn2n
≤ 3− δ
(2) Eˆ2k ≡ Eˆ2Mk(3/2, Lk) =
(
3
2
)−n−2 ∫
Mk∩(B3/2(0)×R)
dist2 (x,Lk) ≤ 1k for some affine hyperplane
Lk with dH (Lk ∩ (B1(0)×R), B1(0)) ≤ 1k and
(3)
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) ≤ 1k Eˆ2k for some pair of affine hyperplanes Pk = P+k ∪ P−k with
P+k ∩ P−k ∩ (Bθ/4(0)×R) 6= ∅.
Write Pk = P
(1)
k ∪ P (2)k where P (1)k , P (2)k are affine hyperplanes. It follows from (2) and (3) above
that
either distH (Lk ∩ (B1(0)×R), P (1)k ∩ (B1(0) ×R)) ≤ CEˆk(4.1)
or distH (Lk ∩ (B1(0)×R), P (2)k ∩ (B1(0) ×R)) ≤ CEˆk
where C = C(n). For i = 1, 2, define p
(i)
k : Lk → L⊥k by P (i)k = graph p(i)k ≡ {x+ p(i)k (x) : x ∈ Lk}
(if P
(i)
k is perpendicular to Lk, tilt P
(i)
k slightly) and set
(4.2) p(i) = lim
k→∞
(Eˆk)
−1p
(i)
k ◦ ϕk
and P (i) = graph p(i), where ϕk : R
n × {0} → R is such that graphϕk = Lk. The limit exists,
possibly after passing to a subsequence. Let P = P (1) ∪ P (2). Note that by (4.1), at most one of
P (1) and P (2) can be perpendicular to Rn × {0}.
Now blow up the Mk’s by Eˆk, to produce v
+, v− : B3/2(0) → R as described in Section 3.
Condition (3) says that graph v+|B1(0) ∪ graph v−|B1(0) ⊆ P.
Suppose v+|B1(0) ≡ v−|B1(0). Then w = 12(v+ − v−) ≡ 0 on B1(0) and hence by part (8) of
Lemma 3.11, w ≡ 0 on B3/2(0). It follows from this and the fact that 12(v+ + v−) is harmonic ev-
erywhere that graph v+|B3/2(0) = graph v−|B3/2(0) = L ∩ (B3/2(0)×R) for some affine hyperplane
L (in fact L = P (1) or L = P (2)), so that in this case, for sufficiently large k, option (a) of the
conclusion of the lemma holds with Mk in place of M and L˜k = graph (ϕk + Eˆkϕ) in place of L˜
where ϕ : Rn × {0} → R is such that L = graphϕ.
If on the other hand v+|B1(0) 6≡ v−|B1(0), then P must be the union of distinct affine hyperplanes
and graph v+|B1(0) ∪ graph v−|B1(0) = P ∩ (B1(0) × R). Note that by Lemma 3.3, part (2),
P ∩ (B1(0)×R) ⊂ {(x′, xn+1) ∈ Rn+1 : |xn+1| ≤ C} where C = C(n). If supB1(0) |v+− v−| < τ/2,
we again have option (a) of the conclusion of the lemma withMk in place ofM and L˜k = graph (ϕk+
Eˆkϕ) in place of L˜, where ϕ : R
n×{0} → R is the affine function such that ϕ|B3/2(0) = 12(v++v−).
So suppose
(4.3) sup
B1(0)
|v+ − v−| ≥ τ/2.
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Denote by Γ the axis of P (thus Γ = P+ ∩ P−) and for σ ∈ (0, 1), let N(σ) be the tubular
neighborhood of radius σ around Γ. (Thus N(σ) = {X ∈ Rn+1 : dist (X,Γ) ≤ σ}.) We claim that
for each given τ ∈ (0, 1/2), Mk ∩ (B1(0) ×R) must be embedded outside N(τ) for all sufficiently
large k. For if not, we would have a number τ ∈ (0, 1/2) and a subsequence of {Mk} which we
continue to denote {Mk} such that (Mk \ N(τ)) ∩ (B1(0) ×R) contains a point Zk = (Z ′k, Zn+1k )
with ΘMk(Zk) ≥ 2. The argument of the proof of Lemma 3.8 (with ρ = 1/2) then gives that
∫
B1/4(z)
R2−n
(
∂
∂R
(
v+(x)− y
R
))2
+R2−n
(
∂
∂R
(
v−(x)− y
R
))2
dx <∞
where z = limk→∞ Z
′
k, y = limk→∞
Zn+1k
Eˆk
(both limits exist after possibly passing to a subse-
quence, the latter by Lemma 3.7), R = |x− z| and ∂∂ R denotes radial differentiation. This implies
that v+(z) = v−(z) (= y), which is impossible since z ∈ B1(0) \ π (N(τ)) while any point z˜
with v+(z˜) = v−(z˜) must be contained in π (Γ) ∩ B1(0). Thus, if {τk} is any sequence of num-
bers with τk ց 0, we can find a subsequence of {Mk} (which we again denote {Mk}) such that
Mk ∩ (B1(0)×R) is embedded outside N(τk).
Now blow up Mk ∩ (B1(0)×R) by the fine excess Ek =
√∫
Mk∩(B1(0)×R)
dist2 (x, Pk) exactly as
described in Section 6 of [Wic04a], and outlined in the paragraph below. Note that although in
[Wic04a] Mk are assumed to be free of singularities, this assumption is not necessary for the blow
up argument of Section 6 of [Wic04a].
Thus, let q˜k be a rigid motion of R
n+1 such that q˜k (axis of Pk) = R
n−1×{0}×{0}, q˜k(ak) = 0,
where ak is the nearest point of the axis of Pk to the origin of R
n+1, and q˜k L˜k = R
n ×{0}, where
L˜k = graph
1
2 (p
+
k +p
−
k ). Following the notation of [Wic04a], Section 6, let H
(1)
k = q˜k P
+
k ∩{x1 > 0},
H
(2)
k = q˜k P
+
k ∩{x1 < 0}, H(3)k = q˜k P−k ∩{x1 < 0} and H(4)k = q˜k P−k ∩{x1 > 0}. (Note that strictly
speaking, in Section 6 of [Wic04a], the definitions of H
(i)
k are in terms of the blow-up (v
+, v−) ≡
(p+, p−), and the fine excess Ek (which is denoted βk in [Wic04a]) is defined relative to the pair of
affine hyperplanes P
(0)
k ≡ graph Eˆkp+ ∪ graph Eˆkp−. Since here we need to prove improvement of
the excess Ek defined relative to Pk—and not the improvement of excess relative to P
(0)
k —the above
are the correct definitions of the half-spaces H
(i)
k to adopt.) Now, exactly as in [Wic04a], Section
6, we may express, by Allard’s regularity theorem, q˜kMk ∩ (Bn+11 (0) \ Tk) = ∪4i=1graph g(i)k , where
g
(i)
k ∈ C2(U (i)k ,H(i)⊥k ), i = 1, . . . , 4 satisfy the estimates as in [Wic04a], Section 6 and Tk, U (i)k are as
defined there. Defining g˜
(i)
k , i = 1, . . . , 4 as in [Wic04a], Section 6, we obtain, as in [Wic04a], Section
6, functions (the blow-up) w(1), w(4) ∈ C2(Rn+ ∩B1(0)), and w(2), w(3) ∈ C2(Rn− ∩B1(0)), where
Rn+ ≡ {x ∈ Rn × {0} : x1 > 0} and Rn− ≡ {x ∈ Rn × {0} : x1 < 0}, such that E−1k g˜(i)k → w(i)
for i = 1, . . . , 4, where for each i, the convergence is in the C2-norm on each compact subset of the
domain of w(i) and also in the L2-norm on the domain of w(i). By Lemma 6.23 of [Wic04a], the blow-
up {w(i)}4i=1 (restricted to a suitably smaller ball, say B1/2(0)) consists of two harmonic functions
w(13) and w(24) in the sense that the union of the closures of the graphs of w(1), w(3) in B1/2(0)×R
is the graph of a harmonic function w(13) over B1/2(0) and similarly the union of the closures of
the graphs of w(2), w(4) in B1/2(0)×R is the graph of a harmonic function w(24) over B1/2(0). For
x ∈ Rn × {0}, let l(13)(x) = w(13)(0) +Dw(13)(0) · x, l(24)(x) = w(24)(0) + Dw(24) · x and let the
affine functions h
(13)
k , h
(24)
k : R
n × {0} → R be defined by closureH(1)k ∪ closureH(3)k = graphh(13)k
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and closureH
(2)
k ∪ closureH(2)k = graphh(24)k . Set P˜k = q˜−1k (graph (h(13)k +Ekl(13)) ∪ graph (h(24)k +
Ekl
(24))). Then, using standard estimates for harmonic functions, and the “non-concentration of
excess” estimate of part (ii) of Lemma 6.22, [Wic04a], we conclude that
(4.4) θ−n−2
∫
Mk∩(Bθ(0)×R)
dist2 (X, P˜k) ≤ Cθ2E2k
for sufficiently large k, where C = C(n). If we write, using our usual notation, P˜k = P˜
+
k ∪ P˜−k ,
then, since supB1(0) |h
(13)
k − h(24)k | ≥ 14τEˆk (by (4.2) and (4.3)) and Ek/Eˆk → 0, we must have that
P˜+k ∩ P˜−k ∩ (Bθ(0) ×R) 6= ∅ for all sufficiently large k.
Finally, note that conclusion (b)(i) of the lemma with Mk, P˜k, Pk in place of M , P˜ , P follows
directly from the definition of P˜k and conclusion (b)(iii) with Mk, P˜k in place of M , P˜ and ap-
propriate functions u±k ∈ C2(Bθ(0) \ S ePk(θ2/16)) in place of u± follows from Allard’s regularity
theorem and the fact that Ek/Eˆk → 0. 
In addition to the hypotheses of Lemma 4.1, if we also assume that 0 ∈M, ΘM (0) ≥ 2 and that
P = P+ ∪ P− is a pair of hyperplanes (so that 0 ∈ P+ ∩ P−), then the conclusions of the lemma
hold with P˜ = P˜+ ∪ P˜− equal to a pair of hyperplanes (so that 0 ∈ P˜+ ∩ P˜−). This follows from
the fact that under these additional hypotheses, we have for the fine blow-up the estimate
(4.5)
∫
B1/2(0)
R2−n
(
∂(w(13)/R)
∂R
)2
+R2−n
(
∂(w(24)/R)
∂R
)2
< C <∞
where C = C(n), R = |x| and ∂∂ R denotes the radial derivative, and w(13), w(24) are as in the
proof of Lemma 4.1 above. This estimate says in particular that w(13)(0) = w(24)(0) = 0. Since we
have, by hypothesis, that 0 ∈ P+k ∩ P−k for each k, we immediately conclude that 0 ∈ P˜+k ∩ P˜−k .
(Notation as in the proof of Lemma 4.1 above.) The estimate (4.5) was first proved in [Sim93] (see
[Sim93], Lemma 3.4 and [Sim93], Section 5.1, inequality (12)) and in view of Lemmas 6.21 and 6.22
of [Wic04a], the same proof as in [Sim93] yields it here as well.
Thus we have the following variant of Lemma 4.1.
Lemma 4.2. Let θ ∈ (0, 1/8), δ ∈ (0, 1) and τ ∈ (0, 1). There exists ǫ0 = ǫ0(n, θ, δ, τ) > 0 such
that the following holds. Suppose M ∈ Ib, 0 ∈M and
(1) ΘM(0) ≥ 2
(2)
Hn(M∩Bn+12 (0))
ωn2n
≤ 3− δ
(3) Eˆ2M (3/2, L) ≡
(
3
2
)−n−2 ∫
M∩(B3/2(0)×R)
dist2 (x,L) ≤ ǫ0 for some affine hyperplane L with
dH (L ∩ (B1(0) ×R), B1(0)) ≤ ǫ0 and
(4)
∫
M∩(B1(0)×R)
dist2 (x, P ) ≤ ǫ0Eˆ2M (3/2, L) for some pair of hyperplanes P = P+ ∪ P−.
Then, either
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(a) there exists an affine hyperplane L˜ with dH (L˜∩(B1(0)×R), L∩(B1(0)×R)) ≤ CEˆM(3/2, L),
C = C(n), such that(
1
2
)−n−2 ∫
M∩(B1/2(0)×R)
dist2 (x, L˜) ≤ τEˆ2M (3/2, L) or
(b) there exists a pair of hyperplanes P˜ = P˜+ ∪ P˜− such that
(i)
d2H(P˜ ∩ (B1(0) ×R), P ∩ (B1(0)×R)) ≤ C
∫
M∩B1(0)×R
dist2 (x, P ),
(ii)
θ−n−2
∫
M∩(Bθ(0)×R)
dist2 (x, P˜ ) ≤ Cθ2
∫
M∩(B1(0)×R)
dist2 (x, P ) and
(iii) M ∩ ((Bθ(0) \ S eP (θ2/16)) ×R) = graphu+ ∪ graphu− where, for σ ∈ (0, 1),
S eP (σ) = {x ∈ Rn × {0} : dist (x, π (P˜+ ∩ P˜−)) ≤ σ},
u± ∈ C2(Bθ(0)\S eP (θ2/16)) with u+ > u− and, for x ∈ Bθ(0)\S eP (θ2/16), dist ((x, u+(x)), P˜ ) =
dist ((x, u+(x)), P˜+) and dist ((x, u−(x)), P˜ ) = dist ((x, u−(x)), P˜−).
Here C = C(n) > 0 and π : Rn+1 → Rn × {0} is the orthogonal projection.
5. Regularity of blow-ups off affine hyperplanes
In order to handle one case of the proof of the main excess decay lemma (Lemma 6.3)—namely,
the case in which the “fine excess” of a hypersurface M ∈ Ib (i.e. the height excess of M measured
relative to a pair of affine hyperplanes) is of the same order as the “coarse excess” of M (i.e. the
excess of M relative to a single affine hyperplane), which geometrically corresponds to the situ-
ation where M has “lots” of self intersections distributed more or less evenly—it is necessary to
understand, in sufficient detail, the asymptotic behavior of the 2-valued functions belonging to the
class Fδ. Our goal in this section is to do that. At the end of this section, we prove the following
regularity theorem for any v ∈ Fδ:
Theorem 5.1. Let v = (v+, v−) ∈ Fδ. There exists a relatively closed (possibly empty) subset Sv
of B3/2(0) (the branch set of v) such that
(a) if Ω ⊂ B3/2(0) \ Sv is open and simply connected, then there exist two harmonic functions
v1, v2 : Ω→ R such that
(graph v+ ∪ graph v−) ∩ (Ω×R) = graph v1 ∪ graph v2
and
(b) for each z ∈ Sv ∩B1(0), there exists an affine function lz : Rn × {0} → R such that
ρ−n−2
∫
Bρ(z)
(v+ − lz)2 + (v− − lz)2 ≤ Cρλ
∫
B5/4(0)
(v+)2 + (v−)2
for all ρ ∈ (0, 1/64), where C, λ are positive constants depending only on n and δ. In fact,
lz(x) = h(z)+Dh(z) · (x−z) where h = 12 (v++v−). (Recall that h is harmonic in B3/2(0).)
We begin with a series of lemmas.
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Lemma 5.2. If (v+, v−) ∈ Fδ and v+(z) = v−(z) = y, then Ez,ρ ≡ ρ−n−2
∫
Bρ(z)
(v+−y)2+(v−−y)2
is monotonically increasing as a function of ρ. Therefore, ρ−n−2
∫
Bρ(z)
(v+ − y)2 + (v− − y)2 ≤
C
∫
B1(0)
(v+)2 + (v−)2 ≤ C for all z ∈ B1/4(0) ∩ Zw and all ρ ∈ (0, 1/4) where C = C(n).
Proof. The first assertion follows directly from Lemma 3.13 and the estimate (3.38). The second
assertion follows from the first and the estimate |y|2 ≤ C ∫B1(0) h2 which holds since y = h(z) and
h = 12(v
+ + v−) is harmonic in B3/2(0). 
Lemma 5.3. Let α0 ∈ (0, π/2), δ0 ∈ (0, 1). There exists ǫ1 = ǫ1(n, α0, δ0) ∈ (0, 1) such that if
P0 = P
+
0 ∪ P−0 is a pair of hyperplanes with α0 ≤ ∠P0 < π, (v+, v−) ∈ Fδ , v+(0) = v−(0) and∫
B1(0)
(v+ − p+0 )2 + (v− − p−0 )2 ≤ ǫ1
then 1 ≤ Nv,0(1) ≤ 1 + δ0.
Proof. Since v+(0) = v−(0), the lower bound Nv,0(1) ≥ 1 follows from the monotonicity of Nv,0
and Lemma 3.13. If the upper bound fails to hold for some δ ∈ (0, 1), there exists a sequence
vk = (v
+
k , v
−
k ) ∈ Fδ, k = 1, 2, . . ., with v+k (0) = v−k (0), and a sequence of pairs of hyperplanes
Pk = P
+
k ∪ P−k with α0 ≤ ∠Pk < π satisfying
(5.1)
∫
B1(0)
(v+k − p+k )2 + (v−k − p−k )2 ≤
1
k
,
and yet Nvk,0(1) > 1 + δ for all k. In view of Proposition 3.3, part (2), the inequality (5.1) implies
that
∫
B1(0)
(p+k )
2 + (p−k )
2 ≤ C for each k where C = C(n). Passing to a subsequence, Pk → P for
some pair of hyperplanes P = P+ ∪ P− with α0 ≤ ∠P < π. By (5.1) again, the sequence {vk}
converges to p ≡ (p+, p−) in L2(B1(0)), and by Lemma 3.1, the convergence is in W 1,2(B1(0)).
Thus Nvk,0(1) → Np,0(1). But since p is homogeneous of degree 1, Np,0(1) = 1. This proves the
lemma. 
Lemma 5.4. Let θ ∈ (0, 1/8), δ ∈ (0, 1) and α ∈ (0, π). There exists a number ǫ = ǫ(n, θ, δ, α) ∈
(0, 1) such that the following holds. If P = P
+ ∪ P− is a pair of hyperplanes of Rn+1 with
π > ∠P ≥ α, v = (v+, v−) ∈ Fδ, v+(0) = v−(0) = 0,∫
B1(0)
dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P ) ≤ ǫ and if∫
B1(0)\SP (θ/16)
(v+ − p+)2 + (v− − p−)2 ≤ ǫ,
where SP (σ) =
{
x ∈ Rn × {0} : dist (x, π (P+ ∩ P−)) ≤ σ
}
, then there exists a pair of hyperplanes
P˜ = P˜+ ∪ P˜− of Rn+1 such that
(θ)−n−2
∫
Bθ(0)
dist2 ((x, v+(x)), P˜ ) + dist2 ((x, v−(x)), P˜ )
≤ Cθ2 ∫B1(0) dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P )
and
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(θ)−n−2
∫
Bθ(0)\S eP (θ
2
/16)
(v+ − p˜+)2 + (v− − p˜−)2
≤ Cθ2 ∫B1(0) dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P )
Here C = C(n) ∈ (0,∞).
Proof. By the definition of Fδ , there exists a sequenceMk of hypersurfaces in Ib with H
n (Mk∩B
n+1
2 (0))
ωn2n
≤
3− δ and a sequence Lk of affine hyperplanes converging to Rn ×{0} such that EˆMk(3/2, Lk)→ 0
and the blow-up of {Mk} off {Lk} (as described in Section 3) is (v+, v−). Since
∫
B1(0)\SP (θ/16)
(v+−
p+)2 + (v− − p−)2 ≤ ǫ, if ǫ = ǫ(n, α) is sufficiently small, it follows from Lemma 3.11 part (8)
that v+ 6≡ v− in any ball Bσ(0), 0 < σ ≤ 1. Thus, since v+(0) = v−(0), we have by the re-
mark following Lemma 3.8 that possibly after taking a subsequence of {k} which we continue
to denote {k}, there exists Zk = (Z ′k, Zn+1k ) ∈ Mk ∩ (B1(0) × R) such that ΘMk(Zk) ≥ 2 and(
Z ′k,
Zn+1k
Eˆk
)
→ (0, 0). Let M˜k ≡ ηZk, 1−|Zk|Mk. By the monotonicity of mass ratio, for sufficiently
large k,
Hn (fMk∩Bn+12 (0))
ωn2n
≤ 3−δ/2 and the blow-up, as in Section 3, of the sequence of hypersurfaces
M˜k off the sequence (1− |Zk|)−1(Lk − Zk) of affine hyperlanes is also (v+, v−). Thus, by replacing
the original sequence Mk with M˜k, we may assume that 0 ∈ Mk and ΘMk(0) ≥ 2 for all k so that
the hypotheses (1) and (2) of Lemma 4.2 are satisfied with Mk in place of M and δ/2 in place of δ.
By hypothesis we have∫
B1(0)
dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P ) ≤ ǫ
which together with the squared triangle inequality dist2 (X,P ) ≤ 2dist2 (Y, P )+2|X−Y |2 implies,
for sufficiently large k, that
(5.2)
∫
B1(0)
dist2
((
x,
ψk(x)u
+
k (x)
Eˆk
)
, P
)
+ dist2
((
x,
ψk(x)u
−
k (x)
Eˆk
)
, P
)
≤ 4ǫ
where the notation is as in (3.4) and (3.12). Let P k = graph Eˆkp
+ ∪ graph Eˆkp−. Then
∫
Mk∩(B1(0)×R)
dist2 (X,P k) =
∫
G+k ∩(B1(0)×R)
dist2 (X,P k)
+
∫
G−k ∩(B1(0)×R)
dist2 (X,P k)
+
∫
(Mk\Gk)∩(B1(0)×R)
dist2 (X,P k)
≤ C
∫
B1(0)
dist2 ((x, ψk(x)u
+
k (x)), P k) + dist
2 ((x, ψk(x)u
−
k (x)), P k)
+CEˆ2+µk(5.3)
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where C = C(n). The inequality in the above follows from the estimates (3.9), (3.10) together with
the general fact that if L = graph ℓ is a hyperplane of Rn+1, where ℓ : Rn × {0} → R is given by
ℓ(x′) = a · x′ for some a ∈ Rn × {0}, then for any point (x′, xn+1) ∈ Rn+1 and any number λ > 0,
(5.4) dist2 ((x′, λxn+1), Lλ) =
λ2(1 + |a|2)
1 + λ2|a|2 dist
2 ((x′, xn+1), L),
where Lλ = graphλℓ. By the inequalities (5.2) and (5.3), we have that for all sufficiently large k,
(5.5)
∫
Mk∩(B1(0)×R)
dist2 (X,P k) ≤ CǫEˆ2k.
Now note that there exists a constant C1 ∈ (0, 1) depending only on α such that
(5.6) dH (P ∩ (B1/2(0)×R), L ∩ (B1/2(0) ×R)) ≥ C1
for any affine hyperplane L. In view of (5.5), given any τ ∈ (0, 1), if ǫ = ǫ(n, θ, δ, τ) is sufficiently
small, we may apply Lemma 4.2 with θ = θ, P in place of P 0, δ/2 in place of δ and Mk in place of
M. Lemma 4.2 then gives for each k either a pair of hyperplanes P˜k = P˜
+
k ∪ P˜−k with
(5.7) d2H (P˜k ∩ (B1(0)×R), P k ∩ (B1(0) ×R) ≤ C
∫
Mk∩(B1(0)×R)
dist2 (x, P k)
such that
(5.8) θ
−n−2
∫
Mk∩(Bθ(0)×R)
dist2 (x, P˜k) ≤ Cθ2
∫
Mk∩(B1(0)×R)
dist2 (x, P k)
where C = C(n), or an affine hyperplane L˜k with dH (L˜k ∩ (B1(0)×R), Lk ∩ (B1(0)×R)) ≤ CEˆk,
C = C(n), satisfying
(5.9)
∫
Mk∩(B1/2(0)×R)
dist2 (x, L˜k) ≤ τEˆ2k .
However, if (5.9) holds for infinitely many k, we see by dividing (5.9) by Eˆ2k and passing to the limit
as k →∞ that ∫B1(0)(v+ − ℓ)2 + (v− − ℓ)2 ≤ τ for some affine function ℓ, which, in view of (5.6),
contradicts the hypothesis
∫
B1(0)\SP (θ/16)
(v+−p+)2+(v−−p−)2 ≤ ǫ provided τ = τ(n,C1) ∈ (0, 1)
(hence τ = τ(n, α)) is chosen sufficiently small. (Here C1 is as in (5.6.)) Thus if ǫ = ǫ(n, θ, δ, α)
is chosen sufficiently small, option (5.9) cannot occur for infinitely many k, and hence we must
have (5.8) for all sufficiently large k. It follows, upon dividing the inequality (5.8) by Eˆ2k and
letting k → ∞ after possibly passing to a subsequence, (and using the estimates (5.3), (5.7) and
Hn((Mk \Gk) ∩ (B1(0) ×R)) ≤ C Eˆ2+µk ) that for some pair of hyperplanes P˜ ,
θ
−n−2
∫
Bθ(0)
dist2 ((x, v+(x)), P˜ ) + dist2 ((x, v−(x)), P˜ )
≤ Cθ2 ∫B1(0) dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P )(5.10)
where C = C(n). The remaining claim follows directly from conclusion (b)(iii) of Lemma 4.2. The
lemma is thus proved. 
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The next lemma says that if the graph of w = 12(v
+ − v−) stays close, in B1(0)×R, to a pair of
n-dimensional half-spaces of Rn+1 meeting at an angle < π along an (n− 1)-dimensional axis, and
if Zw is the zero set of w, then Zw ∩B1/2(0) cannot have too large a gap.
Lemma 5.5. Let (v+, v−) ∈ Fδ, w = 12(v+−v−) and γ ∈ (0, 1/2). Suppose that
∫
B1(0)
(w−L)2 ≤ γ
where L : Rn × {0} → R+ ∪ {0} is such that graphL is equal to the union of two n-dimensional
half-spaces of Rn+1 meeting along Rn−1 × {(0, 0)}, each making the same angle β ∈ (0, π/2) with
Rn ×{0}. If Br(q)∩Zw = ∅ for some q ∈ (Rn−1×{(0, 0)}) ∩Bn+11/2 (0) and r > 0, then r ≤ Cγ1/2n
where C depends only on n and β.
Proof. Let Q = {x ∈ B1(0) : |w(x) − L(x)| ≥ γ1/4}. Since
∫
B1(0)
(w − L)2 ≤ γ, it follows that
(5.11) Ln(Q) ≤ γ1/2.
Suppose Br(q) ∩ Zw = ∅ for some q ∈ (Rn−1 × {(0, 0)}) ∩ B1/2(0) and r > 0. Then by Propo-
sition 3.11, part (6), w is harmonic (and positive) in Br(q), so that by the Harnack inequality we
have that
(5.12) supBr/2(q) w ≤ 3n infBr/2(q) w.
With µ = µ(n) ∈ (0, 1/2) to be chosen, let Λ = Ln(B1(0) ∩ (Rn−1 × [−µ, µ])). If r is such that
Λ
(
r
2
)n
> γ1/2, then in view of (5.11), there must exist a point x0 ∈ Br/2(q)∩(Rn−1×[−µr/2, µr/2])
with |w(x0)− L(x0)| < γ1/4. Then, w(x0) ≤ γ1/4 + C1µr where C1 = C1(β), so that
(5.13) infBr/2(q) w ≤ γ1/4 + C1µr.
On the other hand, choosing µ′ = µ′(n) ∈ (0, 1/2) such that Λ′ ≡ Ln(B1(0)∩(Rn−1×[−µ′, µ′])) <
ωn
4 , if r also satisfies (ωn − Λ′)
(
r
2
)n
> γ1/2, then, again in view of (5.11), there must exist a
point x1 ∈ Br/2(q) \ (Rn−1 × [−µ′r/2, µ′r/2]) such that |w(x1) − L(x1)| < γ1/4. Then w(x1) >
L(x1)− γ1/4 ≥ C1µ′r − γ1/4 and hence
(5.14) supBr/2(q) w ≥ C1µ′r − γ1/4.
Taking µ = µ
′
2·3n and combining the inequalities (5.12), (5.13) and (5.14), we then have that
r ≤ Cγ1/4 where C = C(β, n). Thus in all cases, r ≤ Cγ1/2n. 
Lemma 5.6. Let α ∈ (0, π) and δ ∈ (0, 1). There exist numbers ǫ = ǫ(n, δ, α) ∈ (0, 1) and
κ = κ(n, α) ∈ (0, 1) such that the following is true. If P˜0 = P˜+0 ∪ P˜−0 is a pair of hyperplanes
with α ≤ ∠P˜0 < π, p˜+0 + p˜−0 ≡ 0, and if (v+, v−) ∈ Fδ satisfies v+(0) = v−(0) = 0, and∫
B1(0)
(v+ − p˜+0 )2 + (v− − p˜−0 )2 ≤ ǫ, then there exist two harmonic functions v1, v2 : Bκ(0) → R
such that v+|Bκ(0) = max {v1, v2} and v−|Bκ(0) = min {v1, v2}. Furthermore, the vanishing order of
v1 − v2 at any point z ∈ Bκ(0) where v1(z) = v2(z) is equal to 1.
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Proof. The hypotheses
(5.15)
∫
B1(0)
(v+ − p˜+0 )2 + (v− − p˜−0 )2 ≤ ǫ
and α ≤ ∠P˜0 together with the fact that E21 =
∫
B1(0)
(v+)2+ (v−)2 ≤ (32)n+2 (Proposition 3.3, part
(2)) imply that
(5.16) Λ ≤
∫
B1(0)
(p˜+0 )
2 + (p˜−0 )
2 ≤ 2
(
3
2
)n+2
+ 2ǫ
for some Λ = Λ(n, α) > 0, and consequently that
(5.17) E21 =
∫
B1(0)
(v+)2 + (v−)2 ≥ Λ
2
− ǫ ≥ Λ
4
,
provided ǫ = ǫ(n, α) < Λ/4.
Set P 0 = graph
1
E1
p˜+0 ∪ graph 1E1 p˜
−
0 and S
(0) = {x ∈ Rn × {0} : dist (x, π (P+0 ∩ P−0 )) ≤ θ/16}.
Note that inequality (5.15) implies that
∫
B1(0)
dist2 ((x, v˜+1 (x)), P 0) + dist
2 ((x, v˜−1 (x)), P 0)(5.18)
≤
∫
B1(0)
(v˜+1 − p+0 )2 + (v˜−1 − p−0 )2
≤
(
2
3
)−n−2 4ǫ
Λ
(notation as in (3.28)) which of course in particular says that
(5.19)
∫
B1(0)\S(0)
(v˜+1 − p+0 )2 + (v˜−1 − p−0 )2 ≤
(
2
3
)−n−2 4ǫ
Λ
.
Since ∠P˜0 ∈ [α, π) and E21 ≤
(
3
2
)n+2
, we have that
(5.20) α0 ≤ ∠P 0 < π
for some α0 = α0(n, α) > 0. Now choose θ = θ(n) ∈ (0, 1) such that
Cθ <
1
4
where C = C(n) is as in Lemma 5.4. If we then choose ǫ = ǫ(n, δ, α) so that
(5.21)
(
2
3
)−n−2 4ǫ
Λ
< ǫ(n, θ, δ, α0)
where ǫ is as in Lemma 5.4, we may apply Lemma 5.4 with P 0 in place of P , α0 in place of α, θ in
place of θ and v˜1 in place of v to conclude that there exists a pair of hyperplanes P˜1 such that
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θ−n−2
∫
Bθ(0)
dist2((x, v˜+1 (x)), P˜1) + dist
2 ((x, v˜−1 (x)), P˜1)
≤ Cθ2 ∫B1(0) dist2 ((x, v˜+1 (x)), P 0) + dist2 ((x, v˜−1 (x)), P 0) and(5.22)
θ−n−2
∫
Bθ(0)\S eP1
(θ2/16)
(v˜+1 − p˜+1 )2 + (v˜−1 − p˜−1 )2
≤ Cθ2 ∫B1(0) dist2 ((x, v˜+1 (x)), P 0) + dist2 ((x, v˜−1 (x)), P 0)(5.23)
where C = C(n) is as in Lemma 5.4 and S eP1(σ) = {x ∈ Rn × {0} : dist (x, π (P˜+1 ∩ P˜−1 )) ≤ σ}.
Now, if ǫ ≤ ǫ1(n, α, 1/2) where ǫ1 is as in Lemma 5.3, we have by Lemmas 5.2, 3.5 and 5.3 that
(5.24) 1 ≥ E
2
θ
E21
≥ θ2(Nv(1)−1) ≥ θ.
Setting
P 1 = graph
E1
Eθ p˜
+
1 ∪ graph
E1
ǫθ
p˜−1 ,
we conclude from (5.22), (5.23), (5.24) and (5.4) (with λ = E1Eθ ∈ [1, θ−1/2], so that dist
2 ((x′, λxn+1), Lλ) ≤
θ−1dist2 ((x′, xn+1), L), where L, Lλ are as in (5.4)) that∫
B1(0)
dist2 ((x, v˜+θ (x)), P 1) + dist
2 ((x, v˜−θ (x)), P 1)
≤ Cθ ∫B1(0) dist2 ((x, v˜+1 (x)), P 0) + dist2 ((x, v˜−1 (x)), P 0)
≤ 4−1ǫ2 and(5.25)
∫
B1(0)\S(1)
(v˜+θ − p+1 )2 + (v˜−θ − p−1 )2
≤ Cθ ∫B1(0) dist2 ((x, v˜+1 (x)), P 0) + dist2 ((x, v˜−1 (x)), P 0)
≤ 4−1ǫ2(5.26)
where S(1) = {x ∈ Rn × {0} : dist (x, π (P+1 ∩ P−1 )) ≤ θ/16} and ǫ2 =
(
2
3
)−2n−2 4ǫ
Λ .
We claim that for each j = 1, 2, . . . , we can find a pair of hyperplanes P j such that∫
B1(0)
dist2 ((x, v˜+
θj
(x)), P j) + dist
2 ((x, v˜−
θj
(x)), P j)
≤ Cθ
∫
B1(0)
dist2 ((x, v˜+
θj−1
(x)), P j−1) + dist
2 ((x, v˜−
θj−1
(x)), P j−1) and(5.27)
∫
B1(0)\S(j)
(v˜+
θj
− p+j )2 + (v˜−θj − p−j )2
≤ Cθ
∫
B1(0)
dist2 ((x, v˜+
θj−1
(x)), P j−1) + dist
2 ((x, v˜−
θj−1
(x)), P j−1)(5.28)
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where S(j) = {x ∈ Rn × {0} : dist (x, π (P+j ∩ P−j )) ≤ θ/16}. We prove this by induction. Note
that by (5.25) and (5.26), the assertion is true for j = 1. Suppose that it holds for all j = 1, 3, . . . , i
for some i. Thus∫
B1(0)
dist2 ((x, v˜+
θi
(x)), P i) + dist
2 ((x, v˜−
θi
(x)), P i)
≤ Cθ
∫
B1(0)
dist2 ((x, v˜+
θi−1
(x)), P i−1) + dist
2 ((x, v˜−
θi−1
(x)), P i−1)
≤ (Cθ)i ∫
B1(0)
dist2 ((x, v˜+1 (x)), P 0) + dist
2 ((x, v˜−1 (x)), P 0)
≤ 4−iǫ2,(5.29)
∫
B1(0)\S(j)
(v˜+
θj
− p+j )2 + (v˜−θj − p−j )2
≤ Cθ
∫
B1(0)
dist2 ((x, v˜+
θj−1
(x)), P j−1) + dist
2 ((x, v˜−
θj−1
(x)), P j−1)
≤ 4−jǫ2 and(5.30)
(5.31)
∫
B1(0)\S(j−1)
(v˜+
θj−1
− p+j−1)2 + (v˜−θj−1 − p−j−1)2 ≤ 4−(j−1)ǫ2
for j = 1, 3, . . . , i. Writing P˜j = graph
E
θj
E
θj−1
p+j ∪ graph
E
θj
E
θj−1
p−j and using the fact that Eθj ≤ Eθj−1
(by Lemma 5.2), we see from the inequality (5.30) that
(5.32) θ−n−2
∫
Bθ(0)\S ePj
(θ2/16)
(v˜+
θj−1
− p˜+j )2 + (v˜−θj−1 − p˜−j )2 ≤ 4−jǫ2
for j = 1, 2, . . . , i, which together with the inequality (5.31) implies, by the triangle inequality and
homogeneity of P˜j , P j−1, that
(5.33)
∫
B1(0)
(p˜+j − p+j−1)2 + (p˜−j − p−j−1)2 ≤ C˜14−(j−1)ǫ2
for j = 1, 3, . . . , i, where C˜1 = C˜1(n, α). Therefore,
(5.34) ‖p˜+j − p˜−j ‖L2(B1(0)) ≥ ‖p+j−1 − p−j−1‖L2(B1(0)) − 2
√
C˜1ǫ2 2
−(j−1)
and hence, by the definition of p˜±j and the fact that Eθj ≤ Eθj−1 ,
(5.35) ‖p+j − p−j ‖L2(B1(0)) ≥ ‖p+j−1 − p−j−1‖L2(B1(0)) − 2
√
C˜1ǫ2 2
−(j−1).
Summing over j, we conclude from this that
(5.36) ‖p+i − p−i ‖L2(B1(0)) ≥ ‖p+0 − p−0 ‖L2(B1(0)) − 4
√
C˜1ǫ2.
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By inequality (5.30), Proposition 3.3, part (2) and homogeneity of p±j , it follows that
∫
B1(0)
(p+j +
p−j )
2 ≤ C for some fixed constant C = C(n) ∈ (0,∞), and hence, provided ǫ = ǫ(n, α) is sufficiently
small, we have from the estimate (5.36) that
π > ∠P i ≥ β
where β = β(n, α) ∈ (0, π/2) is a fixed angle. Thus, since (v˜+
θj
, v˜−
θj
) ∈ Fδ, we may apply Lemma 5.4
with θ in place of θ, b in place of α, (v˜+
θi
, v˜−
θi
) in place of (v+, v−) and P i in place of P to conclude
that there exists a pair of hyperplanes P˜i+1 such that
θ−n−2
∫
Bθ(0)
dist2((x, v˜+
θi
(x)), P˜i+1) + dist
2 ((x, v˜−
θi
(x)), P˜i+1)
≤ Cθ2 ∫B1(0) dist2 ((x, v˜+θi(x)), P i) + dist2 ((x, v˜−θi(x)), P i) and(5.37)
θ−n−2
∫
Bθ(0)\S ePi+1
(θ2/16)
(v˜+
θi
− p˜+i+1)2 + (v˜−θi − p˜−i+1)2
≤ Cθ2 ∫B1(0) dist2 ((x, v˜+θi(x)), P i) + dist2 ((x, v˜−θi(x)), P i).(5.38)
It follows from the triangle inequality, the inequalities (5.30), (5.38) and homogeneity of P˜i+1, P i
that
(5.39)
∫
B1(0)
(p˜+i+1 − p+i )2 + (p˜−i+1 − p−i )2 ≤ C˜14−iǫ2
where C˜1 = C˜1(n, α) is as in (5.33).
Note again that by Lemmas 5.2, 3.5, the monotonicity of the frequency function Nv(·) and
Lemma 5.3, we have
(5.40) 1 ≥ E
2
θi+1
E2
θi
≥ θ2(Nv(1)−1) ≥ θ
so setting P i+1 = graph
Eθi
Eθi+1
p˜+i+1 ∪ graph
Eθi
Eθi+1
p˜−i+1 and using the bound (5.40), we obtain from
(5.37), (5.38) and (5.4) that∫
B1(0)
dist2 ((x, v˜+
θi+1
(x)), P i+1) + dist
2 ((x, v˜−
θi+1
(x)), P i+1)
≤ Cθ ∫B1(0) dist2 ((x, v˜+θj (x)), P j) + dist2 ((x, v˜−θj (x)), P j) and(5.41) ∫
B1(0)\S(i+1)
(v˜+
θi+1
− p+i+1)2 + (v˜−θi+1 − p−i+1)2
≤ Cθ ∫B1(0) dist2 ((x, v˜+θi(x)), P i) + dist2 ((x, v˜−θi(x)), P i)(5.42)
where S(i+1) = {x ∈ Rn × {0} : dist (x, π (P+i ∩ P−i )) ≤ θ/16}. This completes the induction.
We thus obtain a sequence of pairs of hyperplanes P j , j = 1, 2, 3, . . . satisfying (5.29) and (5.30).
Now let P±j = graph Eθjp±j . Then (5.29), (5.30) and (5.4) say that
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(5.43)
(
2
3
θj
)−n−2 ∫
B 2
3 θ
j (0)
dist2 ((x, v+(x)), Pj) + dist
2 ((x, v−(x)), Pj) ≤ 4−j
(
3
2
)n+2
ǫ2 and
(5.44)
(
2
3
θj
)−n−2 ∫
B 2
3 θ
j (0)\SPj (θ
j+1/24)
(v+ − p+j )2 + (v− − p−j )2 ≤ 4−j
(
2
3
)n+2
ǫ2
for all j = 0, 1, 2, . . ., where we have used the fact that Eθj ≤ E1 ≤
(
3
2
)n+2
. By the triangle inequality
and the homogeneity of Pj , Pj−1, (5.44) implies that
(5.45) ‖(p+j , p−j )− (p+j−1, p−j−1)‖L2(B1(0)) ≤ C4−(j−1)ǫ2
where C = C(n, α). i.e. that (p+j , p
−
j ) is a Cauchy sequence. Hence there exists a pair of hyperplanes
P such that Pj → P. We then have by the triangle inequality and the inequalities (5.43), (5.44)
and (5.45) that
(5.46) (
2
3
θj)−n−2
∫
B 2
3 θ
j (0)
dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P ) ≤ C4−jǫ,
(5.47)
(
2
3
θj
)−n−2 ∫
B 2
3 θ
j (0)\SPj (θ
j+1/24)
(v+ − p+)2 + (v− − p−)2 ≤ C4−jǫ and
(5.48) ‖(p+j , p−j )− (p+, p−)‖L2(B1(0)) ≤ C4−jǫ
for all j = 0, 1, 2, . . ., where C = C(n, α). Now, given any ρ ∈ (0, 1/4), there exists a unique
non-negative integer j⋆ such that 23θ
j⋆+1 ≤ ρ < 23θj
⋆
. Using the estimates (5.46), (5.47) and (5.48)
with j = j⋆, we obtain that
(5.49) ρ−n−2
∫
Bρ(0)
dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P ) ≤ Cρµǫ,
(5.50) ρ−n−2
∫
Bρ(0)\SPj⋆ (ρ/16)
(v+ − p+)2 + (v− − p−)2 ≤ Cρµǫ and
(5.51) ‖(p+j⋆ , p−j⋆)− (p+, p−)‖L2(B1(0)) ≤ Cρµǫ
where C = C(n, α) > 0 and µ = µ(n, α) > 0. Since (5.51) implies
(5.52) dH (TPj⋆ ∩Bρ(0), TP ∩Bρ(0)) ≤ Cρ1+µǫ
where C = C(n, α) and TP denotes the orthogonal projection of the axis P
+ ∩ P− of P onto
Rn × {0}, we deduce from (5.50) that
(5.53) ρ−n−2
∫
Bρ(0)\SP (ρ/8)
(v+ − p+)2 + (v− − p−)2 ≤ Cρµǫ and
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provided Cǫ ≤ 1/16, where C is as in (5.52). Thus, we have the estimates (5.49) and (5.53) for all
ρ ∈ (0, 1/4] provided ǫ = ǫ(n, α) ∈ (0, 1) is sufficiently small. Note also that (5.48) in particular
says
(5.54) ‖(p+, p−)− (p˜+0 , p˜−0 )‖L2(B1(0)) ≤ Cǫ
where C = C(n, α), which implies that if ǫ = ǫ(n, α) is sufficiently small, P must be a transverse
pair of hyperplanes with α/2 ≤ ∠P < π. Hence, provided ǫ = ǫ(n, α) ∈ (0, 1) is chosen sufficiently
small, the estimate of Lemma 3.10, part (b) together with the estimate (5.53) implies that
(5.55) Zw ∩ (Bρ(0) \ SP (ρ/8)) = ∅ for each ρ ∈ (0, 1/4]
where Zw = {z : v+(z) = v−(z)}. i.e. that Zw ∩B1/4(0) is contained in a cone with vertex at the
origin, axis the orthogonal projection of the axis of P onto Rn × {0} and with a fixed cone angle
depending only on n.
Next we argue that provided ǫ = ǫ(n, α) is sufficiently small, the decay estimates (5.49), (5.53)
and the cone condition (5.55) hold uniformly for each “base point” z ∈ Zw sufficiently close to the
origin, with a unique choice of a pair of affine hyperplanes Pz depending on z. So let z ∈ B1/4(0) be
such that v+(z) = v−(z). Set V (z)±(x) = v˜±z,1/2(x) for x ∈ B1(0) where the notation is as in (3.29).
Then (V (z)+, V (z)−) ∈ Fδ and V (z)±(0) = 0. Note that by the standard estimates for harmonic
functions we have that, since y = h(z),
(5.56) |y|, |Dh(z)| ≤ C|z|
(∫
B1(0)
(v+)2 + (v−)2
)1/2
≤ C|z|
for all z ∈ B1/4(0), where C = C(n). Also note that it follows from the inequality (5.15) that
provided ǫ = ǫ(nα) ∈ (0, 1) is sufficiently small,
(5.57) C˜ ≥ E2z,1/2 ≥ C > 0
where C˜ = C˜(n) and C = C(n, α).
Now set p˜(z)±(x) = 12Ez,1/2 p˜
±
0 (x). Then π > ∠P˜
(z) ≥ α˜, where a˜ = a˜(n, α) > 0. It is then easy to
see directly from the definition of V (z)± and the estimates (5.56) that there exists γ = γ(n, α) > 0
and κ = κ(n, α) > 0 such that for all z ∈ Bκ(0) with v+(z) = v−(z),∫
B1(0)
(
V (z)+ − p˜(z)+
)2
+
(
V (z)− − p˜(z)−
)2
≤ 3
n+2
E2z,1/2
∫
B1/3(z)
(v+(x)− 1
3
p˜+0 (3x− z))2
+ (v−(x)− 1
3
p˜−0 (3x− z))2 dx
≤ 2 · 3
n+2
E2z,1/2
∫
B1(0)
(v+(x)− p˜+0 (x))2 + (v−(x)− p˜−0 (x))2
+
(
p˜+0 (x)− p˜+0
(
x− z
3
))2
+
(
p˜−0 (x)− p˜−0
(
x− z
3
))2
dx
A REGULARITY AND COMPACTNESS THEORY 45
≤ 2 · 3
n+2
E2z,1/2
∫
B1(0)
(v+ − p˜+0 )2 + (v− − p˜−0 )2 + C|z|2
≤ ǫ(5.58)
where C = C(n, α) and ǫ = ǫ(n, α˜) is as in the argument (with α˜ in place of α) leading to the
estimates (5.49) and (5.53), provided
∫
B1(0)
(v+ − p˜+0 )2 + (v− − p˜−0 )2 ≤ γǫ.
Therefore, if the hypotheses of the lemma are satisfied with γǫ in place of ǫ, we may repeat the
argument leading to the estimates (5.49), (5.53), (5.54) and the cone condition (5.55) with V (z)±
in place of v± and p˜(z)± in place of p˜±0 . This will yield for each z ∈ Bκ(0) with v+(z) = v−(z) a
pair of transverse hyperplanes Pz = P
+
z ∪ P−z satisfying
(5.59) ρ−n−2
∫
Bρ(z)
dist2 ((x, v+(x)), (z, y) + Pz) + dist
2 ((x, v−(x)), (z, y) + Pz) ≤ Cρµǫ,
(5.60) ρ−n−2
∫
Bρ(z)\S(z,y)+Pz (ρ/8)
(v+(x)− (y + p+z (x− z)))2 + (v−(x)− (y + p−z (x− z)))2 ≤ Cρµǫ,
(5.61) ‖(p+z , p−z )− (p˜+0 , p˜−0 )‖L2(B1(0)) ≤ Cǫ and
(5.62) Zw ∩ (Bρ(z) \ S(z,y)+Pz(ρ/8)) = ∅
for all ρ ∈ (0, 1/12). Here y = v+(z) = v−(z) and C = C(n, α).
Note that by the estimates (5.60), (5.61), Lemma 5.2 and the triangle inequality, it follows that
for each z ∈ Bκ(0) and ρ ∈ (0, 1/12),
(5.63) C ≤ Ez,ρ ≤ C˜
for fixed C = C(nα) > 0 and C˜ = C˜(n) <∞.
Next we assert that Zw ∩ Bκ/2(0) projects fully onto the axis P˜+0 ∩ P˜−0 ∩ Bκ/2(0). To see this,
first note that since p˜+0 + p˜
−
0 ≡ 0 by hypothesis, we have that P˜+0 ∩ P˜−0 ⊂ Rn ×{0}. For notational
convenience, (and without loss of generality, by making an orthogonal rotation of Rn ×{0}) let us
assume that P˜+0 ∩ P˜−0 = Rn−1 × {(0, 0)}. If there is a point (ξ, 0, 0) ∈ (Rn−1 × {(0, 0)}) ∩Bκ/2(0)
with p−1(ξ, 0, 0) ∩ Zw = ∅, where p : Rn × {0} → Rn−1 × {(0, 0)} is the orthogonal projection,
then, since Zw is a closed set, there must exist r > 0 such that
(5.64) (Bn−1r (ξ, 0, 0) ×R× {0}) ∩ Zw = ∅ and
(B
n−1
r (ξ, 0, 0) ×R× {0}) ∩ Zw 6= ∅.
Choose z ∈ (Bn−1r (ξ, 0, 0) ×R× {0}) ∩ Zw.
Note next the following fact: Let α1 ∈ (0, π). Then for any given η, there exists ζ = ζ(α1, η) with
ζ ↓ 0 as η ↓ 0 such that if v = (v+, v−) ∈ Fδ satisfies
∫
B1(0)
dist2 ((x, v+(x)), P1)+dist
2 ((x, v−(x)), P1) ≤
ζ and
∫
B1(0)\SP1 (1/8)
(v+−p+1 )2+(v−−p−1 )2 ≤ ζ for some pair of hyperplanes P1 with α1 ≤ ∠P1 < π,
then
∫
B1(0)
(w − L1)2 ≤ η where w = 12(v+ − v−) and L1 = 12 (p+1 − p−1 ). (This can easily be seen
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by arguing by contradiction.) Since the estimates (5.59) and (5.60) say that for each ρ ∈ (0, 1/8),∫
B1(0)
dist2 ((x, v˜+z,ρ(x)), P
(ρ)
z )+dist
2 ((x, v˜−z,ρ(x)), P
(ρ)
z ) ≤ Cρµǫ and
∫
B1(0)\S
P
(ρ)
z
(1/8)(v˜
+
z,ρ−p(ρ)+z )2+
(v˜−z,ρ − p(ρ)−z )2 ≤ Cρµǫ where p(ρ)±z = 1Ez,ρ p±z and the estimates (5.63) say that P
(ρ)
z satisfies
α1 ≤ ∠P (ρ)z < π for some α1 = α1(n, α) > 0, it follows that for any given η ∈ (0, 1/2), there
exists ρ = ρ(n, α, η) ∈), 1/2) such that ∫B1(0)(w˜z,ρ − L(ρ)z )2 ≤ η where w˜z,ρ = 12(v˜+z,ρ − v˜−z,ρ) and
L
(ρ)
z =
1
2(P
(ρ) +
z − P (ρ)−z ). Thus, we may apply Lemma 5.5 with v˜±z,ρ in place of v± for a suitable
choice of sufficiently small ρ ∈ (0, r/4) to arrive at a contradiction of (5.64). (Note that here we
have also used the fact that π (P
(ρ) +
z ∩ P (ρ)−z ) remains close to P˜+0 ∩ P˜−0 as ρ ↓ 0, which follows
from the estimate (5.61).) Hence Zw ∩Bκ/2(0) must have full projection onto P˜+0 ∩ P˜−0 ∩Bκ/2(0).
It then follows first from the estimates (5.59), (5.61) and (5.62) that Zw ∩Bκ/2(0) is equal to a
Lipschitz graph (over P˜+0 ∩ P˜−0 ∩Bκ/2(0)) and then by the estimate (5.60) that this graph is C1,µ.
This implies directly that the union of the graphs of v+, v− over Bκ/2(0) is equal to the union of
the graphs of two harmonic functions v1, v2 : Bκ/2(0) → R. Specifically, if we let Ω± denote the
two components of Bκ/2(0) \ Zw and define a function v1 on Bκ/2(0) by setting v1(x) = v+(x) if
x ∈ Ω+, and v1(x) = v−(x) if x ∈ Ω−, we see first by (5.59) that v1 ∈ C1(Bκ/2(0)) and then by
integration by parts that
∫
Bκ/2(0)
Dv1 · Dζ = ∫Bκ/2(0)∩Ω+ Dv1 ·Dζ + ∫Bκ/2(0)∩Ω− Dv1 · Dζ = 0 for
every ζ ∈ C1c (Bκ/2(0)). Thus v1 is harmonic. Similarly, we may define v2 : Bκ/2(0)→ R by setting
v2(x) = v−(x) if x ∈ Ω+, and v2(x) = v+(x) if x ∈ Ω−, and check that v2 is also harmonic.
Finally, since by (5.59) and (5.60) the tangent planes to the graphs of v1 and v2 at any point
(z, y) where v1(z) = v2(z) = y are transversely intersecting, it follows that the vanishing order of
v1 − v2 at such a point must be equal to 1. Thus the lemma holds with κ/2 in place of κ and γǫ
in place of ǫ. 
Definition: Given v = (v+, v−) ∈ Fδ, we shall call a point z ∈ B3/2(0) a branch point of v if there
exists no σ > 0 such that (graph v+ ∪ graph v−) ∩ (Bσ(z)×R) is equal to the union of the graphs
of two harmonic functions over Bσ(z).
Remark: It follows directly from Proposition 3.3(2) and Proposition 3.11 (5) that if z is a branch
point of v = (v+, v−), then z ∈ Zw, i.e. that v+(z) = v−(z). Furthermore, if v+ ≡ v−, then v± are
each harmonic, so no point z ∈ B3/2(0) is a branch point in this case.
Using Lemma 5.6 and adapting techniques due to L. Simon [Sim93], we establish in the next two
lemmas crucial uniform asymptotic decay estimates for any function v ∈ Fδ at a branch point.
Lemma 5.7. Let δ ∈ (0, 1). There exists a constant c = c(n, δ) > 0 such that the following is true.
If v = (v+, v−) ∈ Fδ, v+(0) = v−(0) = 0, Dh(0) = 0, where h = 12(v+ + v−), and if either
(a) the origin is a branch point of v or
(b) w 6≡ 0 and Nw(0) > 1, where w = 12(v+ − v−),
then ∫
B1(0)\B1/2(0)
(
∂(v+/R)
∂R
)2
+
(
∂(v−/R)
∂R
)2
≥ c
∫
B1(0)
(v+)2 + (v−)2.
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Proof. If the lemma is not true, there exists a sequence of functions vk = (v
+
k , v
−
k ) ∈ Fδ satisfying
v+k (0) = v
−
k (0) = 0 and Dhk(0) = 0 where hk =
1
2 (v
+
k + v
−
k ), such that for each k, either the origin
is a branch point of vk (in which case wk 6≡ 0, where wk = 12(v+k − v−k ) or wk 6≡ 0 and Nwk(0) > 1,
and
(5.65)
∫
B1(0)\B1/2(0)
(
∂(v+k /R)
∂R
)2
+
(
∂(v−k /R)
∂R
)2
≤ 1
k
∫
B1(0)
(v+k )
2 + (v−k )
2.
Let v˜±k (x) =
3
2
v±k (2x/3)“R
B1(0)
(v+k )
2+(v−k )
2
”1/2 . Then v˜k ≡ (v˜+k , v˜−k ) ∈ Fδ, and by Lemma 3.1, after passing
to a subsequence which we continue to denote {k}, (v˜+k , v˜−k ) → v = (v+, v−) ∈ Fδ where the
convergence is in W 1,2(Bσ(0)) for every σ ∈ (0, 3/2). By (5.65),
(5.66)
∫
B3/2(0)\B3/4(0)
(
∂(v˜+k /R)
∂R
)2
+
(
∂(v˜−k /R)
∂R
)2
≤ 1
k
(
3
2
)n−2
.
We claim that v cannot be identically equal to zero on B1(0). To see this, first note that for any
r, s ∈ (3/4, 3/2) and ω ∈ Sn−1, we have that∣∣∣∣ v˜k(r ω)r − v˜k(s ω)s
∣∣∣∣ = ∣∣∣∣∫ r
s
∂ (v˜k(Rω)/R)
∂ R
dR
∣∣∣∣ ≤ ∫ 3/2
3/4
∣∣∣∣∂ (v˜k(Rω)/R)∂ R
∣∣∣∣ dR
which implies, by the triangle inequality, Cauchy-Schwarz inequality and the fact that r, s ∈
(3/4, 3/2) that
|v˜k(r ω)|2 ≤ c
(
|v˜k(s ω)|2 +
∫ 3/2
3/4
Rn−1
∣∣∣∣∂ (v˜k(Rω)/R)∂ R
∣∣∣∣2 dR
)
where c = c(n) ∈ [1,∞). Integrating this with respect to ω yields∫
Sn−1
|v˜k(r ω)|2dω ≤ c
(∫
Sn−1
|v˜k(s ω)|2dω +
∫
B3/2(0)\B3/4(0)
∣∣∣∣∂ (v˜k/R)∂ R
∣∣∣∣2
)
where c = c(n) ∈ [1,∞). First multiplying both sides of the above by rn−1 and integrating with
respect to r over the interval (3/4, 3/2), and then multiplying both sides of the resulting inequality
by sn−1 and integrating it with respect to s over the interval (3/4, 1) gives∫
B3/2(0)\B3/4(0)
|v˜k|2 ≤ c
(∫
B1(0)\B3/4(0)
|v˜k|2 +
∫
B3/2(0)\B3/4(0)
∣∣∣∣∂ (v˜k/R)∂ R
∣∣∣∣2
)
where c = c(n) ∈ [1,∞). Since ‖v˜k‖2L2(B3/2(0)) =
(
3
2
)n+2
, this implies that(
3
2
)n+2
≤ c
(∫
B1(0)
|v˜k|2 +
∫
B3/2(0)\B3/4(0)
∣∣∣∣∂ (v˜k/R)∂ R
∣∣∣∣2
)
which in view of (5.66) immediately implies that v 6≡ 0 in B1(0). Hence, by Lemma 3.11, part
(8),
∫
∂ Bρ(0)
|v|2 > 0 for all ρ ∈ (0, 3/2). By (5.66) again, v is homogeneous of degree one in the
region B1 \ B3/4 which implies that Nv,0(ρ) = 1 for 3/4 ≤ ρ ≤ 1. (This can be seen easily by
the expression Nv,0(ρ) =
ρ d
dρ
R
Sn−1
|vˆρ|2
2
R
Sn−1
|vˆρ|2
where vˆρ(x) = v(ρx)). By Lemma 3.13, Nevk(0) ≥ 1, and
hence by Lemma 3.14, we have that Nv(0) ≥ 1. Hence by monotonicity of Nv,0(·), it follows that
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Nv,0(ρ) = 1 for every ρ ∈ (0, 1). By Lemma 3.6, this means that v is homogeneous of degree 1 from
the origin, and hence by lemma 3.12, graph v+ ∪ graph v− = P1 ∪ P2 for hyperplanes P1, P2. Thus,
if v+ is not identically equal to v−, by Lemma 5.6, for sufficiently large k, v+k = max {v1k, v2k} and
v−k = min {v1k, v2k} in Bκ(0) for some κ > 0, where v1k, v2k are harmonic functions in Bκ(0), each
equal to zero at the origin, and with the difference v1k − v2k having vanishing order at the origin
equal to 1. But this contradicts either of the hypotheses that vk has a branch point at 0 or that
Nwk(0) > 1. Thus we must have that v+ ≡ v− ≡ L for some linear function L. But then since
Dh˜k(0) = 0 for every k, where h˜k =
1
2(v˜
+
k + v˜
−
k ), and h˜k → 12(v+ + v−) smoothly in B1(0) (since
h˜k are harmonic with uniformly bounded L
2(B3/2(0)) norm), L would have to be identically zero,
which is impossible. The lemma is thus proved. 
Lemma 5.8. Let v = (v+, v−) ∈ Fδ, v+(0) = v−(0) = 0, and suppose either that the origin is a
branch point of v or that Nw(0) > 1. Then
ρ−n−2
∫
Bρ(0)
(v+ − l)2 + (v− − l)2 ≤ Cρν
∫
B1(0)
(v+)2 + (v−)2
for some linear function l : Rn × {0} → R and all ρ ∈ (0, 1/16). In fact, l(x) = Dh(0) · x where
h = 12(v
+ + v−). Here C = C(n, δ) ∈ (0,∞) and ν = ν(n, δ) ∈ (0, 1).
Proof. Let l(x) = Dh(0) · x. Note that there exists C = C(n) such that
(5.67) |Dh(0)| ≤ C
(∫
B1(0)
(v+)2 + (v−)2
)1/2
≤ C.
By the definition of Fδ , there exists a sequence of hypersurfaces Mk ∈ Ib and a sequence of
affine hyperplanes Lk → Rn×{0} such that the blow-up of {Mk} by the height excesses Eˆk of Mk
relative to Lk (as in Section 3) is (v
+, v−). For each k, let lk : R
n×{0} → R be the affine function
such that Lk = graph lk. Let
(
v+(l), v
−
(l)
)
be the blow-up produced by blowing up the Mk’s by their
height excesses Eˆ
(l)
k relative to the affine hyperplanes given by graph (lk + Eˆkl). Since by (5.67),
Eˆ
(l)
k
Eˆk
≤ C, where C = C(n) <∞, we have that
Cl
(
v+(l), v
−
(l)
)
= (v+ − l, v− − l)
where 0 < Cl ≤ C = C(n) <∞. (Note that here we are assuming that not both v+, v− are identical
to l; if this were the case, the lemma is trivially true.) It then follows that since
(
v+(l), v
−
(l)
)
∈ Fδ
(by the definition of Fδ), all the properties and estimates we have established for (v+, v−) will hold
with v± − l in place of v±. In particular, Lemma 3.8 (with z = 0, y = 0) holds with v+ − l, v− − l
in place of v+, v−. Thus
(5.68)
∫
Bρ/2(0)
R2−n
(
∂ (v+/R)
∂R
)2
+R2−n
(
∂ (v−/R)
∂R
)2
≤ Cρ−n−2
∫
Bρ(0)
(v+ − l)2 + (v− − l)2
for all ρ ∈ (0, 1/8), where C = C(n). On the other hand, applying Lemma 5.7 with (V˜ +, V˜ −) ≡
(v+ρ −l, v
−
ρ −l)“
ρ−n−2
R
Bρ(0)
(v+−l)2+(v−−l)2
”1/2 ∈ Fδ in place of (v+, v−), where v±ρ (x) = 1(2ρ/3)v±(23ρx) (noting that,
by definition of l, DH˜(0) = 0 where H˜ = 12(V˜
+ + V˜ −)), we have that
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∫
B2ρ/3(0)\Bρ/3(0)
(
∂(v+/R)
∂R
)2
+
(
∂(v−/R)
∂R
)2
≥ cρ−4
∫
B2ρ/3(0)
(v+ − l)2 + (v− − l)2
where c = c(n, δ) > 0, which gives, since R = |X| ≤ 2ρ/3 for X ∈ B2ρ/3(0), that
(5.69)∫
B2ρ/3(0)\Bρ/3(0)
R2−n
(
∂(v+/R)
∂R
)2
+R2−n
(
∂(v−/R)
∂R
)2
≥ cρ−n−2
∫
B2ρ/3(0)
(v+ − l)2 + (v− − l)2.
Replacing ρ with 3ρ/2 in the inequalities (5.68) and (5.69), and combining them gives
∫
Bρ(0)\Bρ/2(0)
R2−n
(
∂(v+/R)
∂R
)2
+ R2−n
(
∂(v−/R)
∂R
)2
≥ c
C
∫
Bρ/2(0)
R2−n
(
∂(v+/R)
∂R
)2
+R2−n
(
∂(v−/R)
∂R
)2
for ρ ∈ (0, 1/12). This implies that
∫
Bρ/2(0)
R2−n
(
∂(v+/R)
∂R
)2
+R2−n
(
∂(v−/R)
∂R
)2
≤ κ
∫
Bρ(0)
R2−n
(
∂(v+/R)
∂R
)2
+R2−n
(
∂(v−/R)
∂R
)2
where κ = κ(n, δ) = 11+ c
C
∈ (0, 1) (here C and c are as in inequalities (5.68) and (5.69)). By
iterating this starting with ρ = 1/16, we obtain that
∫
B
2−j
16
(0)
R2−n
(
∂(v+/R)
∂R
)2
+ R2−n
(
∂(v−/R)
∂R
)2
≤ κj
∫
B1/16(0)
R2−n
(
∂(v+/R)
∂R
)2
+R2−n
(
∂(v−/R)
∂R
)2
for every j = 1, 2, . . . . Combining this with inequalities (5.68) and (5.69), we have
(5.70)
(
2−j
16
)−n−2 ∫
B
2−j
16
(0)
(v+ − l)2 + (v− − l)2 ≤ Cκj
∫
B1/8(0)
(v+ − l)2 + (v− − l)2
for all j. Now given any ρ ∈ (0, 1/16), there exists a unique non-negative integer j such that
2−j−1
16 ≤ ρ < 2
−j
16 , and using (5.70) with this j gives
ρ−n−2
∫
Bρ(0)
(v+ − l)2 + (v− − l)2 ≤ Cρν
∫
B1/8(0)
(v+ − l)2 + (v− − l)2
≤ Cρν
∫
B1(0)
(v+)2 + (v−)2
for all ρ ∈ (0, 1/16), where C = C(n, δ) ∈ (0,∞) and ν = ν(n, δ) ∈ (0, 1). (The last inequality in
(5.71) follows from (5.67).) This is the desired estimate. 
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The preceding two lemmas imply the existence of a fixed positive “frequency gap” for the func-
tions in Fδ. Specifically, we have the following:
Lemma 5.9. Let δ ∈ (0, 1). There exists a fixed constant ν0 > 0 depending only on n and δ such
that if v = (v+, v−) ∈ Fδ, w = 12(v+− v−), z ∈ Zw ∩B1/2(0) and either Nw(z) > 1 or z is a branch
point of v, then Nw(z) ≥ 1 + ν0.
Proof. Recall that Nw,z(ρ) =
ρ d
dρ
R
Sn−1
w2z,ρ
2
R
Sn−1 w
2
z,ρ
. Fix any ρ ∈ (0, 1/2). Then we have by the monotonicity
of Nw,z(·) that σ
d
dσ
R
Sn−1 w
2
z,σ
2
R
Sn−1 w
2
z,σ
≤ Nw,z(ρ) for all σ ∈ (0, ρ]. Integrating this differential inequality (cf.
Lemma 3.5) gives
(5.71) σ−n
∫
Bσ(z)
w2 ≥
(
ρ1−n−2Nw,z(ρ)
∫
∂Bρ(z)
w2
)
σ2Nw,z(ρ)
for all σ ∈ (0, ρ]. On the other hand, Lemma 5.8, applied with v±(z+(·)) in place of v±(·), implies
that
(5.72) σ−n−2
∫
Bσ(z)
w2 ≤ Cσν
for all σ ∈ (0, 1/8). The estimates (5.71) and (5.72) readily imply that
Nw,z(ρ) ≥ 1 + ν
2
for all ρ ∈ (0, 1/2). This gives Nw(z) ≥ 1 + ν2 . 
Lemma 5.10. Let (v+, v−) ∈ Fδ and w = 12(v+ − v−). Suppose z ∈ B1(0) and v+(z) = v−(z). If
Nw(z) = 1, then there exists σ = σ(z) > 0 and two harmonic functions v1, v2 : Bσ(z) → R such
that v+|Bσ(z) = max {v1, v2} and v−|Bσ(z) = min {v1, v2}.
Proof. This follows immediately from Lemma 5.9 and the definition of branch point. 
Proof of Theorem 5.1. Let v = (v+, v−) ∈ Fδ and w = 12(v+ − v−). Let Sv = {z ∈ B1(0) :
z is a branch point of v}. Then Sv is a relatively closed subset of B1(0) by definition. Also by the
definition of Sv, if z ∈ B1(0) \ Sv, then the graphs of v± decompose, locally near z, as the union of
the graphs of two harmonic functions, and hence, the same is true over any open, simply connected
subset Ω ⊆ B1(0) \ Sv. This proves part (a) of the lemma.
Part (b) follows by applying Lemma 5.8 to the function v˜z, 3
8
(notation as in 3.29) and changing
variables. Note that v˜z, 3
8
∈ Fδ. 
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6. Improvement of excess relative to pairs of hyperplanes
In this section, we prove the main excess decay lemma (Lemma 6.3 below) needed for the proof of
Theorem 1.1. Roughly speaking, this lemma says that whenever a hypersurface M ∈ Ib satisfying
0 ∈M and Hn (M∩(B1(0)×R))ωn ≤ 3− δ for some fixed δ ∈ (0, 1) is sufficiently L2-close, in the cylinder
B1(0) ×R, to a pair of affine hyperlanes of Rn+1—i.e. has small height excess relative to a pair
of affine hyperplanes—then, at one of three possible smaller scales, it is closer by a fixed factor
to a new pair of affine hyperplanes; i.e. the height excess improves. By iterating this result, we
shall prove in the next section our main regularity theorem, Theorem 1.1. The principal quantity
we are interested in keeping track of that measures the height excess of M at scale ρ ∈ (0, 1) and
that is improving is EM (ρ, P ) ≡
√
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ), where P denotes a pair of affine
hyperplanes. However, in the proof of Lemma 6.3 (see case (a) of the proof), we need to make sure
that the “sheets” of M separate whenever this excess is significantly smaller than a certain “coarse
excess,” which measures the L2 deviation of M from a single affine hyperplane. In order to achieve
this, it is necessary to modify the definition of the improving quantity and consider the sum of
E2M (ρ, P ) and a quantity that measures the squared L
2-distance of P from M (see the statement
of Lemma 6.3 for the precise definition of this quantity). The main point that necessitates this
is simply that smallness of EM (ρ, P ) alone need not imply separate closeness of the “individual
sheets” of M to each of the two affine hyperplanes that make up P ; M may consist of two sheets
both of which are close to the same single affine hyperplane of P .
In the proof of Lemma 6.3, we shall need the elementary facts asserted in Lemmas 6.1 and 6.2
below. But first we need to recall/introduce some notation we shall use in this section and the
next. The purpose of the items (1) through (6) below is to fix notation that will enable us to define
in a convenient way the “second term” of the improving quantity of Lemma 6.3 referred to in the
preceding paragraph, and facilitate statement and proof of Lemma 6.3.
Fix δ ∈ (0, 1). Let ρ ∈ (0, 1], M ∈ Ib and suppose that 0 ∈M and H
n (M∩(Bρ(0)×R)
ωnρn
≤ 3− δ.
(1) A(M,ρ) denotes the set of affine hyperplanes L of Rn+1 satisfying L ∩ (B1(0) × R) ⊂
{(x′, xn+1) ∈ Rn+1 : |xn+1| ≤ 1/8} and
EˆM (ρ, L) ≡ ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x,L) ≤ 3
2
inf
L′
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x,L′),
where the inf is taken over all affine hyperplanes L′ of Rn+1 satisfying L′ ∩ (B1(0)×R) ⊂
{(x′, xn+1) ∈ Rn+1 : |xn+1| ≤ 1/8}.
(2) Given an affine hyperplane L ofRn+1 with L∩(B1(0)×R) ⊂ {|xn+1| ≤ 1/8}, letR (M,L, ρ)
denote the set of regular values t ∈ (1/4, 1/2) of the function g(X) ≡ 1 − (ν(X) · νL)2 on
M , satisfying
Hn−1 (M ∩ (B3ρ/4(0)×R) ∩ {X : g(X) = t}) ≤ CEˆ2M (ρ, L)
where ν, νL are the unit normals to M , L respectively, and C = C(n) is the constant as in
inequality (3.6). Note that R(M,L, ρ) contains infinitely many numbers (see the argument
of [SS81], p. 753.)
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(3) Given affine hyperplane L of Rn+1 with L ∩ (B1(0) × R) ⊂ {|xn+1| ≤ 1/8} and t ∈
R(M,L, ρ), and assuming EˆM (ρ, L) ≤ ǫ where ǫ = ǫ(n) ∈ (0, 1) is a sufficiently small fixed
constant depending only on n, let G
(L, t)
M (ρ) denote the graphical part, relative to L, of
M ∩ q−1L (B3ρ/4(0) × R) chosen in the sense of [SS81]. (See item (2) of the discussion at
the beginning of Section 3.) Here qL denotes a rigid motion of R
n+1 with qL(aL) = 0 and
qL(L) = R
n×{0} where aL is the nearest point of L to 0 ∈ Rn+1. Thus, for any given radius
ρ ∈ (0, 1] and choices of an affine hyperplne L with L ∩ (B1(0)×R) ⊂ {|xn+1| ≤ 1/8} and
t ∈ R(M,L, ρ), provided EˆM (ρ, L) ≤ ǫ, G(L, t)M (ρ) is uniquely determined, and is the union
of two Lipschitz graphs over a domain ⊂ L with Lipschitz constants ≤ 1, and moreover,
(6.1) Hn ((M \G(L, t)M (ρ)) ∩ q−1L (B3ρ/4(0)×R)) ≤ C(EˆM (ρ, L))2+µ,
where C = C(n) and µ = µ(n) are fixed positive constants depending only on n. (However,
we remark here that in the proof of Lemma 6.3, we do not need such precise control of the
size of the complement of G
(L, t)
M (ρ) as is given by the estimate (6.1); all we need is that
G
(L, t)
M (ρ) has n-dimensional measure larger than a fixed fraction of the measure of Bρ/2(0).
See Lemma 6.1 below.)
(4) Given affine hyperplanes L, U of Rn+1 with L∩(B1(0)×R) ⊂ {|xn+1| ≤ 1/8}, U ∩(B1(0)×
R) ⊂ {|xn+1| ≤ 1/8} such that EˆM (ρ, L) ≤ ǫ (ǫ as in (3) above), and t ∈ R(M,L, ρ), let
U⋆ (M,L, t, ρ) = U ∩ π−1 (π G(L,t)M (ρ)).
Given L as above and a pair of affine hyperplanes P = P1 ∪ P2 of Rn+1 (with P1, P2 affine
hyperplanes of Rn+1) such that P ∩ (B1(0)×R) ⊂ {|xn+1| ≤ 1/8}, define
P ⋆(M,L, t, ρ) = P ⋆1 (M,L, t, ρ) ∪ P ⋆2 (M,L, t, ρ).
(5) If P = P1 ∪P2 is a pair of affine hyperplanes of Rn+1 (with P1, P2 affine hyperplanes) such
that P ∩ (B1(0) ×R) ⊂ {|xn+1| < 1/8}, we set, for τ ∈ (0, 1/2), SP (τ) = {x ∈ Rn × {0} :
dist (x, π (P1 ∩ P2)) ≤ τ} if P1 and P2 are distinct with π (P1 ∩ P2) ∩ B1/8(0) 6= ∅, and
SP (τ) = ∅ otherwise.
(6) If U is an affine hyperplane of Rn+1, we shall denote by UT the hyperplane obtained by
translating U parallel to itself. If P = P1 ∪ P2 is a pair of affine hyperplanes, with P1, P2
affine hyperplanes, then we shall let P T = P T1 ∪ P T2 .
Lemma 6.1. Let δ ∈ (0, 1). There exist constants c1 = c1(n, δ) ∈ (0,∞), c2 = c2(n, δ) ∈ (0,∞)
and ζ0 = ζ0(n, δ) ∈ (0, 1) such that the following is true. If M ∈ Ib, H
n (M∩(B1(0)×R))
ωn
≤ 3 − δ,
L ∈ A(M, 1), t ∈ R(M,L, 1), EˆM (1, L) ≤ 1, P = P+ ∪ P− is a pair of affine hyperplanes with
distH (P ∩ (B1(0)×R), B1(0)) ≤ ζ0 and∫
M∩(B1(0)×R)
dist2 (x, P ) +
∫
P ⋆∩((B1/2(0)\SP (1/16))×R)
dist2 (x,G
(L, t)
M (1)) ≤ ζ0Eˆ2M (1, L)
where P ⋆ ≡ P ⋆(M,L, t, 1), then
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c1EˆM (1, L) ≤ supB1(0) |p+ − p−| ≤ c2 EˆM (1, L).
Proof. Note first that it follows from the conditions
distH (P ∩ (B1(0)×R), B1(0)) ≤ ζ0,∫
M∩(B1(0)×R)
dist2 (x, P ) ≤ ζ0
and the triangle inequality that
∫
M∩(B1(0)×R)
|xn+1|2 ≤ Cζ0, where C = C(n), so that by the
definition of A(M, 1), we have that
(6.2) EˆM (1, L) ≤ 3
2
Cζ0.
Thus, if ζ0 = ζ0(n) is sufficiently small, G
(L, t)
M (1) 6= ∅, and in fact by the estimate (6.1),
(6.3) Hn (G(L, t)M (1) ∩ (B1/2(0)×R)) ≥
1
2
ωn
(
1
2
)n
.
To see the lower bound of the asserted inequalities in the conclusion of the lemma, let U =
graph 12(p
+ + p−). Then, by the definition of EˆM (1, L) and the triangle inequality, we have that
2
3
EˆM (1, L) ≤
∫
M∩(B1(0)×R)
dist2 (x,U)(6.4)
≤ 2
∫
M∩(B1(0)×R)
dist2 (x, P ) + c sup |p+ − p−|(6.5)
where c = c(n). Provided we take ζ0 < 1/4, the lower bound follows directly from this since∫
M∩(B1(0)×R)
dist2 (x, P ) ≤ ζ0EˆM (1, L) by hypothesis.
To see the upper bound, we argue by contradiction. If the assertion is not true, then there exist
a sequence of hypersurface Mk ∈ Ib, k = 1, 2, 3, . . . , with H
n (Mk∩(B1(0)×R))
ωn
≤ 3− δ, a sequence of
affine hyperplanes Lk with Lk ∩ (B1(0)×R) ⊂ {|xn+1| ≤ 1/8} and
(6.6) Eˆ2k ≡
∫
Mk∩(B1(0)×R)
dist2 (x,Lk) ≤ 3
2
infL′
∫
Mk∩(B1(0)×R)
dist (x,L′)
where for each k, the inf is taken over all affine hyperplanes L′ satisfying L′ ∩ (B1(0) × R) ⊂
{|xn+1| ≤ 1/8}, a sequence of numbers tk ∈ R(Mk, Lk, 1), a sequence Pk = P+k ∪ P−k of pairs of
affine hyperplanes with
(6.7) distH (Pk ∩ (B1(0)×R), B1(0))→ 0 as k →∞ and
(6.8)
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk) ≤ 1
k
Eˆ2k,
and yet, for each k,
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(6.9) supB1(0) |p+k − p−k | ≥ kEˆk.
Here we are using the abbreviations Gk = G
(Lk ,tk)
Mk
(1) and P ⋆k = P
⋆
k (Mk, Lk, tk, 1). Note then by
(6.2), Eˆk → 0, and by (6.7) and (6.8), Mk ∩ (B1(0) × R) → B1(0) × {0} in Hausdorff distance.
Consequently, Lk → Rn × {0}. Note also that by (6.3),
(6.10) Hn (Gk ∩ (B1/2(0) ×R)) ≥
1
2
ωn
(
1
2
)n
for all sufficiently large k. Let v ∈ L2(B1(0);R2) ∩W 1,2loc (B1(0);R2) be the blow-up, in the sense
of Section 3, of Mk by Eˆk. In view of Proposition 3.3, part (2), it follows from (the bound on the
first term on the left hand side of) (6.8) and (6.9) that v+ ≡ v− ≡ l for some affine function l.
Indeed, if we write Pk = P
(1)
k ∪ P (2)k where P (1)k , P (2)k are affine hyperplanes, and define functions
p
(1)
k , p
(2)
k : R
n×{0} → R by P (i)k = graph p(i)k , i = 1, 2, then, after possibly passing to a subsequence,
l = limk→∞ (p
(1)
k − φk)/Eˆk or l = limk→∞ (p(2)k − φk)/Eˆk where φk : Rn × {0} → R is such that
Lk = graphφk. (The existence of one of these two limits, is guaranteed by Lemma 3.3, part (2) and
the bound on the first term on the left hand side of (6.8).) By relabeling if necessary, we assume
that l = limk→∞ (p
(1)
k − φk)/Eˆk. Note then that by (6.9),
(6.11) lim
κ→∞
(p
(2)
k − φk)(x)/Eˆk =∞
for each x ∈ ∪∞j=1
(
Rn × {0} \ ∩∞k=j{x : p(1)k (x) = p(2)k (x)}
)
and that (6.8) in particular says that
(6.12)
∫
P
(2) ⋆
k ∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk) ≤ 1
k
Eˆ2k .
If we let L˜k = graph (φk + Eˆkl), we have
(6.13)
∫
Mk∩(B1/2(0)×R)
dist2 (x, L˜k) ≤ 1
16
Eˆ2k
for infinitely many k, which implies by the triangle inequality that
(6.14)
∫
Gk∩(B1/2(0)×R)
dist2 (x, P
(1)
k ) ≤
1
8
Eˆ2k
for infinitely many k. Now let G˜k = {x ∈ Gk ∩ (B1/2(0) ×R) : dist (x, P (1)k ) ≤
√
2n−1
ωn
Eˆk}. Then
by (6.14) and (6.10),
(6.15) Hn (G˜k) ≥ 1
4
ωn
(
1
2
)n
.
Since Gk is the union of two Lipschitz graphs with Lipschitz constants ≤ 1, for any x = (x′, xn+1) ∈
πGk ×R, dist (x,Gk) is bounded below by a fixed positive constant times the “vertical distance”
min {|xn+1 − yn+11 |, |xn+1 − yn+12 | : (x′, yn+11 ), (x′, yn+12 ) ∈ Gk}. Moreover, by (6.15), Hn (P (2) ⋆k ∩
((B1/2(0) \ SPk(1/16)) × R)) ≥ C = C(n) > 0 which, in view of (6.9), contradicts (6.12). This
completes the proof of the lemma. 
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Lemma 6.2. Let δ ∈ (0, 1), η ∈ (0, 1) and c1 ∈ (0,∞) be given. There exists a number ζ =
ζ(n, δ, η, c1) ∈ (0, 1) such that the following holds. If P = P+ ∪ P− is a pair of affine hyperplanes
of Rn+1 with supB1(0) |p+ − p−| ≥ c1 and v = (v+, v−) ∈ Fδ satisfies∫
B1(0)
dist2 ((x, v+(x)), P ) + dist2 ((x, v−(x)), P )
+
∫
B1/2(0)\SP (1/8)
dist2 ((x, p+(x)), V ) + dist2 ((x, p−(x)), V ) ≤ ζ
where V = graph v+ ∪ graph v−, then∫
B1(0)
(v+ − p+)2 + (v− − p−)2 ≤ η.
Proof. If the assertion is false, then there exist numbers δ ∈ (0, 1), η ∈ (0, 1), c1 ∈ (0,∞), a sequence
of functions vk = (v
+
k , v
−
k ) ∈ Fδ and a sequence of affine hyperplanes Pk = (P+k , P−k ) of Rn+1 such
that
(6.16) sup
B1(0)
|p+k − p−k | ≥ c1 and
∫
B1(0)
dist2 ((x, v+k (x)), Pk) + dist
2 ((x, v−k (x)), Pk)
+
∫
B1/2(0)\SPk (1/8)
dist2 ((x, p+k (x)), Vk) + dist
2 ((x, p−k (x)), Vk) ≤
1
k
(6.17)
where Vk = graph v
+
k ∪ graph v−k , and yet
(6.18)
∫
B1(0)
(v+k − p+k )2 + (v−k − p−k )2 ≥ η
for all k = 1, 2, 3, . . . . After passing to a subsequence, we have by Lemma 3.1 that vk → v for some
v ∈ Fδ, where the convergence is in W 1,2(B1(0);R2), and that Pk → P for some affine pair of
hyperplanes of Rn+1 satisfying supB1(0) |p+ − p−| ≥ c1. Note that since v± are bounded in B1(0)
(by Proposition 3.3; part (3) says |v|2 is subharmonic in B3/2(0), and the mean value property
and part (2) say |v|2 is bounded in B1(0)) and continuous (by Proposition 3.10), (6.17) says that
v+ ≡ p+ and v− ≡ p− on B1(0). This immediately contradicts (6.18) for sufficiently large k. 
Lemma 6.3. Let θ ∈ (0, 1/16), β ∈ (0, θ/16) and γ ∈ (0, β/16). Let δ ∈ (0, 1). There exist numbers
ǫ0 = ǫ0(n, δ, θ, β, γ) ∈ (0, 1/2) and λ = λ(n, δ) ∈ (0, 1) such that the following is true. Suppose
M ∈ Ib, 0 ∈M, ρ ∈ (0, 1],
Hn(M ∩ (Bρ(0)×R))
ωnρn
≤ 3− δ and
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2(x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ)) ≤ ǫ0
for some affine hyperplane L ∈ A(M,ρ), number t ∈ R(M,L, ρ) and some pair of affine hyperplanes
P of Rn+1 satisfying distH (P ∩ (B1(0) ×R), B1(0)) ≤ ǫ0. Here we have used the notation P ⋆ ≡
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P ⋆(M,L, t, ρ). Then there exists a pair of affine hyperplanes P˜ , an affine hyperplane L˜ and a number
t˜ ∈ (1/4, 1/2) such that
(1) ρ−2d2H (P˜ ∩ (Bρ(0) ×R), P ∩ (Bρ(0) ×R))
≤ C
(
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ))
)
,
(2) d2H (P˜
T ∩ (B1(0)×R), P T ∩ (B1(0) ×R))
≤ C
(
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ))
)
and
(3) one of the following options (A), (B) or (C) holds:
(A) L˜ ∈ A(M,θρ), t˜ ∈ R(M, L˜, θρ),
(θρ)−n−2
∫
M∩(Bθρ(0)×R)
dist2 (x, P˜ ) + (θρ)−n−2
∫
eP ⋆∩((Bθρ/2(0)\S eP (θρ/16))×R)
dist2 (x,G
(eL,et)
M (θρ))
≤ C1θλ
(
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L,τ)
M (ρ))
)
,
where P˜ ⋆ ≡ P˜ ⋆(M, L˜, t˜, θρ), and
Hn(M ∩ (Bθρ(0)×R))
ωn(θρ)n
≤ 3− δ.
(B) L˜ ∈ A(M,βρ), t˜ ∈ R(M, L˜, βρ),
(βρ)−n−2
∫
M∩(Bβρ(0)×R)
dist2 (x, P˜ ) + (βρ)−n−2
∫
eP ⋆∩((Bβρ/2(0)\S eP (βρ/16))×R)
dist2 (x,G
(eL,et)
M (βρ))
≤ C2βλ
(
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ))
)
,
where P˜ ⋆ ≡ P˜ ⋆(M, L˜, t˜, βρ), and
Hn(M ∩ (Bβρ(0)×R))
ωn(βρ)n
≤ 3− δ.
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(C) L˜ ∈ A(M,γρ), t˜ ∈ R(M, L˜, γρ),
(γρ)−n−2
∫
M∩(Bγρ(0)×R)
dist2 (x, P˜ ) + (γρ)−n−2
∫
eP ⋆∩((Bγρ/2(0)\S eP (γρ/16))×R)
dist2 (x,G
(eL,et)
M (γρ))
≤ C3γλ
(
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) + ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ))
)
,
where P˜ ⋆ ≡ P˜ ⋆(M, L˜, t˜, γρ), and
Hn(M ∩ (Bγρ(0)×R))
ωn(γρ)n
≤ 3− δ.
Here the dependence of the constants C,Ci, i = 1, 2, 3 on the parameters is as follows: C =
C(n, δ, θ, β, γ), C1 = C1(n, δ), C2 = C2(n, δ, θ) and C3 = C3(n, δ, θ, β).
Proof. Note first that conclusion (2) follows from conclusion (1). Since the hypotheses and the
conclusions of the lemma are scale invariant, it suffices to prove the lemma assuming ρ = 1,
and we shall make this assumption in what follows. Let {Mk} ⊂ Ib be an arbitrary sequence of
hypersurfaces with 0 ∈Mk,
(6.19)
Hn(Mk ∩ (B1(0)×R))
ωn
≤ 3− δ,
(6.20)
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)ց 0
for a sequence of affine hyperplanes Lk ∈ A(Mk, 1), a sequence of numbers tk ∈ R(Mk, Lk, 1) and a
sequence of pairs of affine hyperplanes Pk = P
1
k ∪P 2k (where P 1k , P 2k are affine hyperplanes, possibly
with P 1k ≡ P 2k ), satisfying
(6.21) dH (Pk ∩ (B1(0)×R), B1(0))ց 0.
Here we use the notation Gk ≡ G(Lk ,tk)Mk (1) and P ⋆k ≡ P ⋆k (Mk, Lk, tk, 1). Note that (6.20) and (6.21)
imply that Mk ∩ (B1(0) × R) → B1(0) × {0} in Hausdorff distance, and hence by the triangle
inequality that
∫
Mk∩(B1(0)×R)
|xn+1|2 → 0. By the definition of A(Mk, 1), it then follows that
(6.22) Eˆk → 0,
where we use the notation Eˆk ≡ EˆMk (1, Lk). This in turn says that distH (Mk ∩ (B1(0)×R), Lk ∩
(B1(0) ×R)) → 0, so that Lk → Rn × {0}. Note also that (6.22) in particular implies that for all
sufficiently large k,
(6.23) Hn (Gk) ≥ 1
2
ωn
(
1
2
)n
and hence that
(6.24) Hn (P ⋆k ∩ (B1/2(0) \ SPk(1/16)) ×R)) ≥
1
4
ωn
(
1
2
)n
.
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We show that for infinitely many k, we can find pairs of affine hyperplanes P˜k, affine hy-
perplanes L˜k and numbers t˜k ∈ (1/4, 1/2) such that the conclusions of the lemma hold with
Mk, Pk, Lk, tk, P˜k, L˜k, t˜k in place of M , P , L, t, P˜ , L˜ and t˜ respectively, and with the constants
C,Ci, i = 1, 2, 3 and λ fixed depending only on the specified parameters as in the statement of the
lemma. In view of the arbitrariness of {Mk}, this will prove the lemma.
First notice that for any given τ > 0, we have, since Eˆk → 0, that for all sufficiently large k
depending on τ , Hn (Gk ∩ (Bτ (0)×R))→ 2ωnτn and Hn ((Mk \Gk) ∩ (Bτ (0)×R))→ 0, so that
the last of the conclusions in each of the options (3)(A), (3)(B) and (3)(C) hold with Mk in place
of M for all sufficiently large k. It only remains to show that the other conclusions hold with Mk,
Pk, Lk, tk in place of M , P , L, t respectively and with suitable choices of P˜k, L˜k and t˜k, in place
of P˜ , L˜ and t˜ respectively.
Let ζ = ζ(n, θ, δ) ∈ (0, 1/8) be a small number to be determined depending only on n, θ and
δ. We divide the rest of the proof of the lemma into two cases according to the following two
possibilities, one of which must hold for infinitely many k:
(a)
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk) < ζ Eˆ
2
k.
(b)
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk) ≥ ζ Eˆ2k.
Suppose first that possibility (a) occurs. By Lemma 6.1, provided we choose ζ ≤ ζ0 = ζ0, where
ζ0 = ζ0(n, δ) is as in Lemma 6.1, we have in this case that
(6.25) Pk = graph Eˆkp
0+
k ∪ graph Eˆkp0−k
for infinitely many k, with P 0k = P
0+
k ∪P 0−k (P 0±k = graph p0±k ) equal to a pair of affine hyperplanes
satisfying
(6.26) c1 ≤ supB1(0) |p0+k − p0−k | ≤ c2,
where c1 = c1(n, δ), c2 = c2(n, δ) are the positive constants given by Lemma 6.1. Note that (6.25)
and (6.26) say that the blow-up by Eˆk of a subsequence of the sequence {Pk} is a transverse pair
of planes. So let P 0 = P 0+ ∪ P 0− be a subsequential limit of {P 0k } and consider the blow-up
v = (v+, v−) of Mk by Eˆk. We have directly from the defining condition of case (a) and the identity
(5.4) that
∫
B2/3(0)
dist2 ((x, v+(x)), P 0) + dist2 ((x, v−(x)), P 0)
+
∫
B1/2(0)\SP0 (1/8)
dist2 ((x, p0+(x)), V ) + dist2 ((x, p0−(x)), V ) ≤ Cζ(6.27)
where V = graph v+ ∪ graph v− and C = C(n, δ). In view of the lower bound of (6.26), we then
have by Lemma 6.2 that for any given η ∈ (0, 1),
(6.28)
∫
B2/3(0)
(v+ − p0+)2 + (v− − p0−)2 ≤ η
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provided ζ = ζ(n, δ, η) ∈ (0, 1) is sufficiently small.
We now separate the analysis of case (a) into two further possibilities depending on the nature
of P 0. Precisely one of the following must hold:
(a)(i) P 0+ ∩ P 0− ∩ (Bθ(0) ×R) = ∅ or
(a)(ii) P 0+ ∩ P 0− ∩ (Bθ(0) ×R) 6= ∅.
Suppose first that (a)(i) holds. Taking η = η(n, δ, θ) > 0 in (6.28) sufficiently small, we see by the
estimate of Proposition 3.10, part (b) and the fact that P 0+ ∩ P 0− ∩ (Bθ(0) ×R) = ∅ that (6.28)
implies, provided only that ζ = ζ(n, δ, θ) is chosen sufficiently small, that we have Zw∩B3θ/4(0) = ∅,
where w = 12(v
+−v−) and Zw is the zero set of w. By the remark following Lemma 3.9, this means
that Mk ∩ (Bθ/2(0) × R) are embedded for all sufficiently large k, and hence by Schoen-Simon
regularity theorem ([SS81], Theorem 1), Mk ∩ (Bθ/4(0) ×R) decomposes as the disjoint union of
minimal graphs U (1)k , U (2)k (over the affine hyperplanes P 1k and P 2k ). By standard elliptic estimates,
we then have that
(6.29) (σθ)−n−2
∫
Mk∩(Bσθ(0)×R)
dist2 (x, P˜k) ≤ Cσ2θ−n−2
∫
Mk∩(Bθ(0)×R)
dist2 (x, Pk)
for all σ ∈ (0, 1/4), where C = C(n) and P˜k is the union of the tangent planes P˜ 1k , P˜ 2k to U (1)k , U (2)k
respectively at points Z
(1)
k ∈ U (1)k , Z(2)k ∈ U (2)k with π (Z(i)k ) = 0 for i = 1, 2. Taking σ = β/θ in
this, we conclude that
(6.30) β−n−2
∫
Mk∩(Bβ(0)×R)
dist2 (x, P˜k) ≤ C2β2
∫
Mk∩(B1(0)×R)
dist2 (x, Pk)
where C2 = C2(n, θ). Note that by the definition of P˜
i
k and elliptic estimates again, it follows that
(θ/8)−2dist2H (P˜k ∩ (Bθ/8(0)×R), Pk ∩ (Bθ/8(0)×R)) ≤ Cθ−n−2
∫
Mk∩(Bθ/4(0)×R)
dist2 (x, Pk) where
C = C(n), which implies that dist2H (P˜k∩(B1(0)×R), Pk∩(B1(0)×R)) ≤ C
∫
Mk∩(B1(0)×R)
dist2 (x, Pk)
where C = C(n, θ).
Now for each k, take any L˜k ∈ A(Mk, β) and any t˜k ∈ R(Mk, L˜k, β). Since β−n−2
∫
Mk∩(Bβ(0)×R)
|xn+1|2 →
0 as k →∞ (by Hausdorff convergence), it follows from the definition ofA(Mk, β) that EˆMk (β, L˜k)→
0 as k →∞, which in turn implies that distH (L˜k∩(B1(0)×R), B1(0)×{0}) → 0 as k →∞. Thus, we
have in the present case (i.e. case (a)(i)) that G
(eLk ,etk)
Mk
(β)∩(Bβ(0)×R) = (U (1)k ∪U (2)k )∩(Bβ(0)×R).
If we write U (i)k ∩ (Bβ(0)×R) = graph u˜ik, where u˜ik : Bβ(0)→ R, we have by (6.28) that provided
ζ = ζ(n, δ, θ) is suffciently small, for each x = (x′, xn+1) ∈ (P˜ ik)⋆ (= P˜ ik ∩ (Bβ(0) ×R)),
dist (x,G
(eLk ,etk)
Mk
(β)) ≤ |xn+1 − u˜ik(x′)| ≤ 2 dist ((x′, uik(x′)), P˜ ik)
= 2dist ((x′, uik(x
′)), P˜k)(6.31)
for i = 1, 2, which implies that
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(6.32)
∫
eP ⋆k∩(Bβ(0)×R)
dist2 (x,G
(eLk ,etk)
Mk
(β)) ≤ 4
∫
Mk∩(Bβ(0)×R)
dist2 (x, P˜k).
Thus, we conclude in case (a)(i) that for infinitely many k, the conclusions of the lemma hold with
option (3)(B), with Mk, Pk, Lk, tk, P˜k, L˜k and t˜k in place of M , P , L, t, P˜ , L˜ and t˜ respectively
and with λ = 2.
If (a)(ii) holds for infinitely many k, then we have∫
Mk∩(B1(0)×R)
dist2 (x, Pk) < ζ Eˆ
2
k
for infinitely many k, where Pk is as in (6.25) with P
0
k = graph p
0+
k ∪ graph p0−k equal to a
transverse pair of affine hyperplanes satisfying (6.26) and P 0+k ∩ P 0−k ∩ (B3θ/2(0) ×R) 6= ∅. Thus
π − α > ∠P 0k > α for some fixed angle α = α(n, δ) ∈ (0, π). Let τ ∈ (0, 1) be arbitrary for the
moment. Choosing the constant ζ = ζ(n, θ, δ, τ) > 0 so that, in addition to the restrictions already
imposed upon ζ, we also have
(6.33) ζ ≤
(
2
3
)n+2
ǫ0
where ǫ0 = ǫ0(n, δ, α, 6θ, τ) is as in Lemma 4.1, we have by Lemma 4.1 (with α in place of α0, 6θ
in place of θ and η0, 2/3Mk in place of M) that for infinitely many k, either there exists a pair of
hyperplanes P˜k with
dH (P˜k ∩ (B1(0) ×R), Pk ∩ (B1(0) ×R) ≤ C
∫
Mk∩(B1(0)×R)
dist2 (x, Pk)
satisfying
(6.34) θ−n−2
∫
Mk∩(Bθ(0)×R)
dist2 (x, P˜k) ≤ Cθ2
∫
Mk∩(B1(0)×R)
dist2 (x, Pk),
where C = C(n), or that
(6.35)
∫
Mk∩(B1/2(0)×R)
dist2 (x,L′k) ≤ τEˆ2k
for some affine hyperplane L′k with dH (L
′
k ∩ (B1(0) × R), Lk ∩ (B1(0) × R)) ≤ CEˆk, C = Cn).
However, if (6.35) holds for infinitely many k, we must have that
(6.36)
∫
B1/2(0)
(v+ − ℓ′)2 + (v− − ℓ′)2 ≤ τ
for some affine function ℓ′ : Rn × {0} → R, which contradicts (6.28) provided we choose η =
η(c1) ∈ (0, 1) and τ = τ(c1) ∈ (0, 1) sufficiently small depending only on c1 (hence only on nand
δ), where c1 is as in (6.26). Thus, provided ζ = ζ(n, θ, δ) ∈ (0, 1) is sufficiently small depending
only on n, θ and δ, we must have the option (6.34) for infinitely many k.
Next in this case, we check that
A REGULARITY AND COMPACTNESS THEORY 61
(6.37)
∫
eP ⋆k∩((Bθ/2(0)\S ePk (θ/16))×R)
dist2 (x,G
(eLk ,etk)
Mk
(θ)) ≤ 4
∫
Mk∩(Bθ(0)×R)
dist2 (x, P˜k)
for arbitrary choices of L˜k ∈ A(Mk, θ) and t˜k ∈ R(Mk, L˜k, θ). Reasoning as in case (a)(i) (see
paragraph preceding inequalities (6.31)), we see that EˆMk (θ, L˜k)→ 0 as k →∞, and by Lemma 4.1,
part (b)(iii), that
G
(eLk ,etk)
Mk
(θ) ∩ ((Bθ/2(0) \ S ePk(θ/16)) ×R) = graphu
+
k ∪ graphu−k
where u±k ∈ C2(Bθ/2(0) \ S ePk(θ/16)) (in fact u
±
k solve the minimal surface equation), u
+
k > u
−
k ,
and dist ((x′, u±k (x
′)), P˜k) = dist ((x
′, u±k (x
′)), P˜±k ) ≥ 12 |u±k (x′) − p˜±k (x′)| for every x′ ∈ Bθ/2(0) \
S ePk(θ/16), where P˜
±
k = graph p˜
±
k . Hence we have in this case for any x = (x
′, xn+1) ∈ P˜ ⋆k ∩
((Bθ/2(0) \ S ePk(θ/16)) × R)(= P˜k ∩ ((Bθ/2(0) \ S ePk(θ/16) × R), provided ζ = ζ(n, θ, δ) ∈ (0, 1)
is chosen sufficiently small (so as to ensure that dist (x, graphu±k ) ≤ dist (x, graphu∓k ) whenever
x ∈ P˜ ⋆±k ∩ ((Bθ/2(0) \ S ePk(θ/16)) ×R)), that
(6.38) dist (x,G
(eLk ,etk)
Mk
(θ)) ≤ 2dist ((x′, u±k (x′)), P˜k)
for x ∈ P˜ ⋆k ∩ ((Bθ/2(0) \S ePk(θ/16))×R), where the sign ± is chosen according to whether x ∈ P˜±k .
This of course implies (6.37). We thus have in case (a)(ii), for infinitely many k, the conclusions
of the lemma with option (3)(A), with Mk, Pk, Lk, tk, P˜k, L˜k, t˜k in place of M , P , L, t, P˜ , L˜, t˜
respectively and with λ = 2.
It now remains to analyze possibility (b). We shall take ζ = ζ(n, θ, δ) ∈ (0, 1) to be fixed for
the remainder of the proof. If possibility (b) holds for infinitely many k, consider the blow-up
v = (v+, v−) of {Mk} by the excess Eˆk off Lk, as described in Section 3. (To be precise, since
the excess Eˆk is at scale 1 here, we are in fact applying the analysis of section 3 with η0, 2/3Mk in
place of Mk.) Thus v
+, v− ∈ L2(B1(0)) ∩W 1, 2loc (B1(0)) satisfy the asymptotic decay properties as
given by Theorem 5.1. Let w = 12(v
+ − v−), and Zw be the zero set of w. One of the following 2
possibilities must occur:
(b)(i) Either Zw ∩ B2β(0) = ∅ or w ≡ 0 or Nw(z) = 1 for every z ∈ Zw ∩ B2β(0); i.e. v has no
branch point in B2β(0).
(b)(ii) Zw ∩ B2β(0) 6= ∅, w 6≡ 0 and there exists a point z ∈ Zw ∩ B2β(0) with Nw(z) > 1; i.e. v
has a branch point z ∈ B2β(0).
If (b)(i) occurs, then by Lemma 5.4, the union of the graphs of v+, v− over B2β(0) is, locally near
every point of B2β(0), the union of the graphs of two harmonic functions, and hence, since B2β(0) is
simply connected, the union of the graphs of v+, v− over B2β(0) is globally the union of the graphs
of two harmonic functions v1, v2 : B2β(0) → R. Let li, i = 1, 2 be the affine part of the Taylor
series of vi around 0 (i.e. li(x) = vi(0) + x · Dvi(0) for x ∈ B2β(0)), let P (i)k = graph (ϕk + Eˆkli)
where Lk = graphϕk and set P˜k = P
(1)
k ∪ P (2)k . Then
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γ−n−2
∫
Mk∩(Bγ(0)×R)
dist2 (X, P˜k) = γ
−n−2
∫
G+k ∩(Bγ (0)×R)
dist2 (X, P˜k) +
+ γ−n−2
∫
G−k ∩(Bγ (0)×R)
dist2 (X, P˜k) +
+ γ−n−2
∫
(η0, 2/3 Mk\(G
+
k ∪G
−
k ))∩(Bγ (0)×R)
dist2 (X, P˜k)
≤ c γ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + ψku
+
k (x)), P˜k) +
+ cγ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + ψku
−
k (x)), P˜k) +
+c γ−n−2Eˆ2+µk
≤ c γ−n−2
∫
Bγ(0)
(ψku
+
k − Eˆkv+)2 +
+c γ−n−2
∫
Bγ(0)
(ψku
−
k − Eˆkv−)2 +
+ c γ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + Eˆkv
+(x)), P˜k) +
+ c γ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + Eˆkv
−(x)), P˜k)
+ c γ−n−2Eˆ2+µk
= c γ−n−2
∫
Bγ(0)
(ψku
+
k − Eˆkv+)2 +
+c γ−n−2
∫
Bγ(0)
(ψku
−
k − Eˆkv−)2 +
+ c γ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + Eˆkv
1(x)), P˜k) +
+ c γ−n−2
∫
Bγ(0)
dist2 ((x, ϕk(x) + Eˆkv
2(x)), P˜k)
+ c γ−n−2Eˆ2+µk
≤ c γ−n−2q(Eˆk)Eˆ2k + c γ−n−2Eˆ2k
∫
Bγ(0)
(v1 − l1)2 +
+ c γ−n−2Eˆ2k
∫
Bγ(0)
(v2 − l2)2 + c γ−n−2Eˆ2+µk
≤ c γ−n−2q(Eˆk)Eˆ2k + cγ2β−n−4Eˆ2k
(∫
B1/2(0)
(v+)2 + (v−)2
)
+
+ c γ−n−2Eˆ2+µk
≤ c Eˆ2k
(
γ−n−2q(Eˆk) + γ
2β−n−4 + γ−n−2Eˆµk
)
(6.39)
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where q(t)→ 0 as t→ 0 and c depends only on n and δ. It follows from this that for all sufficiently
large k,
γ−n−2
∫
Mk∩(Bγ (0)×R)
dist2 (X, P˜k) ≤ Cγ2β−n−4Eˆ2k
≤ C3γ2
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.40)
where C = C(n) > 0 and we have set C3 =
Cβ−n−4
ζ , with ζ = ζ(n, θ, δ) as in the definitions of cases
(a) and (b), so that C3 = C3(n, δ, θ, β).
Notice next that by the definition of P˜k, we see that
d2H (P˜k ∩ (B1(0)×R), Lk ∩ (B1(0)×R)) ≤ CEˆ2k
where C = C(n). On the other hand, it follows from the inequality
ζEˆ2k ≤
∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
and the triangle inequality that
d2H (Lk ∩ (B1(0) ×R), Pk ∩ (B1(0)×R))
≤ C
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
with C = C(n, θ, δ), and therefore, by the triangle inequality again, we have that
d2H (P˜k ∩ (B1(0)×R), Pk ∩ (B1(0)×R))
≤ C
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.41)
where C = C(n, θ, δ).
We next show in case (b)(i) that for any choice of L˜k ∈ A(Mk, γ) and t˜k ∈ R(Mk, L˜k, γ),
γ−n−2
∫
eP ⋆k∩(Bγ/2(0)\S ePk (γ/16))×R)
dist2 (x,G
(eLk ,etk)
Mk
(γ))
≤ C3γ2
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.42)
where C3 = C3(n, δ, θ, β). For this, recall first that since v
i are harmonic in B2β(0), we have the
estimates supB4γ (0) |vi − li|2 ≤ Cγ4β−n−4
∫
B2β(0)
|vi|2, C = C(n), so that by Proposition 3.3, part
(2), we have that
(6.43) sup
B4γ (0)
|vi − li| ≤ Γγ2β −n−42
for i = 1, 2, where Γ = Γ(n). Consider first the case when
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(6.44) sup
B4γ (0)
|l1 − l2| ≥ αΓγ2β −n−42 .
where α > 1 is to be chosen depending only on n. In this case, if α > 68, the estimates (6.43) say
that for each k, there is no point x ∈ B4γ(0) \S ePk(γ/32) such that v1(x) = v2(x), and hence by the
argument of Lemma 3.9, it follows that for infinitely many k, Mk∩ ((B3γ(0)\S ePk(γ/28))×R) must
be embedded. But then by Schoen-Simon regularity theorem ([SS81], Theorem 1), Mk ∩ ((B2γ(0) \
S ePk(γ/24))×R) = graph u˜
+
k ∪ graph u˜−k where u˜±k : B2γ(0) \S ePk(γ/24) → R are smooth solutions
of the minimal surface equation in their domain, with u˜+k > u˜
−
k . Hence we have by elliptic theory
the pointwise estimates
(6.45) sup
Bγ(0)\S ePk
(γ/16)
|u˜±k − p˜±k |2 ≤ Cγ−n
∫
B3γ/2(0)\S ePk
(γ/20)
|u˜+k − p˜+k |2 + |u˜−k − p˜−k |2
where C = C(n). Recall our notation that p˜±k : B1(0)→ R are such that graph p˜±k = P˜±k . Note also
that by elliptic estimates again, supB7γ/4(0)\S ePk (γ/22)
|Du˜±k | → 0 as k → ∞ (since Mk ∩ (B1(0) ×
R) → B1(0) × {0} in Hausdorff distance), and hence Mk ∩ ((B3γ/2(0) \ S ePk(γ/20)) × R) ⊂ Gk
for infinitely many k. (This follows from the way Gk is defined.) Hence, Eˆ
−1
k (u˜
±
k − ϕk) → v± in
L2(B3γ/2(0) \ Sv(γ/18)), where ϕk : Rn × {0} → R, graphϕk = Lk and Sv(γ/18) denotes the set
{x ∈ B1(0) : dist (x,A) ≤ γ/18} with A = {l1(x) = l2(x)}. Hence, by the estimates (6.43) and
(6.45), we have that
(6.46) sup
Bγ(0)\S ePk
(γ/16)
|u˜±k − p˜±k |2 ≤ 2CωnΓ2γ4β−n−4Eˆ2k
where C = C(n) is as in (6.45). Thus, if α = α(n) in (6.44) is chosen sufficiently large, the
estimates (6.46) imply, by exactly the same reasoning used to justify inequality (6.38), that for
each x = (x′, xn+1) ∈ P˜ ⋆k ∩ (Bγ/2(0) \ S ePk(γ/16)) ×R),
(6.47) dist (x,G
(eLk ,etk)
Mk
(γ)) ≤ 2dist ((x′, u˜±k (x′)), P˜k)
where the sign ± is chosen according to whether x ∈ P˜±k . In view of the estimate (6.40), this gives
(6.42).
Suppose the condition (6.44) fails to hold. Note that we have
(6.48) G
(eLk ,etk)
Mk
(γ) = graph u˜+k ∪ graph u˜+k
where u˜±k : π (G
(eLk ,etk)
Mk
(γ)) → R are Lipschitz with Lipschitz constant ≤ 3/2 and u˜+k ≥ u˜−k . From
this we see that for x = (x′, xn+1) ∈ P˜ ⋆k ∩ ((Bγ/2(0) \ S ePk(γ/16)) ×R),
dist (x,G
(eLk ,etk)
Mk
(γ)) ≤ min {|xn+1 − u˜+k (x′)|, |xn+1 − u˜−k (x′)|}
≤ 2dist ((x′, u˜±k (x′)), P˜k) + 2Eˆk|l1(x′)− l2(x′)|
≤ 2dist ((x′, u˜±k (x′)), P˜k) + 2αΓγ2β
−n−4
2 Eˆk(6.49)
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where in the second of the inequalities here we have used the fact that u˜±k are Lipschitz functions
with Lipschitz constants ≤ 3/2, and the sign ± there is chosen according to whether x ∈ P˜±k . By
the estimate (6.40) and the defining property of case (b)(i), we again have from this the required
estimate (6.42). We have thus shown that in case (b)(i), for infinitely many k, the conclusions of
the lemma with option (3)(C) hold, with Mk, Pk, Lk, tk, P˜k, L˜k and t˜k in place of M , P , L, t, P˜ ,
L˜ and t˜ respectively and with λ = 2.
Finally, suppose (b)(ii) occurs. i.e. that there exists a point z ∈ Zw∩B2β with Nw(z) > 1. Then
v+(z) = v−(z) and by Lemma 5.8, we have that
(6.50) ρ−n−2
∫
Bρ(z)
(v+ − lz)2 + (v− − lz)2 ≤ Cρν
∫
B1(0)
(v+)2 + (v−)2
for some affine function lz and all ρ ∈ (0, 1/64). Here C = C(n, δ) > 0 and ν = ν(n, δ) > 0. Now
fix this z. We obtain from (6.50) that
ρ−n−2
∫
Bρ(0)
(v+ − lz)2 + (v− − lz)2 ≤
(
1 +
|z|
ρ
)n+2
(ρ+ |z|)−n−2
∫
Bρ+|z|(z)
(v+ − lz)2 + (v− − lz)2
≤ C
(
1 +
|z|
ρ
)n+2(
1 +
|z|
ρ
)ν
ρν
∫
B1(0)
(v+)2 + (v−)2(6.51)
provided ρ+ |z| ≤ 1/64. In particular, taking ρ = β in this and using the fact that z ∈ B2β(0), (so
that 1 + |z|β ≤ 3) and since 3β < 1/64, we have that
(6.52) β−n−2
∫
Bβ(0)
(v+ − lz)2 + (v− − lz)2 ≤ Cβν
∫
B1(0)
(v+)2 + (v−)2
where C = C(n, δ). With this, we can estimate as in (6.39) to conclude that if possibility (b)(ii)
occurs, then we must have that
β−n−2
∫
Mk∩(Bβ(0)×R)
dist2 (X, P˜k) ≤ CβνEˆ2k
≤ C2βν
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.53)
for all sufficiently large k, where P˜k = graph (ϕk + Eˆklz). Here C = C(n, δ) is as in the estimate
(6.52) and we have set C2 =
C
ζ where ζ = ζ(n, δ, θ) is as in the definition of cases (a) and (b), so
that C2 = C2(n, δ, θ).
Arguing exactly as in the proof of the estimate (6.41), we also have in this case that
d2H (P˜k ∩ (B1(0)×R), Pk ∩ (B1(0)×R))
≤ C
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.54)
where C = C(n, θ, δ).
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To complete the proof of the lemma, we now check in case (b)(ii) that for any choice of L˜k ∈
A(Mk, β) and t˜k ∈ R(Mk, L˜k, β),
β−n−2
∫
eP ⋆k∩(Bβ/2(0)\S ePk (β/16))×R)
dist2 (x,G
(eLk ,etk)
Mk
(β))
≤ C2βν
(∫
Mk∩(B1(0)×R)
dist2 (x, Pk) +
∫
P ⋆k∩((B1/2(0)\SPk (1/16))×R)
dist2 (x,Gk)
)
(6.55)
where C2 = C2(n, δ, θ) is as in the estimate (6.53). But this follows directly from the pointwise
estimate that for each x = (x′, xn+1) ∈ P˜ ⋆k ∩ (Bβ/2(0) \ S ePk(β/16)) ×R),
dist (x,G
(eLk ,etk)
Mk
(β)) ≤ min {|xn+1 − u˜+k (x′)|, |xn+1 − u˜−k (x′)|}
≤ 2min {dist ((x′, u˜+k (x′)), P˜k),dist ((x′, u˜−k (x′)), P˜k)}(6.56)
where u˜±k are defined exactly as in (6.48) with β in place of γ. In the second of the inequalities
above, we have used the fact that u˜±k are Lipschitz functions with Lipschitz constants ≤ 3/2, and
that P˜k is a single affine hyperplane. The required estimate (6.55) follows from this and the estimate
(6.53). We have thus shown that in case (b)(ii), for infinitely many k, the conclusions of the lemma
with option (3)(B) hold, with Mk, Pk, Lk, tk, P˜k, L˜k and t˜k in place of M , P , L, t, P˜ , L˜ and t˜
respectively and with λ = ν. This completes the proof of the lemma. 
7. Main regularity theorems
We are now ready to prove Theorems 1.1, 1.2 and 1.4.
Proof of Theorem 1.1. First choose θ = θ(n, δ) ∈ (0, 1/16) such that C1θλ < 1/4, then choose
β = β(n, δ) ∈ (0, θ/16) such that C2βλ < 1/4, and finally choose γ = γ(n, δ) ∈ (0, β/16) such that
C3γ
λ < 1/4, where C1, C2, C3 and λ are as in Lemma 6.3.
Suppose M satisfies the hypotheses of Theorem 1.1. Note first that since L2 closeness of M
to a hyperplane implies closeness in Hausdorff distance, the hypothesis
∫
M∩(B1(0)×R)
|xn+1|2 ≤ ǫ
implies that dH (L0 ∩ (B1(0) × R), B1(0)) ≤ τ(ǫ) and
∫
B1/2(0)
dist2 (x,G
L0,t0)
M (1)) ≤ τ(ǫ) for any
L0 ∈ A (M, 1) and any t0 ∈ R(M,L0, 1), where τ(ǫ) ↓ 0 as ǫ ↓ 0. Fix such L0 and t0.
In what follows, let us use the notation
Q(ρ, P, L, t) = ρ−n−2
∫
M∩(Bρ(0)×R)
dist2(x, P )+ρ−n−2
∫
P ⋆∩((Bρ/2(0)\SP (ρ/16))×R)
dist2 (x,G
(L, t)
M (ρ)).
If ǫ = ǫ(n, δ) ∈ (0, 1) is sufficiently small, by iterating Lemma 6.3 starting with P = P0equivRn×
{0}, L = L0 and t = t0, we get a sequence of pairs of affine hyperplanes Pj , a sequence of affine
hyperplanes Lj ∈ A (M,θkjβljγmj ) and a sequence of numbers tj ∈ R (M,Lj , θkjβljγmj ) satisfying
at the jth iteration either
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Q(θkjβljγmj , Pj , Lj , tj) ≤ 4−1Q(θkj−1βljγmj , Pj−1, Lj−1, tj−1)
≤ 4−jQ1(7.57)
or
Q(θkjβljγmj , Pj , Lj , tj) ≤ 4−1Q(θkjβlj−1γmj , Pj−1, Lj−1, tj−1)
≤ 4−jQ1(7.58)
or
Q(θkjβljγmj , Pj , Lj , tj) ≤ 4−1Q(θkjβljγmj−1, Pj−1, Lj−1, tj−1)
≤ 4−jQ1(7.59)
where kj , lj , mj are non-negative integers with kj + lj +mj = j, P0 = R
n × {0}, and
Q1 =
∫
M∩(B1(0)×R)
|xn+1|2 +
∫
B1(0)
dist2 (x,G
(Rn×{0},t)
M (1)).
Let us denote the sequence of scales so generated {sj}. Thus, for each j = 0, 1, 2, . . . , sj = θkjβljγmj
for some non-negative integers kj , lj , mj with kj+ lj+mj = j, and, sj+1 = θsj or βsj or γsj. Then
(7.57)–(7.60) may be rewritten as
Q(sj, Pj , Lj , tj) ≤ 4−1Q(sj−1, Pj−1, Lj−1, tj−1)
≤ 4−jQ1.(7.60)
The lemma also gives us that
dist2H (Pj ∩ (B1(0)×R), Pj−1 ∩ (B1(0) ×R)) ≤ C Q(sj−1, Pj−1, Lj−1, tj−1)
≤ C4−jQ1(7.61)
and that
dist2H (P
T
j ∩ (B1(0) ×R), P Tj−1 ∩ (B1(0)×R)) ≤ C Q(sj−1, Pj−1, Lj−1, tj−1)
≤ C4−jQ1(7.62)
where C depends only on n and δ. Thus, {Pj} is a Cauchy sequence of pairs of affine hyperplanes,
and hence there exists a pair of affine hyperplanes P such that Pj → P. By (7.61), (7.62) and (7.57)
respectively, we have that
(7.63) dist2H (P ∩ (B1(0)×R), Pj−1 ∩ (B1(0)×R)) ≤ C4−jQ1,
(7.64) dist2H (P
T ∩ (B1(0) ×R), P Tj−1 ∩ (B1(0)×R)) ≤ C4−jQ1, and
(7.65) s−n−2j
∫
M∩(Bsj (0)×R)
dist2 (x, P ) ≤ C4−jQ1
where C depends only on n and δ. Note that (7.63) and (7.64) in particular say that
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(7.66) dist2H (P ∩ (B1(0)×R), B1(0)) ≤ CQ1 and
(7.67) dist2H (P
T ∩ (B1(0)×R), B1(0)) ≤ CQ1.
Now, given any ρ ∈ (0, 1/8), there exists a unique j with sj+1 ≤ ρ < sj. Since γ < β < θ, this
implies that γj+1 ≤ ρ < θj, or, equivalently, that log ρlog θ > j ≥ log ρlog γ −1. Hence, by (7.65), we conclude
that
ρ−n−2
∫
M∩(Bρ(0)×R)
dist2 (x, P ) ≤ s−n−2j+1
∫
M∩(Bsj (0)×R)
dist2 (x, P )
=
(
sj
sj+1
)n+2
s−n−2j
∫
M∩(Bsj (0)×R)
dist2 (x, P )
≤ CρκQ1(7.68)
for all ρ ∈ (0, 1/8), where κ = − log 4/ log γ and C depends only on n.
Next observe that we can move the base point and repeat the entire argument leading to the
estimates (7.66), (7.67) and (7.68). Specifically, for any given X ∈M ∩Bn+1
3/4
(0), we have
Hn (M ∩Bn+17/8 (X))
ωn(7/8)n
=
Hn (G ∩Bn+17/8 (X)) +Hn((M \G) ∩Bn+17/8 (X))
ωn(7/8)n
≤ 1
ωn(7/8)n
∫
Ω
√
1 + |Du+|2 +
√
1 + |Du−|2 + CEˆ2+µ
≤ 2
√
2 + CEˆ2+µ
≤ 3− δ/16(7.69)
provided ǫ = ǫ(n, δ) ∈ (0, 1) is sufficiently small. Here G denotes the graphical part ofM∩(B7/8(0)×
R) as described in Section 3, Ω ⊂ B7/8(0), u± : Ω → R are such that G = graphu+ ∪ graphu−
and Eˆ2 =
∫
M∩(B1(0)×R)
|xn+1|2, C = C(n, δ) and µ = µ(n).
Thus, provided ǫ is sufficiently small, we can repeat the argument leading to the estimates (7.66),
(7.67) and (7.68), iteratively applying Lemma 6.3 with δ/16 in place of δ and ηX, 7/16M in
place of M and starting with P = ηX,7/16 (R
n × {0}) and arbitrary L ∈ A (ηX,7/16M, 1) and
t ∈ R (ηX,7/16M,L, 1) to conclude that for every X ∈ M ∩ Bn+13/4 (0), there exists a pair of affine
hyperplanes PX such that
(7.70) d2H (PX −X ∩ (B1(0)×R), B1(0)) ≤ CQ1,
(7.71) d2H (P
T
X ∩ (B1(0)×R), B1(0)) ≤ CQ1 and
(7.72) ρ−n−2
∫
M∩(Bρ(X′)×R)
dist2 (x, PX ) ≤ CρκQ1
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for all ρ ∈ (0, 1/8), where X ′ = π (X). It follows from this that provided ǫ = ǫ(n, δ) is sufficiently
small,M∩(B1/2(0)×R) is the graph of a 2-valued C1,κ function. The proof of this claim is as follows:
First note that by choosing ǫ = ǫ(n, δ) sufficiently small, we may assume that M ∩ (B1/2(0) ×
R) ⊆ M ∩ Bn+13/4 (0). For X ∈ M ∩ Bn+13/4 (0), let PX be as in (7.70)—(7.72). Note that by (7.70),
PX ∩ π−1 (X ′) consists precisely of two (possibly coinciding) points X and X˜. Multiplying the
inequality (7.72) by ρ2 and letting ρ→ 0, we see that for eachX ∈M∩(B1/2(0)×R),M∩π−1 (X ′) =
PX∩π−1 (X ′) so thatM∩π−1 (X ′) consists of (possibly coinciding) two points. Furthermore, (7.72)
says that the two tangent planes toM atX and X˜ are the two hyperplanes whose union is PX . Thus,
in view of (7.71), we have that for eachX ∈M∩(B1/2(0)×R), |ν1(X)−en+1|, |ν2(X˜)−en+1| ≤ CQ1,
where ν1, ν2 denote the (locally defined) upward pointing unit normals toM . (Thus, in case X = X˜,
ν1(X), ν2(X) are the two upward pointing unit normals at X to the respective smooth sheets whose
union is M ∩Bn+1σ (X) for some σ > 0.) This means that
(7.73) M ∩ (B1/2(0) ×R) = graphu+ ∪ graphu−
where u± : B1/2 \ π (singM) → R are Lipschitz functions with u+ ≥ u− and Lipschitz constants
≤ CQ1. The functions u+, u− then extend uniquely as Lipschitz functions u+, u− : B1/2(0) → R
respectively, with the same Lipschitz constants, and we have that
(7.74) M ∩ (B1/2(0)×R) = graphu+ ∪ graphu−.
Now note that since M ∩ (B1/2(0) × R) is a Lipschitz graph with Lipschitz constant ≤ 1, it
follows that Q1 ≤ CEˆ2 for some fixed constant C = C(n), where Eˆ =
∫
M∩(B1(0)×R)
|xn+1|2, and
hence we may replace Q1 with Eˆ
2 in all of the above estimates. Note also that since 0 ∈ M , the
estimate for the Lipschitz constant implies the height bound
(7.75) |u+(x)|, |u−(x)| ≤ CEˆ.
It now remains to show that the union of the two Lipschitz graphs in (7.74) is the graph of a
single 2-valued C1,κ function, with its C1,κ norm bounded by a constant times Eˆ. We proceed as
follows:
Take any two points X1,X2 ∈M ∩(B1/2(0)×R) with X ′1 6= X ′2 and let r = |X ′1−X ′2|. By (7.72),
we have that
(7.76) (2r)−n−2
∫
M∩(B2r(X′2)×R)
dist2 (x, PX2) ≤ CrκEˆ2
and hence, since Br(X
′
1) ⊂ B2r(X ′2) it follows that
(7.77) r−n−2
∫
M∩(Br(X′1)×R)
dist2 (x, PX2) ≤ CrκEˆ2.
Also by (7.70) and (7.71) we have
(7.78) d2H (PX2 ∩ (B1(X ′1)×R), B1(X ′1)) ≤ CEˆ2.
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This means that provided ǫ = ǫ(n, δ) is sufficiently small, we may use Lemma 6.3 exactly as it
was used in the argument leading to (7.66), (7.67) and (7.68), with ηX1, rM in place ofM , ηX1, r PX2
in place of P of the lemma (which was taken to be the multiplicity 2 hyperplane corresponding to
Rn × {0} in the argument leading to (7.66), (7.67) and (7.68) above) to conclude that there exists
a pair of affine hyperplanes P ′X1 such that
(7.79) (ρr)−n−2
∫
M∩Bρr(X′1)×R)
dist2 (x, P ′X1) ≤ Cρκr−n−2
∫
M∩(Br(X′1)×R)
dist2 (x, PX2)
for all ρ ∈ (0, 1/8) and
(7.80) d2H (P
′T
X1 ∩ (B1(0)×R), P TX2 ∩ (B1(0) ×R)) ≤ Cr−n−2
∫
M∩(Br(X′1)×R)
dist2 (x, PX2).
In view of (7.72) (with X = X1), (7.79) implies that P
′
X1
≡ PX1 , and hence, (7.80) combined
with (7.77) gives that
(7.81) d2H (P
T
X1 ∩ (B1(0)×R), P TX2 ∩ (B1(0)×R)) ≤ CEˆ2|X ′1 −X ′2|κ
for all X1, X2 ∈ M ∩ (Bσ/4(0) ×R). This says that, in the notation introduced in Section 2, the
2-valued function u : B1/2(0)→ T(R) defined by u(x) = {u+(x), u−(x)} satisfies
(7.82) G (Du(x1),Du(x2)) ≤ CEˆ|x1 − x2|κ/2
for all x1, x2 ∈ B1/2(0). i.e. that u is a C1,κ/2(B1/2(0)) function with ‖u‖C1,κ/2(B1/2(0)) ≤ CEˆ. The
theorem is thus proved. 
Proof of Theorem 1.2: By Theorem 1.1, M ∩ (B1/2(0)×R) is either the graph of a single C1,α
function u0 or the graph of a 2-valued C1,α function u, with the appropriate estimate for the C1,α
norm in either case. In case M ∩ (B1/2(0) × R) is the graph of a 2-valued function u, we have
that locally in a neighborhood Ωx of any point x of the open set B1/2(0) \ π (singM), u is given
by two functions, each satisfying the minimal surface equation in Ωx. Since Hn−2 (singM) = 0 by
assumption, B1/2(0)\π (singM) is simply connected, and henceM ∩ ((B1/2(0)\π (singM))×R) is
equal to the union of the graphs of two functions u˜1, u˜2 : B1/2(0) \π (singM)→ R each satisfying
the minimal surface equation. But then by the removable singularity theorem of L. Simon [Sim77],
u˜1, u˜2 extend as functions u1, u2 : B1/2(0)→ R satisfying the minimal surface equation. 
Proof of Theorem 1.4: We argue by contradiction. Were the assertion false, there would exist
a sequence of hypersurfaces Mk ∈ Ib, k = 1, 2, 3, . . . , with 0 ∈Mk,
(7.83)
Hn (Mk)
ωn2n
≤ 2 + 1/k
such that for each k, the conclusion of the theorem fails with Mk in place of M, 1/k in place of σ
and with any choice of orthogonal rotation q of Rn+1 and any choice of pair of hyperplanes P . By
Allard’s integer varifold compactness theorem, we obtain, possibly after passing to a subsequence
of {k} which we continue to denote {k} that Mk → V as varifolds for some integer multiplicity
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stationary varifold of Bn+12 (0).
First consider the case when, for a further subsequence of {k} which we shall continue to de-
note {k}, there exist points Zk ∈ Mk ∩ Bn+11/k (0) with ΘMk (Zk) ≥ 2 − 1/k. Then by (7.83), upper
semicontinuity of density and the continuity of mass under varifold convergence, it follows that
2 ≤ Θ‖V ‖ (0) ≤ H
n (spt ‖V ‖∩Bn+12 (0))
ωn2n
≤ 2, so that by the monotonicity formula, V must be a cone
with Θ‖V ‖ (0) = 2. By Lemma 8.1, part (b) below, V must either be a pair of transverse hyper-
planes or a hyperplane with multiplicity 2. Thus for infinitely many k of the original sequence, the
conclusions of the theorem hold, by Theorem 1.1 or Theorem 1 of [Wic], with Mk in place of M,
1/k in place of σ and a suitable choice of an orthogonal transformation q (which carries spt ‖V ‖ to
Rn ×{0} in case V is a single hyperplane with multiplicity 2, or L ≡ graph 12(p1+ p2) to Rn ×{0}
in case spt ‖V ‖ = P 1 ∪ P 2 where P i = graph pi, i = 1, 2 are transverse hyperplanes.)
The remaining alternative is that there is a number ρ > 0 such that for infinitely many k,
Mk ∩Bn+1ρ (0) is an embedded stable minimal hypersurface of Bn+1ρ (0) (with no singularities since
2 ≤ n ≤ 6). But then by Theorem 9.1 below, there exists a fixed number Γ > 0 such that
sup
Mk∩B
n+1
ρ/2
(0)
|Ak| ≤ Γ
ρ
where Ak denotes the second fundamental form of Mk and |Ak| its length. If νk denotes an oriented
unit normal to Mk, then for X ∈ M˜k ∩Bn+1ρ/2 (0) (where M˜k is the connected component of Mk that
contains the origin) and for any unit speed geodesic γ of M from the origin to X, we have that
|νk(X)− νk(0)| ≤
∫ ℓ
0
∣∣∣∣ ddtνk(γ(t))
∣∣∣∣ dt ≤ Γℓρ
where ℓ is the geodesic distance from 0 to X. Thus, |νk(X) − νk(0)| ≤ 1/2 for all points X ∈
M˜k∩Bn+1ρ/2 (0) contained in a geodesic ball of radius ρ2Γ centered at 0, which means that there exists
ρ1 > 0 such that for all suffciently large k, M˜k ∩Bn+1ρ1 (0) is graphical over the tangent plane to Mk
at 0. Hence for infinitely many k, the conclusions of the theorem hold again, with Mk in place of
M , 1/k in place of σ and qk in place of q, where qk is the rotation that carries the tangent plane
of Mk at 0 to R
n ×{0}. Note that the C1,α estimate of the conclusion of the theorem holds in this
case by standard elliptic estimates. This completes the proof of the theorem. 
8. Compactness and decomposition theorems
In this section we prove Theorems 1.3 and 1.5. First we need the following lemma in which we
shall use the following notation. Given a p dimensional rectifiable varifold V = (Σ, θ) in Rp+1,
where θ is the multiplicity of V (see [Sim83], chapter 4 for an exposition of the the theory of rec-
tifiable varifolds), we let V × Rn−p denote the rectifiable varifold (Σ ×Rn−p, θ1) of Rn+1 where
θ1(x, y) = θ(x) for (x, y) ∈ Σ×Rn−p.
Lemma 8.1. (a) Suppose C is a cone with Θ(‖C‖, 0) ≤ 3 belonging to the varifold closure of im-
mersed, stable minimal hypersurfaces M of Bn+12 (0) with Hn−2 (singM) = 0. If either (i) 2 ≤ n ≤ 6
or (ii) n ≥ 7 and C has the form C = C0 ×Rn−p for some p ≤ 6, then C must be the sum of at
most 3 (multiplicity 1 varifolds associated with) hyperplanes of Rn+1.
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(b) There exists a fixed number ǫ ∈ (0, 1) such that if C is a cone with Θ(‖C‖, 0) ≤ 2 + ǫ be-
longing to the varifold closure of immersed stable minimal hypersurfaces M of Bn+12 (0) satisfying
Hn−2 (singM) <∞, and if either (i) 2 ≤ n ≤ 6 or (ii) n ≥ 7 and C has the form C = C0 ×Rn−p
for some p ≤ 6, then C is equal to the sum of at most 2 (multiplicity 1 varifolds associated with)
hyperplanes of Rn+1.
Proof. To see part (a), first recall the following two standard facts about any stationary cone W ;
namely, that Θ (‖W‖,X) ≤ Θ(‖W‖, 0) for any X ∈ spt ‖W‖ and, that if Θ (‖W‖,X) = Θ (‖W‖, 0)
for some X ∈ spt ‖W‖, then spt ‖W‖ is invariant under translations by elements of the line
{tX : t ∈ R}. In view of these facts, we may assume without loss of generality that Θ(‖C‖,X) < 3
for every X ∈ spt ‖C‖ \ {0}. If Θ(‖C‖,X) ∈ {1, 2} for every X ∈ spt ‖C‖ \ {0} then by Al-
lard’s regularity theorem, Theorem 1 of [Wic] and Theorem 1.1 of the present paper, it follows
that spt ‖C‖ \ {0} is a regular, immersed submanifold, and hence J. Simons’ theorem ([SJ68], see
also [Sim83], appendix B) concerning the non-existence of non-trivial stable minimal hypercones
of dimension ≤ 6 (applied to the cross section C0 in case n ≥ 7 and C = C0 × Rn−p for some
p ≤ 6) implies that C must be a union of hyperplanes. If there is a point X ∈ spt ‖C‖ \ {0} with
Θ (‖C‖,X) 6∈ {1, 2}, by taking a tangent cone to C at X, we produce a cone C′ singular at the
origin having the form (after a rotation) C′ = C′0 ×R in case 2 ≤ n ≤ 6 where the dimension of
the cross section C′0 is one less than the dimension of C, or, in case n ≥ 7 and C = C0 ×Rn−p
for some p ≤ 6, having the form C′0 × Rn−p+1 where the dimension of C′0 is one less than the
dimension of C0. If C
′ has density 1 or 2 everywhere except at {0}, then the preceding argument
tells us that it must be a union of hyperplanes, giving a contradiction. So it must have a singular
point X ′ ∈ spt ‖C′‖ other than the origin. Proceeding inductively, taking a tangent cone to C′ at
X ′, we arrive at a contradiction after a finite number of steps.
To see part (b), first consider the case when Θ (‖C‖, 0) ≤ 2. In this case, we may write, after
a rotation C = C0 ×Rn−q for some q ≤ 6 so that C0 is a stable cone with Θ (‖C0‖, 0) ≤ 2 and
Θ (‖C0‖,X) < 2 for every X ∈ spt ‖C0‖ \ {0}. By taking successive tangent cones at possible sin-
gular points away from the origin and using J. Simons’ theorem as before, we immediately arrive
at the conclusion in this case.
To show the existence of an ǫ as asserted in the lemma, we argue by contradiction. If there
were no such ǫ, then there would exist a sequence of cones Ck, k = 1, 2, . . . in R
n+1 each occurring
as the weak limit of a sequence of immersed stable minimal hypersurfaces Mkj , j = 1, 2, . . . of
Bn+12 (0) with Hn−2 (singMkj) <∞ for each k and j, such that Θ (‖Ck‖, 0) ≤ 2+k−1 and with the
additional property in case n ≥ 7 that each Ck has the form Ck = C(k)0 ×Rn−p for some p ≤ 6,
and yet Ck is not a union of hyperplanes for any k. In view of the uniform mass bound (implied
by the density hypothesis), we may extract a subsequence, which we will continue to denote Ck
such that Ck → C for some cone C where the convergence is as varifolds. By continuity of mass
under varifold convergence, we have that Θ (‖C‖, 0) ≤ 2. Furthermore, in case n ≥ 7, C has the
form C = C0 ×Rn−p. Hence by the discussion of the previous paragraph we have that C is either
a single multiplicity 1 hyperplane or a pair of hyperplanes. Hence by Allard’s regularity theorem,
Theorem 1.1 of [Wic] or Theorem 1.1 of the present paper, we must have that for each sufficiently
large k and each sufficiently large j (depending on k) Mkj ∩Bn+11 (0) must either be a multiplicity
1 C1,α graph or the union of two multiplicity 1 C1,α graphs or a single 2 valued C1,α graph, with
an interior estimate, in each case, for the C1,α norm of the function(s) defining the graph in terms
of the L2 norm of the function(s) over a larger ball. But this means that for all sufficiently large k,
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spt ‖Ck‖ ∩Bn+11 (0) must either be immersed or a equal to a 2 valued C1,α graph. In all cases, by
taking the tangent cone at the origin (which on the one hand must be equal to the tangent plane(s)
to the graph at the origin and on the other hand coincide with Ck since Ck is already a cone), we
see that spt ‖Ck‖ must be the union of at most 2 hyperplanes, contrary to the assumption. The
lemma is thus proved. 
Proof of Theorem 1.3. First note that by Allard’s varifold compactness theorem ([All72], [Sim83]),
we obtain a stationary integral varifold V of Bn+12 (0) such that for some subsequence of {Mk}
which we continue to denote {Mk}, we have Mk → V as varifolds. Next we claim that there exists
σ = σ(n, δ) ∈ (0, 1/2) such that
(8.1)
Hn(Mk ∩Bn+11 (X))
ωn
≤ 3− δ/2
for all k and all X ∈ Mk ∩ Bn+1σ (0). To see this, fix any k and suppose that X ∈ Mk ∩ Bn+11/2 (0).
Then by the monotonicity of mass ratio, we have that
Hn (Mk ∩Bn+11 (X))
ωn
≤
Hn (Mk ∩Bn+11+|X|(0))
ωn
= (1 + |X|)n
Hn (Mk ∩Bn+11+|X|(0))
ωn(1 + |X|)n
≤ (1 + |X|)nH
n (Mk ∩Bn+12 (0))
ωn2n
≤ (1 + |X|)n(3− δ),(8.2)
which readily implies (8.1) provided X ∈ Mk ∩ Bn+1σ (0) for a suitable choice of σ = σ(n, δ) ∈
(0, 1/2). It then follows that
Hn(spt ‖V ‖∩Bn+11 (X))
ωn
≤ 3 − δ/2 for all X ∈ spt ‖V ‖ ∩ Bn+1σ (0), so that
Θ (‖V ‖,X) ≤ 3 − δ/2 for all X ∈ spt ‖V ‖ ∩ Bn+1σ (0). Hence, if X ∈ spt ‖V ‖ ∩ Bn+1σ (0) is a sin-
gular point of spt ‖V ‖ ∩ Bn+1σ (0) and C is any tangent cone to V at X having, after a rotation,
the form C = C0 ×Rn−p for some p ∈ {1, 2, . . . , n}, then by Lemma 8.1, we must have, in case
n ≥ 7, that p ≥ 7; otherwise, Lemma 8.1 says that C must be a union of hyperplanes, and since
Θ (‖C‖, 0) = Θ (‖V ‖,X) < 3, it must either be a multiplicity 1 hyperplane, a multiplicity 2 hy-
perplane or a transverse pair of hyperplanes, in all of which cases, by Allard’s regularity theorem,
Theorem 1.2 of the present paper or Theorem 1 of [Wic], spt ‖V ‖ would be a regular immersed
submanifold near X, contrary to the hypothesis that X is a singular point. Hence, in case n ≥ 7,
Federer’s dimension reducing principle implies that dim sing spt ‖V ‖ ∩ Bn+1σ (0) ≤ n − 7. In case
2 ≤ n ≤ 6, Lemma 8.1 says that any tangent cone at any point X ∈ spt ‖V ‖ ∩ Bn+1σ (0) is either
a multiplicity 1 hyperplane, a multiplicity 2 hyperplane or a transverse pair of hyperlanes, so that
X must be a regular point of spt ‖V ‖.
It remains to show that when n = 7, sing spt ‖V ‖ ∩ Bn+1σ (0) is discrete. This follows by the
standard argument. Were it not true, there exist singular points X and Xj , j = 1, 2, . . . , of
spt ‖V ‖ ∩Bn+1σ (0) such that Xj 6= X for all j and Xj → X. Let ρj = |X −Xj |. Then after passing
to a subsequence, ηX, ρj V → C, where C is a cone with singularities at the origin and at a point
Y = limj→∞
X−Xj
ρj
∈ spt‖C‖ ∩ Sn−1. (This last claim that Y is a singular point of C follows
from the appropriate regularity theorem—i.e. Allard’s theorem, Theorem 1.2 of the present paper
or Theorem 1 of [Wic].) But then since C is a cone, this means that the entire ray defined by
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Y consists of singularities of C, which is impossible since in dimension n = 7, the singular set is
0-dimensional. This concludes the proof of the theorem. 
Proof of Theorem 1.5: Let ǫ = ǫ(n) ∈ (0, 1) be as in Lemma 8.1, part (b), and choose σ = σ(n) ∈
(0, 1/2) as in the proof of Theorem 1.3 (i.e. via the estimate (8.2)), so that Θ (‖V ‖,X) ≤ 2 + ǫ/2
for all X ∈ spt ‖V ‖ ∩Bn+1σ (0). Let B be the set of branch points of spt |V ‖ ∩Bn+1σ (0). Thus
B = {Z ∈ sing V ∩Bn+1σ (0) : V has a (unique) multiplicity 2 tangent plane at Z}.
Set S = sing V ∩ Bn+1σ (0) \ B. Then singV ∩ Bn+1σ (0) = B ∪ S, B ∩ S = ∅ by definition, and by
Theorem 1.1, S is relatively closed in spt ‖V ‖ ∩ Bn+1σ (0). By Theorem 1.2, it follows readily that
if Hn−2 (B) = 0, then B = ∅. To estimate the Hausdorff dimension of S, we proceed as follows.
Consider an arbitrary point Z ∈ S. Let C be any tangent cone to V at Z. Then by the definition
of S and Theorem 1 of [Wic], C cannot be equal to a pair of hyperplanes. Hence if 2 ≤ n ≤ 6,
it follows from Lemma 8.1, part (b) that S = ∅. If n ≥ 7, Lemma 8.1, part (b) says that, after a
rotation, C = C0 ×Rn−p for some p ≥ 7. It then follows by the dimension reducing principle of
Federer that
(8.3) Hn−7+γ (S) = 0
for every γ > 0.
It only remains to show that S is finite when n = 7. To see this, suppose S is an infinite set.
Then there exists a point Z ∈ spt ‖V ‖ ∩ Bn+1σ (0) and a sequence of points Zj ∈ S with Zj 6= z
for each j, such that Zj → Z as j → ∞. Let rj = |Zj − Z| and Vj = ηZ, rj # V. Then after
passing to a subsequence, Vj → C as varifolds, where C is a cone. Let ζj = r−1j (Zj − z). Then
ζj ∈ sing Vj ∩ Sn, and hence, after passing to a further subsequence, ζj → ζ ∈ singC ∩ Sn. Now
write singC ∩ Bn+1σ (0) = BC ∪ SC, where BC is the set of branch points of C in Bn+1σ (0) (thus
each point of BC is a singular point of C where C has a unique multiplicity 2 tangent plane) and
SC is the complement of BC in singC ∩ Bn+1σ (0). Similarly, write sing Vj ∩ Bn+1σ (0) = BVj ∪ SVj
with BVj , SVj having analogous meaning. Then ζj ∈ SVj since Zj ∈ S. By (8.3),
(8.4) Hγ (SC) = 0
for each γ > 0. On the other hand, since C is a cone and z ∈ singC ∩ Sn, we have that {tζ : t >
0} ⊂ singC. In fact, we must have that
(8.5) {tζ : t > 0} ∩Bn+1σ (0) ⊂ SC.
For if not, ζ ∈ BC in which case C would have a (unique) multiplicity 2 tangent plane at ζ, and
since Vj → C, by Theorem 1.1, it follows that for all sufficiently large j, spt ‖Vj‖ is a 2-valued C1,α
graph in some neighborhood of ζ. But this contradicts the fact that ζj ∈ SVj . Hence we must have
(8.5), but this contradicts the dimension estimate (8.4). This concludes the proof of the lemma. 
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9. Some further corollaries
Theorem 9.1. Let δ ∈ (0, 1). There exist positive numbers Γ and σ depending only on δ such
that if 2 ≤ n ≤ 6 and M is a an immersed, stable minimal hypersurface of Bn+12 (0) satisfying
Hn−2(singM) = 0 and Hn(M)ωn2n ≤ 3− δ, then singM ∩Bn+1σ (0) = ∅ and
supM∩Bn+1σ (0) |A| ≤ Γ
where A denotes the second fundamental form of M and |A| the length of A.
Remark: If M is assumed to be embedded, this result holds with mass bound arbitrary, and is
due to R.Schoen and L. Simon [SS81]. In dimensions 2 ≤ n ≤ 5, provided we assume singM = ∅,
the result (for M immersed) holds with mass bound arbitrary, and is due to R. Schoen, L. Simon
and S. T. Yau [SSY75].
Proof. Set σ1 = min {σ(1, δ), . . . , σ(6, δ)} and σ = σ1/4, where σ(n, δ) is as in Theorem 1.3. Then
it follows directly by taking Mk =M in Theorem 1.3 that singM ∩Bn+1σ1 (0) = ∅, so we only need
to prove the curvature estimate.
If there is no such Γ, then for some n with 2 ≤ n ≤ 6 and some δ ∈ (0, 1), there exists a
sequence {Mk} of stable minimal hypersurfaces immersed in Bn+12 (0) with 0 ∈ Mk, satisfying
Hn−2(singMk) = 0 (or we may assume singMk ∩Bn+11 (0) = ∅ if we wish, in view of the preceding
paragraph) and H
n (Mk)
ωn2n
≤ 3 − δ for each k, and yet there exists a point Zk ∈ Mk ∩ Bn+1σ (0) for
each k with
(9.6) |Ak|(Zk)→∞,
where Ak denotes the second fundamental form of Mk and |Ak| its length. By Theorem 1.3, there
exists a stationary varifold V of Bn+12 (0) such that after passing to a subsequence, which we continue
to denote {Mk}, we have thatMk → V as varifolds, and that spt ‖V ‖∩Bn+1σ1 (0) =M whereM is a
smooth (i.e. having singM = ∅) stable minimal hypersurface of Bn+1σ1 (0); since varifold convergence
implies convergence (of the supports of the weight measures) in Hausdorff distance, we also have
that Zk → Z for some Z ∈M ∩Bn+1σ (0). But since M is a regular immersed hypersurface, and the
density of M at X is ≤ 3 − δ for every X ∈ M ∩ Bn+1σ1/2(0), the tangent cone to M at Z is either
a multiplicity 1 plane, or a multiplicity 2 plane or a transversely intersecting pair of hyperplanes
with Z belonging to its axis. Applying respectively Allard’s regularity theorem, Theorem 1.2 or
Theorem 1 of [Wic], we conclude that there exists a fixed radius ρ > 0 independent of k such that
in each of these cases, for all sufficiently large k, we have that
supMk∩Bn+1ρ (Z) |Ak| ≤
C
ρ
for some fixed constant C = C(n) independent of k. But this contradicts (9.6). The theorem is
thus proved. 
Theorem 9.2 (A Bernstein type theorem). Let δ ∈ (0, 1). Suppose 2 ≤ n ≤ 6, M is a complete,
non-compact stable minimal hypersurfaces of Rn+1 satisfying
Hn(M∩Bn+1R (0))
ωnRn
≤ 3− δ for all R > 0.
Then M must be a union of affine hyperplanes.
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Remark: This is a slight generalization of the Bernstein type theorem in [Wic04c], which asserts
the existence of a number ǫ ∈ (0, 1) such that the conclusion of the theorem is true whenever
2 ≤ n ≤ 6 and HnM∩B
n+1
R (0)
ωnRn
≤ 2 + ǫ for all R > 0.
Proof. By Theorem 9.1, supBn+1σR (0)
|A| ≤ ΓR for all R > 0, where σ > 0 and Γ are independent of
R. Let R→∞. 
The following result is an improvement of Lemma 1 of [SS81]. Note that our proof of it below
uses the regularity theory; Lemma 1 of [SS81] on the other hand was used in proving the regularity
theorem of [SS81], and it would be interesting to see if the result below has a proof independent of
regularity theory.
Theorem 9.3. Let p ∈ (0, 4 + √8/n), Λ > 0 and θ ∈ (0, 1). There exists a constant C =
C(n, p,Λ, θ) such that ifM is an embedded, stable minimal hypersurface of Bn+11 (0) with Hn−2(singM) <
∞ and Hn(M) ≤ Λ, then
∫
M∩Bn+1θ (0)
|A|p ≤ C
(∫
M∩Bn+11 (0)
1− (ν · ν0)2
)p/2
for any unit vector ν0 ∈ Rn+1. Here A denotes the second fundamental form of M and ν the unit
normal vector to M.
The estimate continues to hold if M is immersed provided Λ = ωn(3− δ) for some δ ∈ (0, 1) and
Hn−2 (singM) = 0.
Proof. We argue by contradiction. If the estimate were not true for some Λ, p ∈ [4, 4 +√8/n)
and θ ∈ (0, 1), then there exists a sequence of stable minimal hypersurfaces Mk of Bn+11 (0) with
Hn(Mk) ≤ Λ and
(9.7)
∫
Mk∩B
n+1
θ (0)
|Ak|p ≥ k
(∫
Mk∩B
n+1
1 (0)
1− (νk · νk0 )2
)p/2
where νk0 are unit vectors inR
n+1. Note that under the assumptions of the theorem,Hn−7+γ (singMk) =
0 for each γ > 0, which follows from Theorem 3 of [SS81] in the embedded case, and from Theo-
rem 1.3 above in the immersed case. By Schoen-Simon-Yau integral curvature estimate (which was
originally proved for smooth, stable hypersurfaces but continues to hold for stable hypersurfaces
M with singularities provided Hn−p(singM) < ∞, as can be seen using an easy cut-off function
argument), we have that
(9.8)
∫
Mk∩B
n+1
θ (0)
|Ak|p ≤ C
where C is a constant that depends only on n, p, Λ and θ. From (9.7) and (9.8), it follows that
(9.9)
∫
Mk∩B
n+1
1 (0)
1− (νk · νk0 )2 → 0.
Since mass of Mk is uniformly bounded, Allard’s compactness theorem says that after passing to a
subsequence, Mk → V for some stationary varifold V of Bn+11 (0), and (9.9) says that V must be a
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hyperplane (with some positive integer multiplicity.) Let us assume without loss of generality that
this hyperplane is Rn × {0}. Now in case Mk are embedded, by Schoen-Simon regularity theorem,
this means that for all sufficiently large k, Mk ∩ (B 1+θ
2
(0)×R) decomposes as the (disjoint) union
of graphs of mk functions u
k
i : B 1+θ
2
(0) → R, 1 ≤ i ≤ mk, (with mk bounded independently of k
by a number depending on Λ), each solving the minimal surface equation. In the immersed case
under the stronger mass bound, by Theorem 1.2, the same conclusion holds with mk ≤ 2.
Now let Lk be the hyperplane determined by the unit vector ν
k
0 , and lk : R
n × {0} → R be
the linear function whose graph is Lk. (Note that ν
k
0 · en+1 → 1.) Then uki − lk solves an elliptic
equation over B 1+θ
2
(0), and so by elliptic estimates, we have a constant C = C(n, θ) such that
supB 1+3θ
4
(0) |D2uki | ≤ C‖Duki−Dlk‖L2(B 1+θ
2
(0)) and supB5/8(0) |Duki−Dlk| ≤ C‖Duki−Dlk‖L2(B3/4(0))
for each i. But this means that supMk∩Bn+1θ (0)
|Ak| ≤ C
(∫
Mk∩B
n+1
1 (0)
1− (νk · νk0 )2
)1/2
where C =
C(n,Λ), which contradicts (9.7). 
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