This work presents a rigorous and objective evaluation of two progressive image transmission techniques in a framework of telemicroscopy of biological specimens. First of all, a Lossless Progressive Image Codec (LPIC) which is based on a specific wavelet transform and an efficient encoding method is introduced. This system is then compared to the standard Progressive-JPEG (P-JPEG) for the specific task of detecting biological specimens in the images progressively received by a biologist controlling a remote transmission electron microscope (TEM). Both methods have been quantitatively compared by means of a task-oriented methodology that guarantees an objective comparison for the task at hand. Such a methodology is based upon a wide ensemble of artificial images resembling real electron microscopy images, as well as on a thorough set of figures of merit assessing the quality of the reconstructed images. The results that have been obtained allow to claim with statistical significance that our method outperforms the standard P-JPEG throughout the transmission process. Finally, both progressive transmission methods LPIC and P-JPEG were applied over real electron microscopy images from different subfields of Structural Biology, and the results exhibited a similar behaviour to that obtained for artificial images. Visualization results manifest that LPIC exhibits excellent levels of details from the very beginning whereas P-JPEG undergoes severe blocking artifacts along the first stages of the transmission. Therefore, the conclusion of the work is that the superiority of the progressive image transmission method introduced here over P-JPEG comes into manifest for the task of detecting biological specimens in the progressively transmitted images.
Introduction
Researchers from scientific fields such as medicine, microscopy or astronomy among others, are getting more and more interested in the use of the Internet to acquire images from large equipments which are only available in a few research centers. Currently, Telemedicine [1, 2] , Telemicroscopy [3, 4, 5, 6, 7] and Teleastronomy [8, 9] provide access to expensive and unique instruments for the scientific community, allowing one or several remote users to control devices in real time and/or to share the images obtained from the current experiment or to consult databases of images obtained from previous experiments. Recently, remote operation systems for transmission electron microscopes (TEMs) via network connections have been developed by some research groups in the field of Structural Biology [6, 7] . For these purposes, remote links must provide high rate transmission with short latencies in order to make the instrument available as a research tool [10] . Independently of the research field and the instrument to be remotely controlled, one of the problem to be solved consists of finding a mechanism for transmitting large amount of information (usually large images) as fast as possible. Apart from using a high transmission rate, a remote visualization procedure can be accelerated by using an appropriate compressor. Most of the telemetry and remote control systems in Telemedicine, Teleastronomy or Telemicroscopy use the standard JPEG compressor/decompressor [6] . However, images compressed by JPEG are transmitted row by row, and only when the full image has reached the remote system, the user can decide to send commands for positioning the microscope to the selected region, focusing and exposure adjustments.
Apart from the remote control itself, researchers need to consult databases of images. For a fast examination of the images, usually the image data are stored as a multiresolution "mip-map" consisting of the full-resolution data and a series of lower resolution maps derived by successively subsampling the full-resolution image. This multiresolution format allows retrieval at an specific resolution for the current viewing parameter, thereby facilitating rapid transmission. So images are extracted at a desired resolution and transmitted after performing a JPEG compression at the requested image quality [6] . The main drawbacks of this procedure are (a) that the user must select the map to be transmitted, (b) subsequent JPEG compression of the selected map has to be done and (c) the redundancy of the information at the image server. To solve these disadvantages, image compressors allowing a hierarchical multiresolution representation of an image can be used [11] .
The goal of this work is to describe and analyse a mechanism for minimizing the transmission times of full-sized images, facilitating remote operation of the TEM by the biologist and simplifying the image data storage by only saving the full-resolution -and without any loss of information-images. This mechanism basically consists of sending data images by a compressed and progressive way of transmission.
An image transmission is called non-progressive when every element of the transmitted data reaching the receiver only contains information about a small piece of the image. The image at the receiver is usually visualized by rows or by columns, so in the middle of the transmission only half the image can be visualized at the receiver. On the contrary, a progressive image transmission allows visualization of a full-sized image even when only a small piece of information has reached the receiver; this full-sized image is an approximate version of the original image. The greater the amount of data received, the more similar the decompressed image is to the original one. In a progressive image transmission, every element of the transmitted data contains information for refining the image globally, instead of locally as a non-progressive transmitter does.
Progressive image transmission is a desirable feature because it provides the capability of interrupting a transmission when the quality of an image has reached an acceptable level or when the user decides that the received image is not interesting. Similarly, the user at the receiver site can make a decision based on a rough reproduction of the image and to interact with the remote device for obtaining a new image, or for recovering a higher fidelity (or even exact) replica of only a part of the image.
Nowadays, in the world of image transmission, JPEG is the most popular coding scheme for continuous-tone still images. In such environments, a progressive operating mode of JPEG (P-JPEG) [12] is more suitable when a preliminary version of the transmitted image must arrive at the receiver as soon as possible. However, P-JPEG is a lossy compressor; so when the user needs to recover the exact original image, it must be transmitted again using a lossless operating mode of the compressor (JPEG or whatever).
In this paper a Lossless Progressive Image Codec (LPIC) is proposed as the mechanism for speeding up image data transmissions which facilitates the remote use of image acquisition instruments and management of database of high resolution images [13, 14] . Particularly we will focus our work on biological TEM images obtained from large microscope systems. Based on an objective and rigorous methodology, the efficiency of the standard progressive compressor P-JPEG will be compared to our LPIC for the specific task of searching and detecting biological specimens in the progressively received images by the biologist in telemicroscopy environments. In addition, a subjective visual comparison between both progressive compressors will also be provided. Subjective observations and numerical results obtained from an exhaustive analysis based on many experiments show that LPIC outperforms P-JPEG. This paper has been organized as follows: In Section 2 a brief description of the LPIC is presented. Sections 3, 4 and 5 are devoted to describe the methodology, synthetic images (phantoms) and numerical estimators (Figures of Merit, FOMs) used in our rigorous objective comparison between P-JPEG and LPIC. Experimental results based on synthetic images and real images are shown and analysed in Section 6. This paper then finishes with the conclusions of the work.
Progressive Image Transmission
Progressive image transmission systems are structured into two main blocks. First, the transformation stage, which plays an important role in decorrelating and compacting image data by using a spectral decomposition. Second, a progressive-fidelity encoding stage, which is applied to the transform coefficients to create a compact code-stream in such a way that the image quality is gradually improved until a perfect reconstruction is obtained. Figure 1 shows the progressive image transmission model along the time. In this model it was supposed that: (a) compression, decompression and visualization processes can be overlapped with the image transmission; (b) the time spent to generate a code-stream of N bits is shorter than the time spent to transmit N bits. Note that the encoding/decoding processes are performed during the transmission.
A non-progressive image compressor would visualize the full-sized image only after t np = t c + t I + t d , where t c is the compressor latency, t I is the time for the full compressed image to reach the receiver, and t d is the decompressor latency.
On the other hand, in progressive image transmission a preliminary version of the full-sized image can be visualized at the receiver after t p = t c + t B + t d seconds, where t B is the time spent to transmit the sending buffer. An exact replica of the original image is visualized at the receiver after t np seconds. However, during this time a sequence of I B full size images is shown (I is the size of the compressed image and B the size of the buffer). The similarity of the images in that sequence with respect to the original image increases along the sequence.
In practice, for real systems t c t d << t B = B I ·t I << t I is met, but even slower compressors (t c t d t B ) would yield the same results because compression and decompression processes are overlapped with the data transmission procedure.
In this work we have used LPIC, a progressive image transmission system which relies on a specific wavelet transform (13/7-T) and an efficient codec (SPIHT, which stands for Set Partitioning In Hierarchical Trees). In the following subsections, the main components of our progressive image transmission system will be described.
Discrete Wavelet Transforms
Transformation is a key stage in a wide spectrum of image compression techniques. Image transforming provides a spectral representation of the information in the image so that, in general, most of the information is contained in relatively few coefficients.
Wavelet transforms have recently arisen as a powerful mathematical tool in many image processing applications, and specifically in image compression [15] . One of the main distinctive features of the wavelet transform is its ability to provide a multiresolution spectral decomposition of the image in terms of a certain kernel function. This means that a wavelet decomposition allows us to build variable resolution reconstructions where the most important objects of the image can be represented with higher resolution. On the other hand, the kernel function (in contrast to the waves in the Fourier or cosine transform) may be defined to be more suitable for representing visual information.
In this work, the integer discrete wavelet transform known as the 13/7-T transform [16, 17] has been used. This transform proves to be very suitable for lossless image coding and progressive transmission because the relevant information can be described with a few transform coefficients [18] . Moreover, as any wavelet transform, the transformation can be efficiently performed due to its linear computational complexity.
The 13/7-T transform of a discrete signal s [k] , with an even number of samples k = 0, . . . , N − 1 is defined as the pair of sequences [16] 
with n = 0, . . . , N/2 − 1 (1) where . represents downward truncation. Similarly, the inverse 13/7-T transform is:
with n = 0, . . . , N/2 − 1 (2) In the framework of the Filter Bank Theory, the 13/7-T transformation corresponds to a subband decomposition [19] , where l[n] and h[n] are the outputs of a low pass filter and a high pass filter, respectively, applied to the original sequence s[k].
The two dimensional (2D) transform is computed by applying the transformation (1) sequentially to the rows and columns of the image, as shown in Figure 2 . As a consequence, the image is decomposed into quadrants, corresponding to four subsequent subbands (low-low or ll, low-high or lh, high-low or hl, and high-high or hh). The ll subband typically has most of the energy. As energy compaction is essential for the compression ratio, the subband decomposition mechanism is applied repeatedly to the ll subband for a number of levels, as depicted in Figure 2 , resulting in a hierarchical pyramid structure [11] . The wavelet multiresolution spectrum has the property that there exists a spatial self-similarity among the coefficients at different levels and frequency subbands of the hierarchical decomposition, as can be appreciated in Figure 2. 
Encoding and Transmission of the Coefficients. SPIHT
The underlying idea for progressive image transmission is to transmit the most important information first. The importance of a piece of information is usually evaluated in terms of a distortion measure of the reconstructed image. In wavelet-based progressive image transmission, the information to be transmitted is the set of spectral coefficients provided by the wavelet transform. The mean-squared error (MSE) is typically used as the distortion measure.
Transmitting the wavelet coefficients according to a decreasing order of magnitude yields the minimum MSE for the reconstructed image [11] . Nevertheless, the use of a bit-plane ordering transmission strategy has a similar behaviour -in terms of reconstruction distortion-and, furthermore, presents two additional interesting properties:
1. There is no need to sort the coefficients according to their magnitude before transmitting, and thus the latency to start the transmission is reduced.
2. The reconstruction distortion is further minimized since the most significant bits are transmitted first.
In this work, SPIHT (Set Partitioning In Hierarchical Trees) [20] has been used as the method for the compression and transmission of the wavelet coefficients. SPIHT is an efficient compression algorithm that takes advantage of the spatial self-similarity relationship among the subbands in the wavelet space to efficiently compress and transmit them in a bit-plane ordering.
Methodology for Objective Comparison
The analysis of the relative performance of different algorithms is central in any field, and specifically in image processing. In order to carry out rigorous comparisons, objective criteria must be used. In image processing, comparisons only based on visual inspection should thus be avoided, specially in case the methods to be compared produce similar, but not identical, results.
In this work, a task-oriented methodology for objective comparisons of the image compressors has been used. This methodology is inspired on the one traditionally used in the field of image reconstruction from projections, which has already been applied in Medicine [21, 22, 23] as well as Electron Microscopy [24, 25, 26] .
In essence, this task-oriented methodology relies on the fact that the relative performance of different methods can be strongly dependent on a given image analysis task. This task is usually related to the type of information intended to be extracted from the images produced by the methods. The approach evaluates the methods using numerical observers, and then assigns a statistical significance level to the claim of superiority of one method over the other for the particular task.
The progressive image transmission system that is presented in this work aims at providing the biologist with the ability to (a) handle a remote TEM, (b) search for the most interesting -from the biological point of view-field and (c) receive the image. In this sense, the comparison among the methods should address the detectability of biological specimens in the images progressively received by the biologist at the host.
The methodology proposed in this work to evaluate the two different methods to progressively transmit images consists of the following stages:
1. Generation of random samples of computer generated images (the so-called phantoms).
These phantoms must resemble real noise-less electron micrographs of fields with biological specimens.
2. Generation of noisy images from the phantoms, simulating the noisy imaging process of the TEM used for collecting data. Several noise levels have to be considered to evaluate the behaviour of the methods under a wide spectrum of imaging conditions (from low to high electron doses).
3. Reconstruction of the image from the progressively transmitted images by the methods to be compared. 5. Computation of the statistical significance at which the null hypothesis that all the methods perform equally well can be rejected in favour of the alternative hypothesis that the method with higher average FOM is better for the specific task. The statistical significance is computed based on the FOMs obtained for the reconstructions.
6. Computation of the relevance of the superiority of one of the methods over the other [23] . This magnitude is defined as:
where f 1 and f 2 are the average values of the FOMs for the reconstructed images obtained by means of the two methods, selected in such a way that f 2 ≥ f 1 .
Phantom Generation
The LPIC progressive image transmission system presented here is intended to allow the biologist operating a remote TEM to search for the most interesting area in the grid being imaged, using a minimal amount of time. In order to perform an objective comparison of our LPIC with a P-JPEG-based system, the task to be evaluated in this work is that of detecting the biological specimens in the images progressively received. As a consequence, the synthetic images (phantoms) have to resemble real electron micrographs with biological specimens.
We have generated two types of phantoms with the purpose of dealing with different types of electron micrographs commonly used in structural biology. First, a set of phantoms to resemble "single particles" micrographs used in high/medium resolution structural analyses of macromolecules [27] have been generated. And second, synthetic phantoms simulating micrographs used in tomographic analyses at subcellular level [28] have been created as well.
Single particles phantoms
The single-particles phantoms were generated by randomly spreading projected synthetic macromolecules into an image and, subsequently, adding noise to resemble the noisy imaging process in the TEM.
First, we built a three-dimensional phantom to simulate a biological macromolecule roughly similar to the CCT chaperonin [29] and the DnaB-DnaC complex [30] . The three-dimensional phantom was made up of 12 perfectly globular proteins arranged into two superposed rings with hexameric symmetry. The globular proteins were considered to have a diameter of 52 Angstroms. Then we took frontal and side projections from the model.
The artificial micrographs were then created by selecting a number of projected particles and randomly spreading them across a field with 1024 × 1024 pixels. The number of particles embedded in the micrographs varied from 20 to 70. The final sampling rate in the micrographs was around 3.5 Angstroms/pixel. The images were quantized into 256 grey levels which involves 8 bits per pixel (8 bpp).
Finally, different levels of noise were included in those micrograph phantoms to resemble a wide spectrum of imaging conditions. More specifically, the signal-to-noise ratio (SNR) was varied from 20 to 1, together with the noiseless version. Figure 3 (a) shows a detail of a noisy artificial micrograph with SNR 1.0, resembling an image from cryomicroscopy.
Tomography phantoms
In order to generate tomography phantoms, a three-dimensional model of the mitochondrion was used. This model is currently being used in a work for the objective comparison amongst tomographic reconstruction algorithms and will be described in detail elsewhere.
The mitochondrion phantom was built from the results and conclusions obtained in [31] . The mitochondrion model consisted of an envelope made up of the inner and outer membranes, which were modelled by means of two large hollow cylinders. The size of the model corresponded to 760 nm × 560 nm × 380 nm (X, Y, Z axis, respectively). Tubular and lamellar crystae inside the mitochondrion were modelled through cylinders (or groups of cylinders), with diameter of 30 ± 10 nm. The mitochondrion model was then projected according to different orientations and tilt angles. The effective sampling rate used in this work was 10 Angstroms/pixel. The images were also quantized into 256 grey levels (8 bpp). The synthetic tomography micrographs were then generated by randomly selecting views from the set of projections, and placing them (one projection per micrograph) into fields with 1024 × 1024 pixels. Then different levels of noise (SNR from 20 to 1) were added to the micrographs. Figure 3(b) shows a detail of a noisy artificial tomography micrograph with SNR 1.0.
Figures of Merit
A figure of merit (FOM) is a measure of the quality of the reconstructed image from a specific point of view; it allows to compare the noisy micrograph phantom with the reconstructed image at the receiver in terms of an easily quantifiable similitude. Following the convention of [23] , the FOMs are defined so that a perfect reconstruction yields an unit FOM value.
In this specific work, we intend to design and use FOMs that somehow reflect the goodness of the image transmission method to succeed in reproducing the original image, with special emphasis in the biological specimens in it (the foreground). We have adapted and used the structural consistency FOMs commonly used in the objective comparison of 3D reconstruction algorithms. In addition, we have designed a new set of FOMs able to reflect the effect of the grey level quantization that occurs during the image transmission process. Finally, we have used a FOM based on the PSNR (Peak-SNR), a standard measure used in the image compression field.
Structural Consistency FOMs
Structural consistency FOMs deal with the correspondence between the pixel values in the reconstructed and the original image. They can be measured using magnitudes such as absolute errors, squared errors, as well as differences in the means and in standard deviations. The region over which these differences are taken can be the foreground by itself (for special emphasis in the biological specimens embedded in the image), the background by itself as well as the whole image (for global measures).
In this work, we have used some structural consistency measures previously presented in [26] . To present these measures, we need to introduce some notation. We use r to denote the region (foreground, background or whole image) over which the FOM is measured; N r represents the number of pixels inside the region r; O r,i is the value of the pixel with index i ∈ [1, N r ] in the region r of the original image, whereas R r,i is the corresponding one in the reconstructed image (note that the activity value of the pixels ranges in [0,1]); µ Or and σ Or are the mean and the standard deviation, respectively, in the region r of the original image, while µ Rr and σ Rr are the corresponding ones in the reconstructed image.
Amongst the structural consistency measures in [26] , we should highlight that the following ones proved to be the most useful ones for the purposes in this work:
• Mean squared error FOM This FOM provides a consistency measure between pixel values in original and reconstructed images, with significantly more importance to large errors.
• Mean density value FOM This FOM quantifies the correspondence between the density averages over the whole region.
• Density standard deviation FOM This FOM yields the correspondence between the density standard deviations.
• Blurring FOM This FOM is defined as a weighted mean squared error function amongst the background pixels. The contribution of the ith background pixel is inversely proportional to the Euclidean distance to its nearest foreground pixel (denoted by d i ). Therefore, this FOM emphasizes accuracy near the foreground.
• New masses appearing FOM This FOM is also defined as a weighted mean squared error function amongst the background pixels, where the contribution of the ith background pixel is directly proportional to the d i distance to its nearest foreground pixel. This FOM emphasizes accuracy far from the foreground and should thus be able to detect spurious masses in the background.
Histogram-based FOMs
Most progressive image compressors produce effects over the quantization levels in the images. If the number of quantization levels is not sufficient, a phenomenon called contouring becomes visible [32] . When groups of neighboring pixels are quantized into the same value, regions of constant gray levels are formed, whose boundaries are then called contours.
In progressive image transmission systems, these contouring effects are usually severe at the very beginning of the transmission. As the image is transmitted, the quantization levels increase and, consequently, these effects diminish. The human eye seems to be quite sensitive to contours and errors that affect local structures. However, such effects do not contribute very much into the mean error FOMs such as aforementioned ones. As a consequence, for a thorough objective comparison, FOMs quantifying contouring effects should also be taken into consideration. These FOMs quantitatively reflect the relative visual quality among progressive image transmission methods.
The histogram and the entropy of images prove to be functions that provide useful information about the contouring effects [32] . The grey-level histogram is one of the simplest and most traditional ways of describing low-level grey properties of images, whereas the first-order entropy of an image represents an estimate of the amount of information contained in the image. Both of them are the basis for some well known methods for image registration problem solving [33, 34] , as well as for visual information retrieval and comparison in large image databases [35] .
In this work, we have devised FOMs based upon the information provided by the histogram and the entropy to assess the visual quality of the progressive transmission methods, and will be presented hereinafter. The histogram of an image I will be denoted by H I (l), with l = 1, . . . , L, where L represents the number of grey levels; and H I,r (l) represents the histogram of the image I in the region r (foreground, background or whole image) over which it is computed.
• Entropy Difference FOM This FOM is intended to quantify how well the reconstructed image is reproducing the average information in the original image. Such a magnitude is commonly known as entropy in the framework of the Information Theory.
The Entropy Difference FOM is analytically defined as:
where E O (r) and E R (r) denote the entropy of the original and reconstructed image, respectively. r represents the region over which the FOM is measured, and can be the foreground, the background, or the whole image.
The entropy of a given image I can be estimated from its histogram according to:
Note that the entropy is measured in bits of information/pixel and, consequently, the normalization factor in Eq. (9) is log 2 L for images quantized in L grey levels. Also, note that the term
in Eq. (10) is an estimate of the first-order probability density function of the image amplitude in the region r.
• Histogram Intersection FOM This FOM is proposed to yield a quantitative global chromatic similarity between the original and reconstructed images. The Histogram Intersection measure has already been successfully used for colour matching and indexing in large image databases [35] , and here it has been adapted to take into account the different regions in the images. The analytical definition of the FOM is the following:
where H O,r (l) and H R,r (l) denotes the histogram of the region r in the original and reconstructed image, respectively.
PSNR FOM
In this work, we have also made use of the well known PSNR metric, a standard measurement in the image compression field. PSNR (stands for Peak Signal-to-Noise Ratio) is inversely proportional to the root mean squared error (RMSE). We have adapted the PSNR standard to consider the different regions in which the image may be split. As a consequence, the formula of the PSNR FOM (in dB) is: PSNR(r) = 10 log 10
where p denotes the number of bits/pixel, r represents the region in which the FOM is computed and RMSE(r) is given by:
Note that the PSNR FOM does not yield unit value for a perfect reconstruction, but ∞ instead. Despite this fact, the methodology for objective comparison of algorithms described above is still applicable. The only one step that requires a slight modification of the PSNR definition to range in [0,1] is the last one: the computation of the relevance.
Experimental Results
This section presents the experimental results obtained from the quantitative comparison between our LPIC and P-JPEG as progressive image transmission methods in a telemicroscopy framework. Specifically, the task which has been evaluated is that of detecting the biological specimens within the progressively transmitted images.
The experiments that have been performed had a twofold aim. On the one hand, we intended to apply the task-oriented methodology presented in Section 3 to carried out a thorough objective comparison. This methodology was applied over a set of synthetic phantoms resembling real TEM images under a relatively wide spectrum of conditions. On the other hand, we also intended to assess the quality of real images that were progressively transmitted (i) in terms of the most suitable FOMs and (ii) from the visual point of view.
Objective comparison based on phantoms
The objective comparison was performed over ensembles of two types of phantoms with the aim of dealing with different types of TEM images commonly used in Structural Biology. First, we generated fifty statistically independent phantoms, according to the guidelines in Section 4.1, resembling TEM images typically used in structural analyses of biological macromolecules by single particle electron microscopy [27] . For each of those phantoms, twenty additional noisy image versions were generated, with SNR from 20 to 1. Second, according to the description in Section 4.2, another set of fifty different phantoms resembling tomographic TEM images of the mitochondrion were generated, together with their twenty noisy versions. Therefore, two ensembles of 1050 synthetic images each were used to perform the objective comparison.
Synthetic images were then progressively transmitted by means of the two methods that were to be evaluated: our LPIC and P-JPEG (the latter with the maximum quality index: 100). For both methods, the FOMs presented in Section 5 were computed from the reconstructed images at intervals of 0.1 bpp. Statistical significance testing and confidence interval estimation were then applied to quantitatively assess the plausibility of the superiority of one method over the other from the point of view of the FOMs. Such statistical analyses were independently carried out for every value of bpp at which our LPIC and P-JPEG were evaluated, and were performed by means of a t-student test for paired data [22, 36] .
The computation of the relevance of the superiority [23] was also performed. The relevance of the superiority allows to quantify the importance of the improvements and is able to detect subtle and slight improvements with practical relevance that a priori may be considered as negligible. The relevance analysis was carried out together with the statistical testing for every bpp.
In the following, the results of every FOM measured from both LPIC and P-JPEG and for both types of phantoms (tomography and single particles) are compared and analysed. Although all of the FOMs are taken into consideration for the analysis, only graphical results for the most relevant FOMs are shown here. The results of each FOM are presented by a triad of graphs exhibiting the evolution, as the transmission progresses, of (i) the FOM for both LPIC and P-JPEG, (ii) the result of the significance testing and (iii) the relevance. The progress of the transmission is given in terms of bpp. Although the measures and the computations were done up to 8 bpp at intervals of 0.1, only results up to 4 bpp are shown here. The underlying reasoning is that, for the specific task which is being evaluated in this work, this is the most important range of bpp to analyse. Further on, the two methods under analysis perform equally well, from the visual point of view. In addition, only results for FOMs measured in the foreground are shown since this is the most important region where the attention is focused on as far as phantoms are concerned. Furthermore, only results for SNR=20 and SNR=1 are presented because results for intermediate SNRs turned out to follow a similar tendency, but at intermediate FOM values. In all the graphs, the curves for SNR=1 are represented by continuous lines and filled symbols whereas dashed lines and hollow symbols are used for SNR=20.
From the triad of graphs, the first one exhibits the average value of the FOM for LPIC and P-JPEG for both SNR=20 and SNR=1. The curves for LPIC and P-JPEG are indicated by means of circles and squares, respectively. Every sample in those curves is the result of averaging fifty statistically different evaluations of the FOM (one per artificial micrograph). The second graph represents the result of the significance testing and the confidence interval estimation for both SNRs. More specifically, those curves show the mean of the difference for paired data as well as the confidence interval at 95 % level. The fact that such a mean is greater than 0.0 involves that our LPIC is, in average, performing better than P-JPEG for the specific task at the corresponding bpp. A negative mean involves the opposite. Nonetheless, the superiority of LPIC can be asserted if and only if the whole confidence interval located around the mean is above 0.0 (respectively, below 0.0 for the superiority of P-JPEG). Finally, the third graph show the relevance of the superiority for the statistical significance testing of both SNRs.
scL2 FOM This is one of the most important structural consistency FOMs, which is intended to assess the quality of the reconstructed image based on a function of the mean squared error. The results presented in Figure 4 claim that LPIC outperforms P-JPEG for both single particles and tomography phantoms.
For single particles phantoms (Figure 4(a) ), this FOM presents a large difference in favour of LPIC around 2.0 bpp for low SNRs, with an increasing relevance. However, for higher SNRs, the largest difference tends to be at the very beginning of the transmission, with a relevance that is always above 60 %. It is worth noting that for high SNRs the mean paired difference decreases rapidly from the very beginning. In any case, the superiority of LPIC with regard to P-JPEG can be clearly stated in view of the results of the significance testing.
For tomography (Figure 4(b) ), this FOM also exhibits the largest difference in favour of LPIC around 2.0 bpp for low SNRs, with an increasing relevance in the range from 0.1 to 3.0 bpp and a steady state thereafter. For higher SNRs, however, the largest difference between LPIC and P-JPEG is much smaller in amount and earlier in bpp, and then progressively decreases. The relevance for high SNRs is about 50% -60% and from 2.5 bpp on exhibits a decrease that may be caused by the extremely low mean paired difference (below 0.001 in absolute value). As for single particles phantoms, the superiority of LPIC with regard to P-JPEG can be claimed in any case according to the significance testing.
scbl FOM The blurring FOM is a structural consistency FOM designed to emphasize the error contribution of the pixels around the foreground. In practice, this FOM behaves very similarly to scL2 (no graphical results of this FOM are shown here), with different numerical ranges of average values and mean paired differences though. As a consequence, the assertion that, according to the scbl FOM, LPIC outperforms P-JPEG for both single particles and tomography phantoms is plausible.
scap FOM The "new appearing masses" FOM is another structural consistency FOM intended to detect spurious masses in the middle of the background. In practice, this FOM also behaves very similarly to scL2 and scbl (graphical results of this FOM are not shown here either) and the same statement can be claimed.
scmean FOM The scmean FOM is designed to assess the quality of the reconstructed image in terms of the difference of the mean density values. The results obtained here (not shown here) exhibit that there is a clear evidence of superiority of LPIC with regard to P-JPEG only at the beginning of the transmission (up to 0.5 bpp).
From 0.5 bpp on, the 95 % confidence intervals include positive and negative values around a zero mean. This involves that there is no sufficient evidence of superiority of one method over the other in approaching the mean density value. However, it is worth noting that there is a certain evidence that LPIC slightly outperforms P-JPEG only for tomography phantoms with high SNRs.
The relevance of the superiority for this FOM shows a really unsteady tendency due to the extremely small differences between the FOMs (below 0.001 in absolute value).
scsd FOM The scsd FOM evaluates the reconstructed image in approaching the standard deviation of the original image. Results obtained in this work are shown in Figure 5 and clearly allow us to state the superiority of LPIC with regard to P-JPEG according to this FOM.
From the figures, the difference between both methods is clear from the beginning and during the whole transmission process for both types of phantoms: single particles and tomography. For low SNRs, the largest difference is around 1.0 -2.0 bpp, whereas for high SNRs is around 0.5 -1.0 bpp. Moreover, the relevance of the superiority is, in general, high.
PSNR FOM The PSNR FOM is a standard in the field of image compression. In this work the PSNR has been measured for the foreground and the results for SNR=20 and SNR=1 are shown in Figure 6 . The results that have been obtained do not allow to draw an unique and clear conclusion.
For tomography phantoms, the difference between LPIC and P-JPEG progressively increases in favour of the former from the beginning up to a given bpp where the tendency turns around. This inflexion point is located around 5.5 bpp for SNR=1, and earlier for higher SNRs down to 2.8 bpp for SNR=20. According to the confidence intervals, we can claim that for tomography phantoms LPIC outperforms P-JPEG up to the point just before that inflexion point. However, from this point on, the opposite cannot be asserted since there are no sufficient evidences.
For single particle phantoms, it is clear from the results that the difference increases at higher bpp, with progressively raising relevance. As a consequence, in this case the superiority of LPIC can be asserted.
hE FOM The entropy difference FOM is the first histogram-based FOM and assesses the quality of the reconstructed image according to the difference between the entropies. The behaviour of this FOM (shown in Figure 7 ) proves to be independent from the type of phantom and from the SNR. From the very beginning, LPIC clearly outperforms P-JPEG according to this FOM with a stable and high relevance of the superiority.
The mean of the paired difference exhibits a peak at the beginning of the transmission (0.1 bpp for single particles phantoms, 0.2 for tomography phantoms). In the case of single particles, the difference, in general, evolves decreasingly. However, in tomography, there still is a slight raise prior to a decreasing slope.
This FOM seems to reflect more properly the visual quality into a quantitative measurement. The hE FOM manifests the visual difference between LPIC and P-JPEG at the beginning of the transmission (0.1-0.5 bpp) more clearly than, for instance, the PSNR and scL2 FOMs. In this range of bpp, P-JPEG suffers from extreme blocking artifacts, resulting in a low-contrasted and blurred reconstructed image. In that range, LPIC, however, provides a reconstructed image that rapidly resembles the original one in terms of contrast and details at local structures, as will be shown later.
hI FOM This FOM evaluates the reconstructed image in terms of the goodness in matching the histogram of the original image. This FOM behaves similarly to the previous one (graphical results are not shown here) and, consequently, also proves to be very independent and robust for the type of images to deal with. From the very beginning, LPIC clearly outperforms P-JPEG according to this FOM with a stable and high relevance of the superiority. Consequently, the hI FOM also seems to reflect the visual quality of the reconstructed images.
An analysis of the results from a global perspective allows to draw interesting conclusions about the general behaviour of both progressive image transmission methods as well as some relationships among the FOMs:
• P-JPEG systematically exhibits a drop in performance at the beginning of the transmission (around 0.1 -0.5 bpp) compared to its general behaviour thereinafter. This drop takes place for most of the FOMs, for both types of phantoms and for all of the SNRs.
We speculate that this fact may be caused by the severe blocking artifacts that P-JPEG undergoes at the beginning of the transmission, as will be shown later.
• In general, LPIC exhibits a positive slope much greater than P-JPEG at the first stages of the transmission (0.1 -2 bpp). This causes that LPIC leads the transmission from the beginning and P-JPEG then progresses to reach for LPIC around the middle or the end (depending on the FOM) of the transmission. This conclusion is guaranteed by the fact that the confidence intervals for the paired difference prove to be very tight.
This leading position of LPIC with regard to P-JPEG is caused by the fact that, in general, LPIC describes logarithm-like curves that asymptotically reach 1.0, the maximum FOM value. On the contrary, P-JPEG describes sigmoidal-like or linear-like curves (from 0.5 bpp on) that approach 1.0.
A rough comparison on the slopes of the curves manifests that P-JPEG may need a considerable amount of bpp (and, consequently, transmission time) to approach a given performance of LPIC. For instance, for highly noisy tomography phantoms, P-JPEG needs 1.5 bpp more to approach the same hE value as LPIC exhibits at 0.1 bpp (see Figure  7 ). This involves that in the progressive transmission of an image with, for example, 1024 × 1024 pixels through a network with a bandwidth of 100 Kbits/s, P-JPEG would need 16 s more to reach the same hE FOM value as LPIC.
• There are several FOMs according to which LPIC and P-JPEG perform equally well at the beginning of the transmission for extremely low SNRs. More specifically, such FOMs are scL2, scbl, scap and PSNR. Nevertheless, from the visual point of view, LPIC is better than P-JPEG at those ranges of bpp, as will be shown later.
In such situations, the FOMs scsd, hE and hI work much better than the previous ones since they quantitatively reflect the visual differences between the methods from the beginning. On its hand, the scmean FOM states that LPIC models the mean density much better than P-JPEG up to 0.5 bpp, although both perform equally well thereinafter.
• The results manifest that the scsd FOM works very successfully in the sense that it reflects the visual quality of the image being transmitted. This behaviour may be caused by the fact that the standard deviation somehow models the dynamic range and the histogram of the image (under the assumption that the histogram is Gaussian). This would involve that the scsd FOM is related to hE and hI. All of them show similar behaviour, although hE reflects the highest and the most stable relevance of superiority.
• In general, we can state that, for the task of the detection of biological specimens in progressive transmitted images in telemicroscopy environments, LPIC outperforms P-JPEG. This assertion is guaranteed by the rigorous analysis based on the task-oriented objective comparison methodology. The most important FOMs which allow to discern turned out to be scL2 and hE, although the remaining ones provide additional evidences to ensure the correctness of the statement.
Evaluation based on real images
This part aims at evaluating the progressive image transmission methods under study in their application to real TEM images of biological specimens. In order to carry out the objective evaluation, the FOMs that were defined in Section 5, and previously used for phantoms, are applied to assess the quality of the reconstructed images that are progressively received. As for real images there is no chance to use information about the foreground and background (unless a previous segmentation is done), the FOMs are measured for the whole image. Consequently, the scbl and scap FOMs are senseless for real images.
We tested and evaluated LPIC and P-JPEG (at maximum quality index) for two types of real TEM images. First of all, we applied both methods to images of vitrified samples of purified DnaB-DnaC complex used in the computation of its three-dimensional reconstruction by the single particle electron cryomicroscopy methodology [30] . The images that we used had 1024 × 1024 pixels with an effective pixel size of 3.6 Angstroms, and presented an extremely low SNR. The DnaB-DnaC complex has a diameter of 13.8 nm and height 12.4 nm.
For those images, all of the FOMs that were applicable were computed. All of them exhibit a behaviour according to that presented in the phantom-based objective comparison. Figure 8 shows the results for one of the images that were tested. Only those FOMs that were judged as the most relevant ones in the previous subsection (i.e., scL2 and hE) are shown. The PSNR FOM is shown as well for the sake of comparison, since the PSNR is a standard error measure in the image compression field. It can be appreciated that LPIC outperforms P-JPEG according to scL2 and hE FOMs in terms of structural consistency (scL2) and visual quality (hE). It can also be seen that the tendencies of the curves resemble those for the phantoms: LPIC describes logarithm-like curves, whereas P-JPEG exhibits a drop in performance up to around 0.5 bpp, and linear behaviour thereinafter. On its hand, PSNR exhibits the superiority of LPIC with respect to P-JPEG up to 5 bpp, where both methods perform approximately equally.
On the other hand, we applied LPIC and P-JPEG to TEM images from another completely different area: the analysis of the morphological maturation of the transmissible gastroenteritis coronavirus [37] . Those images differed in size (from 700 to 1400 pixels, including rectangular and square images), had an effective pixel size of 12 Angstroms, and exhibited an acceptable contrast (specimens were prepared with negative staining). Viral particles in the images had a diameter around 70 nm.
For these images, all the FOMs were computed, and again the exhibited behaviour has turned out to be similar to that presented for the phantoms and for the previous type of images. Figure 9 shows the results for one of the images. Only the FOMs hE, scL2 and PSNR are shown. It can be appreciated that the curves are very similar to the previous ones.
Finally, in this work we also intend to show the quality of the progressive transmission for real images from the visual point of view. The attention is centered on the beginning of the transmission, where the strongest artifacts arise in the reconstructed images. To be shown here, we have chosen the same image that was analysed in Figure 9 . The results of reconstructing the original image at only 0.1 bpp are shown in Figure 10 . In that figure, the original image is located at the top left. A zoomed area is shown at the top right. The LPIC reconstructed image from 0.1 bpp is shown in the middle left, together with the detailed area at the right. Finally, the P-JPEG reconstructed image at 0.1 bpp is shown at the bottom left, and the corresponding zoomed area is at its right. From Figure 10 it can be clearly appreciated that the image reconstructed by P-JPEG undergoes severe blurring and blocking artifacts compared to LPIC. Furthermore, as P-JPEG works in multiple line-scans, at the very beginning of the transmission there still are rows with no image information to display, as shown in Figure 10 . The image that LPIC reconstructs at 0.1 bpp exhibits much more contrast and even structural details at local level. For instance, from the images in the middle of Figure 10 , it is possible to discern the rough endoplasmic reticulum and the plasma membrane [37] . Figure 11 shows the reconstructed image at the receiver from 0.2 bpp. At the top left the original image is shown again, together with another zoomed area at the right. The LPIC image and the corresponding detailed area are in the middle and, finally, the image reconstructed by P-JPEG is shown at the bottom. P-JPEG is carrying out another scan through the image, and we can distinguish an improved reconstructed image at the upper part, whereas the remaining still experience strong blurring and blocking artifacts. This effect may be appreciated much more clearly in the extracted zoomed area at the bottom right of Figure 11 . However, the image reconstructed by LPIC exhibits a contrast very similar to the original one, and we can already discern the most important features in the original image at very good resolution. Special attention should be paid to the fact that the fine details of the membranes are reproduced with excellent quality.
Discussion and Conclusions
In this work, we have introduced a lossless progressive image transmission system (LPIC) based on a specific wavelet transform and the efficient encoding method known as SPIHT for the potential application in telemicroscopy environments. This system has been compared to the standard Progressive-JPEG (P-JPEG) by means of a task-oriented methodology that guarantees an objective comparison for the task at hand. In this work, the specific task for which the methods have been fairly compared is that of detecting biological specimens in the images progressively received by the biologist controlling a remote TEM.
The methodology for objective comparison applied to our specific task has consisted of evaluating the methods for artificial images that resemble real electron microscopy images. In order to deal with different types of image commonly used in Structural Biology, we have generated images resembling micrographs typically used in (i) high resolution 3D reconstruction of macromolecules from single particles techniques as well as in (ii) electron tomography of complex biological specimens. We have used different levels of noise to simulate a wide spectrum of images conditions.
We have defined an exhaustive ensemble of quality measures (figures of merit, FOMs) to quantify the similitude, with respect to the original artificial images, of the reconstructions performed by LPIC and P-JPEG. This ensemble is made up of structural consistency FOMs, which measure the correspondence between pixel values, and histogram-based FOMs which measures the global chromatic similitude.
The thorough objective evaluation between LPIC and P-JPEG has dealt with more than two thousands artificial images, which has involved high levels of statistical significance. The results that have been obtained allow us to claim that LPIC clearly outperforms P-JPEG during the whole transmission process for both types of images and for the whole range of signal-to-noise ratios. More specifically, the superiority of LPIC is evident at the beginning of the transmission (up to 0.5 bpp), which is the range where the strongest visual artifacts arise in the reconstructed images. Furthermore, the fact that our LPIC is a lossless image compressor method ensures that the image that finally is received at the end of the transmission is an exact replica of the original one. On the contrary, P-JPEG is a lossy image compressor method and, as a consequence, the image at the end of the transmission is an approximate version.
On the other hand, we have analysed the behaviour of the FOMs and, in view of the results, we have been able to select the more relevant ones. As far as the structural consistency FOMs are concerned, the scL2 FOM, which is based on the mean square error, turned out to be the most relevant FOM. Regarding the histogram-based FOMs, the hE FOM, which is defined in terms of the entropy difference, proved to be the most important one. Both FOMs provide complementary quality information and should be used together for an objective image quality comparison.
Finally, we applied both progressive transmission methods LPIC and P-JPEG over real electron microscopy images from two completely different subfields of Structural Biology. The results that were obtained exhibit a similar behaviour to that presented for the artificial images used in the objective comparison. Visualization results have also been shown in this work and, in view of the images progressively transmitted by LPIC and P-JPEG, the superiority in quality of LPIC over P-JPEG clearly comes into manifest. LPIC exhibits excellent levels of details from the very beginning and, moreover, it does not experience the severe blocking artifacts that P-JPEG undergoes at the first stages of the transmission. Therefore, the final conclusion of this work is that, for the task of the detection of biological specimens within progressive transmitted images in telemicroscopy environments, the assertion that LPIC outperforms P-JPEG can be stated. encoding/decoding processes are performed during the transmission. The compressor latency is denoted by t c , t B denotes the time spent to transmit the sending buffer, t d is the decompressor latency and t I represents the time for the full compressed image to reach the receiver. A progressive image transmission system is able to visualize a preliminary version of the full-sized image after t p = t c + t B + t d seconds, and this one is progressively refined along the time (as shown with the standard "Lena" image). However, non-progressive image transmission systems are only able to visualize the full-sized image after t np seconds. Figure 2 . Construction of an image multiresolution pyramid. The two-dimensional wavelet transform is computed by applying the one-dimensional transformation sequentially to the rows and columns of the image. The image is consequently decomposed into quadrants, corresponding to four subsequent subbands: low-low (ll), low-high (lh), high-low (hl), and high-high (hh). The subband decomposition mechanism is then applied repeatedly to the ll subband for a number of levels. This figure also shows the hierarchical decomposition for the standard "Lena" image, which allows to highlight the self-similarity among the coefficients at different subbands. The results for SNR=1 are represented by continuous lines and filled symbols, and dashed lines and hollow symbols are used for SNR=20. The graph at the top exhibits the average value of the FOM for LPIC and P-JPEG as a function of bpp. In the middle, the mean of the paired difference and the 95 % confidence interval resulting from the significance testing are displayed. At the bottom, the relevance of the superiority is shown. Ignore the following pages.
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