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ΠΕΡΙΛΗΨΗ _ 
Μια από τις μεγαλύτερες προκλήσεις για την επιστήμη της βιβλιοθηκονομίας, είναι η 
διαχείριση του συνεχούς αυξανόμενου όγκου πληροφορίας που συγκεντρώνεται στις ψη­
φιακές βιβλιοθήκες. Οι νέες τεχνολογίες ψηφιοποίησης και παροχής πληροφορίας επη­
ρεάζουν την λειτουργία και την οργάνωση των βιβλιοθηκών. Βασικός στόχος των βιβλιο­
θηκών δεν είναι μόνο η ανάπτυξη και η διατήρηση έντυπων και ηλεκτρονικών συλλογών 
αλλά η δυνατότητα παροχής και ανάκτηση πληροφοριών από αυτές. Πέραν από τις κλα­
σικές μεθόδους αναζήτησης και ανάκτησης έχουν αρχίσει να κάνουν την εμφάνιση τους 
εξελιγμένες εφαρμογές βασισμένες στα τεχνητά νευρωνικά δίκτυα. 
Τα νευρωνικά δίκτυα είναι μια μορφή τεχνητής νοημοσύνης, μια προσομοίωση της αν­
θρώπινης νόησης. Η εφαρμογή τους στο χώρο της βιβλιοθηκονομίας έχει ως στόχο την 
αναζήτηση ανάκτηση και παρουσίαση πληροφοριών, με τρόπο τέτοιο που να παρουσιά­
ζει με ακρίβεια την σχετικότητα τους ως προς το ζητούμενο θέμα και μάλιστα να συσχε­
τίζει φορείς πληροφορίας που πιθανά να μην αναφέρονται απευθείας στο θέμα αλλά να 
παρουσιάζουν νοηματική ενότητα με αυτό. 
Λέξεις κλειδιά: ( ψηφιακές βιβλιοθήκες, νευρωνικά δίκτυα, ανάκτηση πληρο­
φοριών) 
ABSTRACT 
With the enormous increase in recent years in the number of text databases available 
on-line, and the consequent need for better techniques to access this information, there 
has been a strong resurgence of interest in the research done in the area of information 
retrieval (IR). Evolving from neuro-biological insights, neural network technology gives 
a computer system an amazing capacity to actually learn from input data. Artificial neural 
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networks have provided solutions to problems normally requiring human observation 
and thought processes. Relevance feedback is a process where users identify relevant 
documents in an initial list of retrieved documents, and the system then creates a new 
query based on those sample relevant documents. 
Keywords: (digital libraries, neural network, information retrieval) 
Εισαγωγή 
Η εξέλιξη της επιστήμης των υπολογιστών και της πληροφόρησης προσέφερε στις βι­
βλιοθήκες νέα εργαλεία στην παραγωγή και διανομή πληροφορίας και γνώσης. 
Οι βιβλιοθήκες κάτω από αυτές τις συνθήκες βρίσκονται σε μια διαρκή αλλαγή τόσο σε 
διοικητικό όσο και λειτουργικό πεδίο. 
Η ψηφιοποίηση των συλλογών(έγγραφα, χάρτες, φωτογραφίες κτλ)τους και η διάθεσης 
τους μέσα από τον παγκόσμιο ιστό δημιουργεί νέα δεδομένα στην διαχείριση του κύ­
κλου ζωής της πληροφορίας (παραγωγή, περιγραφή, πρόσβαση, ανάκτηση). 
Η ψηφιακή βιβλιοθήκη είναι ένα σύνολο υπηρεσιών που περιλαμβάνει την πρόσκτηση, 
την αποθήκευση, την πρόσβαση και διακίνηση πληροφορίας υλικού που είναι σε ψη­
φιακή μορφή. Το πλεονέκτημα μιας ψηφιακής βιβλιοθήκης δεν είναι μόνο η οργάνωση 
των πληροφοριών αλλά η εξασφάλιση εύκολης και ακριβής πρόσβασης σε αυτές. 
Η ανάγκη πληροφοριών (τι πραγματικά θέλει ο χρήστης) ,η εξαγωγή πληροφορίας, το 
φιλτράρισμα πληροφοριών(ακρίβεια δεδομένων μέσα από μεγάλο όγκο πληροφοριών 
ο χρήστης ανακτά αυτά που πραγματικά των ενδιαφέρουν) η διαλειτουργικότητα, η τα­
ξινόμηση πληροφοριών, η αναπαράσταση πληροφορίας, η αξιολόγηση, είναι προβλή­
ματα τα οποία ζητούν άμεσες λύσεις [2]. 
Την τελευταία δεκαετία με την αύξηση της παραγωγής πληροφόρησης η ακριβή και τα­
χεία πρόσβαση στις πληροφορίες γίνεται δυσκολότερη ,τα γνωστά εργαλεία ανάκτησης 
πληροφοριών καθίστανται αδύναμα και αναποτελεσματικά με αποτέλεσμα ένα μεγά­
λος αριθμός πληροφοριών να μένει αναξιοποίητος ενώ ταυτόχρονα απαιτείται περισ­
σότερος χρόνος για την αξιολόγηση τους 
Η ανάκτηση πληροφοριών στο κέντρο του ενδιαφέροντος 
Η ανάκτηση Πληροφοριών (information retrieval) εξετάζει την αντιπροσώπευση , την 
αποθήκευση, την οργάνωση και την πρόσβαση στα στοιχεία πληροφοριών. Η αντιπρο­
σώπευση και η οργάνωση των στοιχείων πληροφοριών πρέπει να παρέχουν στο χρή­
στη την εύκολη πρόσβαση στις πληροφορίες για τις οποίες ενδιαφέρεται [13]. 
Η ανάκτηση στοιχείων πληροφοριών στα πλαίσια ενός συστήματος IR αποτελείται κυ­
ρίως από τον καθορισμό των εγγράφων μιας συλλογής τα όποια περιέχουν τις λέξεις κλει-
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διά στην ερώτηση του χρήστη τα οποία δεν είναι αρκετά για την κάλυψη των πληρο­
φοριακών τους αναγκών. Στην πραγματικότητα ο χρήστης ενός συστήματος ανάκτηση 
πληροφοριών ανησυχεί περισσότερο με την ανάκτηση των πληροφοριών για ένα συ­
γκεκριμένο θέμα από ότι με την ανάκτηση του στοιχείου που ικανοποιεί μια δεδομένη 
ερώτηση. Μια γλώσσα ανάκτησης στοιχείων στοχεύει στην ανάκτηση όλων των αντι­
κειμένων που ικανοποιούν τους σαφώς καθορισμένους όρους όπως εκείνοι εμφανίζο­
νται σε μια αλγοριθμική έκφραση [14]. 
Ο χρήστης ενός συστήματος ανάκτησης πληροφοριών πρέπει να μεταφράσει την πλη­
ροφοριακή του ανάγκη σε μια ερώτηση στην γλώσσα που παρέχεται από το σύστημα. 
Αυτό μεταφράζεται ως ένα σύνολο λέξεων που μεταβιβάζουν την σημασιολογίας της 
πληροφοριακής ερώτησης. 
Ένα σύστημα (1R) θα πρέπει να ερμηνεύει το περιεχόμενο ενός στοιχείου πληροφορίας 
που υπάρχει σε συλλογή κειμένων με βάση την σχετικότητα στην ερώτηση του χρήστη. 
Αυτή η ερμηνεία περιλαμβάνει την εξαγωγή των συντακτικών και σημασιολογικών πλη­
ροφοριών από ένα σύνολο εγγράφων και την χρησιμοποίηση αυτών των πληροφοριών 
που ταιριάζουν στην πληροφοριακή ανάγκη. Κατά συνέπεια η έννοια σχετική είναι στο 
κέντρο της ανάκτησης πληροφοριών. Στην πραγματικότητα στόχος ενός συστήματος 
ανάκτησης πληροφοριών είναι να ανακτηθούν όλα τα έγγραφα που είναι σχετικά με μία 
ερώτηση χρηστών ανακτώντας όσο το δυνατόν λιγότερα άσχετα έγγραφα[13]. 
Βιβλιοθήκες και συστήματα ανάκτησης πληροφοριών 
Οι βιβλιοθήκες ήταν μεταξύ των πρώτων που υιοθέτησαν τα συστήματα IR για τις πλη­
ροφορίες. Η πρώτη γενιά τέτοιων συστημάτων αφορούσε την αυτοματοποίηση του 
δελτίοκαταλόγου και επέτρεψαν την αναζήτηση με βάση τον συγγραφέα , τίτλο. Στην 
δεύτερη γενιά η ανάγκη για αποτελεσματικότερη αναζήτηση επέτρεψε την χρήση και 
την εξαγωγή αποτελεσμάτων με λέξεις κλειδιά . Σήμερα η εστίαση των ερευνών στρέ­
φεται στην βελτίωση των γραφικών διεπαφών, στα χαρακτηριστικά γνωρίσματα υπερ­
κειμένων που βασίζονται σε αρχιτεκτονικές ανοικτών συστημάτων. 
Εξετάζοντας τις μηχανές αναζήτησης διαπιστώνεται ότι συνεχίζουν να χρησιμοποιούν 
τους δείκτες των βιβλιοθηκονόμων. Πρέπει όμωςνα σημειωθεί ότι πολλά πράγματα έχουν 
αλλάξει σήμερα Καταρχάς η πρόσβαση στις πληροφορίες έγινε φτηνότερη ενώ υπάρ­
χει καθολική πρόσβαση σ αυτές ανά πάσα στιγμή και από οποιοδήποτε σημείο κυρίως 
μέσω του διαδικτύου [1]. 
Τα προβλήματα πάντως δεν παύουν να υπάρχουν καταρχάς οι άνθρωποι βρίσκουν ακό­
μα δύσκολο το πώς να ψάχνουν και να βρίσκουν τις πληροφορίες που τους ενδιαφέρουν 
επομένως η ανάπτυξη τεχνικών που θα επιτρέπουν ανάκτηση υψηλή ποιότητας είναι το 
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ενα βήμα και δεύτερο η ποιότητα του στόχου ανάκτηση επηρεάζεται πολύ από την αλ­
ληλεπίδραση χρηστών με το σύστημα. Ειδικότερα στο πρόβλημα της πολυγλωσσία των 
ψηφιακών στοιχείων που εμφανίζονται θα πρέπει να υιοθετηθούν αρχιτεκτονικές που 
σέβονται τη γλωσσική και πολιτιστική ποικιλομορφία. Η πολυγλωσσία είναι μια πτυχή 
του ευρύτερου ζητήματος της πολυπολιτισμικότητας, που περιλαμβάνει, παραδείγμα­
τος χάριν: [5] 
• τρόπος με τον οποίο οι ημερομηνίες αντιπροσωπεύονται στα διαφορετικά ημε­
ρολόγια, 
• Η κατεύθυνση στην οποία το κείμενο παρουσιάζεται και διαβάζεται, 
• Πολιτιστικές υποδηλώσεις ορισμένων εικονιδίων και εικονογραμμάτων. 
To interface των πληροφοριακών συστημάτων θα πρέπει να είναι σε θέση να χειριστεί 
αιτήματα σε φυσική γλώσσα χωρίς αυτό να μειώνει την συνολική απόδοση του συστή­
ματος. Ενα άλλο θέμα που προκύπτει είναι ότι θα πρέπει το οπτικό αποτέλεσμα της ανα­
ζήτησης να όινεται με τέτοιο τρόπο ώστε να υπάρχει ξεκάθαρη αναπαράσταση της σχε­
τικότητας μεταξύ του θέματος αναζήτησης και των αποτελεσμάτων που εμφανίζονται 
οςτα συστήματα IR πρέπει να μπορούν να παρέχουν την δυνατότητα να χειριστούν 
κείμενα των οποίων η σημασιολογία δεν προέρχεται ή δεν συμφωνεί με τις προβλέψεις 
τυποποιημένων και ελεγχόμενων λεξιλογίων, ώστε να μπορεί να διευρύνει την εξαγωγή 
αποτελεσμάτων από έγγραφα τα οποία δεν περιέχουν άμεσες αναφορές προς το ζη­
τούμενο θέμα (link Compaq) Κατά συνέπεια μια καλύτερη κατανόηση της συμπεριφο­
ράς των χρηστών έχει επιπτώσεις στο σχεδιασμό και την επέκταση νέων τεχνικών ανά­
κτησης πληροφοριών. 
Απο τα παραπάνω γίνεται προφανές ότι η αύξηση του όγκου πληροφοριών δεν προ­
κάλεσε μόνο προβλήματα αποθήκευσης, άλλα αφήνει ακόμα άλυτο το θέμα της βέλτι­
στης ανάκτησης. 
Σκοπός μας είναι να δοθεί μια πλήρη κάλυψη των σημαντικότερων ιδεών που έχουν 
εμφανιστεί για την αυτοματοποιημένη ανάκτηση πληροφοριών στην ψηφιακή εποχή 
άλλα συγχρόνως παρουσιάζεται μια μέθοδο ανάκτησης που στηρίζεται σε τεχνολογίες 
τεχνητής νοημοσύνης και ειδικότερα στα τεχνητά νευρωνικά δίκτυα (ΤΝΔ) Neural network 
Η διαδικασία της ανάκτησης _ 
Για την περιγραφή τηςδιαδικασίας της ανάκτησης είναι απαραίτητο να καθοριστεί η βά­
ση δεδομένων κειμένων και συγκεκριμένα α) τα έγγραφα που χρησιμοποιούνται β) οι 
διαδικασίες που εκτελούνται στο κείμενο γ) το πρότυπο κειμένων δηλ η μορφή κειμένων 
και ποια στοιχεία μπορούν να ανακτηθούν (2). 
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Μόλις καθοριστεί η λογική άποψη κειμένων ορίζεται ένας δείκτης κειμένου ο οποίος ορί­
ζει την δομή των πληροφοριών και επιτρέπει την γρήγορη ανάκτηση των δεδομένων. 
Πολλές φορές η ερωτήσεις των χρηστών είναι ανεπαρκής με αποτέλεσμα οι κακώς δια­
τυπωμένες ερωτήσεις να οδηγούν σε φτωχή ανάκτηση. 
Σε ένα συμβατικό σύστημα ανάκτησης πληροφοριών το καταχωρημένο κείμενο προσ­
διορίζεται από τα σύνολα λέξεων κλειδιών τα οποία ονομάζονται όροι ευρετηρίων (ίndex 
terms). Τα αιτήματα για τις πληροφορίες εκφράζεται ως συνάρτηση των λογικών πρά­
ξεων (and, not, o r ) και των όρων αναζήτησης. Οι όροι που χαρακτηρίζουν το καταχω­
ρημένο κείμενο μπορούν να σημανθούν χειροκίνητα από το εκπαιδευμένο προσωπικό 
ή εναλλακτικά, με χρήση αυτόματων μεθόδων δημιουργίας ευρετηρίων. Στα πλήρη συ­
στήματα ανάκτησης κειμένου αποφεύγεται η ανάλυση περιεχομένου (indexing) με την 
χρησιμοποίηση των λέξεων που βρίσκονται στο σώμα των εγγραφών για τον προσδιο­
ρισμό του νοηματικού περιεχομένου [23]. 
Όλες οι υπάρχουσες προσεγγίσεις στην ανάκτηση κειμένων είναι βασισμένες στους σχε­
τικούς όρους που βρίσκονται στο κείμενο. Σε μια τυπική προσέγγιση προσδιορίζονται 
οι μεμονωμένες λέξεις που εμφανίζονται στα έγγραφα. Στην πιο απλή περίπτωση το αί­
τημα αναζήτησης αποτελείται από ένα όρο αναζήτησης, δηλαδή μια ακολουθία αλφα­
ριθμητικών χαρακτήρων. Σε πιο πολύπλοκες περιπτώσεις το αίτημα αναζήτησης αποτε­
λείται από πολλούς όρους αναζήτησης οι οποίοι συνδέονται με λογικού ς τελεστές. Σε αυ-
τέςτις περιπτώσεις πέραν από την εφαρμογή του αλγόριθμου (substring δοκιμή) για κά­
θε όρο, πραγματοποιείται και το πρόσθετο βήμα εφαρμογής των λογικών τελεστών στα 
αποτελέσματα του αρχικού αλγόριθμου [22]. 
Ο χρόνος αναζήτησης είναι γραμμικός ως προς το μέγεθος των εγγράφων, αλλά εκθε­
τικός ως προςτο μέγεθος της συμβολο σειράς αναζήτησης. Ο αλγόριθμοςγια τη substring 
δοκιμής είναι ο ακόλουθος: "Συγκρίνονται οι χαρακτήρεςτηςσυμβολοσειράςαναζήτη-
σης με τους αντίστοιχους χαρακτήρεςτου εγγράφου. Εάν δεν υπάρχει το επιθυμητό απο­
τέλεσμα της εύρεσηςτου συγκεκριμένου substring, μετατοπίζεται η συμβολοσειρά ανα­
ζήτησης κατά μία θέση προς τα δεξιά και συνεχίζεται η ίδια διαδικασία έως ότου είτε 
βρεθεί η συμβολοσειρά είτε τελειώσει το τέλος έγγραφο" . 
Ο παραπάνω αλγόριθμος αν και είναι απλός και σχετικά ακριβείς στην εφαρμογή του 
δεν είναι αρκετά γρήγορος [23]. 
Μια άλλη προσέγγιση της ανάκτηση κειμένων είναι τα "αρχεία υπογραφών". Σε αυτήν 
την μέθοδο, κάθε έγγραφο παράγει μια συμβολοσειρά δυαδικών ψηφίων ("υπογρα­
φή") , χρησιμοποιώντας hashing στις λέξεις του κατά την κωδικοποίηση τους. Οι προ­
κύπτουσες υπογραφές εγγράφων καταχωρούνται διαδοχικά σε ένα χωριστό αρχείο (αρ-
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χείο υπογραφών) το οποίο είναι πολύ μικρότερο από το αρχικό κείμενο, και μπορεί να 
επεξεργαστεί πολύ γρηγορότερα. 
Το βασικό πλεονέκτημα των αρχείων υπογραφών είναι η μεγάλη ταχύτητα με την οποία 
πραγματοποιείται η επεξεργασία τους. Εντούτοις, το μέγεθος αρχείων υπογραφών είναι 
ανάλογο προς το μέγεθος των κειμένων και αυτό αποτελεί πρόβλημα για τις ογκώδεις 
συλλογές κειμένων όπως τις ψηφιακές βιβλιοθήκες. Τα αρχεία υπογραφών περιέχουν 
τους σχετικούς όρους από τα έγγραφα. Τέτοιοι κομματιασμένοι όροι καλούνται υπο­
γραφές και τα αρχεία που τους περιέχουν είναι αρχεία υπογραφών. Υπάρχουν πολύ 
τρόποι ώστε να εξαχθούν οι υπογραφές από τα έγγραφα Οι τρεις βασικές μέθοδοι είναι 
1 )WS (υπογραφέςτου Word), 2)Sc (κωδικοποίηση), Π.Χ. (συμπίεση BitBlock) και 3)RL 
(συμπίεση RunLength). 
Εως τώρα η μέθοδος των «αρχείων υπογραφών» έχει εφαρμοστεί σε μικρές βάσεις κει­
μένων οι οποίες δεν είναι πάντα αντιπροσωπευτικές. Αντίθετα μέχρι σήμερα δεν υπάρ­
χει εφαρμογή της παραπάνω μεθόδου σε μεγάλες βάσης κειμένων όπως είναι μια ψη­
φιακή βιβλιοθήκη [25]. 
Μια άλλη μέθοδο ανάκτησης κειμένου είναι αυτή της αντιστροφής στην οποία κάθε έγ­
γραφο μπορεί να αντιπροσωπευθεί από ένα κατάλογο (keywords - λέξεις κλειδιά) τα 
οποία περιγράφουν το περιεχόμενο του εγγράφου για την ανάκτήσης του [27]. Η γρή­
γορη ανάκτηση μπορεί να επιτευχθεί με την εξέταση των λέξεων κλειδιών στο κείμενο. 
Οι λέξεις κλειδιά καταχωρούνται, αλφαβητικά, στο "αρχείο ευρετηρίων", για κάθε λέξη 
κλειδί διατηρούμε έναν κατάλογο δεικτών. 
Αναζήτηση κειμένων στο διαδίκτυο 
Ο παγκόσμιος ιστός εξελίσσεται σε μια καθολική αποθήκη της ανθρώπινης γνώσης και 
του πολιτισμού καθιστώντας αναγκαία την περιγραφή των πληροφοριών (καταλογο-
γράφηση) που υπάρχουν στους πόρους του διαδικτύου. 
Τα metadata δεν είναι πλήρης στοιχεία αλλά είναι ένα είδος συντροφικού ταξιδιώτη μια 
πυξίδα , που περιγράφουν την πληροφορία που υπάρχει σε κάθε ψηφιακό αντικείμενο 
( έγγραφο, εικόνα, βίντεο, ήχος). 
Τα μεταδεδομένα είναι πληροφορίες κατανοητές από τους υπολογιστέςτου διαδικτύου 
άλλα αόρατες για τον τελικό χρήστη, υπό την έννοια ότι δεν έχουν καμιά επίδραση στην 
οπτική εμφάνιση της σελίδας [19]. 
Η σημασία ενός συστήματος IR 
Η σημασία ενός συστήματος πληροφοριών IR είναι να παρέχει α) Αυξημένες δυνατό-
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τητες πρόσβασης β) ανεξαρτησία στην χρήσης των πληροφοριακών πόρων γ)να επι­
τρέπει επεκτάσεις ώστε οι ιδιαίτερες ανάγκες μιας δεδομένης εφαρμογής να μπορούν 
να προσαρμοστούν. 
Όλα τα παραπάνω αυτοματοποιημένα συστήματα ^αποτελούν χρήσιμα εργαλεία στην 
προσπάθεια μας να διαχειριστούμε την πληροφορία, όμως χαρακτηρίζονται από ελλεί­
ψεις ακρίβειας και επιδόσεων 
Πάνω σε αυτά τα προβλήματα οι τεχνολογίες των ΤΝΔ έχουν να προτείνουν κάποιες λύ­
σεις οι οποίες φαίνονται να ανταποκρίνονται στις προκλήσεις που προκύπτουν στην ψη­
φιακή εποχή [14]. 
Τι είναι τα Τεχνητά Νευρωνικά Δίκτυα ΤΝΔ 
Οι άνθρωποι δεν είναι πιο γρήγοροι ούτε πιο ακριβείς από τους υπολογιστές. Οι σημε­
ρινοί υπολογιστές φαίνονται πολύ πιο ικανοί στο να εκτελούν πολύπλοκες αριθμητικές 
και λογικές πράξεις. Σε πολλούς όμως τομείς η ανθρώπινη ικανότητα υπερτερεί κατά πο­
λύ των δυνατοτήτων των μηχανών. Για παράδειγμα οι άνθρωποι αναγνωρίζουν πολύ 
πιο εύκολα αντικείμενα και κατανοούν τις σχέσεις μεταξύ τους μέσα στο φυσικό περι­
βάλλον, έστω κι αν αυτά είναι παραμορφωμένα ή δεν είναι ορατά εξ ολοκλήρου. Η ικα­
νότητα της μάθησης μέσω εμπειρίας είναι ένα από τα κύρια χαρακτηριστικά της αν­
θρώπινης νοημοσύνης. Επιπλέον η ανθρώπινη μνήμη μπορεί να αποθηκεύσει μεγάλη 
ποσότητα πληροφοριών και έχει την δυνατότητα να βρίσκει συσχετιζόμενες πληροφο­
ρίες μέσα σ αυτή χωρίς μεγάλη προσπάθεια. Αντίθετα οι υπολογιστές έχουν την δυνα­
τότητα να απομνημονεύουν τεράστιες ποσότητες πληροφοριών, αλλά είναι δύσκολο να 
κάνουν αυτή την γνώση ένα αποτελεσματικό μέρος των δραστηριοτήτων τους. 
Μια πιθανή εξήγηση είναι ότι ο ανθρώπινος εγκέφαλος και οι υπολογιστές λειτουργούν 
εντελώς διαφορετικά. Οι άνθρωποι είναι πιο έξυπνοι από τους υπολογιστές επειδή ο εγκέ­
φαλος τους χρησιμοποιεί μια βασική υπολογιστική αρχιτεκτονική η οποία είναι πιο κα­
τάλληλη για την αντιμετώπιση της φυσική επεξεργασίας πληροφοριών. Ο εγκέφαλος εί­
ναι ένας απίστευτα δυνατός υπολογιστής. Μόνο το περίβλημα του περιέχει πάνω από 
εκατομμύρια νευρώνες. Από κάθε νευρώνα ξεκινούν χιλιάδες ίνες οι οποίες συναντούν 
ίνες από άλλος νευρώνες σε σημεία που αποκαλούνται συνάψεις. Πιστεύεται ότι η μνή­
μη και η γνώση αποθηκεύονται στις συνάψεις αυτές και όχι σε συγκεκριμένους νευρώ­
νες. Κάθε νευρώνας στέλνει σήματα διέγερσης ή αποδιεγερσής σε άλλους νευρώνες. Η 
κατάσταση ενεργοποίησης ενός νευρώνα εξαρτάται από τα σήματα διέγερσης ή απο-
διέργεσης που λαμβάνει από τους νευρώνες με τους οποίους συνδέεται. Ο συνδυασμός 
του τεράστιου αυτού αριθμού απλών υπολογιστικών στοιχείων (νευρώνες) δίνει ένα πο­
λύ ισχυρό επακόλουθο. 
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Το τεχνητό νευρωνικό δίκτυο σχεδιάστηκε ώστε να αντιγράψει τα χαρακτηριστικά και 
τις λειτουργίες των βιολογικών νευρώνων του ανθρώπινου εγκεφάλου . Πρόκειται για 
ένα σύστημα επεξεργασίας πληροφορίας σχεδιασμένο με βάση την λογική συνδεσμο­
λογία των νευρώνων του ανθρώπινου εγκεφάλου. Αποτελείται από ένα μεγάλο αριθμό 
πολλαπλά διασυνδεόμενων επεξεργαστών (νευρώνες) που εργάζονται σε πλήρη συμ­
φωνία μεταξύ τους, και εκτελούν διάφορους υπολογισμούς πάνω σε δεδομένα εισόδου, 
τα τμήματα αυτά συνδέονται μεταξύ τους με αμφίδρομα κανάλια επεξεργασίας που με­
ταφέρουν κωδικοποιημένες πληροφορίες με την μορφή αριθμών 
Τα τεχνητά νευρωνικά δίκτυα διέπονται από κανόνες εκπαίδευσης που προσαρμόζονται 
με βάση τα πρότυπα των τιμών εισόδου και έχουν την δυνατότητα μάθησης μέσα από 
τα παραδείγματα(καταχώρηση εμπειρικής γνώσης) και παράσχουν λύσεις στα προ­
βλήματα που απαιτούν την ανθρώπινη παρατήρηση και σκέψη (διαθέσιμη γνώση για 
χρήση). 
Πώς λειτουργεί ένα τεχνητό νευρωνικό δίκτυο 
Ένα γενικό πλαίσιο λειτουργίας των ΤΝΔ 
Σε ένα ΤΝΔ υπάρχουν τα εξής τμήματα 
• Ένα σύνολο επεξεργαστικών μονάδων 
Το πρώτο στάδιο του ορισμού ενός ΤΝΔ είναι ο καθορισμός ενός συνόλου από επεξερ­
γαστικές μονάδες. Σε ένα δίκτυο μια επεξεργαστική μονάδα είναι ένας τεχνητός νευρώ­
νας με περιορισμένη μνήμη και επεξεργαστική ισχύ . Στο σχήμα 1 οι νευρώνες παρι­
στάνονται γραφικά με κύκλους. Κάθε τεχνητός νευρώνας δέχεται εισόδουςαπό νευρώ­
νες με τους οποίους συνδέεται και υπολογίζει μια τιμή εξόδου σαν συνάρτηση των ει-
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σόδων του, την οποία την διοχετεύει με την σειρά του σε άλλους νευρώνες με τους οποί­
ους επικοινωνεί. Το σύστημα λειτουργεί παράλληλα και πολλές μονάδες έχουν δυνατό­
τητα να πραγματοποιούν ταυτόχρονα τους υπολογισμούς τους. Υπάρχουν τρεις κατη­
γορίες μονάδων : μονάδες εισόδου οι οποίες λαμβάνουν τα δεδομένα εισόδου από εξω­
τερικές πηγές, μονάδες εξόδου οι οποίες στέλνουν τα αποτελέσματα εκτός συστήματος 
και κρυμμένες μονάδες. Οι κρυμμένες μονάδες δεν είναι ορατές στον εξωτερικό κόσμο 
και οι είσοδοι τους καθώς και οι έξοδοι τους βρίσκονται εντόςτου Τ.Ν.Δ. 
• Κατάσταση ενεργοποίησης 
Είναι χρήσιμο να κατανοήσουμε την επεξεργασία στο ΤΝΔ σαν μία εξέλιξη στο χρόνο 
μιας μορφής ενεργοποίησηςτου συνόλου των μονάδων. Η ενεργοποίηση αυτή aj(t) κά­
ποιος μονάδας (uj) αντιπροσωπεύει την κατάσταση της στην χρονική στιγμή (t). Δια­
φορετικές υποθέσεις για την τιμή ενεργοποίησης που μπορεί να έχει μια μονάδα γίνο­
νται από διάφορα μοντέλα ΤΝΔ μοντέλα που υπάρχουν. Οι τιμές αυτές μπορεί να είναι 
συνεχείς και διακριτές. Εάν είναι συνεχείςτότε μπορεί να είναι φραγμένες ή μη φραγμέ­
νες. Εάν είναι διακριτές τότε μπορεί να είναι δυαδικές ή να παίρνουν τιμές από ένα μι­
κρό σύνολο τιμών. Διαφορετικές υποθέσεις για τιςτιμές ενεργοποίησης οδηγούν σε μο­
ντέλα με λίγο διαφορετικά χαρακτηριστικά. 
• Συνάρτηση εισόδου εξόδου 
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Οι μονάδες αλληλοεπιδρούνται μεταβιβάζοντας και λαμβάνοντας και λαμβάνοντς σήματα απο γειτονι-
κές μονάδες. Η ισχύς των σημάτων και κατά συνέπεια ο βαθμός αλληλοεπίδρασης κα-
θορίζεται απο τον βαθμό ενεργοποίησης κάθε μονάδας uj αντιστοιχεί μια συνάρτηση 
εξόδου fj η οποία μετασχηματίζει την παρούσα κατάσταση aj (t) της μονάδας σε ένα σή-
μα εξόδου oj(t)=fj [aj (t)] Σε μερικά μοντέλα το σήμα εξόδου είναι το ίδιο με την κατά-
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στάση ενεργοποίησηςτης μονάδας δηλ F(χ)=χ. Στις περισσότερες περιπτώσεις, η F(x)=x 
είναι κάποια οριακή συνάρτηση (threshold function) 
Κατά αυτό τον τρόπο, μία μονάδα επηρεάζει μια γειτονικήςτης, μόνο όταν η τιμή ενερ­
γοποίησης της είναι μεγαλύτερη από μια προκαθορισμένη τιμή. 
• Πρότυπο συνδέσεων μεταξύ μονάδων 
Οι μονάδες συνδέοντα ι μέσω του πρότυπου σύνδεσηςτο οποίο αποτελείτην γνώση του 
συστήματος και καθορίζει πώς θα ανταποκριθεί το σύστημα σε μια τυχαία είσοδο. Γενι­
κά η κατάσταση ενεργοποίησης δίνεται από την εξίσωση: 
όπου wjk είναι οι συντελεστές βαρών των εισόδων της μονάδας uj και θj είναι ένα εσω­
τερικό όριο που χαρακτηρίζει την ίδια την μονάδα. Σε μια τέτοια περίπτωση, η αναπα­
ράσταση του προτύπου σύνδεσης καθορίζεται από τον προσδιορισμό του συντελεστή 
βάρους κάθε σύνδεσης του δικτύου. Θετική τιμή ενός συντελεστή βάρους αναπαριστά 
μια είσοδο διέγερσης και αρνητική τιμή αναπαριστά μια είσοδο αποδιέγερσης. Ο συ­
ντελεστής wjk είναι θετικός εάν η μονάδα UK διεγείρει την μονάδα uj, αρνητικός αν την 
αποδιεργείρει και μηδέν αν η μονάδα UK δεν συνδέετε με την μονάδα uj. Η απόλυτη τι­
μή του συντελεστή βάρους wjk καθορίζει την ισχύ της σύνδεσης. 
• Τοπολογία δικτύου 
Συνήθως οι μονάδεςτου δικτύου διατάσσονται σε ξεχωριστές δομές οι οποίες καλούνται 
«στρώματα»(layer). Τα πρωταρχικά μοντέλα αποτελούνται από ένα απλό στρώμα όπου 
κάθε είσοδος του δικτύου συνδέεται με όλες τις μονάδες του στρώματος αυτού .Οι πλη­
ροφορίες ρέουν δια μέσω του στρώματος α πό τις εισόδους και στις εξόδους χωρίς ανά­
δραση των εξόδων . Τα μοντέλα αυτής της κλάσης ονομάζονται feed-forward μοντέλα . 
Στα δίκτυα πολλαπλών στρωμάτων τα μεσαία στρώματα ονομάζονται κρυμμένα (hidden 
layers) και αποτελούνται από κρυμμένες μονάδες. Έχουν εισαχθεί επίσης μοντέλα τα 
οποία χρησιμοποιούν την έννοια των feed-backward συνδέσεων. Τα δίκτυα αυτά (ανά­
δρασης) βελτιώνουν την διαδικασία εκπαίδευσης και μάθησης του δικτύου τροφοδο­
τώντας προςτα πίσω αποτελέσματα (σφάλματα) από το επόμενο στρώμα σε ένα προη­
γούμενο. 
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• Κανόνας μάθησης 
Ο κανόνας μάθησης είναι ο τρόπος εύρεσηςτων σωστών συντελεστών βαρών έτσι ώστε 
οι σωστές μορφές ενεργοποίησης να δημιουργηθούν κάτω από κατάλληλες συνθήκες 
Για να αλλάξουμε την δομή επεξεργασίας ή της γνώσης σε ένα ΤΝΔ χρειάζεται να τρο­
ποποιήσουμε το πρότυπο συνδέσεων. Οι αλλαγές αυτές μπορούν να γίνουν με τους εξής 
τρόπους: 1) ανάπτυξη καινούργιων συνδέσμων 2)Αφαίρεση παλιών συνδέσμων. 
Γιατί να χρησιμοποιούμε Νευρωνικά δίκτυα. 
Τα νευρωνικά δίκτυα με την δυνατότητα τους να εξάγουν έννοιες-αποτελέσματα από 
περίπλοκα ή ανακριβή στοιχεία μπορούν να χρησιμοποιηθούν για να εξάγουν πρότυπα 
και να ανιχνεύσουν τάσεις που είναι σύνθετες να παρατηρηθούν από άλλα υπολογιστι­
κά συστήματα. 
Τα πλεονεκτήματα ενός νευρωνικού δικτύου είναι 
1. Προσαρμοσμένη μάθηση (supervised -associative learning) 
Το ΤΝΔ εκτελεί εργασίες βασισμένο σε δεδομένα (ζεύγη εισόδων-εξόδων) που έχουν δο­
θεί κατά την εκπαίδευση του. 
2. Αυτοοργάνωση (self-organization) 
Όπου μια ομάδα εξόδου εκπαιδεύεται για να ανταποκρίνεται σε ομάδες προτύπων που 
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υπάρχουν στην είσοδο. Εδώ σε σχέση με την προσαρμοσμένη μάθηση δεν υπάρχουν 
εκ των προτέρων καθορισμένα σύνολα κατηγοριών στα οποία θα ταξινομηθούν τα πρό-
τυπα άλλα αναπτύσσει την δική του αναπαράσταση στα ερεθίσματα εισόδου. 
3. Λειτου ργία σε π ραγματι κό χρόνο 
Οι υπολογισμοί ενός ΤΝΔ μπορούν να εκτελεστούν παράλληλα, ενώ συγχρόνως πα­
ρουσιάζουν ανοχή στην διαστρέβλωση εικόνων-ηρότύπων(π.χ αμφισημία λέξεων ) Δυ­
νατότητα γενίκευσης 
4. Δυνατότητα διόρθωση λαθών 
Μερική καταστροφή του δικτύου έχει ως αποτέλεσμα τη μείωση τηςταχύτητας επεξερ­
γασίας. Τα μερικώς κατεστραμμένα νευρωνικά δίκτυα είναι σε θέση να αναδιατάσσουν 
τις διεργασίες επεξεργασίας του δικτύου διοχετεύοντας όλη τη διαδικασία επεξεργασίας 
πληροφοριών στο υγιέςτμήμα του νευρωνικού δικτύου. 
Μειονεκτήματα 
• Οι γνώσεις πάνω στο τρόπο που ο ανθρώπινος εγκέφαλος εκπαιδεύεται για να επε­
ξεργαστεί πληροφορίες είναι ακόμα συγκεχυμένες και οι θεωρίες αφθονούν 
• Οι μαθηματικές θεωρίες που χρησιμοποιούνται είναι ακόμα υπό ανάπτυξη και δεν 
μπορούν να εγγυηθούν την απόδοση ενός νευρωνικού δικτύου. 
LATENT SEMANTIC ANALYSIS 
Ένας αλγόριθμος τεχνητών νευρωνικών δικτύων που παρουσιάζει ιδιαίτερο ενδιαφέ­
ρον είναι ο LSA (Latent Semantic Analysis), ανήκει στην κατηγορία τον Self organized 
Networks (δίκτυο αυτοεπίβλεψης) [21 ] και χρησιμοποιείται για την εξαγωγή του περιε­
χομένου του κειμένου και την παραγωγή μιας περίληψης για αυτό. 
Το κύριο χαρακτηριστικό του είναι ότι δεν κάνει χρήση λεξικών ή γραμματικών κανόνων. 
Σε αντίθεση με τις κλασικές μεθόδους που βασίζονται στην καταμέτρηση των όμοιων λέ­
ξεων του κειμένου. Ο LSA βασίζεται στην μέτρηση της νοηματική συσχέτισης η οποία 
αντανακλάται στην νοηματική ομοιότητα μεταξύ συνώνυμων, ουσιαστικών, επιθέτων 
και άλλων μερών του λόγου τα οποία τείνουν να χρησιμοποιηθούν κατά παρόμοιο τρό­
πο. Επιπρόσθετα η αυτοματοποίηση της όλη διαδικασίας, επιτρέπει όχι μόνο την επε­
ξεργασία μεγάλου όγκου κειμένων, αλλά δίδεται η δυνατότητα να εξεταστούν περαιτέ­
ρω πτυχές της δομής των κειμένων. 
Κάθε ενότητα αναπαρίσταται με ένα σταθμισμένο διάνυσμα της συχνότητας εμφάνισης 
όλων τον λέξεων της. Το διάνυσμα που προκύπτει αναπαριστά το νοηματικό περιεχό­
μενο της ενότητας σε ένα αφηρημένο διανυσματικό χώρο εννοιών. Με τη χρήση της 
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sigular value decomposition (SVD) [18] και λαμβάνοντας υπόψη μόνο της ανώτερες 
ιδιοτιμές που προκύπτουν επιτυγχάνεται από την μια δραστική μείωση της διασταση-
μότητας του χώρου εννοιών, πράγμα που έχει δραστικές επιδράσειςστουςαπαιτούμε-
νους υπολογιστικούς χώρους ενώ παράλληλα αποκαλύπτεται μία αφαιρετική δομή η 
οποία συσχετίζει μεμονωμένες λέξεις με το νοηματικό περιεχόμενο στο οποίο εμφανί­
ζονται. 
Η συσχέτιση ενισχύεται περαιτέρω μέσω μιας αυτοργανούμενης διαδικασία ομαδο­
ποίησης με χρήση ενός Τ.Ν.Δ Kohonen ή με κάποιο άλλο αλγόριθμο ομαδοποίησης 
(clustering). 
Όταν μια ερώτηση τεθεί στο σύστημα αρκεί να μορφοποιηθεί ένα συμβατό διάνυσμα 
λέξεων και να βρεθούν οι ομάδες στις οποίες ταξινομείται αυτό το διάνυσμα. Συνήθως 
αυτό γίνεται με βάση τις αποστάσεις του ερωτήματος από τις ομάδες. 
Η αφαιρετική δομή που προκύπτει συσχετίζει μεμονωμένες λέξεις με το νοηματικό πε­
ριεχόμενο των κειμένων στις οποίες εμφανίζεται είτε ή ίδια είτε συγγενείς λέξεις. Δηλα­
δή είναι δυνατό να συσχετιστεί μια λέξη με μία ενότητα ακόμα και αν δεν εμφανίζεται 
εκεί. Τέτοιου είδους συσχετισμοί είναι εξαιρετικά δύσκολο να γίνουν με κλασικές στατι­
στικές μεθόδους επεξεργασίας φυσικής γλώσσας. Πρέπει να σημειωθεί ότι στη διαδικα­
σία αυτή δεν λαμβάνονται υπόψη πληροφορίες για την συντακτική δομή του κειμένου 
ή την σειρά εμφάνισης των λέξεων. 
Όσο μεγαλύτερο σε πλήθος και νοηματικό εύρος είναι η συλλογή κειμένων που χρησι­
μοποιήθηκε για την κατασκευή του μητρώο, τόσο πιο ισχυροί εννοιολογικοί συσχετισμοί 
αναπτύσσονται. 
Συμπεράσματα 
Ο Χώρος της βιβλιοθηκονομίας και της επιστήμηςτης πληροφόρησης έχει πολλά να κερ­
δίσει από την χρήση των νευρωνικών δικτύων. Η δυνατότητα τους να μαθαίνουν μέσω 
παραδειγμάτων τα καθιστά ευέλικτα και αποτελεσματικά. 
Τα ΤΝΔ από την μια παρέχουν γρήγορη και λεπτομερή πρόσβαση στο υλικό και από 
την άλλη μπορούν να χρησιμοποιηθούν από απλούς χρήστες με ελάχιστες υλικοτεχνι­
κές απαιτήσεις και δεξιότητες. 
Με τον τρόπο αυτό ενισχύεται ο ρόλος της βιβλιοθήκης διευκολύνοντας και υποστηρί­
ζοντας τις ερευνητικές και εκπαιδευτικές δραστηριότητες της ακαδημαϊκής κοινότητας. 
Το πιο ελπιδοφόρο από την πλευρά των νευρωνικών δικτύων είναι η πιθανότητα ότι κά­
ποια μέρα «συνειδητά» δίκτυα θα κάνουν την εμφάνιση τους, δημιουργώντας συνθή-
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κες αλληλοελέγχου σφαλμάτων μεταξύ τεχνίτης και ανθρώπινης εφυήας, άλλωστε πολ­
λοί υποστηρίζουν ότι η συνείδηση είναι μια μηχανική ιδιότητα επομένως η αναπαρά­
στασης της είναι ρεαλιστική . 
Ίσως από κάποιους η χρήση της τεχνητής νοημοσύνης σε συστήματα ανάκτησης πλη­
ροφοριών να χαρακτηριστεί ως υπερβολικό επιχείρημα με αβέβαια αποτελέσματα, όμως 
στην πρόσκληση της ψηφιακής εποχής θα πρέπει να απαντήσουμε μα ανοικτό μυαλό 
και διάθεση για πειραματισμό 
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