In this article, we consider the estimation of a population mean when some observations on the study characteristic are missing in the bivariate sample data. In all, five estimators are presented and their efficiency properties are discussed. One estimator arises from the the amputation of incomplete observations while the remaining four estimators are formulated using imputed values obtained by the ratio method of estimation.
the respondents may supply information which is inconsistent due to some inner contradictions or otherwise, and the investigator is forced to delete it.
When some observations in the sample are missing, the simplest solution is perhaps to amputate the incomplete observations and to restrict attention to complete observations only for the purpose of statistical analysis. Alternatively, one may employ some imputation method for finding the substitutes of missing observations; see, e.g., Little and Rubin (2002) , Rao and Toutenburg (1999) and Rubin (1987) for an interesting account. Treating these imputed values as true observations, one may conduct the statistical analysis using the standard procedures developed for data without any missing observation. Such a practice, it is well recognized, may tend to invalidate the inferences and may often have serious consequences.
In this article, we consider the estimation of a population mean on the basis of a simple random sample drawn without replacement. It is assumed, following Rao and Sitter (1995) and Tracy and Osahan (1994) , that some of the observations on the study characteristic are not available while all of the observations on the auxiliary characteristic are available. For the missing values on the study characteristic, the method of ratio imputation is a commonly employed procedure in sample surveys from different perspectives, e.g., Sitter and Rao (1997) employed the Jackknife technique in ratio method, see also Chen et al. (2000) . A linear combination of mean imputation and ratio imputation, termed as compromised imputation, is considered in Singh and Horn (2000) . When the probability of inclusion of sampling units is not equal, Rueda and González (2004) and Rueda et al. (2005) have used Horvitz Thompson estimator for imputation purpose. Using the ratio method of imputation with equal probability of selection of units, we have considered four estimators for the population mean of a study characteristic besides the conventional estimator (i.e., the mean of available observations) which amputates the incomplete observations. Comparing their efficiency properties, it is observed that outright amputation is not a good proposition and use of ratio imputation is worthwhile, particularly in situations where the ratio method is known to provide an efficient estimator of population mean.
The plan of this article is as follows. In Sect. 2, we describe the imputation procedure and present estimators for the population mean. Bias properties of these estimators are studied in Sect. 3. Similarly, their mean squared errors are analyzed in Sect. 4 and conditions for the superiority of one estimator over the other are found. Lastly, the derivation of results is provided in the Appendix.
Estimators for mean
Let us consider a finite population of size N with values Y 1 , Y 2 , . . . , Y N of the study characteristic and values X 1 , X 2 , . . . , X N of the auxiliary characteristic. For the estimation of population meanȲ, a random sample of size n is drawn according to the procedure of simple random sampling without replacement. Assuming the nonresponse to be random, suppose that there are (n − p)
Thus the sample comprises two respondent sets-one of size (n − p) denoted by s and the other of size p denoted by s * .
When the incomplete observations are discarded, it is customary to estimatē Y byȳ
When the incomplete observations are not discarded and some imputation method is followed, the completed data set is specified by
and the population mean is estimated by
whereỹ i denotes the imputed value of the study characteristic corresponding to the observation x * i . If the method of ratio imputation is employed, there are two simple choices ofỹ i , viz.,ỹ
In the above two formulations, it is assumed thatX is known. If it is not known, we may define the imputed values as
following Rao and Sitter (1995, p 459) .
On the same lines, we propose another set of imputed values as follows:
Utilizing (2.4)-(2.7) in (2.3), we obtain the following four estimators ofȲ:
Thus we have five estimators for estimating the population meanȲ. The estimatorȳ is based on amputation of incomplete data while the estimators t 1 , t 2 , t 3 and t 4 are based on ratio imputation of missing observations. Out of these four, two estimators require the knowledge of the population meanX of the auxiliary characteristic while the remaining two estimators are free from it.
Comparison of biases
Let us write
where E p denotes the expectation with respect to the nonnegative integer valued random variable p and k is a nonnegative fixed integer. Is is assumed that the correlation coefficient ρ is positive which is a basic requirement for the application of ratio method. Further, without any loss of generality, we assume that both the population meansX andȲ are positive.
It is easy to see that the meanȳ ignoring the incomplete observations is an unbiased estimator ofȲ while the estimators t 1 , t 2 , t 3 and t 4 using the ratio method of imputation for missing values are generally biased. In order to study the magnitudes and directions of their biases, we consider first order sample approximations which are derived in the Appendix following Sukhatme et al. (1984) .
Theorem 1
The first order approximations for the biases of the estimators t 1 , t 2 , t 3 and t 4 are given by
From the above expressions, it is interesting to observe that that the estimators t 1 , t 2 and t 3 are unbiased to the first order of approximation when ρ = θ . If θ is greater than 1, these estimators are biased in positive direction. The bias continues to remain positive so long as ρ < θ ≤ 1. It changes its sign only when ρ > θ. So far as the estimator t 4 is concerned, it is unbiased to the first order of approximation when the study and auxiliary characteristics are uncorrelated.
Comparing the estimators with respect to the criterion of magnitude of bias, we find that the estimators t 1 and t 3 have same amount of bias at least to the order of our approximation. This bias is always larger than that of t 2 . Similarly, the estimators t 1 and t 3 have larger magnitude of bias than the estimator t 4 when one of the following conditions holds:
Likewise, if we compare the estimators t 2 and t 4 , we find that the magnitude of bias of t 2 is smaller than that of t 4 when ρ > θ. The reverse is true, i. e. , t 4 is less biased in magnitude than t 2 when 2ρ < θ.
Comparison of mean squared errors
Recalling thatȳ is an unbiased estimator ofȲ, its variance is given by
As the estimators t 1 , t 2 , t 3 and t 4 are generally not unbiased, we consider their mean squared errors for the purpose of comparison. These are derived in the Appendix and presented below. 
As the quantitiesX andȲ are assumed to be positive, it is interesting to observe from (4.2) that the variance of the unbiased estimatorȳ exceeds the mean squared error of the estimator t 1 when
Similarly, it is observed from (4.3) and (4.4) that the estimator t 2 has smaller mean squared error in comparison to the variance ofȳ when
while the estimator t 3 has smaller mean squared error than the estimatorȳ when 2ρ > θ (4.8) which is the well-known condition for the superiority of ratio estimator over the sample mean when no observation in the sample data is missing; see, e. g., Sukhatme et al. (1984, Chap. 5) . Likewise, we find from (4.5) that the estimator t 4 has better performance than the estimatorȳ under the criterion of mean squared error when
Observing that the quantities (f 2 /f 1 ), (g 2 /g 1 ) and (g 1 − g 2 )g 1 lie between 0 and 1, it is interesting to note from the conditions (4.6)-(4.9) that all the four estimators t 1 , t 2 , t 3 and t 4 based on the strategy of imputation are more efficient than the estimatorȳ representing the strategy of amputation at least as long as there is a favorable environment for the application of ratio method, i. e. , 2ρ > θ. Further, it is noteworthy that the imputation strategy succeeds in widening the range of admissible values of ρ in case of t 1 , t 2 and t 4 .
Next, let us compare the mean squared errors of the four biased estimators. WhenX is known, we have two estimators t 1 and t 2 out of which t 1 ignores the incomplete pairs of observations while t 2 incorporates them in the formulation of estimators. Now it is easy to see that the estimator t 2 has not only smaller bias but smaller mean squared error too in comparison to the estimator t 1 provided that
(4.10)
If this condition holds with an opposite inequality sign, the estimator t 1 has smaller mean squared error though larger bias than the estimator t 2 .
WhenX is not known, we have again two estimators t 3 and t 4 which are based on all the available observations in the sample data. Both of them are biased, as is observed from (3.4) and (3.5), but t 3 possesses smaller mean squared error than t 4 when 2ρ
while the opposite is true; i. e. , t 4 has smaller mean squared error than t 3 when the condition (4.11) holds with a reversed inequality sign. Recalling that the requirement for the superiority of ratio method is 2ρ > θ and observing that the quantity (f 1 − g 1 + g 2 )/(f 1 − g 1 ) cannot be less than one, we find that the estimator t 4 has better performance than t 3 when
Finally, let us examine the role of knowledge ofX in the formulation of estimators. It may be noticed that the estimators t 3 and t 4 can be regarded as arising from a substitution ofx * in place ofX in t 1 and t 2 , respectively. Thus comparing t 1 with t 3 , we observe that both the estimators have same bias at least to the order of our approximation but t 1 has always smaller mean squared error than t 3 . Similarly, if we compare t 2 with t 4 , both the estimators are found to be biased but t 2 has smaller mean squared error than t 4 provided that g 1 exceeds 2g 2 . When g 1 does not exceed 2g 2 , the estimator t 2 based on the knowledge ofX is no more preferable.
from which it follows that the first order approximation for the bias of which provides the result(4.5) of Theorem 2.
