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Maximum sparse induced subgraphs of the binomial random
graph with given number of edges
Dmitry Kamaldinov∗, Arkadiy Skorkin†, Maksim Zhukovskii‡
Abstract
We prove that a.a.s. the maximum size of an induced subtree of the binomial random graph G(n, p)
is concentrated in 2 consecutive points. We also prove that, given a non-negative integer-valued function
t(k) < εk2 , under a certain smoothness condition on this function, a.a.s. the maximum size k of an
induced subgraph with exactly t(k) edges of G(n, p) is concentrated in 2 consecutive points as well.
1 Introduction
In [1]–[4], it was proven that a.a.s. (with asymptotical probability 1) the maximum size of an independent
set (the independence number) of the binomial random graph G(n, p = const) (see, e.g., [5]–[8]) equals
either f0(n) or f0(n) + 1 , where
f0(n) =
⌊
2 log1/(1−p) n− 2 log1/(1−p) log1/(1−p) n+ 2 log1/(1−p)
e
2
+ 0.9
⌋
(the above remains true after substituting 1 − ε instead of 0.9 for an arbitrary positive ε < 0.5 ). Is
the 2-point concentration also true, say, for the maximum induced path, maximum induced cycle or the
maximum induced tree? Is it true for the maximum subgraph with certain restrictions on the number of
edges?
In [9], 2-point concentration results were obtained for the simple path and for the simple cycle.
Theorem 1 (Dutta K., Subramanian C.R., 2018). Let f∗(n) =
⌊
2 log1/(1−p) np+ 2.9
⌋
. Then a.a.s. both
the maximum size of an induced path and the maximum size of an induced cycle in G(n, p) belongs to
{f∗(n), f∗(n) + 1} .
In the paper, they also ask about a 2-point concentration result for trees but failed in answering this
question. We answer this question below.
Theorem 2. There exists an ε > 0 such that a.a.s. the maximum size of an induced tree in G(n, p)
belongs to {fε(n), fε(n) + 1} , where
fε(n) = ⌊2 log1/(1−p)(enp) + 2 + ε⌋.
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The proof is given in Section 2.
In [10], subgraphs with bounded from above numbers of edges were considered. The main result of [10]
states, in particular, the following.
Theorem 3 (Fountoulakis N., Kang R.J., McDiarmid C., 2014). Let t(k) be a sequence of non-negative
integers such that t = o(
√
k3/ ln k) . Then, a.a.s. the maximum size k of an induced subgraph in G(n, p)
with at most t(k) edges belongs to the set of 2 consecutive numbers {ft(n), ft(n) + 1} , where
ft(n) =
⌊
2 log1/(1−p) n+ (t− 2) log1/(1−p) log1/(1−p) n− t log1/(1−p) t+ t log1/(1−p)(2bpe) + 2 log1/(1−p)
e
2
+ 0.9
⌋
.
Moreover, for subgraphs with the number of edges equal to a given function t(k) = p
(
k
2
)
+O(k) of the
number of its vertices k , in [11], the 2-point concentration was disproved.
Theorem 4 (Balogh J., Zhukovskii M., 2019). Let t(k) = p
(
k
2
)
+O(k) be a sequence of positive integers.
Let Xn be the maximum size k of an induced subgraph in G(n, p) with t(k) edges. There exists µ > 0
such that, for c > µ and C > 2c+ µ , we have
0 < lim infn→∞P
(
n− C
√
n
lnn
< Xn < n− c
√
n
lnn
)
≤
lim supn→∞P
(
n− C
√
n
lnn
< Xn < n− c
√
n
lnn
)
< 1.
Moreover, let, for any sequence mk = O(
√
k/ ln k) of non-negative integers,∣∣∣∣(t(k)−(k2
)
p
)
−
(
t(k −mk)−
(
k −mk
2
)
p
)∣∣∣∣ = o(k).
Then, for every ε > 0 , there exist c, C such that
lim infn→∞P
(
n− C
√
n
lnn
< Xn < n− c
√
n
lnn
)
> 1− ε.
It is natural to ask about the 2-point concentration result for smaller k . In Section 3, we prove the
following.
Theorem 5. Let R > 0 . There exists an ε > 0 such that, for every sequence of non-negative integers
t(k) with the following properties
• |t(k + 1)/t(k)− 1| ≤ R
k
for all large enough k ,
• t(k) < εk2 for all large enough k ,
there exists f(n) such that |f(n)− 2 log1/(1−p) n| ≤ (3ε ln 1ε ) lnn and a.a.s. the maximum size k of a set
with t(k) edges belongs to {f(n), f(n) + 1} .
In other words, a threshold on the number of edges for the 2-point concentration is Θ(k2) .
Remark 1. The first smoothness condition in Theorem 5 can not be removed because, clearly, one may
consider two different sequences (say, t1(k) = 1 , t2(k) = ⌊εk2⌋ − 1 ), and combine them in the sequence
t(k) = t1(k) for odd k and t(k) = t2(k) for even k . For such a sequence the 2-point concentrations result
fails, but it is true both for t1(k) and t2(k) . Notice that, say, t(k) = Ck
a(1 + O(1/k)) , a > 0 , satisfies
the condition.
It is also worth mentioning that f(n) = 2 log1/(1−p) n(1 + o(1)) , if t = o(k
2) .
Remark 2. For several other random subgraph models, the independence number has another asymp-
totical behaviour (see, e.g., [12, 13]). It would be of interest to study the maximum size k of an induced
subgraph with t(k) edges for these models as well.
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2 Maximum induced trees
Let Xk be the number of induced subtrees in G(n, p) of size k . Clearly,
EXk =
(
n
k
)
(1− p)(k2)−k+1pk−1kk−2.
For k = O(lnn) , we get EXk ∼ ek lnn−
5
2
ln k+k−(k2) ln[1/(1−p)]+(k−1) ln[p/(1−p)]− 12 ln(2π) =: γ(k) .
Since ∂ ln γ(k)
∂k
= lnn− 5
2k
+1−k ln[1/(1−p)]+ ln[p/(1−p)3/2] < 0 for k > 3
2
lnn
ln[1/(1−p)] and large enough
n , there exists
kˆ(n) = 2
lnn
ln[1/(1− p)] +O(1)
such that γ(k) = 1 and, therefore, for ε > 0 ,
EX⌈kˆ+ε⌉ ≤ γ(kˆ + ε)(1 + o(1)) = eε lnn−εkˆ ln(1/(1−p))+O(1) = e−ε lnn+O(1) → 0, (1)
EX⌊kˆ−1+ε⌋ ≥ γ(kˆ − 1 + ε)(1 + o(1)) = e−(1−ε) lnn+(1−ε)kˆ ln(1/(1−p))+O(1) = e(1−ε) lnn+O(1) →∞. (2)
By Markov inequality, from (1), we get P(t(G(n, p)) < ⌈kˆ + ε⌉)→ 1 .
It remains to prove that P(t(G(n, p)) ≥ ⌊kˆ − 1 + ε⌋)→ 1 .
For this, set k = ⌊kˆ − 1 + ε⌋ . In the usual way, we get the following bound for the second factorial
moment:
EXk(Xk − 1)− EX2k ≤
k−1∑
ℓ=2
Fℓ,
Fℓ =
(
n
k
)
kk−2
(
k
ℓ
)(
n− k
k − ℓ
)
max
r∈{0,...,ℓ−1}
p2(k−1)−r(1− p)2(k2)−(ℓ2)−2(k−1)+rf(k, ℓ, r),
where f(k, ℓ, r) is an upper bound (we will define its precise value below) for the number of trees on a
set of vertices {a1, . . . , ak} such that the set of edges of these trees between the vertices of {a1, . . . , aℓ} is
fixed and has cardinality r .
For ℓ ≤ 2 lnn
ln[1/(1−p)] − 6 ln lnnln[1/(1−p)] , we will use the trivial bound f(k, ℓ, r) = kk−2 . For such ℓ ,
Fℓ
(EXk)2
=
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)−(ℓ2) maxr∈{0,...,ℓ−1}((1− p)/p)r(
n
k
) .
If 1− p ≤ p , then
Fℓ
(EXk)2
≤
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)−(ℓ2)(
n
k
) ≤ √2πk(k2e
ℓn
(1− p)− ℓ2
)ℓ
≤ (k−1+o(1))ℓ. (3)
If 1− p > p , then
Fℓ
(EXk)2
≤
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)−(ℓ2)((1− p)/p)ℓ(
n
k
) ≤ √2πk(k2e(1− p)
pℓn
(1− p)− ℓ2
)ℓ
≤ (k−1+o(1))ℓ. (4)
Let us switch to ℓ > 2 lnn
ln[1/(1−p)] − 6 ln lnnln[1/(1−p)] .
In order to define f(k, ℓ, r) , consider a tree T with a vertex set A of cardinality k . Let B ∩A = Υ ,
|Υ| = ℓ and |B| = k as well. Assume that T has exactly r edges in Υ . Let us estimate from above the
number of trees on the vertex set B such that, in Υ , they induce the same set of edges. Set B \ A :=
{v1, . . . , vk−ℓ} .
Let H be the set of connected components of A|Υ . Clearly, |H| = ℓ− r .
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There are (k−ℓ)ℓ−r decompositions of H into k−ℓ parts. Let H1⊔. . .⊔Hk−ℓ be such a decomposition.
In every component of H , choose a vertex (there are at most ( ℓ
ℓ−r)
ℓ−r ways of doing that for ℓ−r ≤ ℓ
e
,
at most 32r−ℓ22ℓ−3r ways for ℓ
2
≥ ℓ − r > ℓ
e
and at most 2r ways for ℓ − r > ℓ/2 ). Then, for every
i ∈ {1, . . . , k − ℓ} , and every component of Hi , we draw an edge between the chosen vertex and vi .
Consider the set of k − ℓ vertices U1, . . . , Uk−ℓ , where Ui is the union of the set of all vertices of all
components of Hi and {vi} . There are (k − ℓ)k−ℓ−2 trees on this set. Let F be such a tree. For every
edge {Ui, Uj} of this tree, draw, in B , an edge eij between a vertex ui ∈ Ui and a vertex uj ∈ Uj such
that either ui or uj is in Υ . Clearly, there are at most ℓ + 1 ways of choosing eij . Clearly, the final
graph on the set B is a tree, and every tree can be constructed using the above procedure.
Putting all together, there are at most
f(k, ℓ, r) :=
(
ℓ
ℓ− r
)ℓ−r
(k − ℓ)k−r−2(ℓ+ 1)k−ℓ−1
trees for r ≥ ℓ(1− 1/e) , at most
f(k, ℓ, r) := 32r−ℓ22ℓ−3r(k − ℓ)k−r−2(ℓ+ 1)k−ℓ−1
trees for ℓ/2 ≤ r < ℓ(1− 1/e) , and at most
f(k, ℓ, r) := 2r(k − ℓ)k−r−2(ℓ+ 1)k−ℓ−1
trees for r < ℓ/2 .
Set g(k, ℓ, r) = f(k, ℓ, r)((1− p)/p)r . Then
∂
∂r
ln g(k, ℓ, r) =
ln
(
e(ℓ− r)(1− p)
ℓ(k − ℓ)p
)
I[r ≥ ℓ(1−1/e)]+ln
(
9(1− p)
8(k − ℓ)p
)
I[ℓ/2 ≤ r < ℓ(1−1/e)]+ln
(
2(1− p)
(k − ℓ)p
)
I[r < ℓ/2].
If ℓ ≤ k− 2(1−p)
p
, then g(k, ℓ, r) dicreases with r . Therefore, its maximum equals g(k, ℓ, 0) = (k−ℓ)k−2(ℓ+
1)k−ℓ−1 . Then,
Fℓ
(EXk)2
≤
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)−(ℓ2)(k − ℓ)k−2(ℓ+ 1)k−ℓ−1(
n
k
)
kk−2
=: F˜ℓ.
Consider the fraction
F˜ℓ+1
F˜ℓ
=
(k − ℓ)2
(ℓ+ 1)(n− 2k + ℓ+ 1)(1− p)
−ℓ
(
k − ℓ− 1
k − ℓ
)k−2(
ℓ+ 2
ℓ+ 1
)k−ℓ−2
1
ℓ+ 1
. (5)
For n large enough,
∂
∂ℓ
ln
[
F˜ℓ+1
F˜ℓ
]
=
− 2
k − ℓ −
2
ℓ+ 1
− 1
n− 2k + ℓ+ 1 + ln
[
1
1− p
]
− k − 2
(k − ℓ)(k − ℓ− 1) − ln
ℓ+ 2
ℓ+ 1
− k − ℓ− 2
(ℓ+ 1)(ℓ+ 2)
< 0,
since ℓ > 2 lnn
ln[1/(1−p)] − 6 ln lnnln[1/(1−p)] and k = 2 lnnln[1/(1−p)] + O(1) . Therefore, F˜ℓ+1F˜ℓ dicreases with ℓ in the
range.
Let ℓ = k −max
{
2,
⌈
8
ln[1/(1−p)]
⌉}
. Then, for n large enough, from (5), we get
F˜ℓ+1
F˜ℓ
>
(1− p)−ℓ
ℓ2n
e−2k/(k−ℓ) ≥ e 12 lnn+O(ln lnn).
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Therefore, F˜ℓ increases in
(
2 lnn
ln[1/(1−p)] − 6 ln lnnln[1/(1−p)] , k −max
{
2, 8
ln[1/(1−p)]
}]
.
Furthermore, for ℓ = k − c , c ∈ N , we get
F˜ℓ ≤
(
k
c
)(
n−k
c
)
(1− p)ck−c/2−c2/2(p/(1− p))k−1ck−2kc(
n
k
)
kk−2(1− p)(k2)(p/(1− p))k−1
=
exp(c lnn− ck ln(1/(1− p)) + k ln[p/(1− p)] + k ln c+ o(k))
EXk
=
exp[−k(c ln(1/(1− p))/2− ln(p/(1− p))− ln c)(1 + o(1))]
EXk
.
The function c ln(1/(1 − p))/2 − ln c approaches infinity as c → ∞ . Therefore, for c large enough,
c ln(1/(1− p))/2− ln(p/(1− p))− ln c > 0 .
Let us conclude the above arguments: there exists c ∈ N and a > 0 such that, for all ℓ ∈(
2 lnn
ln[1/(1−p)] − 6 ln lnnln[1/(1−p)] , k − c
]
, and n large enough,
Fℓ
(EXk)2
≤ e
−ak
EXk
. (6)
By the Chebyshev inequality, from (2), (3), (4) and (6) we get
P(Xk = 0) ≤ DXk
(EXk)2
≤
∑k−1
ℓ=2 Fℓ + EXk
(EXk)2
=
k−1∑
ℓ=k−c
Fℓ
(EXk)2
+ o(1).
It remains to prove that, for every c ∈ N ,
max
ℓ∈{k−c,...,k−1}
Fℓ
(EXk)2
= o(1).
Let c ∈ N , ℓ = k − c . Then, for some constant A > 0 ,
Fℓ
(EXk)2
≤ A
(
k
c
)(
n−k
c
)
(1− p)ckkcmaxr∈{0,1,...,k−c−1} f0(k, r)ck−r(p/(1− p))k−r(
n
k
)
kk−2(1− p)(k2)(p/(1− p))k−1
,
where
f0(k, r) =
(
ℓ
ℓ− r
)k−r
I(r ≥ ℓ(1− 1/e)) + (4/3)k(9/8)rI(ℓ/2 ≤ r < ℓ(1− 1/e)) + 2rI(r < ℓ/2).
Therefore,
Fℓ
(EXk)2
≤
exp
[
−c lnn+ max
r∈{0,...,k−c−1}
ln f1(k, r) +O(ln lnn)
]
EXk
, f1(k, r) = f0(k, r)c
k−r(p/(1− p))k−r.
If r ≥ ℓ(1− 1/e) , then
∂ ln f1(k, r)
∂r
= − ln pc
(1− p) − ln
ℓ
ℓ− r + 1 +
c
ℓ− r .
Therefore, f1 decreases with r if
pc
1−p > 1 , and first increases and then decreases if
pc
1−p ≤ 1 . If ℓ/2 ≤
r < ℓ(1− 1/e) , then ∂ ln f1(k,r)
∂r
= ln 9(1−p)
8pc
. Therefore, f1 increases with r if and only if
pc
1−p <
9
8
. Finally,
if r < ℓ/2 , ∂ ln f1(k,r)
∂r
= ln 2(1−p)
pc
. Therefore, f1 increases with r if and only if
pc
1−p < 2 .
Notice that f1(k, r) has two discontinuities: r1 =
ℓ
2
, r2 = ℓ − ℓe . It is easy to check that f1(k, r1) >
f1(k, r1 − 0) and f1(k, r2) > f2(k, r2 − 0) . Moreover, if pc1−p ≥ 2 , then f1(k, 0) > f1(k, r1) > f1(k, r2) .
Summing up,
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• if pc
1−p ≤ 1 , then f1 achieves its maximum in r ∼ ℓ(1− pce(1−p)) ;
• if 1 < pc
1−p ≤ 98 , then f1 achieves its maximum in r = ℓ(1− 1/e) ;
• if 9
8
< pc
1−p ≤ 2 , then f1 achieves its maximum either in r = ℓ/2 , or in r = ℓ(1− 1/e) ;
• if pc
1−p > 2 , then f1 achieves its maximum in r = 0 .
Below, we consider all these four situations separately.
1. Let pc
1−p ≤ 1 . If c = 1 , then p ≤ 12 . Therefore,
Fℓ
(EXk)2
≤
exp
[
− lnn
(
1− 2p
e(1−p) ln[1/(1−p)] + o(1)
)]
EXk
≤ e−(2−2/[e ln 2]−ε+o(1)) lnn.
If c ≥ 2 , then p ≤ 1
3
. Therefore,
Fℓ
(EXk)2
≤
exp
[
−c lnn
(
1− 2p
e(1−p) ln[1/(1−p)] + o(1)
)]
EXk
≤
exp
[
−c lnn
(
1− 1
e ln(3/2)
+ o(1)
)]
EXk
.
2. Let 1 < pc
1−p < 2 and f1 achieves its maximum in r = ℓ(1− 1/e) . Then
Fℓ
(EXk)2
≤
exp
[
− lnn
(
c− 2
e ln[1/(1−p)] ln
pce
1−p + o(1)
)]
EXk
. (7)
If c = 1 , then 2 < 1
1−p < 3 and
Fℓ
(EXk)2
≤ exp
[
− lnn
(
2− ε− 2
e ln[1/(1− p)] ln
pe
1− p + o(1)
)]
.
Notice that ln pe
1−p < 2 ln
1
1−p . Indeed,
d
dx
(2 lnx− ln(x− 1)− 1) = x−2
x(x−1) . Therefore, 2 ln x− ln(x−
1)− 1 ≥ 2 ln 2− 1 > 0 for x ≥ 2 (this leads to the above inequality after setting x = 1
1−p ).
Then,
2− ε− 2
e ln[1/(1− p)] ln
pe
1− p > 2− ε−
4
e
>
1
2
.
If c ≥ 2 , then p
1−p < 1 . Therefore, 1 <
1
1−p < 2 . Clearly,
c− 2
e ln[1/(1− p)] ln
pce
1− p ≥
2
e ln[1/(1− p)]
(
1− ln 2p
(1− p) ln[1/(1− p)]
)
.
Notice that ln 2p
(1−p) ln[1/(1−p)] −1 < ln 11−p . Indeed, ddx(ln x− ln(x−1)+ ln ln x− ln 2+1) = − 1x(x−1) +
1
x lnx
> 0 for x > 1 . Therefore,
ln x− ln(x− 1) + ln ln x− ln 2 + 1 = ln x ln(1 + (x− 1))
x− 1 + ln
e
2
> ln
(
x
(
1− x− 1
2
))
+ ln
e
2
> 0
for 1 < x < 2 (this leads to the above inequality after setting x = 1
1−p ).
From (7), we get that
Fℓ
(EXk)2
≤ exp
[
lnn(2
e
+ o(1))
]
EXk
≤ elnn( 2e−1+ε+o(1)).
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3. Let 9
8
< pc
1−p ≤ 2 and f1 achieves its maximum in r = ℓ/2 . Then
Fℓ
(EXk)2
≤
exp
[
− lnn
(
c− 1
ln[1/(1−p)] ln
2pc
1−p + o(1)
)]
EXk
. (8)
If c = 1 , then 17
8
< 1
1−p ≤ 3 . Therefore,
Fℓ
(EXk)2
≤ exp
[
− lnn
(
2− ε− ln[2p/(1− p)]
ln[1/(1− p)] + o(1)
)]
=
exp
[
− lnn
(
2− ε− ln 2 + ln[1/(1− p)− 1]
ln[1/(1− p)] + o(1)
)]
< exp
[
− lnn
(
1− ln 2
ln(17/8)
)]
.
If c = 2 , then 25
16
< 1
1−p ≤ 2 and
Fℓ
(EXk)2
≤
exp
[
− lnn
(
2− ln 4+ln[1/(1−p)−1]
ln[1/(1−p)] + o(1)
)]
EXk
.
Since d
dx
ln 4+ln(x−1)
lnx
= x lnx−(x−1) ln[4(x−1)]
x(x−1) ln2 x ;
d
dx
(x ln x − (x − 1) ln[4(x − 1)]) < 0 on (25/16, 2] , and
x lnx − (x − 1) ln[4(x − 1)]|x=2 = 0 , the function ln 4+ln(x−1)lnx increases on (25/16, 2] . Therefore,
ln 4+ln[1/(1−p)−1]
ln[1/(1−p)] ≤ 2 . Thus, Fℓ(EXk)2 ≤ n−1+ε+o(1).
Finally, let c ≥ 3 . Clearly, p ≤ 2
5
and
c− 1
ln[1/(1− p)] ln
2pc
1− p ≥
1
ln[1/(1− p)]
(
1− ln 2p
(1− p) ln[1/(1− p)]
)
.
Since ln 2p
(1−p) ln[1/(1−p)] increases, it is at most ln
4
3 ln(5/3)
< 1 . From (8), we get there exists δ > 0
such that, for all large enough n , Fℓ
(EXk)2
≤ exp[−δ lnn]
EXk
.
4. Finally, assume that pc
1−p > 2 . Then,
Fℓ
(EXk)2
≤
exp
[
− lnn
(
c− 2
ln[1/(1−p)] ln
pc
1−p + o(1)
)]
EXk
If c = 1 , then 1
1−p > 3 . In this case,
Fℓ
(EXk)2
≤ e− lnn(2−ε− 2 ln[1/(1−p)−1]ln[1/(1−p)] +o(1)) = elnn(ε− 2 ln[1/(1−p)]−2 ln[1/(1−p)−1]ln[1/(1−p)] +o(1)) < e−ε lnn(1+o(1)).
If c = 2 , then 1
1−p > 2 . Clearly, x
3 > 4(x− 1)2 + 1 for x > 2 . Therefore,
Fℓ
(EXk)2
≤ e− lnn
(
3−ε− ln(4[1/(1−p)−1]2)
ln[1/(1−p)] +o(1)
)
≤ e
lnn

ε− ln
(
1+ 1
4[1/(1−p)−1]2
)
ln[1/(1−p)] +o(1)


< e−ε lnn(1+o(1)).
Finally, let c ≥ 3 . Then, 1
1−p >
2
c
+1 . Let us show that, for every x > 2
c
+1 , the following inequality
holds: xc+1 > c2(x− 1)2 + 1 . Indeed,
xc+1 = ((x− 1) + 1)c+1 > 1 +
(
c + 1
2
)
(x− 1)2 +
(
c + 1
3
)
(x− 1)3 +
(
c + 1
4
)
(x− 1)4 >
7
1 + c(c+ 1)(x− 1)2
(
1
2
+
c− 1
6
· 2
c
+
(c− 1)(c− 2)
24
· 4
c2
)
= 1 + c(c+ 1)(x− 1)2
(
1− 5
6c
+
1
3c2
)
=
1 + (x− 1)2
(
c2 − 5
6
c +
1
3
+ c− 5
6
+
1
3c
)
> 1 + (x− 1)2
(
c2 +
1
6
c− 1
2
)
≥ 1 + c2(x− 1)2.
Therefore,
Fℓ
(EXk)2
≤ e− lnn
(
c+1−ε− ln(c2[1/(1−p)−1]2)
ln[1/(1−p)] +o(1)
)
≤ e
lnn

ε− ln
(
1+ 1
c2[1/(1−p)−1]2
)
ln[1/(1−p)] +o(1)


< e−ε lnn(1+o(1)).
3 Maximum induced subgraphs with t edges
Let ε > 0 be as small as desired. Set ϕ(k) = k2/t(k) . We know that ϕ(k) > 1/ε for all k large enough.
3.1 Computing expectation and variance
Let Xk be the number of induced subgraphs in G(n, p) with k vertices and t(k) edges. Then
EXk =
(
n
k
)((k
2
)
t
)
pt(1− p)(k2)−t, EXk(Xk − 1) =
(
n
k
)
p2t(1− p)2(k2)−2t
k−1∑
ℓ=0
Fℓ, (9)
where
Fℓ =
(
k
ℓ
)(
n− k
k − ℓ
)
(1− p)−(ℓ2)
min{t,(ℓ2)}∑
j=max{0,t−(k2)+(ℓ2)}
((ℓ
2
)
j
)((k
2
)− (ℓ
2
)
t− j
)2(
1− p
p
)j
.
Everywhere in this section, we assume that k = Θ(lnn) . Then
EXk =
1√
kt
exp
[
k lnn− k ln k + k + t ln
(
k
2
)
− t ln t + t+ t ln p
1− p+
∞∑
m=2
(−1)m−1 t
m
m(
(
k
2
)− t)m−1 −
(
k
2
)
ln(1/[1− p]) +O(1)
]
=
=
1√
kt
exp
[
k
(
lnn+
k
ϕ(k)
[
ln
(
k
2
)
t
+ 1 + ln
p
1− p
]
+
∞∑
m=2
k(−1)m−1
mϕ(k)m
(
1
2
− 1
ϕ(k)
)m−1−k2 ln
(
1
1− p
)
+O(ln k)
)]
.
We may assume that 1 + ln p
1−p < ln
(k2)
t
< ln 1
ε
. Since∣∣∣∣∣
∞∑
m=2
(−1)m−1 k
mϕ(k)m(1
2
− 1
ϕ(k)
)m−1
∣∣∣∣∣ < kϕ(k)
∞∑
m=1
[
ϕ(k)
(
1
2
− 1
ϕ(k)
)]−m
=
2k
ϕ(k)(ϕ(k)− 4) < εk,
we get
EXk =
1√
kt
ek(lnn−
k
2
ln 1
1−p+f(k)),
where |f(k)| < 3ε ln 1
ε
lnn .
There exists an ε1 ∈ (0, 1/4) such that, for all small enough ε0 > 0 , all k from[(
1− 3ε ln 1
ε
− ε0
)
2
ln[1/(1− p)] lnn,
(
1 + 3ε ln
1
ε
+ ε0
)
2
ln[1/(1− p)] lnn
]
(10)
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and large enough n ,
EXk+1
EXk
< exp
[
lnn− ln k − k ln(1/[1− p]) +
(
− ln t(k) + 2 ln k + 1− ln 2 + ln p
1− p
)
(t(k + 1)− t(k))+(
ln
k2 + k
k2 − k − ln
t(k + 1)
t(k)
)
t(k+1)+
∞∑
m=2
(−1)m−1
(
tm(k + 1)
m(
(
k+1
2
)− t(k + 1))m−1 − tm(k)m((k
2
)− t(k))m−1
)
+O(1)
]
<
e−(1−ε1) lnn.
Indeed, [
− ln t(k) + 2 ln k + 1− ln 2 + ln p
1− p
]
(t(k + 1)− t(k)) ≤ 2Rk lnϕ(k)
ϕ(k)
< 2Rε ln
1
ε
k,
t(k + 1)
[
ln
k2 + k
k2 − k − ln
t(k + 1)
t(k)
]
≤ t(k + 1)
[
2
k − 1 +
R
k
]
<
(k + 1)2
ϕ(k + 1)
R + 3
k
< ε(R+ 3)(k + 3)
and
tm(k + 1)
m(
(
k+1
2
)− t(k + 1))m−1 − tm(k)m((k
2
)− t(k))m−1 <
tm(k + 1)
m(
(
k
2
)− t(k))m−1
(
1− 2k − 2Rεk
k2 + k − 2t(k + 1)
)m−1
− t
m(k)
m(
(
k
2
)− t(k))m−1 <
tm(k + 1)− tm(k)
m(
(
k
2
)− t(k))m−1 < Rεkm(ε(k + 1)2)m−1m((k
2
)− εk2)m−1 < 2Rεk
(
ε
1/2− ε
)m−1
.
Since, for k > 2
ln(1/[1−p]) lnn
[
1 + 3ε ln 1
ε
+ ε0
]
, EXk → 0 , and, for k < 2ln(1/[1−p]) lnn
[
1− 3ε ln 1
ε
− ε0
]
,
EXk → ∞ , the minimum k such that EXk < 1 belongs to (10). If EXk−1 > n1−2ε1 , then denote this
minimum k by k0 . Otherwise, set k0 = k − 1 .
Claim 1. Let C > 0 , k0 + 1 ≤ k < C lnn . Then EXk → 0 . Moreover, EXk−1 > n1−2ε1 →∞ .
Proof. If EXk0 < 1 , then, by the definition, EXk0−1 > n
1−2ε1 . Moreover, EXk0+1 ≤ nε1−1EXk0 <
nε1−1 → 0 . Otherwise, EXk0−1 > n1−ε1EXk0 ≥ n1−ε1 . Moreover, EXk0+1 ≤ nε1−1EXk0 ≤ n−ε1 → 0 .
It remains to notice that if k > k0 + 1 and belongs to (10), then EXk ≤ EXk0+1 → 0 . 
3.2 Upper bound
Fix C > 0 as large as desired. FromMarkov’s inequality and Claim 1, it follows that, if k0+1 ≤ k < C lnn ,
then P(Xk ≥ 1)→ 0 . Let us prove that the quantification over k can be moved inside the probability.
Since ε1 < 1/4 , if k0 + 3 ≤ k < C lnn , then
P(Xk ≥ 1) ≤ EXk < e−2(1−ε1) lnnEXk0+1 < e−2(1−ε1) lnn = o(n−3/2).
Now, let k > C lnn . For large enough n ,
EXk =
(
n
k
)((k
2
)
t
)
pt(1− p)(k2)−t < nkt−tet
(
k
2
)t
pt(1− p)(k2)−t =
exp
[
k lnn+ t ln
(
k
2
)
+ t− t ln t + t ln p
1− p −
(
k
2
)
ln
1
1− p
]
<
exp
[
k2
C
+ t
(
ln
(
k
2
)
t
+ ln
p
1− p + 1
)
−
(
k
2
)
ln
1
1− p
]
<
< exp
[
k2
C
+ 2t ln
1
ε
−
(
k
2
)
ln
1
1− p
]
< exp
[
k2
(
1
C
+ 2ε ln
1
ε
− 1
2
ln
1
1− p
)
(1 + o(1))
]
= o(n−3/2).
Finally, we get
P(∀k ≥ k0 + 1 Xk = 0) = 1− P(∃k ≥ k0 + 1 Xk ≥ 1) ≥
1−
n∑
k=k0+1
P(Xk ≥ 1) ≥ 1−
n∑
k=k0+1
EXk ≥ 1− o(n−1/2)→ 1.
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3.3 Lower bound
Here we prove that P(Xk0−1 = 0)→ 0 .
Set k = k0 − 1 . Let us estimate EXk(Xk − 1).
Let A,B be k -vertex subsets of {1, . . . , n} having at most 1 common vertex. For a k -vertex set
W ⊂ {1, . . . , n} , let I[W ] = 1 , if G(n, p)|W has exactly t edges, and let I[W ] = 0 otherwise. Clearly,
EI[A]I[B] = EI[A]EI[B] . Therefore, F0 + F1 − (EXk)2 ≤ 0 . Then
DXk = EXk(Xk − 1) + EXk − (EXk)2 ≤
(
n
k
)
p2t(1− p)2(k2)−2t
k−1∑
ℓ=2
Fℓ + EXk. (11)
Let us estimate Fℓ .
3.3.1 Small ℓ
Let
δ ∈
(
1/(1− p)
ln[1/(1− p)] ·
4ε
1− 2ε,
ln[1/(1− p)]
12p/(1− p) + ln[1/(1− p)]
)
.
Consider
ℓ ≤ ℓ∗ :=
⌊
2− δ
ln[1/(1− p)] lnn
⌋
.
By the definition of Fℓ ,
(
n
k
)
p2t(1− p)2(k2)−2t Fℓ
(EXk)2
=
(
k
ℓ
)(
n−k
k−ℓ
)(
n
k
) (1− p)−(ℓ2) min{t,(ℓ2)}∑
j=0
((ℓ2)
j
)((k2)−(ℓ2)
t−j
)2
((k2)
t
)2 (1− pp
)j
. (12)
If j < t , then ((k2)−(ℓ2)
t−j
)2
((k2)
t
)2 ≤
((k2)
t−j
)2
((k2)
t
)2 ≤ e42π2 ×
(
k
2
)− t(
k
2
)− (t− j) × tt− j×
(
1 +
j
t− j
)2(t−j)
t2j
(
1− j(
k
2
)− (t− j)
)2((k2)−(t−j))((
k
2
)
− t
)−2j
<
e4
2π2
t
(
t(
k
2
)− t
)2j
.
If j = t , then ((k2)−(ℓ2)
t−j
)2
((k2)
t
)2 = 1((k2)
t
)2 ≤
e2((k2)− t)(k2)−t+1/2tt+1/2√
2π
(
k
2
)(k2)−t+1/2(k
2
)t
2 ≤ e4
2π
t
(
t(
k
2
))2t .
Summing up, from (12), we get
(
n
k
)
p2t(1− p)2(k2)−2t Fℓ
(EXk)2
≤ Gℓ
(ℓ2)∑
j=0
((ℓ
2
)
j
)
e4
2π
t
(
t(
k
2
)− t
)2j (
1− p
p
)j
=
e4
2π
Gℓt
1 + 1− p
p
(
t(
k
2
)− t
)2(
ℓ
2)
=
e4
2π
G˜ℓt, (13)
where
Gℓ =
(
k
ℓ
)(
n−k
k−ℓ
)(
n
k
) (1− p)−(ℓ2), G˜ℓ = Gℓ(A(t))(ℓ2), A(t) = 1 + 1− p
p
(
t(
k
2
)− t
)2
. (14)
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Clearly,
G˜ℓ+1
G˜ℓ
= (k−ℓ)
2
(ℓ+1)(n−2k+ℓ+1) (1− p)−ℓA(t)ℓ . Therefore,
∂
∂ℓ
ln
G˜ℓ+1
G˜ℓ
= − 2
k − ℓ −
1
ℓ+ 1
− 1
n− 2k + ℓ+ 1 + ln
(
1
1− p
)
+ lnA(t). (15)
Since 1
1−p > 1 is a constant, for certain non-negative δ1(n) = O(1) , δ2(n) = O(1) , the right side of (15)
is positive when ℓ ∈ (δ1, k−δ2) and negative when ℓ ∈ (0, δ1) and ℓ ∈ (k−δ2, k) . Since G˜3/G˜2 = O(k2/n)
(less than 1 for large enough n ), G˜k−1/G˜k−2 > n1−o(1) (bigger than 1 for large enough n ), on [2, k − 2] ,
there exists a unique ℓ0 (not necessarily integer) such that
G˜ℓ0+1/G˜ℓ0 = 1 ,
if ℓ < ℓ0 , then
G˜ℓ+1
G˜ℓ
< 1 ,
if ℓ > ℓ0 , then
G˜ℓ+1
G˜ℓ
> 1 .
So, G˜ℓ as function of integer argument ℓ first decreases, and then increases. Therefore, for ℓ ∈
{2, 3, . . . , ℓ∗} ,
G˜ℓ ≤ max{G˜2, G˜ℓ∗} ≤ max
{
k2
(
n
k−2
)
(1− p)(n
k
)A(t), Gℓ∗A(t)(ℓ∗2 )
}
.
The first value equals O
(
k4
n2
)
. Let us estimate the second value:
Gℓ∗A(t)
(ℓ∗2 ) ≤ k
ℓ∗(n− k)k−ℓ∗kk
(n− k)k
 1
1− pe
1−p
p
(
t
(k2)−t
)2
(ℓ∗)2/2
< k2k
[
n
−δ/2+ 1/(1−p)
ln[1/(1−p)] · 2ε1−2ε (1−δ/2)+o(1)
]ℓ∗
<
exp
[
−
(
δ/2− 1/(1− p)
ln[1/(1− p)] ·
2ε
1− 2ε + o(1)
)
2− δ
ln 1
1−p
ln2 n
]
.
From (13), we get (
n
k
)
p2t(1− p)2(k2)−2t Fℓ
(EXk)2
= O(k6/n2). (16)
3.3.2 Large ℓ
Let ℓ > ℓ∗ . Denote
(
ℓ
2
)
= L ,
(
k
2
)
= K .
Clearly, (
n
k
)
p2t(1− p)2K−2t Fℓ
(EXk)2
=
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)K−L
EXk
t∑
j=max{0,t−K+L}
Hℓ,j, (17)
where
Hℓ,j =
(
L
j
)(
K−L
t−j
)2(
K
t
) (1− p
p
)j−t
. (18)
If j = t , then
Hℓ,j =
(
L
t
)(
K
t
) < 1.
If j = t−K + L , then
Hℓ,j =
(
L
t−K+L
)(
K
t
) (1− p
p
)−K+L
<
(
tp
L(1− p)
)K−L
< 1
as well. Therefore, in both cases, we get(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)K−L
EXk
Hℓ,j <
(
k
ℓ
)(
n−k
k−ℓ
)
(1− p)K−L
EXk
<
1
EXk
e(k−ℓ)[ln
ke
k−ℓ+lnn− k+ℓ+12 ln 11−p ] <
1
EXk
e(k−ℓ)[ln
ke
ℓ
− 1
2
lnn]
(19)
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since ℓ > k/2 .
If j = 0 , then
Hℓ,j =
(
K−L
t
)2(
K
t
) (1− p
p
)−t
=
(K − L− t+ 1)2p
Lt2(1− p)
L
(
K−L
t−1
)2(
K
t
) (1− p
p
)1−t
=
(K − L− t+ 1)2p
Lt2(1− p) Hℓ,1 <
k2p
1− pHℓ,1. (20)
Finally, let max{t−K + L, 0}+ 1 ≤ j ≤ t− 1 . Clearly,(
L
j
)(
K−L
t−j
)(
K
t
) = O(√t LL(K − L)K−Ltt(K − t)K−t
jj(L− j)L−j(t− j)t−j(K − L− t+ j)K−L−t+jKK
)
=
O
√t
(
L
j
)j (
1 + j
L−j
)L−j (
K−L
t−j
)t−j (
1 + t−j
K−L−t+j
)K−L−t+j
(K/t)t
(
1 + t
K−t
)K−t
 .
Let us prove that, for positive a, b, A,B such that a < A, b < B , the following is true:
(
1 + a
A
)A (
1 + b
B
)B
<(
1 + a+b
A+B
)A+B
. Consider the fraction
(
1 +
a
A
)A(
1 +
b
B
)B/(
1 +
a+ b
A+B
)A+B
=
=
(
1 +
aB − Ab
A(A+B + a + b)
)A(
1− aB − Ab
B(A+B + a+ b)
)B
< e
aB−Ab
A+B+a+be−
aB−Ab
A+B+a+b = 1.
Then
(
1 + j
L−j
)L−j (
1 + t−j
K−L−t−j
)K−L−t+j
<
(
1 + t
K−t
)K−t
, and so
Hℓ,j = O
√t
(
L
j
)j (
K−L
t−j
)t−j
(K/t)t
(K − L
t− j
)(
1− p
p
)j−t
=
= O
(√
tej lnL−j ln j+2(t−j) ln(K−L)−2(t−j) ln(t−j)+(t−j)−t lnK+t ln t+(j−t) ln(
1−p
p
)
)
≤ exp
(
2j ln k − j ln 2− j ln j + 2(t− j) ln(k − ℓ) + 2(t− j) ln k − 2(t− j) ln(t− j)−
2t ln k + t ln 2 + t ln t + (j − t)
[
ln
(
1− p
p
)
− 1
]
+O(lnn)
)
= eh(j)+t ln 2+t ln t+O(lnn), (21)
where
h(j) = −j ln 2− j ln j + 2(t− j) ln(k − ℓ)− 2(t− j) ln(t− j) + (j − t)
[
ln
(
1− p
p
)
− 1
]
.
Compute the derivative
∂h
∂j
= ln
1− p
p
− ln 2− ln j − 2 ln(k − ℓ) + 2 ln(t− j) = ln (t− j)
2
j
− ln 2p(k − ℓ)
2
1− p .
It equals 0 if and only if
(t− j)2
j
=
2p(k − ℓ)2
1− p . (22)
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If the last equality is true, then
h(j) = t− j − t ln 2− t ln j + (t− j) ln 2p(k − ℓ)
2
1− p − (t− j) ln
(t− j)2
j
= t− j − t ln 2− t ln j (23)
and so
h(j) + t ln 2 + t ln t = t− j − t ln(j/t) = t− j − t ln
(
1− t− j
t
)
. (24)
Let us estimate both roots j1, j2 of the equation (22). Clearly, h increases when j < j1 , decreases when
j1 < j < j2 and again increases when j > j2 . The roots equal
j1,2 = t +
p
1− p(k − ℓ)
2
(
1±
√
1 +
2t(1− p)
p(k − ℓ)2
)
.
Then, j2 > t and t > j1 > 0 ( j1 < t since
√
1 + 2t(1−p)
p(k−ℓ)2 > 1 ; j1 > 0 since the product of the roots
equals t2 > 0 ). Therefore, the maximum of h(j) on [0, t− 1] is at most h(j1) .
Now, let us finish an upper bound for the left side of (24).
First, assume that t ≥ p
2(1−p)(k−ℓ)2 . Then t−j1t <
√
2−1
2
since the function x(
√
1 + 2t/x−1) increases
in x . Therefore, t ln(1− t−j1
t
) > p ln[(3−
√
2)/2]
2(1−p) (k − ℓ)2 .
Second, assume that t < p
2(1−p)(k − ℓ)2 . Then
t− j1
t
<
p(k − ℓ)2
t(1− p)
(
1 +
t(1− p)
p(k − ℓ)2 −
1
2
(
t(1− p)
p(k − ℓ)2
)2
+
1
2
(
t(1− p)
p(k − ℓ)2
)3
− 1
)
=
1− t(1− p)
2p(k − ℓ)2 +
1
2
(
t(1− p)
2p(k − ℓ)2
)2
.
Therefore,
t ln
(
1− t− j1
t
)
> t ln
(
t(1− p)
2p(k − ℓ)2 −
1
2
(
t(1− p)
2p(k − ℓ)2
)2)
> t ln
t(1− p)
4p(k − ℓ)2 > −
4p(k − ℓ)2
1− p .
Finally, we get that
h(j) + t ln 2 + t ln t ≤ 2(t− j1)− t ln
(
1− t− j1
t
)
≤ 2 p
1− p(k − ℓ)
2
√
1 +
2t(1− p)
p(k − ℓ)2 +
4p
1− p(k − ℓ)
2 ≤
6p
1− p(k − ℓ)
2 + 2
√
2p√
1− p
√
t(k − ℓ).
From this and (11), (14), (16), (17), (19), (20), (21), we get that
P(Xk = 0) ≤ DXk
(EXk)2
≤ 1 + o(1)
EXk
+O
(
k6
n2
)
+
(
n
k
)
p2t(1− p)2(k2)−2t
k−1∑
ℓ=ℓ∗+1
Fℓ
(EXk)2
≤
(1− p)(k2)(n
k
)
EXk
k−1∑
ℓ=ℓ∗+1
t
k2p
1− pGℓe
2
√
2p√
1−p
√
t(k−ℓ)+ 6p
1−p (k−ℓ)2 + o(1).
Let Gˆℓ = Gℓe
2
√
2p√
1−p
√
t(k−ℓ)+ 6p
1−p (k−ℓ)2 . Obviously,
∂
∂ℓ
ln
Gˆℓ+1
Gˆℓ
=
∂
∂ℓ
ln
Gℓ+1
Gℓ
+
12p
1− p = −
2
k − ℓ −
1
ℓ + 1
− 1
n− 2k + ℓ+ 1 + ln
(
1
1− p
)
+
12p
1− p.
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Therefore, in the same way as for G˜ℓ , on [2, k− 2] there exists a unique ℓ0 (not necessarily integer) such
that
Gˆℓ0+1/Gˆℓ0 = 1 ,
if ℓ < ℓ0 , then
Gˆℓ+1
Gˆℓ
< 1 ,
if ℓ > ℓ0 , then
Gˆℓ+1
Gˆℓ
> 1 .
Let us show that ℓ0 < ℓ
∗ .
Clearly,
1 = Gˆℓ0+1/Gˆℓ0 =
(k − ℓ0)2
(ℓ0 + 1)(n− 2k + ℓ0 + 1)(1− p)
−ℓ0e−2
√
2p√
1−p
√
t− 6p
1−p (2k−2ℓ0−1).
Then, ℓ0 ln
1
1−p − 2
√
2p√
1−p
√
t− 6p
1−p(2k − 2ℓ0) = lnn(1 + o(1)) . Therefore,
ℓ0 =
lnn
ln 1
1−p
(
2−
ln 1
1−p − 4
√
2p√
1−p
√
ε
ln 1
1−p +
12p
1−p
+ o(1)
)
< ℓ∗.
Therefore, Gˆℓ increases if ℓ > ℓ
∗ .
Finally, we get
P(Xk = 0) ≤
tk3p(1− p)(k2)−1(n
k
)
EXk
Gk−1e
2
√
2p√
1−p
√
t+ 6p
1−p + o(1) =
tk4(n− k)p(1− p)k−2
EXk
e
2
√
2p√
1−p
√
t+ 6p
1−p + o(1) ≤
n−1+o(1)e2
√
2p√
1−p
√
t
+ o(1) = o(1).
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