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Abstract
Wind-driven rain catch-ratios are an important
boundary condition for the study of the hygrothermal
behaviour and durability of building envelopes. Mea-
surements are time-consuming, expensive and of lim-
ited applicability to other facades of other buildings
and sites. CFD simulations are accurate, but time
consuming and simplified calculation have large un-
certainty. This work focuses on improving the use of
WDR catch-ratios in building simulation using artifi-
cial neural networks (ANNs). Results obtained indi-
cate that an ANN can predict WDR catch-ratio with
an uncertainty of ±0.07 for a confidence interval of
95%. ANNs have the ability to combine results from
multiple experiments/simulations to provide catch-
ratios at any position at the fac¸ade and extrapolate
them to a range of fac¸ade’s aspect ratios.
Introduction
There is a strong integration between data driven
models and building performance simulation in
recent years (Amasyali and El-gohary (2018)).
Historically, this has been done with regression
analysis and the present work is part of a larger
project that evaluates opportunities to use more
comprehensive machine learning techniques to im-
prove the quality of data driven models in building
performance simulation. Previous instances of this
work were on wind pressure coefficient for isolated
and non-isolated low-rise buildings (Vrachimi et al.
(2017)). This one is expanding this work in direction
of other phenomena, in this case wind driven rain
(WDR), while other phenomena will be addressed by
the project at later stages (e.g. convective heat and
mass transfer coefficients, sky temperature models).
Indoor air quality and occupant’s perception of it
largely depends on indoor humidity. Thus, in the
building physics area, moisture-associated problems
have become an important subject. Numerical heat-
air-moisture (HAM) transfer models are increasingly
being used to study the hygrothermal performance
Figure 1: Rain intensity vector R and its components:
Wind-driven rain intensity Rwdr and horizontal rain-
fall intensity Rh (Blocken and Carmeliet (2004))
of building facades. Accurate HAM-transfer analyses
require adequate boundary conditions. Typically,
the input of HAM models comprises of a standard
meteorological data record (containing air tempera-
ture, relative humidity, solar radiation, cloud factor,
reference wind speed, wind direction and horizontal
rainfall intensity) from which the specific boundary
conditions are calculated. Although most boundary
conditions can be quite adequately described for
HAM-transfer analysis, there is at least one that is
still considered to be problematic: wind driven rain
(Blocken and Carmeliet (2007)).
WDR is considered to be one of the most important
moisture sources affecting building envelopes and
during the last twenty years, research has been
conducted around this. The aim of those studies lies
in the evaluation of one parameter, the catch ratio,
which links the unobstructed horizontal rainfall
intensity to the WDR intensity on the building as
shown in Figure 1 (Blocken and Carmeliet (2004))








Rwdr(d, t) and Rh(d, t) are the specific WDR in-
tensity and specific unobstructed horizontal rainfall
intensity for raindrops with diameter d. Rwdr(t) and
Rh(t) respectively, refer to the same quantities but
integrated over all raindrop diameters. Specific catch
ratio is related to only one droplet size whereas catch
ratio is the whole spectrum of droplet sizes (Best
(1950)).
This WDR catch ratio can be evaluated with on-site
measurements, semi-empirical models and numerical
simulations. Measurements are expensive and they
considerably take more time than semi-empirical
models. Secondary sources are largely used to
obtain WDR catch-ratio as they are inexpensive
and straightforward. The most widely used models
are the Straube and Burnett (S&B) model (Straube
and Burnett (2000)), ISO Standard (ISO (2009))
and the Computational Fluid Dynamics (CFD)
model by Choi (1993) further developed by Blocken
and Carmeliet (2002); Blocken et al. (2007). ISO
Standard and S&B model are defined by equations 2
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Rwdr = DRF ×RAF × U(z) ×Rh × cosθ (3)
where CR is the roughness coefficient, CT is the
topography coefficient, O is the obstruction factor,
W is the wall factor, U10 is the reference wind
speed at 10m height in the upstream undisturbed
flow (m/s), R0.88h is the horizontal rainfall intensity
(mm/h or L/m2) and θ is the angle between the
wind direction and the normal to the fac¸ade. For
equation 3, DRF is the driving rain function, RAF
is the rain admittance factor, U(z) is the mean wind
velocity vector (m/s), Rh is the horizontal rainfall
intensity (mm/horL/m2) and θ is the same as the
previous equation. Both models have been described
and compared in detail by Blocken and Carmeliet
(2010).
A comparison of the two semi-empirical models
shows that the S&B model provides information for
three building fac¸ade geometries whereas the ISO
Standard model provides for six. A relatively low
number for both models considering the number of
different fac¸ade geometries that can exist. The S&B
model though brings up the independence of building
and scale for RAF values. Regarding the two models
and the position on the fac¸ade they have two different
approaches. The ISO Standard model provides wall
factors (W) across different points on fac¸ade, but
no more than nine for a three-storey building. On
the other hand, the S&B model provides contour
graphs with maximum and minimum RAF values.
Although the two parameters define the same thing,
the ratio of the WDR intensity on the fac¸ade to
the free-field WDR intensity, they don’t share the
same values at some fac¸ade positions (Blocken and
Carmeliet (2010)). The use of considerably simplified
WDR intensity and therefore WDR catch-ratio has
major limitations and may incur in high error in the
hygrothermal behaviour of building facades (Abuku
et al. (2009)).
Artificial Neural Networks (ANNs) have shown
successful results in a variety of fields, such as
banking (Tavana et al. (2017)), ocean engineering
(Seyedashraf et al. (2017)), microelectronics (Khera
and Khan (2017)), human science (Aram et al.
(2017)), agriculture (Elnesr and Alazba (2017)),
thermal comfort (von Grabe (2016)) and particularly
on applications related to building performance and
physics (Deb et al. (2016); Kumar et al. (2013);
Magalha˜es et al. (2017); Melo et al. (2014)). The
same approach will be used for this work as well.
In terms of WDR catch ratio data, available data
at the Heat Air Moisture Finite Element Method
(HAMFEM) program (Janssen (2000)) and data
from a CFD simulation (Choi (1994)) will be used.
The user has to manually choose the fac¸ade in
the database with the closest aspect ratio to the
fac¸ade under analysis, as the linear interpolation
algorithm has no means to extrapolate results for
new fac¸ade aspect ratios from the existing datasets.
This was one of the first attempts to implement
CFD simulation results in heat-air-moisture (HAM)
software (Blocken et al. (2007)). Based on the
above, the present paper describes an investigation
on modelling WDR catch ratios using ANN and the
reference data from HAMFEM and CFD simulations.
Methodology
This section describes the reference data from CFD
simulations and HAMFEM program used in the anal-
ysis, the use of the data in the quantification of the
uncertainty in ISO Standard and S&B model and the
development of ANN to calculate WDR catch ratio
based on the reference data.
Reference data
This work relies on two datasets both originally devel-
oped using CFD simulations. The first dataset is pro-
vided by HAMFEM program (Janssen (2000)), origi-
nally developed by Blocken and Carmeliet (2007) and
the second one on data from Choi (1994).
Table 1: Catch ratios for various horizontal rainfall
intensities as obtained by (Choi (1994))
Table 1 shows the catch ratios as obtained by (Choi
(1994)), referred as Choi data hereafter, for a building
with cross section 10 m by 10 m and height 40 m. As
shown in Figure 2(a) the building fac¸ade was divided
into 12 large areas with vertical side strips named S
and the centre strip name C. The wind flow pattern
was calculated for reference wind speed values of 10,
20 and 30 m/s, at 250 m height, and horizontal rain-
fall intensities of 10, 30 and 50 (mm/h). HAMFEM
dataset was originally developed using CFD simula-
tions and shows catch ratio data at the local position
of analysis on the fac¸ade. The model available from
HAMFEM program as shown in Figure 2(b) shows
a building with 10m height with the same cross sec-
tion area as the previous model, i.e. 10m by 10m.
The reference data has been tested for 9 wind speeds
(from 0 m/s up to 10 m/s) and for 16 horizontal rain
fall intensities (from 0 mm/h to 30 mm/h) result-
ing in a total of 4861 entries from both data. Table
2 shows sample data available from HAMFEM and
Figure 3 shows the cubic sized model’s facade which
was divided into 40 areas. Assuming that both, the
building and the flow are symmetrical, 9 areas named
from A to I as shown in Figure 3, have been chosen
from one side of the cube as sample data to be pre-
sented in Table 2. Training and validation of ANN
has been done using the above data.
Table 2: Sample data of catch ratios from HAMFEM
dataset for various horizontal rainfall intensities as
obtained by (Blocken et al. (2007))
Figure 2: Models’ geometric parameters
Figure 3: Facade sections of HAMFEM
ISO Standard and S&B model
As ISO Standard and S&B semi-empirical models
are the most common sources of WDR data. The
two calculation models are applied to the high-rise
and cubic reference buildings. In the ISO model, CR
is calculated based on equations 4 and 5 below, and
terrain category I, with KR = 0.17, z0 = 0.01 and
zmin = 2.
CR(z) = KR ln(
z
z0
) for z ≥ zmin (4)
CR(z) = CR (zmin) for z < zmin (5)
CT and O, based on this case, are both considered to
be 1 based on tables in Blocken and Carmeliet (2010).
The wall factor W is chosen based on the information
in the Standard depending on the building size, shape
and height of point of interest with values of 0.2, 0.3,
0.4 and 0.5.
For the S&B model, the RAF data provided for fa-
cades only includes aspect ratios of H  W , or
W  H. Strictly speaking, the S&B model cannot be
applied for the cubic model Figure 2(b) but because
this model is applied in practice for cubic buildings,
it will also be applied here. For this work, W  H
is used for the cubic model and RAF data used for
both models are 0, 0.5, 0.8 and 1.
Figure 4 shows the catch ratios on the windward
facades of the two building models estimated by the
semi-empirical models and compares them to the ref-
erenced data produced by CFD for three Rh values.
ANNs for WDR catch ratio
The modelling of the neural networks for this work
has been done using the statistical package R and the
‘neuralnet’ package (Fritsch et al. (2016)). The neural
networks in this package are feed-forward trained and
focuses on multi-layer perceptrons (MLP) (Gu¨nther
and Fritsch (2010)). MLP is a neural network with
input and output layers and one or more hidden lay-
ers between them. The training and validation data
was randomly separated by R to 80% and 20% re-
spectively. Five input parameters were used for the
creation of the neural network: the x coordinate, the
y coordinate of the point on building’s fac¸ade, the as-
pect ratio of the fac¸ade, wind speed and horizontal
rain intensity.
Several configurations of ANN were investigated to
define the best number of hidden layers and neurons
in each layer with the chosen one shown in Figure 5.
The log sigmoid function as shown in equation 6, has
been used in all configurations of the ANN to ensure
that the output signal of each node is smooth and as
stated by Duch and Jankowski (1999) and Widrow
and Lehr (1990) is the most appropriate for this ap-
plication
s(x) = 1/(1 + e−x) (6)
Where x corresponds to the sum of the weighted
input of each previous node plus the bias of the node
Figure 4: Comparison of wind-driven rain catch ra-
tios for the two datasets, as obtained by three models
(reference data, ISO, S&B) for three different hori-
zontal rainfall intensities
itself.
The input and output data of the ANN were
normalised within the same boundaries as the
activation function which is the sigmoid function in
this case between 0 and 1 (Guoqiang Zhang et al.
(1998)). Validation is a critical aspect of any model
construction and therefore only the validation results
were included in the graphs of ANN predictions
compared to HAMFEM database values. The
comparison between the HAMFEM WDR catch
ratio values data and the ANN results was analysed
based on the RMSE, which was used to calculate
confidence intervals based on the same criterion
and assumptions listed in the previous section. The
frequency of errors between the HAMFEM database
and the neural network results was also analysed
using histograms.
Figure 5: Artificial Neural Network Layout
Results and Discussion
Figures 6 and 7 show a comparison for each data
entry between the reference data and the two
existing data sources of WDR catch ratio used in
building simulations. These figures show symmetry
plots where reference data is on x-axis and the ISO
and S&B data on y-axis. In both cases, the state
of the art data fails to capture the complexity of
WDR catch ratio distribution in the models. This
can be better quantified through the histograms
in Figure 8 which show the frequency of errors.
Errors are comparable for both data sources and
vary from -0.37 to +1.87, which is on similar order
of magnitude of WDR catch ratio data (varies from
0 to +2.3 in this dataset). Assuming a normal
distribution of errors, the calculated confidence
intervals of ISO and S&B data are ±0.56 and ±1.03
respectively for a confidence level of 95%. Due
to the fact that S&B model provides maximum
and minimum RAF values, for comparison purposes
the average value between the two is used in this case.
Figure 6: Symmetry plot of reference data of reference
data compared to Straube and Burnett model
Results in Figure 9 show the comparison between
the ANN predictions for the validation data and the
WDR data from the reference data. ANN results have
good agreement, particularly in comparison to data
in Figures 6 and 7 (which represent the best practice
in terms of WDR data using semi-empirical sources).
The best setting for the ANN comprises two hidden
layers with 5 and 3 nodes respectively (Figure 5). The
frequency of errors (calculated based on the method
outlined earlier) is shown in Figure 10. Predictions
using this set of ANN have a confidence interval of
±0.07 (RMSE=0.036) for a confidence level of 95%.
Table 3 includes all the weights and biases extracted
from the trained ANN which shows the effect of wind
speed and horizontal rainfall intensity on the ANN
output. The closer to 0 the weights are the less or no
effect they have on the WDR catch-ratios.
Figure 7: Symmetry plot of reference data of reference
data compared to ISO Standard model
Figure 8: Histogram of errors in WDR catch ratio
calculations for ISO Standard and S&B model
Conclusions
This work described the development of artificial neu-
ral networks for the prediction of wind-driven rain
catch-ratios. As main objective of this work, is the
use of machine learning in building simulation which
in this case is wind-driven rain catch-ratios. The con-
clusions drawn based on the results presented are:
Figure 9: Symmetry plot of reference data of reference
data compared to ANN
Figure 10: Histogram of errors in ANN calculations
of reference data from CFD and HAMFEM compared
to ANN
• The trained and tested artificial neural networks
using the reference data from CFD simulations
and Heat Air Moisture Finite Element Method
program showed that wind-driven rain catch ra-
tios can be predicted with ±0.07 confidence in-
terval for a confidence level of 95%.
• One artificial neural network per wind speed
or horizontal rainfall intensity could possibly be
considered for further work as weights and biases
indicate their effect on the results.
• A neural network with 2 hidden layers with 5
and 3 nodes respectively showed the best results
when compared to other ANN configurations.
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