We analyse the determinants of the regional disparity in attracting FDI in Russia using additions to fixed capital investment by foreign firms as the measure of FDI. The spatial distribution of FDI is attributed to regional and/or trans-regional factors. Region specific characteristics such as wage, education level, transportation as well as gross regional product, which accounts for market size, in host and alternative regions are considered to analyze the spatial interaction between regions employing spatial econometrics. We find that shocks to FDI levels in proximate regions have no effect on FDI inflows to hosts. However, FDI in a region depends on spatial market size and endowment of natural resources.
Introduction
Russia, stretched across the Eurasian plains and mountains, is the largest country in the world. With its vast natural resources, large market and skilled labour force, it is the perfect location for foreign direct investments (FDI). However, these resources and other features of the Russian Federation are not evenly are not evenly distributed among the republics, oblasts and krais 1 . Therefore, we observe the agglomeration of multinational enterprises (MNEs) in some regions rather than others. There may be many different reasons for this unequal distribution of FDI among Russian regions. Regional characteristics could play a significant part in this diversity as well as the competition between regions for FDI. Hence, this paper is designed to investigate the causes of the regional disparity in attracting FDI.
Although it is the smallest of the G8 economies, Russian GDP is Table 1 shows the origins of all types of foreign (direct and portfolio) investments in 2006. Cyprus emerges as the lead investor not only in total foreign investments but also in total FDI stock, constituting approx. 30% of FDI inward stock followed by USA, Germany and the UK. Virgin Islands account for approx 3.2% and the Bahamas make up 1.5% of total FDI (Goskomstat, 2005) .
However, FDI inflows from Cyprus, Virgin Islands and the Bahamas are considered as the return of FDI outflow from Russia at the beginning of the liberalization period (Bradshaw, 1997; Fabry and Zeghni, 2002) . According to the OECD (2004) , in the early 1990s, outward FDI from Russia has gone mostly to Cyprus, Virgin Islands, and the Bahamas, followed by the Netherlands, Austria, the UK and the USA. As Bradshaw (1997) market-seeking and cost-reducing. The first is referred to as horizontal FDI, where the foreign firms invest in the host country to have easier access to domestic or proximate markets, the first is defined as purely horizontal and the latter as export-platform FDI by Blonigen et al. (2007) . The second motivation is called vertical FDI, where the firms invest to use cheaper inputs that the host country offers. Blonigen et al. (2007) and Baltagi et al. (2007) FDI is usually seen as a substitute for domestic investment by developing countries and therefore sought after to induce economic growth. In a similar fashion, the Russian Federation enacted some reforms to attract FDI and thereby increase GDP overcoming the shortage of domestic capital. These reforms and regulations varied between regions and republics. Unfortunately, preferential treatment of foreign investors, by district governments, through special FDI laws and regulations, such as production-sharing agreements (PSA) 4 and free economic zones (FEZ), have not improved the FDI performance of less developed regions.
The efforts failed and the Russian Federation did not fulfil the expectations in terms of FDI inflows that are proportional to its size and to its endowment of human capital and natural resources (Fabry and Zeghni, 2002) . Iwasaki and Suganuma (2005) attribute this poor performance to the degradation of the FEZs and to the arduous preconditions asked from foreign investors to be suitable for PSAs. Blonigen et al. (2007) mention resource-seeking FDI as part of vertical-complex type. 4 These agreements provide the investor with a special taxation system to ensure longterm, high-risk, high-cost investments to be made. The investors are supposed to pay its tax royalty as a share of production. These agreements have been usually awarded for exploration and production of various minerals and natural resources such as oil.
The allocation of FDI across sectors is a good indicator of the distribution across Russian regions. Hence, in this paper we investigate the reasons of regional disparity in FDI inflows to Russian regions in the 1995-2003 periods accounting for the region specific characteristics in both the host and alternative regions, and the spatial interaction between them. The rest of the paper is designed as follows:
section 2 gives a brief literature review and introduces the idea of location.
Spatial econometrics methodology and the data are explained in section 3 5 The region administered by the city council. 6 Moscow city and the surrounding region are treated separately. 7 According to Yudaeva and Kozlov (2000) as the share of foreigners grow in a company, the firm becomes more productive and as the foreign share increases in an industry, productivity of the medium-sized firms increases. FDI is observed to force local firms to reorganize and restructure their activities.
followed by the results of empirical analysis. Finally, section 5 concludes with some suggestions on how to interpret estimation coefficients and some policy recommendations.
Literature
Economic geography and regional development literatures are the main sources of studies on the determinants of regional economic activity. Causes and consequences of regional FDI have been examined more in the recent years following the upsurge in FDI flows around the world in the late 1990s. We concentrate on the literature that addresses interdependence between host destinations using a distinct model, i.e. spatial models.
There are three main strands of literature that address the interaction issue based on gravity models, market potential models and spatial models. The gravity models, which contain specifications similar to Newton's law of gravitational pull, assume that bilateral trade varies together with incomes and inversely with the distance between two economies. In these models, the volume of trade is expected to increase with market size whereas the transportation costs would increase with the distance hence decreasing trade between countries (see Tinbergen, 1962; Pöyhönen, 1963 and Linneman, 1966) . Following the success of gravity models in explaining international trade, patterns and determinants of FDI flows in different sets of countries have been examined with these models as well (see Brenton et al., 1999; Buch et al., 2003; Carstensen and Farid, 2004; Ciéslik and Ryan, 2004) .
Analogously, market potential models have been used in analysing geographic concentration of economic activity at inter-and intra-national levels (such as Hanson, 2005) . These models originate from the seminal paper of Harris (1954) which introduces the potential index to measure the accessibility of markets for firms located in a region. Krugman (1992) A number of papers, which concentrate on the determinants of FDI, use spatial econometrics models to explain the main factors affect the location choice of MNEs. Some of these studies focus on the regions in a country while others examine an economic region such as the EU or a geographic region such as the Central and Eastern European Countries (CEEC). Coughlin and Segev (2000) , who look at the geographic distribution of FDI within China, find that a shock to FDI in one province has a positive effect on FDI in a nearby province 10 . In addition to the size of a province's economy and the infrastructure variables labour supply characteristics are found to be significant. Baltagi et al. (2007) ,
analysing the third country effects on US outward FDI in different industries to various host countries find evidence for spatial correlation in independent 8 Head and Mayer (2004) looks at determinants of agglomeration for foreign firms whereas Cieslik and Ryan (2004) at the choice of host country for FDI. 9 Head and Mayer (2004) estimate a location choice model for affiliates of Japanese firms established in 57 regions of 9 countries during the period 1984-1995, which presume that the FDI firms first decide on the nation then on the region, where region choices are nested within nation choices. These 9 countries in their model are: Belgium, France, Germany, Ireland, Italy, the Netherlands, Spain, Portugal and the United Kingdom. 10 There are many other studies on the regional distribution of FDI in China, such as Wei et al. (1999) , Broadman and Sun (1997) , Shapiro et al. (2007) In all these and many other studies on Russia, regions are evaluated with respect to host characteristics, however, there is interdependence between regions -especially neighbours-in terms of economic activity. Therefore, the potential of neighbouring regions for FDI and their characteristics should also be taken into consideration while investigating the determinants of regional FDI.
Only, Ledyaeva (2007) adopts the spatial economics approach and includes the 11 Baltagi et al. (2007) classifies FDI as horizontal, vertical, export-platform and complex vertical. 12 In a study that evaluate the perception of European investors, Ahrend (2000) has come up with a list of factors, which are considered important by the directors of 50 firms engaged in income generating activities in Russia. The survey points at 4 factors that have always been cited at the top in all regions. These are the host country market size, presence of domestic and foreign investments, necessity of local partnership to set up a business and private-ownership of factors of production. 
Methodology and Data
The dependency of economic activity in a region or country on the size of economic activity and other variables of its proximate regions can be best 1996-1998, 1999-2002 and 2003-2005 . The variables indicate three-year averages in each period. 15 Statistical data sometimes include portfolio investment and business loans as well as direct investment in the foreign investment item. Portfolio investment indicates that although the foreigners have some shares in the firm they have no control over its operations. FDI, on the other hand, means that foreign investors have some control in the company. The benchmark share is defined as 25% in Australia, 20% in France, 10% in Russia, USA, Germany and Sweden. UK and Japan do not have such a figure. 16 Ledyaeva (2007) actually estimates 3 separate cross-sectional models. 17 The details of this approach can be found in various works of Anselin (1999) and LeSage (1998 LeSage ( , 1999 .
between two regions is defined. There are a number of alternatives available in terms of defining W. First, it is possible to allocate 1 to the neighbors and 0 to all non-neighbor regions, i.e. addressing only neighborhood effects (see Coughlin and Segev, 2000) . This type of weighting matrix assumes interaction among only bordering regions causing a bias in favor of neighbors. In order not to exclude proximate regions, which may have more interaction than some neighbors, from the evaluation of FDI determinants, we do not use this structure. Second method constructs the weighting matrix by defining an impact frontier and ignoring the changes further away. The regions within this frontier would be weighted according to the distance from the target region and the sums of columns and rows would still be one (see Blonigen et al., 2007) . However, this structure excludes all the far away regions or causes islands to be formed in the Russian case.
Additionally, there is no consensus on how to determine the impact frontier.
Therefore, in this study we prefer to use the third method and take the distance between district centers to weight the regional features as in many previous studies (Baltagi et al., 2007) and as suggested by Anselin (1999) . As a result, we consider all the regions without causing any islands to be formed. The weighting matrix we choose helps us explain FDI with respect to geographic proximity of all feasible (suitable) alternatives.
As for the models, in this study, we use four different specifications to test spatial interaction of a region with others in Russia and employ maximum likelihood estimation techniques 18 . Table 3 gives a summary of the model structures used.
18 In estimations we make use of LeSage (2006) . Blonigen et al. (2007) point out these models exhibit whether the location choice of a multinational company was singling out a host (substitution) among many or whether it was complementary, i.e. due to agglomeration. Additionally, the strength of spatial dependence is indicated by the spatial dependence parameter, (ρ). All the terms are given in matrix form.
Here, y is the dependent variable, Wy the spatially weighted dependent variable, X shows the regional independent variables matrix, β indicates the coefficients of region's explanatory variables and ε is the error term. This specification allows us to observe whether the foreign direct investments in a region at a given time period have been affected from FDI into other regions or not.
Second one is the spatial error model (SEM). SEM models have spatially correlated error terms or spatial autocorrelation. These models impose a specific structure to the unobserved determinants of FDI, which in traditional models 21 Since the natural logarithms are taken in the estimations, we actually do not cause a change in the data set apart from manipulating it so that we do not omit the regions with no FDI at a given period. 22 Also, Blonigen et al. (2007) suggest a log-linear form to get well-behaved residuals.
Figure 1. Descriptive statistics for the dependent variable in logs
Gross regional product (GRP) is used to capture the size of the economic activity in each region 23 and account for the market FDI firm is going to supply.
An increase in GRP is evaluated as the enlargement of the market and is supposed to have a positive impact on FDI. Therefore, we expect the GRP variable to have a positive sign in the estimations. Iwasaki and Suganuma (2005) and Ledyaeva (2007) apply principle component analysis to determine the market size variable using GRP, total population and population density, however in order to prevent loss of information caused by the principle component analysis, we prefer to use the GRP as it is.
In order to carry the regional differences in the labour market to our estimations we employ three variables. UNEMP shows the observed unemployment rate and is expected to capture availability of workers. Human capital is measured as the skill level of the labour force by EDU variable, which consists of the number of vocational and higher education graduates. As the skill level increases we claim that the region will attract more FDI therefore the sign of EDU variable is expected to be positive 24 . Iwasaki and Suganuma (2005) take the university enrolment rate as part of the first principle component of urbanization variable. Coughlin and Segev (1999) use illiteracy rate is as a proxy of labour supply characteristics. Broadman and Recanatini (2001) include education level as their explanatory 23 We could have used GRP per capita to reflect final demand and industry output to capture intermediate demand but these variables are closely correlated therefore we opted for the GRP variable on its own. 24 Since the literacy rate is quite consistent across regions we preferred not to use it. We use the logarithmic form of this variable.
variables but neither, Iwasaki and Suganuma (2005) , nor Ledyaeva (2007) account for education as a proxy of skill level, explicitly. WAGE, which shows the average regional wage rate, is included to reflect the labour compensation as a cost variable (again log version is used). While, Broadman and Recanatini (2001) directly include the cost of labour, Coughlin and Segev (1999) use average productivity adjusted nominal wage and overall labour productivity in each province to test for the effects of labour cost on FDI inflows.
Regional transportation cost index (TRANS) shows the cost of transportation within a region. We assume that high regional transportation costs may, ceteris paribus, deter foreigners from investing to that region so the expected sign of TRANS variable is negative. In order to reflect the infrastructure of the region we use the number of telephones per 1000 persons (TEL) as another independent variable. Iwasaki and Suganuma (2005) 25 Apart from these variables we used domestic investments, profitability, railway and road density as alternative explanatory variable however they were not significant.
The spatially lagged FDI and spatially weighted dependent variables have unpredictable effects on FDI flows to a host region. Wy can have a negative or a positive value depending on whether there is substitution or agglomeration.
Similarly, we anticipate most of the WX variables to take opposite signs for third country effects (see Table 4 ). 
Results
Aiming to determine the causes of regional disparity of FDI in Russia, two types of models are employed. Modeling the dependence of FDI in the host province on FDI in other regions using SAR and SEM requires inclusing of the spatial lag dependent variable and the disturbances in the error term as shocks of FDI flows, respectively. As the benchmak cases, the socioeconomic factors that actually characterize an alternative region are ignored in the basic specifications.
There we assume that foreign direct investments are only affected from host region features and from FDI into alternative regions either in the form of substitution or agglomeration effects.
Our regressions of both SAR and SEM models show quite similar coefficient estimates (see Table 5 ). Gross regional product, unemployment, education level, wage rate, number of telephones and presence of natural resources all have significant estimates and all, but only UNEMP, have a positive sign. In contrast to these variables, regional transportation price index and FDI in other regions have no significant impact.
Including the spatial effects of proximate region characteristics to the analysis takes us to DSAR and GSEM models. As we can see from Table 5 , the coefficient estimates in these models are quite close to each other, as well.
However, UNEMP variable has become insignificant with the inclusion of other region characteristics. Similarly, spatially weighted averages of unemployment, education level and wage rate are also insignificant. On the other hand, spatial market size variable, WGRP, takes a negative sign at 1% significance level.
Infrastructure variables i.e. TRANS and TEL, of other regions have positive and significant coefficients. As we would expect, the presence of natural resources in other regions has a negative effect on FDI received by the host region. Yet, it is observed that the error terms in these models are far from being normally distributed and they have a significant autocorrelation problem. The error term correlation structure indicates correlation with one-year lag. Consequently, we utilize the AR(1) model is used to get better estimates for both of the spatial models. As a result, the disturbances are normally distributed and the autocorrelation is insignificant. WLnGRP -0.55*** (-5.60) -0.56*** (-6.20) -0.25*** (-3.37) -0.26*** (-3.55 ) All of these results actually point to the same fact that FDI flows into Russian regions are diversified as either market oriented or resource seeking.
Regions with large markets attract FDI, which is named as "purely horizontal"
by Blonigen et al. (2007) and regions, which have oil and/or natural gas, attract foreign investors that have obtained extraction rights from local and federal governments. Similar to Blonigen et al. (2007) we see that including spatially dependent errors does not affect point estimates and their significance levels.
Nevertheless, we find no spatial dependence.
26 Calculated using inverse log.
Conclusion
In our quest for the causes of regional diversity of FDI in Russia, unlike
Ledyaeva (2007) Using SAR model, they claim that if the FDI motivation is purely horizontal, i.e. market seeking, then the spatial lag variable and the spatially weighted market potential variable will be zero. The signs of these variables are expected to beand +, respectively, for export-platform FDI; -and zero for pure vertical; + and + for vertical specialization with agglomeration. We have found that the spatial lag variable, i.e. WFDI, is statistically zero and the spatially weighted market size variable is negative in both models. This shows that FDI in other regions do not have any impact on FDI in region i however, if other regions have higher market potential, then FDI in region i will decrease. In other words, FDI in Russia is located with respect to the market potential of the regions.
Consequently, we propose that in order to classify FDI motivation as "pure horizontal" the SAR model should reveal an insignificant spatial lag variable and a non-positive spatially weighted market potential variable but not zero as suggested by Blonigen et al. (2007) . The other variable which shows a spatial dependence is the resource variable. We get a negative sign for the spatially weighted resource variable meaning that if there are more resources in 27 Blonigen et al. (2007) emphasize that the spatial interdependence is sensitive to the sample of countries therefore "tying such results back to motivations of FDI is a difficult task and depends crucially on the sample chosen" (p. 1306).
alternative host regions or if there are more regions with resources then FDI to region i will be negatively affected.
In conclusion, regional diversity of FDI in Russia is the result of variations in market size and resource endowments. Given the market size in each region, favourable factors of production increases the FDI inflows but have no effect on FDI received by proximate regions. Regions rich in endowment of natural resources draw FDI flows from other regions. Given everything else, a 1% increase in the spatially weighted market size of other regions will affect the FDI in the host region by half the change caused as a result of an increase in its own GRP, but of course, negatively. Although there is dependence of FDI in a region on market size and endowment level of other regions, the FDI decision does not lead to a zero-sum game for Russian regions. The high but unexploited FDI potential of Russian regions create this result, which finds its roots in the theoretical model of Altomonte (2002) . The dynamic nature of integration causes positive profits in a region/country, which attract multinational enterprises until these profits are eroded because of fierce competition and exploitation of resources leading to a new equilibrium with a higher foreign capital stock.
Since foreign investors come to Russia with quite limited motivations, i.e. market or resource, and this fact restricts the manoeuvre area for local authorities to develop strategies that would attract more FDI. Presence of resources has to be taken as given, you either have it or not. It's not possible to transfer natural resources from one region to another. Therefore, any strategy to improve FDI flows into Russian regions should emphasize the opportunities each region can offer to foreign investors. For some regions it could be closeness to Central Asian Republics, for others it could be access to international transportation corridors and ports, etc.
