Technology to recognize the type of component represented by a point cloud is required in the reconstruction process of an as-built model of a process plant based on laser scanning. The reconstruction process of a process plant through laser scanning is divided into point cloud registration, point cloud segmentation, and component type recognition and placement. Loss of shape data or imbalance of point cloud density problems generally occur in the point cloud data collected from large-scale facilities. In this study, we experimented with the possibility of applying object recognition technology based on 3D deep learning networks, which have been showing high performance recently, and analyzed the results. For training data, we used a segmented point cloud repository about components that we constructed by scanning a process plant. For networks, we selected the multi-view convolutional neural network (MVCNN),
Introduction
Laser scanning is a general method for acquiring as-is 3D shape data from large-scale facilities, cultural heritage buildings, or indoor environments [1] . The point clouds obtained from largescale facilities such as buildings or process plants are as follows. First, even if the point cloud was obtained by performing laser scanning at various locations, it is difficult to obtain a point cloud that expresses the 3D shapes of all areas of the facility due to a limitation in the line of sight (LOS). Second, the density of points in the point cloud decreases as the distance from the laser scanner increases.
The process of generating a 3D model from scan data consists of point cloud collection, preprocessing, and 3D modeling [2] . In the point cloud collection process, point clouds are obtained by performing laser scanning at various locations of the site. The obtained point clouds are registered as large point cloud on a single coordinate system after undergoing a preprocessing process [3] . In the 3D modeling stage, 3D models having high-level meaning information such as the building information model (BIM) [4] or 3D computer-aided design (CAD) model [5] are created based on the registered point clouds.
The detailed process of 3D modeling to create a BIM or a plant 3D CAD model from the registered point clouds is as follows. First, the points comprising the input point cloud are grouped by similarity and divided into several segmented point clouds [6] . Then, the components represented by each separate segmented point cloud are identified. For example, it is verified if a specific segmented point cloud represents a door, window, or wall in the case of buildings or if it represents a pipe, valve, or flange in the case of a plant. 3D CAD systems in the building or plant field provide a catalog of 3D shapes for various components. Therefore, when a component represented by the segmented point cloud is identified, the corresponding catalog is selected and the 3D shapes included in the catalog are placed in the same position and orientation as those of the segmented point cloud.
The core of a 3D modeling process is to identify components represented by the segmented point clouds. A segmented point cloud is composed of a list of 3D coordinates for points. In view of this, a general method of identifying a component is to find the component that has a higher similarity value by quantifying the similarity between the shape of a segmented point cloud and the shape of a component or the user can manually decide a component corresponding to a segmented point cloud. Therefore, for automation of the process of creating a 3D model from scan data, the shape-similarity-based retrieval method that finds the component that has the most similar shape when a segmented point cloud is input is applied [7, 8] .
The shape-similarity-based retrieval measures dissimilarity by extracting major features from the 3D shapes of compared objects, storing them in shape descriptors, and then calculating the distance between the shape descriptors. In general, a shorter distance indicates a low dissimilarity. Shape descriptors are classified into global shape descriptors [9, 10] and local shape descriptors [11] . The point clouds obtained from a large-scale facility are likely to have only the point data for partial shapes and not the point data for the entire shape of the component. Therefore, the local shape descriptors are applied rather than global shape descriptors when applying the shape-similarity-based retrieval method to segmented point clouds acquired from large facilities.
When the traditional shape-similarity-based retrieval method is applied to the segmented point cloud obtained from large-scale facilities, the retrieval accuracy is around 60-70%, which is not high, due to the incompleteness and ambiguity of segmented point clouds and the noise included in the segmented point clouds. Consequently, when a 3D model is created from point clouds, it is difficult to automate the process of identifying components corresponding to segmented point clouds without user intervention.
To solve this problem, the present study proposes a method of identifying plant components from segmented point clouds by using a 3D deep learning technology. To that end, we first explain the segmented point cloud repository constructed for the fitting components of the process plant. Next, we propose a method of deciding the viewpoint that must be input for rendering images for segmented point clouds when applying a view-based deep learning model. Finally, we discuss the result of identifying components represented by segmented point clouds by applying a view-based deep learning model and a point-based deep learning model.
Review of related works

Shape-similarity-based retrieval
The similarity comparison methods for 3D shapes are classified based on the shape descriptor expression method into the feature-based, graph-based, and geometry-based methods [8] .
In the feature-based method, the geometric properties of 3D shapes are calculated and compared. Representative examples include global features such as volume [12] and moment [13] , spatial maps such as spherical harmonics (SPH) [14] and 3D Zernike [15] , and local features such as point signature [16] and persistent feature histogram [17] .
In the graph-based method, the geometric meanings of the shape are extracted from the graph showing the relationship between elements of the 3D shape and compared. The representative graphs used in this method are the model [18] , Reeb [19] , and skeleton graphs [20] .
The geometry-based methods are divided into the view-based [21] , volumetric-error-based [22] , weighted-point-set-based [23] , and deformation-based methods [24] . The view-based method generates a 2D image set for each model in the database in advance and receives 2D sketches as direct input in the query stage or generates a 2D image set for the input 3D model. Then it compares the similarity between the 2D images of the query model and the model in the database.
3D-deep-learning-network-based retrieval
Unlike algorithms specialized for specific tasks, deep learning is a machine learning method based on training data expression [5] . Deep learning uses layers having nonlinear processing units. Each layer converts the expression of a specific level as a more abstract expression of the level. When a cascade of layers is configured in a deep learning model, high-level abstracted information can be derived from raw input.
The success of the deep learning technology was supported by a sufficient amount of data required for training deep neural networks. Currently, there are many 2D and 3D data repositories. For example, ImageNet [32] is a dataset of over one million images of various types and each image is attached with a label (class or type). ShapeNet [33] provides three million 3D models, and 220,000 of them are classified in 3,315 categories. Princeton Shape Benchmark [34] provides a 3D model repository for the evaluation of shape-based retrieval and analysis algorithms, which include 907 categorized models. ModelNet40 [26] contains 12,311 CAD models classified into 40 categories.
Existing studies on 3D deep learning are classified into 3D voxel (voxel), 2D image, point cloud, classification of meshes [26, 27] , shape segmentation [28, 29] , and shape reconstruction [30, 31] . Classification is a technique for recognizing the types of objects (e.g., chairs, furniture) corresponding to 3D models. Shape segmentation is a technique for distinguishing subparts of the input 3D shapes or for semantically segmenting 3D shapes. Shape reconstruction is a technique for generating 3D shapes through a 3D decoder after compressing 3D shapes into latent space vectors through a 3D encoder and receiving them as input.
Retrieval system concept for process plant reconstruction
The identification of components is required in the process of building an as-built model of a Figure 1 shows the overall structure of the plant component retrieval system. This component retrieval system interacts with a commercial plant 3D CAD system. The core modules of the component retrieval system are composed of a data extraction module for separating the segmented point clouds of components from all the registered point clouds, 3D data manager module for processing and managing the separated data in a form that can be used for deep learning, and retrieval network manager for running and managing the deep learning network for retrieval. Above these modules, there is a retrieval module for performing retrieval by interacting with the API and display/UI (user interface) module for the input and output of retrievals. At the very top, there is a system manager that manages the entire system. The data used in each module includes data models, training data, and trained weights for the network. 
Process plant segmented point cloud repository
To test the component retrieval performance using 3D deep learning technology, we used a segmented point cloud repository that has been constructed for the fitting components of a process plant [35] . To acquire as-built data of large-scale facilities such as a process plant, a laser scanner and other similar devices are generally used. A laser scanner can acquire the shape information of objects in the surrounding space based on the time and direction of the laser projected from the sensor and reflected by the objects. This shape information is saved as a point cloud, which is a set of 3D point coordinates.
In general, when acquiring information using a laser scanner from large facilities, point clouds are collected from multiple locations and then preprocessing is performed including noise removal. The reason that point clouds are collected from multiple locations is that there are areas where the LOS is not reached due to the straightness of light, and the areas from which highly reliable data can be acquired are limited due to the characteristics of the laser scanner.
Then, all the shape information is integrated into single point cloud data through a registration process that combines the point cloud coordinates based on each sensor coordinate system into one global coordinate system.
The process plant segmented point cloud repository used in this study was created by collecting point clouds from an actual process plant and then registering and processing them. A subset of the registered point clouds corresponding to fitting components was identified by a user and then segmented using a user interface provided by the point cloud processing software. For classification criteria of the fitting components, the data model defined in [35] was used by referring to the specification catalog of a commercial plant 3D CAD system.
A total number of 4,633 segmented point clouds for 18 types of fitting components were included in the repository. Figure 2 shows the types of fitting components and the number of segmented point clouds for each type.
Figure 2. Segmented point clouds for components of process plant
The constructed segmented point cloud repository has the following characteristics. To achieve high repository performance, the characteristics of the point cloud data must be considered together with the following characteristics of the repository. 2) Imbalance of point cloud density: Due to the characteristics of the laser scanner, the larger the distance between the object and scanner sensor, the smaller the collectable shape information per unit area becomes. Therefore, even for the same type of components, there is a difference in the density of collected point clouds if the distance from the sensor is different. If the distance is the same, the collectable shape information per unit area is the same, but the density may vary depending on scale normalization which is required in scale-invariant retrieval. 
Deep-learning-network-based retrieval methods
To perform retrieval tests for the point cloud repository, two types of deep-learning-networkbased retrieval technologies were selected. One is a view-based method, which recognizes the shapes of 3D models by projecting them into 2D images, and the other is to configure a network to enable training by using the point clouds as input data. Among the view-based methods, we selected the multi-view convolutional neural network (MVCNN) [36] , which is a widely used 3D model retrieval technology. For the point cloud input method, we selected PointNet [37] .
MVCNN
The MVCNN converted a 3D object recognition problem into a 2D image recognition problem and showed better performance than existing methods. The existing deep-learning-based 3D recognition methods generally used an occupancy grid defined based on voxels. The voxelbased method defines a space of grids as a way to express 3D data consistently and uses the data encoding occupancy information for the 3D model shape included in each grid as input. It encodes a larger amount of data from the original shape when the 3D grid resolutions are increased, but it has a limitation in increasing the resolution due to the limited memory and computation power. According to the authors of the MVCNN, it showed a maximum classification accuracy of 90.1% and a retrieval mean average precision performance of 80.2% in the experiment for the Princeton ModelNet dataset. This is much higher performance than the feature-based machine learning methods such as SPH (Spherical Harmonics) [38] and Light Field Descriptor [39] .
Furthermore, it showed higher performance than the recognition using a simple convolutional neural network (CNN) structure with no pooling of multi-view data. The authors performed a sketch-based 3D shape retrieval experiment by applying the proposed methodology, and it also showed higher performance than the existing method.
To apply the MVCNN to segmented point cloud data, a rendering process is required to transform the segmented point clouds into multi-view images. Because the MVCNN assumed the input 3D data as 3D surface data expressed as a polygon mesh, watertight images are derived when rendering is performed using the Phong reflection model. However, in the case of point cloud data, sparse images are derived because colors are calculated only for pixels at which a virtual camera and point data intersect with each other on the image plane. Figure 4 shows an example of rendering result of the selected Blind Flange point clouds in the segmented point cloud repository. As shown in this figure, the images are formed in black, which is the background color, in the surrounding area except the pixels to which each point is projected. The sparsity appears differently depending on the density of the point cloud data and the location of the virtual camera. To derive watertight images from point cloud data as input, a preprocessing to reconstructing point clouds into a polygon mesh is required. However, this preprocessing has disadvantages: 1) it requires additional computation time, and 2) robust reconstruction is difficult when the densities of input point clouds are diverse such as we can observe in the segmented point cloud repository and there is information loss due to occlusion. Therefore, retrieval with no reconstruction is preferred. In contrast, when reconstruction is not performed, the convolution layer used to train the image features in the CNN may not learn the correct features.
Convolution operation uses the weighted sum of the central and surrounding pixel values, and
it is difficult to derive meaningful features for the pixels of which all the surrounding pixel values has background color.
MVCNN with view selection
When using the MVCNN network in this study, in addition to the method of using multi-view images rendered in all directions as input, we also performed experiments using images generated by view selection methods based on random sample consensus (RANSAC) and based on acquisition rate [40] . The view selection method was proposed to resolve the abovementioned problem of sparse images derived when rendering point clouds. The acquisitionrate-based view selection method showed improved retrieval performance when applied to the machine-learning-based retrieval method.
Assuming that point clouds were acquired from sensors installed at a location, in order to render the data included in a point cloud into images with no loss, the relative positions of the virtual camera and point cloud must be identical to the relative position of the sensor and point cloud.
As shown in Figure 5 To examine the effect of rendering method on the deep-learning-based retrieval performance, the positions of the virtual cameras were selected using three methods. The first is the method proposed in the existing MVCNN. First, the point cloud is normalized into a unit sphere whose center is at the origin and radius is 1. Rendering is performed by placing the virtual camera at a 30º inclination from the unit sphere while increasing the azimuth angle from 0 to 360º in 30º intervals so that the origin is looked from 12 camera positions in total.
The second method is to normalize the segmented point cloud and then select the position of the virtual camera by estimating the fitted plane using RANSAC. As shown in Figure 6 (a) , the fitted plane with the smallest sum of squared distances is found within the threshold from the input point cloud and then the intersection point between the normal vector of the fitted plane and the unit sphere is selected as the camera position. After that, rendering is performed with a total of 13 camera positions by increasing or decreasing the inclination and azimuth angle in equal intervals and setting the cameras to look the origin from the selected positions.
The third method is based on the acquisition rate. After normalization of the segmented point cloud, as shown in Figure 6 (b) , a dodecahedron surrounding the normalized point cloud is defined. Then, the first rendering is performed using virtual cameras that look the origin from the position of the 20 vertices of the dodecahedron. Using the 20 images generated by the rendering, the acquisition rate suggested in [40] is calculated and the position with the highest acquisition rate is selected as the position of the virtual camera. The acquisition rate is a ratio of the number of pixels rendered into an image over the number of point data of the point cloud.
Then, as with RANSAC, a total of 13 camera positions are selected by increasing or decreasing the inclination and azimuth angle. 
PointNet
The PointNet is a network structure for classification and segmentation of point cloud data. To solve the disadvantage of the above-mentioned voxel-based method, it must be possible to use the point cloud data as direct input. One characteristic of point cloud data is that it is unordered data, for which the encoding order of data cannot be specified. Even if the data were collected from the same shape, the input data can differ by the recording order of point clouds. Hence, a permutation-invariant network is required to train the same features from data with different orders in the network training process. In addition, a transform-invariant network for robust recognition is also required because the point clouds can be transformed according to the sensor position and registration.
PointNet enabled robust feature recognition using point cloud data, which is unordered input data, by using a symmetric function. It also enabled the recognition of the same features for models having different transforms by placing T-net in the middle. Figure 8 shows the overall structure of PointNet used in this study. 
RANSAC-based method (c) acquisition-rate-based method
A total of six test cases were experimented. For five cases, the MVCNN network was used with the rendered image of the point cloud as input. For one case, the PointNet network was used with the point cloud data as input. Table 1 summarizes the test cases. For the image data, the number of individual data is determined by the total number of segmented point clouds multiplied by the number of views, but the images of the number of views are used for training and inferring single model. In Table 1 , MVCNN indicates the image rendered by the method of Figure 11 (a) , RANSAC indicates the image rendered by the method of (b), and acquisition rate indicates the image rendered by the method of (c). Degree 10 and Degree 40 indicate the angles between the virtual camera selected based on the RANSAC and acquisition rate and the other 12 surrounding virtual cameras. In the case of mAP, the case of training the sampled point cloud in PointNet showed the highest performance, followed by the case of using image data based on the acquisition rate. Table 3 shows the performance metrics excluding the lower 50% types, which have a small amount of data. These performance metrics were calculated excluding the retrieval results for Cross, Olet, Orifice Flange, Pipe, Reducer ECC, Reducer Insert, Safety Valve, Strainer, and
Wye. For these types, fewer than 60 segmented point clouds were used for training, and fewer than 15 segmented point clouds were used for validation. The accuracy and mAP increased in general, but the tendency was the same as in Table 2 . Table 4 shows the accuracy of each class for 18 fitting types. The input data that showed the highest performance for each fitting type is indicated in bold font. The types with the largest training data (Elbow 90, Flange WN, Valve) generally showed high performance regardless of the test case. The types having less data than this showed deviations in performance depending on the input data and network. The performance was particularly low in the types of Blind Flange in the MVCNN, Flange in the sampled point cloud, Reducer CONC in acquisition rate, and Tee RED in RANSAC. These cases were marked using underline and italic font. The performance deviation was not considered for the lower 50% types that had a small amount of data. The reason for the lower performance of Flange in the sampled point cloud is the failure of distinguishing from the Flange WN type. When the Flange and Flange WN types were classified as the same type, the accuracy increased from 42% to 95%. Figure 13 shows the CAD models for the Flange and Flange WN types and the shapes of the segmented point clouds after actual scanning. As shown in this figure, some Flange WN models do not show a clear difference between the Flange model in its shape. PointNet showed lower recognition performance for these cases than the MVCNN. Reducer CONC and Tee RED showed low accuracy in 10 degree intervals of acquisition rate and 40 degree intervals of RANSAC, respectively. These two fitting types commonly have relatively small datasets. Consequently, Tee RED was often misrecognized as Tee type.
Reducer CONC was often misrecognized as Elbow 90 type, which has the largest amount of data and has a similar cylindrical shape. Figure 15 shows the precision-recall curves of test cases. Figure 16 shows the precision-recall curves with the exclusion of the lower 50% models with a small amount of data. Figure 15 . Precision-recall curve from six test cases Figure 16 . Precision-recall curve from six test cases when lower 50% types of fitting components that had a small amount of data were excluded
The MVCNN and PointNet networks showed similar performance but their performance differed depending on the characteristics of the fitting shapes. If sufficient training data can be acquired, the lower 50% types are expected to show high accuracy as well. Both networks showed excellent performance considering the loss of shapes information due to occlusion in the scanned point clouds of the process plant and the imbalance of point cloud density.
Conclusion
In this study, we experimented with the segmented point cloud retrieval performance for the fitting type components of a process plant based on deep learning technology. Experiments were performed using two networks: the MVCNN, which is a view-based approach, and PointNet, which is designed to use point cloud data as direct input. For the MVCNN, five methods for rendering images with point clouds were applied. For training data, the existing segmented point cloud repository [35] was used. When the amount of training data was sufficient, both the MVCNN and PointNet showed similar performance, but there were performance differences depending on the characteristics of the shapes. Some fitting types were misrecognized as other fittings with similar shapes. The MVCNN showed higher performance in the accuracy of the retrieval result, whereas PointNet showed higher performance in mAP calculated based on precision-recall curves.
Further research is required to investigate data augmentation to enhance performance for fitting types with a small amount of training data. Due to the characteristics of the environment, not all fitting components have similar quantities and the data collection cannot be performed consistently. Therefore, it is necessary to increase training data through data augmentation to achieve higher performance even with a small amount of data. Augmentation methods considering the characteristics of point cloud data should be researched, particularly for PointNet, which uses point cloud data as direct input.
