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We consider an impurity in a semi-infinite one-dimensional system of weakly-interacting bosons. We cal-
culate the interaction potential for the impurity due to the end of the system, i.e., the wall. For local repulsive
(attractive) interaction between the impurity and the Bose gas, the interaction potential is attractive (repulsive).
At short distances from the wall it decays exponentially crossing over into a universal 1/r2 behavior at separa-
tions r above the healing length. Our results can be also interpreted as a Casimir-like interaction between two
impurities, where one of them is infinitely strongly coupled to the Bose gas. We finally discuss the phenomenon
of localization of the impurity near the wall.
In classical electrodynamics, a charged particle experiences
a force when placed in an electric field of another charge as
described by Coulomb’s law. Similarly, a charged particle is
attracted by a metallic wall, which can be explained as the
interaction with the image charge of the opposite sign [1]. For
a ground-state atom in front of a conducting wall, Coulomb’s
law is not directly applicable since it is neutral. However, the
atom possesses a fluctuating dipole and it is attracted toward
the wall due to the interaction with the induced image charge
distribution. At short distances r from the wall, the interaction
potential behaves as 1/r3 [2]. Due to the retardation effects
the potential crosses over into a 1/r4 law at long distances, as
first shown by Casimir and Polder [3]. Their result has been
experimentally confirmed during the recent years [4–10].
The latter example belongs to a wider class of fluctuation-
induced phenomena where external bodies modify the fluctu-
ations of the surrounding medium [11, 12]. As a result, such
perturbing objects experience an induced interaction, which
could lead to qualitatively new effects. A well known example
is the formation of Cooper pairs of electrons in the lattice of
ions [13]. Another one is the formation of bipolarons, which
represent bound states of two quasiparticle polarons, and oc-
curs, e.g., in ionic crystals [14] or Bose-Einstein condensates
[15].
The effect of quantum fluctuations, while being impor-
tant for the above-mentioned cases, becomes particularly en-
hanced in low-dimensional systems. One therefore expects
the most pronounced effects of the induced interaction to take
place in such environments. In the following we consider
a one-dimensional quantum liquid as a host medium, where
the density fluctuations provide the leading mechanism that
induces the interaction between external bodies (impurities).
Additionally, various experimental realizations of these sys-
tems [16–20] compel us to understand the problem on theo-
retical grounds.
The induced interaction between impurities in one-
dimensional quantum liquids is studied in several works [21–
29]. In repulsively interacting fermion media, the smooth
component of the induced, Casimir-like, interaction between
heavy impurities scales as 1/r at large separations r [21–23].
In contrast to that, the long-range interaction was not found
for attractively interacting fermionic media, or equivalently,
for repulsively interacting bosons in Refs. [21–23, 25]. How-
ever, a recent study of Schecter and Kamenev [27] reports on a
long-range induced interaction in both, bosonic and fermionic
media, which scales as 1/r3. In Refs. [28, 29] was calculated
the induced interaction between heavy impurities in a weakly-
repulsive Bose gas at arbitrary distances, which at large r is in
full agreement with Ref. [27]. We finally notice that the au-
thors of Ref. [27] advocate a broad universality of their result,
where the only exception is the case of infinite mass impurities
in repulsive fermionic environments.
In this work we study the induced interaction between
an impurity and a semi-infinite one-dimensional system of
weakly interacting bosons. This realistic setup resembles to
the Casimir-Polder one consisting of a single atom and a wall.
Our problem can be also interpreted as an inter-impurity in-
teraction, where one impurity is infinitely strongly coupled to
the Bose gas and thus plays the role of the system end (wall).
The theories [27–29] do not apply to the latter case. We find
that the induced interaction at large r scales as 1/r2, where
r denotes the distance of the impurity from the wall. The lat-
ter interaction shows qualitative differences and decays slower
than 1/r3 of Ref. [27], which immediately guarantees that the
present setup will provide a stronger induced interaction ef-
fect. Our result is a genuine quantum effect, since the deple-
tion of the classical, mean-field density of the Bose gas near
its end (or near the strongly coupled impurity) quickly disap-
pears beyond the healing length and thus it cannot lead to the
long-range interaction. Interestingly, the impurity that repels
the bosons can become localized near the wall. This occurs
because the two deeps in the density of bosons, one caused by
the wall and the other by the impurity, tend to overlap in order
to minimize the energy. The potential energy of this attraction
can overwhelm the kinetic energy of the localized impurity,
leading to a bound state, as we discuss bellow.
We study a one-dimensional Hamiltonian
H =
∫ ∞
0
dx
(
−Ψˆ† ~
2∂2x
2m
Ψˆ +
g
2
Ψˆ†Ψˆ†ΨˆΨˆ
)
+GΨˆ†(r, t)Ψˆ(r, t). (1)
The first line of Eq. (1) describes a semi-infinite Bose gas with
the contact repulsion of the strength g. By m is denoted the
mass of bosons. The remaining term accounts for the impu-
rity at the position r that is locally coupled to the density of
2the system with the coupling constant G. The bosonic single
particle field operators of Eq. (1) satisfy the standard equal
time commutation relation [Ψˆ(x, t), Ψˆ†(x′, t)] = δ(x − x′).
The Hamiltonian (1) should be supplemented by an additional
boundary condition
Ψˆ(x = 0, t) = 0. (2)
Equation (2) is compatible with the complete depletion of the
boson density Ψˆ†Ψˆ at x = 0. This occurs either as a natural
condition at the end of the semi-infinite system or due to an
impurity at the origin that is infinitely strongly coupled to the
Bose gas. Our goal in the following is to obtain analytically
the dependence of the ground-state energy of the Hamiltonian
(1) on r and hence find the induced interaction felt by the
impurity.
For the sake of simplicity of the presentation, we introduce
the dimensionless quantities, where the length is measured in
units of ξµ = ~/
√
mµ while the time in units of ~/µ. Here
µ denotes the chemical potential. In these units, the field op-
erator becomes Ψˆ(x, t) =
√
µ/g ψˆ(X,T )e−iT , whereX and
T and dimensionless coordinate and time, respectively. The
equation of motion for the field, i~∂tΨˆ = [Ψˆ, H ], becomes
i∂T ψˆ =
[
− ∂
2
X
2
− 1 + ψˆ†ψˆ + G˜δ(X −R)
]
ψˆ. (3)
Here R = r/ξµ is the dimensionless distance of the impurity
from the system end, while G = ~
√
µ/mG˜.
It is unknown how to solve Eq. (3) exactly. However, we
can study it using the perturbation theory at weak interaction
between bosons. In this case we introduce a small dimen-
sionless parameter γ = mg/~2n ≪ 1, where n is the boson
density. We then assume the field operator in the form [30, 31]
ψˆ(X,T ) = ψ0(X) + αψˆ1(X,T ) + α
2ψˆ2(X,T ) + . . . , (4)
where α = (γgn/µ)1/4 ≪ 1. Note that we are studying the
problem in the grand canonical ensemble where µ is fixed,
as will be discussed later. The function ψ0(X) represents the
time independent wave function in the absence of fluctuations,
whereas ψˆ1(2) is the first (second) quantum correction. The
expansion (4) is justified at ln(L/ξµ)≪ 1/√γ, whereL is the
system size [31, 32]. For a weakly-interacting Bose gas (γ ≪
1) this is not a severe restriction since the system size can be
huge. Note that 1/L plays the role of an infrared cutoff for the
momenta in the theory and that the final result for the induced
interaction (see below) does not depend on it. Therefore, the
obtained interaction is also valid in the thermodynamic limit.
Substituting the expansion (4) into Eq. (3) we obtain the
hierarchy of equations controlled by different powers of α,
which should be supplemented by the boundary condition (2).
The lowest order one,[
− d
2
2dX2
+ |ψ0(X)|2 − 1 + G˜δ(X −R)
]
ψ0(X) = 0, (5)
is known as the Gross-Pitaevskii equation [33, 34]. In the ab-
sence of the impurity (i.e., at G˜ = 0), the latter mean-field
equation has a simple real solution ψ0(X) = tanhX that sat-
isfies the boundary condition ψ0(0) = 0 and has a vanishing
gradient at infinity. At G˜ 6= 0 the mean-field boson density
ψ20(X) becomes locally perturbed in the vicinity of the impu-
rity. The solution of Eq. (5) in that case acquires the form
ψ0(X) =

√
1−2a
1−a sn
(
X√
1− a ; 1− 2a
)
, 0 ≤ X < R,
tanh(X + b), X > R.
(6)
Here sn denotes the Jacobi elliptic function, while a and b are
the parameters to be determined from the conditions of the
continuity (i) ψ0(R − 0) = ψ0(R + 0) and the jump in the
derivative (ii) ψ′0(R + 0) − ψ′0(R − 0) = 2G˜ψ0(R). Rather
than solving the equations (i) and (ii) in full generality, let
us consider the case G˜ ≪ 1 in the following, where we can
achieve a significant analytical progress. The latter inequality
is equivalent to G ≪ g/√γ, which also allows for G that
is much larger than g. Notice that at a = b = 0, Eq. (6)
becomes the solution of Eq. (5) at G˜ = 0. We then solve
the equations (i) and (ii) at the leading order in small G˜. One
needs to expand the Jacobi sn function to the second order
in small a to obtain the correction to tanhX . This yields
a2 = 4G˜ sinhR/ cosh3 R, b = −G˜f(R), where
f(z) =
sinhR
16 cosh3R
(12z + 8 sinh 2z + sinh 4z). (7)
The latter expression gives
ψ0(X) = tanhX − G˜
cosh2X
{
f(X), 0 ≤ X ≤ R,
f(R), X > R.
(8)
Equation (8) is valid for both, positive and negative G˜. It
shows that the width of the Bose gas depletion due to the im-
purity is controlled by the healing length ξ, which at weak
interaction is ξ = ξµ = 1/n
√
γ.
Let us now consider the effects of quantum fluctuations in
the field operator (4), which is represented by the field opera-
tor ψˆ1. Its equation of motion is obtained from Eq. (3) at order
α and is given by
i∂T ψˆ1 =
(
−∂
2
X
2
− 1 + 2ψ20
)
ψˆ1 + ψ
2
0ψˆ
†
1 + G˜δ(X −R)ψˆ1.
(9)
We seek the solution of Eq. (9) in the form [35]
ψˆ1(X,T ) =
∑
k
Nk
[
uk(X)bˆke
−iǫkT − v∗k(X)bˆ†keiǫkT
]
.
(10)
HereNk is a normalization factor, while the bosonic operators
bˆk and bˆ
†
k obey the standard commutation relation [bˆk, bˆ
†
q] =
δk,q .
We first solve Eq. (9) in the absence of the δ-potential to
linear order in G˜, which enters through ψ0 of Eq. (8). Sub-
stituting the ansatz (10) into Eq. (9) yields the Bogoliubov-de
3Gennes equations for uk(X) and vk(X), which in terms of
S(k,X) = uk(X) + vk(X) andD(k,X) = uk(X)− vk(X)
become
ǫkS(k,X) =
[
−∂
2
X
2
+ 3ψ20(X)− 1
]
D(k,X), (11)
ǫkD(k,X) =
[
−∂
2
X
2
+ ψ20(X)− 1
]
S(k,X). (12)
With the help of Eq. (12), Eq. (11) becomes a fourth-order dif-
ferential equation for S(k,X). At G˜ = 0, it has four indepen-
dent solutions [36] Sn(k,X) = (ikn − 2 tanhX)eiknX , n ∈
{1, 2, 3, 4}, while the energy dispersion is ǫk =
√
k2 + k4/4.
The four roots of the energy dispersion that enter Sn(k,X)
are k1,2 = ±k, k3,4 = ±i
√
4 + k2 in terms of k =
√
2
√√
ǫ2k + 1− 1. The solutions for Dn(k,X) is obtained
directly from Sn(k,X) using Eq. (12).
At finite G˜, we solve the fourth-order differential equa-
tion using the Bargmann method [37], where one is seeking
the solution in the form Sn(k,X) = P (kn, X)e
iknX , where
P (kn, X) is the polynomial in kn of degree 5 in our case, with
X-dependent coefficients. After dividing the obtained expres-
sion by (2 + k2n)(4 + k
2
n) we eventually find
Sn(k,X) =
[
ikn − 2 tanhX + G˜ sinhR
2 cosh3 R
(
3X
cosh2X
− 4k
2
nX
2 + k2n
− 4ikn cosh 2X
4 + k2n
+
4− k2n
4 + k2n
sinh 2X
+
14 + 3k2n − 8iknX
2 + k2n
tanhX
)]
eiknX (13)
for 0 ≤ X < R and
Sn(k,X) =
[
ikn − 2 tanhX + 2G˜f(R)
cosh2X
]
eiknX (14)
for X > R, where f(R) is given by Eq. (7). The expres-
sions (13) and (14) provide the solution of Eq. (9) without
the δ-potential and at linear order in G˜ using the ansatz (10),
Eq. (12) and the relations u = (S +D)/2, v = (S −D)/2.
We can now account for the δ-potential in the scattering
problem (9). The solution for S can be obtained as a linear
combination of four independent solutions (13) and (14):
S(k,X) =
{∑4
n=1 tnSn(k,X), 0 ≤ X < R,∑3
n=1 rnSn(k,X), X > R,
(15)
with r2 = 1. Equation (15) describes an incoming wave from
largeX that is partially reflected from the impurity atX = R
and that is fully reflected at the boundaryX = 0. In Eq. (15)
we omitted from the linear combination the unphysical expo-
nentially growing S4(k,X) in the region X > R. Notice
that there is a similar to Eq. (15) set of equations for D(k, x)
where Sn is replaced byDn, as follows from Eq. (12).
The six coefficients that enter Eq. (15) are determined by
the boundary conditions for the wave function. The condition
(2) implies S(k, 0) = D(k, 0) = 0. This yields t2 = t1 and
t4 = t3. The continuity of the wave function at the impurity
position requires S(k,R− 0) = S(k,R+ 0), while the jump
in the derivative translates into S′(k,R+0)−S′(k,R− 0) =
2G˜S(k,R). Here the derivative is with respect to the second
argument. There are two analogous equations for D(k,X)
function. Four conditions suffice to find the remaining four
coefficients:
r1 = 1 + 4iG˜
k[k cos(kR)− 2 sin(kR)]2
(2 + k2)(4 + k2)
, (16)
t1 = 1 + 2iG˜
k(k + 2i)[k cos(kR)− 2 sin(kR)]
(2 + k2)(4 + k2)
eikR, (17)
r3 = 4G˜
(2−√4 + k2) [k cos(kR)− 2 sin(kR)]
k(2 + k2)(4 + k2)
e
√
4+k2R,
(18)
t3 = −r3 2 +
√
4 + k2
2−√4 + k2 e
−2√4+k2R. (19)
They are expressed here in a simplified form where the limit
R ≫ 1 has been taken, while we also calculated them at
any R [38]. However, in order to find the induced interac-
tion on the impurity at separations longer than the healing
length, it is sufficient to consider the large distance limit in
the reflection and transmission amplitudes entering Eq. (15).
The normalization of the solutions is obtained by requir-
ing [30, 39] NkNq
∫
dX(uku
∗
q − vkv∗q ) = δk,q , leading to
Nk = (ξµ/4Lǫk)
1/2. One can then verify that the bosonic
commutation relation between the field operators are satisfied.
We are now in position to find the ground state energy of
the system. Since we work at constant chemical potential,
we first consider the grand canonical energy EGC = 〈H〉 −
µ
∫
dx〈Ψˆ†Ψˆ〉 in the two leading orders at weak interaction. It
can be expressed using the field decomposition (4) as
EGC = − µ
2α2
∫
dXψ40 −
µ
2
∫
dX
[〈
(i∂T ψˆ
†
1)ψˆ1
〉
+ h.c.
]
.
(20)
The second term in the right hand side can be further sim-
plified into −µ ∫ dX∑kN2k |vk|2ǫk using the normal mode
expansion (10). Equation (20) is derived with the help of the
equations of motion (5) and (9). We notice that ψˆ2 term of
Eq. (4) does not participate in the subleading term of Eq. (20)
as one can show using Eq. (5).
The evaluation of the expression (20) is tedious. After per-
forming the Legendre transformation to eliminate the chemi-
cal potential in favor of the density, we obtain the ground state
energy
E =
~
2n3L
2m
(
γ − 4γ
3/2
3π
)
+
~
2n2
2m
(
4
√
γ
3
− γ
4
)
+Gn
[
1− 1
cosh2(r/ξ)
−√γ U(r/ξ)
]
. (21)
Here U(R) = 1/16πR2 at large R, while ξ = 1/n√γ is the
healing length at weak interaction. The first term in Eq. (21) is
4extensive and denotes the ground state energy of the Bose gas
with contact repulsion at two leading orders for γ ≪ 1, which
is in agreement with Bethe ansatz calculations [40, 41]. The
second term in Eq. (21) is the boundary energy of the system,
which represents the excess of energy due to the condition of
vanishing density at the origin [cf. Eq. (2)]. At the leading
order in weak interaction, this expression agrees with the per-
turbative Bethe ansatz result found in Ref. [42]. Here we have
found the first correction∝ γ.
The position-dependent part of the ground state energy de-
notes the interaction potential energy between the impurity
and the interacting Bose gas,
U(r) = −Gn
[
1
cosh2(r/ξ)
+
√
γ U(r/ξ)
]
. (22)
Equation (22) is our main result. As a consequence of broken
translational invariance, U(r) should be understood as the in-
teraction between the impurity at position r and the wall, rep-
resenting the system boundary at the origin. The first term of
Eq. (22) denotes the classical mean-field interaction that fol-
lows from the solution (8) of the Gross-Pitaevskii equation. It
decays exponentially beyond the healing length ξ. One would
then naively expect that the quantum correction U(r/ξ) con-
trolled by the small parameter
√
γ can be neglected since it
only introduces a small correction to the classical exponen-
tial result. The actual calculation reveals that U(r/ξ) indeed
contains additional exponential corrections that we neglected.
However, U(r/ξ) also contains an important term that decays
as a power law, leading to
U(r) = − Gn
16K
(
ξ
r
)2
(23)
at long distances r ≫ ξ. Here we introducedK = π/√γ ≫
1, which denotes the Luttinger liquid parameter at weak in-
teraction. The expression (23) is the long-range interaction
between the impurity and the wall that scales with the inverse
square of the distance. Remarkably, the quantum-fluctuation
correction term that is controlled by the small parameter 1/K ,
becomes the dominant one at large distances, since it decays
algebraically and thus overwhelms the exponential mean-field
contribution. The crossover scale where the two terms in
Eq. (22) are equal,
rc ≈ ξ ln(8
√
K), (24)
is of the order of ξ and only weakly, i.e., logarithmically, de-
pends on the interaction strength. At distances shorter than
rc the interaction is exponential, U(r) = −Gn/ cosh2(r/ξ),
while at large distances it crosses into a power law decay (23).
For a positive coupling constant G, the impurity is attracted
toward the wall and vice versa.
How our result (23) can be reconciled with the reported
1/r3 decay [27] of the induced interaction between two im-
purities in Bose liquids? Let us consider the setup that con-
sists of an impurity of infinite strength in the middle of the
bosonic system at x = 0. Such impurity creates an impene-
trable potential for quasiparticles. Thus the fluctuations in the
two parts of the system, at x < 0 and x > 0 become uncor-
related, which results with 1/r2 interaction. This should be
contrasted with 1/r3 law in the penetrable case when the im-
purity at x = 0 is characterized by a finite strength. Viewed
differently, an impurity characterized by any finite strength is
an irrelevant perturbation in the renormalization group sense
in quantum liquids that have the Luttinger liquid parameter
K > 1 [43]. However, our impurity of infinite strength cannot
become irrelevant under the renormalization, since the effec-
tive tunneling term across such impurity is forbidden due to
the impenetrability. Therefore, the impurity (or equivalently
the wall in another setup) causes slower decay of the induced
interaction, which is revealed by our calculation.
Equation (23) does not apply for an infinitely large G. In
this case one obtains the Bose gas in a segment of finite length
r for which the asymptotic form of the induced interaction
at large r has a universal form U(r) = −π~v/24r, where
v = π~n/mK is the sound velocity. This result is quite gen-
eral and applies to a massless scalar one-dimensional field,
including bosons and fermions, with two infinitely strong δ-
function potentials [21, 44, 45].
The interaction (23) is obtained at zero temperature. How-
ever, it also applies at low temperature T , as long as the dis-
tance from the wall is smaller that the thermal length ~v/2πT .
The density-fluctuation induced interaction (23) should be
compared with the electrostatic one. For the impurity that is a
neutral atom placed in a neutral background gas we thus need
to estimate the van der Waals interaction. For two atoms, it
scales with the sixth power of their inverse distance. For large
separations of our impurity from the wall, r ≫ ξ, we can es-
timate the electrostatic interaction on it by performing a pair-
wise summation with the background atoms that are in the
region [2r,∞], since the contribution from the atoms that are
in the region (0, 2r) approximately cancel. This leads to the
non-retarded van der Waals interaction UvdW(r) ∝ 1/r5, that
scales to zero much faster than our interaction (23). In our
other setup with a long system and an impurity at the origin
that is very strongly coupled to it, the van der Waals contri-
bution would be zero due to symmetry reasons if we had no
depletion of the Bose gas density around the origin. There-
fore, the latter contribution arises from the local density de-
pletion, which occurs in the region of the characteristic width
ξ. It leads to UvdW(r) ∝ 1/r6, which is again negligible with
respect to the interaction (23).
ForG > 0 the attractive potential from the wall can produce
bound states of the impurity. We estimate the kinetic energy
of the impurity at separations of the order ξ from the wall to be
~
2/Mξ2, while its potential energy is Gn, where we neglect
the numerical factors of the order one. By M is denoted the
impuritymass. The potential energy is greater from the kinetic
one at
G >
m
M
g, (25)
when the first bound state appears. A careful calculation [46]
5shows that the simple estimate (25) is actually good. The
bound state denotes the impurity localization near the end of
the system. The latter phenomenon is reminiscent to self-
localization of impurities in extended Bose-Einstein conden-
sates [47, 48].
In conclusion, we have studied the induced interaction act-
ing on the impurity in a semi-infinite one-dimensional inter-
acting Bose gas. We found the induced long-range interaction
(23) of quantum origin. It scales quadratically with the inverse
distance from the wall and thus dominates the classical mean-
field exponential interaction at distances above the healing
length. Our result also scales much slower than the long-range
van der Waals interaction and thus represent the dominant in-
teraction on the impurity at long distances. A similar interac-
tion mechanism should also exist in higher-dimensional sys-
tems. We also discussed the condition for the localization of
the impurity near the wall.
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REFLECTION AND TRANSMISSION AMPLITUDES
Here we give the expressions that we obtained for the reflection and transmission amplitudes at arbitraryR:
t1 = t2 = 1 +
iG˜
(2 + k2)(4 + k2)
{[
2(2 + k2)2 − 8(1 + k2)e2ikR] tanh2R
k
+ 2i
[
(5 + 2k2)e2ikR − 14 + 7k
2 + k4
2 + k2
− ikR(4 + k2)
]
tanhR
− 2i
[
5e2ikR − 14 + 7k
2 + k4
2 + k2
− ikR(4 + k2)
]
tanh3R+
2 + 4k2 + k4
k
(e2ikR − 1) + 6 tanh
4R
k
(e2ikR − 1)
}
,
(S1)
t3 = t4 = − 4G˜e
−√4+k2R
k(2 + k2)(4 + k2)
{
sin(kR) +
[
k cos(kR) +
√
4 + k2 sin(kR)
] 2 tanhR
2 + k2
+
[
k(1 + k2) cos(kR)− (3 + k2)
√
4 + k2 sin(kR)
] 2 tanh3R
2 + k2
− 3 sin(kR) tanh4R+
[
k
√
4 + k2 cos(kR)− 2 sin(kR)
]
tanh2R
}
, (S2)
r1 = 1− 4iG˜
(2 + k2)(4 + k2))
{[(
5 + 2k2
)
sin(2kR)− k (4 + k2)R] tanhR− [(2 + k2)2 − 4 (1 + k2) cos(2kR)] tanh2R
k
+
6 sin2(kR)
k
tanh4R + (2 + 4k2 + k4)
sin2(kR)
k
+
[
kR(4 + k2)− 5 sin(2kR)] tanh3 R}, (S3)
r3 =
8G˜
k(2 + k2)(4 + k2)
{
sin(kR) sinh(
√
4 + k2R)− 3 sin(kR) sinh(
√
4 + k2R) tanh4R
+
[
k cos(kR) sinh(
√
4 + k2R)−
√
4 + k2 sin(kR) cosh(
√
4 + k2R)
] 2 tanhR
2 + k2
−
[
k
√
4 + k2 cos(kR) cosh(
√
4 + k2R) + 2 sin(kR) sinh(
√
4 + k2R)
]
tanh2R
+
[
(3 + k2)
√
4 + k2 sin(kR) cosh(
√
4 + k2R) + k(1 + k2) cos(kR) sinh(
√
4 + k2R)
] 2 tanh3R
2 + k2
}
. (S4)
To obtain the leading term of amplitudes presented in the main text at R ≫ 1 simply amounts to replace tanhR → 1. In the
main text, some other simplifications have also been done. In order to calculate the subleading term of the grand canonical
energy at order G˜ which is ∝ G˜ ∫ dX ∫ dkRe{v0kv1k}, where we use the notation vk = v0k + G˜v1k + O(G˜2), we dismiss
the terms which after integration over X would produce the exponential contributions in exp(−√4 + k2R). For X > R
for example, the product r3S3 contains terms ∝ exp[−
√
4 + k2(R + X)] which after integration over X produces the term
∝ exp(−2√4 + k2R). Therefore the term ∝ exp(−√4 + k2R) can be safely set to 0 in r3. The same is done for 0 ≤ X ≤ R
where t3 is ∝ exp(−
√
4 + k2R) and multiplied by S3 which produces a term ∝ exp(−
√
4 + k2X). After integration overX ,
the latter produces a term ∝ exp(−√4 + k2R) and ∝ exp(−2√4 + k2R) and therefore we can set t3 = 0 (but we must keep
the nonzero form for t4, despite the exact relation t4 = t3).
