Abstract. Let X be an infinite set, D a set of pseudo-metrics on X, Ξ ⊂ * X, and Γ ⊂ * D. If ρ(a, b) is limited (finite) for every a, b ∈ Ξ and every ρ ∈ Γ, then, for each ρ ∈ Γ, we can define a pseudo-metricρ on Ξ by writingρ(a, b) = st(ρ(a, b)). We investigate the conditions under which the topology induced on Ξ by {ρ : ρ ∈ Γ} has a basis consisting only of standard sets. This investigation produces a theory with a variety of applications in functional analysis. For example, a specialization of some of our general results will yield such classical compactness theorems as Schauder's theorem, Mazur's theorem, and Gelfand-Philips's theorem.
Introduction
Let X, D, Ξ and Γ be as in the abstract. Suppose that
• Ξ = {x ∈ X : * x ∈ Ξ} = ∅ and
• Γ = {d ∈ D : * d ∈ Γ} = ∅. Let ρ(a, b) be limited (finite) for every a, b ∈ Ξ and ρ ∈ Γ, and letΓ = {ρ : ρ ∈ Γ} whereρ(a, b) = st(ρ(a, b)). Let (Ξ,Γ) denote the uniform space whose uniformity is generated by the setΓ. The topology induced on Ξ by this uniformity will be referred to asΓ-topology on Ξ. We call Γ compatible with Ξ if theΓ-topology on Ξ has a basis that consists only of standard sets. In this paper we investigate the following question.
Question. Under what conditions on the sets Ξ and Γ will the set Γ be compatible with Ξ? Our main results regarding this question are presented in Section (2), where we treat the question in a setting that is suitable for a wide range of applications. In Section (3), after giving several nonstandard compactness criteria for subsets of a Banach space and its dual, we use the theory developed in Section (2) to derive such classical compactness theorems as Schauder's theorem, Mazur's theorem, and Gelfand-Philips's theorem.
The idea of theΓ-topology introduced above is an extension of the notion of S-topology introduced by Robinson [1] in the context of metric spaces, and further studied by Henson ([2] , page 117) in the context of uniform spaces. What was considered in [2] was a special case of (Ξ,Γ) in which Ξ = * X and Γ = { * d : d ∈ D}. In this special case, we shall call theΓ-topology the Stopology although it was not called so in [2] . The question of existence of a basis consisting only of standard sets for the S-topology was not considered by Robinson or by Henson. Topologies that are generated by a family of standard sets on * X should not be confused with the S-topology as defined in [1] and [2] and generalized toΓ-topology here. A special case of the former was first introduced in [4] , page 47, and called the discrete S-topology. The idea was somewhat extended and further discussed in [3] , page 197, where the relation of such topologies to compactifications of X was pointed out. In [6] , starting with a topological space (X, T ), Salbany and Todorov considered the topologyT that is generated on * X by the collection { * G : G ∈ T }, and used this topology to study various classical compactifications of (X, T ).
In [7] , H. Render, starting with a uniform space (X, V) and its induced topological space (X, T ), studied the relation between theT (as defined in the above paragraph) and the S-topology (as defined on the previous page). The result he announced was that: if (X, V) is not zero-dimensional, then there does not exist a base of the S-topology consisting only of standard sets. But this statement is false. As a trivial example, consider the set X = (0, 1) with its usual uniformity (i.e., the one which has the sets U = { x, y : |x − y| < }, ∈ R + , for a basis). By definition, the S-topology associated with this uniformity has the sets S(a, ) = {b ∈ * X : st|a − b| < }, a ∈ * X, ∈ R + , for a basis. It is obvious that the standard sets * S(x, ) with x ∈ X and ∈ R + also form a basis for the S-topology. This does not, however, happen in an arbitrary uniform space. The reason it happened here was that the set X = (0, 1) with its usual uniformity is a totally bounded space. In Corollary (1.3), we show that, given a uniform space (X, V), the S-topology on * X has a basis consisting only of standard sets if and only if (X, V) is totally bounded.
Thus we first address our opening question in the general setting where it is posed. To fix the notation, let (X, D) be a uniform space with its uniformity generated by a set of pseudo-metrics D. If, for an element a ∈ * X, * d(a, x) is limited for all d ∈ D and all x ∈ X, then we say that a is limited. We denote the set of all limited elements of * X by ltd( * X). For other nonstandard concepts used in this paper, we refer the reader to [3] . The reference [5] contains all of the standard concepts used in this paper. 
are open relative to theΓ-topology, are standard, and form a subbasis for thẽ Γ-topology on
. To see that they are standard, note that the expression
is an immediate consequence of Theorem (1.1). Assume that (ii) holds, and letB be a basis of ( * X,Γ) that consists only of standard sets. Since every nonempty member ofB contains a standard element, X is dense in ( * X,Γ). The quasi-compactness of ( * X,Γ) follows from the fact ifC is a nonempty subfamily of {C :
* X\C ∈B} with the finite intersection property, then C = ∅. For the implication (iii) =⇒ (i), we need only observe that the denseness of X in ( * X,Γ) implies that every point in * (X, D) is pre-nearstandard.
Main theorem
Corollary (1.2) suggests that the notion of compatibility defined in the opening paragraph of the previous section might give rise to interesting compactness conditions in functional analysis. The goal of the present section is to explore this possibility. Theorem (2.3), below, is the main theorem of this paper. First we need to fix the notation. Unless stated otherwise, throughout this section, X and Y are infinite sets, Ξ is a subset of * X with
Using Y and σ we define a uniform structure on X that is generated by the set of pseudo-metrics
is limited for all a ∈ Ξ and b ∈ Γ, we can define a pseudo-metric st((
Thus we can speak of aΓ σ -topology on Ξ induced by these pseudometrics.
AΞ σ -topology on Γ can be defined in a similar fashion. This topology, being induced on Γ by the familyΞ σ = {st( * d a ) : a ∈ Ξ} of pseudo-metrics, has as a subbase the family S consisting of the sets
where b ∈ Γ, a ∈ Ξ, and ∈ R + . Note that, in case Γ = * G for some G ⊂ Y, the membersS Ξ (b; x, ) of S, where x ∈
• Ξ, are standard.
Definition 2.1. Let the notations be as in the first paragraph of this section. Suppose that G is a nonempty subset of Y such that
TheΞ σ -topology on * G is the topology that has the setsS Ξ (b; a, ) for a subbasis. The set Ξ is called σ-compatible with
• Ξ, and δ through R + , form a subbasis for theΞ σ -topology on * G. We call Ξ σ-compatible with Γ if it is σ-compatible with * G for every * G that is contained in Γ. Given that H is a nonempty subset of X such that * H ⊂ Ξ, the definitions ofΓ σ -topology on * H and σ-compatibility of Γ with Ξ are obtained symmetrically from the above by an appropriate interposition of notations.
Notation and Definition 2.2. Suppose that Ξ is a union monad (that is, there exists a family Σ of subsets of X such that Ξ = { * H : H ∈ Σ}). Note that in this case
• Ξ = Σ. By Σ p we denote the family of all finite subsets of Σ. The set
• Ξ should also be regarded as a union monad because we can write 
We shall write (Y, σ, Σ p ) to indicate that Y is equipped with the uniformity that is determined by the relation of infinitely close with respect to • Ξ. Assuming that Γ is also a union monad such that Γ = { * G : G ∈ Ω}, where Ω is a family of subsets of Y , and that Ω p is the family of all finite subsets of Ω, the notions of infinitely close relative to Γ and to • Γ and the corresponding uniform spaces (X, σ, Ω) and (X, σ, Ω p ) are defined in a symmetric manner.
We are now ready to present the main theorem of this paper. (i) Ξ is σ-compatible with Γ.
(ii) Ξ ⊂ pns( Fix a 0 ∈ Ξ, G 1 , . . . , G n ∈ Ω, and ∈ R + . Choose H ∈ Σ such that a 0 ∈ * H. We show there is x ∈ H such that
Proof. (i) =⇒ (ii).
where a, y) ). The set
is standard and contains a 0 , so it contains an element x ∈ H. From this it follows that
We are now ready to prove (2) 
Hence there is a standard elementS of theΞ σ -topology on * G j such that b ∈S ⊂Ũ Ξ (b; a 0 , x, 4 ). Choose a standard element y ofS. Now b and y belong toŨ Ξ (b; a 0 , x, 4 ), so we have
Since y ∈ G, from (3) and (4), we get [3] , Theorem (7.4.4.b), page 182). Hence, for each a ∈ Ξ, by (ii), there is
This completes the proof of ((i) =⇒ (ii)). (ii) =⇒ (i). If
is limited for all b ∈ * G and all a ∈ Ξ. Next we show that the setsS Ξ (b; x, δ), as b runs through * G 0 , x through • Ξ, and δ through R + , form a standard subbasis for theΞ σ -topology on * G 0 . To see this, for each b ∈ * G, defineb : x, b) ). Note that the setsS Ξ (b; x, δ) can be written as
Hence these sets are all standard. To see that they form a subbasis for theΞ σ -topology on
(ii) =⇒ (iii). Fix b 0 ∈ Γ, ∈ R + , and
By an argument similar to that given for (3) above, there is an element y ∈ G such that
We need to show that
From (5) and (6), we get
This completes the proof of ( (ii) =⇒ (iii) ). The converse of this implication is proved similarly. Also, by symmetry, the proof of the implication ( (iv) =⇒ (iii) ) is similar to that of ( (i) =⇒ (ii) ).
The proofs of the equivalences ( (iv) ⇐⇒ (v) ) and ( (i) ⇐⇒ (vi) ) are trivial. Indeed, we need only recall that 
We observe that, under the conditions of theorem (2.3), σ-compatibility has turned out to be a symmetric relation between Ξ and Γ. This prompts us to slightly modify our terminology of Definition (2.1) to better reflect this symmetry. Thus we shall say that Ξ and Γ are σ-compatible if and only if any of the equivalent conditions of Theorem (2.3) holds.
There are several standard conditions that are equivalent to the σ-compatibility of Ξ and Γ. For example, under the conditions of Theorem (2.3), as is evident from the statements (ii) and (iii) of this theorem, the sets Ξ and Γ are σ-compatible if and only if either of the following equivalent statements holds:
• Every member H of Σ is totally bounded in (X, σ, Ω).
• Every member G of Ω is totally bounded in (Y, σ, Σ). We add two more to these in the next theorem, where the notation is as in (2.2). Also recall that if F is a filter, then µ(F ) denotes its monad.
Theorem 2.4. The sets Ξ and Γ are σ-compatible if and only if σ is bounded on H × {y} and {x} × G for all H ∈ Σ, G ∈ Ω, x ∈ Σ, and y ∈ Ω and any of the following four equivalent statements holds. (i) Every member H of Σ is totally bounded in (X, σ, Ω). (ii) Every member G of Ω is totally bounded in (Y, σ, Σ). (iii) For all H ∈ Σ and all filters F on H if F is a Cauchy filter relative to (H, σ, Ω p ), then it is also a Cauchy filter relative to (H, σ, Ω). (iv) For all G ∈ Ω and all filters F on G if F is a Cauchy filter relative to (G, σ, Σ p ), then it is also a Cauchy filter relative to (G, σ, Σ).
Proof. First note that the boundedness conditions on σ stated in this theorem are equivalent to those mentioned in Theorem (2.3). Thus the theorem is already proved for (i) and (ii). The theorem for (iii) is symmetric with that for (iv). We thus prove the theorem only for (iii).
Suppose that Ξ and Γ are σ-compatible. For each H ∈ Σ and y ∈ Ω, the internal set {n ∈ * N : (∀a ∈ * H) [ | * σ(a, y) | < n ] } contains all infinitely large n, so it must contain a standard n. Hence σ is bounded on H × {y}. Its boundedness on {x} × G is argued similarly.
To prove (iii), let W and V denote the relations of infinitely close on * X relative to Γ and
• Γ, respectively (see (2.2)). We claim that if F is a filter on H that is Cauchy relative to (H, σ,
. Hence a and a are infinitely close relative to Γ; that is, the ordered pair a, a belongs to W as desired.
For the converse, by Theorem (2.3), it suffices to show that (iii) implies (2.3.ii). Fix a ∈ Ξ. Choose H ∈ Σ such that a ∈ * H. Given ∈ R + and y ∈ • Γ, there is a standard x ∈ {a ∈ * H : st(| * σ(a, y) − * σ(a , y)|) < }, since the set is standard and non-empty. Hence a ∈ pns * (H, σ, Ω p ). So there is a Cauchy filter F on (H, σ, Ω p ) such that a ∈ µ(F ) (see [4] , Theorem (3.12.2), page 77). By (iii), we have µ(
, which means that a ∈ pns * (H, σ, Ω). The proof is finished.
The applications of the above results presented in the next section concern the special case where Σ = {H} for some H ⊂ X and Ω = {G} for some G ⊂ Y . It is convenient to state this special case in the following corollary. 
Corollary 2.5. Suppose that
∅ = H ⊂ X and ∅ = G ⊂ Y .
Applications
In this section, after giving nonstandard compactness criteria for subsets of a Banach space and its dual, we use them to derive a number of classical compactness results of functional analysis.
Let E be a Banach space, with E its (continuous) dual. Suppose that σ : E × E → R is given by σ(x, x ) = x, x = x (x), and that B e and B e are the closed unit balls of E and E , respectively. Recall that the uniformity on E that is determined by the relation of infinitely close relative to * B e is the same as that determined by the norm of the Banach space E. Hence a subset A of E is relatively compact in the Banach space E for the norm topology if and only if it is totally bounded in (E, σ, {B e }). Similarly, a subset A of E is relatively compact in the Banach space E for the norm topology if and only if it is totally bounded in (E , σ, {B e }). From these observations and Corollary (2.5), we get the following nonstandard characterizations of compactness in a Banach space and its dual, which might be regarded as the nonstandard version of Bartle's notion of strong pairing [8] . Next, combining Theorem (3.1) with an idea due to S. Kakutani [9] , we give a nonstandard proof of the following theorem of Schauder. First, some notation.
Let E and F be Banach spaces. Define σ : E × E → R by σ(x, x ) = x, x and γ : F × F → R by γ(y, y ) = y, y . Let T : E → F be a continuous linear operator and let T : F → E be its adjoint, so that T x, y = x, T y for all x ∈ E and y ∈ F . Finally, let ϕ t : E × F → R be defined by ϕ t (x, y ) = T x, y = x, T y .
Theorem 3.2 (Schauder). The operator T is compact if and only if T is compact.
Proof. By definition, T is compact if and only if T B e is relatively compact in F . By Theorem (3.1.i), this is equivalent to the condition that * (T B e ) and * B f are γ-compatible. Since ϕ t (x, y ) = γ(T x, y ), this last condition is equivalent to * B e and * B f are ϕ t -compatible (7) Since ϕ t (x, y ) = σ(x, T y ), (7) holds if and only if * (T B f ) and * B e are σ-compatible. By Theorem (3.1.ii), this is equivalent to: (T B f ) is relatively compact in E , which means T is compact.
As another application of Corollary (2.5), we give a nonstandard proof of Mazur's theorem. For a different proof, one that is based on a nonstandard version of Grothendieck's completeness theorem, see [3] , page 282. Finally, we remark that the equivalence of the statements (2.4.i) and (2.4.iv) may be regarded as an extension of Gelfand-Philips's compactness condition for subsets of a Banach space. According to this condition, a subset A of E is relatively compact if and only if it is bounded and, for every bounded filter F of subsets of E , if F converges to zero pointwise on E, then its convergence is uniform on A. The derivation of this condition from Theorem (2.4) consists in taking Σ as the family of subsets of E that consists of A and all the singletons {x}, where x ∈ E\A, and letting Ω = {B e }. Then it takes a straightforward argument to show that Gelfand-Philips's condition on bounded filters on E is equivalent to the condition (2.4.iv) imposes on filters on B e . But (2.4.iv) is equivalent to (2.4.i), which means that A is relatively compact.
Theorem 3.3 (Mazur

