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La sénescence se caractérise par un arrêt en phase G1/S du cycle cellulaire et peut être 
induit par une variété de stress tels que des télomères trop courts, l’activation d’oncogène ou encore 
à cause de stress oxydatifs. Cette réponse cellulaire s’accompagne de profonds changements au 
niveau de l’expression génique et les ARN non codants sont d’importants acteurs de ceux-ci. Bien 
que cette catégorie d’ARN ait longtemps été considérée comme un sous-produit non fonctionnel 
de la transcription, on sait maintenant qu’ils sont impliqués dans une pléthore de fonctions 
essentielles à l’homéostasie de la cellule.  
Les microARN (miR), de petits ARN non codants d’une vingtaine de nucléotides, sont 
souvent diminués ou surexprimés dans les maladies, soulignant leurs rôles importants dans le 
développement de celles-ci. C’est le cas notamment de deux oncomirs, miR-19 et miR-155, qui 
s’accumulent de manière aberrante dans les cancers hématopoïétiques. En condition normale, 
STAT5A, qui est souvent dérégulé dans ces cancers, induit SOCS1 qui agit comme un frein sur 
cette voie de signalisation afin de prévenir une prolifération incontrôlée. Des travaux conduits dans 
notre laboratoire montrent que SOCS1 est aussi impliqué dans la sénescence, car il est capable 
d’activer p53, un important suppresseur tumoral. SOCS1 peut être ciblé par les deux oncomirs et 
nos résultats montrent qu’une inhibition de ces derniers à l’aide d’éponges artificielles favorisait 
l’accumulation d’un p53 actif. De plus, en intégrant le ribozyme à tête de marteau dans la 
conception des éponges, nous avons créé une nouvelle génération d’outils (éponges catalytiques) 
qui sont plus efficaces. Effectivement, l’utilisation de ces éponges contre miR-155 résultait en une 
diminution de la prolifération, de formation de colonie ainsi que de la migration de cellule de 
myélome multiple.  
 En second lieu, nous nous sommes penchés sur l’étude d’éponges naturelles dans le 
contexte de la sénescence. Il existe en effet quelques exemples de lARNnc (Long Non-Coding 
RNA) qui peuvent agir de la sorte pour un miR donné. Nous pensons que c’est par ce mécanisme 
de régulation que miR-146a, un miR impliqué dans la réponse anti-inflammatoire, peut 
s’accumuler dans la sénescence induite par RAS sans toutefois sembler être pleinement actif. 
Effectivement, les cellules sénescentes sécrètent une variété de facteurs pro-inflammatoires. À 
l’aide d’une nouvelle technique nommée miR-CLIP, nous avons pu étudier l’interactome de miR-
146a et avons identifié plusieurs lARNnc qui selon des outils de prédiction, semblent s’hybrider 
de manière extensive en région 3’ du miR. Ceci est requis pour l’initiation d’un TDMD (Target-
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Directed miR Degradation) et nous avons donc investigué la possibilité d’un tel évènement dans 
la régulation de miR-146a. Nos résultats montrent que la surexpression de XXBAC-B444P24.13 
mène à une diminution des niveaux de miR-146a qui n’est pas due à une baisse de sa transcription.  
 Bien que le premier article illustre les avantages d’une éponge catalytique artificielle, le 
second article suggère que cette stratégie pourrait déjà être en place dans les systèmes biologiques, 
et ce, de manière naturelle. En effet, une fois miR-146a lié à XXBAC-B444P24.13, ce dernier 
induirait la dégradation du miR par un TDMD. Ceci ouvre donc la porte au développement d’outils 
qui pourraient être plus performants à des niveaux d’expression plus bas.  
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Cellular senescence is characterized by a cell cycle arrest in the G1/S phase and can be 
induced by a variety of stresses which include telomere shortening, oncogene activation or 
oxidative stress. Its establishment is known to require changes in the genetic expression program 
and non-coding RNA play an important part in this phenomenon. For a long time, this RNA 
subtype was considered to only be a transcriptional byproduct, but we now know that they are 
involved in a plethora of functions which are essential to cell homeostasis.  
 Various diseases display aberrant expression of microRNA (miR), small non-coding RNA 
of 18-22 nucleotides, suggesting they are involved in their development. Such is the case for miR-
19 and miR-155, two oncomirs which are found to be overexpressed in hematopoietic cancers. In 
normal conditions, STAT5A, which is often found dysregulated in those cancers, induces SOCS1 
which acts as a retro-inhibitor of this signaling pathway, preventing uncontrolled proliferation. 
Furthermore, our lab has shown that SOCS1 can also be involved in senescence by facilitating p53 
activation. SOCS1 can be targeted by both oncomirs and our results show that artificial sponges, 
that inhibit miR-19 or miR-155’s functions, lead to the activation of p53. Also, we have 
incorporated the hammerhead ribozyme in the miR binding sites in the sponge, creating a sponge 
2.0 (catalytic sponges). Expressing the latter in a multiple myeloma cell line (RPMI8226) resulted 
in less proliferation, colony formation and migration.  
 Secondly, we aimed at studying natural sponges in the context of senescence. Indeed, there 
are quite a few examples of lncRNA (Long Non-Coding RNA) acting as a miRNA inhibitor by 
quenching them. We think that this mode of regulation could provide an explanation as to how an 
anti-inflammatory miR, miR-146a, can accumulate in senescence even though it is a pro-
inflammatory response. Using a novel technique called miR-CLIP, we were able to study 
specifically miR-146a’s interactome and have found that it can interact with many lncRNAs. 
Interestingly, using computational tools, we noticed that miR-146a was predicted to interact with 
extensive 3’ end hybridization with a number of these lncRNA. This characteristic is known to be 
required to induce TDMD (Target-Directed miR Degradation). Indeed, when we overexpressed 
XXBAC-B444P24.13, miR-146a levels went down and this is not caused by a decrease in 
transcription of the miR.  
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  In the first part of this thesis, we show that artificial catalytic sponges have an advantage 
over a more “classical” design. This is further supported by the fact that this strategy seems to be 
employed in nature. Indeed, we might have uncovered a lncRNA that when bound to by miR-146a 
would lead to its degradation using TDMD. This could be taken advantage of in the development 
of new tools for miR inhibition that would be more powerful and could be potentially used at lower 
levels of expression.   
 
Keywords: miR, lncRNA, senescence, SOCS1, p53, miR-19, miR-146a, miR-155, miR-CLIP, 
artificial sponges, natural sponges, TDMD  
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1.1 Les microARN 
 Pendant longtemps, même s’ils composent la majorité de notre génome, les ARN non 
codants étaient considérés comme un sous-produit non fonctionnel de la transcription. On sait 
maintenant qu’ils sont essentiels au bon fonctionnement de la cellule et qu’ils sont impliqués dans 
une pléthore de fonctions cellulaires. En effet, plusieurs études montrent qu’une mauvaise 
régulation de leurs fonctions peut être impliquée dans diverses maladies ainsi que dans des défauts 
du développement. Il est prédit que plus de 60% des gènes qui codent pour des protéines chez 
l’humain ont des sites de liaison pour les miR, il est clair donc qu’ils sont cruciaux pour 
l’homéostasie de la cellule (1, 2). 
1.1.1 Biogenèse des microARN 
Les microARN (miR) sont de petits ARN non codants de 18-24 nucléotides (nt). Ils sont 
généralement transcrits par l’ARN polymérase II afin de produire un miR primaire (pri-miR) qui 
peut être long d’une centaine de nucléotides, mais qui atteint parfois plusieurs kilobases. Puisqu’il 
est produit par l’ARN polymérase II, ce transcrit contiendra une coiffe et possiblement une queue 
PolyA bien que dans plusieurs cas il n’y en ait pas puisque la transcription est couplée au processus 
de maturation (1, 3). Le miR primaire sera clivé, au noyau, par le microprocesseur composé d’une 
RNAse de type III nommée DROSHA ainsi que de son cofacteur DGCR8 (DiGeorge Syndrome 
Critical Region Gene 8) afin de donner lieu à un miR précurseur (pre-miR) d’environ 70 nt de 
long. C’est le microprocesseur qui déterminera si une tige-boucle doit ou non poursuivre la voie 
de maturation des miR. Pour ce faire, plusieurs caractéristiques seront prises en compte. Tout 
d’abord, la tige devra avoir une longueur de 35±1 paires de bases (pb) et devra être principalement 
exempte de mésappariements quoique certains seront tolérés. Les régions adjacentes à la tige 
devront être simple brin. Finalement, quatre motifs différents favoriseront sa maturation; 1) un UG 
à la base de la tige, 2) un GHG contenant un mésappariement central en position 8 de la tige (où 
H représente n’importe quelle base sauf un G), 3) un UGU apical et 4) un motif CNNC flanquant 
la tige. Le microprocesseur clivera la tige-boucle aux positions des nt 13 et nt 11 calculées à partir 




Figure 1.1 Caractéristiques d’un pre-miARN 
Caractéristiques d’une tige-boucle qui seront reconnues par les protéines impliquées dans 
le processus de maturation d’un miR. Figure tirée de Bartel, 2018 (1) 
 
Ce pre-miARN sera par la suite exporté vers le cytoplasme par Exportin-5 couplé à RAN-
GTP où il y sera ultimement clivé par DICER, une RNase de type III. Ceci donnera lieu à un 
intermédiaire d’ARN double-brin qui sera chargé dans le complexe RISC (RNA-induced silencing 
complex) à l’aide des protéines chaperons HSP90/HSC70 (Heat Shock Protein 90/Heat Shock 
Cognate 71 kDa protein) (1, 2, 6, 7). Avec l’aide de l’ATP, ces dernières aideront Argonaute 
(AGO), un membre du complexe RISC, à adopter une conformation ouverte afin d’accommoder 
le chargement de l’ARN double-brin. Le retour à la conformation fermée expulsera du complexe 
le brin passager (miR*) et le brin restant (brin guide) pourra guider la machinerie vers ses 
différentes cibles (1, 8). Le choix du brin guide versus le brin passager sera déterminé par la 
stabilité thermodynamique en 5’ : le brin ayant le moins de stabilité sera choisi (9, 10). 
Bien qu’on les retrouve principalement dans des régions intergéniques, environ un tiers des 
miR sont encodé dans les introns de gènes codant pour des protéines. Toutefois, une portion de 
ces miR suivra une voie de maturation un peu différente et sera catégorisée sous le nom de mirtron 
(11-13). Le pre-miR proviendra d’un intron « lasso » qui sera linéarisé par DBR1 (Debranching 
RNA Lariats 1), une enzyme de débranchement. La première étape de clivage par le 
microprocesseur ne sera donc pas requise. Dans certains cas, les mirtrons contiendront une queue 
qui sera enlevée par des nucléases avant de poursuivre le processus de maturation. L’exosome sera 
responsable des queues en 3’ alors que les nucléases requises pour enlever les queues en 5’ ne sont 
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pas connues.  Une fois ces étapes accomplies, la tige-boucle suivra les mêmes étapes de maturation 
que pour un miR canonique (13). 
Tout au long de leur maturation, les miR pourront être clivés de manière alternative, soit 
par DROSHA ou par DICER, créant des variants de différentes longueurs qu’on appelle isomiR. 
De surcroît, ces isomiRs pourront aussi être produits par un phénomène nommé NTA (Non-
Templated nucleotide Addition) qui consiste principalement en l’ajout d’adénosine ou d’uridine 
en 3’ du miR (2). Les enzymes catalysant ces ajouts sont les TUT (Terminal Uridylyltransferase); 
TUT2 (adénylation), TUT4 (uridylation), TUT3 (adénylation), TUT7 (uridylation) et TUT1 
(adénalytion ou urdidylation) (14). Finalement, un changement de séquence AàI généré par 
l’enzyme ADAR (Adenosine Deaminase Acting on RNA) est aussi impliqué dans la production 
d’isomiR. Des changements en 5’ du miR créeront des séquences de « seed alternatif » qui 
pourront changer les ARNm ciblés tandis que les changements en 3’ du miR affecteront la stabilité 
de l’interaction des miR avec leurs cibles (2). Ces changements peuvent affecter entièrement la 
réponse cellulaire comme c’est le cas pour miR-222. En effet, les travaux de Yu et al. montrent 
qu’il y a une grande hétérogénéité dans la longueur de miR-222 qui est associé avec AGO; la taille 
de ceux-ci varie de 2-4 nt à l’extrémité 3’. Leurs résultats montrent que bien que tous les différents 
isomiRs induisent un arrêt de prolifération lorsque que transfecté, seul l’isomiR le plus long (miR-
222CUCU) peut engendrer un effet apoptotique (15). De plus, il semblerait que différents profils 
d’isomiRs correspondraient à des types de cancers spécifiques; cela suggère qu’ils pourraient être 
utilisés comme biomarqueurs. Cependant, ce volet d’étude est encore préliminaire et plus de travail 
sera nécessaire afin de confirmer la valeur réelle de ces isomiRs. 
 Une fois le loci transcrit, les miR peuvent être soumis à une variété de mécanismes de 
régulation post-transcriptionnelle. Il semble que la boucle terminale du miR soit un élément 
important dans la régulation de la maturation puisqu’elle sert de plateforme permettant la liaison 
de différentes protéines pouvant réguler l’activité du microprocesseur. C’est notamment le cas de 
LIN28B (Protein Lin-28 Homolog B) qui peut lier la boucle de pre-let-7 et ainsi empêcher le bon 
recrutement du microprocesseur. Cela mène à la diminution de la production d’un let-7 mature 
(16, 17). De manière similaire, HNRNPA1 (Heterogenous Nuclear Ribonucleoprotein A1) peut 
aussi agir sur la maturation de let-7 en se liant à cette boucle. Par contre, HNRNPA1 peut avoir 
l’effet contraire et favoriser la maturation de miR-18a de manière spécifique. Malgré le fait que ce 
dernier est encodé dans un polycistron contenant cinq autres membres, la liaison de HNRNPA1 au 
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miR-18a n’accroît la maturation que de ce dernier en relaxant sa structure proche du site de clivage 
de DROSHA (18). La séquence des miR peut aussi jouer un rôle primordial, c’est pourquoi la 
réaction de déamination catalysée par l’enzyme ADAR peut être impliquée dans la régulation de 
la maturation. Par exemple, une modification A-à-I dans la tige de miR-142 diminue le clivage par 
DROSHA et donc la maturation subséquente du miR (19). Une déamination dans la tige peut aussi 
mener à une diminution du clivage par DICER comme dans le cas de miR-151 (20). Par ailleurs, 
la localisation des différents intermédiaires des miR peut aussi jouer un rôle dans le processus de 
maturation. Il est connu qu’EXPORTIN-5 est limitant; ainsi, certains pre-miARN resteront au 
noyau, entravant le reste de la maturation (21-23). Des modifications post-traductionnelles peuvent 
aussi influencer l’activité des facteurs impliqués dans la voie de maturation des miR. Par exemple, 
DGCR8, DROSHA et AGO peuvent être phosphorylés, ubiquitinés ou même sumoylés (2, 24). 
Ces modifications peuvent influencer la localisation de ces protéines, comme c’est notamment le 
cas pour DROSHA, qui doit être phosphorylé par GSK3 (bGlycogen Synthase Kinase 3) afin de 
localiser au noyau (25, 26). DGCR8 peut être déacétylé par HDAC1 (Histone Deacetylase 1) ce 
qui résulte en une affinité accrue de ce dernier pour les pri-miR (27). Finalement, il faut tenir 
compte de diverses voies de signalisation dans cette fine régulation. Par exemple, il a été montré 
que p53, une protéine de suppression tumorale, pouvait promouvoir la maturation d’un sous-
ensemble spécifique de miR (28, 29).  
 Les niveaux des miR peuvent également être finement régulés au niveau de leur stabilité. 
Comme mentionné plus tôt, le phénomène de NTA peut influencer celle-ci. C’est le cas notamment 
de miR-122 qui est monoadénylé par l’enzyme TUT2, une poly(A) polymérase cytoplasmique, ce 
qui mène à une stabilité accrue du miR (30). Dans certains cas, l’inverse se produit et l’adénylation 
mène à une déstabilisation du miR comme c’est le cas pour miR-21 (31). En revanche, l’uridylation 
mène plus généralement à une déstabilisation du miR (2). Par exemple, l’uridylation de miR-26b 
médiée par TUT4 résulte en atténuation de la régulation des cibles de ce miR (32). Une fois le miR 
chargé dans le complexe RISC, sa stabilité est grandement accrue, car ses extrémités sont protégées 
de la dégradation par les nucléases. Il est connu que les niveaux d’AGO sont limitants dans la 
cellule et donc que les niveaux de celui-ci peuvent aussi affecter la stabilité des miR (33). 
Finalement, selon l’étendue de l’hybridation en région 3’ du miR avec sa cible, une réaction de 
dégradation du miR enclenchée par la cible nommée TDMD ou Target-Induced miRNA 
degradation pourra se mettre en branle. Ce phénomène fut caractérisé pour la première fois chez 
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la drosophile ainsi que dans des cellules de mammifères (34). À ce jour, il est connu que certains 
éléments sont requis afin d’engendrer ce mécanisme de dégradation des miR : le « seed » du miR 
doit être apparié, ceci doit être suivi par un renflement de moins de six nucléotides chez le miR et 
finalement, la région 3’ du miR doit être appariée de manière extensive. C’est le cas notamment 
de CYRANO qui peut initier la dégradation de miR-7 et ainsi influencer l’activité neuronale (35). 
Il a aussi été montré que libra/Nrep pouvait cibler miR-29b affectant ainsi le comportement des 
poissons-zèbres ainsi que des souris (36). De manière intéressante, les ARN viraux peuvent aussi 
tirer avantage de ce mécanisme afin de déstabiliser certains miR cellulaires. Par exemple, HVS 
(Herpesvirus saimiri) peut cibler miR-27 et mener à sa dégradation par un processus de TDMD et 
ainsi favoriser sa propagation. En effet, ce miR est connu pour réguler des gènes qui sont 
importants pour l’activation des cellules T, un composant crucial dans la génération d’une réponse 
antivirale (37, 38). Certaines études montrent que le TDMD peut s’accompagner du « tailing » des 
miR et que ceci peut être catalysé par les enzymes TUT décrites plus haut. L’accumulation 
d’espèces raccourcies en leur extrémité 3’ suggèrent aussi que les miR assujettis au TDMD 
pourraient passer par un processus de « trimming ». Différentes exonucléases pourraient être 
impliquées dans ce processus notamment PNPase, PARN et DIS3L2 (pour une dégradation 
3’à5’) et XRN-1 (pour une dégradation 5’à3’) (39). Il n’est cependant pas clair si ces 
intermédiaires plus longs (auxquels on a ajouté une queue par du « tailing ») sont absolument 
requis pour la bonne génération d’une réponse TDMD. En effet, il a été montré que CYRANO 
pouvait être adénylé lors du TDMD. Cette adénylation serait catalysée par l’enzyme TUT2 et la 
perte de cette dernière préviendrait l’ajout de groupement adénosine au miR-7, mais ne changerait 
pas la proportion des miR plus courts (trimmed) ni n’affecterait les niveaux de miR-7. Ceci suggère 
que l’ajout de A ou U pourrait ne pas être requis pour générer un TDMD (35). 
1.1.2 Fonctions des microARN 
La fonction des miR est dépendante de leur interaction avec leurs cibles. Ils les 
reconnaissent principalement à travers leur région « seed » qui se trouve entre les nucléotides 2 à 
8 (40). La plupart des sites de reconnaissance des miR (MRE) pour leurs cibles se retrouvent dans 
le 3’UTR (3’ Untranslated Region) de celles-ci. Plusieurs différents types de liaisons du « seed » 




Figure 1.2 Type de liaison du seed avec sa cible 
Un miR reconnaît sa cible par sa région seed et celle-ci peut s’hybrider de manière 
différente avec un site de reconnaissance donné. L’appariement avec le plus d’affinité est le 8-mer 
où l’on retrouve le seed (nt2-7) et le nt 8 qui sont appariés ainsi qu’une adénosine dans l’ARNm 
en position 1 du miR. Plus on réduit ces éléments de reconnaissance, moins efficace devient le site 
de liaison. Inspiré de Bartel, 2009 (41). 
 
Il existe une préférence pour un résidu A en position opposée au nt 1 du miR (t1A) qui par 
sa présence augmente l’affinité du miR pour sa cible. Le nucléotide t1A augmente en fait la 
stabilité de l’interaction AGO2:cible et ce, une fois que le contact seed:cible est effectué (42). En 
effet, AGO2 contient une poche qui permet d’accommoder le nucléotide t1 (peu importe lequel), 
mais qui ne crée spécifiquement des liaisons hydrogène qu’avec le résidu N6 d’une adénosine. Ce 
sont ces liaisons qui augmentent la stabilité de l’interaction avec l’ARNm (42, 43). La région 
« seed » est la portion la plus conservée d’un miR (44). Puisque c’est une petite séquence, un miR 
pourra reconnaître une multitude de cibles et ces dernières pourront être reconnues par une variété 
de miR. Si ces sites se retrouvent de 8 à 40 nt l’un de l’autre, les miR pourront même agir de 
manière coopérative (45, 46). Bien que la région « seed » soit cruciale pour la reconnaissance des 
cibles, la région 3’ d’un miR peut aussi, quoique de manière modérée, contribuer à celle-ci et dans 
certains cas compenser pour un « seed » plus court ou pour un « seed » contenant des 
mésappariements. Néanmoins, un appariement extensif en région 3’ du miR sans liaison du 
« seed » n’est généralement pas suffisant pour induire une régulation du transcrit (1, 41, 47). De 
plus, il a été montré que c’est la région 3’ du miR qui guide ceux-ci à un réservoir de cibles bien 
précis. C’est ainsi que des membres d’une même famille, soit des miR qui partagent un même 
« seed », ne ciblent pas nécessairement les mêmes ARNm (48). Les travaux de Yan et al. ont mis 
en lumière l’importance de différentes régions en 3’ du miR dans l’habileté d’un miR à réprimer 
une cible donnée. Afin d’étudier l’impact d’un appariement dans la région après le « seed », les 
auteurs ont divisé celle-ci en quatre modules différents :  
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Figure 1.3 Impact de la région après le « seed » dans la répression d’une cible pour un miR 
donné 
Un shRNA nommé miB et ayant déjà été montré comme efficace dans la répression de 
l’expression virale du virus du VIH a été utilisé afin d’étudier l’importance des régions hors du 
seed dans la régulation d’une cible par une miR donné. Ces régions ont été séparé en différents 
modules: module A (nt 9-11), module B (nt 12-14), module C (nt 15-17) et module D (nt 18-21). 
Figure tirée de Yan et al., 2018 (49). 
 
Leurs résultats montrent une hiérarchie dans l’importance de ces différents modules pour 
la répression d’une cible. Celle-ci s’exprime comme suit : B > C > A > D où les modules sont 
placés en ordre décroissant d’importance. Ainsi, dans le cas où le « seed » est lié à sa cible, le 
module B est celui qui a le plus d’impact sur la répression et donc un ou des mésappariements dans 
cette région résulteront en une répression très faible de la cible. Plus on progresse dans la hiérarchie 
de ces modules, plus des mésappariements auront un faible impact sur la capacité du miR à 
réprimer sa cible. Ces nouvelles données ont permis au groupe de générer un algorithme 
(MicroAlign) permettant de calculer l’efficacité de suppression d’un duplex miARN:cible donné 
(49). Il existe des cas où un « seed » partiel seulement peut être suffisant tant qu’un minimum de 
11 nt de suite seront appariés (entre les nt 4-14 ou les nt 5-15). Dans cette situation, le domaine 
catalytique d’AGO2 sera positionné de telle manière qu’il pourra cliver de façon endonucléasique 
l’ARNm et mener à sa dégradation (50).  
AGO2 peut être phosphorylé dans la région S824-S834 (S824, S828, T830, S831, S834) 
du domaine PIWI. Quévillon, Huberdeau et al. ont montré que ces phosphorylations 
n’intervenaient pas dans le chargement du miR dans le complexe RISC ni dans la localisation 
d’AGO2 mais bien dans l’interaction de miRISC et de sa cible. Effectivement, une fois cette région 
phosphorylée, la cible sera relâchée (51). Des travaux par un autre groupe montre que ces 
phosphorylations sont catalysées par CSNK1A1 (Casein Kinase 1 Alpha 1). L’expulsion de 
l’ARNm de miRISC favorise ensuite la déphoshorylation de ce dernier par ANKRD52-PPP6C et 
le cycle peut recommencer (52). 
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 Comme mentionné plus tôt, le mode principal de régulation d’ARNm par les miR chez les 
mammifères ne requiert pas de complémentarité complète avec la cible et mène à une inhibition 
de la traduction ainsi qu’à la déstabilisation de l’ARNm par une activité exonucléase (1, 43, 53). 
Celle-ci est initiée par le recrutement par AGO (Protein Argonaute) de TNRC6 (Trinucleotide 
Repeat Containing 6A) qui interagira avec PABPC (Poly(A) Binding Protein Cytoplasmic 1). Les 
déadénylases d’ARNm PAN2-PAN3 (PAN Deadenylation Complex Subunit 2 and 3) et CCR4-
NOT (Chemokine (C-C) Receptor 4 and CCR4-Associated Factor 1) pourront être à leur tour 
recrutées et il en résultera un raccourcissement de la queue Poly(A) qui mènera à l’enlèvement de 
la coiffe par DCP1:DCP2 (Decapping mRNA 1A and Decapping mRNA 2) et à une dégradation 
subséquente du transcrit par une activité exonucléase 5’à3’ de XRN1 (5’-3’ Exoribonuclease 1) 
(1, 53).  
La répression de la traduction est un effet bien connu de la régulation des ARNm par les 
miR et elle s’enclenche très tôt dans le processus. Cependant, son effet reste plutôt faible et la 
dégradation du transcrit est l’effet dominant de la régulation par les miR chez les mammifères 
(66% à >90%) (54, 55). Chez les plantes, les miR ont généralement une complémentarité plus 
extensive avec leurs cibles et ceci résulte en une activité endonucléase des protéines AGO du 
complexe RISC, on parle alors ici d’activité « slicer ». Bien que ce soit un mode de régulation très 
utilisé chez les plantes, il est plutôt rare de l’observer chez les mammifères (2, 50). Néanmoins, 
quelques exemples existent, c’est le cas notamment de miR-196 qui peut lier le transcrit du gène 
HOXB8 (Homeobox B8) de manière presque parfaite à l’exception d’une paire de bases qui suit 
les règles de l’appariement wobble (G : U). Cela mène à la dégradation endonucléasique de 
l’ARNm de HOXB8 (56). Hansen et al. ont mis en lumière le rôle de miR-671 dans la régulation 
d’un ARN circulaire, CDR1AS (CDR1 Antisense RNA), qui est exprimé dans le cerveau chez 
l’humain et la souris. L’appariement presque parfaite du miR pour ce transcrit mène à sa 
dégradation due à l’activité « slicer » d’AGO2 (57). 
De manière intéressante, Dallaire et al. ont montré que le même miR peut avoir différentes 
fonctions selon les stades du développement ainsi que le contexte cellulaire dans lequel il est 
exprimé. Par exemple, miR-228 et miR-35 ont un effet stabilisateur sur leurs cibles dans des 
cellules germinales alors que ces mêmes miR, dans des cellules somatiques, ont un effet 
déstabilisateur. Leurs travaux suggèrent que ces différences d’effets seraient dues à une 




 L’inflammation est la réponse du système immunitaire à une panoplie de stimuli néfastes. 
Ces derniers peuvent inclure des pathogènes, des dommages cellulaires ou encore une exposition 
à des composés toxiques. Généralement, une exposition à ces facteurs contribuera à générer une 
réponse inflammatoire aiguë qui aura pour but de restaurer l’homéostasie du tissu (59). Cependant, 
cette réponse peut devenir incontrôlée et l'on observera alors une transition à de l’inflammation 
chronique qui sera à l’origine d’une variété de maladies telles que les cancers, le diabète, l’obésité 
ainsi que des maladies cardiovasculaires, pulmonaires ou encore neurologiques (60). 
 1.2.1 Cellules composant le système immunitaire 
 Le système immunitaire se divise en deux catégories : inné et adaptatif. Le système inné 
représente notre première ligne de défense contre les pathogènes et cette réponse implique les 
neutrophiles, les macrophages et les monocytes. Le système adaptatif quant à lui consiste en une 
réponse antigène spécifique qui s’établit par l’action des lymphocytes T ou B. Cette réponse est 
souvent plus lente que celle générée par le système inné (elle peut prendre plusieurs jours voire 
même semaines afin de se développer), elle a cependant l’avantage de conserver une mémoire des 





Figure 1.4 Cellules du système immunitaire 
 Représentation des cellules formant le système immunitaire. Les cellules souches 
hématopoïétiques se différencieront en cellules progéniteurs lymphoïdes ou myeloïdes avant de se 
différencier davantage pour donner lieu aux cellules impliquées dans la réponse immunitaire innée 
ou adaptive. Tiré de Torang et al., 2019 (61). 
   
 Les miR jouent des rôles cruciaux dans le système immunitaire. Ils sont en effet impliqués 
dans une multitude de facettes telles que dans le développement, la maturation, l’activation, le bon 
fonctionnement ainsi que le vieillissement de diverses cellules immunitaires (62). Comme 
mentionné plus tôt, la réponse immunitaire doit être finement régulée afin de prévenir les effets 
néfastes que pourrait avoir une inflammation persistante et plusieurs miR sont impliqués dans cette 
régulation : 
Tableau 1.1 MiR liés à l’inflammation 
(adapté de Nejad et al., 2018 (63)) 
 
miRNA Targets Anti/pro-inflammatory 
let-7a IL-6 Anti 
let-7b TLR4, IL6, IGF2BP2 Both 
let-7e TLR4 Anti 
let-7i TLR4 Anti 
miR-9 p50, JAK1 Anti 
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Tableau 1.1 (Suite) 
miRNA Targets Anti/pro-inflammatory 
miR-10 IRAK4, TAK1 AND BTRC Anti 
miR-17/20a SIRP⍺, IL-8, TRAF2, cIAP1, cIAP2, USP2, PSMD13, 
VLDLR 
Both 
miR-18 PIAS3, TNFAIP3 Pro 
miR-19 TNFAIP3, RNF11, KDM2, ZBTB16, SOCS3, TNF⍺, PTEN, 
SOCS1, A20, ABCA1, BIM 
Both 
miR-21 PTEN, GSK3β, PDCD4, IL-12p35 Both 
miR-23a IKK⍺ Anti 
miR-23b IKK⍺, TAB2, TAB3 Anti 
miR-24 p110𝛿, CHI3L1 Both 
miR-26 MALT1, HMGA1, PTEN, TAK1, TAB3, HMGB1, COX-2 Both 
miR-27 MCPIP1 Both 
miR-33 HIF1⍺, ABCA1, ABCG1 Pro 
miR-34a RCAN1, FoxOs Anti 
miR-124 p65, TRAF6, C/EBP-⍺, PU.1 Anti 
miR-126 CYLD, TOM1, CXCL12 Both 
miR-132 AChE, SIRT1 Both 
miR-145 TIRAP, ADAM17, CD40 Both 
miR-146a TRAF6, IRAK1, IRAK2, FADD, IRAK4, RNF11 Both 
miR-146b TRAF6, IRAK1, IRAK2, MyD88, TLR4 Anti 
miR-155 TAB2, MyD88, IKKε, Ripk1, C/EBPβ, eNOS, p65, SHIP1, 
SOCS1 
Both 
miR-181a IL-1⍺, ephrins (EphA5, EphA7, EphB) Both 
miR-181b Importin-a3, TNF⍺, CYLD, ephrins (EphA5, EphA7, EphB) Both 
miR-203 MyD88, TNF⍺, IL-24, SOCS3 Anti 
miR-221/222 TNFAIP3, SOCS1, SOCS3, IRF-2 Pro 
miR-223 IKK⍺, granzyme B, Roquin, STAT3, Pknox1, NLRP3 Anti 
miR-301 NKRF, CD69, PIAS3 Pro 
miR-302b IRAK4 Anti 
miR-302d IRF9 Anti 
miR-320 NOD2, MMP13 Both 
miR-340 JAK1, BCL1, Cyclin-D1, MMP2, IL-4 Anti 
miR-674 MBNL13, PGM2L1, ENTPD6, MBNL3, CAMK1D, 
ALDH18A1 
Pro 
miR-1246 ACE2, PRKAR1A, PPP2CB, IGF2BP1 Both 
*Les miR en gras sont impliqués dans l’inflammation ainsi que dans la sénescence. 
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Les facteurs pro-inflammatoires sont cruciaux dans la coordination des différents types 
cellulaires requis pour l’organisation de la réponse inflammatoire. Bien que les cellules qui 
composent le système immunitaire soient une source importante de ces facteurs, il n’en reste pas 
moins que d’autres types cellulaires peuvent aussi les sécréter. Par exemple, selon un stress donné, 
une cellule pourra entrer en sénescence et cet état est connu comme étant accompagné d’un profil 
sécrétoire qui est pro-inflammatoire (64).  
1.2.2 La sénescence et le SASP (Senescence-Associated Secretory Phenotype) 
 La sénescence fut décrite pour la première fois en 1961 par Hayflick et Moorhead. Ces 
derniers avaient observé que des cellules gardées en culture sur une période prolongée ne 
proliféraient pas de manière infinie (65). Ce type de sénescence, que l’on nomme sénescence 
réplicative, s’enclenche lorsque les télomères, des structures que l’on retrouve au bout des 
chromosomes et qui raccourcissent à chaque division cellulaire, deviennent trop courts. Afin de 
préserver l’intégrité de l’information génétique, la cellule cessera de proliférer. Divers autres 
facteurs peuvent enclencher de manière prématurée ce mécanisme antitumoral. C’est le cas 
notamment des drogues cytotoxiques, de stress oxydatifs, des dommages à l’ADN et de 
l’activation d’oncogène (66). La sénescence se caractérise par un arrêt en phase G1/S du cycle 
cellulaire et est une réponse cellulaire dynamique qui comporte différents stades. La première 
phase que l’on nomme sénescence initiale, s’établit lorsque les voies de signalisation p16/Rb et/ou 
p53/p21 sont activées de manière robuste et prolongée ce qui se traduit par un arrêt du cycle 
cellulaire. La progression à un stade plus avancé, ou sénescence complète, requiert la diminution 
de la lamine B ce qui permet un remodelage de la chromatine et la production subséquente du 
SASP. Finalement, si ces cellules ne sont pas éliminées par le système immunitaire, elles peuvent 
atteindre un état de sénescence profond, lequel nécessite des changements génétiques et 
épigénétiques additionnels (67, 68). 
 En plus de la sénescence, l’apoptose, une mort cellulaire programmée, est un autre moyen 
par lequel la cellule pourra répondre à un stress donné. Le choix vers l’un ou l’autre semblerait 
dépendre de la sévérité ainsi que de la durée du stress inducteur. Par exemple, une exposition à un 
stress sévère induirait de l’apoptose alors qu’un stress plus modéré mènerait à de la sénescence. 
En effet, Spallarossa et al. ont montré que des cellules de cancer du sein (MCF7) entrent en 
 13 
sénescence lorsque traitées avec de basses doses de doxorubicine, mais font de l’apoptose si 
exposées à de hautes doses (69). En fait, le choix de la réponse cellulaire semblerait dépendre des 
niveaux d’induction de p53, de sa cinétique ainsi que de son activité transcriptionnelle (70, 71). 
En outre, p53 serait plutôt impliqué dans l’établissement de la sénescence alors que la voie p16/Rb 
aurait un rôle dans la maintenance de cette réponse cellulaire. En effet, les niveaux de p53 
diminuent une fois la sénescence induite alors que les niveaux de p16 restent élevés (71).  
 Un des effecteurs les plus importants de p53 est p21, un inhibiteur des CDK (Cyclin 
Dependent Kinase). Ce dernier est impliqué dans la régulation du cycle cellulaire et sa capacité à 
inhiber l’apoptose est aussi une fonction cruciale dans l’établissement de la sénescence. Par 
exemple, des traitements de cellules du cancer du côlon avec de hautes doses de doxorubicine 
induisent de l’apoptose et ces cellules expriment de bas niveaux de p21. Ces bas niveaux 
d’expression seraient le résultat d’une régulation négative initié par p53 à travers DNMT3a (DNA 
Methyltransferase 3 alpha). Ce dernier pourrait recruter HDAC1 au promoteur de p21 menant en 
une baisse subséquente des niveaux des groupements acétyle associés aux histones H3 et H4 (72). 
De manière intéressante, p21 peut aussi être activé de manière indépendante de p53. 
Effectivement, Aliouat-Denis et al. ont montré que CHK2 pouvait induire la transcription de p21 
dans un contexte où p53 est non fonctionnel (HeLa; cancer du col de l’utérus, SK-BR-3; cancer 
du sein et HaCaT; lignée cellulaire de kératinocyte immortalisée spontanément) et que ceci pouvait 
induire de la sénescence (73).  
 La sénescence s’accompagne généralement d’un profil sécrétoire qui est riche en cytokines 
et chimiokines pro-inflammatoires nommé le SASP. Ce dernier est très hétérogène et varie selon 
le type d’induction de la sénescence ainsi que selon le type cellulaire qui le produit (74). De plus, 
son activation est liée à la réponse des dommages à l’ADN (75). De manière intéressante, son effet 
peut être bénéfique (recrutement du système immunitaire aux lésions prémalignes, promotion de 
la réparation des tissues endommagés et renforcement de la sénescence de manière autocrine et 
paracrine) tout comme il peut être délétère (promotion de la prolifération, angiogenèse et 
inflammation) (64, 76). La sénescence induit plusieurs acteurs qui convergent vers l’activation de 
NF-kB (Nuclear Factor Kappa B), un régulateur principal du SASP. Par exemple, suite à une 
exposition à un stress menant à la sénescence, p38MAPK est induit et favorise la transcription de 
plusieurs facteurs du SASP à travers NF-kB (77). Les cellules sénescentes ont aussi moins de 
lamine B réduisant ainsi l’intégrité de la membrane nucléaire. Ceci résulte en une accumulation 
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aberrante de fragments de chromatine dans le cytoplasme et mène à une activation subséquente de 
la voie cGAS/STING (Cyclic GMP-AMP Synthetase / Stimulator of Interferon Genes). La 
signalisation par cette voie peut ensuite jouer un rôle dans la production du SASP par l’activation 
de NF-kB (78-80). Il est intéressant de noter que p53 contribue au SASP en induisant certains 
facteurs qui seront sécrétés, mais il est généralement considéré comme étant un régulateur négatif 
de ce phénotype. De surcroît, p53 atténue les caractéristiques oncogéniques (transition épitélio-
mésenchymateuse, invasivité des cellules cancéreuses, stimulation de la prolifération des cellules 
prémaligne/maligne) du SASP de manière cellulaire non autonome (81).  
 1.2.3 L’axe p53-SOCS1 
  Une exposition aux cytokines engendre la dimérisation des récepteurs tyrosine-kinase 
JAK (Janus Kinase) et favorise ainsi leur cross-phosphorylation et subséquente activation. Les 
groupements phosphates agissent comme site d’ancrage pour les protéines STAT (Signal 
Transducer and Activator of Transcription) qui une fois liées aux récepteurs JAK, pourront être 
activés pour ensuite transloquer au noyau en dimère afin d’activer la transcription de leurs gènes 
cibles. Ces derniers comprennent la famille SOCS (Suppressor Of Cytokine Signaling) qui est 
composée de huit membres différents, SOCS1-7 et CIS, et qui sont d’importants régulateurs 
négatifs de cette cascade de signalisation (82).  
 Des travaux menés dans notre laboratoire ont montré que dans la sénescence induite par 
une forme constitutivement active de STAT5A, SOCS1 peut agir en tant que protéine adaptatrice 
entre ATM et p53 et ainsi faciliter l’activation de ce dernier en favorisant sa phosphorylation en 
sérine 15 par ATM (83). Des travaux plus récents menés par Saint-Germain et al. ont montré que 
l’interaction p53-SOCS1 est régulée par la phosphorylation en tyrosine 80 de SOCS1. Cette 
modification post-traductionnelle serait catalysée par la famille des kinases SRC et elle résulterait 
en une inhibition de l’interaction avec p53. Ce mécanisme de régulation de l’axe p53/SOCS1 par 
la famille des SRC pourrait expliquer pourquoi certaines tumeurs expriment de hauts niveaux de 
SOCS1 tout en ayant un p53 fonctionnel. C’est le cas notamment dans les lymphomes DLBCL 
(Diffuse Large B-Cell Lymphoma) où les auteurs montrent, par immunohistochimie sur des 
microréseaux de tissu, que SOCS1 est fortement phosphorylé en tyrosine 80 et que ces lymphomes 
expriment aussi les kinases SRC de manière plus marquée que dans les tissus normaux. Les auteurs 
montrent aussi que des traitements avec des inhibiteurs des SRC dans des cellules de DLBCL (SU-
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DHL4) peuvent favoriser l’interaction p53/SOCS1. En outre, leurs résultats suggèrent que la 
phosphorylation en Y80 pourrait favoriser la formation de dimères de SOCS1 et que c’est par ce 
mécanisme que l’interaction avec p53 pourrait être prévenue (84).  
 De manière intéressante, SOCS1 pourrait aussi jouer un rôle dans la production du profil 
sécrétoire associé à la sénescence. Il est connu que SOCS1 peut inhiber NF-kB, un facteur bien 
connu comme étant un régulateur maître du SASP, en se liant directement à p65 résultant en la 
dégradation de ce dernier (85, 86). Une étude conduite au laboratoire révèle que SOCS1 pourrait 
aussi réguler le SASP à travers p53. Effectivement, nous avons montré que SOCS1 pouvait 
influencer le patron d’expression génique contrôlé par p53 et que ce nouveau profil inclurait 
plusieurs facteurs qui seront sécrétés (87).  
 1.2.4 MiR dans la sénescence 
 Tel que mentionné plus tôt, les miR sont impliqués dans une myriade de fonctions 
cellulaires et la sénescence n’y fait pas exception. Il y a en effet plusieurs miR qui sont impliqués 
dans différentes facettes de la sénescence, que ce soit dans la voie p16/Rb, la voie p53/p21 ou 
encore dans la régulation du SASP. Voici un résumé des miR impliqués dans la sénescence ainsi 






Figure 1.5 MiR impliqués dans la sénescence ainsi que leurs cibles. 
 Plusieurs miR jouent des rôles importants dans divers facette de la sénescence. Ces miR 
peuvent intervenir dans deux voies de signalisation qui sont cruciales dans l’établissement ou le 
maintien de la sénescence (p53/p21 ou p16/Rb). Ils peuvent aussi réguler des membres importants 
impliqués dans le SASP, un phénotype sécrétoire pro-inflammatoire qui accompagne la 
sénescence. Tiré de Munk et al., 2017 (88). 
 
1.2.5 MiR-155 
 Origine et fonctions 
  MiR-155 est encodé dans la région BIC (B-cell Integration cluster) du chromosome 21. 
Ce site était auparavant connu comme étant un site commun d’intégration rétrovirale d’AVL 
(Avian Leukosis Virus) causant des lymphomes des cellules B chez les poulets. Un peu plus tard, 
son homologue fut identifié chez l’humain et la souris. Ce fut la première démonstration qu’un 
ncRNA (non-coding RNA ou ARN non codant) pouvait être impliqué dans le processus de 
transformation puisque la caractérisation du transcrit a permis de démontrer qu’il ne contenait 
aucun ORF (Open Reading Frame). Par ailleurs, c’est par miR-155 que le transcrit BIC accomplit 
son action oncogénique, car c’est la partie la plus conservée du transcrit et miR-155 n’est exprimé 
que dans les cellules qui expriment aussi BIC (89, 90). 
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Ce miR est impliqué dans une pléthore de fonctions notamment dans l’immunité, autant 
innée qu’adaptative. En effet, diverses études montrent que miR-155 est induit suite à l’activation 
des lymphocytes B et T. Rodriguez et al. ont généré un modèle de souris déficientes pour Bic/miR-
155 et ont observé que, bien que les souris étaient viables, elles avaient tendance à développer des 
pathologies reliées aux poumons (fibrose, remodelage des voies aériennes couramment associé 
avec des problèmes d’inflammation chronique, augmentation du nombre de leucocytes détectés 
par collecte des cellules non adhérentes des poumons) ainsi que de l’inflammation entérique. Ces 
observations suggèrent une fonction de miR-155 dans l’homéostasie du système immunitaire. De 
plus, l’immunité adaptative de ces souris est compromise, car un vaccin contre la bactérie S. 
typhymirium ne les protégeait pas contre cette infection, comme ce fut le cas pour les souris 
contrôles. Les auteurs ont montré que ce phénomène était le résultat des cellules dendritiques qui 
ne pouvaient accomplir leur fonction de présentation d’antigènes (91). Une autre étude dans des 
cellules de macrophages de souris (RAW 264.7) montre qu’une fois stimulées avec du LPS 
(Lipopolysaccharide), un composé que l’on retrouve sur la membrane externe des bactéries gram-
négatives, les niveaux de miR-155 augmentent. Les auteurs observent aussi une augmentation de 
ce miR suite à des injections de LPS dans des souris C57BL/6 de type sauvage (92). Il semblerait 
que miR-155 jouerait un rôle dans la production de TNF-a (Tumor necrosis factor alpha) en 
intervenant au niveau de l’ARNm. Les auteurs spéculent que cet effet serait le résultat d’une 
stabilité accrue du transcrit de TNF-a grâce à miR-155 (92). Ce miR est aussi impliqué dans la 
polarisation des macrophages. Ces derniers répondent aux signaux environnementaux en adoptant 
deux types de profils : le profil M1 qui est dit classique et qui est pro-inflammatoire et le profil 
M2 qui est dit alternatif et qui est anti-inflammatoire. MiR-155 est augmenté dans le profil M1 
alors qu’il est réduit dans le profil M2 (93, 94). Il semble jouer un rôle pro-inflammatoire, car il 
régule environ 650 gènes pour ce phénotype. De plus, il est induit de manière rapide, lui permettant 
ainsi de cibler des régulateurs négatifs de l’inflammation tels que SOCS1 (Suppressor of Cytokine 
Signalling 1) et SHIP1 (Src Homology 2 domain containing Inositol polyphosphate 5’-
phosphatase 1). À un stade plus avancé de la réponse inflammatoire, l’expression de miR-155 sera 
réprimée par la cytokine IL-10 (95).  
 Les premières indications montrant que miR-155 est oncogénique remontent à une 
quinzaine d’années avec une étude conduite par Metzler et al. qui montrait que ce miR était 
fortement exprimé dans des échantillons de lymphome de Burkitt chez l’enfant (96). Peu après, 
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une autre étude, par Eis et al., analysa différents échantillons provenant de patients atteints de 
DLBCL (Diffuse large B-cell lymphoma), CLL (Chronic lymphocytic leukemia) ou de lymphome 
des cellules B de la zone marginale. Les niveaux de miR-155 furent étudiés et il s’avéra que d’un 
patient à l’autre, les niveaux augmentaient, allant de deux à une cinquantaine fois plus élevé (90). 
Une étude de la même année reliait miR-155 au cancer du sein et depuis, plusieurs autres études 
mirent en lumière son rôle dans divers cancers hématologiques (DLBCL, Lymphome folliculaire, 
CLL, lymphome Hodgkinien, AML (Acute myeloid leukemia)) de même que dans des cancers 
« solides » (cancer du poumon, du colon, cervical, du pancréas) (97, 98).   
 Bien que son rôle soit oncogénique, il semblerait que son effet dépende de ses niveaux. 
Effectivement, les travaux de Narayan et al. montrent que selon les niveaux d’expression de miR-
155 dans les cas d’AML, cela résulte en deux situations bien distinctes. De hauts niveaux 
d’expression mènent à une activation accrue de gènes pro-inflammatoires ainsi qu’à une 
diminution de gènes impliqués dans la prolifération cellulaire. En revanche, si miR-155 est 
exprimé à des niveaux intermédiaires, il aurait un rôle plus oncogénique. En effet, à ce niveau 
d’expression, les auteurs observent une diminution des gènes impliqués dans la différenciation des 
cellules myéloïdes, tels que Cebpb, Spi1 et Maf, ainsi qu’une diminution des gènes qui sont 
souvent associés avec une perte de fonction dans les cas d’AML (Pml par exemple). De surcroît, 
une analyse des niveaux d’expression de miR-155 chez une cohorte de patients pédiatriques 
atteints d’AML révèle que l’expression moyenne de miR-155 atteint davantage des niveaux 
intermédiaires plutôt que de hauts niveaux, supportant un rôle oncogénique pour des niveaux 
intermédiaires de miR-155 (99). Un autre exemple qui soutient le fait que miR-155 cible différents 
ARNm selon ses niveaux totaux est celui de la stimulation par le LPS des macrophages de souris 
(RAW264.7). Suite à ces traitements, les niveaux de miR-155 augmentent sur une période de 48H. 
Une cible confirmée de miR-155 est Qki (Protéine Quacking) et comme attendu, elle diminue de 
manière assez rapide après les traitements au LPS. Cependant, passé une douzaine d’heures, ses 
niveaux reviennent au stade préstimulation, et ce même si miR-155 continue d’être augmenté. De 
surcroît, un antisense contre miR-155 augmente l’expression de Qki tôt après la stimulation, mais 
n’a plus d’effet lorsqu’administré plus tard (100).   
MiR-155 joue aussi un rôle dans la réponse immunitaire contre le cancer. Selon le type 
cellulaire dans lequel il sera exprimé, sa présence à de hauts niveaux sera ou non délétère pour les 
cellules cancéreuses. En effet, il a été montré que miR-155 est impliqué dans l’accumulation des 
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MDSC (Myeloid-derived suppressor cells) au sein des tumeurs. De plus, en ciblant SOCS1 et 
SHIP1 dans ce type cellulaire, miR-155 favoriserait une activité aberrante de STAT3 résultant en 
une prolifération cellulaire accrue ainsi que la croissance des tumeurs (101). Par ailleurs, une 
accumulation de miR-155 dans les Treg (Regulatory T-Cell), un autre type cellulaire qui crée un 
environnement immunosuppressif au sein de la tumeur, serait requis pour un bon développement 
de ces cellules. En revanche, de hauts niveaux seraient bénéfiques dans le cas des TAM (Tumor 
associated macrophages) pour la polarisation de type M1 qui aurait des propriétés anti-
tumorigénique. Cette polarisation passerait par l’inhibition de la signalisation par IL-13, car miR-
155 peut cibler son récepteur. En outre, ce miR cible aussi des effecteurs impliqués dans la 
polarisation de type M2 tels que SOCS1, DC-SIGN (Dentritic Cell-Specific Intracellular Adhesion 
Molecules), CCL18 (C-C Motif Chemokine Ligand 18), CD13 (Aminopeptidase N) et SERPINE1 
(Serpine Family E member 1). MiR-155 a également des effets bénéfiques chez les cellules 
dendritiques (DC) qui sont infiltrées dans la tumeur. Cet effet est dû à une bonne activation des 
cellules T chez lesquelles les DC favorisent une réponse antitumorale (102). Chez les cellules NK 
(Natural Killer), une bonne expression de miR-155 résulte en une production d’IFN-g (Interféron 
gamma) dans le micro-environnement tumoral. L’IFN-g participe à l’activation de l’immunité 
innée ainsi qu’acquise. Cette cytokine sert entre autres à recruter CD4+ (Th ou T Helper) et CD8+ 
(CTL ou Cytotoxic T Lymphocyte) dans ce micro-environnement. Les CD4+ seront impliquées 
dans l’élimination de la tumeur ainsi que dans l’activation des CD8+ afin qu’elles aussi agissent 
contre la tumeur. MiR-155 est aussi impliqué dans le bon fonctionnement des cellules CD8+ et ses 
niveaux sont cruciaux dans la réponse antitumorale de ces cellules (103). 
 
 Rôle dans la résistance aux traitements contre les cancers 
 Soit par divers mécanismes génétiques, épigénétiques ou par des changements dans le 
micro-environnement tumoral, le traitement des cancers peut donner lieu à de la résistance à ces 
traitements. MiR-155 est documenté comme étant impliqué dans le processus de résistance à 
différents traitements contre le cancer, et ce, dans une variété de cancers tels que le cancer du sein, 




Tableau 1.2 MiR-155 dans la résistance aux traitements contre le cancer 
(adapté de Bayraktar et Van Roosbroeck, 2018 (97)) 
Target / 
Pathway Cancer Type Effect on resistance Therapeutic agent 
TP53 Lung cancer and leukemia cell Induces chemoresistance Cisplatin and 
doxorubicin 
APAF1 Lung cancer Induces chemoresistance Cisplatin 
WEE1 Endocervical adenocarcinoma Induces chemoresistance Cisplatin 
FOXO3A Breast cancer Induces chemoresistance Paclitaxel and 
doxorubicin 
SMAD2 Cervical cancer Induces 
chemosensitivity 
Cisplatin 
AKT et ERK Lung cancer Induces chemoresistance Doxorubicin 
GATA3 Prostate cancer cells Induces chemoresistance Paclitaxel 
NRF2 Lung cancer Increases arsenic 
trioxide resistance 
Arsenic trioxide 
FOXO3A Lung cancer Induces radioresistance Irradiation 
FOXO3A Colorectal cancer Induces radioresistance Irradiation 
HK2 Lung Cancer Induces radioresistance Irradiation 
UBQLN1 Nasopharyngeal carcinoma Induces radioresistance Irradiation 
RAD51 Triple-negative breast cancer Reduces radioresistance Irradiation 
SMAD2 Lung cancer Increases gefitinib 
resistance 
Gefitinib 
FOXO3A Lung cancer Increases gefitinib 
resistance 
Gefitinib 




Par ailleurs, un anti-miR-155 est actuellement en essais cliniques en phase 2 pour le CTCL 
(Cutaneous T-Cell Lymphoma) (NCT03837457) et en phase 1 pour ATLL (Adult T-Cell 
Leukemia/Lymphoma), DLBCL et CLL (NCT02580552) (107).   
1.2.6 MiR-19 
 Polycistron miR-17-92 
 Le polycistron miR-17-92 se trouve sur le chromosome 13 et encode six miR différents 
appartenant à quatre familles différentes : miR-17 et miR-20a de la famille miR-17, miR-18a de 
la famille miR-18, miR-19a et miR-19b de la famille miR-19 ainsi que miR-92a de la famille miR-
92. Il existe deux paralogues à ce polycistron (miR-106b-25, encodé sur le chromosome 7 et miR-
106a-363, encodé sur le chromosome X) pour lesquels les différents miR respectifs appartiennent 
aussi aux quatre différentes familles de miR énumérées plus tôt (108). MiR-17-92 est soumis à la 
 21 
régulation transcriptionnelle de différents facteurs tels que NF-kB, les membres de la famille E2F 
ainsi que de c-myc et n-myc (108, 109). Il est intéressant de noter que miR-17 et miR-20a 
interviennent dans une boucle de rétroaction négative en ciblant la famille des facteurs 
transcriptionnels E2F (109). En plus de la régulation du polycistron au niveau transcriptionnel, ce 
dernier peut aussi être régulé au niveau de sa maturation. Il a été montré que le pri-miR-17-92 
adopte une structure secondaire de forme globulaire compacte et que celle-ci est possible grâce à 
l’interaction de NMSL (Non-miRNA stem-loop) et de la tige-boucle de miR-19b. Ceci résulte en 
l’internalisation de miR-18a, miR-19b et de miR-92a qui sont donc moins accessible pour un 
clivage par DROSHA pour créer leur pre-miR respectif (110, 111). 
 
 
Figure 1.6 MiR-17-92 et ses paralogues 
 Il existe deux paralogues au polycistron miR-17-92 : miR-106a-363 et miR-106b-25. À 
eux trois, les miR qu’ils encodent appartiennet à quatre familles (miR partageant le même seed) 
différentes soit celles de miR-17, miR-18, miR-19 et miR-92.  
 
Le polycistron miR-106a-363 n’est pas exprimé lors du développement embryonnaire, ce 
n’est donc pas étonnant que sa délétion chez la souris ne génère pas de défauts majeurs lors de ce 
processus. miR-106b-25 est exprimé lors de l’embryogenèse et le knockout séparé ou simultané 
de miR-106b-25 et de miR-106a-363 n’affecte pas le développement des souris. Cependant, le 
knockout simultané de miR-17-92 et de miR-106b-25 résulte en un fœtus non viable présentant de 
sévères défauts cardiaques et une grande activité apoptotique dans les cellules du foie du fœtus, du 
système nerveux central ainsi que dans l’éminence ganglionnaire latérale. Puisque miR-106b-25 
n’encode pas de miR appartenant à la famille de miR-18 et de miR-19, il est possible que ces deux 
familles jouent un rôle crucial dans le processus du développement (108, 112).  
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Le polycistron miR-17-92 est impliqué dans une grande variété de processus biologiques 
comme par exemple dans le développement où il est d’abord grandement exprimé dans les cellules 
embryonnaires alors que ses niveaux diminueront dans des cellules en différenciation terminale 
(113). Le modèle de souris miR-17-92-/- est létal dans la période périnatale. Les embryons 
présentent de graves défauts squelettiques au niveau des pattes, sont de plus petite taille et 
présentent des microcéphalies. De plus, ils ont des défauts cardiaques ainsi que des poumons sous-
développés (112). Ces défauts développementaux sont très similaires aux défauts observés chez 
des patients qui sont atteints du syndrome de Feingold. Ce fut la première démonstration de 
l’implication des miR dans un syndrome développemental chez l’humain (108, 114). MiR-17-92 
est aussi impliqué dans une variété d’autres processus biologiques tels que le développement et la 
survie des cellules B, dans les maladies neurodégénératives, cardiovasculaires et immunitaires 
ainsi que dans les cancers (108).   
MiR-19 dans les cancers 
 Le polycistron miR-17-92 joue un rôle oncogénique dans bien des cas. Bien que les 
différents membres du polycistron aient divers rôles dans la transformation tumorale, c’est miR-
19 qui est le composant oncogénique principal de ce transcrit. En effet, des études dans un modèle 
de souris Eµ-Myc, qui réplique le lymphome de Burkitt, montrent que miR-19 spécifiquement 
coopère avec Myc dans la formation de lymphome des cellules B. Ce rôle oncogénique pour miR-
19 passe par la répression d’une de ses cibles, Pten, qui résulte en une activité accrue de la voie de 
signalisation AKT-mTOR (AKT Serine/Threonine Kinase 1 – Mammalian Target of Rapamycin) 
(115, 116). De surcroît, il a été montré que dans les cancers colorectaux, miR-19 était surexprimé 
et qu’il ciblait CTGF (Connective Tissue Growth Factor) favorisant ainsi l’angiogenèse (117).  
De manière intéressante, le rôle protumoral de miR-19 pourrait être contrebalancé par miR-
92a. Effectivement, l’expression d’une forme tronquée du polycistron à laquelle il manquerait 
miR-92a présenterait une activité oncogénique plus marquée. De plus, si miR-92a est surexprimé 
seul, il favorisera la prolifération des cellules B. Il semble donc qu’il faut que les deux soient 
exprimés de pair afin que miR-92a puisse exercer un effet antitumoral et cet effet est dépendant 
d’une voie de signalisation intègre de p53 (118). Selon le contexte, certains de ses membres 
peuvent avoir des rôles de suppression tumorale. Par exemple, en ciblant AIB1 (Amplified in 
Breast Cancer 1 protein), miR-17 intervient en tant que suppresseur de tumeur dans les cancers du 
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sein (119). Dans certains cas de carcinome hépatocellulaire, miR-20a est diminué, ce qui permet 
une prolifération cellulaire accrue (120).  
Ceci démontre à quel point la dynamique des différents membres est complexe et comment 
leurs rôles peuvent être très dépendant du contexte dans lequel ils sont exprimés. 
 
Tableau 1.3 Les membres du polycistron miR-17-92 dans le développement, les cancers et 
autres maladies  
(adapté de Mogilyansky et Rigoutsos, 2013 (108)) 
*Une flèche rouge indique que le miR est augmenté dans la maladie. Une flèche verte indique 
que le miR est diminué dans la maladie. Un point noir signifie que le miR est impliqué dans un 
processus développemental donné. 
 
 1.2.7 MiR-146a 
 Origine et fonctions de miR-146 
 La famille miR-146 est composée de deux membres, soit miR-146a qui est encodé sur le 
chromosome 5 et miR-146b qui se trouve sur le chromosome 10. MiR-146a fut identifié pour la 
première fois par Lagos-Quintana et al. dans les tissus cardiaques de souris (121). Il aura fallu 
attendre quatre années avant que son homologue humain soit confirmé par Taganov et al. (122). 
Bien que les deux membres soient très similaires en termes de séquence (ils ne diffèrent que par 
deux nucléotides dans leur région 3’) leur régulation transcriptionnelle ainsi que leur maturation 
semblent être des processus qui sont régulés de manière spécifique pour chacun d’eux. 
Effectivement, leur transcription n’est pas toujours synchronisée ou temporellement coordonnée, 
ni nécessairement régulée par les mêmes facteurs ou cofacteurs. En fait, selon les différents tissus, 
ils ne suivent pas le même patron d’expression (123). Par exemple, il a été montré que suite à des 
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traitements au LPS, les deux miRs sont produits. Cependant, seulement miR-146a s’accumule sous 
la forme mature (122). De même, leur production n’est pas stimulée par les mêmes cytokines; 




Figure 1.7 Facteurs de transcription qui régulent la famille miR-146 
*Ces facteurs de transcription ont été validés par ChIP ou mutagenèse 
 
 Il est connu que miR-146a est impliqué dans la régulation de la réponse inflammatoire, car 
il agit en tant que rétro-inhibiteur de la voie de NF-kB en ciblant TRAF6 (TNF Receptor Associated 
Factor 6) et IRAK1 (Interleukin-1 Receptor Associated Kinase 1). Il est induit lors de stimulation 
au LPS par NF-kB (122). Il peut aussi jouer un rôle dans l’immunité acquise en intervenant dans 
l’activation des cellules T. Les lymphocytes T régulateurs (Treg ; Regulatory T-Cell) sont 
essentiels dans le maintien de l’homéostasie de la réponse immunitaire et une déficience en miR-
146a résulte en une augmentation du nombre de cellules Treg. Toutefois, leurs fonctions seront 
compromises. Dans un modèle où miR-146a est délété, les cellules Treg perdent de leur effet 
immunosuppressif en produisant plus d’IFN-g et cet effet passe par une augmentation de la voie 
de signalisation STAT1. Cette production non régulée d’IFN-g mène à une réponse immunitaire 
aberrante des Th1 (T Helper 1) (125).  
 NF-kB est au cœur de l’interface entre l’inflammation et les cancers. En effet, une 
augmentation de la signalisation par NF-kB résulte en une accumulation de cytokines pro-
inflammatoires qui contribuent à un micro-environnement prompt à la tumorigenèse et miR-146 
est intimement lié à ce phénomène (126, 127). Bhaumik et al. ont été les premiers à clairement lier 















cellules du cancer du sein métastatique, atténuait les niveaux protéiques de IRAK1 et de TRAF6 
menant à une diminution subséquente de la signalisation par NF-kB. Les cellules exprimant miR-
146a/b montraient aussi une capacité réduite de leur motilité ainsi que d’invasion (127). Des 
travaux de Zhong et al. suggèrent que miR-146a serait important dans la répression de la migration 
transendothélial des cellules cancéreuses. Ce processus d’extravasation est requis pour établir des 
métastases et peut passer par E-selectin, une molécule d’adhérance cellulaire exprimé par les 
cellules endothéliales. Les auteurs ont montré que miR-146a est induit par les voies de 
signalisation de p38, ERK et JNK et peut réprimer l’expression de E-SELECTIN à travers une 
inhibition de la voie NF-kB (128). 
MiR-146a est aussi impliqué dans le syndrome 5q- qui est caractérisé par une délétion du 
bras long du chromosome 5 sur lequel il se trouve. De pair avec miR-145, qui est aussi délété dans 
ce syndrome, leur absence mène à une augmentation de TIRAP et de TRAF6, ce qui résulte en une 
augmentation des niveaux d’IL-6 circulant. Les auteurs ont montré que c’est cette cytokine qui est 
en partie responsable des caractéristiques du syndrome 5q- (dysplasie mégakaryocytaire et 
thrombocytose) (129). 
 Il a été montré qu’un polymorphisme d’un seul nucléotide (SNP : Single Nucleotide 
Polymorphism) de miR-146a, rs2910164 (G/C), est associé avec une diminution des niveaux du 
précurseur ainsi que de la forme mature de ce dernier. Ce SNP est positionné dans le brin passager 
et est associé à un risque plus élevé pour divers cancers (cancer du sein, hépatocellulaire ou cancer 
papillaire de la thyroïde) ainsi que pour quelques maladies inflammatoires (maladies coronariennes 
et maladie de Behcet) (130, 131). De manière intéressante, des études chez des patients atteints de 
cancer papillaire de la thyroïde ou encore chez des patients ayant la maladie de Behçet montrent 
que la forme hétérozygote du SNP (GC) serait délétère, mais la forme homozygote (CC ou aussi 
GG pour le cancer de la thyroïde) aurait des propriétés protectives (132, 133). Des études plus 
approfondies mené par Jazdzewski et al. révèlent que la forme hétérozygote produit en fait trois 
miR matures soit miR-146a, miR-146a*G et miR-146a*C. Comme le SNP se retrouve dans la 
région « seed » du brin passager de miR-146a, cela affecte les transcrits ciblés par ceux-ci 




L’expression de miR-146a est diminuée dans nombre de cancers et divers mécanismes qui 
expliquent cette diminution ont été décrits. Sa transcription peut être perturbée par la méthylation 
de son promoteur aux ilots CpG comme c’est le cas dans les carcinomes hépatocellulaires ainsi 
que dans les cancers de la prostate (135, 136). Il a été montré que PVT1 (Plasmacytoma Variant 
Translocation 1), un lARNnc (Long Non-Coding RNA), intervenait dans cette méthylation des 
ilots CpG dans les cancers de la prostate. Le mécanisme par lequel cela s’effectue reste cependant 
nébuleux et les auteurs suggèrent que ce n’est probablement pas dû à un effet « direct » de PVT1 
(137). Les modifications d’histones peuvent aussi réguler l’expression de miR-146a notamment 
par l’acétylation de l’histone H3 dans les macrophages ou encore par la tri-méthylation de H3 par 
EZH2 (Enhancer of Zest Homolog 2), lui-même recruté par YYI (Yin and Yang 1) dans les cancers 
de la prostate (138, 139). Enfin, miR-146a peut aussi être régulé au niveau de sa fonction en 
interagissant avec des lARNnc. Dans les TAM des cancers endométriaux, NIFK-AS1 (NIFK 
Antisense RNA 1), un lARNnc avec lequel miR-146a interagit, est diminué, ce qui permet à miR-
146a de cibler NOTCH1 et d’ainsi promouvoir la polarisation de type M2 de ces TAM. Cette 
polarisation est associée avec une augmentation de la migration ainsi que de l’invasion des cellules 
d’EC (Endometrial Cancer) (140). Dans les cas de NSCLC (Non-Small-Cell Lung Carcinoma), le 
lARNnc SNHG16 (Small Nucleolar RNA Host Gene 16) est augmenté et séquestre miR-146a ce 
qui permet la progression de la maladie (141). 
 1.2.8 CeRNA 
 L’activité des miR peut être régulée de manière variée et une de ces manières se nomme 
ceRNA (Competing Endogenous RNA). Cette théorie stipule qu’une augmentation des sites de 
liaison pour un miR donné diminuerait la disponibilité de ce dernier et résulterait en un 
relâchement subséquent de la régulation d’autres transcrits qui contiennent des MRE pour ce miR 
(142). Toutefois, deux visions s’opposent quant à la validité de cette hypothèse et différents 
modèles sont proposés dans la littérature.  
Afin d’étudier l’effet de ceRNA sur l’activité de répression de miR-122, un miR hautement 
exprimé dans les hépatocytes, Denzler et al. ont utilisé une construction qui surexprime l’Aldolase 
A (AldoA), une cible connue de miR-122. En modulant la quantité de MRE ajoutée par cellule, ils 
concluent que pour exercer un effet, les ceRNA doivent dépasser le DRT (Derepression Threshold; 
valeur à laquelle les cibles d’un miR donné sont déréprimés de 10% de la répression totale 
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lorsqu’aucun MRE additionnel n’est présent) et que ce dernier est assez élevé et est indépendant 
du niveau du miR à l’étude. Le miR doit cependant être exprimé à des niveaux suffisants pour 
avoir un effet sur ses cibles et ainsi être sujet à l’effet ceRNA. Afin d’étudier l’effet ceRNA sur 
l’ensemble des cibles prédites de miR-122, les auteurs ont effectué un RNA-seq sur des 
hépatocytes primaires transfectés avec différents MOI (Multiplicity of infection) d’AldoA (MOI 
de 2, 20 ou 200). Ils observent une dérépression des cibles de miR-122 à des MOI de 20 et de 200. 
Ces valeurs équivalent à une augmentation respective des transcrits de 6-12% et de plus de 50% 
de la population totale des ARNm. Cependant, si l’on compare ces valeurs avec celles du 
contributeur le plus élevé dans ces cellules, celui-ci ne représente que 1.6% des transcrits totaux. 
Les auteurs concluent donc qu’il est peu probable qu’en conditions physiologiques, un ceRNA 
atteigne ces niveaux (143). 
 Ce groupe complète leur étude dans un second article qui utilise cette fois des 
constructions-rapporteurs contenant un ou trois sites de liaison en région 3’UTR (Untranslated 
Region) de mCherry pour différents miRs. Les auteurs montrent que l’IC50 (Concentration 
inhibitrice médiane) d’un miR est environ égal au TAapp (Apparent Target Abundance) qui est la 
somme des sites de liaison 6-, 7-, et 8-mer dans la région 3’UTR. Ils montrent que les 7-mer et les 
6-mer sont efficaces à 50% et 20% respectivement dans leur habileté à compétitionner lorsque 
comparés à un site 8-mer. Les auteurs affirment donc que même si les sites 6-mer sont beaucoup 
moins efficaces comme site, ceux-ci contribuent davantage au bassin effectif de sites de liaison 
qu’attendu, malgré leur efficacité marginale dans la répression des cibles. Ils concluent donc que 
le TAapp est une bonne approximation de la population des sites effectifs endogènes pour un miR 
donné. De plus, les auteurs se penchent sur la coopération des sites de liaison entre eux et sur l’effet 
que cela pourrait avoir sur le DRT. Leurs résultats suggèrent que des ceRNA qui contiennent des 
sites qui coopèrent (sites qui favorisent la liaison d’un autre miR à un site qui se trouve entre 8 et 
60 nucléotides de distance) ne requièrent que 20%-50% du nombre normalement requis. Ceci est 
dépendant du type de site qui coopère; plus le site est de basse affinité (6-mer), moins la 
coopération a d’effet sur le DRT. Malgré tout, les auteurs concluent que ça n’est toujours pas 
suffisant pour observer un effet ceRNA dans des conditions physiologiques. En résumé, leur 
modèle d’affinité mixte stipule que la population d’un miR donné est distribuée de manière 
indépendante sur tous les types de sites (8-, 7- et 6-mer) et qu’afin d’observer un effet ceRNA, il 
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faut que les niveaux de ce dernier se rapprochent du TA, ce qui serait peu probable en conditions 
physiologiques (144). 
 En réponse à ce modèle, Bosson et al. proposent un modèle hiérarchique dans lequel ce 
n’est non pas le nombre de cibles disponibles qui dicte la susceptibilité à l’effet ceRNA mais bien 
le ratio miR:cibles. Dans leur modèle, le réservoir de sites cibles total est divisé en groupes basés 
sur l’affinité de ceux-ci. Il est important de noter que ces cibles ne compétitionnent pas de manière 
équivalente, c’est-à-dire qu’un site avec une plus grande affinité sera lié de manière préférentielle. 
Ainsi, plus le ratio miR:cibles sera petit, plus le miR en question sera lié aux cibles de grande 
affinité alors que plus le ratio sera grand, plus les liaisons du miR avec ses cibles se propagera à 
des sites de moindre affinité. De cette manière, un grand ratio miR:cibles sera moins sensible à 
l’effet ceRNA dû à une grande capacité tampon permis par de hauts niveaux de miR. À l’inverse, 
un petit ratio sera plus sensible à une augmentation de MRE de grande affinité, car les plus bas 
niveaux de miR seront plus facilement titrés. Les auteurs ajoutent que le ratio miR:cibles est 
vraiment crucial afin de déterminer si un miR sera sensible ou non à l’effet ceRNA mais la 
concentration absolue du réservoir de cibles est aussi important. Effectivement, miR-293 a un ratio 
miR:cibles suffisamment élevé pour lier des 6-mers. Cependant, la taille absolue du réservoir de 






Figure 1.8 Modèle proposé par Denzler et al. et Bosson et al. afin d’illustrer les conditions 
requises pour un possible effet ceRNA 
Le modèle non-hiérarchique proposé par Denzler et al. proposent que les miR lient autant 
des sites de grande affinité que des sites de plus petite affinité. Leur modèle suggère qu’il faudrait 
ajouter un nombre presque équivalent au réservoir de cibles totale afin de générer un effet de 
compétition. En opposition, Bosson et al. proposent un modèle hiérarchique où les miR lient des 
sites de grande affinité avant de lier ceux de plus petite affinité. Selon leurs travaux, ce serait le 
ratio miR :cibles qui serait le plus indicatif si un miR pourra être soumis à un effet ceRNA ou non. 
En effet, un plus petit ratio serait requis pour être affecté par les ceRNA tandis qu’un grand ratio 
ne le serait pas dû à une plus grande capacité tampon du système. Figure adaptée de Smilie et al. 
(2018). 
 
 Bien que des doutes persistent quant à l’aspect physiologique de l’hypothèse ceRNA, il 
existe différentes démonstrations de cet effet dans la littérature. Notamment, avec le concept 
d’éponge artificielle à miR, introduit pour la première fois par Ebert et al. en 2007. Ces 
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constructions consistent en une série de sites de liaison pour un miR donné qui contiennent un 
mésappariement aux nucléotides 9-12 du miR afin d’éviter une dégradation qui requiert l’activité 
slicer (146). Depuis, plusieurs groupes ont utilisé cet outil, et ce, dans divers contextes. Par 
exemple, Huang et al. se sont intéressés au rôle de miR-204 dans la différenciation de cellules 
souches mésenchymateuses. Ils ont montré qu’une inhibition de ce dernier à l’aide d’une éponge 
exprimée par un vecteur rétroviral favorisait une différenciation ostéogénique plutôt qu’une 
différenciation adipogénique (147). Certains groupes ont aussi adapté cette technologie pour des 
études in vivo. C’est les cas de Carè et al. qui ont utilisé un vecteur adénoviral contenant des sites 
de liaison en tandem pour miR-133 dans le 3’UTR de la eGFP (Enhanced Green Fluorescence 
Protein) afin d’étudier son rôle dans l’hypertrophie cardiaque (148).  
Les éponges restent des outils artificiels et certains pourraient prétendre que les niveaux 
d’expression requis afin d’observer un effet ne rencontrent pas des conditions physiologiques. 
Néanmoins, il existe des exemples endogènes de ceRNA notamment avec des pseudogènes. Ces 
derniers ne peuvent produire de protéine fonctionnelle et c’est pourquoi pendant longtemps, ils ont 
été considérés comme étant de « l’ADN déchets ». Cependant, ces pseudogènes peuvent produire 
un transcrit d’ARN qui sera très similaire à celui du gène parental et par conséquent, pourra 
partager différents sites de liaison pour les mêmes miR. Par exemple, le pseudogène BRAFP1 
(BRAF pseudogene 1) joue un rôle oncogénique en ayant un effet ceRNA sur BRAF (B-Raf Proto-
Oncogene, Serine/Threonine Kinase), car BRAFP1 est capable de séquestrer des miRs qui ciblent 
aussi BRAF, réduisant l’inhibition de ce dernier et menant ainsi à une activation subséquente de 
la voie de signalisation des MAPK/ERK (Mitogen Activated Protein Kinase/Extracellular signal-
Regulated Kinase). De surcroît, l’effet de ce pseudogène passe vraiment par son transcrit d’ARN 
et non pas par de possibles micropeptides, car il n’est pas associé avec des ribosomes actifs pour 
la traduction. Fait intéressant, les auteurs notent qu’en présence du pseudogène de Braf de souris 
(Braf-rs1), un rapporteur luciférase montre une meilleure dérepression lorsque de plus petites 
quantités de mimiques (1 nM vs 10 nM) sont transfectées (149). Cette observation va de pair avec 
le modèle proposé par Bosson et al. qui suggère qu’un plus petit ratio miR:cibles est plus sujet à 
l’effet ceRNA (145). De manière similaire, le pseudogène de PTEN (Phosphatase and Tensin 
Homolog), nommé PTENP1 (Phosphatase and Tensin Homolog Pseudogene 1), exerce un effet de 
suppression tumorale sur son gène parental. En effet, la surexpression du 3’UTR de PTENP1 
favorise une accumulation de l’ARNm ainsi que de la protéine de PTEN ce qui se traduit par une 
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diminution de la prolifération (150). De manière intéressante, ces deux études nous montrent que 
les niveaux de ces deux pseudogènes n’ont pas besoin d’atteindre des niveaux faramineux avant 
d’exercer un effet sur leur gène parental. En effet, tous deux sont exprimés à des niveaux bien en 
deçà de leur gène parental respectif. Ces observations vont donc à l’encontre du modèle proposé 
par Denzler et al. qui suggère qu’il faut ajouter un nombre similaire de cibles au nombre de cibles 
déjà présentes pour observer un effet ceRNA, (144, 149, 150).  
Une autre classe de transcrits pouvant agir comme des éponges à miR, et donc générer un 
effet ceRNA, sont les ARN circulaires (circRNA). Ceux-ci sont produits par un phénomène 
nommé « backsplicing » qui prend place lorsqu’un site donneur en 5’ d’un exon attaque un site 
accepteur en 3’ d’un exon en aval de ce site donneur (151). Il existe différents exemples de 
circRNA qui agissent comme éponge pour un ou des miR donnés, entre autres, ciRS-7 (Circular 
RNA Sponge for miR-7), aussi nommé CDR1-AS (Cerebellar degeneration-related protein 1-
antisense), qui contient 73 sites de liaisons pour miR-7 chez l’humain. Cet ARN circulaire contient 
aussi un site de liaison pour miR-671. Cependant, ce dernier s’y lie avec une complémentarité 
extensive ce qui mène à une dégradation de ciRS-7. Il agit donc comme un régulateur indirect pour 
miR-7 en abaissant les niveaux de l’éponge pour ce dernier (57). 
Comment peut-on ainsi réconcilier toutes ces observations? Bien que supportés par des 
expériences en conditions biologiques et non seulement par des simulations in silico, les deux 
modèles proposés par Denzler et Bosson ne tiennent pas compte de plusieurs facteurs importants 
de la dynamique des miR. Par exemple, il est possible que les miR ou les cibles soient concentrés 
en certains endroits dans le cytoplasme et que ces concentrations locales pourraient rendre l’effet 
ceRNA possible (152). Les auteurs prennent aussi en compte le réservoir total des miRs alors que 
différents groupes ont montré que ce ne sont pas les niveaux totaux des miR qui sont significatifs, 
mais plutôt la portion qui est associée avec RISC qui est la plus indicative (153, 154). Par ailleurs, 
les miR trouvent leur cible en parcourant celles-ci avec une sous-région du seed (nt 2-4/5). Si une 
cible donnée contient beaucoup de ce type de séquence, il se pourrait qu’elle soit plus susceptible 
à être liée par ce miR qu’attendu. En effet, si cette cible avait été classée seulement selon les 
caractéristiques des sites de liaison, elle aurait pu être considérée comme étant une moins bonne 
ou même une mauvaise cible (155). Finalement, il semblerait aussi que les caractéristiques qui 
dictent si une cible sera liée par un miR ou non ne soient pas totalement connues. En effet, certains 
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miRs se lieraient préférentiellement à des cibles données qui ne sont pas nécessairement exprimées 
à de hauts niveaux ni ne contiennent un nombre particulièrement élevé de sites de liaison (156).  
 
1.3 Les longs ARN non codants 
 1.3.1 Biogenèse et fonctions 
 Les longs ARN non codants (lARNnc) sont une autre catégorie d’ARN qui ne codent pour 
aucune protéine, mais qui se distinguent des miR. Ils sont généralement longs de plus de 200 
nucléotides et peuvent contenir une coiffe ainsi qu’une queue PolyA. Ils sont généralement peu 
conservés au niveau de leur séquence primaire, c’est pourquoi pendant longtemps ces ARN 
n’étaient perçus que comme un sous-produit peu important de la transcription. On sait maintenant 
qu’ils peuvent montrer une conservation de position dans le génome, de motif de courte séquence 
ou encore de structure secondaire. Bien qu’ils soient généralement exprimés à de faibles niveaux 
et que leur patron d’expression soit tissu-dépendant, il est maintenant clair qu’ils jouent un rôle 
crucial dans l’homéostasie de la cellule (157, 158). Puisque peu de choses sont connues sur les 
lARNnc, ces derniers sont classifiés selon leur origine dans le génome plutôt que selon leur 








Figure 1.9 Classification des longs ARN non codants selon leur origine dans le génome 
Sens, le lARNnc chevauche le brin sens d’un gène. Antisens, le lARNnc se retrouve sur le 
brin antisens et chevauche un gène. Bidirectionnel, la transcription du lARNnc résulte de la 
transcription bidirectionnelle et il doit se trouver à moins de 1 kb du promoteur d’un à. Intronique, 
le lARNnc se trouve dans un intron d’un gène. Intergénique, se retrouve entre deux gènes.  
 
  
 De manière générale, les lARNnc ont tendance à localiser préférentiellement au noyau de 
la cellule. Il faut cependant souligner que bien qu’ils aient une propension à se retrouver à cet 
endroit, certains d’entre eux  sont plus abondants dans le cytoplasme en termes de nombre de 
copies (157, 160). Leurs fonctions touchent donc une myriade de processus cellulaires tels que la 
régulation de la transcription, des corps nucléaires, de la traduction et de l’action des miR en 
agissant comme éponges (161, 162). On pourrait diviser les fonctions des lARNnc en deux grandes 
catégories: fonctions en cis ou en trans.  
 Les modes d’action en cis comportent différentes sous-catégories. Tout d’abord, il y a ce 
qu’on peut appeler des lARNnc fonctionnels pour lesquels la séquence et/ou la structure est 
importante dans l’accomplissement de la fonction (158). Par exemple, XIST (X inactive specific 
transcript), qui est impliqué dans l’inactivation du chromosome X dans le phénomène de 
compensation de dosage génétique, est produit par le chromosome X qui sera inactivé. XIST est 
capable de recruter SHARP (SMART/HDAC1-Associated Repressor Protein) qui à son tour 












résultera en une déacétylation subséquente des histones, un des évènements initiateurs dans 
l’inactivation du chromosome X (163). La fonction des lARNnc peut aussi être accomplie à travers 
l’action de sa transcription/épissage et dans ce cas-ci, la séquence du lARNnc n’est pas importante. 
C’est notamment le cas du lARNnc Airn (Antisense of IFGR2 non-protein-coding RNA) dont la 
séquence, qui se retrouve sur le brin antisens, chevauche le gène codant pour Igf2r (Insulin Like 
Growth Factor 2 Receptor) en son promoteur ainsi que dans une partie de sa portion codante (gene 
body). Les auteurs montrent que c’est bien l’acte de transcription de ce lARNnc qui empêche celle 
du gène Igfr2 puisque des mutants de tailles différentes et qui ne chevauchent plus le promoteur 
n’empêchent plus la transcription de Igfr2. La fonction de ce lARNnc s’établit donc par une 
compétition pour la transcription plutôt que dans la séquence de son transcrit (164). Finalement, 
les lARNnc peuvent être totalement non fonctionnels (ni l’action de sa transcription ou le transcrit 
lui-même n’est important) : ce sont plutôt des éléments de leur contexte dans le génome qui 
exercent une fonction sur les gènes environnants. Linc-p21 peut exercer son rôle selon plusieurs 
modes de régulation. En effet, il peut agir en trans, et en cis. De manière intéressante, Linc-p21 
avait d’abord été catégorisé comme étant un lARNnc agissant en trans sur le locus CKDN1A (165), 
puis en cis (166), avant qu’un groupe en 2016 montre que ce sont en fait les éléments 
amplificateurs qui sont responsables de l’expression de gènes environnants. En effet, une délétion 
du locus de Linc-p21 a pour effet de diminuer la transcription de gènes locaux, et ce, même dans 
les tissus qui ne produisent généralement pas de Linc-p21 (167). 
 Les lARNnc peuvent aussi agir en trans de trois manières générales. Tout d’abord, ils 
peuvent être impliqués dans la régulation de l’état de la chromatine ou encore dans la régulation 
de l’expression génique à des régions qui sont distantes de leur site de transcription en recrutant 
d’autres facteurs. Par exemple, il a été montré que le recrutement de HNRNPL (Heterogenous 
Nuclear Ribonucleoprotein L) aux promoteurs de gènes impliqués dans la réponse immunitaire 
dans les macrophages se fait par l’entremise de lincRNA-EPS (lincRNA erythroid prosurvival), ce 
qui résulte en une répression subséquente de l’expression de ces gènes (168). Il est intéressant de 
noter que les lARNnc peuvent aussi agir sur la transcription de gènes sous la régulation d’autres 
ARN polymérases. C’est notamment le cas de SLERT (Small nucleolar RNA (snoRNA)-ended 
lncRNA that enhances pre-ribosomal RNA transcription) qui par interaction directe avec DDX21, 
un répresseur de Pol I, est capable de stimuler la transcription par ce dernier (169). Deuxièmement, 
les lARNnc peuvent aussi être impliqués dans l’organisation de l’architecture nucléaire. En effet, 
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NEAT1 (Nuclear Enriched Abundant Transcript 1) est impliqué dans la formation et la 
maintenance de corps nucléaires nommés « paraspeckles » (170, 171). Ces derniers sont impliqués 
dans la régulation de gènes au niveau post-transcriptionel ; ils peuvent en effet retenir des transcrits 
au noyau (172). Il a été montré que NEAT1 servait d’ARN d’échafaudage pour la formation de ces 
corps nucléaires (173). En troisième lieu, les lARNnc peuvent interagir avec des ARN et/ou des 
protéines afin de réguler la fonction de ceux-ci. Les travaux de Lee et al. montrent que NORAD 
(Non-coding RNA activated by DNA damage) est capable de séquestrer les protéines 
PUM1/PUM2 (Pumilio-1/Pumilio-2) ce qui résulte en une inactivation subséquente de ces 
dernières. PUM1/PUM2 sont impliqués dans la régulation de facteurs jouant un rôle dans la 
stabilité génomique en favorisant la déadénylation ainsi qu’un enlèvement de la coiffe de ses 
cibles. Une absence de NORAD mènera à une hyperactivation de PUM1/PUM2 ainsi qu’à une 
instabilité génomique (174). Finalement, les lARNnc peuvent aussi agir en tant qu’éponges pour 
les miR comme dans le cas de CDR1-AS décrit précédemment (57). 
Néanmoins, ce ne sont pas seulement les ARN circulaires ou les pseudogènes qui peuvent 
agir comme éponges : les lARNnc plus « classiques » le peuvent aussi. Effectivement, les travaux 
de Cesana et al., furent les premiers à montrer qu’un lARNnc pouvait agir en tant qu’éponge à miR 
en mettant en lumière le rôle d’éponge de linc-MD1 (Long Intergenic non-coding RNA, Muscle 
Differentiation 1) pour miR-133 et miR-135. L’inhibition de ces derniers favorisait une 
accumulation subséquente de MAML1 (Mastermind Like Protein 1) et MEF2C (Myocyte 
Enhancer Factor 2C), deux facteurs de transcription responsables de l’expression de gènes 
impliqués dans la différenciation musculaire (175). Linc-ROR (Long Intergenic non-coding RNA 
Regulator of Reprogramming) est un lARNnc qui est grandement exprimé dans les cellules 
souches embryonnaires et qui est sous le contrôle transcriptionnel de OCT4 (Octamer -Binding 
Protein 4), SOX2 (SRY-Box Transcription Factor 2) et NANOG (Nanog Homeobox). Linc-ROR 
est en retour capable de stabiliser les niveaux de ces derniers, car il agit comme éponge pour miR-
145, un miR connu pour cibler ces facteurs de transcription. Cette boucle de régulation est 
importante dans le maintien de la pluripotence des cellules souches embryonnaires humaines 
(176). De manière intéressante, les lARNnc peuvent aussi compétitionner avec les miRs pour un 
même ARNm. Par exemple, BACE1AS (Beta-Secretase 1 antisense) est capable de stabiliser le 
transcrit de BACE1 en se liant à ce dernier. Cette interaction prévient la liaison de miR-485-5p 
avec BACE1, car le MRE pour ce dernier est en partie caché par le lARNnc (177). 
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 1.3.2 Micropeptides 
 Environ 80% de notre génome est transcrit, seulement moins de 2% de ces transcrits codent 
pour des protéines; une grande proportion des transcrits ne seront donc pas traduits (178). 
Néanmoins, des analyses bio-informatiques révèlent qu’une partie des lARNnc contiennent de 
petits cadres de lecture ouverts et de récentes études de Ribo-seq montrent que certain de ces 
lARNnc sont associés avec des ribosomes. Ceci suggère que ces petits cadres de lecture ouverts 
pourraient résulter en la production de micropeptides (des peptides d’environ une centaine d’acides 
aminés ou moins). En revanche, ce n’est pas parce qu’un transcrit est associé avec des ribosomes 
qu’il est nécessairement traduit. C’est pourquoi nombre de Ribo-seq sont complémentés par de la 
spectrométrie de masse afin de valider la présence de micropeptides (178, 179). Quelques 
micropeptides ont été caractérisés dans la littérature. Parmi ceux-ci, on retrouve chez l’humain et 
la souris le micropeptide SPAR (Small regulatory Polypeptide of Amino acid Response). Ce 
dernier est traduit de LINC00961 qui est grandement exprimé dans les muscles squelettiques. 
Matsumoto et al. ont montré que SPAR jouait un rôle dans la régulation de l’activité de mTORC1 
et qu’en cas de blessure aiguë du muscle, le micropeptide devait être inactivé afin de permettre la 
régénération musculaire (180). Les travaux de D’Lima et al. montrent que LINC01420 encode un 
micropeptide nommé NoBody (Non-Annotated P-body dissociating polypeptide) qui interagit 
avec EDC4 (Enhancer of mRNA Decapping 4), une protéine impliquée dans l’enlèvement de la 
coiffe dans le processus de la dégradation de l’ARNm. Les auteurs montrent que les niveaux de 
NoBody corrèlent de manière inverse avec la quantité de foci cytoplasmiques appelés corps P 
(Processing bodies ou P-bodies) et que ce micropeptide pourrait jouer un rôle négatif dans la 
régulation de la dégradation de l’ARNm à médiation non-sens (181). 
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1.4 Objectifs de la thèse 
 La sénescence est un mécanisme important de suppression tumorale qui peut être induit 
par une variété de stress. Bien que ce phénomène soit étudié depuis plusieurs décennies, il reste 
encore beaucoup de travail afin d’avoir une vue d’ensemble sur cette complexe réponse cellulaire. 
On sait que la sénescence requiert des changements majeurs au niveau des programmes 
d’expression génique et nous pensons que les miR et les lARNnc font partie intégrante de ceux-ci 
(88, 182).  
 La protéine STAT5A est connue comme ayant la capacité de réguler des ensembles de 
gènes qui ont des fonctions antagonistiques ; ils peuvent être pro-prolifératifs ou encore, ils 
peuvent être impliqués dans l’induction de la sénescence (183). Une signalisation normale par 
cette voie inclut l’induction de SOCS1 qui veillera à prévenir une prolifération incontrôlée et qui 
pourra induire la sénescence grâce à sa capacité d’activer la voie p53. Les leucémies présentent 
souvent une activité aberrante pour STAT5A et nous pensons que dans ce contexte, cette dernière 
peut induire les oncomirs miR-19 et miR-155. SOCS1 est une cible connue de ces derniers et nos 
travaux visent à comprendre l’implication que ces oncomirs pourraient avoir sur la régulation de 
l’axe p53/SOCS1 dans les cancers. Afin d’étudier leurs rôles dans ce contexte cellulaire, nous 
utiliserons des éponges artificielles ciblant ces deux miR. 
 La stratégie d’éponge à miR artificielle a été mise au point pas Ebert et al. en 2007. Depuis, 
c’est un outil largement employé dans l’étude des fonctions des miR dans des situations données. 
Il existe cependant aussi des éponges naturelles qui, par un effet de ceRNA, peuvent réguler la 
fonction des miR. Nous pensons que celles-ci pourraient jouer un rôle important dans la régulation 
de miR-146a dans la sénescence. En effet, il est connu que les cellules sénescentes sécrètent une 
multitude de cytokines et chimiokines pro-inflammatoires. Cependant, miR-146a, un miR qui a 
des fonctions anti-inflammatoires, s’accumule à de hauts niveaux dans la sénescence par RAS. 
Nous pensons donc que sa fonction pourrait être régulée dans ce contexte par des lARNnc qui 
agiraient en tant qu’éponges naturelles.  
 L’objectif de cette thèse est donc de mieux comprendre les interdépendances entre les ARN 
non codants et différentes facettes de la sénescence. Les deux prochains chapitres présentent les 








2. Sponges Against miR-19 and miR-155 Reactivate the p53-Socs1 
Axis in Hematopoietic Cancers 
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2.1 Présentation de l’article 1 
Des études conduites dans notre laboratoire montrent que SOCS1 est impliqué dans 
l’activation du suppresseur de tumeur p53 en agissant en tant qu’adaptateur moléculaire avec ce 
dernier et ATM. Il est connu que deux oncomirs, miR-19 et miR-155, peuvent cibler SOCS1. Ce 
premier article avait donc pour but de mieux comprendre leur implication dans la régulation de 
l’axe de suppression tumorale p53/SOCS1. Nous avons mis au point une éponge nouvelle 
génération qui intègre le ribozyme tête à marteau. Celle-ci a l’avantage d’être dynamique, car elle 
mène à la dégradation du miR qui s’y lie et peut donc être réutilisée par la suite. Grâce à ces outils, 
nous avons pu montrer qu’une inhibition de miR-155 résultait en la restauration d’une réponse 
antitumorale dans des cellules de myélome multiple (RPMI8226). 
Cet article a été publié dans le journal Cytokine en juin 2016 (Mignacca et al., Sponges 
against miR-19 and miR-155 reactivate the p53-Socs1 axis in hematopoietic cancers, Cytokine, 
82, 80-86) (184). 
Ma contribution est la principale pour cet article. J’ai fait tous les clonages d’éponges 
(classiques et catalytiques) ainsi que les essais luciférase. J’ai effectué la plupart de la culture 
cellulaire, des qPCR et des western blots. Emmanuelle Saint-Germain a aidé avec la culture 
cellulaire et a fait quelques-uns des qPCR. Elle a aussi fait des western blots ainsi que les essais 
de croissance, de colonies et de migration dans les RPMI8226. Alexandre Benoit a aidé avec la 
mise au point des essais luciférase. Véronique Bourdeau a aidé dans la conception des expériences. 
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Normal cell proliferation is controlled by a balance between signals that promote or halt 
cell proliferation. Micro RNAs are emerging as key elements in providing fine signal balance in 
different physiological situations. Here we report that STAT5 signaling induces the miRNAs miR-
19 and miR-155, which potentially antagonize the tumor suppressor axis composed by the STAT5 
target gene SOCS1 (suppressor of cytokine signaling-1) and its downstream effector p53. MiRNA 
sponges against miR-19 or miR-155 inhibit the functions of these miRNAs and potentiate the 
induction of SOCS1 and p53 in mouse leukemia cells and in human myeloma cells. Adding a 
catalytic RNA motif of the hammerhead type within miRNA sponges against miR-155 leads to 
decreased miR-155 levels and increased their ability of inhibiting cell growth and cell migration 
in myeloma cells. The results indicate that antagonizing miRNA activity can reactivate tumor 




Cytokine signaling converges into the activation of key transcription factors which control 
the expression of genes allowing for the expansion of certain lineages of hematopoietic cells [1]. 
Many genes codings for transcription factors and cytokine signaling proteins are mutated or 
overexpressed in hematopoietic cancers. Another layer of gene regulation altered in these cancers 
involves small regulatory RNAs known as miRNAs [2,3]. MiRNAs control gene expression at the 
post-transcriptional level [2], so their effects can further modify the gene expression pattern 
initially laid down by transcription factors.  
One key transcription factor whose activity is deregulated in multiple hematopoietic 
cancers is STAT5 [1]. In normal cells, STAT5 activation does not cause neoplastic transformation. 
Tumor suppressor genes activated by STAT5 signaling avoid uncontrolled cell proliferation and 
neoplastic transformation. STAT5 can induce the expression of the suppressor of cytokine 
signaling SOCS1, which can exert tumor suppression by two mechanisms. First, SOCS1 controls 
JAK kinases signaling downstream of cytokine receptors preventing constitutive cytokine 
stimulation [4]. Second, SOCS1 can bind p53 facilitating its activation by DNA damage signaling 
[5–8]. However, SOCS1 expression is often silenced in hematopoietic cancers by DNA 
methylation [9–12]. In addition, miRNA-mediated repression is emerging as an important 
mechanism to prevent SOCS1 expression in cancer [7,13–17]. One important question is whether 
it is possible to restore SOCS1 expression and its ability to engage the p53 tumor suppressor 
pathway by targeting miRNAs in hematopoietic cancers. Here we show that targeting miR-155 or 
miR-19 in mouse and human hematopoietic cancer cell lines increases SOCS1 levels, leading to 




A constitutively active form of STAT5A induces miR-19 and miR-155  
To characterize how STAT5 activity regulates the expression of SOCS1 and miRNAs that 
target SOCS1, we introduced a constitutively active allele of STAT5A (caSTAT5A) in normal 
human fibroblasts IMR90. In these cells, caSTAT5A induces an antiproliferative response known 
as cellular senescence [5] characterized by a reduction in the proliferation marker KI67 (Fig. 2.1A). 
CaSTAT5A also induces high levels of SOCS1 (Fig. 2.1B) which we showed previously required 
for p53 activation and senescence [5]. caSTAT5A induces the expression of miRNAs of the cluster 
miR17-92 (including miR-19) (Fig. 2.1C), and miR-155 (Fig. 2.1D). We also expressed 
caSTAT5A in the murine leukemia cell line Raw264.7 and observed no increase in already well-
expressed mature miR-19 (Fig. 2.1E) but a significant induction of miR-155 (Fig. 2.1F). Both miR-
19 [16] and miR-155 target SOCS1 [7,14,15]. As shown for normal human fibroblasts, expression 
of caSTAT5A in Raw264.7 cells induced a growth arrest (Fig 2.1G). In Raw264.7 cells expressing 
caSTAT5A, both miR-19 and miR-155 were more active as measured using miRNA reporters 
containing binding sites for miR-19 or miR-155 in the 3’UTR of a luciferase mRNA (Fig 2.1H 
and I).  
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Figure 2.1 A constitutively active form of STAT5A induces miR-19 and miR-155. 
QPCR for (A) KI-67, (B) SOCS1, (C) primary miR17-92 and (D) primary miR-155 of IMR90 
expressing either an empty vector control or ca-STAT5A. (E and F) qPCR for miR-19a (E) and 
miR-155 (F) of Raw264.7 expressing either an empty vector control (MSCVh) or ca-STAT5A at 
5, 7 or 11 days post-infection. (G) Growth curves of Raw264.7 cells infected with an empty control 
vector or ca-STAT5A. Data are presented as mean ± SD of triplicates. (H and I) Luciferase activity 
from Raw264.7 cells stably expressing ca-STAT5A and transfected with miR-19 or miR-155 
luciferase reporters (R). *p < 0.05 and **p < 0.01 
 
 
MiRNA sponges can inhibit miR-19 and miR-155 activity in Raw264.7 cells  
The action of miRNAs can be inhibited by RNA sponges, which are multimerized miRNA 
binding sites. Sponges can be expressed in cells to titrate any desired miRNA. Kluiver and 
colleagues generated miRNA sponges against miR-19 and miR-155 [19]. To investigate the 
functional importance of the SOCS1-p53 axis in a system that engages endogenous molecules, we 
treated Raw264.7 cells expressing these sponges with LPS, which is known to induce STAT5 in 
these cells [25]. The use of LPS thus helps to capture the dynamics of miRNA induction and 
activity shortly after perturbing the cells. We treated Raw264.7 cells with a combination of LPS 
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and doxorubicin to simultaneously study the interactions between SOCS1 (induced by LPS) and 
p53 (induced by doxorubicin). We first investigated whether treatment of Raw264.7 with LPS 
could induce miR-19 and miR-155. We expected this because there are STAT5 binding sites in 
the promoters of miR-155 [26] and the cluster of miRNAs miR-17-92 that contains miR-19 [27]. 
We first confirmed that treatment of Raw 264.7 cells with LPS induced phosphorylation of 
endogenous STAT5A (Fig. 2.2A). We also found that LPS induced miR-19a (Fig. 2.2B) and miR-
155 (Fig. 2.2C) in Raw264.7 cells although with different kinetics. The miR-19 family of miRNAs 
was induced at four hours after treatment and remained elevated for 24 h. The induction of miR-
155 also started at 4 h after treatment and remained elevated for 24 h but it was more substantial 
than that of miR-19, reaching 200 fold. Expression of miRNA reporters containing binding sites 
for miR-19 or miR-155 in the 3’UTR of a luciferase gene revealed that these miRNAs are active 
in Raw 264.7 cells treated with LPS (Fig. 2.2D and E).  
 
 
Figure 2.2 LPS treatment induces STAT5A, miR-19 and miR-155 in Raw264.7 cells.  
(A) Immunoblots for phosphorylated STAT5 (Tyr694) and total STAT5 using cell lysates from 
Raw264.7 cells stimulated with LPS. (B-C) qPCR for miR-19a and miR-155 induced in Raw264.7 
cells by LPS. (D and E) Luciferase activity from LPS treated Raw264.7 cells transfected with miR-
19 or miR-155 luciferase reporters (R). **p < 0.01 and ***p < 0.001 
 
Since SOCS1 is among miR-19 and mir-155 targets [7,14,15], we reasoned that inhibiting 
their functions should lead to higher SOCS1 levels in Raw 264.7 cells treated with LPS. We thus 
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expressed anti-miR-19 and anti-miR-155 sponges in Raw 264.7 cells treated with LPS to induce 
STAT5 and SOCS1 and doxorubicin to activate p53. The presence of miRNA sponges increased 
the induction of SOCS1 protein levels by LPS (Fig. 2.3A). We reported a few years ago that 
SOCS1 facilitates phosphorylation of p53 at serine 15 by binding both p53 and activated 
ATM/ATR as part of DNA damage signaling [5]. As expected from this mechanism, LPS and 
doxorubicin treatments stimulate phosphorylation of p53 at serine 15. However, miRNA sponges 
enabled an increase in time and intensity of the phosphorylation of p53 at serine 15 (Fig. 2.3B). It 
is known that the dynamics of p53 induction affect target gene expression, suggesting that miRNAs 
can modulate the p53 response via this mechanism [28]. Consistent with this explanation, sponges 
against miR-155 indeed increased the expression of the p53 target gene p21 (Fig. 2.3C). We also 
measured the effect of the sponges on the levels of miR-19 and miR-155. We did not find any 
reduction in miRNA levels in cells expressing miRNA sponges (Fig. 2.3D and E), suggesting that 





Figure 2.3 MicroRNA sponges against miR-19 or miR-155 stabilize SOCS1 protein and 
increase p53 phosphorylation and activity in response to doxorubicin and LPS.  
(A) Immunoblots for SOCS1 using cell lysates from Raw264.7 cells stably expressing an anti-
miR-19 sponge or an anti-miR-155 sponge and stimulated with doxorubicin (doxo) and LPS. pPIG 
is the control vector. (B) Immunoblots for phosphorylated p53 (Ser15) using cell lysates as in A. 
(C) QPCR for p21 using cell extracts as in A. (D) QPCR for miR- 19a of Raw264.7 stably 
expressing anti-miR-19 sponges and stimulated with doxo and LPS. (E) QPCR for miR-155 of 
Raw264.7 stably expressing an anti-miR-155 sponge and stimulated with doxo and LPS. *p < 0.05 
and ** < 0.01 
 
The next generation of miRNA sponges  
We next tested a novel sponge formulation where a catalytic RNA motif of the 
hammerhead type was added to the RNA sponge. It is expected that the hammerhead ribozyme 
will cleave the mature miRNA (Fig. 2.4A). We performed this study in a human myeloma cell 
line, which is more relevant for human cancer and expresses high levels of miR-155. Expression 
of sponges with 14 binding sites for miR-155 in the human myeloma cell line RPMI8226 reduced 
the levels of miR-155 and this reduction was more pronounced when a hammerhead catalytic RNA 
motif was included in each miRNA-binding site in sponges with either 14 or 18 binding sites (Fig. 
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2.4B, left). We also measured the level of the non-guide (passenger) strand of the miR-155 
precursor and observe only a moderate reduction by the catalytic sponges with 18 miR-155 binding 
sites (Fig. 2.4B, right). The catalytic sponges were also the most effective in reducing cell growth 
in these cells (Fig. 2.4C). In a long-term proliferation assay on cells plated on methylcellulose, 
sponges reduced colony formation and again the catalytic sponges were more effective (Fig. 2.4D 
and E). We also tested sponges on the ability of RPMI8226 to migrate in a transwell assay. Once 
again catalytic sponges reduced cell migration in comparison with the control vectors or the non-
catalytic sponge, which had an intermediate effect (Fig. 2.4F). Catalytic sponges were very 
effective in inducing levels of SOCS1 mRNA, consistent with their ability to inhibit miR-155 (Fig. 
2.4G). The levels of RNAs coding for the sponges were reduced in comparison with the control 
sponge likely because cells with the highest levels of sponges are counter selected. It is also 
possible that endogenous miRNAs can decrease sponge levels in the same way they can reduce 






Figure 2.4 Catalytic sponges against miR-155 inhibit the transformed phenotype of human 
myeloma cells.  
(A) Retroviral vector expressing a catalytic sponge. The hammerhead ribozyme motif and the 
cleavage site on the target are indicated. Hammerhead ribozymes cleave the target after the 
consensus sequence NUX, where X is everything but a G. (B) QPCR for miR155 (mature, guide 
strand) or miR155* (passenger strand) of RPMI8226 stably expressing an anti-miR-155 sponge or 
its catalytic version. pPIG is the control vector. (C) Growth assay performed on RPMI8226 cells 
stably expressing normal or catalytic sponges against miR-155. The number of colonies was 
quantified one week after seeding. (D and E) Methylcellulose colony formation assays were 
performed using the same cells as described in C. (F) Migration assay performed with the same 
cells as in (C) using Transwell plates (see Section 2). Migration counts were done 24 h after 
plating. (G) QPCR for the sponges and SOCS1 using the same cell extracts as in (B).  
*p < 0.05, **p < 0.01, ***p < 0.001 and ****p < 0.0001 
 
Next, we studied whether inhibition of miR-155 in RPMI8226 engaged the p53 pathway 
as in Raw264.7 cells. Catalytic sponges increased the levels of phosphorylated p53 at serine 15 
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and the p53 target p21 better than non-catalytic sponges in RPMI8226 (Fig. 2.5A). P53 targets 
NOXA, GADD45B and ABHD4 were also moderately induced while the p53-repressed gene 
BCAT1 was also slightly reduced (Fig. 2.5B). More importantly, p53 knockdown by a validated 
shRNA restored the ability of these cells to form colonies when plated on methylcellulose (Fig. 
2.5D) indicating that the growth defect of cells expressing anti-miR-155 sponges was p53 
dependent. However, the migration capacity of the p53-depleted cells that expressed the sponges 
was not enhanced suggesting that miR-155 controls cell migration by another pathway (Fig 2.5E).  
 
 
Figure 2.5 The catalytic sponge effect is dependent on the p53 pathway. 
(A) Immunoblots of RPMI8226 cells expressing the regular sponge or the catalytic sponges. (B) 
QPCR for p53 targets in RPMI8226 using the same cell extracts as in A. (C) QPCR for p53 in 
RPMI8826 cells stably expressing the regular sponge or its catalytic version in combination with 
an shRNA against p53 or a control shRNA (shNTC). (D) Methylcellulose colony formation assay 
performed with the same cells as described in C. (E) Migration assay of RPMI8226 stably 
expressing the indicated sponges in combination with an shRNA against p53 or a shRNA control. 





The treatment of hematopoietic malignancies is mostly based on cytotoxic chemotherapy, 
which can be effective in some patients but is limited by toxicity and the development of resistance. 
Recently, novel therapies targeting specific genetic alterations in cancer cells have been introduced 
exemplified by the highly successful use of BCR-ABL inhibitors in chronic myelogenous 
leukemia [30]. It is hoped that identifying additional therapeutic targets in cancer cells can lead to 
equally effective treatments. MiRNAs have been proposed as therapeutic targets in cancer [31]. 
Several transcription factors with deregulated activity in hematopoietic cancers drive the 
expression of miRNAs [32]. Here we report that the miRNAs miR-19 and miR-155 control the 
outcome of STAT5 stimulation. High levels of these miRNAs modulate the activation of the 
SOCS1-p53 axis acting downstream of STAT5 to limit tumorigenesis [5,7]. The effects of 
miRNAs seem to affect the fine dynamics of p53 induction and phosphorylation, which is 
emerging as an important factor in the control of the p53 response [28]. These dynamics are 
difficult to study in non- synchronized cell cultures but the use of LPS and doxorubicin might have 
allowed us to capture it in a cell population.  
To inhibit miRNAs, we used miRNA sponges of two kinds. First we used ‘‘traditional” 
sponges where the miRNA binding sites were multimerized and which act by titrating miRNAs. 
Second, we improved this formulation by adding catalytic RNA motifs of the hammerhead type 
within the miRNA binding site, which can potentially promote miRNA turnover and reduce 
miRNA levels. Although further studies are required to optimize catalytic RNA sponges, we were 
able to show that they reduce the steady state levels of mature miRNA targets in comparison with 
conventional sponges.  
Inhibition of miR-19 and miR-155 activity can reactivate the expression of tumor 
suppressor genes such as SOCS1 and subsequently p53, which can then inhibit cell proliferation, 
cell migration and block tumor progression. However, we acknowledge that in addition to SOCS1, 
other targets of miR-19 and miR-155 are expected to be upregulated by sponges against these 
miRNAs and they could contribute to the phenotypic effects observed. However, since the kinetic 
of induction of these two miRNAs is not the same after treatment with LPS, it suggests that their 
simultaneous inhibition should bring a higher effect on their common targets. The identification 
of oncogenic miRNAs as potential targets to restore tumor suppression functions in cancer cells 
shows potential for cancer therapy. One interesting aspect of miRNAs functions in cancer is that 
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they change the normal balance between signals that stimulate or antagonize cell growth (Fig. 2.6). 
Therefore, inhibition of miRNAs can restore a normal physiological balance with little toxicity to 
normal cells. The possibility of translating our findings to the clinics is encouraged by clinical 
studies with locked nucleic acids [33] which could be used to target miR-19 and miR-155 in 
hematopoietic cancers.  
 
 
Figure 2.6 MiRNA sponges restore normal balance between growth inhibitory and growth 
promoting pathways.  
Cytokine signaling induces both growth inhibitors (i.e. SOCS1) and miRNAs that modulate their 
expression (miR-19 and miR-155). These miRNAs are overexpressed in cancer cells but their 




2.2.5 Materials and methods 
Cell lines and reagents. Raw264.7 (ATCC TIB-71) a murine leukemia cell line 
transformed with the Abelson leukemia virus and IMR90 (ATCC CCL-186) were purchased from 
American Type Culture Collection (ATCC) and cultured in DMEM (GIBCO, Burlington, ON, 
Ca). RPMI8226 (ATCC CCL-155) was purchased from ATCC and cultured in RPMI-1640 
(GIBCO). Both media were supplemented with 10% fetal bovine serum (FBS, Hyclone, Logan, 
UT, USA) and 1% penicillin G/streptomycin sulfate (Wisent, St-Bruno, Qc, Canada). LPS (TLR4 
ligand) from Escherichia coli strain 055:B5 re-extracted by phenol chloroform (Sigma–Aldrich, St 
Louis, MO, USA) was used at a concentration of 500 ng/ml. Doxorubicin (Sigma) was used at a 
concentration of 1 µM.  
Plasmid constructions. Ca-STAT5A was described in [18]. Multimerized microRNA 
binding sites (RNA sponges) in the retroviral vector pPIG were kindly provided by Kluiver et al. 
[19]. Two constructs target miR- 19 and contain either 6 miRNA binding sites (MBS) or 20 MBS. 
One construct targets miR-155 and contains 14 MBS. For the catalytic sponge, the hammerhead 
ribozyme sequence was embedded within the MBS (Table SI). Synthetic double-stranded 
oligonucleotides (GeneArt, ThermoFischer Sc.) containing two copies of the catalytic sponge 
sequence (Supplemental Table I) were digested with SanD1 and cloned into pPIG according to 
Kluiver et al. [19]. We made two catalytic constructs against miR-155, one containing 14 MBS 
and the other 18 MBS. For the luciferase reporter, four binding sites for either miR-19 or miR-155 
were cloned in the 3’UTR of the firefly luciferase gene encoded in the pmirGLO reporter system. 
Binding sites were replaced by their reverse-complement as a control. The shRNA against p53 was 
from [20].  
Retroviral infection of cells. Retroviral-mediated gene transfer was performed as 
previously described [21]. For RPMI8226, 293T cells were transfected with 15 µg vector DNA 
and 15 µg of packaging vector pCL10A1 (a kind gift of Dr. Moshe Talpaz). Media of 293T cells 
were changed 24 h post-transfection. Half the viral soup was then added to 2 x106 cells in a 6 well-
plate. Spin-infections were performed by centrifugation of the cells at 3200 rpm with the viral soup 
for three hours at 32 °C. An equal volume of fresh medium was then added to the cells for an 
overnight incubation. The next day, medium of the infected cells was changed and selections 
started 6–8h later. Infected cell populations were selected with either puromycin (2.5 µg/ml, 3 
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days) or hygromycin (100 µg/ml, 5 days).  
Preparation of cell extracts and analysis by Western blotting. Cells were washed twice 
using PBS, harvested in 500 µl of RIPA buffer (150 mM NaCl, 1% NP-40, 0.5% deoxycholate, 
0.1% SDS, 50 mM Tris–HCl, pH 8, and 5 mM EDTA), incubated on ice for 5 min and sonicated 
for 10 s. Protein samples were prepared in 4X Laemmli buffer and heated at 95 °C for 5 min. SDS–
PAGE and western blotting were performed as described previously [22]. Proteins were loaded on 
a 10% SDS–PAGE and transferred to Immobilon-P membranes (Millipore, Billerica, MA, USA). 
The primary antibodies used were as follows: anti-phospho-STAT5Y694 (#9314; 1:1000; Cell 
signaling, Danvers, MA, USA), anti-STAT5 (#9363; 1:1000; Cell signaling), anti-SOCS1 (4H1; 
1:1000; MBL, Moburn, MA, USA), anti-phospho-p53S15 (#9284; 1:1000; Cell signalling), anti-
p21 (clone C-19; SC-397; 1:750; Santa Cruz, Dallas, Texas, USA), anti-p53 (clone DO-1; SC-126; 
1:1000; Santa Cruz) and anti-TUBULIN (B-512; 1:20000; Sigma–Aldrich). Signals were revealed 
with secondary antibodies coupled to peroxidase (BioRad, Mississauga, ON, Canada) by using 
ECL or ECL prime (GE healthcare, Baie d’Urfé, Qc, Canada).  
Luciferase assays. Twenty-four hours before transfection, Raw264.7 were seeded at 
200,000 cells per well in a 12-wells plate. The pmirGLO vector (100 ng) was transfected using X-
treme GENE HP (Sigma) with a transfection reagent-reporter ratio of 2:1. The medium was 
changed after 24 h. For experiments that required LPS treatment, the latter was added to fresh 
medium and cells were incubated for a further four hours. Luciferase activity was assayed using 
the Dual-Luciferase Reporter Assay System (Promega, Madison, WI, USA).  
Real-time quantitative PCR. Total RNA was isolated using Trizol (Invitrogen). Reverse 
transcription and real-time PCR was performed as previously described [23]. The mRNA 
expressions were measured relative to those of b-actin and TBP mRNA. For miRNA detection, a 
polyA tail was added to 2 µg of total RNA extract using 2.5 U of E.coli PolyA polymerase (NEB). 
Tailed total RNA was reverse transcribed using an anchor primer as described by Luo et al. [24]. 
cDNA was generated using the RevertAid H Minus First Strand cDNA Synthesis Kit (Fermentas, 
Thermo Fisher Scientific, MA, USA). The qPCR reaction was carried in a final volume of 10 µl 
and contained 1 µl reverse transcription products diluted 120-fold, 10 µM forward primer, 10 µM 
universal reverse PCR primer, 1 µl 10X PCR buffer, 200 µM of each dNTP, 0.5 U of JumpStart 
Taq DNA polymerase, and 0.05 µM of universal TaqMan probe. The mixture was incubated as 
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described by Luo et al. [24]. Data were normalized using endogenous controls miR-191 and U6. 
All forward and reverse primers are listed in Supplementary Table 1 (S2.1).  
Supplementary Table 2.1 (S2.1) Forward and reverse primers used for qPCR 
 
Growth curves and Methylcellulose assay. Either empty MSCVhygro- or ca-STAT5A-
expressing Raw264.7 cells were seeded at a concentration of 2500 cells/ml and grown in six well-
plates in triplicate for one week. Cells were washed with PBS and fixed with a 1% glutaraldehyde 
solution in PBS. Cells were then stained with 0.5% crystal violet and rinsed several times with 
water before being left to dry. Retained dye was extracted with two ml of 10% acetic acid and 200 
ll of extracted dye was used for absorbance measurements at 590 nm using a 96-wells plate and a 
microplate reader. RPMI8226 cells were seeded at a concentration of 5,000 cells/mL and grown 
in cell culture flasks in triplicate for one week. Cells were regularly counted with a cell counter.  
Colony formation capacity was measured for RPMI8226 by performing a methylcellulose assay. 
RPMI8226 cells were stably transduced by retroviral infection with empty vector, normal sponge 
against miR-155 or catalytic sponges against miR-155. 4000 cells were diluted into 250 lL of 
methylcellulose solution (R&D Systems Inc. catalogue #HSC001), final concentration 1.27% in 
RPMI1640 medium supplemented with 20% FBS. Cells were then plated in 24-wells plate, in 
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triplicates, and grown in semi-solid medium for two weeks at 37 °C with 5% CO2. Colonies with 
more than 50 cells were counted under a light microscope.  
Migration assay. Cell migration was measured in vitro by using Transwell chambers (8 
lm pore size, Corning #C3422) inserted in a 24-wells plate and 3x105 stably infected cells were 
then plated in the top chamber in 100 µL of RPMI1640 medium supplemented with 10% FBS. In 
the bottom chamber, we placed 600 µL of RPMI1640 medium supplemented with 20% FBS. Cells 
were incubated for 24 h and the cells in the bottom compartment (migrated cells) were counted. 
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3.1 Présentation de l’article 2 
Dans ce second article, nous nous sommes intéressés à la régulation de la fonction de miR-
146a dans la sénescence. Effectivement, il est connu que cette réponse cellulaire est accompagnée 
d’un profil sécrétoire riche en facteurs pro-inflammatoires alors que miR-146a, qui s’accumule 
aussi, est un miR anti-inflammatoire. Nous avions émis l’hypothèse que l’activité de ce dernier 
pourrait être régulée par des lARNnc qui agiraient en tant qu’éponge naturelle. Nos résultats 
suggèrent que XXBAC-B444P24.13 pourrait inhiber miR-146a en générant un TDMD une fois ce 
miR lié. 
 Cet article sera soumis à la revue Nucleic Acid Research. 
Ma contribution pour cet article est la principale. J’ai généré les échantillons avec les 
antagomirs contre miR-146a que nous avons utilisés pour le séquençage des ARN. J’ai effectué 
toute la mise au point pour la méthode du miR-CLIP. J’ai aussi généré les échantillons miR-CLIP 
que nous avons envoyés à la plateforme pour du RNA-seq. J’ai extrait les données pertinentes des 
analyses bio-informatique pour les deux séries d’expériences avec le RNA-seq. J’ai fait la culture 
cellulaire ainsi que tous les qPCR. Emmanuelle Saint-Germain a aidé avec la mise au point de 
l’immunoprécipitation d’AGO2. Rami Shukr a cloné XXBAC-B444P24.13. Fatema Jafary a clone 
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Senescence induced by oncogene activation is a powerful anti-tumor barrier. This cellular 
response is known to be associated with a strong pro-inflammatory secretory phenotype, termed 
the SASP (Senescence-Associated Secretory Phenotype). Intriguingly, in RAS-induced 
senescence, miR-146a can accumulate but doesn’t seem to be fully active since the latter is known 
to carry anti-inflammatory functions. Using a novel technique called miR-CLIP, we were able to 
characterize miR-146a interactome and we have found that several lncRNAs are miR-146 partner. 
Among them, the cancer-associated lncRNA XXBAC-B444P24.13 interacts with extensive 
hybridization in the 3’ end region of miR-146a suggesting that it can mediate the process of Target 
RNA Directed miRNA Degradation (TDMD). Consistent with this mechanism, expression of this 
lincRNA that we renamed SAMIT (Senescence Associated miRNA Trimmer) lead to a decrease in 




Several oncogenic stimuli trigger an anti-tumoral mechanism called cellular senescence, 
which consists in a proliferation arrest mediated by the p16/Rb and the p53/p21 tumor suppressor 
pathway. Senescent cells adopt a flatten and enlarged morphology, are resistant to apoptosis and 
display a secretory phenotype that is rich in pro-inflammatory factors named SASP (senescence-
associated secretory phenotype) (1, 2). In order to engage this anti-tumoral response, the cell must 
reprogram its gene expression program, and this can be achieved in part by the actions of 
microRNA (miR) and long non-coding RNAs (lncRNAs) (3), known to be involved in a plethora 
of functions that are crucial for cell homeostasis (4, 5). miR are ~22 nt long but they initially 
contact their targets through nucleotides 2-8 a region known as the seed. Their function is 
accomplished through translation inhibition and/or target degradation (5-8). In turn, lncRNAs 
(>200 nt) can be targeted by miRs but they can also act as miRs-sponges, alleviating miR 
regulation on other targets (4, 9-11). miR-sponges act in a concentration dependent manner (12) 
suggesting that any endogenous RNA having this function must be highly expressed. Some 
mRNAs have been proposed to act as specific miRNAs sponges and therefore capable of 
upregulating the expression of other mRNAs sharing the same miRNA binding sites (13). 
Experimental validation of this ceRNA (competitive endogenous RNA) hypothesis concluded that 
it is only valid in specific contexts where the miRNA:targets ratio is very low (14). 
miR-146a is induced in RASV12 senescent cells by NF-kB and is known to be involved in 
the retro-inhibition of the inflammatory response by targeting IRAK1 and TRAF6 (15, 16). miR-
146a’s induction controls the magnitude of the SASP and may have an impact on the paracrine 
effects of senescent cells (17). The composition and magnitude of the SASP varies depending on 
the cell type and senescence inducer being markedly amplified during RAS-induced senescence 
(18, 19). One possibility is that specific RNAs expressed in RAS-senescent cells acts as sponges 
for miR-146 preventing its binding to pro-inflammatory targets. Here we combine transcriptome 
analysis after miR-146a inhibition by antagomirs and miR-146a RNA interactome analysis by 
miR-Clip (20) during RAS-induced senescence to discover and characterize both targets and RNA 
sponges for this miRNA. Our work shows that while miR-146a can accumulate in senescent cells, 
it is bound to a multitude of lincRNAs that can collectively act as a sponge network. In addition, 
we found that miR-146a functions are inhibited by a novel lncRNA identified as XXBAC-
B444P24.13 that we have named SAMIT (Senescence Associated MiRNA Trimmer). SAMIT acts 
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as a “super-sponge” for miR-146 triggering its degradation through TDMD (Target-Directed miR 
Degradation) (21). In this context, it is not the miR that acts upon its target but rather the target 
that acts on the miR in a catalytic manner, precluding the need for high expression as a condition 
for inhibiting miRNAs functions.  
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3.3.3 Results 
Many lncRNAs are under miR-146a’s control in RAS senescence  
MiR-146a is known to be involved in the retro-inhibition of the inflammatory response by 
targeting IRAK1 and TRAF6 (15, 16). Intriguingly, RAS senescent IMR90 cells display a 
secretory phenotype that is rich in pro-inflammatory cytokines and chemokines despite showing 
high levels of miR-146a (Fig. 3.1A). This led us to investigate what could prevent miR-146a’s 
function in those cells. We were looking for natural endogenous sponges for miR-146a and we 
reasoned that with time, miR-146 binding to its sponges would lead to their degradation (5, 8). 
Thus, by inhibiting miR-146a activity with an antagomir, we sought to investigate which RNAs 
levels would go up and therefore are targeted by miR-146. The activity of the antagomir was first 
tested in RAS senescent cells by analyzing by RT-qPCR the effect on its known targets. As 
expected, in the presence of the anti-miR-146a, target levels went up, confirming the inhibition of 
miR-146a function (Fig. 3.1B). We next extracted total RNA from RAS senescent cells expressing 
an anti- miR-146a or the control antagomir and performed RNA-sequencing using the Illumina 
NextSeq 500 at the genomic platform of IRIC (Institute for Research in Immunology and Cancer, 
Qc) (GSE150325). For all the samples, more than 77% of the reads could be uniquely mapped. As 
anticipated, the levels of several mRNAs increased with the anti-miR-146a (Fig. 3.1C). 
Surprisingly, we observed that the levels of many lncRNAs increased as well (Fig. 3.1C). Data 




Figure 3.1 MiR-146a regulates many lncRNAs in RAS senescence 
A) RT-qPCR of miR-146a in IMR90 RAS senescent cells. An empty vector was used as a control. 
Graph shows the mean of normalized values for three different biological replicates. B) RT-qPCR 
of known miR-146a targets in IMR90 RAS senescent cells transfected with an anti-miR-146a. A 
non-targeting antagomir was used as a control. Graph show the mean of normalized values for 
three different biological replicates. C) Transcript population from RNA-seq of IMR90 RAS 
senescent cells expressing an antagomir against miR-146a. Included transcripts had at least a 2-
fold induction and a p-value <0.05. D) Validation by RT-qPCR of lncRNAs identified by RNA-
seq from B). *p < 0.05 and **p < 0.01 
 
miR-146a interactome in RAS senescence reveals interaction with multiple lncRNAs  
The binding of miRs to their targets highly depends on the small seed region while the rest 
of the miR can accept many mismatches. As a result, each miR targets many different transcripts 
with a wide range of cellular functions (22). Therefore, the modulation of lncRNA’s levels we 
have seen in cells transfected with an anti-miR-146 could be due to an indirect effect. Thus, to 
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identify the miR-146a interactome in RAS senescence, we used a technique called miR-CLIP that 
was first published by Imig and al. (20). This technique requires that the miR of interest be 
modified with a psoralen (in order to crosslink it with its targets) and a biotin (to purify it 
specifically). Before performing this miR-CLIP, we wanted to make sure that the modifications 
on the miR did not affect the biological activity of miR-146a. To do so, an unmodified miR-146a 
(146a WT) or a miR-146a bearing a psoralen and a biotin (146a P/B) were transfected in IMR90- 
RAS and their activity was assessed by looking by RT-qPCR at the effect on its known targets. As 
shown, both probes seem to have similar activity suggesting that the modifications do not impede 
normal miR- 146a biological activity (Fig. 3.2B). We put this modified miR in IMR90-RAS and 
first performed an immunoprecipitation of AGO2, a component of RISC (RNA-induced silencing 
complex), followed by an affinity purification of biotin/streptavidin. qPCR showing enrichment 
for miR-146a after the RIP-AGO or the whole miR-CLIP procedure was done in order to ensure 
both purification steps work well (Fig. S3.1). The RNA pulled down by this procedure was 
sequenced and transcripts with at least two-fold of enrichment over the input RNA were considered 
(GSE150326). Of note, more than 88% of the reads could be uniquely mapped. As expected, we 
observed many mRNAs in the miR-146a interactome but we also observed numerous lncRNAs 
(Fig. 3.2C). This result supports our previous observation that many lncRNAs are under miR-
146a’s regulation (Fig. 3.1C). There is not much overlap between the lncRNA upregulated in the 
presence of a miR-146a antagomir versus the lncRNA interacting with miR-146a. This could be 
explained by the fact that miR-146a could regulate the lncRNA from the first RNA-seq by 
degrading them. Thus, these candidates might be absent from our miR-CLIP results since their 





Figure 3.2 Purification of miR-146a interactome by the miR-CLIP technique 
A) Schematic representation of the main steps of the miR-CLIP. A modified. miR-146a (psoralen 
and biotin) is transfected in IMR90 RAS cells and 24h after, crosslinked at 365 nm. Extracts are 
then purified twice, first by performing a RIP against AGO and second, by doing a biotin-
streptavidin affinity purification. Samples were then sent for RNA-sequencing. B) RT-qPCR of 
known miR-146a targets of IMR90 RAS senescent cells transfected with the unmodified miR-
146a (WT) or with miR-146a containing a psoralen and a biotin (P/B). Total RNA was harvested 
24h post-transfection. A non-targeting siRNA was used as a control. C) Transcript population of 
the miR-146a interactome purified from IMR90 RAS senescent cells using the miR-CLIP method. 
Included transcripts had at least a 2-fold enrichment. 
 
We were then interested to see if the lncRNAs that we had identified could have all been 
predicted through available miRNA-target prediction tools. To do so, we ran our lncRNA list 
through various tools and have then looked at the percentage of lncRNA that were left unaccounted 
for (Table I). Interestingly, about a quarter of the lncRNAs were left out and are probably novel 
interactions that could have not been predicted by any of the available tools. In order to test if this 
was statistically significant, we used the boostrapping method. We first performed an analysis 
comparing the percentage of all lncRNA from the miR-CLIP RNA-seq which are predicted to 
interact with miR-146a by at least one of the tools from table 3.1. We obtained a mean of 71% 
(Fig. 3.3, blue line) compared to 79% (Fig. 3.3, red line) from lncRNA enriched by at least 2-fold 
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in our mir-CLIP. The Z-score between these two means is 6.8 with a p-value of 0.000001. We then 
performed a second boostrap analysis using all the lncRNA identified by a miR-CLIP against miR-
106a (20). As shown in fig. 3.3, the mean is just below 50% and it greatly differs from our miR-
CLIP results. We thus concluded that the lncRNAs identified by our miR-CLIP are likely part of 
the miR-146a interactome. 





Figure 3.3 Boostrap analysis for miR-CLIP data 
Two bootstrap analysis were carried and are represented in this figure. The first analysis compared 
all lncRNA present in the miR-CLIP RNA-seq (blue line) with enriched lncRNA (2-fold or more) 
in miR-CLIP (red line). The second bootstrap analysis compared all lncRNA from miR-106a miR-
CLIP  to our miR-CLIP against miR-146a. Resampling for the bootstrap was done 10,000 times. 
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SAMIT (Xxbac-B444P24.13) regulates miR-146a activity in RAS senescent cells by 
triggering TDMD  
We next investigated how miR-146a was predicted to bind with some of the top hits of the 
miR-CLIP. Interestingly, we noted that for multiple lncRNAs, miR-146a was interacting with them 
through extensive 3’end pairing (Fig 3.4A). This feature is known to be important to engage a 
TDMD (Target-directed microRNA degradation) response (21). In this case, instead of the miR 
acting on its target to repress it, it’s actually the target that acts upon the microRNA resulting in 
the degradation of the latter (21, 24). Prediction of pairing between miR-146a and top lncRNAs 
was done using a tool called Inta-RNA (25). Among the lincRNA that bind AC007663.4 (XXBAC-
B444P24.13, accession ENSG00000273343) was chosen for further analysis based on its high 
expression in liver hepatocarcinoma, a tumor where miR-146 is often downregulated (Fig. 3.4B). 
In contrast in uterine corpus endometrial carcinoma, this lincRNA is downregulated while miR-
146 is upregulated (Fig 3.4C). Of note, miR-146a is also predicted to bind homologs of XXBAC-
B444P24.13  in several species (Fig. 3.4D). Furthermore, using the prediction tool mfold (26), we 
were able to see that the region in XXBAC-B444P24.13 predicted to be bound by miR-146a was 




Figure 3.4 MiR-146a interacts with many lncRNA through extensive 3’end binding 
A) miR-146a binding to SAMIT as predicted by the IntaRNA tool. B) Expression levels of SAMIT 
or miR-146a in LIHC (Liver Hepatocellular Carcinoma). Data was taken from the ENCORI 
database. C) Expression levels of SAMIT or miR-146a in UCEC (Uterine Corpus Endometrial 
Carcinoma). Data was taken from the ENCORI database. D) miR-146a binding to SAMIT primate 
homologs as predicted by the IntaRNA tool. Homolog sequences were taken from SyntDB. The 
green highlights miR-146a’s seed. Nucleotides in red show residues predicted to interact with miR-
146a. E) Predicted secondary structure of XXBAC-B444P24.13 as predicted by mfold. miR-146a 
is predicted to bind at nucleotides 502-522. In red, are the nucleotides predicted to interact with 
miR-146a. 
 
We cloned XXBAC-B444P24.13 in order to overexpress it in IMR90-RAS to see if this 
lncRNA could have an effect on miR-146a levels. We first tested if we could detect the 
overexpression of the lncRNA, which we could using RT-qPCR (Fig. 3.5A). As shown earlier, 
miR- 146a is induced in RAS senescent cells but when we overexpressed XXBAC-B444P24.13, 
miR levels drastically dropped (Fig. 3.5B). In order to examine whether this reduction is due to 
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degradation or to a decrease of transcription, we looked at levels of its primary transcript, 
MIR3142HG (MIR3142 host gene). We observed a non-significant decrease that is not enough to 
explain the decrease in miR-146a (Fig. 3.5C). Next, to confirm that the decrease in miR-146a 
correlated with less activity, we looked by RT-qPCR at the levels of some lncRNAs that we had 
identified in the antagomir RNA-seq. As shown in figure 3.5D, in RAS expressing cells, where 
miR-146a levels are high, you can see low levels of these lncRNAs which then increase when 
XXBAC-B444P24.13 is overexpressed. The decrease of miR-146a levels in the presence of 
XXBAC-B444P24.13 could also be explained by an effect at the processing level. To test if this 
could be the case, we have used a mimic of miR-146a, thus bypassing all maturation steps. The 
mimic was transfected into IMR90 expressing either a control or XXBAC-B444P24.13 and qPCR 
were done to assess miR-146a levels. As seen in figure 3.5E, miR-146a levels decrease in presence 
of the lncRNA suggesting that it can act directly on the mature form of miR-146a. Furthermore, 
we generated a mutant form of XXBAC-B444P24.13 which cannot bind to miR-146a. This mutant 
could not reduce the levels of miR-146a (Fig. 3.5E). These results are consistent with the 
hypothesis that XXBAC-B444P24.13 functionally inactivates miR-146a by decreasing its levels. 




Figure 3.5 MiR-146a’s function in RAS senescent cells is inhibited by lncRNA that induces 
the TDMD response. 
A) RT-qPCR for XXBAC-B444P24.13 in IMR90 overexpressing RASV12 and /or SAMIT. Empty 
vectors (pBABE and/or MSCV) were used as a control. Graph shows representative values for 
three different biological replicates. B) qPCR for miR-146a with same cells as in A. C) RT-qPCR 
for MIR3142HG with the same cell as in A. D) RT-qPCR for lncRNA identified in the antagomir 
RNA-seq in the same cells as in A. E) A mimic for miR-146a was transfected in IMR90 expressing 
SAMIT or a mutant form of SAMIT (which cannot bind to miR-146a). RT-qPCRs were then 
performed to assess miR-146a levels. Empty vector (MSCV) or a siRNA control (NTC) were used 
as controls. Graph shows representative values for three different biological replicates. 







LncRNAs are a class of transcripts that has been proposed to be able to create a ceRNA 
(competing endogenous) effect by acting as sponges for miRNAs (4). CeRNA arises when an 
increase in the number of binding site for a given miR would decrease the availability of the latter 
resulting in regulation alleviation on other transcripts sharing binding site for this same miR (27). 
While some studies have shown that the number of added binding sites far exceed physiological 
conditions (28, 29), there are numerous examples of endogenous non-coding transcript that are not 
highly expressed and that can still create a ceRNA effect (30, 31). For instance, PTEN pseudogene 
1 (PTENP1) expression is able to increase PTEN levels by quenching a variety of miR which can 
target both. Authors have shown that in some cancers, you have a loss of PTENP1 which also 
correlates with less PTEN suggesting an anti-tumoral role for the pseudogene. Interestingly, 
PTENP1 levels are lower than those of its cognate gene highlighting the fact that you don’t need 
to add a high number of binding sites in order to generate a ceRNA effect (30).  
Regulation of miR-146a’s activity by lncRNAs acting as sponges has been previously 
described. Indeed, in intervertebral disc degeneration, the lncRNA HCG18 sequesters miR-146a 
leading to an increased inflammatory response and progression of the disease (32). In endometrial 
cancer, NIFK-AS1 blocked miR-146a activity which resulted in a blockade of M2 polarization and 
further reduced the oncogenic potential of endometrial cancer cells (33). Our work might shed 
light on a possible additional layer of regulation by these lowly expressed lncRNAs. Indeed, our 
results showed that in the context of RAS induced senescence, miR-146a activity is regulated by 
the lncRNA SAMIT. Since miR-146a binds the latter with extensive base pairing in its 3’ end, the 
lncRNA can induce TDMD, a process known to result in subsequent degradation of the miR. This 
regulation is achieved through degradation of the mature form of the miR, not by a decrease in 
transcription (34). To our knowledge, this is the first time that an endogenous lncRNA was shown 
to regulate miR-146a’s activity in RAS-induced senescence. This could explain why senescent 
cells display a pro-inflammatory phenotype but still can accumulate such high levels of miR-146a, 
a well-characterized anti-inflammatory miR. We do not exclude the fact that other lncRNAs might 
participate in the regulation of miR-146a activity. Indeed, we have found many other lncRNAs in 
the miR-146a interactome. Some of them also display extensive binding in the 3’ end region of 
miR-146a suggesting that they could act in a similar manner to SAMIT. 
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Interestingly, predicted hybridization between miR-146a and SAMIT do not follow typical 
TDMD rules. Indeed, various study have shown that more than two mismatches in the 3’end of 
the miR can cause a significant decrease in the TDMD efficiency (24, 35, 36). However, prediction 
for our lncRNA and miR-146a shows that there are some mismatches in the 3’end and our data 
shows that miR-146a can still be subjected to TDMD regulation. This could suggest that the pattern 
of binding required for TDMD to be triggered might tolerate more mismatch than formerly 
thought. Thus, TDMD might be a more widely used strategy to regulate miR activity than 
previously appreciated.  
Limitations  
To assess if TDMD could be the mechanism leading to a loss of miR-146a it would be 
interesting to investigate the tailing and trimming status of miR-146a. Tailing involves the addition 
of non-templated nucleotides, usually U’s or A’s in this case, and trimming is characterized by 3’ 
end shortening of the miR (34). Using northern blots, we could see if the presence of SAMIT 
changes the profile of shorter or longer forms of miR-146a. For a more precise characterization of 
these isomiRs, we could overexpress SAMIT in RAS senescent cells and then performed small 
RNA-seq. Using this technique would allow us to know if isomiRs and which ones are produced 
in the presence of SAMIT (24). Furthermore, it would be important to confirm that knocking down 
SAMIT with an shRNA leads to the accumulation of miR-146a. It would also be interesting to 
confirm that by isolating specifically SAMIT, we can detect miR-146a. 
Finally, by inhibiting miR-146a, SAMIT could potentially be involved in the regulation of 
the SASP. To examine this possibility, we could investigate the effect SAMIT expression has on 
SASP factors. This could be achieved by looking at their transcript levels by RT-qPCR 
complemented with an analysis of secreted cytokines and chemokines.  
In conclusion, our work hints at a network of lncRNAs expressed in senescent cells that 




3.3.5 Materials and methods 
Cell lines. Normal human diploid fibroblasts IMR90 were purchased from the Coriell Institute 
(Camden, New Jersey, USA). They were culture in DMEM supplemented with 10% fetal bovine 
serum (FBS; Wisent, Montréal, Qc, Canada), 2 mM L-Glutamine (Wisent) and 1% penicillin 
G/streptomycin sulfate (Wisent).  
Plasmid construction and retroviral infections of cells. pBABE-RASV12 was described in (37). 
The lncRNA SAMIT was amplified by PCR from cDNA of IMR90 RAS cells (oligos 1 and 2) and 
subcloned between BglII/XhoI restriction sites to create MSCVh-SAMIT. The mutant of SAMIT 
was generated from MSCVh-SAMIT. Briefly, two separated PCR were performed (PCR#1 with 
oligos 1 and 3, PCR#2 with oligos 2 and 4), amplifying before and after the sequence to mutate. 
Oligos 3 and 4 contains overhang that are the mutated sequence to be introduced into SAMIT. 
These overhangs allow us to anneal both fragment for the third PCR. For the latter, fragments from 
PCR#1 and PCR#2 were mixed in equimolar ratios and the following program was used to amplify 
the whole mutated gene: 1) 98C, 30s 2) 98C, 10s 3) 52C, 30s 4) 72C, 30s, repeat 2-4 10 times, 5) 
add oligos 1 and 2 6) 98C, 10s 7) 52C, 30s 8) 72C, 30s, repeat 6-8 25 times, 9) 72C, 5min. 
Retroviral-mediated gene transfers were performed as described previously (37). For single 
selection, puromycin was used at 3 μg/ml for 3 days. When used in combination, puromycin was 
used at 1.5 μg/ml for 3 days and hygromycin at 50 μg/ml for 5 days.  
Name Sequence 
1 – Fwd_SAMIT AGTTAGATCTctccagacaacctgggtggt 
2 – Rev_SAMIT AGTTCTCGAGtggaattcaagtgactgtaattca 
3 – Rev_mutant-SAMIT CCTGGAGCATTGGTGTCAAAAATagatggacactgcctgccttct 
4 – Fwd_mutant-SAMIT ATTTTTGACACCAATGCTCCAGGtcaagaatggatgttggattttgg 
 
Real-time quantitative PCR. Total RNA was isolated using Trizol (Invitrogen, #15596026). 
Reverse transcription was carried on 2 μg of total RNA with the 5X all-in-one RT MastermMix 
(Abmgood) as recommended by the manufacturer. cDNAs were diluted 10-fold with pure water 
before being used for qPCR. qPCR reactions for 96-wells were performed using SYBR Green 
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technologies with 1 μl of cDNA, 1μM of each primer, 25 mM of MgCl2 and 0.25 units of JumpStart 
Taq DNA polymerase (MiliporeSigma, #D9307) in a total volume of 10 μl. The LightCycler 96 
Real-Time PCR system (Roche) was used to detect the amplification levels and was programmed 
to an initial step at 95 °C for 10 minutes, followed by 40 cycles of 15 seconds at 95 °C, 30 seconds 
at 55 °C and 30 seconds at 42 °C. Then a melting analysis was carried. The mRNA expressions 
were measured relative to the mRNA levels of two housekeeping genes; HMBS 
(Hydroxymethylbilane synthetase) and TBP (TATA-binding protein). Quantification of target 
genes was carried using the ∆∆CT method. For the quantification of miR-146a, we have followed 
a TaqMan assay as described previously (38). All forward and reverse primers are listed below:  
Gene Forward Reverse 
EGFR AAACCGGACTGAAGGAGCTGCC ATGCTCTCCACGTTGCACAGGG 
IL-8 GGCACAAACTTTCAGAGACAGCA GGCAAAACTGCACCTTCACACA 
IRAK1 GCCATCTCCAGCCCCTTCTTCT GTGCCCCGGGAAATCTCACAGA 
SERPINE1 CGGTCAAGCAAGTGGACTTTTC  GGCTCCTTTCCCAAGCAAGTT  
PGK2 TGCTGGACAAAGTCAATGAGATGA TCATCAAACAGGGAAGCACCAA 
AC007126.1 ATCTTCATGGCAGCCCCTCCCA CACCAAGTCCCTAGGCTGCACA 
AC058791.1 GCAGAGGTCGCTAACTACAAGAA AGAAGACCTGCACCAGTGAACGG 
AC073130.1 ACTGCTGTGAACACCTCTATGCACT TCCTGGTTCAATCTTGGGAGGT 
CTB-129P6.11 CAGAAGTAACCAGTGGAAGGGGA ACTAAACAGTGTGGGAGCGGGC 
MIR3142HG ACCGAGGTTTACTGAGTGCCCA TGTCCCCGTTTTCCAGATGAGGC 
RP11-30P6.6 GTTCAAGGCTGGTTGTGGTGGC GGCTTGTCTCGAATTCCTGGGCT 
XXBAC-B444P24.13 CAGAAGGCAGGCAGTGTCCAT TCATCTCAAGAGCTGCCGAAAA 
miR-146a gtgccgTGAGAACTGAATTCCAT CCAGTCTCAGGGTCCGAGGTATTC 
HMBS GGCAATGCGGCTGCAA  GGGTACCCACGCGAATCAC 
TBP GCTGGCCCATAGTGATCTTTGC CTTCACACGCCAAGAAACAGTGA 
Antagomir against miR-146a. IMR90 RAS senescent cells were plated on day 10 post-infection 
at 800,000 cells/10-cm. The next day, 3.5 nmol of antagomirs (500 nM) were transfected using 
Lipofectamine 2000 (Invitrogen, #11668-019). 16h-18h after, media were changed and cells were 
harvested in Trizol (Invitrogen, #15596026) following an additional 6-8h hours of incubation. 
Total RNA was extracted as stated by the manufacturer and was further prepared for real-time 
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quantitative PCR. The control antagomir and the anti-146a were purchased from Dharmacon 
(control: IH-300630-05-0020 and anti-146a: CN-001000-01-20).  
miR-CLIP  
Cell preparation and probes transfection: 
IMR90 overexpressing RASV12 were seeded at day 10 post-infection at 800,000 cells/10-
cm and were transfected 24 hours after with 252 pmol (at 36 nM) with the psoralen/biotin-modified 
probes (P/B) (Dharmacon). Prior to transfection, the probes were annealed with miR-146a-3p in 
TE (10 mM Tris-HCl and 1 mM EDTA pH 8.0) by incubating 1μM of each probe in boiling water 
that was let to cool down to room temperature on the bench. For every 20 pmol of probe that was 
transfected, 1 μl of Lipofectamine 2000 (Invitrogen, #11668-019) was used as the transfection 
agent. 24 hours post-transfection, cells were washed twice with PBS 1X and then crosslinked using 
an UV lamp at 365 nm for 1.5 min on ice. Excess PBS was then removed and cells were harvested 
in cell lysis buffer (20 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM EDTA pH 8.0, 1 mM EGTA, 
1% Triton-X100, PhosSTOP (Roche, #04906837001), Complete (Roche, #11836145001), 0.4U/μl 
RNaseOUT (Invitrogen, #10777019)) and centrifuge for 10 min at 4 °C at 13,000 rpm. Supernatant 
was transferred to a clean tube.  
RIP-AGO2: 
Total proteins were quantified using the Bradford technique. The RIP-AGO2 was 
performed on 25 mg of total protein. Pre-clearing of the sample was achieved for 1h at 4 °C on a 
rotating device with Dynabeads Protein G (Thermofisher, #1003D). Pre-cleared lysates were then 
incubated overnight at 4 °C, on a rotating wheel, with anti-AGO2 (Milipore, clone 9E8.2, #06- 
642) at a dilution of 1:75. 80 μl of dynabeads protein G were used to performed the IP for 2 hours 
at 4 °C. Beads were washed four times with cell lysis buffer and then incubated with 200 μl of 
digestion buffer (100 mM Tris-HCl pH 7.5, 150 mM NaCl, 12.5 mM EDTA pH 8.0, 400 ng of 
Proteinase K (Sigma-Aldrich, #P2308-25MG)) at 65 °C for 20 min. Then, 500 μl of Trizol 
(Invitrogen, #15596026) was added to each sample. RNA extraction was performed as stated by 
the manufacturer. The RNA pellet was resuspended in 20 μl of water.  
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Biotin/Streptavidin affinity purification: 
Dynabeads MyOne Streptavidin C1 beads (Invitrogen, #65001) were prepared for RNA 
applications as stated by the manufacturer before being resuspended in binding and washing buffer 
(B&W buffer; 5 mM Tris-HCl pH 7.5, 500 nM EDTA pH 8.0 and 1M NaCl). 800 μl of B&W 
buffer supplemented with 0.8U/ul of RNAseOUT were added to the RNA samples and purification 
was achieved for 45 minutes, at 4 °C on a rotating wheel. Beads were then treated with DNaseI 
(Sigma-Aldrich, #AMPD1) for 15 minutes at room temperature. Reaction was stopped by adding 
the Stop solution with a 10 min incubation at 70 °C. Beads were then washed four times with the 
B&W buffer. Elution was performed at 65 °C for two minutes with 50 μl of elution buffer (95% 
formamide and 10 mM EDTA pH 8.2). This step was performed twice, and the eluates were then 
combined. RNA was extracted using the RNeasy mini kit (Qiagen) and sample were sent to the 
Genomic platform of IRIC for Illumina sequencing. Significantly enriched transcripts in the miR-
CLIP versus input were extracted using DESeq2.  
Bootstrap analysis: 
 Six different prediction tools were used to detect the presence of miR-146 target sites 
within the identified lncRNA sequence. When a target site is detected by at least one software tool, 
the lncRNA is considered as a miR-146a target. To show that our miR-CLIP had enriched for miR-
146a targets in the detected sequences, we performed bootstrap analysis as follows: since 1425 
miR-146 targets were detected among ~7000 lncRNAs present in our RNA-seq, we generated 
bootstrap samples by randomly drawing the same amount of transcripts (1425) from a list of 
lncRNAs identified in a miR-CLIP-seq experiment that did not use miR-146a as bait (miR-CLIP 
against miR-106a). Ten thousand Bootstrap samples were generated and a distribution of the 
fraction of miR-146 targets was constructed. The mean, and standard deviation were derived by 
modeling the distribution as Gaussian. The z-scores of the fractions of miR-146 target lncRNAs 
obtained either using miR-146 as bait or using the 2X cutoff line as enrichment method in analysis 
were calculated using two-tailed z-test. The dataset used for bootstrapped sample distribution was 
obtained from Imig and al. (20). All bootstrapping and statistical tests were performed in R (R 
script available via GitHub: https://github.com/c7master/miRCLIP_Bootstrap).  
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miR-146a mimic transfection. IMR90-SAMIT or IMR90-mut-SAMIT cells were plated at 
300,000 cells/6-cm. The next day 4 pmol (at 1 nM) of miR-146a mimic or of an siRNA control 
was transfected using Lipofectamine 2000 (Invitrogen, #11668-019). For every 20 pmol of mimic 
that was transfected, 1 μl of Lipofectamine was used. 24h after, media were changed and cells 
were harvested in Trizol (Invitrogen, #15596026) following an additional 48h of incubation. Total 
RNA was extracted as stated by the manufacturer and was further prepared for real-time 
quantitative PCR. The control siRNA was purchased from Sigma (#SIC001) and miR-146a mimic 
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Figure S3.1 MiR-146a is enriched by RIP-AGO and the miR-CLIP technique. 
A) MiR-146a modified with the psoralen and the biotin (P/B) was transfected in IMR-RAS and 
and RNA was collected after the first purification step of the miR-CLIP technique (RIP-AGO). 
QPCR was performed to quantify miR-146a. A control RIP was done using an anti-FLAG 
antibody. B) QPCR was performed to quantify miR-146a after the whole miR-CLIP procedure 
(RIP-AGO and biotin-streptavidin affinity purification). As a control, the unmodified miR-146a 





 Au cours du temps, de nombreux facteurs peuvent altérer le génome par le biais de 
mutations. L’accumulation de celles-ci peut avoir des conséquences délétères et mener à une 
prolifération incontrôlée de la cellule. Heureusement, cette dernière est dotée de mécanismes qui 
lui permettent de contrer cet effet et ainsi empêcher la transformation tumorale. Un de ces 
mécanismes se nomme la sénescence cellulaire et elle se caractérise par un arrêt de prolifération 
en phase G1/S du cycle cellulaire. Des changements majeurs au niveau du programme 
d’expression génique accompagnent cette réponse cellulaire et nous pensons que ces changements 
peuvent être en partie attribués aux miR et aux lARNnc. 
 Les objectifs de cette thèse étaient en premier lieu d’étudier les mécanismes de régulation 
de l’axe p53-SOCS1 à l’aide d’éponges artificielles contre miR-19 et miR-155. En second lieu, 
nous voulions identifier ainsi que caractériser des lARNnc qui agiraient en tant qu’éponge 
endogène pour miR-146a.  
 
4.1 Discussion du chapitre 2 
4.1.1 Résumé des résultats présentés dans le chapitre 2 
L’activation d’oncogènes fait partie des mécanismes qui peuvent induire une sénescence 
prématurée. Par exemple, une activité aberrante de RAS engendre une phase d’hyperproliferation 
suivie par une sortie du cycle cellulaire initié par un stresse réplicatif induit par des fourches de 
réplication arrêtées (185, 186). Dans notre modèle d’étude, nous avons utilisé une forme 
constitutivement active de STAT5A afin d’investiguer la réponse cellulaire suite à une 
signalisation aberrante par les cytokines. Ce trait est effectivement une caractéristique de diverses 
maladies ainsi que dans le vieillissement (187, 188).  
Notre laboratoire a montré que la sénescence induite par une forme constitutivement active 
de STAT5A passe par SOCS1 qui agit en tant que protéine adaptatrice entre ATM (Ataxia 
telangiectasia mutated) et p53 et qui facilite l’activation de ce dernier à travers la phosphorylation 
en sérine 15 par ATM. Puisque SOCS1 est une cible de miR-19 et de miR-155, deux miR 
oncogéniques qui sont surexprimés dans nombre de cancers hématopoïétiques, nous avons voulu 
étudier si l’inhibition de ces miR pouvait restaurer une réponse antitumorale. Nous avons utilisé 
une lignée de macrophages de souris (RAW264.7) qui grâce à des traitements au LPS 
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(Lipopolysaccharide) nous permettait d’induire de manière endogène STAT5A, miR-19 ainsi que 
miR-155. Afin d’inhiber l’activité de ces deux miR, nous avons pris avantage des éponges à miR. 
Nos résultats montrent que ces dernières sont capables d’activer la voie de suppression tumorale 
p53/p21 dans les RAW264.7. De plus, une éponge nouvelle génération qui intègre le ribozyme 
« hammerhead », ou ribozyme à tête de marteau, nous permet d’induire cette réponse de manière 
encore plus marquée. 
4.1.2 Implication de miR-19 et miR-155 dans l’axe antitumoral p53/socs1 
 Les centres germinaux sont des structures qui se retrouvent dans les tissus lymphoïdes 
secondaires et qui sont cruciales pour l’immunité adaptative. C’est en effet dans ces structures que 
les lymphocytes B peuvent maturer afin de donner lieu aux plasmocytes ou encore aux cellules B 
à mémoire. On nomme ce processus : réaction des centres germinaux (189, 190). Le changement 
de classe par recombinaison (CSR; Class Switch Recombination) et l’hypermutation somatique 
(SHM; Somatic Hypermutation) sont importants dans cette réaction et impliquent la mutagenèse 
de l’ADN ainsi que des bris double-brin de l’ADN (190). Il est connu qu’AICDA (Activation-
induced cytidine deaminase) est requis et est essentiel pour le CSR et le SHM (191). Ces 
évènements sont généralement finement régulés dans la cellule afin de maintenir l’intégrité du 
génome. Cependant, dans ce cas particulier, afin de compléter le processus de maturation des 
anticorps, il est important de laisser cours à la réaction en n’engageant pas de manière excessive 
les points de contrôle du cycle cellulaire tout en s’assurant que le génome restera intègre. Les 
travaux de Bouamar et al. ont montré que miR-155 jouait un rôle particulièrement important dans 
ce processus et que cela passait par l’axe p53/SOCS1. Ils sont le premier groupe à lier miR-155 à 
cet axe de signalisation. Leurs résultats montrent que miR-155 contrôle deux aspects de cette 
réaction : tout d’abord, il limite la magnitude ainsi que la durée de CSR et de SHM en régulant 
Aicda. En second lieu, en inhibant Socs1, il limite par le fait même la fonction de p53. Ceci résulte 
en une baisse des points de contrôle, ce qui est requis pour une réaction GC fructueuse. 
 Nos travaux lient aussi miR-155 à l’axe p53/SOCS1 cependant, nous le faisons dans le 
contexte du cancer. Nous avons montré que l’inactivation de miR-155 dans une lignée de myélome 
multiple résultait en une accumulation de SOCS1 ainsi qu’en une activation accrue de p53. Ceci 
s’accompagne d’une baisse de la formation de colonies en milieux semi-solide ainsi qu’en une 
baisse de la migration de ces cellules. Au moment de la publication de ces résultats, aucune 
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littérature ni prédiction par des outils bio-informatique ne liait directement miR-155 à p53. 
Cependant, en 2017, les travaux de van Roosbroeck et al. ont mis en lumière une boucle de 
rétroaction dans laquelle, miR-155 peut réguler p53 en se liant directement dans sa région 3’UTR 
(192). De même, p53 peut aussi réguler négativement l’expression de miR-155. En prenant en 
considération ces connaissances, il serait intéressant de caractériser davantage notre système en 
utilisant un shRNA contre SOCS1. En effet, si dans nos conditions expérimentales, une inhibition 
de miR-155 à l’aide d’éponge résulte bien en une activation accrue de p53 et que cela passe par 
SOCS1, un shRNA contre ce dernier devrait abroger cette activation. Les cellules devraient donc 
retrouver leur capacité à former des colonies sur méthylcellulose et devraient aussi arriver à migrer 
(Fig. 2.4). De plus, dans la sénescence où SOCS1 est impliqué dans l’activation du facteur de 
transcription p53, Saint-Germain et al. ont montré que l’induction de plusieurs gènes par ce dernier 
était dépendante de SOCS1 (87). Nous pourrions donc complémenter les expériences avec un 
shRNA contre SOCS1 d’une caractérisation par RT-qPCR des cibles de p53 identifiées comme 
étant SOCS1- dépendantes. Si l’inhibition de miR-155 augmente la signalisation par p53 et que 
cela passe bel et bien par SOCS1, nous devrions donc observer une augmentation des gènes dont 
l’activation par p53 dépend de SOCS1.  
4.1.3 Dasatinib et anti-miR-155, une combinaison gagnante dans les traitements anti-
cancer? 
 Tel que mentionné plus tôt, miR-155 joue un rôle prépondérant dans la résistance dans les 
thérapies du cancer. Plusieurs études in vitro montrent qu’une inhibition de miR-155 augmentait 
l’apoptose et réduisait la capacité de prolifération, de migration et/ou de formation de colonies 
dans des lignées cellulaires d’ostéosarcome, de myélome multiple, de glioblastome multiforme et 
de carcinome de l’endomètre (97). De plus, les travaux de Van Roosbroeck et al. suggèrent que la 
boucle de rétroaction négative entre p53 et miR-155 est souvent impliquée dans les mécanismes 
de résistance contre une variété d’agents chimiothérapeutiques dans divers types de tumeurs (192).  
 En outre, des travaux dans notre laboratoire montrent que SOCS1 peut activer p53 en 
agissant en tant qu’adaptateur moléculaire avec ATM (83). L’interaction p53/SOCS1 peut être 
régulée par une phosphorylation de la tyrosine 80 de SOCS1 par la famille des kinases SRC. Cette 
modification oncogénique pourrait expliquer pourquoi on retrouve de hauts niveaux de SOCS1 
dans DLBCL, les lymphomes de Burkitt ainsi que dans les lymphomes folliculaires alors que les 
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taux de mutation de p53 sont plutôt faibles. En effet, on pourrait penser que SOCS1 pourrait activer 
les fonctions de suppression tumorale de p53, mais des analyses par IHC de tumeurs de patients 
atteints de DLBCL révèlent que celles-ci montrent une accumulation des kinases SRC actives et 
que donc SOCS1 serait inactivé par une phosphorylation en Y80 (Annexe 1, fig. 6A, 6B et fig. 
5C-E). De surcroît, les travaux de Saint-Germain et al. montrent que la surexpression de SOCS1 
combinée à une inhibition des SRC dans des cellules primaires de fibroblastes résulte en 
augmentation accrue de l’activité de p53, une diminution de la prolifération ainsi qu’une 
proportion accrue des cellules qui sont positives pour le marqueur de sénescence b-Gal (Annexe 
1, fig. 4B-D). En outre, des traitements avec un inhibiteur des kinases SRC ainsi qu’avec un 
réactivateur de p53 (PRIMA-1) dans les SUDHL-4 (lignée de DLBCL) favorisent une interaction 
p53/SOCS1 (Annexe 1, fig. 6D et 6E). Il serait intéressant de voir si une inhibition de miR-155 
dans ces conditions pourrait augmenter l’issue des traitements anti-cancer. En effet, miR-155 
s’accumule dans DLBCL, et même si l'on favorise une interaction p53/SOCS1 afin de réactiver 
les capacités de suppresseur de tumeur de cet axe, les hauts niveaux de miR-155 pourraient tout 
de même impacter de manière négative dans cette signalisation en diminuant les niveaux de 
SOCS1. Ainsi, une inhibition de miR-155 pourrait renforcer la signalisation par p53/SOCS1. 
D’ailleurs, il est intéressant de souligner que des essais cliniques en phase 1 sont en cours pour un 
anti-miR-155 dans les DLBCL (NCT02580552). 
 Bien que nombre d’études montrent que miR-155 exerce une fonction oncogénique dans 
nombre de cancers, une étude conduite par Huffakar et al. suggèrent que l’inhibition de miR-155 
doit se faire de manière parcimonieuse. En effet, leurs résultats suggèrent que miR-155 jouerait un 
rôle important pour le bon fonctionnement des propriétés anticancéreuses des cellules du système 
immunitaire. Plus précisément, en réprimant Ship1, ce miR promouvrait l’expression de l’IFNg 
chez les lymphocytes T CD4+. De plus, les auteurs montrent que des xénogreffes de cellules de 
lymphome ou de mélanome génèrent des tumeurs plus grosses chez les souris miR-155-/- que chez 
les souris contrôles (193). Il est donc crucial que des thérapies contre le cancer qui se basent sur 
une inhibition de miR-155 soient capables de cibler ce dernier spécifiquement dans les cellules 
cancéreuses afin de ne pas créer d’effets indésirables sur la réponse antitumorale générée par le 
système immunitaire. 
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4.1.4 Une éponge 2.0? 
 Les éponges artificielles sont des outils qui ont été mis au point par Ebert et al. en 2007 
(146). Depuis, de nombreuses études font l’utilisation de ces constructions afin d’étudier les rôles 
d’un miR donné (194). Nous avons incorporé, dans la conception de ces éponges, un ARN 
catalytique, le ribozyme à tête de marteau, afin de générer une éponge qui sera « recyclable ». En 
effet, une fois le miR lié à son site de reconnaissance, le ribozyme pourra cliver ce dernier menant 
ainsi à sa dégradation ainsi qu’à la libération subséquente du site de liaison. D’autres miR pourront 
donc s’y lier, répétant à l’infini ce cycle de liaison – dégradation – libération. 
 Bien que les éponges soient des outils très utilisés pour des études in vitro, leur application 
in vivo pour le traitement de maladie est plus limitée due aux moyens encore peu efficaces que 
nous avons afin de délivrer celles-ci aux cellules appropriées. De plus, une fois sa destination 
atteinte, l’éponge doit être « produite » par l’hôte, ce qui requiert l’utilisation de vecteurs viraux 
qui sont connus comme étant très immunogènes et toxiques. De plus, si l’on observe les stratégies 
employées pour l’inhibition des miR qui sont présentement en essai clinique, aucune éponge ne 
s’y retrouve. Le design que nous avons développé se prête donc peut-être mieux aux études in vitro 
que pour des applications dans les thérapies de maladie. Cependant, il serait intéressant de voir si 
le ribozyme à tête de marteau pourrait bien s’incorporer dans un design d’antisense contre des 
miR. Ces molécules sont généralement une courte séquence qui est complémentaire au miR 
d’intérêt et qui inhibe ce dernier en s’y liant l’empêchant ainsi de lier ses autres cibles.  
 
4.2 Discussion du chapitre 3 
4.2.1 Résumé des résultats présentés dans le chapitre 3 
 Les cellules qui entrent en sénescence subissent d’importants changements au niveau de 
leur profil d’expression génique. Une des manifestations de ces changements est le SASP, un 
sécrètome riche en cytokines et chimiokines pro-inflammatoires. Étonnamment, la sénescence 
induite par RAS résulte aussi en une augmentation marquée des niveaux de miR-146a, un miR 
connu comme étant impliqué dans l’atténuation de la réponse inflammatoire. Nous pensons que 
bien qu’il soit présent, ce miR ne serait pas tout à fait actif dû à la présence de lncRNA qui 
pourraient agir en tant qu’éponge naturelle. Afin d’identifier ces dernières, nous avons utilisé une 
technique nommée le miR-CLIP qui nous permet d’isoler l’interactome de miR-146a 
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spécifiquement. Nos résultats montrent que miR-146a interagit avec plusieurs lARNnc différents 
et que nombre d’entre eux contiennent des caractéristiques d’interaction qui sont requises pour 
qu’une régulation par TDMD soit initiée. Un plasmide d’expression nous a permis de surexprimer 
un de ces lARNnc et effectivement, nous pouvons observer une corrélation inverse entre les 
niveaux du lARNnc avec ceux de miR-146a.   
4.2.2 MiR-146a régule plusieurs lARNnc dans la sénescence induite par RAS 
 De manière canonique, les miR régulent principalement des ARNm en se liant dans leur 
3’UTR ce qui résulte en une subséquente inhibition de la traduction et/ou dégradation du transcrit 
(2). De manière intéressante, un antagomir contre miR-146a (anti-miR-146a) semble prévenir une 
dégradation qui est dépendante de miR-146a de nombre de lARNnc dans des cellules sénescentes 
par RAS. Puisque les miR reconnaissent principalement leurs cibles à travers leur région « seed » 
et que celle-ci est une très courte séquence, un miR pourra avoir une multitude de cibles différentes 
(2). Les transcrits qui peuvent donc s’accumuler davantage ou qui au contraire diminuent en 
présence d’un anti-miR-146a pourraient être le résultat d’une régulation indirecte de ce miR. Ainsi, 
les nombreux lARNnc que nous voyons augmenter lorsque l’on inhibe miR-146a ne pourraient 
qu’être le résultat d’une régulation à travers d’autres joueurs. Cependant, avec une technique 
nommée le miR-CLIP, nous avons pu isoler spécifiquement l’interactome de miR-146a. 
Brièvement, cette technique utilise un miR-146a modifié avec un psoralène ainsi qu’une biotine 
qui sera introduit dans la cellule par transfection transitoire. Il y aura une première étape de 
purification à l’aide d’une immunoprécipitation d’AGO2 suivie d’une seconde purification par 
affinité avec streptavidine/biotine (195). En comparant les différentes catégories de transcrits en 
interaction directe avec miR-146a, nous avons pu constater qu’une grande proportion de ceux-ci 
appartenaient à la catégorie des lARNnc, confirmant ainsi nos résultats du RNA-sequencing avec 
l’antagomir contre miR-146a. Nous ne sommes pas les seuls à obtenir de tels résultats, en fait, 
Imig et al., qui ont mis au point la technique du miR-CLIP, ont aussi observé que seulement 30-
50% des lectures sont liés à des ARNm (195). En revanche, des analyses par la méthode CLASH 
(Crosslinking, ligation, and sequencing of hybrids) montrent que seulement 0.4% des miR purifiés 
par une immunoprécipitation d’AGO1 est lié à des lncRNA (196). La technique de CLASH se 
base sur une immunoprécipiation d’AGO et qui est suivie d’une étape de ligation afin de lier les 
miR avec leurs cibles. Les chimères sont ensuite séquencées et les résultats obtenus permettent 
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d’identifier les cibles d’un miR donné ainsi que son site de liaison au nucléotide près avec cette 
cible (196). Il se pourrait que ces différences de pourcentage soient attribuables au fait que la 
technique de CLASH ne soit pas tout à fait efficace au niveau de la liaison du miR et sa cible. En 
effet, il semblerait que seulement 2% des lectures soient des chimères composées du miR et de sa 
cible. Une grande partie des interactions pourraient alors être perdues (196, 197). De manière 
similaire, dans les débuts de la méthode de HITS-CLIP (High-throughput sequencing of RNA 
isolated by crosslink immunoprecipitation), les transcrits non codants ne faisaient pas partie des 
catégories très étudiées. Ces derniers sont donc souvent passés sous le radar. Toutefois, des 
réanalyses de ces données montrent que les lARNnc font partie intégrante des transcrits ciblés pas 
les miARN (198). Puisque cette dynamique d’interaction est confirmée à l’aide de différentes 
techniques, cela suggère que ce n’est sans doute pas une aberration due au système d’étude. 
 Un des rôles les plus probables pour ces interactions serait la régulation de la fonction des 
lARNnc avec lesquels miR-146a interagit en menant à leur dégradation. On sait que les lARNnc 
peuvent avoir une myriade de rôles dans la cellule et ce mode de régulation par les miR pourrait 
être impliqué dans le contrôle de ces fonctions. Il existe déjà plusieurs cas de figure dans la 
littérature notamment avec miR-671 qui par son interaction extensive avec CDR-1, mène à sa 
dégradation (57). Ce cas reste probablement un mécanisme rare, car on sait que chez les 
mammifères, il est peu commun qu’un miR dégrade sa cible à travers un clivage endonucléolytique 
(2). Un autre exemple de régulation des lARNnc par un miR est celui de MALAT1 (Metastasis 
Associated Lung Adenocarcinoma Transcript 1) et miR-9. Leucci et al. ont montré que MALAT1 
contenait deux sites de liaison pour miR-9 et que ses niveaux au noyau étaient régulés par une 
interaction directe avec miR-9 (199).  
La fonction d’un lARNnc pourrait aussi être régulée de manière indépendante de ses 
niveaux; le miR pourrait prévenir des interactions avec des partenaires donnés du lARNnc qui sont 
nécessaires à sa fonction. En effet, Sethuraman et al. ont observé que l’introduction d’un mimique 
d’un miR ne réduit pas nécessairement les niveaux de tous les lARNnc avec lesquels il interagit 
(198). À l’inverse, il se pourrait aussi que ces interactions miR- lARNnc aient pour but de réguler 
l’activité d’un miR donné. En effet, les lARNnc pourraient agir en tant qu’éponge à miR et ainsi 
inhiber leurs fonctions. Tel que mentionné dans l’introduction, CDR-1 contient plusieurs sites de 
liaison pour miR-7. Hansen et al. ont montré que cet ARN non codant circulaire pouvait atténuer 
la régulation des cibles de miR-7 par ce dernier. Les lARNnc adoptant cette conformation 
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circulaire sont aussi intéressants, car ils sont résistants à la dégradation exonucléolytique (57). 
Finalement, on peut aussi spéculer que les lARNnc pourraient servir de réservoir à miR afin de 
rapidement répondre aux stimuli environnants. En effet, La Rocca et al. ont montré que dans la 
majorité des tissus humains, les miR se trouvent en complexe avec AGO seulement. En d’autres 
mots, ils sont dans des complexes RISC « incomplets » qui fractionnent dans de petits poids 
moléculaires (LMW-RISC; Low molecular weight RISC) et qui ne sont pas liés aux cibles des 
miR et sont donc inactifs. Lorsque la cellule doit répondre à un stimulus, le complexe RISC 
s’assemble (HMW-RISC; High molecular weight RISC) et peut par la suite réguler les cibles d’un 
miR donné. Ceci serait indépendant des niveaux des miR puisque le passage de LMW-RISC à 
HMW-RISC peut se faire sans variations des niveaux de ceux-ci. Les auteurs proposent qu’ainsi, 
la cellule pourrait garder en réserve une sélection de miR afin de répondre rapidement à un stimulus 
donné (200).  
De surcroît, les travaux de Flores et al. montrent que les miR peuvent se lier à leurs cibles 
sans avoir recours au complexe RISC (153). Différents exemples dans la littérature ainsi que nos 
travaux montrent que les miR peuvent lier les lARNnc. On pourrait alors penser qu’un autre 
mécanisme possible par lequel la cellule pourrait garder des miR en réserve serait par la liaison de 
ces derniers à des lARNnc. Ces interactions résulteraient en une stabilité accrue des miR, 
favorisant leur accumulation et ainsi, la cellule pourrait répondre rapidement à différents stimuli. 
4.2.3 Plusieurs lARNnc pourraient à leur tour réguler miR-146a dans la sénescence 
induite par RAS 
 Afin d’étudier spécifiquement l’interactome de miR-146a dans la sénescence induite par 
RAS, nous avons utilisé la technique du miR-CLIP. Tel que mentionné plus tôt, nous avons 
observé qu’une grosse proportion des transcrits avec lesquels ce miR interagit appartient à la 
catégorie des ARN non codants. De manière intéressante, plusieurs des prédictions d’interaction 
entre ces lARNnc et miR-146a contiennent une hybridation extensive en 3’ du miR. Ceci est une 
caractéristique requise pour l’induction d’un TDMD. En effet, les caractéristiques générales 
requises afin de déclencher la dégradation d’un miR par une cible sont : liaison de la région 
« seed » du miR, un mésappariement central du miR de moins de six nucléotides ainsi qu’une 
liaison extensive en 3’ du miR (8-12 nucléotides) (39). SAMIT, le lARNnc que nous avons identifié 
comme étant capable d’induire la dégradation de miR-146a à travers un TDMD, ne semble 
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toutefois pas être le candidat typique puisqu’il ne répond pas à tous ces critères (figure 3.4A). 
Cependant, les règles énumérées plus haut ne semblent pas être universelles. Il y a en effet des 
exemples de transcrits qui ne suivent pas tous ces requis et qui peuvent tout de même engendrer la 
dégradation d’un miR avec lequel il se lie. C’est le cas notamment d’un ARN synthétique qui peut 
lier un miR sauf dans la région « seed », mais qui génère tout de même un TDMD in vitro (201). 
Il y a aussi le cas des éponges artificielles pour les miR. Le design des éponges utilisées dans mon 
premier article se basait sur les travaux de Kluvier et al. qui ont mis au point une technique rapide 
et efficace pour le clonage de ces éponges contre un miR donné (202). Ce design incluait un 
mésappariement aux nucléotides 9-11 afin de limiter la dégradation endonucléolytique par AGO2 
(146). Curieusement, ces éponges s’hybrident de manière extensive dans la région 3’ du miR mais 
cela ne mène qu’à une dégradation modeste des miR qui s’y lient. De manière similaire, Ebert et 
al. n’observaient pas non plus de changements drastiques des niveaux de miR lorsque leur éponge 
correspondante était exprimée dans la cellule (146). Peut-être que cette observation peut 
s’expliquer par le fait que le TDMD pourrait avoir un potentiel plus élevé dans des cellules 
neuronales que non neuronales (203). Afin de susciter un TDMD, le miR doit s’hybrider de 
manière extensive dans sa région 3’. Les travaux de de la Mata et al. ont montré qu’aussi peu que 
deux nucléotides non appariés en fin du miR suffisaient à réduire l’efficacité du TDMD de 3.33 
fois (203). Toutefois, il a été montré que HCMV (Human cytomegalovirus) contient un ARN non 
codant capable de diminuer spécifiquement les niveaux de miR-17 et de miR-20a du polycistron 
miR-17-92 par un TDMD. De manière intéressante, la dégradation de ces deux miR se fait de 
manière assez efficace bien que trois de leurs derniers nucléotides soient non appariés (204). Ce 
qui diffère entre ces deux études est le renflement central; dans la première étude, il comprend 
quatre mésappariements alors que dans la deuxièmement étude, il n’en comprend que deux (203, 
204). Il est clair que beaucoup de travail reste à faire afin de bien cerner toutes les caractéristiques 
requises afin de mettre en branle ce mécanisme de dégradation. Ceci explique peut-être pourquoi 
le lARNnc que nous avons identifié et qui engendre un TDMD pour miR-146a peut le faire sans 
suivre tous les requis pour engendrer cette réponse cellulaire.  
 Sethuraman et al. se sont intéressés aux interactions miR- lARNnc. Leurs travaux se 
basaient sur des analyses de la méthode CLASH qui a l’avantage de pouvoir identifier autant les 
cibles canoniques que non-canoniques pour un miR donné. Avec cette méthode, la ligation du miR 
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avec sa cible peut se faire de deux manières différentes: soit en 5’ de la cible (5’miRNA), soit en 
3’ de la cible (3’miRNA). 
 
 
Figure 4.1 Ligation du miR à sa cible dans la méthode CLASH 
 Lors de la méthode CLASH, à l’étape de ligation, le miR peut se lier de manière différente 
à sa cible créant deux types de chimères : des chimères « 5’miRNA » lorsque le miR se lie en 5’ 
de sa cible ou des chimères « 3’miRNA » lorsque le miR se lie en 3’ de sa cible. Tiré de 
Sethuraman et al., 2018 (198) 
 
 De manière surprenante, les lARNnc semblent produire plus de chimères de type 
« 3’miRNA » que les ARNm. Les auteurs proposent que ceci pourrait être dû au fait que la 
flexibilité et/ou les propriétés stériques de RISC lié aux lARNnc diffèrent de celles pour les 
ARNm. Une analyse plus approfondie montre que pour les ARNm, peu importe si la chimère 
produite résulte en un 5’miRNA ou un 3’miRNA, la distribution de tous les sites de liaison pour 
les miR est uniforme tout au long du transcrit. Ce n’est cependant pas le cas pour les lARNnc. 
Effectivement, les chimères « 5’miRNA » suivent aussi cette distribution constante, cependant, les 
chimères « 3’miRNA » semblent plus lier la région 3’ du lARNnc. Puisque ce biais est absent pour 
les ARNm, les auteurs suggèrent que la liaison des miR sur un lARNnc est régie par différentes 






Figure 4.2 Comparatif de la distribution des sites de liaisons pour les miR sur les lARNnc ou 
les ARNm. 
Puisque la taille des lARNnc peut différer énormément de celle des ARNm, les transcrits ont 
été séparés selon le premier 20% de la longueur totale, de 20-40%, de 40-60%, etc. Ce qui nous 
intéresse ici ce sont les transcrits cellulaires. Tiré de Sethuraman et al., 2018 (198). 
 
 Finalement, les auteurs se sont intéressés au type de liaison miR-transcrit. Pour ce faire, les 
interactions ont été divisées dans différentes catégories basées sur le type de « seed » impliqué : 
7mer (nt 2-8), 6mer (nt 2-7), 7mer-1mm (nt 2-8 + 1 mésappariement, le mésappariement n’est pas 
possible en nt 8), 7mer-2mm (nt 2-8 + 2 mésappariements) ou autre. Il est intéressant de noter que 
plus de 40% des interactions appartiennent à la catégorie « autre », autant pour les lARNnc que 
pour les ARNm. Ceci suggère que les interactions non canoniques ne sont pas des évènements 
rares dans la cellule. Par ailleurs, il semblerait que les lARNnc génèrent plus de ces interactions 
non canoniques que les ARNm et que plus l’interaction du « seed » est faible, plus il y a 
d’hybridation en région 3’ du miR afin de compenser. Nous ne pouvons exclure alors que les 
lARNnc que nous avons identifiés dans notre miR-CLIP et qui interagissent avec une hybridation 
extensive en 3’ du miR ne serait qu’une caractéristique propre aux interactions miR- lARNnc. 
C’est pourquoi il sera important de confirmer que d’autres lARNnc de notre liste soient aussi 
capables de mener à la dégradation de miR-146a. 
Avec tous ces éléments mis ensemble, il est clair que les règles qui régissent les interactions 
des miR avec ses cibles ne sont pas les mêmes pour les lARNnc que pour les ARNm. Il est tentant 
de spéculer que les caractéristiques d’interaction requises afin de générer un TDMD sont alors 
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peut-être légèrement différentes selon si c’est un ARNm ou un lARNnc qui l’initie. D’autre part, 
il nous est impossible de mettre de côté l’hypothèse que la diminution des niveaux du miR-146a 
mature que nous observons pourrait être due à une diminution de la maturation de ce dernier. Afin 
de tester cette hypothèse, nous voulions quantifier les niveaux du brin passager de miR-146a à 
l’aide d’un essai qPCR (Quantitative PCR) : si ce n’était pas une régulation au niveau de la 
maturation, les niveaux de ce brin passager ne devraient pas changer selon si SAMIT est présent 
ou non. Toutefois, ce dernier ne semblait pas s’accumuler assez dans notre système d’étude afin 
que nous puissions le quantifier. 
4.2.4 Relation de miR-146a et de son transcrit primaire; un loop d’autorégulation? 
 MiR-146a est encodé dans le deuxième exon d’un lARNnc nommé MIR3142HG 
(MIR3142 Host Gene) (123). De manière surprenante, nos résultats de RNA-seq montrent que 
lorsque l’on inhibe la fonction de miR-146a à l’aide d’un antagomir, les niveaux de son transcrit 
primaire (MIR3142HG) augmentent. En outre, à l’aide d’outils de prédiction (RNA hybrid), il 
semblerait que MIR3142HG contienne un site de liaison pour miR-146a (205, 206). Ceci pourrait 
suggérer que miR-146a aurait la possibilité d’autoréguler sa propre expression.  
 
 
Figure 4.3 MIR3142HG contient un site de liaison pour miR-146a prédit par l’outil bio-
informatique RNA hybrid. 
 Prédiction de la liaison de miR-146a dans son transcrit primaire (MIR3142HG) au 
nucléotide 1526 dans ce dernier (205, 206). Ce site n’est pas celui qui correspond au brin 3p de 
miR-146a, qui lui se retrouve plutôt aux nucléotides 280 – 301. 
 
Il y a encore très peu de littérature sur ce lARNnc, mais une étude récente, conduite par 
Hadjicharalambous et al., suggère que ce lARNnc pourrait avoir des fonctions en dehors du miR 
qu’il encode. Les auteurs montrent que dans un modèle de fibrose pulmonaire idiopathique, 
MIR3142HG serait requis pour la sécrétion d’IL-8 et de CCL2 lors d’une stimulation par IL-1beta. 
Puisque miR-146a est connu comme ayant un rôle anti-inflammatoire, il est possible de spéculer 
que l’effet pro-inflammatoire de MIR3142HG dans ce contexte serait dû à des fonctions du 
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lARNnc qui seraient indépendantes de miR-146a (207). Ça ne serait pas le premier exemple 
d’autorégulation chez les miR. En effet, notre laboratoire a montré que miR-17 et miR-20 sont 
induits par les facteurs de transcription E2F1-3 et qu’à leur tour, les miR peuvent réprimer la 
production de ces protéines en agissant directement sur leur transcrit (109). Les miR peuvent aussi 
se lier directement au transcrit primaire d’autres miR prévenant ainsi la production de la forme 
mature de ce dernier. C’est le cas notamment de miR-361 qui peut lier le pri-miR-484 et ainsi 
empêcher la progression de la maturation de ce dernier (208). Par ailleurs, let-7 chez C. elegans 
peut se lier à son propre transcrit primaire et ainsi favoriser sa maturation (209). Nos données de 
miR-CLIP montrent que MIR3142HG n’est pas enrichi dans l’interactome de miR-146a (facteur 
d’induction de 0.61). Ceci pourrait suggérer deux choses : 1) miR-146a pourrait réguler son 
transcrit primaire à travers des intermédiaires ou 2) miR-146a peut effectivement interagir 
directement avec son transcrit et mener à sa dégradation. Dans le deuxième cas de figure, si miR-
146a se lie à MIR3142HG, ceci pourrait résulter en une dégradation rapide du transcrit nous 
empêchant par le fait même de capturer cette interaction par la méthode du miR-CLIP. Afin de 
confirmer ou non si les deux interagissent, différentes méthodes pourraient être utilisées. Tout 
d’abord, il pourrait être possible de purifier spécifiquement MIR3142HG et voir s’il y a interaction 
avec miR-146a avec la méthode de qPCR. De cette manière, nous arriverons peut-être à capturer 
MIR3142HG avant qu’il ne soit dégradé et ainsi voir si miR-146a co-purifie. En deuxième lieu, il 
serait possible de tester s’il y a colocalisation entre les deux transcrits avec la technique du PLA 
(Proximity Ligation Assay). En effet, nous pourrions utiliser une forme inactive de Cas9 (dCas9 : 
dead Cas9) avec un gRNA (Guide RNA) qui s’hybriderait dans le lARNnc. Nous avons aussi déjà 
en notre possession, une forme biotinylée de miR-146a. Avec des anticorps contre Cas9 et biotine, 
la méthode du PLA pourrait être employée. Finalement, il serait aussi possible de refaire un miR-
CLIP dans des conditions où l'on inhiberait la dégradation des transcrits initiée par les miR. Cette 
inhibition pourrait se faire à l’aide d’un shRNA contre des transcrits codant pour des protéines 






 En conclusion, cette thèse nous a permis de mieux comprendre l’implication de miR-155 
et de miR-19, deux miR oncogéniques, dans l’axe de suppression tumorale p53/SOCS1. Nos 
résultats montrent qu’ils sont induits par une activité aberrante de STAT5A et qu’ils peuvent 
prévenir l’induction de la sénescence en ciblant Socs1 et ceci résulte en une baisse de l’activité de 
p53. Nous avons aussi mis au point une éponge nouvelle génération qui inclut le ribozyme à tête 
de marteau dans le site de liaison pour un miR donné. Ceci permet de recycler l’éponge, car une 
fois le miR lié à son site de reconnaissance, il y sera clivé et subséquemment dégradé laissant la 
place libre afin qu’un autre miR puisse venir s’y lier. C’est donc un outil dynamique qui permet 
un effet à des plus bas niveaux d’expression de l’éponge.  
 En second lieu, nous nous sommes penchés sur le mode de régulation par des éponges 
naturelles de miR-146a dans la sénescence par RAS. À l’aide d’un antagomir contre miR-146a, 
nous avons pu observer une augmentation de plusieurs lARNnc. En étudiant de plus près 
l’interactome de ce miR à l’aide d’une technique nommée miR-CLIP, nous avons pu confirmer 
que miR-146a régulait directement plusieurs de ces lARNnc. En outre, il est prédit que plusieurs 
de ces lARNnc pourront interagir avec miR-146a avec une hybridation extensive en région 3’ de 
ce dernier. Nous avons donc investigué une possible implication du TDMD comme mode de 
régulation de miR-146a. Nos résultats suggèrent que SAMIT pourrait réguler la fonction de miR-
146a possiblement en générant un effet TDMD sur ce dernier et que ceci résulterait en une baisse 
de l’activité de miR-146a dans la sénescence permettant ainsi au SASP de s’exprimer.  
 Les travaux présentés dans cette thèse suggèrent que l’utilisation des éponges qui seraient 
recyclables aurait un avantage sur un design plus classique. En effet, dans le premier article, nous 
avons mis au point une éponge artificielle qui intègre un ribozyme et nous avons montré que cette 
éponge catalytique avait un effet plus marqué sur les niveaux du miR qu’elle ciblait, sur la 
croissance, sur la formation de colonies ainsi que sur la migration de cellules de myélome multiple. 
De même, dans mon second article, une stratégie similaire d’éponge recyclable semble être utilisée 
de manière naturelle dans les systèmes biologiques. Nous avons en effet découvert un lARNnc qui 
agit sur la fonction de miR-146a possiblement en initiant sa dégradation par un TDMD. Bien que 
les caractéristiques qui sont requises afin de générer celle-ci ne sont pas encore bien comprises, 
nos travaux suggèrent que les règles d’hybridation requises sont peut-être différentes pour les 
lARNnc que pour les ARNm. De plus, une fois que ces règles seront mieux cernées, il serait 
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intéressant de les incorporer dans la conception d’une éponge nouvelle génération qui pourrait 
devenir un outil plus performant. 
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Annexe 1 – Phosphorylation of SOCS1 Inhibits the SOCS1–p53 
Tumor Suppressor Axis 
Dans cette annexe se retrouve la version intégrale d’un article de recherche publié par notre 
laboratoire dans lequel je suis deuxième auteur. Cet article se penche sur le rôle de la 
phosphorylation de SOCS1 en tyrosine 80 dans la régulation de son interaction avec le suppresseur 
de tumeur p53 dans la sénescence.  
 
Le manuscrit est publié dans la revue Cancer Research (84) 




Phosphorylation of SOCS1 Inhibits the SOCS1–p53
Tumor Suppressor Axis
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Karine Moineau-Vall"ee1, Viviane Calabrese1, V"eronique Bourdeau1,
Marie-Camille Rowell1,2, Subburaj Ilangumaran3, Fr"ed"eric Lessard1, and
Gerardo Ferbeyre1,2
Abstract
Expression of the suppressor of cytokine signaling-1
(SOCS1) is inactivated in hematopoietic and solid cancers by
promotermethylation,miRNA-mediated silencing, andmuta-
tions. Paradoxically, SOCS1 is also overexpressed in many
human cancers. We report here that the ability of SOCS1 to
interact with p53 and regulate cellular senescence depends on
a structural motif that includes tyrosine (Y)80 in the SH2
domain of SOCS1. Mutations in this motif are found at low
frequency in some human cancers, and substitution of Y80 by
a phosphomimetic residue inhibits p53–SOCS1 interaction
and its functional consequences, including stimulation of p53
transcriptional activity, growth arrest, and cellular senescence.
Mass spectrometry con!rmed SOCS1 Y80 phosphorylation in
cells, and a new mAb was generated to detect its presence in
tissues by IHC. A tyrosine kinase library screen identi!ed the
SRC family as Y80-SOCS1 kinases. SRC family kinase inhibi-
tors potentiated the SOCS1–p53 pathway and reinforced
SOCS1-induced senescence. Samples from human lympho-
mas that often overexpress SOCS1 also displayed SRC family
kinase activation, constitutive phosphorylation of SOCS1 on
Y80, and SOCS1 cytoplasmic localization. Collectively, these
results reveal a mechanism that inactivates the SOCS1–p53
senescence pathway and suggest that inhibition of SRC family
kinases as personalized treatment in patients with lymphomas
may be successful.
Signi!cance: These !ndings show that SOCS1 phosphor-
ylation by the SRC family inhibits its tumor-suppressive
activity, indicating that patients with increased SOCS1 phos-
phorylation may bene!t from SRC family kinase inhibitors.
Introduction
SOCS1 is a 211-amino acid protein composed of a central
SH2 (src homology) domain and a C-terminal domain called
the SOCS box (1). The SH2 domain of SOCS1 recognizes
target proteins that are ubiquitinated and targeted to the
proteasome by the E3 ligase complex bound to the SOCS
box (2). SOCS1 also binds to the tumor suppressor p53 but
does not stimulate its degradation (3–5). The SH2 domain of
SOCS1 interacts with the N-terminal transactivation domain of
p53, while the C-terminal domain of SOCS1, containing
the SOCS Box, mediates interaction with the DNA damage–
regulated kinases ATM/ATR. SOCS1 thus serves as an adaptor
for ATM/ATR-dependent phosphorylation of p53 and the
activation of its tumor-suppressive functions (3, 5–7).
SOCS1 expression is reduced in human cancers due to DNA
methylation or miRNA-mediated silencing (4, 8–15). In addi-
tion, in some patients with primary mediastinal B-cell lym-
phoma (16), diffuse large B-cell lymphoma (DLBCL; ref. 17)
and many patients (61%) with Hodgkin lymphoma, SOCS1 is
mutated (18, 19). In addition, enforced expression of SOCS1 in
many different tumor cell types leads to a potent antiprolifera-
tive activity (3, 20). Taken together, the data referred above
denote that SOCS1 is a tumor suppressor gene. On the other
hand, SOCS1 can also exert oncogenic activities, as shown by its
increased levels in colorectal cancer, melanoma, and in a mouse
model of FTL3-induced myeloproliferative disease (21–23).
The molecular mechanisms explaining how SOCS1 displays
contrasting activities in tumors remain to be identi!ed.
One hallmark of tumor cells is their ability to sustain cell
proliferation, typically by activating tyrosine kinase signaling
pathways (24). Tyrosine kinases altered in cancers include
receptor tyrosine kinases that initiate signal transduction
pathways via both serine/threonine kinases and non-receptor
tyrosine kinases (25). These kinases may phosphorylate and
inhibit the function of tumor suppressors (26). Here we report
that SOCS1 interacts with p53 using a novel protein–protein
interaction motif that comprises amino acids F79, Y80, and
W81 of SOCS1. Phosphorylation of Y80 in this motif was
con!rmed by mass spectrometry and kinase assays and was
found to be carried out by the SRC family of non-receptor
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tyrosine kinases. Importantly, Y80 phosphorylation interfered
with p53 binding and induction of senescence but treat-
ment with SRC-family tyrosine kinase inhibitors restored
p53 binding and potentiated the senescence response to SOCS1
expression. Development of a phospho-speci!c mAb against
phosphorylated SOCS1 (Y80) allowed us to observe by IHC
an increase in SOCS1 phosphorylation at Y80 in human lym-
phomas in correlation with increased activation of SRC
family kinases and a cytosolic localization of SOCS1.
Materials and Methods
Cell lines, reagents, and retroviral gene transfer
See Table 1 for cell lines used and culture conditions.
Adherent cells were trypsinized using 0.25XTrypsin-EDTA (Life
Technologies, catalog no. 15090-046). Doxorubicin (Sigma) was
used at a concentration of 300 ng/mL. Serum starvation experi-
ments were performed by culturing the cells in medium without
serum for 16 hours before treating with 100 ng/mL EGF (Life
Technologies). Dasatinib (#S1021) and saracatinib (#S1006)
were purchased from Selleckchem and resuspended in DMSO
and ethanol, respectively. Cells were treated with the selected
compounds at doses ranging from 1 nmol/L to 80 nmol/L for
long-term treatments, the drug being changed every two days.
For signaling experiments, cells were treated with 100 nmol/L
dasatinib for 2 hours prior to cell collection. IFNb was a kind gift
of Biogen and was used at a !nal concentration of 1,000 U/mL.
Retroviral-mediated gene transfer was performed as des-
cribed previously (28). Infected cell populations were selected
with either puromycin (2.5 mg/mL, 3 days) or hygromycin
(80 mg/mL, 5 days). For U2OS cells infected with pWZLneo
containing the kinases in combination with pLPC-SOCS1, cells
were selected with G418 (600 mg/mL, 7 days) and puromycin
(2 mg/mL, 3 days). All vectors are described in Supplementary
Information.
Colony assays, growth curves, and senescence-associated
b-galactosidase staining
For colony assays, U2OS cells were transiently transfected using
the calcium phosphate method with 20 mg of each vector. Cells
were selected with 1.5 mg/mL of puromycin for 3 days, counted,
and plated in 6-well plates (10,000 cells per well). Cells were !xed
with 1% glutaraldehyde at day 0 to account for plating and at day
10of growth and then coloredwith crystal violet. The cell-retained
dye was resuspended in 10% acetic acid and quanti!ed using a
spectrophotometer. For growth curves, IMR90-infected cells were
counted and plated after selection in 12-well plates (10,000 cells
per well) and !xed every 2–3 days for the indicated number of
days. Cells were !xed, stained, and quanti!ed as described for
colony assays. Senescence-associated b-galactosidase stainingwas
done as described in ref. 29.
Coimmunoprecipitation
U2OS cells were collected in cell lysis buffer [20 mmol/L Tris-
HClpH7.5, 150mmol/LNaCl, 1mmol/L EDTA, 1mmol/L EGTA,
1% Triton X-100, 2.5 mmol/L sodium pyrophosphate, 1 mmol/L
b-glycerolphosphate and a cocktail of protease inhibitors
(Roche)]. Two milligrams of cell extract from each condition was
used for IP and 50 mg was loaded as input (whole cell lysate). The
protocol (Table 2) was used as described previously (3).
For the SOCS1 dimerization experiment, three 10-cm petri
dishes of each condition were transfected with 10 mg 6x-Myc-
SOCS1 and 10 mg of FLAG-SOCS1 or FLAG-SOCS1DBOX using
the calcium phosphate method. When the constructs were trans-
fected alone, an empty pLPC vector was used to keep the quantity
of transfected DNA constant. Media were changed 24 hours
posttransfection and cells were harvested 48 hours posttransfec-
tion. Cells were lysed using cell lysis buffer, as described above,
and sonicated twice for 30 seconds on ice. FLAG-M2 af!nity gel
(Sigma-Aldrich #A2220) were blocked for 1 hour at 4!C in cell
lysis buffer containing 2.5% BSA, 0.16 mg/mL salmon sperm DNA
(Sigma-Aldrich) and 0.16mg/mL E. coli tRNA (Sigma-Aldrich), and
then washed twice with cell lysis buffer. FLAG immunoprecipi-
tation was performed using 50 mL of FLAG-M2 af!nity gel for 45
minutes at 4!C. Beads were then washed three times for 10
minutes under agitation at 4!C and resuspended in 2" Laemmli
buffer. Beadswere heated for 10minutes at 100!Cprior to loading
on an SDS-PAGE gel for Western blotting.
GST pull-down
BL21 E. coli strain harboring each of the p53-GST-fusion vectors
were used to produce the recombinant proteins in YTA 2X
medium (16 g/L tryptone, 10 g/L yeast extract, 5 g/L NaCl) and
induced with 0.4 mmol/L IPTG. The following buffers were used:
STE buffer (10 mmol/L Tris-HCl pH 8.0, 1 mmol/L EDTA, 100
mmol/L NaCl) supplemented with DTT (5 mmol/L) and a Pro-
tease Inhibitor Cocktail (Roche), NETN buffer (10 mmol/L Tris-
HCl pH 8.0, 1 mmol/L EDTA, 100 mmol/L NaCl, 0.5% NP-40).
Bacteria were lysed with 1 mg/mL lysozyme and glutathione
Sepharose-4Bbeads (Amersham)were used for theGSTpulldown
assay. The whole procedure was done as described previously (3).
35[S] methionine was used to label SOCS1 and the pull-downs
were loaded onto an SDS gel for electrophoresis and autoradi-
ography. In one case, radioactive detection was substituted for
Western blotting with the FLAG antibody (for SOCS1 construct
detection).
Table 1. Cell lines and culture conditions
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Table 2. Protocol
Antibody Company Cat # Dilution Incubation Species Beads
p53 Cell signaling 9282 1:200 O/N 4!C Rabbit Sepharose 4B
Protein A, Sigma
# P9424
p73 Bethyl A300-126A 1:200 O/N 4!C Rabbit
c-YES Santa Cruz
Biotechnology
sc-14 1:200 O/N 4!C Rabbit
Cyclin A Santa Cruz
Biotechnology
sc-596 1:200 O/N 4!C Rabbit
IgG Unstimulated NEB 1:200 O/N 4!C Rabbit
SOCS1–Tyrosine Phosphorylation
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Tissue microarrays
IHC against pSOCS1Y80 and pSRCY416 was performed on a
lymphoma human tissue microarray purchased from US Biomax
(#LY2086a). This tissue microarray contains 208 samples, 192
lymphomas, and 16 normal lymph nodes. Two independent
scorers quanti!ed and scored the staining. Each scorer made
three separate counts of 100 cells for every tumor and for every
type of staining. Three separate staining patterns were analyzed:
cytoplasmic staining, perinuclear staining, and nuclear staining.
The immunoreactive score was chosen to grade the samples. This
score considers the number of stained cells and the intensity of
staining, where the !nal score is comprised between 0 and
12. Statistics were performed by using the SPSS software (IBM).
Spearman correlation between the two independent scorers
was 0.935, P < 0.0001. Mann–Whitney U test was used to show
signi!cant differences between conditions: cytoplasmic normal
versus cytoplasmic lymphomas, U ! 740, P < 0.0001 (sig < 0.05
two-tailed), showing a statistically signi!cant difference between
both conditions; nuclear normal versus nuclear lymphomas,
U ! 1,115.5, P < 0.009 (sig < 0.05 two-tailed), showing a
signi!cant difference; and perinuclear normal versus perinuclear
lymphomas,U! 1291, P < 0.257 (sig < 0.05 two-tailed), showing
no signi!cant difference for perinuclear staining. Correlations
in expression between pSOCS1 staining and pSRC family
staining were calculated using Pearson correlation [Pearson
correlation ! 0.557, P < 0.0001 (sig < 0.01 two-tailed)].
Mass spectrometry
Twenty micrograms of proteins were separated on a 4%–12%
precast NuPAGE gel (Invitrogen). The gel was Coomassie-
stained with 0.1% Coomassie R250 (B7920, Sigma) in 40%
methanol/10% acetic acid. Gel pieces were destained in ACN
50%, reswelled in 50 mmol/L ammonium acetate (Sigma), and
reduced with 5 mmol/L tris (2-carboxyethyl)phosphine (TCEP;
Pierce). Alkylation was performed by adding chloroacetamide
to a !nal concentration of 55 mmol/L. One microgram of Asp-
N was added and the digestion was performed for 4 hours. One
microgram of trypsin was added and the digestion was carried
out overnight. Peptide extraction was performed with 90%
acetonitrile. Samples were dried down in a Speed-Vac and
reconstituted in 40 mL of formic acid (0.2%).
Peptides were loaded on a C18 stem trap from New Object-
ive and separated on a home-made C18 column (15 cm "
150 mm id) at a "ow rate of 600 nL/minute with a gradient of
5%–30% of acetonitrile (buffer B). Reverse-phase solvents
were: buffer A (formic acid 0.2%) and buffer B (formic acid
0.2% in acetonitrile). The analytical column was coupled to a
Q-Exactive Plus (Thermo Fisher Scienti!c). The resolution was
set at 70,000 for the survey scan and 17,500 for the tandem
mass spectrum acquisition. A maximum of 12 precursors were
sequenced for each duty cycle. AGC target values for MS and
MS/MS scans were set to 3e6 (max !ll time 50 ms) and 2e4
(max !ll time 150 ms), respectively. The precursor isolation
window was set to m/z 1.6 with a high-energy dissociation
normalized collision energy of 25. The dynamic exclusion
window was set to 30 seconds. Tandem mass spectra were
searched against the UniProt mouse database using PEAKS
7.0 with carbamidomethylation (C) as !xed modi!cations,
deamidation (NQ) oxidation (M) acetylation (N-term), and
phosphorylation (STY) as variable modi!cations. Tolerance
was set at 10 ppm on precursor mass and 0.01 kDa on the
fragments. Missed cleavages were in low proportion and are
given in Table 3.
Proximity ligation assay
SU-DHL4 cells (7 " 106) were seeded at 5.83 " 105 cells/mL
and treated with either 12.5 mmol/L PRIMA-1 (catalog no.
A13581, Adooq Bioscience) for 24 hours, 200 nmol/L dasatinib
(catalog no. S1021, Selleckchem) for 6 hours or with both
compounds. Cells were harvested and !xed in suspension with
PFA 4% at 37#C for 10 minutes. In parallel, an area of 1 cm2 was
delimitated with a pap-pen (Liquid blocker super pap-pen),
coated with FBS (Wisent), and allowed to air dry. Fixed cells were
resuspended in 1" PBS/20% FBS (Wisent), applied to the serum-
coated area and allowed to deposit for 10 minutes. Then, slides
were centrifuged at 800" g for 5minutes and permeabilized with
0.1% Triton X-100 (BioShop) for 15 minutes at room tempera-
ture. Cells were washed twice for 5minutes with 1" PBS and then
blocked with the blocking solution (Duolink In Situ PLA probes
kit, catalog no. DUO92001 or catalog no. DUO92005) for 1 hour
at 37#C. Then, cells were incubated with primary antibodies in
antibody diluent (Duolink In Situ PLA probes kit) overnight at
4#C. Antibodies were: anti-SOCS1 mouse monoclonal (1:100,
clone 4H1, catalog no. K0175, MBL Life Science) and/or anti-p53
rabbit polyclonal (1:1,000, catalog no. A300-247A, Bethyl Lab-
oratories). Cells were washed twice with wash buffer A (catalog
no. DUO-82049, Sigma-Aldrich) for 5 minutes followed by an
incubation with probe-conjugated secondary antibody in anti-
bodydiluent. Probe-conjugated secondary antibodies used for the
proximity ligation assay (PLA) experiment: Duolink In Situ PLA
ProbeAnti-Mouse PLUS (catalog no.DUO92001, Sigma-Aldrich)
andAnti-RabbitMINUS (catalog no.DUO92005, Sigma-Aldrich)
with the detection reagents Green (catalog no. DUO92014,
Sigma-Aldrich). The ligation and ampli!cation steps were carried
as detailed in the manufacturer's protocol from the detection
reagents Green kit. Cells were !nally washed twice for 10minutes
with 1" wash buffer B (catalog no. DUO-82049, Sigma-Aldrich)
and once for 1 minute with 0.01" wash buffer B. Slides were
mounted with ProLong Gold with DAPI (Molecular Probes).
Images were acquired with a Zeiss Axio Imager Z2 upright micro-
scope with a Prime sCMOS Camera (Photometrics) and ZEN 2
Imager (version 2.0.14283.302), using the EC Plan-Neo"uar
100"/1.3 Oil Pol M27 objective.
Additional methods
For details, see Supplementary Information
Results
SOCS1 interacts with a hydrophobic motif found in the
transcriptional activation domain 2 of p53 and other
transcription factors
We sought to get more insights into the mechanisms by which
SOCS1 binds and regulates p53 (3, 5–7). The SH2 domain of
SOCS1 constitutes a protein–protein interaction domain allow-
ing target recognition. Previous work concluded that the SH2
domain of SOCS1 (residues 79–170) mediates the interaction
Table 3. Missed cleavages
Missed cleavages 0 1 2 3 4$
Sample 1 59 7 0 0 0
Sample 2 127 13 2 0 0
Sample 3 62 10 1 2 0
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with the N-terminal domain of p53 (residues 1–72; ref. 3). The
N-terminus of p53 contains two tandem transcriptional activa-
tion domains known as TAD1 (residues 1–34) and TAD2 (resi-
dues 35–67). UsingGSTpull-down assays and 35S-labeled SOCS1
produced by in vitro translation, we found that p53 interacts with
SOCS1 via the TAD2 (Fig. 1A). The p53 TAD2 binds to the
pleckstrin homology (PH) domain of the general transcription
factor GTF2H1 (also named p62) using three hydrophobic resi-
dues (F54, W53, and I50) and two acidic residues (E51 and E56;
ref. 30). It also contains an important phosphorylation site (S46)
that regulates p53-dependent gene expression and enhances
binding to both p62 and Tfb1 (30). Mutations in S46 or S46
combined with E51 or E56 did not signi!cantly alter the binding
of the p53 TAD2 to SOCS1 in GST pull-down assays (Fig. 1B).
However, changing W53 to S or F54 to S strongly reduced the
binding between the TAD2 and SOCS1 while changing all three
residues 50-52 (I-E-N) to A did not inhibit the binding (Fig. 1B).
The TAD2 of p53 shares a structural similarity to many other
transcriptional activation domains (Supplementary Fig. S1A),
suggesting that SOCS1 may also modulate other transcription
factors containing similar hydrophobic motifs. SOCS1 was
reported to bind NFkB (31) and KAP1 (32) and we show here
that it also binds p73 (Supplementary Fig. S1B). The biological
signi!cance of SOCS1 binding to transcription factors may
depend on context and imply the presence of a speci!c domain
in SOCS1 that binds and modulates transcriptional activation
domains.
A novel interaction pocket in the SH2 domain of SOCS1
mediates interaction with p53
The interaction of SOCS1 with p53 required the SH2 domain
of SOCS1 (3), which is proposed to recognize phosphotyro-
sine-containing motifs via its conserved arginine at position
105 (104 in human; ref. 33). However, the p53 TAD2 does not
contain tyrosine and R105K SOCS1 mutant was still able to
bind and activate p53 (3). In addition to R105, other positively
charged residues of SOCS1 may assist phosphotyrosine bind-
ing (34). Still, the mutants R110A, R128A, K119A, and K119E
were able to bind p53 (Fig. 1C). The SH2 domain of SOCS1
has an N-terminal extension of 24 residues that are also
important for binding to JAK2 (35). Intriguingly, several point
mutations and deletions toward the end of this region were
found in DLBCL and Hodgkin disease, including amino acid
substitutions of F79, Y80, and W81 (Supplementary Fig. S2A).
We recreated some of these mutations and found that the
mutants of SOCS1 Y80D, Y80S, W81R, and the double mutant
79C/81R all lost their ability to interact with p53 (Fig. 1D).
SOCS1 also interacts with tyrosine phosphorylated JAK2 (36),
inhibiting JAK2-dependent STAT1 phosphorylation in response
to interferon stimulation. We found that wild-type SOCS1
reduces STAT1 phosphorylation while most of the mutants in
the SH2 domain N-terminal extension were defective (Supple-
mentary Fig. S3A-B), indicating that the region around Y80 also
controls this event.
Consistent with the p53 dependence of SOCS1 antiprolifera-
tive effects (3), SOCS1 mutants that cannot bind p53 lost their
ability to inhibit cell proliferation in U2OS cells (Fig. 1E). As
expected, neither SOCS1 nor the mutants G78S, Y80D, or W81R
inhibited growth in p53-null H1299 cells (Supplementary Fig.
S3C and S3D). In contrast, the mutant SOCS1 Y80F inhibited
colony formation in U2OS cells in a comparable manner with
wild-type SOCS1, while conserving its ability to bind to p53
(Supplementary Fig. S3E and S3F). Next, we studied the ability
of SOCS1 to cooperate with the DNA-damaging drug doxoru-
bicin to activate a luciferase reporter with the p53-responsive p21
promoter. We found that the phosphomimetic SOCS1 Y80D
mutant was not able to cooperate with doxorubicin to stimulate
transcription from this promoter (Fig. 1F-G). Taken together,
these results indicate that the region of SOCS1 containing amino
acids Y80 and W81 mediates binding to p53 and its functional
activation, and that a phosphomimetic substitution of SOCS1 at
Y80 inhibits this function.
Subsequently, we investigated whether SOCS1 mutations
that inhibit p53 binding also reduce its ability to induce p53-
dependent senescence in normal human !broblasts. Expression
of SOCS1 in normal human !broblasts IMR90 induced senes-
cence but knockdown of p53 with a speci!c shRNA totally
prevented the effect (Fig. 2A–C). The SOCS1-mutant Y80D was
defective in inducing senescence (Fig. 2A) and growth arrest
(Fig. 2C), while the mutant SOCS1 Y80F behaved as the wild-
type (Fig. 2A-C). Quanti!cation of the effects of SOCS1 wild-type
and Y80 mutants on additional senescence markers show signif-
icant defects in the ability of SOCS1 Y80D to induce the senes-
cence biomarkers a-fucosidase (FUCA; ref. 37) and Serpin E1 (38)
and the p53 target genes p21 and GADD45A (Fig. 2D–G). Con-
sistent with previous work (3), the ability of wild-type SOCS1 to
induce senescence correlated with the stimulation of phosphor-
ylation of p53 on serine 15. However, the mutant SOCS1Y80D
lost this ability, while it was retained by the Y80F mutant
(Fig. 2H). In summary, the p53-dependent prosenescent function
of SOCS1 is inhibited by a phosphomimetic mutation of the
p53-interacting pocket of SOCS1.
SOCS1 is phosphorylated at Y80 by SRC family kinases
To investigate whether SOCS1 is phosphorylated at Y80, we
incubated puri!ed mouse SOCS1 with whole-cell lysates from
three different cell types (BV173, HepG2, and IMR90) and then
performed mass spectrometry on the SOCS1 protein band
obtained after SDS-PAGE. The analyzed peptides included pep-
tides phosphorylated on Y80 as indicated with the mass spectra
in Fig. 3A. The sequence of the identi!ed phosphorylated peptide
is shown in Fig. 3B.
To identify candidate kinases that can phosphorylate SOCS1
and inhibit its interaction with p53, we used a bank of activated
tyrosine kinases pooled in!ve groups of 4–5kinases each. Kinases
in group 1 reduced p53–SOCS1 interaction (Fig. 3C) and were
further analyzed. Among the kinases in this group, the SRC family
kinase YES1 appreciably reduced p53–SOCS1 interaction
(Fig. 3D). Also, endogenous YES1 coimmunoprecipitated with
SOCS1 in U2OS cells overexpressing SOCS1 (Fig. 3E). To further
investigate the implication of SRC family kinases in SOCS1
phosphorylation at Y80, we generated a mAb capable of recog-
nizing SOCS1 phosphorylated at Y80. To validate this antibody,
we !rst stimulated wild-type or SOCS1-null MEFs with EGF and
performed IHC.We could detect a strong signal inwild-typeMEFs
stimulated with EGF, but not in SOCS1-null MEFs under similar
conditions (Fig. 3F). Next, we used puri!ed SOCS1 and per-
formed in vitro kinase assays with either YES1 or the related kinase
SRC. The antibody recognized SOCS1 in immunoblots after
incubation of SOCS1 with these kinases in the presence of ATP
and the signal was decreased by the mutation of Y80F (Fig. 3G).
Interestingly, after in vitro phosphorylation reactions, SOCS1
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Identi!cation of a novel interaction mechanism between SOCS1 and p53. A–D, Each panel shows a schematic representation of the GST-p53 fusion proteins
(A and B) or of SOCS1 variants (C and D) and the resulting in vitro interaction between SOCS1 and p53. Mutations are indicated by an ! followed by the
corresponding amino acid change.A, Interaction of 35[S] labeled-SOCS1 with GST-p53 TAD, GST-p53 TAD-I, and GST-p53 TAD-II. B, Interaction of 35[S] labeled-
SOCS1 with GST-p53 TADII mutants of hydrophobic residues. C, SOCS1 (S1) does not interact with p53 via the same amino acids with which it interacts with JAKs.
Coimmunoprecipitation of p53 or control IP (anti-Cyclin A: IP CA) was performed in U2OS cells transiently transfected with the SOCS1 wild-type (S1 WT) or
mutants and treated with doxorubicin (300 ng/mL) for 16 hours. Lysates and immunoprecipitates were immunoblotted for the indicated proteins. WCL, whole-
cell lysates; V, control vector. D, SOCS1–p53 interaction is decreased when SOCS1 is mutated on Y80 orW81. Coimmunoprecipitation was performed in U2OS
as described in C. E, SOCS1 mutated on Y80 orW81 loses its ability to arrest growth of cancer cells. Colony assays were performed in U2OS cells transiently
transfected with the various constructs described in D. F, Luciferase assays in U2OS cells cotransfected with pGL3-promoter control vector (Ctl) or pGL3
p21-promoter vector in combination with a control vector (V), a vector expressing SOCS1 (S1), or a SOCS1 mutant for Y80D. Cells were either untreated (NT) or
treated with 300 ng/mL doxorubicin (Doxo) for 24 hours. G,Western blots showing the levels of p53 and SOCS1 in cells as in F. Tubulin was used as loading
control. !!! , P < 0.005.
Saint-Germain et al.
Cancer Res; 79(13) July 1, 2019 Cancer Research3310
on March 4, 2020. © 2019 American Association for Cancer Research. cancerres.aacrjournals.org Downloaded from 
Published OnlineFirst May 17, 2019; DOI: 10.1158/0008-5472.CAN-18-1503 
 108 
migrated at a molecular weight corresponding to a dimer unless
the protein extracts were heated in 8 mol/L urea (Fig. 3H),
suggesting that phospho-SOCS1 ef!ciently forms very stable
dimers or that mainly SOCS1 dimers are phosphorylated by
YES1. We con!rmed that this dimeric form of SOCS1 exists in
cells by doing a coimmunoprecipitation between a FLAG-tagged
SOCS1 and aMYC-tagged SOCS1 (Fig. 3I).Moreover, amutant of
SOCS1without the SOCS box domain taggedwith FLAGwas able
to interact with MYC-tagged SOCS1, indicating that the SH2
domain is suf!cient for dimerization (Fig. 3J). We conclude that
the SRC family kinase phosphorylates SOCS1 on Y80 inhibiting
its interaction with p53 and favoring the formation of SOCS1
dimers.
SRC family kinase inhibitors potentiate p53 activation and
senescence in SOCS1-expressing cells
SRC family kinase (SFK) inhibitors have been developed









































































































































































































































SOCS1 phosphomimetic and unphosphorylatable mutants impact cellular senescence in normal human !broblasts. A, Senescence-associated
b-galactosidase assay (SA-b-gal) of cells expressing an empty vector (V), wild-type SOCS1 (SOCS1wt), SOCS1 Y80D, or SOCS1 Y80F in combination
with either a nontargeting shRNA (shNTC) or a shRNA against p53 (shp53). B, Immunoblots of indicated proteins performed on cells as in A. C,
Growth curves of IMR90 cells as in A. Data are presented as means normalized to day 0 of each condition. S1, SOCS1 wild-type. D–G, qPCR for the
indicated genes performed on reverse transcribed total RNA extracted from cells as in A. H, Immunoblots of the indicated proteins showing that
SOCS1 mutation Y80D loses its ability to stimulate p53 phosphorylation. IMR90 cells were infected with empty vector (V) or derivatives expressing
wild-type SOCS1 (S1), SOCS1 Y80D, or SOCS1 Y80F. All experiments were performed three times; error bars indicate the SD of triplicates. ! , P < 0.05,
using two tailed Student t test; !! , P < 0.01; !!! , P < 0.005.
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SOCS1 is phosphorylated on Y80 by SRC family kinase members SRC and YES1. A, Mass spectra obtained for a typical peptide showing phosphorylation
of Y80. Whole-cell lysates from three cell lines (IMR90, HepG2, and BV173) were each incubated with in vitro puri!ed GST-SOCS1 to test whether
phosphorylation occurs in different cell types. Extracts were then loaded onto an SDS-PAGE gel and the band corresponding to SOCS1 was analyzed by
mass spectrometry. B, Sequence of the phosphorylated peptide identi!ed by mass spectrometry. C, Immunoblots of indicated proteins following
coimmunoprecipitation of SOCS1 (S1) with p53 in cells expressing a control vector (V) or pools of activated tyrosine kinases (gr1–gr5). (Continued on
the following page.)
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These inhibitors could potentially reactivate the SOCS1–p53
pathway in tumors overexpressing SOCS1, triggering anti-
tumor responses. First, we con!rmed that SFK inhibitors could
block the phosphorylation of SOCS1 by SRC in an in vitro
kinase assay using puri!ed SOCS1 incubated with SRC
kinase and different concentrations of dasatinib (4 nmol/L or
100 nmol/L). SOCS1 was phosphorylated in the absence of
dasatinib, but the drug strongly decreased SOCS1 phosphory-
lation at a concentration of 100 nmol/L (Fig. 4A). To investigate
whether SFK inhibitors can potentiate the SOCS1–p53
pathway, we !rst evaluated their effect on p53-dependent
senescence triggered by SOCS1 in normal human !broblasts.
Introduction of SOCS1 in IMR90 cells reduced cell growth
and induced senescence, turning around 40% of the cells
SA-b-gal positive (Fig. 4B). Combining SOCS1 with 20 nmol/L
or higher of SFK inhibitors dasatinib or saracatinib increased the
percentage of senescent cells (Fig. 4B). This effect correlated with
higher levels of serine 15 phosphorylation of p53 (Fig. 4C). The
reinforcement of SOCS1-induced senescence translated into
an improvement of the growth arrest induced by SOCS1 in the
cell population (Fig. 4D). We also found that SFK inhibitors did
not reinforce senescence induced by a mutant of SOCS1 that
cannot be phosphorylated at Y80 (Fig. 4E). Hence, the coopera-
tion of SOCS1 with SFK inhibitors depended on Y80.
SOCS1 is phosphorylated at Y80 in human cancers
The presence of SOCS1 mutations in some patients with
DLBCL and Hodgkin disease is consistent with a tumor sup-
pressor role for SOCS1 in these cancers. However, gene expres-
sion analysis revealed an unexpected increase in SOCS1 expres-
sion in DLBCL, Burkitt lymphoma, and follicular lymphoma
(Fig. 5A and B; Supplementary Fig. S4A). This is surprising
because p53 mutations are not common in DLBCL (Supple-
mentary Fig. S4B) and SOCS1 could activate p53 and halt tumor
progression. In fact, SOCS1 and p53 mutations are mutually
exclusive along several types of cancers signifying that they act
in a common pathway (Supplementary Fig. S4C). We thus
reasoned that for most cases of DLBCL that overexpress
SOCS1, SOCS1 Y80 phosphorylation could avoid p53 activa-
tion. Consistent with this idea, YES1, the SRC family kinase we
identi!ed in our SOCS1 Y80 kinase screen, is highly expressed in
DLBCL (Supplementary Fig. S4D). To investigate whether
SOCS1 phosphorylation at Y80 is increased in DLBCL, we
performed IHC in tissue microarrays containing samples from
several patients with lymphoma (Supplementary Fig. S5A). We
identi!ed four degrees of staining (negative, mild, moderate,
and strong; Fig. 5C) in three different cellular compartments
(nuclear, perinuclear, and cytoplasmic; Supplementary Fig.
S5B). We found a high percentage of strong and moderate
cytoplasmic and perinuclear staining in DLBCL and other
lymphomas, while normal lymph nodes never stained strong
and have a higher percentage of moderate nuclear staining
(Fig. 5D and E). These results are consistent with the idea that
SOCS1 phosphorylation at Y80 acts as an oncogenic modi!ca-
tion that avoids the tumor suppressor functions of SOCS1.
Next, we studied the status of the SRC family kinase in the
same tissue microarrays using an antibody that reacts with
activated SRC family members. We found that in general,
lymphomas stained positive for these kinases while normal
tissues were mostly negative (Fig. 6A and B). In addition, there
was a signi!cant correlation between the staining for activated
SRC family and for SOCS1 phosphorylation at Y80 (Pearson
correlation 0.557). Because B cells and their neoplasias express
high levels of several SRC-family kinases, we investigated
whether LCK, LYN, and BLK could phosphorylate SOCS1 at
Y80. We found that these kinases were all able to phosphorylate
SOCS1 at Y80 to different levels (Fig. 6C). Of note, BLK and
LYN expression is higher in DLBCL than either YES1 or SRC,
although there is a large variability in the expression of these
kinases at the mRNA level (Supplementary Fig. S6A–S6D).
These results imply that to restore SOCS1 tumor suppression
activity in DLBCL, drugs should ef!ciently target B-cell–speci!c
SRC family members.
Finally, to demonstrate that drugs targeting SRC family
kinases can reactivate the SOCS1–p53 axis in B-cell lymphoma
cells, we used the B-cell lymphoma cell line SU-DHL4. These
cells express both SOCS1 and a mutant p53 allele (R273C) that
can be reactivated by the compound PRIMA-1, which binds
covalently to the core domain of p53 (40). To capture the
complex between p53 and SOCS1 in these tumor cells after
treatment with dasatinib, we used the proximity ligation assay
(Duolink), which is more sensitive than coimmunoprecipita-
tion to detect protein interactions at endogenous levels. Dasa-
tinib alone did not signi!cantly increase p53–SOCS1 interac-
tions as measured by this assay. However, upon reactivation of
endogenous p53 with PRIMA-1, we were able to reveal numer-
ous foci representing p53–SOCS1 complexes in these cells
(Fig. 6D and E; Supplementary Fig. S7). Together, these results
(Continued.) Group 1 (AXL, BMX, SYK, and YES1), group 2 (TEC, LCK, TYK2, BTK), group 3 (FGFR1, HCK, TNK2, and EphA4), group 4 (BLK, FRK, TIE1,
and FGR), and group 5 (MATK, ITK, and RET). D, YES1 kinase overexpression decreases the interaction between p53 and SOCS1. Immunoblots showing
coimmunoprecipitation of SOCS1 (S1) with p53 in cells expressing a control vector (V) or each of the kinases of group 1. WCL, whole-cell lysates.
E, YES1 and SOCS1 interact together. Whole-cell lysates and immunoprecipitates were immunoblotted for indicated proteins following
immunoprecipitation of YES1 or control (ctl) in U2OS cells overexpressing SOCS1 (S1) or a control vector (V). F, Validation of a novel antibody against
phospho-Y80 SOCS1 by IHC on wild-type MEFs or SOCS1 knockout MEFs either untreated or stimulated with EGF following serum starvation. G, In vitro
kinase assay shows that GST-YES1 and SRC-His phosphorylate SOCS1. Active GST-YES1 and SRC-His were incubated with puri!ed FLAG-SOCS1 wild-
type (WT) or FLAG-SOCS1 Y80F in vitro. After denaturation in 8 mol/L urea, phosphorylation was assessed by Western blot with the mAb speci!c to
phosphorylated SOCS1 at Y80 (pSOCS1 Y80). SRC kinases are detected with phospho-SRC Y416 (pSRC Y416). H, Majority of phosphorylated SOCS1-
Myc-FLAG is found as a dimer when no denaturation in 8 mol/L urea is used. Immunoblots of GST-YES1, SOCS1-Myc-Flag, and phospho-SOCS1 (pSOCS1
Y80) of in vitro kinase assays using puri!ed SOCS1-Myc-FLAG and increasing concentrations of puri!ed GST-YES1 in absence of urea. I, SOCS1
dimerizes in cells. U2OS cells were transfected with empty vector (V), 6! MYC-SOCS1, and FLAG-SOCS1 (M/F), 6! MYC-SOCS1 alone (MYC) or FLAG-
SOCS1 alone (FLAG) and immunoprecipitated with an anti-FLAG antibody. Lysates (Input) and immunoprecipitates were immunoblotted for the
indicated proteins. J, SOCS1 SH2 domain is suf!cient for dimerization. U2OS cells were transfected with control vector (V), different combinations of
6! MYC-SOCS1 (MS1) and FLAG-SOCS1 (FS1) or FLAG-SOCS1DBOX (FDBOX) and immunoprecipitated with an anti-FLAG antibody. Lysates and
immunoprecipitates were immunoblotted for indicated proteins.
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show that SRC family kinase inhibitors can reactivate the
SOCS1–p53 tumor suppressor axis when used alone in cells
with wild-type p53 or in combination with compounds that
can reactivate mutant p53 in cells that express such mutants.
Discussion
Tumor suppressors are often disabled in cancer cells by
mutations or expression silencing. However, cancer cells over-
express enzymes that catalyze protein posttranslational mod-
i!cations, some of which could also inactivate tumor suppres-
sors (41). Here, we report that the functions of the tumor
suppressor SOCS1 are inhibited by phosphorylation on Y80
catalyzed by the SRC family of protein tyrosine kinases. We
found that Y80 in SOCS1 is part of a motif that mediates
interaction with p53. Mutations in this motif are found with
low frequency in human cancers where paradoxically most
patients display high levels of SOCS1 expression. Our analysis
of samples from several cases of human lymphomas indicates


































































































































Inhibiting the SRC family enhances SOCS1 tumor suppressor activity. A, Dasatinib inhibits SOCS1 phosphorylation in in vitro kinase assays. Kinase
assay was performed as described previously using puri!ed proteins but adding to the reaction the SRC inhibitor dasatinib at either 4 nmol/L or
100 nmol/L. S1, SOCS1; pS1 Y80, phospho-SOCS1 Y80; pSRC Y416, phospho-SRC family Y416. B, SRC family inhibitors cooperate with SOCS1 to induce
a stronger senescence. IMR90 cells infected with an empty vector (V) or SOCS1 were treated with increasing doses of dasatinib (top) or saracatinib
(bottom), ranging from 0 to 80 nmol/L for one week. Senescence-associated-b-galactosidase (SA-b-gal) staining was then performed to quantify the
number of senescent cells. C, Immunoblots for the indicated proteins on cell lysates from IMR90 cells infected with empty vector (V), wild-type
SOCS1 (S1), SOCS1 Y80D, or SOCS1 Y80F and treated or not with 100 nmol/L dasatinib for 24 hours. P-p53 S15, phosphorylated p53 at serine 15.
D, IMR90 cells infected with an empty vector (V) or SOCS1 were treated with 20 nmol/L dasatinib (Da20) for one week, the dose showing the best
effect in B before being counted and plated for a growth curve. E, SA-b-gal staining in cells expressing either a control vector (V), wild-type
SOCS1, or SOCS1 mutants F79C or Y80F and treated with dasatinib 20 nmol/L (Da20) or saracatinib 20 nmol/L (Sa20). All experiments were
performed three times; error bars indicate the SD of triplicates. !! , P < 0.01, using one-way ANOVA followed by Tukey HSD test (B) or the
Student t test (E).
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1. Burkitt’s lymphoma (17)
2. Diffuse large B-cell lymphoma (60)
3. Follicular lymphoma (6)
4. Mantle cell lymphoma (8)
5. Primary diffusion lymphoma (9)
1 2 3 4 5
Figure 5.
Phosphorylated SOCS1 at Y80 is deregulated in human DLBCL. A, SOCS1 expression levels (RNA-seq data from cBioPortal) in two types of hematopoietic
cancers, acute myeloid leukemia (AML) and DLBCL. B,Oncomine analysis of SOCS1 expression levels in different types of lymphomas shows DLBCL lymphomas
have among the highest expression levels of SOCS1. C, Scale of staining intensity calculated with the immunoreactivity scoring method for phosphorylated
SOCS1 Y80 in IHC on tissue microarrays of human DLBCL patients (LY2086a, US Biomax). D, Staining of pSOCS1 Y80 is increased in the cytoplasm of lymphoma
tissues compared with normal lymph nodes. Analysis of pSOCS1 Y80 staining in human DLBCL samples from the tissue microarrays (LY2086a). Top, lymphoma
tissues; bottom, normal lymph nodes. Nuclear, perinuclear, and cytoplasmic staining were analyzed and quanti!ed. Results are shown in graphics comparing the
percentage of cells stained in each category and the intensity of staining. E, Images of the most representative phenotypes obtained in patients with DLBCL (top)
and normal lymph nodes (bottom) for pSOCS1 Y80.
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mechanism that explains why these tumors retain high levels
of SOCS1.
The SH2 domain is a phosphotyrosine-binding module
originally described in the SRC family of tyrosine kinases (42).
The motif that mediates the interaction between SOCS1 and
p53 includes Y80 and W81 and is located at the N-terminal
extension of the SH2 domain of SOCS1. This motif is con-
served in other SOCS family proteins, including SOCS3, which
also binds to p53 (43). The tertiary structure of the SH2
domain of SOCS3 shows that the extended SH2 subdomain
forms an amphipathic helix, with the hydrophobic side






































































































SRC family kinases phosphorylate SOCS1 on Y80 and inhibit endogenous SOCS1–p53 interaction in lymphomas. A, Example of the four different
categories of staining de!ned for pSRC-family Y416 (pSRC Y416): negative, mild, moderate, and strong. Number of samples staining for each category
is indicated. B, Comparison of relative number of patients staining in each category is shown for lymphoma samples versus normal lymph nodes.
Lymphomas stain more strongly for pSRC staining. C, Kinase assays using SRC family members important in B or T cells (LYN, BLK, and LCK)
compared with YES1 and SRC were performed to compare levels of monomeric phosphorylated SOCS1. After kinase reactions, extracts were heated in
8 mol/L urea to visualize monomeric SOCS1. D, PLA for SOCS1 and p53 in SU-DHL4 cells following treatments with the combination of 12.5 mmol/L
PRIMA-1 for 24 hours and 200 nmol/L dasatinib (Dasa) for 6 hours. Not treated (NT) cells were used as controls. Scale bar, 10 mm. DAPI DNA
counterstain is visualized in the merge images. E, PLA quanti!cation of the number of foci per cell for SU-DHL4 cells treated with PRIMA-1, dasatinib
(Dasa), or both compounds and compared with nontreated cells. The box plots represent the combination of the counts of foci from 45 cells, 15 cells
from each of three independent experiments. Each box plot shows median number of PLA foci; boxes and whiskers were determined using the Tukey
whisker method. !!!! , P < 0.0001, using one-sided ANOVA test.
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domain (44). Y47 and W48 of SOCS3 (Y80 and W81 in
SOCS1) lie to the C-terminal part of the extended subdomain
forming a loop exposed to the protein surface (34, 44). Addi-
tional structural work will be required to characterize the
noncanonical binding of SOCS1 to p53, which does not
require phosphorylated tyrosine and binds hydrophobic
patches present in the amphipathic alpha helix of the TAD2
of p53. Phosphorylation of Y80 in SOCS1 could interfere with
protein–protein interactions directly via the negative charge of
the phosphate or by preventing Y-mediated contacts with the
interaction partner. It is also possible that phosphorylation on
Y80 induces conformational changes in SOCS1 that disables its
binding to other proteins. In particular, phospho-Y80 could
bind the phosphotyrosine binding pocket of the same mole-
cule of SOCS1 or bind to another SOCS1 molecule to form
inactive dimers as our results suggest. Of note, SOCS1 Y80D
mutant was unable to bind p53 or inhibit STAT1 phosphor-
ylation in response to interferon, suggesting that tyrosine
phosphorylation of SOCS1 at Y80 is a general mechanism to
control its activity (Fig. 7).
Furthermore, previous studies have identi!ed phosphoryla-
tion as a means of negative regulation of SOCS1. One group
identi!ed the fusion protein BCR-ABL, responsible for chronic
myelogenous leukemia, as a SOCS1 kinase (45). Their publi-
cation identi!ed Y155 and Y204 of SOCS1 as the main tyr-
osines phosphorylated by BCR-ABL. Phosphorylation of
SOCS1 on these sites prevented the inhibition of the JAK/STAT
pathway and mutation of both tyrosines to phenylalanine
suppressed tumor growth (46). Their results also show that
mouse Socs1 Y80F is less phosphorylated in response to BCR-
ABL, indicating that this residue might be a target for this kinase
even though they did not further study this particular tyrosine.
Our mass spectrometry results have allowed us to obtain
peptides for three of the four tyrosine residues in SOCS1, but
Y155 and Y204 were not phosphorylated in the three cell lines
we looked at, whereas Y80 was phosphorylated.
Furthermore, in the context of cancer cells, phosphorylation
of SOCS1 on Y80 can effectively block its tumor suppression
activity. In DLBCL, mutations of SOCS1 and p53 are mutually
exclusive (17) but most patients overexpress SOCS1 and have
wild-type p53 (Fig. 5A and B; Supplementary Fig. S4). We
propose that the SOCS1–p53 axis is mostly disabled by
Y80 phosphorylation of SOCS1 in DLBCL and other lympho-
mas. This idea is supported by our data showing high levels of
Y80-phosphorylated SOCS1 in the cytosol of cells from
patients with DLBCL and its correlation with high levels
of activated SRC-kinases. An important question is whether
SRC family kinase inhibitors can be used to reactivate the
SOCS1–p53 axis in tumors with constitutive phosphorylation
of SOCS1 on Y80. In cell culture, the induction of p53 and
senescence by SOCS1 was potentiated by SRC family kinase
inhibitors. Also, in the lymphoma cell line SU-DHL4 a, SRC
family kinase inhibitor promoted the interaction between
SOCS1 and a mutant p53 protein reactivated by the compound
PRIMA-1. Previous work found constitutively high SFK expres-
sion in B-cell lymphoma cell lines conferring sensitivity to
SFK inhibitors (47). Data from Oncomine (Supplementary
Fig. S6) show that DLBCLs express high levels of BLK, LYN,
and YES1 and we found that these kinases are as ef!cient as
SRC in phosphorylating SOCS1 at Y80. Despite the extensive
preclinical evidence linking the SRC family to tumor progres-
sion, the results of using SRC family inhibitors in clinical trials
have been disappointing in solid tumors (25). One reason for























































Model showing the role of mutations and phosphorylation on the tumor suppressor role of SOCS1 in the p53 pathway. SOCS1 binds p53, facilitating
its ATM-dependent phosphorylation on serine 15. SRC kinases phosphorylate SOCS1 on Y80, inhibiting its interaction with p53 and promoting
SOCS1 dimerization. SOCS1 dimers are proposed to occur by recognition of phospho-Y80 by the phosphotyrosine binding motif in the SH2 domain
of SOCS1.
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treatment. We suggest that SFK inhibitors can be effective in
patients that have high levels of Y80 phosphorylated SOCS1
and either wild-type p53 or a mutant p53 that can be phar-
macologically reactivated.
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