Abstract DNA computing, or more generally, molecular computing, is a recent development at the interface of computer science and molecular biology. In DNA computing, many computational models have been proposed in the framework of formal language theory and automata such as Watson-Crick grammars and sticker systems. A Watson-Crick grammar is a grammar model that generates double stranded strings, whereas a sticker system is a DNA computing model of the ligation and annealing operations over DNA strands using the Watson-Crick complementarity to form a complete double stranded DNA sequence. Most of the proposed DNA computing models make use of this concept, including the Watson-Crick grammars and sticker systems. Watson-Crick grammars and their variants can be explored using formal language theory which allows the development of new concepts of Watson-Crick grammars. In this research, a new variant of Watson-Crick grammar called a static Watson-Crick regular grammar is introduced as an analytical counterpart of sticker systems. The computation of a sticker system starts from a given set of incomplete double stranded sequence to form a complete double stranded sequence. Here, a static Watson-Crick regular grammar differs from a dynamic Watson-Crick regular grammar in generating double stranded strings: the latter grammar produces each strand string "independently" and only check for the Watson-Crick complementarity of a generated complete double stranded string at the end, while the former grammar generates both strand strings "dependently", i.e., checking for the Watson-Crick complementarity for each complete substring. In this paper, computational properties of static Watson-Crick regular grammars are investigated to correlate with the Chomsky hierarchy and hierarchy of the families of dynamic Watson-Crick regular languages. The relationship between families of languages generated by static Watson-Crick regular grammars with several variants of sticker systems, Watson-Crick regular grammars and Chomsky grammars are presented by showing the hierarchy.
INTRODUCTION
Deoxyribonucleic acid (DNA) computing appears to be a challenge in designing new types of computers which differ from their classical counterparts in a fundamental way, which is to solve a wide spectrum of computationally intractable problems. DNA molecules are double stranded structures composed of four nucleotides;
(adenine), (cytosine), (guanine), and (thymine), paired as − and − according to the so-called Watson-Crick complementarity. Another feature of DNA molecules is the massive parallelism of DNA strands which allows the construction of many copies of DNA strands and carries out operations on encoded information simultaneously. The use of these two fundamental features of DNA molecules has illustrated that DNA-based computers can solve many computationally intractable problems such as Hamiltonian path problem [1] , the satisfiability problems ( [2] , [3] , [4] ), the maximal clique problem [5] , NP-complete graph based problems [6] and others.
DNA molecular operations motivate the introduction of different formal language tools such as recognition devices (automata) and generative devices (splicing systems, sticker systems, grammars and others), and the investigation of structures and properties of biological sequences. In 1987, Head [7] introduced the first formal tool (theoretical model) for DNA-based computation that uses the splicing operation, known as splicing systems. Following that, in 1998 Kari et al. [8] introduced another model of DNA computation which is the sticker system, a language generating device based on the sticker operation. The sticker operation was first used and performed in Adleman's experiment in 1994 to show how biological experiments are used to solve the Hamiltonian path problem for a simple graph [1] . The operation starts from a set of incomplete double stranded sequences (axioms) and two sets of single stranded complementary sequences. When compared to the splicing operation in a splicing system, the sticker operation is more advanced because it uses no enzymes and requires no strands extensions [9] .
On the other hand, Freund et al. [10] proposed the Watson-Crick automata (WKA) which is one of the mathematical models used in DNA computation. WKA is an extension of finite automata with the addition of two reading heads on double stranded sequences. The symbols at the corresponding positions from the two strands of input are related complementarily, similar with the Watson-Crick complementarity of DNA nucleotides. The development of the Watson-Crick automata in the grammatical area starts in 2012 when Subramanian et al. [11] introduced the Watson-Crick (WK) regular grammar and it has been modified in [12] . The research is motivated by
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the synthesis processes in DNA replication which can be simulated by derivations in the WK grammars. Although these WK grammars use different restriction of production rules, they all generate doublestranded strings dynamically: the WK complementarity can only be checked after generating both the strands of a complete double-stranded string. In other words, the WK grammars produce each stranded string "independently" and only check for the WK complementarity of a complete generated double stranded string at the end. On the other hand, they cannot fully describe the replication and synthesis behavior of DNA molecules. Motivated by the WK regular grammar, a static WK (sWK) regular grammar is proposed as an analytical counterpart of the sticker system and uses rules as in a regular grammar. This new theoretical model generates both stranded strings "dependently", i.e., checking for WK complementarity of each complete substring and fully illustrate the replication of DNA in DNA molecules. This paper is organized as follows: Section 1 introduces the background of the research. In Section 2, some preliminary concepts including the basic terms, theorem and definitions of formal language theory, sticker systems and automata are presented. Next, the definition of sWK grammars and the language generated by these grammars together with some examples are discussed and shown in Section 3. In Section 4, the computational power of sWK regular grammars is investigated and presented.
In the next section, some preliminaries which are used in this paper are discussed.
PRELIMINARIES
This section includes some preliminary concepts which involve the basic terms, theorem and definitions that are used in this paper. The reader may refer to ([13] , [14] , [15] ) for detailed information regarding the basic concepts of formal language theory, sticker systems and automata. In this paper, the symbol ⊆ denotes the inclusion while ⊂ denotes the strict (proper) inclusion. The membership of an element to a set is denoted by ∈ and the empty set is denoted by the symbol ∅. The power set of is denoted by 2 .
Let be a finite alphabet. Then, * is the set of all finite strings (words) over . A string with no symbols, or we called it as empty string is denoted by . The set * always contains and to exclude the empty string, the symbol + is defined as the set of all nonempty finite strings over where + = * − { }.
A Chomsky grammar (sometimes simply called a grammar) is a set of rule formation for rewriting strings. Therefore, a grammar acts as a mechanism to describe languages mathematically; in other words, acting as a language generator. A Chomsky grammar is defined as a quadruple
where the alphabet is defined as the nonterminal alphabet, is the terminal alphabet, ∈ is the axiom or start alphabet, and ⊆ ∪ * ∪ * × ∪ * is the set of production rules of . The rule , ∈ is written in the form of → where ∈ ∪ + and ∈ ∪ * . We say that directly derives or is derived from with respect to which is written as ⇒ if and only if = 1 2 , = 1 2 , for some 1 2 ∈ ∪ * and → ∈ . A grammar normally generates many strings by applying the rules in different orders. Here, the set of all terminal strings is the language generated by the grammar which is defined by
The Chomsky grammar is classified depending on their respective form of production rules. A grammar = , , , is called [14] :
The family of languages generated by regular grammars is equal to the family of languages generated by right-or left-linear grammars. All those families of languages generated by context-sensitive grammars, context-free grammars, linear grammars and regular grammars are denoted as CS, CF, LIN and REG respectively. Other than that, RE and FIN represent the family of recursive enumerable language and finite language. Hence, the following strict inclusion holds for Chomsky hierarchy.
As mentioned before, Watson-Crick automata (WKA) or Watson-Crick finite automata (WKFA) is an extension of finite automata. A finite automata (FA) can be defined as a quintuple
where is a finite set of states, is a finite set of symbols called the input alphabet, 0 ∈ is the initial state, ⊆ is the set of final states and : × → 2 is called a transition function. The family of languages accepted by finite automata is denoted as FA.
On the other hand, WKFA is defined as a 6-tuple = , , 0 , , , ,
where , , 0 , are defined as for a finite automata, ⊆ × is the complementarity relation and : × 〈 * × * 〉 → 2 is called a transition function such that ( , ( )) ≠ ∅ only for finitely many triples , , ∈ × * × * . The language accepted by WKFA is
where ∈ . The family of languages accepted by finite automata is denoted as WKFA.
The definitions of Watson-Crick grammars are presented as follows.
Definition 1. [12]
A Watson-Crick (WK) grammar = , , , , is called  regular if each production has the form → 〈 / 〉 where , ∈ and 〈 / 〉 ∈ 〈 * / * 〉.  linear if each production has the form → 〈 1 / 1 〉 〈 2 / 2 〉 or → 〈 / 〉 where , ∈ and 〈 / 〉, 〈 1 / 1 〉, 〈 2 / 2 〉 ∈ 〈 * / * 〉.  context-free if each production has the form → where ∈ and ∈ ∪ 〈 * / * 〉 * . The notation 〈 / 〉 represents the element , ⊆ × in the set of pairs of strings and 〈 * / * 〉 is written instead of * × * .
In order to generate or form a complete double sequence of DNA, the sticker system uses a sticker operation on DNA molecules. Let be an alphabet (a finite set of abstract symbols) for a symmetric relation ∈ × over (of complementarity). The symbol * represents a set of all strings which includes the empty string denoted as , composed of elements of and + is the set * − { }. The set ] ∈ are called well-formed double stranded sequences, or also known as double stranded sequences. The string 1 is the upper strand and 2 is the lower strand of the molecule. Note that there is a difference between ( ) and [ ]; for the pair of ( ), there is no relation between the elements and , while [ ] indicates that the elements in the upper strand and lower strand complement and have the same length. Apart from that, the set of incomplete molecules is denoted as: and all the alphabet which was defined in is changed to alphabet according to the definition in the Chomsky grammar. Next, a sticker system is defined as follows.
Definition 2. [14]
A sticker system is a construct
where is an alphabet, ∈ × is a symmetric relation, is finite subset of (called axioms) and is a finite subset of × (called dominoes).
For the two sequences , ∈ , ⇒ if and only if = ( , , ) for some , ∈ , where is defined as the sticking operation. Hence, ( , , ) = , , since the prolongation to the left is independent as to the one on the right such that the sticker operation is associative. Moreover, a sequence 1 ⇒ 2 ⇒ ⋯ ⇒ is obtained and is called a computation in as 1 ∈ and ∈ . Thus, a complete computation, is represented as 1 ⇒ * when there is no sticky end in the last sequence. The language generated by the sticker system, is called a sticker language and it is defined by
There are several restricted variants of the sticker system which are arbitrary, one-sided, regular, simple, simple and one-sided, or simple and regular denoted as , , , , , respectively where ∈ { , , } and the letters , , represent no restrictions, primitive and delay computation, respectively [14] . In 1998, P̌un and Rozenberg [16] investigated the generative power of several variants of sticker systems and the results of characterizations of regular, linear, and recursively enumerable languages were obtained. The definitions of and are listed in the following.
Defintion 3. [14]
A language generated from a sticker system is defined as a regular sticker language ( ) if for each pair , ∈ , we have either = .
Defintion 4. [14]
A language generated from a sticker system is defined as a one-sided sticker language ( ) if for each pair , ∈ , we have either = or = .
The relationship between the family of regular sticker language in sticker system with the family of regular language in Chomsky hierachy is given in the next corollary.
Corollary 1. [14]
= = , ∈ { , , }.
In the next section, the definition of sWK regular grammars with some examples are presented.
MAIN DEFINITIONS
In this section, the definition of static Watson-Crick regular grammars which consist of right-linear and left-linear grammars are introduced.
Definition 5. A static Watson-Crick (sWK) right-linear grammar is a 5-tuple
= , , , , where , are disjoint alphabets of nonterminal and terminal respectively, ∈ × is a symmetric relation (Watson-Crick complementarity), ∈ is a start symbol (axiom) and is a finite set of production rules in the form of Next, the derivation step for sWK regular grammar and the language generated by this grammar are given. The family of languages generated by a sWK regular grammar is denoted by SREG.
The following example is illustrated to show the family of languages generated by SREG. From this, we obtain the derivation:
Hence, generates the language = { | , , , ≥ 2}.
Next, the computational power related to sWK regular grammars is discussed in the following section.
RESULTS AND DISCUSSION
Here, the computational power of a sWK regular grammar is investigated by finding the relationship between SREG with the families in the Chomsky hierarchy, sticker system and also in Watson-Crick grammar.
The following lemma immediately follows from the definition of a sWK regular grammar.
Lemma 1. REG ⊆ SREG.
Proof. For a regular grammar = , , , , its sWK variant ′ = , , , , ′ is defined as follows: (i) = { , | ∈ }, (ii) for each production → ∈ , every terminal string in
Then, it is easy to see that ′ = . ■
Since the sWK grammar is a grammar counterpart of sticker system, the relation between the regular sticker language, RSL(n) with SREG is shown as follows in order to investigate the generative power between these two languages.
Lemma 2. The following inclusion holds:
RSL(n) ⊆ SREG. Proof. Let = , , , be a regular sticker system. We construct a (sticker) static WK regular grammar = , , , with = , where = { , } and contains the productions in the form of 1.
→ for each ∈ .
2.
→ for each , ∈ .
→ ( ).
First, we show that ⊆ . Suppose ∈ . Then, there are some ∈ and , 1 , , 2 , ⋯ , , such that [ ] = ⋯ , 1 , 2 ⋯ , −1 .
(1) The computation in (1) can be simulated by the following derivation in :
Second, we show that ⊆ . If ∈ and = 1 2 3 ⋯ for some 1 ∈ , 2 3 ⋯ ∈ * , then ⇒ 1 ⇒ * 1 2 3 ⋯ ⇒ 1 2 3 ⋯ .
(2) By construction of , 1 ∈ and for each , 2 ≤ ≤ and , ∈ . Thus, (2) can easily be changed to the computation in : 
Thus, the derivation for each of the production rules is defined as follows:
Step 1. From rule (i):
Step 2. Derivation (4) can be continued with rule (ii) or rule (iii).
Without the loss of generality, we apply rule (ii) ≥ 0 times and apply rule (iii):
Step 3. Derivation (5) can only be continued with rule (iv):
Step 4. Derivation (6) can be continued with rule (v) and rule (vi). Rule (v) must be applied times to complete the lower strand of ( ), which results in applying rule (iv) to applied times, and then we apply rule (vi):
Step 5. To complete derivation (7) , we apply rule (vii) times and the derivation is completed with rule (viii):
Thus, = { | ≥ 2}. ■ Next, we show that SREG can generate some non-context free language, as shown in the Lemma 4.
Lemma 4.
SREG -CF ≠ ∅. Proof. We will show that the language = { | ≥ 2} ∈ SREG. Consider the sWK regular grammar = { , , , , }, { , , }, , , w h e r e contains the following productions:
The derivation using the above production rules is as follows:
Step 2. Derivation (8) can be continued with rule (ii) or rule (iii).
Step 3. Derivation (9) can only be continued with rule (iv):
Step 4. Derivation (10) can be continued with rule (v) and rule (vi). Rule (v) must be applied times to complete the lower strand of ( ), which results in applying rule (iv) times, and then we apply rule (vi):
Step 5. Derivation (11) can be continued with rule (vii) and rule (viii). Rule (vi) must be applied times to complete the lower strand of ( ), which results in applying rule (vi) times, and then we apply rule (viii):
Step 6. To complete derivation (12), we apply rule (ix) times to complete the lower strand of ( ) and the derivation is (ii) For each production : → ( ) ∈ 2 , we introduce the new productions → ( ) and → ( ).
Sets 1 ′ and 2 ′ contain the productions defined in (i) and (ii) above respectively. We set ′ = ( − 1 ∪ 2 ) ∪ 1 ′ ∪ 2 ′ ∪ { ′ → } where ′ is a new nonterminal. Next, ′ contains all nonterminals of and new nonterminals introduced in the construction of new productions. In a derivation ⇒ * i n , each application of production : → ( ) ∈ 1 or : → ( ) ∈ 2 is replaced with the application of the sequence of productions → ( ) , → ( ) ∈ 1 ′ or → ( ) , → ( ) ∈ 2 ′ resulting in a derivation ′ ⇒ ⇒ * in ′. The similar construction also holds for the inverse case. ■ All the results above are sumarized in the following theorem.
Theorem 2. The relation in Fig. 1 holds where the solid arrows represent the proper inclusions of the lower families into the upper families, while the dotted arrow represents the inclusions. Fig. 1 The hierarchy of sWK, WK, Chomsky and sticker language families.
= =

CONCLUSION
In this paper, we defined a new theoretical model known as the static Watson-Crick regular grammar and investigated its computational power. Based on the results obtained, we can conclude that:
(i) the family of regular languages is strictly included in the family of static Watson-Crick regular languages, (ii) static Watson-Crick regular grammars can generate non context-free languages, (iii) the family of Watson-Crick regular languages is included in the family of static Watson-Crick regular languages.
