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Abstract. Clawpack is a library for solving nonlinear hyperbolic partial differential equations
using high-resolution finite volume methods based on Riemann solvers and limiters. It supports
Adaptive Mesh Refinement (AMR), which is essential in solving multi-scale problems. Recently, we
added capabilities to accelerate the code by using the Graphics Process Unit (GPU) 1. Routines
that manage CPU and GPU AMR data and facilitate the execution of GPU kernels are added.
Customized and CPU thread-safe memory managers are designed to manage GPU and CPU memory
pools, which is essential in eliminating the overhead of memory allocation and de-allocation. A global
reduction is conducted every time step for dynamically adjusting the time step based on Courant
number restrictions. Some small GPU kernels are merged into bigger kernels, which greatly reduces
kernel launching overhead. A speed-up between 2 and 3 for the total running time is observed in an
acoustics benchmark problem.
Key words. Conservation laws, Wave propagation algorithm, Graphics Processing Units
(GPUs)
1. Introduction. Many problems exhibit multi-scale behavior. The modeling of
such problems with discretized Partial Differential Equations (PDEs) requires higher
spatial and temporal resolution where the solution has localized large errors. Adaptive
Mesh Refinement (AMR) is a popular approach for tracking features much smaller
than the overall scale of the problem and adjusting the computational grid adaptively.
There are three major variants of AMR implementations. The first one is often
referred to as patch-based or structured AMR [3]. It allows rectangular grid patches
of arbitrary size and any integer refinement ratios between two level of grid patches.
This approach has been implemented by many AMR packages [2, 6], including the
Clawpack software that is the focus of this work [10]. The second type is cell-based
AMR which refines individual cells and often uses octree data structure to store the
grid patch information. The last type is a combination of the first two, and uses an
octree to store the grid patch hierarchy information and requires all grid patches to
be of the same size (e.g. 8 by 8 in 2D case) [7, 8, 9, 11, 15].
Recently, the use of Graphics Processing Units (GPUs) has been shown to be very
successful in accelerating scientific computing in many fields. When they are used to
accelerate PDE solvers with AMR grids, a big challenge comes from the complexity
of the AMR algorithm and data structure.
In the last decade, many groups have developed packages that can solve PDEs
with AMR grids on the GPU. For example, Wang et al. [18] implemented an inviscid
fluid solver with patch-based AMR on the GPU, which runs 10 times faster on a
Quadro FX 5600 GPU than its CPU version running on a single 3 GHz CPU core,
and Schive et al. [15] described the development of an AMR package called GAMER
on the GPU. The GPU implementation increased the code performance by nearly one
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1The code and benchmark used in this study can be found at https://github.com/xinshengqin/
amrclaw/tree/gpu amr paper benchmark tag/examples/GPU/acoustics 2d radial.
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order of magnitude in a benchmark of purely baryonic cosmological simulations, using
1-32 Tesla T10 GPUs versus the same number of 4-core Intel Xeon CPUs. Recently,
they reported the second version of the code [16], which has better load balancing,
includes more fluid solvers, and scales well to thousands of GPUs. Bryan et al. [6]
introduced ENZO: a patch-based AMR library for astrophysics. The results of a weak
scaling test of driven MHD turbulence on a uniform mesh showed a speed-up by a
factor of ∼ 5 when running on 1–8 NVIDIA K20 GPUs compared to the same number
of 16-core AMD Opteron CPUs.
The packages above all share the same design strategy that all cell data is trans-
ferred back and forth between the CPU and GPU memory, since most of the AMR
algorithm except advancing the solution on each grid patch are still performed by the
CPUs. Another strategy is to keep all cell data in the GPU memory during the en-
tire simulation, which is often referred to as resident implementation of AMR on the
GPU. Beckingsale et al. [1, 2] implemented a resident patch-based AMR library on
the GPUs, and achieved about two times speed-up when running on a single NVIDIA
K20x GPU versus a dual-socket Intel Xeon at 2.6GHz (16 CPU cores in total). The
code is also shown to scale well to thousands of nodes in a weak scaling test.
Clawpack [10, 13] is a software package designed to solve linear and nonlinear hy-
perbolic PDEs using high-resolution finite volume methods based on Riemann solvers
and limiters. It has been actively developed as an open source project for over 20
years. The underlying solvers are based on the wave propagation algorithms described
in [12], and it incorporates patch-based AMR using the algorithms described in [4].
Recently the ManyClaw project [17] has explored the exploitation of intra-node par-
allelism in hyperbolic PDE solvers via Clawpack.
A CUDA implementation of the single-grid version of Clawpack has previously
been developed in the CUDACLAW project [14], but that work did not attempt to
handle the AMR portions of Clawpack. This paper describes a strategy and imple-
mentation for doing so, and is structured as follows. Section 2 gives an overview of
the wave propagation algorithm and how it is combined with the AMR algorithm in
Clawpack. Section 3 explains how the code was modified for running on the GPU,
extra routines that were added, how a new GPU kernel for advancing the solution of
a particular hyperbolic problem can be written, and some key strategies for better
performance. Section 4 discuss two AMR parameters that affect the performance of
the code and evaluate its performance on 2 different GPUs.
2. Wave-Propagation algorithm on Adaptive Mesh.
2.1. Hyperbolic PDEs and Wave-Propagation Algorithm. Hyperbolic
PDEs arise in the modeling of many scientific and engineering problems. Since the
solution of nonlinear problems usually involves shock formation, discontinuities in the
solution can arise even if the initial data are smooth. As a result, expensive high-
resolution shock capturing methods coupled with adaptive refinement are often used
to numerically solve hyperbolic PDEs, and these methods also work well for linear
problems, particularly in heterogeneous media with discontinuous coefficients, for ex-
ample. In this study, a wave-propagation form of Godunov’s method is used, details
of which can be found in [4, 12]. A brief overview is given below, using the same
notation as in these references.
For simplicity, we introduce a two dimensional system of hyperbolic equations in
conservative form:
(2.1) qt + f(q)x + g(q)y = 0
2
where q(x, y, t) ∈ Rm is a vector with m components representing the unknowns, and
f(q) and g(q) are flux functions in the x- and y-directions. The subscripts represent
partial derivatives with respect to x- and y respectively. In a finite volume method,
the solution at time tn is viewed as an approximation to the average over the grid
cell:
(2.2) Qij =
1
∆x∆y
∫ yj+1/2
yj−1/2
∫ xi+1/2
xi−1/2
q(x, y, tn) dx dy.
Riemann problems need to be solved between cells to get a set of traveling waves
at each cell edge, which are then used in updating cell values. The solution can be
updated with fluctuations (waves) that propagate across cell edges and 2nd-order
correction terms in flux form:
Qn+1ij =Qij −
∆t
∆x
(A+∆Qi−1/2,j +A−∆Qi+1/2,j)− ∆t
∆y
(B+∆Qi,j−1/2 + B−∆Qi,j+1/2)
− ∆t
∆x
(
F˜ni+1/2,j − F˜ni−1/2,j
)
− ∆t
∆y
(
G˜ni,j+1/2 − G˜ni,j−1/2
)(2.3)
where A+∆Qi−1/2,j , A−∆Qi+1/2,j , B+∆Qi,j−1/2 and B−∆Qi,j+1/2 represent the
total waves from the four edges of cell (i, j) that travel into the cell, and F˜ni+1/2,j ,
F˜ni−1/2,j , G˜
n
i,j+1/2 and G˜
n
i,j−1/2 are 2nd-order correction terms also from four edges
of cell (i, j) but in flux form. For instance, A+∆Qi−1/2,j represents the right-going
wave from the Riemann problem solved at edge (i− 1/2, j). The 2nd-order correction
terms include both modification to the waves arising from representing cell values
with piecewise linear function and transverse waves from splitting the original waves
in the transverse direction. Details of these can be found in [12].
2.2. Adaptive Mesh Refinement (AMR). Block-structured adaptive mesh
refinement (AMR) is a popular approach for tracking features much smaller than
overall scale of the problem and adjusting the computational grid adaptively. The
algorithm is fully described in [3, 4] and is only briefly summarized here.
In this approach, a collection of rectangular grid patches are used to store the
solution. All grid patches are uniform and have different levels of resolution. The
coarsest grid patches cover the entire domain. The 2nd coarsest grid patches cover a
subset of the domain and are nested in the coarsest grid patches. Finer grid patches
are nested recursively and cover smaller subsets of the domain. Typically, if level L+1
grid patches are RL times finer than level L grid patches in x- and y-directions, the
time step is also smaller by the same factor (hereafter RL represents the refinement
ratio in the x- and y-directions between level L and level L+ 1 grid patches).
Every K time steps on a particular grid level, all finer level grid patches will
be regenerated since features of the flow might have moved. Cells are flagged for
refinement using some criterion (e.g., where the gradient or an estimate of the one-
step error are above some specified tolerance). The flagged cells are then clustered
into new rectangular grid patches, which usually include some cells not flagged as
well, using an algorithm of [5].
The wave-propagation form of Godunov’s method described in the previous sec-
tion can be then used to advance the solution on the grid hierarchy. Grid patches are
advanced level by level with the coarser level advanced first. Level 1 grid patches are
advanced by one time step first. Then level 2 grid patches are advanced by R1 steps
(after which the solution on level 2 grid patches is at the same time as the level 1 grid
patches) before level 1 grid patches are advanced again. This is applied to all levels
of grid patches recursively. For instance, if there is a level 3, then these grid patches
are advanced by R2 steps between each two time steps of level 2 grid patches.
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When level L grid patches catch up with coarser level L− 1 grid patches in time,
cell values in level L grid patches are used to update overlapping level L − 1 grid
patches by simple averaging, since a more accurate solution is available. This process
is referred to as updating hereafter. The updating process between level L and level
L − 1 grid patches makes level L − 1 grid patches lose global conservation, since
some of the cells are simply over-written by new values that were computed using
different interface fluxes on the finer grid patches. A conservation fix must be applied
to preserve global conservation at level L− 1, which is usually achieved by modifying
values of some level L − 1 cells that border the over-written region (coarse and fine
grid patches interface).
Boundary conditions for each grid patch can be imposed by extending the grid
patch to include a few additional cells on each edge, which are usually called ghost
cells. The ghost cells of each AMR grid patch must be filled with proper values before
a time step can be taken for the grid patch. The value of each ghost cell is determined
by the relative location of the ghost cell with respect to the domain and other grid
patches:
1. If the ghost cell is outside the computational domain, ghost cell values are
determined using physical boundary conditions.
2. If the ghost cell overlaps other grid patches on the same level, ghost cell values
can be copied from the other grid patches.
3. If the ghost cell interior to the domain does not overlap with any other grid
patch at the same level, ghost cell values can be interpolated from underlying
coarse grid patches.
The algorithm is summarized in Figure 1, where a flow chart shows how the
coarsest level grid patches are advanced by one time step.
Fill ghost cells of level L grid patches
advance all level L grid patches
Start with Level 
L = 1
NO
L = L + 1
YES
Is this the finest level?
NO
YES
Does this 
level catch up with 
level L-1 in time?
Do conservation fix between 
level L and level L-1
NO
L = L - 1
YES
Is L-1 the 
coarsest level?
Done with this coarse step
(1.1)
(1.2)
(1.3)
(1.5)
(1.4)
(1.7)
(1.6)Update level L-1 grid patches
(1.8)
(1.9)
Fig. 1. A flow chart of AMR algorithm including 1) advancing the solution, 2) updating and
3) conservation fix. Assume at least two levels of grid patches exist.
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Fig. 2. A 2D coarse grid patch and a nested fine grid patch. i and j are index for the coarse
gird in x- and y-directions. m and b are index for the fine gird in x- and y-directions
2.3. Updating Process and Conservation Fix. Figure 2 shows a fine grid
patch (in cyan) nested in a coarser grid patch (in pale green) with a refinement ratio
of 2 in both x- and y-directions. The ghost cells of the fine grid patch are denoted
with dashed lines. When the fine grid patch catches up with the coarse grid patch
in time (answer “YES” to Step 1.5 in Figure 1), then the solution values in 6 coarse
grid cells covered by the fine grid cells will be over-written by the average values of
fine grid cells (Step 1.6 in Figure 1). For instance,
(2.4) Qi−1,j :=
1
4
(
Qˆm−1,b + Qˆm,b + Qˆm−1,b+1Qˆm,b+1
)
where Q is the cell value in the coarse grid patch and Qˆ is the cell value in fine grid
patch. In the conservation fix step, modifications must be added to the 10 coarse cells
around the fine grid patch, to preserve global conservation in the coarse grid patch
(Step 1.7 in Figure 1). It can be shown that, for example, the modification added to
coarse cell (i, j) for a conservation law in (2.1) should be:
Qn+1ij :=Q
n+1
ij + C1 + C2 + C3(2.5)
Modification terms are grouped into three categories C1, C2 and C3:
C1 :=
1
4
∆t
∆x
[(
f(Qˆnm+1,b)− f(Qni,j)
)
+
(
f(Qˆnm+1,b+1)− f(Qni,j)
)]
+
1
4
∆t
∆x
[(
f(Qˆ
n+1/2
m+1,b)− f(Qni,j)
)
+
(
f(Qˆ
n+1/2
m+1,b+1)− f(Qni,j)
)](2.6)
C2 :=− 1
4
∆t
∆x
(
̂A+∆Qnm+1/2,b + ̂A+∆Qnm+1/2,b+1
)
(2.7a)
− 1
4
∆t
∆x
(
̂A+∆Qn+1/2m+1/2,b +
̂A+∆Qn+1/2m+1/2,b+1
)
(2.7b)
+
∆t
∆x
A+∆Qnj−1/2(2.7c)
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C3 := +
1
4
∆t
∆x
(
̂F˜nm+1/2,b +
̂F˜nm+1/2,b+1
)
(2.8a)
+
1
4
∆t
∆x
(
̂
F˜
n+1/2
m+1/2,b +
̂
F˜
n+1/2
m+1/2,b+1
)
(2.8b)
− 1
4
∆t
∆x
F˜ni−1/2,j(2.8c)
where ∆t is the time step size for the coarse grid patch, ∆x is grid cell size in x-
direction in the coarse grid patch, Q and Qˆ are cell values in the coarse and fine grid
patch, A+∆Q and Â+∆Q are right going waves in the coarse and fine grid patch, and
F˜ and ̂˜F are combination of 2nd-order correction terms and transverse waves in flux
form for the coarse and fine grid patch. The superscript n + 12 represents the time
when the fine grid patch is advanced by one time step of size ∆t2 but has not caught
up with the coarse grid patch at time step n+ 1. A better way to write C1 is:
C1 :=
1
4
∆t
∆x
[(A+∆Qnb +A−∆Qnb )+ (A+∆Qnb+1 +A−∆Qnb+1)](2.9a)
+
1
4
∆t
∆x
[(
A+∆Qn+1/2b +A−∆Qn+1/2b
)
+
(
A+∆Qn+1/2b+1 +A−∆Qn+1/2b+1
)]
(2.9b)
which allows the hyperbolic equations not in conservation form to be handled the
same way as those in conservation form.
These modification terms are briefly explained as follows. Each of the 4 terms
in C1 contains waves from solving a Riemann problem between a fine cell and a
coarse cell at the time represented by the superscript. For example, A+∆Qn+1/2b+1 and
A−∆Qn+1/2b+1 are right- and left-going waves from solving a Riemann problem with
Qˆ
n+1/2
m+1,b+1 and Q
n
i,j as right and left initial states. C2 includes right-going waves at
the coarse-fine interface. Equations (2.7a) and (2.7b) are computed when the fine
grid patch is advanced from time tn and from tn +
∆t
2 , respectively. (2.7c) are also
right-going waves at the coarse-fine interface, but is computed when the coarse grid
patch is advanced from time tn. For example,
̂A+∆Qn+1/2m+1/2,b is the right-going waves
from solving a Riemann problem between cell (m, b) and (m+ 1, b) when the fine grid
patch is advanced from time tn +
∆t
2 to time tn+1. We can save these waves at the
coarse-fine interface when grids patches are advanced in time instead of recomputing
them for later use in the conservation fix process. C3 are second order terms in flux
form at the coarse-fine interface from both fine and coarse grid patches. The definition
of these fluxes are the same as those in (2.3) which includes both 2nd-order correction
terms and transverse waves. These terms can also be saved when the grid patches are
advanced for later use in the conservation fix process. For example, when cell (i, j)
in the coarse grid patch is advanced with (2.3), flux F˜ni−1/2,j can be saved and reused
as (2.8c) for computing C3.
2.4. Time Step Size. The time step size ∆t in (2.3) must be chosen carefully
at each time step if variable time step is used. The Courant, Friedrichs and Lewy
(CFL) condition implies that the time step size must satisfy
(2.10) ν ≡
∣∣∣∣s∆t∆x
∣∣∣∣ ≤ 1
where ν is the CFL number and s is the maximum wave speed seen on a grid level.
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2.5. Clawpack Implementation. The algorithm described above is imple-
mented in Clawpack [10]. In this subsection, we briefly introduce the implementation
of the AMR algorithm in Clawpack in order to better explain the changes added to
the code in this study later.
Each grid patch (except those on the coarsest level) has two buffers. The first
buffer (hereafter referred to as coarse cell buffer) of a level L grid patch stores
old (at time tn) coarser (level L − 1) cell values need to be used in computing C1.
The second buffer (hereafter referred to as conservation fix buffer accumulates
modification terms in (2.5), which are to be added to coarser (level L − 1) cells in
Step 1.7.
Each grid patch (except those on the finest level) also has a lookup table. Each
table stores information of cells in this grid patch that border nested finer grid patches,
including space indices of the cell, which finer grid patch’s conservation fix buffer
stores modification terms that should be added to this cell in the conservation fix
step and memory location of the modification term in that buffer. When Step 1.7 is
conducted between level L and L − 1, the lookup tables of all grid patches on level
L − 1 are used to find modification terms from the conservation fix buffers of
level L grid patches and add those terms to cells in level L− 1 grid patches.
Step 1.3 in Figure 1 includes many sub-steps in addition to advancing the solution
in time. Figure 4 is a flow chart that summarizes these operations for level L. We use
grid patches on three consecutive levels in Figure 3 to illustrate this flow chart when
it is conducted for level L grid patches. The first step (called saving coarse value)
is to save cell values in level L grid patches (grid patches b and c in this case) cells
that surround level L+ 1 grid patches (grid patch d in this case) to the coarse cell
buffers of level L+ 1 grid patches (grid patch d in this case). Then the code iterates
over all grid patches on level L and does the following. Starting with grid patch
b, (2.9a) is computed by solving Riemann problems between pairs of left and right
states. The left (or right) states are old cell values from the 6 grid patch a cells that
surround grid patch b, which were stored in the coarse cell buffer of grid patch b
when the first step (saving coarse value) was conducted earlier, when level L− 1
was advanced. The right (or left) states are cell values in grid patch b that border
grid patch a at the current time step and are available. The resulting waves from
solving the Riemann problems are then added to the conservation fix buffer of
grid patch b. After computing (2.9a), the solution in grid patch b is advanced, during
which waves A+∆Q and A−∆Q are computed at every cell edge. Then some of these
waves are stored into two buffers:
1. Step A: Since level L is not the finest level, waves that emit from the interface
between grid patch b and level L+ 1 grid patches (grid patch d in this case)
and propagate into the latter are added to the conservation fix buffer of
the latter (grid patch d in this case). Note that this is for the conservation
fix between level L+ 1 and L.
2. Step B: Since level L is not the coarsest level, waves that emit from the inter-
face between grid patch b and level L−1 grid patches (grid patch a in this case)
and travel into the latter ((2.7a) and (2.8a)) are added to the conservation
fix buffer of grid patch b. Note that this is for the conservation fix between
level L and L− 1.
If Step B above is the second time this step is performed for grid patch b, at this time
grid patch b already has all modification terms C1, C2 and C3 in its conservation
fix buffer since (2.7c) and (2.8c) were saved to the buffer when the Step A above
was conducted for level L − 1 grid patches (grid patch a in this case) earlier. In the
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a b
dc
Fig. 3. Grid patches on level L − 1, L and L + 1 (ghost cells not shown). Grid patch a is on
level L− 1, b and c are on level L, and d is on level L + 1.
Compute C1 and add it to the conservation fix buffer of grid patch m, if
L is not the base level
Advance grid patch m by one time step and get waves at each cell edge
If level L is not the coarsest level:  
save required waves to the conservation fix buffer of grid patch m 
Collect maximum CFL number seen in grid patch m
If level L is not the finest level:
For each grid patch k at level L+1, fill its coarse cell buffer with cell
values from any level L cell that overlaps with ghost cells of grid patch k
Start with the first grid patch  (m = 1) on level L
NO
YES
m = m+1  Any level L grid left?
End
Start
If level L is not the finest level:
save required waves to the correct places in the conservation fix buffer
of level L+1 grid patches by searching the lookup table of grid patch m
(4.1)
(4.3)
(4.4)
(4.5)
(4.7)
(4.6)
(4.8)
(4.2)
Fig. 4. Operations included in Step 1.3 of Figure 1 with respect to level L grid patches. The
steps shown in green are done on the GPU in the algorithm described in subsection 3.1.2
.
next step, the maximum wave speed seen in grid patch b while advancing the solution
at this time step are collected to update a global maximum CFL number seen on level
L, which is used to guide adjustment of the time step based on the Courant number
limit. The loop in Figure 4 now finishes one iteration and the same operations are
conducted on the next grid patch on this level (grid patch c in this case).
To guide the code to select an appropriate time step size ∆t in each time step, a
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desired CFL number is usually specified by the user before a simulation. During the
simulation, after all grid patches on a level are advanced, the maximum wave speed
seen in the process of solving the Riemann problems at every cell edge is collected
and used to compute a new time step size for next time step:
(2.11) ∆t =
νdesired∆x
|s|
where νdesired is the specified desired CFL number and s is the maximum wave speed
seen.
3. Code Design and Implementation. In this study, we accelerate the Claw-
pack package with the Graphics Processing Unit (GPU) by adding new routines and
re-writing some of the existing code to expose parallelism in solving hyperbolic PDEs
on adaptive meshes.
3.1. General Design. There exist many programming models for GPU pro-
gramming such as CUDA, OpenCL, OpenACC and OpenMP. In the current study,
NVIDIA’s CUDA programming model (CUDA 8.0) is used and the implementations
are tested on machines where one or more GPUs are attached to a CPU, but with
separate physical memory. A function that is written to run on a GPU is called a
GPU kernel. A GPU kernel must be launched by a CPU thread to be executed on
a GPU. During the launching process, the CPU thread copies all arguments of the
function (kernel) from CPU memory to GPU memory, sets up kernel configurations
and pushes the execution of the function into the GPU’s task queue. These operations
make up the overhead of CPU thread launching a GPU kernel, which can take 10-30
µs and can’t be neglected when there are many tiny kernels that take only several µs
to execute. For example, if each kernel finishes in 5 µs on the GPU but it takes the
CPU thread 10 µs to put it into the GPU’s task queue, the queue will be empty more
than half of the time, during which the GPU is just waiting for new tasks pushed into
the queue.
Clawpack is a tool designed to solve many different hyperbolic systems with the
same general high-resolution finite volume method. For a specific system, a corre-
sponding Riemann solver routine has to be provided. Other tasks like AMR grid
patch construction and destruction, time step size estimation, ghost cells prepara-
tion, memory management, synchronization between different levels of grid patches
(e.g. Step 1.2, 1.6 and 1.7 of Figure 1) are all handled by Clawpack.
In this study, some operations in the AMR algorithm are chosen to be written as
GPU kernels executing on the GPU while the others are kept on the CPU, based on
their characteristics and data management requirements. New routines running on
the CPU are also added to facilitate memory management, reduce memory footprint,
and manage GPU kernels that run asynchronously with respect to the CPU threads.
3.1.1. A Simple Idea. The simplest idea of using the GPU to solve a hyper-
bolic systems with AMR would be to replace the existing part of the CPU code that
advances the solution on a single grid patch with a GPU kernel (or multiple GPU
kernels) that does the same job, while keeping all other parts of the code unchanged.
Also each time before the solution on a grid patch is advanced, the cell values on the
grid patch must be transferred to the GPU memory. After the solution is advanced,
not only the new cell values on the entire grid patch must be transferred back to the
CPU memory, but also the left-, right-, up- and down-going waves (for 2D problems)
on the entire grid patch, which in total are 5 times larger than the cell values on the
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grid patch in terms of memory size. The wave data on entire grid patches must be
transferred back to the CPU because the routines that compute C1, C2 and C3 run
on the CPU in this approach. Although the time for such data movements can be
partially hidden (depending on how long the data movement takes) by overlapping
them with kernel execution, the amount of data that must be transferred back to
CPU memory turns out to be so large that this time can barely be hidden in many
cases.
3.1.2. A Fix that Transfers Less Data. A simple fix to this is to compute
C1, C2 and C3 on the GPU as well and save these terms to the right place in the
buffer of grid patches for conservation fix. In this way, the wave data on the entire
grid patches does not have to be transferred back to the CPU memory, so the amount
of data transferred is reduced by 80%. The four steps colored in pale green in Figure 4
are the operations that must be done on the GPU to implement this fix. In order to
save the computed C1, C2 and C3 to the right place in memory, the lookup table
associated with each grid patch must be in the GPU memory because the GPU kernels
now need to access the table on the GPU. Transferring the lookup tables to the GPU
memory turns out to be a cheap operation since 1) the size of each table is only
O(C) where C is the length (measured in number of cells) of all coarse-fine interfaces
inside the grid patch that the table is associated with; 2) the tables only need to be
transferred to the GPU memory every time regridding takes places on that grid level.
Figure 4 shows that for each grid patch on a level, at least one GPU kernel needs
to be launched to execute each of Steps 4.3–4.6 in Figure 4. This can cause many
small GPU kernels being executed during the simulation because Steps 4.3, 4.5 and
4.6 for a grid patch usually have much less parallelism than advancing the same grid
patch (Step 4.4). For example, in Step 4.4, Riemann problems need to be solved at
each cell edge, the number of which is roughly the same as the number of cells in
the grid patch. Each GPU thread can be naturally mapped to a cell edge to solve
the Riemann problem at the edge. Hence a GPU kernel that executes Step 4.4 on
a grid patch of a by a cells consumes O(a2) GPU threads. On the other hand, a
GPU kernel that executes Step 4.3 on the same grid patch only consumes O(a) GPU
threads since only roughly 4a Riemann problems (in the 2D case) need to be solved
between its ghost cell values and cell values in its buffer ((2.9a) and (2.9b)). Similarly,
GPU kernels that execute Steps 4.5 and 4.6 also only consume O(a) GPU threads. As
a result, the overhead of launching kernels dominates the execution of the code and
the GPU stays idle for a large portion of time, simply waiting for the CPU thread to
push a task into its task queue.
3.1.3. Merging Small GPU Kernels. The overhead above can be significantly
reduced if we merge some of those small kernels into bigger ones. Figure 5 shows a
new design that conducts the same operations. Steps 4.5 and 4.6 have been moved
out of the loop. Only one GPU kernel is launched to perform Step 4.5 for all grid
patches on that level. Similarly, another GPU kernel is launched to perform Step
4.6 regardless of number of grid patches on that level. One of the challenges is that
patches on the same level can have very different sizes. To deal with this, the two
kernels are launched with more threads than what is actually required. For instance,
suppose the largest grid patch on the level has a by a cells (note that O(a) threads
are required), the two kernels are then launched with O(am) threads where m is the
number of patches on this level. Although some threads end up with nothing to do
this way, especially in the worst case where there is only one huge patch and several
small patches at a level, some experiments show that this implementation saves a
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Compute C1 and add them to the conservation fix buffer of grid patch
m, if L is not the base level
Advance grid patch m by one time step and get waves at each cell edge 
Collect maximum CFL number seen in grid patch m
If level L is not the finest level:
For each grid patch k at level L+1, fill its coarse cell buffer with cell
values from any level L cell that overlaps with ghost cells of grid patch k
Start with the first grid patch  (m = 1) on level L
NO
YES
m = m+1
 Any level L grid left?
Start
If level L is not the coarsest level:  
save required waves to the conservation fix buffer of grid patch m 
If level L is not the finest level:
save required waves to the correct places in the conservation fix buffer
of level L+1 grid patches by searching the lookup table of grid patch m
End
Routines executed 
on CPU
Routines executed
 on GPU
Fig. 5. Re-design of Step 1.3 in Figure 1 at level L.
large amount of time compared to the design in subsection 3.1.2, as the cost of adding
more idle threads to the GPU kernel is still much less than total overhead of launching
many tiny GPU kernels.
To even further reduce the overhead of launching GPU kernels, the loop in Fig-
ure 5 iterates from larger grid patches to smaller grid patches. This is because GPU
kernels for smaller grid patches might finish even faster than the overhead of launch-
ing the kernel, which makes the GPU idle if future kernels have not been pushed into
the task queue. Launching kernels for the biggest grid patch first gives the system
more time to push future GPU tasks into the task queue.
Note that Step 4.3 is still kept in the loop so one GPU kernel is launched for this
step for each grid patch. This is because Step 4.3 for a grid patch must be conducted
after cell values on that grid patch have been transferred to the GPU memory. So if
a single merged kernel is used to conduct Step 4.3 for all grids on the level, cell values
of all grid patches on this level must be transferred to the GPU memory first, which
breaks the data transferring pipeline detailed in subsection 3.2.1.
3.2. Data Management.
3.2.1. The Data Transfer and Kernel Execution Pipeline. Since the GPU
and the CPU used in this study have separate physical memory, data has to be
transferred through the PCI-e bus between the GPU memory and the CPU memory.
The memory bandwidth of a PCI-e bus is usually very slow (in the order of ∼ 10
GB/s) compared to the bandwidth of the GPU DRAM memory. So in principle, data
transfer between the GPU memory and the CPU memory should be reduced as much
as possible, or the time spent on data transferring should be hidden as much as possible
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CPU memory to 
GPU memory
Transfer data from 
GPU memory to
CPU memory
Grid patch 1
Grid patch 2
Grid patch 3
Grid patch 4
Time
Routines executed
 on GPU
Fig. 6. A pipeline that hides data transferring in a case where there are four grid patches on
the current level.
by overlapping data transferring with GPU kernel execution. If data transferring can
be completely hidden, there is no increase in wall time due to moving data between
the GPU memory and the CPU memory.
Ideally, if no data has to be transferred between the GPU memory and the CPU
memory during the simulation (only at the beginning and near the end of the execution
of the code), no extra time needs to be spent on data transferring. This requires
executing all routines including those for the regridding and updating processes on
the GPU. Some of these processes do not contain as much parallelism as advancing
the solution on a grid patch and/or have frequent execution branches, which can
hurt the GPU performance significantly. Avoiding all data transferring also requires
keeping data on all levels of grid patches in the GPU memory all the time during
the execution, even though only one level of grid patches is advanced at a time. This
study implements a different strategy, which transfers grid patch data between the
CPU and GPU memory, can solve a bigger problem since data on only one level of
grid patches needs to be in the GPU memory at a time, and leaves routines that the
GPU is not good at to be executed by the CPU. It turns out this strategy introduces
almost no extra time on data transferring, even for a problem that contains very
few computations relative to the size of data that needs to be transferred (e.g. the
acoustic problem in section 4), by using a pipeline detailed in this section to hide data
transferring.
A simple example of how data transferring can be hidden is shown in Figure 6.
Each rectangular bar represents the time spent on one of the three operations ex-
plained in the legend of the figure. Note that the GPU is idle (does not execute any
kernel) only when cell data in Grid patch 1 is transferred to the GPU memory and
when cell data in Grid patch 4 is transferred to the CPU memory. In another word,
all other data transferring operations are hidden.
Figure 7 adds data transferring operations to the flow chart in Figure 5. Step 7.2
of Figure 7 asynchronously transfers the coarse cell buffer of each grid patch on
level L + 1 to the GPU memory. Note that the flow chart is illustrating operations
done when the level L grid patches are to be advanced. Although the coarse cell
buffer will not be used until the same operations in this flow chart are conducted
for level L + 1, launching the transferring operations here gives more time for the
operations to be executed in parallel with computing operations that follows, and
thus helps to hide the data transferring.
One of the most useful features in the CUDA programming model is the CUDA
streams. GPU tasks (e.g. GPU kernel execution and data transferring) in different
CUDA streams can be executed independently by the GPU if no other restrictions
are specified and there are available resources. GPU tasks in the same CUDA stream
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Fig. 7. Flow chart of Step 1.3 in Figure 1, including data transferring between the CPU and
the GPU memory.
must be executed in the order they are launched. The CPU threads can launch GPU
tasks asynchronously, which means the CPU threads can schedule such tasks into
CUDA streams, move forward to execute other CPU instructions (including scheduling
new GPU tasks) and let the GPU pick what tasks in the CUDA stream to execute
in the order restricted by the above rules without interrupting ongoing CPU side
instructions. In the current implementation, each iteration of the loop in Figure 7
is scheduled in a different CUDA stream. This essentially specifies dependencies of
all operations conducted during the entire loop. Step 7.4–7.7 of Figure 7 in a single
iteration have dependencies implied by the flow chart: they must be executed in the
order specified the arrows in the flow chart. However, steps in different iterations
do not depend on each other and are allow to interleave with each other. These
dependencies allow most of the data transferring (Step 7.4 and 7.7) to be hidden by
kernel execution (Step 7.5 and Step 7.6).
Usually the tasks from all iterations are scheduled much earlier than when the
GPU finishes all tasks. As a result, a barrier on the CPU side must be inserted right
after the loop in Figure 7 since Step 7.9 can not be executed until Step 7.6 for all grid
patches on this level are finished.
Whenever a grid level catches up in time with the coarser level after a time step,
the conservation fix buffers of all grid patches on this level are transferred back
to the CPU (Step 7.11 of Figure 7) since they store modification terms C1, C2 and
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C3 on the GPU side and will be needed in the conservation fix process (Step 1.7).
3.2.2. Global Reduction for Adapting the Time Step Size. Each time the
solution in each grid patch is advanced on the GPU, a global reduction is conducted
to collect the maximum wave speed seen over this grid patch, which is saved to an
array in the GPU memory. After all grid patches of that level are advanced, the array
has the maximum wave speed seen in each grid patch and is transferred back to the
CPU memory, where another level of reduction is conducted by the CPU to find the
maximum wave speed on this grid level. This maximum wave speed is then used to
adjust the time step size, as guided by (2.11).
3.2.3. Memory Pool. Each time a grid patch is advanced or reconstructed
from a regridding process, memory blocks must be allocated on the GPU/CPU for
storing cell values and waves, and holding buffers for the conservation fix etc., and
then freed after the process. It turns out the overhead of calling the CUDA runtime
API to conduct these frequent memory operations can not be neglected, and can even
dominate the entire code execution when grid patches are small so the overhead is
expensive relative to the time spent on advancing the grid patch. A user managed
memory pool is thus created, which allocates a huge chunk of memory at a time
and allocates more chunks when needed. All frequent memory allocation and free
operations requested by the Clawpack library are through this memory pool, with no
need to actually allocate/free system memory.
3.3. Riemann Solvers. For a specific system of hyperbolic equations, normal
and transverse Riemann solvers for this system of equations must be provided to
advance the solution on grid patches, as described in [12]. In Clawpack, a routine is
called for each row of a grid patch, which sweeps through the 1D slice of the grid,
solves Riemann problems to get fluctuations, applies proper limiters, and solves a
different Riemann problem for transverse waves. A similar routine is called for each
column of a grid patch. To perform these operations on the GPU, sweeping of each
row in a grid patch is merged into a single GPU kernel to reduce kernel launching
overhead.
There can be other dedicated strategies for solving hyperbolic system on the GPU,
which carefully design the GPU kernel to map GPU threads to cell interfaces or cells
and/or use shared memory to reduce the often-seen memory bottleneck in such a
problem. Since the focus of this study is the on the library level, for the benchmark
in the following section a simple and straight-forward implementation that maps each
GPU thread to the normal and transverse Riemann problem at one cell interface is
used without spending much time on optimizing the performance of the solver itself.
4. Performance Analysis.
4.1. Benchmark Setup. We benchmark the performance of our code by solving
a linearized 2D acoustic equation, which can be represented by
(4.1) qt +Aqx +Bqy = 0
where
q =
pu
v
 , A =
 0 K0 01
ρ0
0 0
0 0 0
 , B =
 0 0 K00 0 0
1
ρ0
0 0
 .(4.2)
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In the numerical experiment, an acoustic wave is expanding in the radial direc-
tion in a homogeneous medium. At the beginning of the simulation, a ring-shaped
perturbation is added to the pressure field in the domain, as showed in Figure 8a. All
four boundaries of the domain have a non-reflecting outflow boundary condition.
(a) AMR level = 1 (b) AMR level = 2 (c) AMR level = 3
(d) AMR level = 1 (e) AMR level = 2 (f) AMR level = 3
Fig. 8. Snapshots of the simulation at t = 0 (top) and t = 0.7 (bottom). (a) and (d) show
pressure field with only level 1 AMR grid patches; (b) and (e) show u-velocity field with only level 2
AMR grid patches; (c) and (f) show v-velocity field with only level 3 AMR grid patches. Note that
only grid patch edges, not grid cells, are showed.
A total of 3 levels of AMR grids are used with refinement ratios of 2 between
each two levels. The computational domain is square with 1000 by 1000 cells on
the base level, leading to an effective 4000-by-4000-cell resolution on the finest level.
To ensure grid patch data on an entire grid patch can fit into the L3 cache of the
CPU to keep data locality, the size of each grid patch is limited to 260 by 260 in all
runs. A dimensionally unsplit scheme is used incorporate corner transport of waves,
as described in [12], and the Van Leer limiter is applied to the waves. The problem
is simulated for a simulation time of 1 second with approximately 1000 time steps
in total. All floating point numbers are in double precision. Figure 8 show several
snapshots from the simulation with AMR grid patches.
With the problem and setup described above, we evaluate the performance of the
current implementation using four different machines (as many CPU threads as CPU
cores are always generated to parallelize the CPU part of the code):
1. a single NVIDIA Kepler K20x GPU with a 16-core AMD Opteron 6274 CPU
running at 2.2 GHz as the host;
2. a single NVIDIA Pascal 100 GPU with a 20-core Intel E5-2698 CPU running
at 2.2 GHz as the host (but only 16 CPU threads are used for fair comparison
with others);
3. a single 16-core AMD Opteron 6274 CPU running at 2.2 GHz;
4. a single 16-core Intel Xeon E-2650 CPU running at 2.0 GHz;
As showed in previous sections, the Clawpack code, after the modification done in
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this study, consists of jobs that must be done on the host (CPU) and jobs that are
done on the device (GPU). Hereafter, we will refer to this entire code as the GPU
implementation. The original Clawpack code is referred to as the original CPU code.
The GPU implementation solves the benchmark problem on machine 1) and 2) while
the original CPU code that we want to compare with solves the same benchmark
problem on machine 3) and 4).
4.2. Performance Improvement. Figure 9 shows running time of different
sections of the code as well as total running time on all four machines. The cases are
setup with cutoff = 0.7 and regrid interval = 8, which is explained and discussed
later in subsection 4.3. Note that machine 1) is compared to 3) and machine 2) is
compared to 4) such that each pair contains one machine with only CPU running the
original CPU code and the other machine consists of the same or similar CPU as the
host with an extra GPU.
The comparison shows that most of the execution time is spent on advancing the
solution and saving fluxes for later use in the conservation fix, which is completely done
on the GPU in the GPU implementation, and exhibits speed up by by a factor of 3.0
and 3.8 in the two comparisons. Most of the other sections of the GPU implementation
code are done on the CPU and have similar performance for the corresponding part in
the original CPU code. As a result, using the GPU implementation, the decrease in
total running time mostly comes from reduction of time spent advancing the solution
and saving fluxes. But since the other sections are not accelerated by the GPU and
still take up a fraction of the total running time, the speed-up of the total running
time of the code is observed to be 2.3 and 2.7 in the two comparisons.
(a) Comparison between machine 1) and 3) (b) Comparison between machine 2) and 4)
Fig. 9. Running time of different sections of the code. From left to right: 1) time on advancing
the solution and saving fluxes for later use in conservation fix; 2) time on filling ghost cells; 3) time
on regridding; 4) time on the updating process explained in subsection 2.2; 5) time on all other
overhead; 6) total running time.
4.3. The Influence of AMR Parameters. It is best to evaluate the perfor-
mance of the GPU implementation after some discussion of two parameters, cutoff
and regrid interval, that turn out to affect performance significantly on all ma-
chines mentioned above. The parameter cutoff controls how cells flagged to be
refined should be grouped together to form grid patches during the regridding pro-
cess. It specifies the minimum ratio of the number of flagged cells to all cells on
a grid patch to be generated. An extreme example would be to generate one grid
patch for each individual cell, which gives 1.0 for such a ratio. In general, a larger
cutoff results in a larger collection of smaller grid patches on each level, chosen such
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that each grid patch does not contain too many unflagged cells (using the algorithm
of [5].). As a result, there are fewer cells in total, but more patches. This leads to
additional overhead, particularly in the GPU version as discussed further below, and
so it is important to tune this parameter properly.
The parameter regrid interval specifies how many time steps a level should be
advanced before a regridding occurs based on this level. A larger regrid interval
results in fewer regridding operations during the entire simulation, which reduces
time spent on the regridding process. However, if regrid interval is a, usually
an extra layer of a cells surrounding the original flagged cells will be flagged during
the regridding process, such that the waves in the solution do not propagate beyond
the refined region before the next regridding process. As a result, each grid patch is
approximately a cells wider at each side and there are more cells in the entire domain.
Hence, although a larger regrid interval can save time on regridding, it might
increase the time spent advancing the solution since there are more cells in total.
The effects discussed above can be seen in Figures 10a and 10b, which show how
the total number of cells and the average number of grid patches at each time step
changes as these two parameters are varied. One can see from the figures that the
total number of cells decreases and the average number of grid patches at each time
step increases when cutoff increases. It is interesting to observe that the influence
of increasing regrid interval on the total number of cells is similar for different
values of cutoff, while the influence of increasing regrid interval on the average
number of grid patches at each time step is much smaller when cutoff is small.
(a) Total Number of Cells Advanced on All Levels
During the Entire Simulation.
(b) Average Number of Grid Patches on All Lev-
els at Each Time Step.
Fig. 10. Number of cells and grid patches for different regrid interval and cutoff.
Figure 11 shows the time spent advancing the solution and computing the C1, C2
and C3 terms. Comparing the trend in Figures 11c and 11d with Figures 10a and 10b
clearly shows that the time spent on this part in the original CPU code is mainly
affected by the total number of cells, not the average number of grid patches. On the
other hand, the trend in Figures 11a and 11b indicates that the time spent on this part
in the GPU implementation is more affected by the average number of grid patches
than by the total number of cells. This is because the overhead of launching CUDA
kernels to advance every grid patch is high relative to the execution of the kernel itself,
sometimes even longer than the latter if the grid patch is very small. Such overhead
almost does not depend on the total number of cells but is approximately in proportion
to the number of grid patches. As a result, the overhead of launching CUDA kernels
becomes dominant when there are a large fraction of small grid patches. This indicates
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that increasing the total number of cells reasonably (having more “unnecessary” cells
by choosing small cutoff and larger regrid interval) to reduce the number of small
patches, as well as reducing the regridding frequency, is an effective strategy for the
GPU implementation. On the other hand, since the overhead of calling CPU functions
to advance a grid patch is very low compared to the execution of the function itself
for the original CPU code, the total number of cells that need to be advanced is the
main resource that affects this running time for the original CPU code on machine 3)
and machine 4), rather than number of grid patches.
(a) Machine 1) (b) Machine 2)
(c) Machine 3) (d) Machine 4)
Fig. 11. Wall time on advancing the solution and computing C1, C2 and C3
It is easy to draw the conclusion from Figure 11 that for the original CPU code,
a smaller regrid interval and larger cutoff is preferable. For the GPU imple-
mentation, a different combination of the two parameters should be chosen. It can
be seen that for a fixed regrid interval, although increasing cutoff reduced the
total number of cells needing to be advanced, the time spent advancing the solution
on all grids (and computing C1, C2 and C3) increases dramatically when cutoff
increases beyond 0.7 for any regrid interval because many small grid patches are
generated for a cutoff of 0.9. For a small cutoff, different regrid interval give
similar running time.
Figure 12 shows that the two parameters have a significant impact on the total
running time for both the GPU implementation and the original CPU code. Here the
total running time includes time spent regridding and updating cell values from fine
level to coarse level (the updating process) in addition to the time spent advancing the
solution discussed above. This is why although a combination of cutoff = 0.9 and
regrid interval = 2 gives the shortest time spent advancing the solution for the
original CPU code, this is not the best combination to get the shortest total running
time. Using a regrid interval of 2, the code spends almost 8 times longer on
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regridding than when using a regrid interval of 16. For the GPU implementation,
the total running time is much more sensitive to an inappropriate choice of these two
parameters. This can be seen from the fact that, with the worst choice of the two
parameters, the original CPU code runs only 1.5 times slower than the case where the
two parameters are chosen to give the best performance (among the nine combinations
studied here). The factor is as large as 4 for the GPU implementation, and it can
be seen that the GPU implementation with the worst parameter setup (cutoff =
0.9, regrid interval = 2) runs much slower than any other case. This worst case
specifies very thin buffer layers (2-cell wide) around flagged cells so fewer cells are
flagged before they are grouped into grid patches, and many large grid patches are
cut into very small grid patches to satisfy the requirement from cutoff. Figure 12
suggests that a combination of cutoff = 0.7 and regrid interval = 8 seems to be
the optimum choice for the original CPU code to get the best performance for this
benchmark while for the GPU implementation, a wider range can be chosen to get the
shortest running time: any combination from cutoff = 0.5, 0.7 and regrid interval
= 8, 16 usually gives performance similar to the best. Note that this “sweet spot”
might change when the code solves a different problem with much more computational
work per cell. Once the cost of advancing some extra cells becomes comparable to
the cost of regridding, one might be able to save some time advancing the solution
by reducing the total number of cells, at the cost of doing the (relatively cheap)
regridding process more frequently (a smaller regrid interval).
Since the total running time is affected by the two parameters studied above, in
practice it is more reasonable to compare the running time of the GPU implementation
and the original CPU code running at their “sweet spot” (best combination of cutoff
and regrid interval) The “sweet spot” is cutoff = 0.7 and regrid interval =
8 for the original CPU code on both machine 3) and 4). The GPU implementation
has the same “sweet spot” on machine 1) while on machine 2), it achieves the best
performance with a different choice where cutoff = 0.5 and regrid interval =
16. Using these results, the GPU implementation on machine 1) is 2.1 times faster
than the original CPU code running on machine 3), while the GPU implementation
running on machine 2) is 2.7 times faster than the original CPU code running on
machine 4).
4.4. Challenges Induced by AMR. To reveal the challenges in optimizing
the code performance when adaptive refinement is used, another numerical experi-
ment is conducted that solves the same problem but without using AMR. The GPU
implementation of Clawpack and CUDACLAW [14] are compared in the experiment.
In Clawpack, AMR is “turned off” by simply setting maximum refine level to 1. Fig-
ure 13a shows that the average wall time for each time step advanced in CUDACLAW
is about 5 times shorter than in this new GPU implementation of Clawpack that al-
lows AMR. This is because the bottleneck for performance in many such problems is
memory bandwidth and CUDACLAW consumes much less bandwidth. Figures 13b
and 13c show data that is loaded from and written to GPU memory (DRAM) in the
solver of the two codes. Since some waves must be selected and stored to buffer for
the conservation fix, the GPU implementation of Clawpack must write the 4 data
arrays that store the waves (A+∆Q etc.) to GPU memory (DRAM), which consumes
4 times more bandwidth than CUDACLAW. The latter is carefully designed to keep
all intermediate data in cache and only needs to write the data array for the solution
Q to GPU memory (DRAM). As a comparison, it is worth noting that other stud-
ies also achieve similar speed-up around 2 ∼ 3 (16-CPU-core-to-1-GPU comparison)
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(a) Machine 1) (b) Machine 2)
(c) Machine 3) (d) Machine 4)
Fig. 12. Total wall time. (one data point for regrid interval = 2 on machine 1) is missing
because the GPU run out of memory.)
when AMR is used, as reviewed in section 1. The speed-up can vary depending on
whether regridding and updating processes are included in the comparison and on
characteristics of the PDEs being solved.
The need for reading/writing additional arrays is largely due to the conservation
fix-up applied at each step. While this may be important for some problems, in
practice it has been found to have little effect on the solution. For linear problems
that are not in conservation form, such as acoustics in a heterogeneous medium, there
is no reason to even expect conservation. A variant of the code that does not apply this
fix is currently under development and preliminary results suggest a further doubling
of speed-up is possible.
5. Conclusion. This paper describes the design and implementation of a GPU
extension to the Clawpack library for solving hyperbolic problems using the wave
propagation algorithm with adaptive mesh refinement. A maximum speed-up of 2.7
is observed for the benchmark acoustics problem considered here. The use of adaptive
grids requires solving extra Riemann problems and saving the required waves near grid
patch edges in order to preserve global conservation. Doing these operations on the
GPU avoids the necessity of transferring all waves back to GPU. The sensitivity of
the original CPU code and the new GPU implementation to two basic parameters,
cutoff and regrid interval, that controls the AMR algorithm are compared and
discussed to draw some recommendations for setting the two parameters to achieve
better performance.
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