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ABSTRACT
Solar analogues are important objects for understanding the properties of the Sun. Evolu-
tionary modeling, combined with seismic and spectroscopic analysis, becomes a powerful
methods to characterize stellar intrinsic parameters, such as mass, radius, metallicity and age.
However, these characteristics, relevant for other aspects of astrophysics or exosystem physics
for example, are difficult to obtain with a high precision and/or accuracy. The goal of this
study is to characterize the two solar analogues HD42618 and HD43587, observed by CoRoT.
In particular, we aim to infer precise mass, radius, and age, using evolutionary modeling con-
strained by spectroscopic, photometric, and seismic analysis. These stars show evidences of
being older than the Sun but with a relatively large lithium abundance. We modeled the two
solar analogs using two different evolution code: TGEC and CESTAM. Models were com-
puted to reproduce the spectroscopic (effective temperature, metallicity, lithium abundance)
and seismic (frequency separations) data, and the luminosity of the stars, computed using Gaia
parallaxes. Despite two different approaches, we infer very similar values of mass and radius
for both stars, within the uncertainties, and reproduce correctly the frequency separations. For
HD42618, the two modeling find very similar ages, confirming it is slightly less massive and
older than the Sun. For HD43587, the two modeling give compatible values in age with a
difference of 0.9 Gyr, and confirm it is more massive and older than the Sun. For both stars,
we reproduce the lithium abundances with TGEC models by adjusting the parameters of the
tachocline.
Key words: Stars: fundamental parameters – Stars: abundances – Stars: evolution – Stars:
interiors – Stars: solar-type
1 INTRODUCTION
The characterization of solar analogues and solar twins is a power-
ful promising approach to better understand stellar evolution, and
more specifically the evolution of the Sun itself and the influence
of parameters such as stellar mass and metallicity. The canonical
? email: mcastro@fisica.ufrn.br
differentiation of solar analogues in respect to solar twins comes
from Cayrel de Strobel et al. (1981) and Cayrel de Strobel (1996).
These authors described a solar twin as a star spectroscopically and
photometrically identical to the Sun, within its observational uncer-
tainties, while solar analogues present up to 10% of differences in
their radius and mass and a difference of about 0.2 dex in metallicity
when directly compared to the Sun (Meléndez et al. 2010; Beck
et al. 2017). Among stellar properties, age is not yet taken into
© 2020 The Authors
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account in these definitions due to intrinsic difficulties to estimate it.
The number of solar analogue stars has been increased along
the last decade, showing slightly different properties such as rotation
period, age or magnetic activity (García et al. 2014; Baumann et al.
2010; Schrijver & Zwaan 2008) particularly in the last years thanks
to the unprecedented quality of the continuous photometric observa-
tions collected by the CoRoT (Baglin et al. 2006), Kepler (Borucki
et al. 2010), and on-going TESS (Ricker et al. 2015) space missions,
as well as Gaia satellites measurements (Gaia Collaboration et al.
2016, 2018). These observatories provide temporal evolution of the
stellar brightness, as light curves, for tens of thousands of stars.
These sets of data, and the associated signal processing techniques,
allowed the measurement of fundamental parameters and acoustic
oscillations for hundreds of solar-like stars (Chaplin et al. 2014).
In addition to the spectroscopic and photometric standard
analyses, asteroseismology is a major tool to better define and
study solar analogues and twins (Bazot et al. 2012). Appourchaux
et al. (2008) and Benomar et al. (2009b) present one of the first
asteroseismic analysis on a F5V CoRoT star showing Sun-like
oscillations, HD49933, and extract several p-mode frequencies, the
large frequency spacing, the frequency of maximum amplitude of
the modes, and the mean rotational frequency splitting. Piau et al.
(2009) compared these results to stellar models to estimate the
impact of input physics on classical and seismic parameters. They
pointed out that diffusion and rotation-induced mixing have to be
taken into account in the models to achieve reliable mass and age
estimates. However, they did not aim to find the best model that fit
the observational constraints to estimate mass and age. Lebreton
& Goupil (2014) performed a very detailed modeling of another
CoRoT star, HD52265, a metal-rich G0V star, more massive than
the Sun. They explored many of the parameters and approaches
that can influence the results of modeling. Other example of
astronomical analysis of solar analogue is the characterization of
16 Cyg A & B, based on Kepler observations (e.g. Metcalfe et al.
2012; do Nascimento et al. 2014; Davies et al. 2015; Bazot et al.
2019). do Nascimento et al. (2014) complemented the light curve
analysis by comparing with theoretical models of stellar evolution.
Morel et al. (2013) achieved high-resolution spectroscopy
of two bright solar analogues CoRoT targets, HD42618 and
HD43587, with the HARPS spectrograph. Thanks to the relatively
high brightness of these stars, the exploitation of these observations
is made easier and more robust. They presented atmospheric
parameters and chemical composition of both stars, accurately
determined through a fully differential analysis with respect to the
Sun. Although both stars are confirmed to be solar analogues, they
found differences in the surface abundance of lithium, which might
reveal different mixing efficiencies in their interiors. They pointed
out that these results should put tight constraints on theoretical
modeling of the internal structures and solar-like oscillations of
these stars. Boumier et al. (2014) carried out a seismic analysis of
HD43587 (precisely HD43587Aa, which belongs to a quadruple
system composed of two distant main sequence visual binaries).
They extracted 26 p-mode frequencies with radial degrees l = 0, 1,
and 2, and from modeling with the stellar evolution code Cesam2k
(Morel & Lebreton 2008) and the LOSC adiabatic pulsation code
(Scuflaire et al. 2008), they determined that HD43587 seems to
have a mass and a radius slightly larger than the Sun, and to be
slightly older.
In this context, we propose to deepen the combined seismic and
spectroscopic analysis of bright stars by studying the two CoRoT
solar analogues, HD42618 andHD43587, using two different stellar
evolution codes, TGEC (Hui-Bon-Hoa 2008) and CESTAM (Mar-
ques et al. 2013). Both codes include very similar physics, however
we used two different approach to find the best-fitted model that
account for both spectroscopic and asteroseismic observations, as
explained in Sect. 3. From each modeling, we inferred a mass, ra-
dius and age estimate for each star. Using the TGEC code to find
the best model presents the advantage of adjusting the mixing pro-
cesses by varying several ad hoc parameters (see Sect. 3.1). In this
approach, the observed seismic information is used as constraint
only in a second step, once models fitting spectroscopic and photo-
metric information (luminosity, effective temperature, metallicity)
are selected. The approach based on the CESTAM code has the
advantage of using all available information (spectroscopic, photo-
metric and seismic) together to search for the best model. However,
it does not consider variations in the details of the mixing processes
which can influence the lithium abundance.
Our paper is presented as follows: in Sect. 2 we present relevant
observational informations about the two CoRoT targets HD43587
and HD42618. In Sect. 3, we present the two stellar evolution codes,
TGEC and CESTAM, used to model both stars, as well as the
calibration and optimization procedures. In Sect. 4 we present our
modeling results and discussion follows in Sect. 5. Finally, we give
our conclusions in Sect. 6.
2 TWO COROT SOLAR ANALOGUE STARS
We studied here two targets of the CoRoT mission, HD42618
and HD43587, observed through the so-called seismic channel
aiming at bright stars, allowing precise spectroscopic observations
and thus a combined seismic and spectroscopic analysis. These
two targets were the closest to solar characteristics among the
CoRoT sample of bright stars. As more spectroscopic will become
available, others stars such as Kepler (however fainter) or TESS
targets (with generally shorter time series) could be included in
future works.
2.1 HD43587
HD43587, a G0V star observed by CoRoT for 145 days, has
been also observed by the high resolution spectrograph HARPS
at La Silla in December 2010-January 2011, to obtain a S/N
ratio higher than 300. The analysis of the spectroscopic data
is presented in Morel et al. (2013), from which we retain the
following spectroscopic characteristics: effective temperature Teff=
5947 ± 17 K, metallicity [Fe/H]= −0.02 ± 0.02, and lithium
abundance A(Li) = 2.18 ± 0.05. Note that this lithium abundance
has been rescaled compared to the value given by Morel et al.
(2013), which redetermined the solar reference lithium abundance
A(Li) = 0.92 for the differential spectroscopic analysis with
respect to the Sun, where we used A(Li) = 1.05 from Asplund
et al. (2009). A first analysis of the seismic data of HD43587
has been made by Boumier et al. (2014). In the following, we
used the oscillations frequencies they determined. Boumier et al.
(2014) derived from the seismic data a mass and a radius slightly
larger than the solar values (M = 1.04 ± 0.01 M , R = 1.19
R) and an age larger than the solar one, 5.60 ± 0.16 Gyr, in
apparent contradiction with its high lithium abundance, which is an
order of magnitude larger than solar abundance. Such enrichment
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Figure 1. Power spectrum of HD42618 smoothed using a box-car of width
1µHz (gray) and 3µHz (black). Superimposed is shown the best fit (red).
is not expected for this type of star at that age (Meléndez et al. 2010).
2.2 HD42618
Our second target is HD42618, another CoRoT target (a G4V star),
observed twice for 79 and 94 days of duty cycle, and that has been
spectroscopically characterized from several different observations.
A preliminary seismic analysis was done by Barban et al. (2013).
For the seismic analysis of HD42618, we used the time series
provided by the CoRoT public archive1. It corresponds to the so-
called N2 data that are corrected from instrumental effects (Chain-
treuil et al. 2016; Ollivier et al. 2016). The star was observed during
CoRoT periods LRa04 (28 September 2010 - 16 December 2010)
and LRa05 (17 December 2010 - 22March 2011), corresponding to
a total observation duration of 184 days. The duty cycle is of about
95% so that gaps in the time series are expected to have marginal
impact on the data analysis. The light curve is prepared using the
same method as in Appourchaux et al. (2008) and is analyzed on
the Fourier space after computing its power spectrum using the fast
Fourier transform.
Although of weak amplitude, the p modes of HD42618 are
apparent on the power spectrum (Fig. 1). The mode identification
is performed in the echelle diagram (Fig. 2), a concept introduced
by Grec et al. (1983). The echelle diagram shows two clear ridges
associated to the l = 0 and l = 1 modes and a fainter one due to
l = 2 modes. Modes of degree greater than l = 2 are not visible due
to their low amplitudes.
In order to reliably extract pulsations characteristics, we per-
form a bayesian analysis. First, we measure the global properties of
the acoustic modes using the pipeline described in Benomar et al.
(2012). Mode amplitudes follow a bell-shaped function often mod-
eled as a Gaussian, over the noise background. Here, we fit such a
model, with the noise background being described by the sum of
two power-laws (Harvey 1985) plus a white noise. This allows us to
measure the frequency at maximum amplitude νmax which relates
to the mass, radius and effective temperature of the star (e.g. Huber
et al. 2011). We found νmax = 3157 ± 46 µHz. This is strikingly
similar to the solar value (νmax, = 3090±30 µHz), as per reported
in the literature.
1 http://idoc-corot.ias.u-psud.fr
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Figure 2. Echelle diagram for HD42618. Frequencies for the best fit are
shown in orange (l = 0), red (l = 1) and black (l = 2).
Acoustic frequencies of high order and low degree (n  1, l ∼
1) are nearly equally spaced and separated on average by a frequency
spacing ∆ν. The spacing is related to the sound velocity inside the
star by ∆ν = (2
∫ R
0 dr/c(r))−1, which is proportional to the mean
stellar density ρ¯. Because the solar density ρ¯ = (1.4060±0.0005)×
103 kg.m−3 and frequency spacing ∆ν = 135.2 ± 0.45 µHz are
accurately known, it is possible to reliably estimate themean density
of any Sun-like star by the scaling relation, ρ¯ = ρ¯(∆ν/∆ν)2.
For HD42618, using the EACF method (Envelope AutoCorrelation
Function, Mosser & Appourchaux 2009), we found ∆ν = 141.2 ±
0.6 µHz, which gives ρ¯ = (1.554± 0.025) × 103 kg.cm−3, a density
slightly higher than the Sun.
The precise determination of individual pulsation properties,
and in particular the frequencies, is done in a similar fashion to, e.g.,
Appourchaux et al. (2008), Benomar et al. (2009b), Handberg &
Campante (2011), Ballot et al. (2011), and Benomar et al. (2014).
More specifically, we use the MCMC sampling algorithm from
Benomar et al. (2009a). The power spectrum is modeled as a sum of
Lorentzian profiles, with frequency, height, width, rotational split-
ting and the stellar inclination as free parameters. The noise back-
ground function is again a sum of power laws. The Table 1 shows the
frequencies, widths and heights of themodes for the best fit using the
median as statistical indicator, along with the 1σ uncertainties. Due
to the low spectral resolution r = 0.066 µHz and to important corre-
lations between the rotational splitting δν and the stellar inclination
i, it is difficult to measure individually these parameters for that star.
However, the projected rotation δν. sin(i) = 0.36±0.08 µHz is well
constrained. The large separation derived from the frequency list,
∆ν = 142.0 ± 0.6 µHz is consistent with the result from the EACF
method.
Morel et al. (2013) performed a similar spectroscopic differ-
ential analysis as for HD43587 based on HARPS observations and
derived an effective temperature Teff = 5765 ± 17K, a metallicity
[Fe/H]= −0.10±0.02, and a lithium abundance A(Li) = 1.28±0.06
(this value has been rescaled too compared to the value from
Morel et al. 2013). This star has also been observed by several
other authors: Fulton et al. (2016) derived Teff = 5747 ± 44K
and [Fe/H]= −0.11 ± 0.03 from HIRES observations at the Keck
telescope. These authors also claim the presence of a neptunian
planet around HD42618. Mahdi et al. (2016) used ELODIE mea-
surements and a differential analysis to derive Teff = 5766 ± 13K
MNRAS 000, 1–13 (2020)
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Table 1.Measured mode frequency ν, Height H , Width Γ for modes of degree l = 0, 1, 2 for HD42618. Symmetric uncertainties eν are given for frequencies,
contrary to uncertainties on the other parameters that follow the format e+X and e
−
X , X being the parameter.
l ν (µHz) eν (µHz) H (ppm2/µHz) e+H e−H Γ (µHz) e+Γ e−Γ
0 2616.85 4.15 1.49 1.72 0.84 0.06 0.16 0.05
0 2761.25 1.10 0.83 0.53 0.31 0.26 0.35 0.16
0 2902.45 0.17 1.02 0.54 0.33 0.77 0.53 0.31
0 3044.13 0.16 1.56 0.52 0.39 0.92 0.29 0.24
0 3185.32 0.12 2.52 2.07 0.70 0.60 0.22 0.24
0 3327.06 0.24 1.97 0.75 0.61 0.79 0.42 0.21
0 3469.00 0.37 0.65 0.26 0.18 1.75 0.57 0.59
0 3610.99 0.44 0.44 0.50 0.34 0.90 3.77 0.46
1 2547.92 0.63 2.60 3.22 1.95 0.14 0.52 0.10
1 2687.62 0.27 2.24 2.57 1.25 0.06 0.16 0.05
1 2828.41 0.23 1.24 0.80 0.46 0.26 0.35 0.16
1 2969.33 0.29 1.52 0.81 0.50 0.77 0.53 0.31
1 3111.44 0.17 2.33 0.78 0.58 0.92 0.29 0.24
1 3252.91 0.18 3.77 3.10 1.05 0.60 0.22 0.24
1 3394.96 0.14 2.95 1.12 0.92 0.79 0.42 0.21
1 3536.67 0.41 0.98 0.38 0.27 1.75 0.57 0.59
1 3678.0 1.50 0.66 0.74 0.51 0.90 3.77 0.46
2 2608.75 4.15 0.79 0.91 0.45 0.06 0.16 0.05
2 2750.48 1.69 0.44 0.29 0.17 0.26 0.35 0.16
2 2893.19 0.59 0.54 0.29 0.18 0.77 0.53 0.31
2 3034.12 0.41 0.82 0.28 0.21 0.92 0.29 0.24
2 3176.04 0.17 1.33 1.10 0.38 0.60 0.22 0.24
2 3317.13 0.41 1.04 0.40 0.33 0.79 0.42 0.21
2 3459.57 0.66 0.34 0.14 0.10 1.75 0.57 0.59
2 3601.98 1.45 0.23 0.27 0.18 0.90 3.77 0.46
and [Fe/H]= −0.09±0.01. HD42618 was also analyzed by Ramírez
et al. (2014) who found very similar results (Teff = 5758 ± 5K and
[Fe/H]= −0.096 ± 0.005). These independent results show a good
agreement, in particular those based on a differential analysis giv-
ing confidence about effective temperature and metallicity. Thus,
we finally retain the values derived by Morel et al. (2013).
2.3 Luminosity estimate of both stars
To compare the observational data to the models, we need to es-
timate the luminosity of these two stars. For both of them, ex-
tinction was neglected due to their small distance. For the lu-
minosity calculation, we made use of the Gaia DR2 parallaxes,
that are available for both stars (Gaia Collaboration et al. 2018;
Luri et al. 2018). For HD43587, with the V-magnitude given in
the SIMBAD database V = 5.700 ± 0.009 (Oja 1991), the Gaia
DR2 parallax pi = 51.80 ± 0.11 mas (Gaia Collaboration et al.
2018), and the bolometric correction computed according to Van-
denBerg & Clem (2003) BC = −0.048 ± 0.006, we obtained for
the luminosity L/L = 1.609 ± 0.023. We used the same method
for HD42618, using the V-magnitude in the SIMBAD database
V = 6.839 ± 0.012 (Koen et al. 2010). Using the Gaia DR2
parallax pi = 41.06 ± 0.04 mas (Gaia Collaboration et al. 2018)
and the bolometric correction BC = −0.077 ± 0.008, we found
L/L = 0.920 ± 0.013.
For HD42618, a significant discrepancy appears between the
Hipparcos parallax (pi = 42.55± 0.55 mas, van Leeuwen 2007) and
theGaiaDR2 result. Differences between parallaxes fromHipparcos
and Gaia are expected and can be positive or negative (based on
few examples drawn from CoRoT targets) and Gaia error bars are
always smaller by at least a factor of 2. Both parallaxes are generally
consistent due to the larger Hipparcos error bars. However, in the
case of HD42618, parallaxes (and thus derived luminosities) are not
consistentwithin 1-σ error bars. The consequences of this difference
in the estimated luminosity on the evolutionary status are discussed
in Sect. 5.
3 STELLAR EVOLUTIONARY MODELS
We present in this section the two different stellar evolution codes
used to model the stars considered: the Toulouse-Geneva stellar
Evolution Code (TGEC, Hui-Bon-Hoa 2008; do Nascimento et al.
2009) and the CESTAM code (Marques et al. 2013; Morel & Le-
breton 2008; Morel 1997). Some input physics of the models, such
as convection treatment and initial chemical mixture, are different
due to optimisation constraints.
Due to the different intrinsic structures of the two codes, the
two modeling were conducted in a slightly different way. When
using the TGEC approach, the first aim was to match spectroscopic
observed characteristics of the star (including lithium abundance),
and then to select the models within observed error bars that were
the closest to the seismic observed properties. Conversely, when
using CESTAM approach, the aim of the models was to match
seismic properties and at the same time to get closer to observed
spectroscopic characteristics such as Teff , metallicity, etc... but not
taking into account lithium abundance.
3.1 TGEC models
For the TGEC models, we used the OPAL2001 equation of state by
Rogers & Nayfonov (2002) and the radiative opacities by Iglesias
& Rogers (1996), completed with the low temperature atomic and
molecular opacities by Alexander & Ferguson (1994). The nuclear
MNRAS 000, 1–13 (2020)
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reactions are from the analytical formulas of the NACRE compila-
tion (Angulo et al. 1999), with the Bahcall & Pinsonneault (1992)
screening routine. Convection is treated according to the Böhm-
Vitense (1958) formalism of the mixing length theory with a mixing
length parameter αMLT = l/Hp, where l is the mixing length and
Hp the pressure height scale. The initial composition follows As-
plund et al. (2009). All models include microscopic diffusion with
diffusion coefficients computed as in Paquette et al. (1986). More
details about the input physics can be found in Pace et al. (2012).
The models include also the impact of the rotation-induced
mixing on chemicals due to the combined actions of meridional
circulation and shear-induced turbulence in stellar radiative zones,
computed with a turbulent diffusion coefficient as prescribed by
Zahn (1992),Maeder&Zahn (1998), and Théado&Vauclair (2003)
with two free parameters Ch and αturb (cf. Eq. 20 in Théado & Vau-
clair 2003). We also include a tachocline, which is a shear layer due
to the differential rotation between the radiative and the convective
zone, modeled by an additive diffusion coefficient that decreases
exponentially downward (see Spiegel & Zahn 1992; Richard et al.
2004):
Dtacho = Dbcz exp
(
ln 2
r − rbcz
∆
)
(1)
where Dbcz and rbcz are the value of Dtacho at the bottom of the con-
vective zone and the radius at this location, respectively, and∆ is the
half-width of the tachocline. Both Dbcz and ∆ are free parameters,
however ∆ upper limit value is constrained by helioseismology. The
relative size of the tachocline (i.e., ∆/R? where R? is the radius of
the star) is supposed to be constant during the evolution. The effec-
tive non-standard mixing is modeled as a vertical effective diffusion
coefficient, obtained by the addition of the turbulent diffusion coef-
ficient and the diffusion coefficient of the tachocline, and is applied
on chemical elements (Chaboyer & Zahn 1992). As our models do
not take into account the pre-main-sequence phase, during which a
certain amount of lithium is expected to be destroyed, the efficiency
of this effective mixing has to be considered as an upper limit of the
actual efficiency of the mixing occurring during the main sequence.
We calibrated a model of 1.00M to match the observed
solar effective temperature and luminosity at the solar age. The
calibration method of the models is based on the Richard et al.
(1996) prescription: for a 1.00M star (M = 1.9879×1033 g), we
adjusted the mixing-length parameter αMLT and the initial helium
abundanceYini to reproduce the observed solar luminosity and radius
at the solar age: L = 3.8270 ± 0.0014 × 1033 erg.s−1, and R =
6.9566 ± 0.0010 × 1010 cm at t = 4.57 ± 0.02Gyr. For the best-
fit solar model, we obtained L = 3.8277 × 1033 erg.s−1 and R =
6.95524 × 1010 cm at an age t = 4.57Gyr, using αMLT = 1.67 and
Yini = 0.262.
The free parameters Ch and αturb of the rotation-induced mix-
ing determine the efficiency of the turbulent motions. They are cal-
ibrated to smooth the diffusion-induced helium gradient below the
surface convective zone, thus improving the agreement between the
model and seismic sound speed profiles and to avoid the destruction
of beryllium. Following Grevesse & Sauval (1998), the beryllium
abundance of the Sun is A(Be) = 1.40 ± 0.09. The increase (or
decrease) of both parameters increases (or decreases) the vertical
coefficient diffusion, which has an influence on the helium gradient
below the convective zone. On the other hand, the horizontal coeffi-
cient diffusion controlled by the parameter Ch has a small influence
on the surface beryllium abundance, whereas the enhancement of
αturb implies a larger destruction of lithium and beryllium elements.
We started from the calibration of Richard et al. (2004), but we de-
creased the values of Ch and αturb to limit the beryllium destruction
without drastically increase the helium gradient, as explained in
Tucci Maia et al. (2015). Although difficult to measure, beryllium
is another tracer of the mixing depth in the stellar interiors and a
correct calibration of its abundance in stellar models should be use-
ful in future works. With Ch = 4000 and αturb = 0.20, we obtained
a slight beryllium destruction by a factor of 1.15 with respect to the
meteoritic value, which is well within the error in the determination
of the solar abundance.
The free parameters of the tachocline are calibrated to repro-
duce the solar lithium abundance (A(Li) = 1.05 ± 0.10, Asplund
et al. 2009) at the solar age in the solar model. Both parameters
Dbcz and ∆ have an influence on the surface lithium abundance,
but with different magnitudes. While a variation of 10% of Dbcz
implies a variation of about 15% of A(Li), an increase of 10% of ∆
is enough to divide by a factor 5 the lithium abundance compared
to the solar case. Furthermore, the tuning of Dbcz has almost no
effect on 9Be, 10B, and 11B abundances, whereas an increase of
50% of ∆ is enough to divide the surface beryllium abundance by
two (and B abundances to a lesser extent). These two parameters
have been tuned to obtain the solar lithium abundance at the solar
age, preserving the beryllium abundance as much as possible. We
obtained Dbcz = 2.800×105 cm2.s−1 and ∆ = 0.690×109 cm. Our
value of ∆ is in agreement with helioseismic inferences, although
at the low limit (see Kosovichev 1996; Basu 1997; Elliott & Gough
1999; Richard et al. 2004).
The calibration of the free parameters (αMLT, Yini, Ch, αturb,
Dbcz, and ∆) is then used for the other models with different masses
and metallicities. The rotational mixing and the resulting lithium
destruction strongly depend on internal transport mechanisms (e.g.
Maeder 2009; Mathis 2013) and on angular momentum loss by
stellar winds (Skumanich 1972; Matt et al. 2015). An extensive
comparison of different prescriptions for internal transport and an-
gular momentum loss and their influence on rotation period and
lithium abundance can be found in Amard et al. (2016). The pro-
cesses we used in our TGEC models are calibrated on the Sun and
are parametrized to model all the possible physical mechanisms
that would participate to the chemicals transport in the solar in-
terior, such as meridional circulation, turbulence, internal gravity
waves, magnetic fields, etc... through the effective vertical diffusion
coefficient acting on chemicals. This may introduce a bias towards
solar characteristics, which is discussed in Sect. 5.
Oscillation frequencies of the TGEC models have been
computed with the pulsation code PULSE (Brassard & Charpinet
2008). This code computes adiabatic properties of radial and
non-radial oscillation modes in all types of stellar models. It
has been compared to other pulsation codes and validated by
the Corot ESTA comparison project (Moya et al. 2008), as it
provides the precision in frequency required to deal with the
accuracy of the CoRoT long runs. For each model corresponding
to the observational constraints, we computed frequencies for
values of the azimuthal degree l between 0 and 3 and tens of
values of the radial order n. Frequencies are then corrected
from the surface effects using the prescriptions proposed by
Kjeldsen et al. (2008). From these frequencies, we computed the
large separation∆ν for l = 0, 1, and 2, and the small separations δν02.
TGEC models have been first computed to account for the
spectroscopic data and the luminosity in a HR diagram. For each
star, we computed a grid of evolutive models that match the effec-
tive temperature, the luminosity, and the metallicity (and the lithium
abundance in cases 2 and 3, see Sect. 4) at some part of their evo-
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lution, within 3σ. For all these models, we compute the theoretical
oscillations frequencies and the large and small separations. To find
the best model that accounts for both spectroscopic and seismic ob-
servations, we perform a χ2 minimization, defined by the sum of the
squared differences between the modeled and observational large
separations ∆ν for l = 0, 1, and 2, small separations δν02, ratio r01
of the small separations δν01 by the large separations∆ν1 as defined
by Roxburgh & Vorontsov (2003), effective temperature, luminos-
ity, metallicity, and lithium abundance. As prescribed by Roxburgh
& Vorontsov (2013), we compared the observed δν02 and r01 with
the model ones interpolated to the observed frequencies. The value
of χ2 is then divided by the number of degrees of freedom (num-
ber of observables minus the number of free parameters - mass,
metallicity, and one parameter of the tachocline in cases 2 and 3
-) to obtain a reduced χ2r . We estimated error bars on the stellar
global parameters at 3σ, given by the pool of models that have a
χ2 value within (χ2min + 9). However, results are presented with
1σ error bars for consistency with CESTAM results. As the models
are preselected to match the effective temperature, luminosity and
metallicity, these three parameters have a marginal weight in the
χ2, but it could introduce a bias due to a limited and subjective
exploration of the parameter space.
3.2 CESTAM models
Models were also computed using the CESTAM stellar evolution
code (Marques et al. 2013; Morel & Lebreton 2008; Morel 1997).
These models were computed using the OPAL05 equation of state
(Rogers & Nayfonov 2002) and the OPAL opacities (Iglesias &
Rogers 1996), complemented, at T < 104K, by the WICHITA
opacities (Ferguson et al. 2005). We used the NACRE compila-
tion of nuclear reaction rates (Angulo et al. 1999) except for the
14N(p, γ)15O where we used the rates derived by Formicola et al.
(2004).
The Schwarzschild criterion was used to determine convective
instability. In convective zones, the gradient was computed using
the so-called CGM description following Canuto et al. (1996). We
adopted the solar mixture of Grevesse & Noels (1993). Convection
treatment and initial chemical mixture have been chosen different
from TGEC, because it allowed a better agreement of the computed
oscillation frequencies with the observed ones, from the optimiza-
tion described hereafter.
Models were computed including microscopic diffusion of he-
lium and heavy elements including gravitational settling, thermal
and concentration diffusion but no radiative levitation, following
the formalism of Michaud & Proffitt (1993). CESTAM includes
transport of angular momentum by meridional currents and shear
turbulence according to Zahn (1992). However, it is well known that
this prescription does not reproduce the observed rotation profile
of the Sun and red giants. Moreover, it also fails to reproduce the
observed lithium abundance of the Sun. For this reason, we did not
follow the lithium abundance evolution in CESTAM models. CES-
TAM can model the influence of rotation on stellar evolution but in
the present work, this possibility was not used.
Oscillation frequencies were computed using the ADIPLS adi-
abatic oscillation code (Christensen-Dalsgaard 2008).
A minimization algorithm, called OSM2, that implements the
Levenberg-Marquardt method, was used in order to determine the
optimum CESTAM model matching the observational constraints.
2 Optimal Stellar Models, see pypi.python.org/pypi/osm/
In this algorithm, some model parameters are allowed to vary. In
the present work, the model parameters adjusted in order to fit
observational constraints were:
- M , the mass of the star;
- its age;
-αCGM, the constant used in the CGMdescription of the convection;
- Y0, the initial helium abundance;
- Z0, the initial metallicity.
In addition, the surface effects affecting the mode frequencies are
taken into account following the prescription proposed by Kjeldsen
et al. (2008), which two parameters, a and b, were fitted.
The observational constraints included global characteristics
of the star plus seismic constraints:
- Teff , the effective temperature;
- [Fe/H], the observed surface metallicity;
- L, the luminosity;
- νn,` , the individual frequencies of all the observed modes;
- ∆ν0, the individual seismic large separations for ` = 0:
∆ν = νn,0 − νn−1,0;
- δν01/∆ν1, the ratio of the second individual differences between
` = 0 and ` = 1 modes (see Roxburgh & Vorontsov 2003)
normalized by the large separation of ` = 1 modes ∆ν1, with:
δ01 = (νn−1,0 − 4νn−1,1 + 6νn,0 − 4νn,1 + νn+1,0)/8.
- δν02, the individual seismic small separations: δν02 =
νn,l=0 − νn−1,l=2.
The free model parameters listed above are adjusted in order
to minimize the differences between computed and observed
constraints (also listed above) by finding the lowest value of the χ2
between them. Using this approach, uncertainties on parameters
are computed for fitted parameters using the Hessian matrix. The
correlation between the fitted parameters is taken into account
through the covariance matrix. However, some characteristics of
the star, such as the radius or the effective temperature for example,
are output of the optimum model. They cannot be associated to
an uncertainty since they are not adjusted during the minimizing
process.
4 RESULTS
In this section, we present the results of our calculations for both
stars and both modeling approaches. We then compare to the
spectroscopic and seismic inferences of the literature.
4.1 HD43587
Using TGEC models with the tachocline calibrated on the solar
case, hereafter called case 1, the minimization (with χ2r = 14)
gives the best model that reproduces the observed effective temper-
ature, luminosity, metallicity, and frequencies separations, within
3σ uncertainties, with a mass M = 1.021 ± 0.010 M and an age
t = 6.78+0.02−0.29 Gyr. The mass is smaller than the estimates of Morel
et al. (2013) and Boumier et al. (2014), but is compatible within the
error bars. Furthermore, our model indicates a more evolved star
and a lithium abundance A(Li) = 2.57 ± 0.10 that is larger than the
observed one (A(Li)obs = 2.18 ± 0.05).
Castro et al. (2016) showed that the treatment of the addi-
tional mixing used in the TGEC, calibrated on the Sun, does not
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Figure 3. HR diagram for the stars HD43587 and HD42618. Continuous
lines are the evolution tracks of the best-fitted TGEC models reproducing
spectroscopic, photometric and seismic observations, represented by the red
crosses (see Sect. 4). Filled black circles and associated 3σ error bars are
the observations as described in Sect.2.
reproduce correctly the observed lithium abundance for slightly dif-
ferent masses. It destroys too much lithium for lower masses and
not enough for larger masses, compared to lithium abundances ob-
served in the three open clusters Hyades, NGC752 and M67. They
showed also that the discrepancy with observations increases with
age. Thus, we computed new models to fit the spectroscopic pa-
rameters, including the lithium abundance, calibrating either the
effective diffusion coefficient at the base of the convective zone
Dbcz (case 2), or the tachocline half-width ∆ (case 3).
We performed another χ2-minimization with these new
models and found very similar values of the reduced χ2r in
both cases: M = 1.033 ± 0.006 M , t = 6.57 ± 0.13Gyr,
and A(Li) = 2.05 ± 0.07 in case 2 (χ2r = 3.7), and
M = 1.019±0.005 M , t = 6.88±0.16Gyr, and A(Li) = 2.28±0.06
in case 3 (χ2r = 4.0). To account for the observed lithium content,
Dbcz had to be enhanced by a factor 2.7+0.5−0.4 in case 2 while ∆
had to be multiplied by 1.1 ± 0.2 in case 3, depending on the
mass of the model, for the same effect on the lithium abundance.
Results of this best TGEC model for HD43587 in case 2 are
listed in Table 2. Effective temperature and luminosity are in
agreement with observations within 1σ, whereas metallicity
differs in 2σ and lithium abundance in 3σ. Fig. 3 present the HR
diagram with the best-fitted model of case 2, and the upper row
in Fig. 4 shows the separations ∆ν0, δν02, and r01 of this model
compared to the observed ones. The large values of χ2r are mainly
due to the differences in metallicity and lithium abundance, and
to the slope of the modeled ratio r01 that is not correctly reproduced.
The search for the best model when using CESTAMmodeling
was made using different sets of seismic constraints among the ones
listed in Sect. 3.2, leading to models with parameters differing by
amounts within internal error bars. The best (lowest χ2r ) model
matches globally quite well the observed large separation (∆ν) and
is also in good agreement with the small separations (δν02), as
well as with observed spectroscopic and photometric values (see
Table 2). The differences with observations are quantified as χ2r =
5.4 which relatively high value can be explained by differences
such as in Teff and [Fe/H], as well as random differences in seismic
differences. The present model is also very close to the one found by
Boumier et al. (2014). Uncertainties (1σ values) are given when the
considered parameter is optimized (such as for example themass and
the age). When no uncertainty is given, the parameter considered
is not fitted and corresponds to the optimized model. As mentioned
in Section 3.2, uncertainties are computed using the Hessian matrix
and do not include other sources of uncertainties. They must be
considered as lower bounds. In both modeling, actual uncertainty
interval (accuracy) is larger, as for example in the case of the age
that could be different for modeling using other physical description
or other chemical composition. Compared to TGEC computations,
modeled values of the mass and radius are very similar and within
1σ values. Concerning the age, the difference of 0.9Gyr is larger
than 3σ on the age estimate of TGEC.
4.2 HD42618
For HD42618, using TGECmodeling with the tachocline calibrated
on the Sun (case 1), the optimization does not provide any satisfac-
tory agreement, with a reducedminimum χ2r,min = 29. Furthermore,
the lithium is totally destroyed in all the models, in contradiction
with the observations (A(Li)obs = 1.28 ± 0.06).
To account for the observed lithium content, we calibrated the
tachocline (Dbcz and ∆, also called case 2 and 3) in our models as
we did for HD43587 modeling.
We found the best-fitted model with mass M =
0.952±0.005 M , age t = 5.34+0.13−0.03 Gyr, and A(Li) = 1.33+0.01−0.05 in
case 2 with χ2r = 2.2. In case 3, we found M = 0.950 ± 0.006 M ,
t = 5.43 ± 0.01Gyr, and A(Li) = 1.33 ± 0.02 with χ2r = 2.6. Dbcz
had to be divided by 2.2 ± 0.5 in case 2 to reproduce the observed
lithium abundance. On the other hand, ∆ had to be divided by
1.2± 0.2 in case 3 to achieve the same lithium abundances. Results
of the best model for HD42618 are presented in Table 3. Effective
temperature and luminosity are in agreement with the observations
within 3σ. Metallicity agrees within 2σ, and lithium abundance
within 1σ. HR diagram showing the best-fitted model of case 2 is
presented in Fig. 3, and the frequencies separations of this model
compared to the observed ones are presented in the upper row of
Fig. 5. As for HD43587, the offset of the ratio r01 between the
model and the observations is the main cause of the large χ2r .
Using CESTAM models, as for HD43587, different sets of
seismic constraints were used. The lowest χ2r model with a value of
1.02 shows a very good agreement between observed and modeled
seismic large and small separations (see Fig. 5 bottom) with no
systematic differences. Spectroscopic characteristics are also in very
good agreement (less or equal to 2σ uncertainty). The luminosity
of the model is lower, at 3σ of the observed one. For the metallicity,
a difference smaller than 1σ is found with CESTAM, whereas the
modeled metallicity with TGEC is higher of 2σ than the observed
one. Comparison of mass and radius of CESTAM and TGEC values
show a good agreement, within 2σ uncertainty, as well as for the
age with similar values within 1σ for both modeling approach.
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Figure 4. Large separations ∆ν0 for `=0 (left) and small separations δν02 (center) and ratio δ01/∆ν1 (right) for the star HD43587 with TGEC (up) and
CESTAM (bottom) modeling. Red lines are for the models and black ones are for the observations, with the associated error bars. For the sake of comparison
between both codes, we only show the large separations for l = 0 with TGEC modeling.
TGEC CESTAM Observed
Mass (M) 1.033 ± 0.006 1.04 ± 0.01 -
Radius (R) 1.20 ± 0.01 1.18 -
Age (Gyr) 6.57 ± 0.13 5.7 ± 0.1 -
Teff (K) 5948 ± 5 5979 5947 ± 17
L (L) 1.620+0.002−0.006 1.61 1.609 ± 0.023
[Fe/H] 0.020 ± 0.018 0.025 −0.02 ± 0.02
A(Li) 2.05 ± 0.07 - 2.18 ± 0.05
Y0 0.271 0.287 ± 0.008 -
(Z/X)0 0.0200 0.0290 ± 0.0007 -
α 1.67 0.683 ± 0.004 -
χ2r 3.7 5.4 -
Table 2. Results from the two modeling approaches of HD43587. The mixing length α is defined using the MLT description for TGEC and the CGM one for
CESTAM. The initial chemical composition follows Asplund et al. (2009) in TGEC models and Grevesse & Noels (1993) in CESTAM models.
5 DISCUSSION
Modeling approaches for both stars presented in Sec. 4 show very
similar results, but some differences exist. In this section, we discuss
the results and the discrepancies between the values fromTGEC and
CESTAM. It is important to mention that both approaches use some
different input physics (such as the convection treatment and the
initial chemical mixture) and different pulsation codes, which can
introduce discrepancies in the frequencies calculations. In particu-
lar, the choice of the CGM convection treatment and the Grevesse
& Noels (1993) mixture for CESTAM modeling was motivated by
the fact that it allowed a better agreement between computed and
observed frequencies than the MLT convection and Asplund et al.
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TGEC CESTAM Observed
Mass (M) 0.952 ± 0.005 0.92 ± 0.02 -
Radius (R) 0.96 ± 0.01 0.94 -
Age (Gyr) 5.34+0.13−0.03 5.5 ± 0.2 -
Teff (K) 5815+1−5 5787 5765 ± 17
L (L) 0.955+0.001−0.007 0.89 0.920 ± 0.013
[Fe/H] −0.061+0.001−0.014 −0.119 −0.10 ± 0.02
A(Li) 1.33+0.01−0.05 - 1.28 ± 0.06
Y0 0.267 0.281 ± 0.009 -
(Z/X)0 0.0165 0.0205 ± 0.0007 -
α 1.67 0.683 ± 0.014 -
χ2r 2.2 1.0 -
Table 3. Results from the two modeling approaches of HD42618. The mixing length α is defined using the MLT description for TGEC and the CGM one for
CESTAM. The initial chemical composition follows Asplund et al. (2009) in TGEC models and Grevesse & Noels (1993) in CESTAM models.
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Figure 5. Same as Fig. 4, but for the star HD42618, with TGEC (up) and CESTAM (bottom) modeling.
(2009) mixture, as used in TGEC modeling, for which CGM pre-
scription is not currently available. The search for optimal models
with these different physics inputs leads to models with significant
differences in frequencies but small differences in terms of global
characteristics of the star.
Using these different modeling approaches also allows a more
realistic estimate of the uncertainty than those listed in Table 1
and 2. As mentioned in Sect. 4, uncertainties on CESTAM results
are computed from the Hessian matrix of the fitted parameters.
They can only be considered as lower value of uncertainty at
least in some cases, typically the age. As well as for TGEC,
these uncertainties correspond to internal errors in the process of
stellar modeling. Using two different approaches show that a more
realistic uncertainty on the mass is at least δM = 0.02M for
both HD42618 and HD43587. Concerning the age, the different
approaches lead to a realistic uncertainty of 0.2Gyr for HD42618
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(similar to internal uncertainty) and 0.9Gyr for HD43587 (much
larger than internal one but still indicating a star older than the Sun).
5.1 HD43587
Both modeling of HD43587 are consistent with spectroscopic, pho-
tometric, and seismic analyses. The results of both codes are very
similar in term of mass and radius, but ages differ by 0.9Gyr. This
difference in age can be explained by the larger mass of the CES-
TAM model, which implies a lower age at the same luminosity, but
also by the differences in Y0 and (Z/X)0 due to the different initial
compositions. When we compare the computed frequencies separa-
tions to the observed ones, we can see that TGECmodels reproduce
correctly ∆ν0 and δν02, whereas the modeled r01 presents a slightly
different slope than the observed one. This slope is correctly repro-
duced by CESTAM models. As this ratio is sensitive to the inner
structure, it indicates a failure in the TGEC modeling of the core,
possibly linked to the differences in initial helium Y0. In both mod-
eling, the shape of the large separations curve, associated to the
discontinuities in the interior, is correctly reproduced, except for the
higher frequencies. In the case of TGEC models, the tuning of the
tachocline parameters allows to account for the lithium content, and
enhances the agreement with CESTAM modeling. In both model-
ing, the value of χ2r , larger than unity, indicates a statistically bad
agreement. However, as all the inferences of the global parameters
are within 3σ of the observations, these values are mainly due to the
difficulty of correctly modeling the internal structure, in particular
the core and the base of the convective zone.
The analysis of the evolutionary status of HD43587 in the
literature is very ambiguous. Because of its large lithium content,
it was believed to be younger than the Sun, in contradiction with
the flat light curve and the absence of chromospheric activity
(Baliunas et al. 1995; Schröder et al. 2012; Boumier et al. 2014).
We show here that HD43587 is older than the Sun, and that its
large lithium abundance is due to its slightly larger mass and
its lower metallicity, compared to the Sun, two parameters that
imply a thinner outer convective zone and thus a shallower mixing
underneath, preventing the lithium depletion.
5.2 HD42618
In the case of HD42618, TGEC and CESTAM modeling tend to
find similar results in mass and radius, within 2σ errors, and the
same age, within 1σ uncertainty, confirming a slightly less massive
and older star than the Sun. The higher lithium content compared
to the solar case is explained by a significantly lower metallicity,
which diminishes the opacity in the outer layers, and thus shallows
the depth of the convective zone, and by a lower diffusion coefficient
at the base of the convective zone (by a factor around 2) or a thinner
tachocline (by a factor 1.2), compared to the Sun, as shown by
TGEC models. Concerning the frequencies separations compared
to the observed ones, both modeling reproduce well the shape of the
large separations curve, as well as the slope of the small separations,
even if the adjust of the small separations curve is better in the
case of CESTAM models than TGEC ones. The χ2r value of the
CESTAM modeling shows a statistically good agreement with the
observations,whereas for TGECbestmodel, the larger value of χ2r is
mainly due to the ratio r01, whose ripples are not reproduced. These
small-scale variations in ratio r01, which are correctly reproduced
in CESTAM models, is due to changes in stratification at the base
of the outer convective zone (Otí Floranes et al. 2005).
As mentioned in Sect. 2, the parallax of HD42618 measured
by Hipparcos was updated by recent Gaia measurements, leading
to a change in the estimated luminosity. The Gaia parallax is
1.5mas lower that the one measured by Hipparcos. We computed
also a series of TGEC models with the luminosity inferred from
Hipparcos parallax, again calibrating the tachocline parameters,
in order to quantify the consequences in terms of evolutionary
status. As we are inclined to trust more the Gaia parallax than the
Hipparcos one, we present here only models using the luminosity
inferred from the Gaia parallax. Obviously, a difference in the
parallax induced a difference in the luminosity and thus in the
inferred age. The difference in mass, that mainly depends on effec-
tive temperature, is very small (less than 1%), but the difference in
luminosity implies a larger age of around 1.4Gyr, and large sepa-
rations around 145 µHz, off by 4 µHz compared to the observations.
5.3 The lithium abundance issue
We focus here on the lithium abundance in the case of solar
analogues (0.9 M < M < 1.1 M). For stars outside of this
interval, the lithium abundance is relatively well understood (for
example, it is totally destroyed in stars fully convective and largely
preserved in stars with very thin or no outer convective zone). In
solar analogues, the presence of lithium is highly correlated with
the depth of the convective zone, and thus with stellar mass and
metallicity. However, for the same mass, metallicity and age, the
dispersion in lithium abundance as can be observed in open clusters
such as Hyades or M67 (see Castro et al. 2016, and references
within) may be related to the different rotational histories (see
also Marques & Goupil 2013). Rotation induced turbulence can
further transport lithium down to where it is burned. This transport
depends strongly on angular velocity, as well as radial differential
rotation. Given that solar-type stars have very different rotation
rates for the first 0.5Gyr, we should expect that the amount of
observed lithium depletion should not be the same for stars with the
same age. Unfortunately, models including transport of chemicals
by rotation-induced turbulence fail to reproduce the observed
surface lithium abundances. They tend to burn too much lithium
compared to observations. This is perhaps due to the fact that
transport of angular momentum is not efficient enough in these
models, leading to a differential rotation that is too high (see,
e.g., Marques et al. 2013, for the case of red giants). Turbulent
transport is thus probably overestimated but this is still an open
question. Castro et al. (2016) showed that TGECmodels including a
rotation-induced mixing calibrated on the solar lithium abundance
tend to predict lithium abundances lower than observed for stars
of mass smaller than that of the Sun, and higher than observed for
stars more massive than the Sun, and that this discrepancy increases
with age. Obviously, there is no a priori reason why the mixing
that occurs in a solar mass star should have the same strength in
stars with masses slightly different. It motivated the calibration of
the tachocline in our models to account for the observed lithium
abundance. However, we should give a physical meaning of such a
calibration depending on mass. In TGEC models, we can modify
either the diffusion coefficient below the convective zone Dbcz,
or the tachocline width ∆ to account for the lithium abundance.
With both stars, models with one or another calibration present
very similar χ2r . Both parameters are related to compute the
diffusion coefficient of the tachocline Dtacho (see Eq. 1). In physics,
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Table 4. Stellar ages of HD42618 and HD43587 derived from [Y/Mg]
and [Y/Al] abundance ratios. The uncertainties in the abundance ratios and
calibrations are propagated into the age estimates.
Star Age [Gyr]
[Y/Mg] [Y/Al]
HD42618 5.93±0.71 4.95±0.74
HD43587 6.83±0.67 5.72±0.66
the diffusion coefficient is a property of both the fluid and the
diffusing element (here, the lithium). It is defined as the ratio
between the flux and the concentration gradient. For low tracer
concentrations, it is usually considered roughly constant. The width
of the tachocline is function of the shear due to the differential
rotation. The identification and understanding of the processes that
hinder the spread of the tachocline deep down into the solar interior
is still matter of debate, but is essentially due to properties of
anisotropic turbulence and magnetic fields (Spiegel & Zahn 1992;
Gough & McIntyre 1998; Brun 2001). As explained in Sect. 3.1,
the tuning of Dbcz has a marginal influence on beryllium and boron
abundances, whereas a slight increase of ∆ implies a significant
destruction of beryllium elements. Hence, future observations of
beryllium abundances in these stars could provide some clues
to understand which parameter is expected to vary with stellar mass.
5.4 Chemical clocks
Recent high-precision studies of solar analogues at near-solarmetal-
licities (-0.15 . [Fe/H] . +0.15) have unveiled remarkably tight
and steep correlations between isochrone ages and either [Y/Mg]
or [Y/Al]. The age scatter is typically less than 1 Gyr for a given
abundance ratio and the relations extend over ∼10 Gyrs (e.g., Nis-
sen 2016). Similar trends are found for stars with asteroseismic ages
uncertain to within 10-20% (Nissen et al. 2017). It is believed that
the correlations arise from the chemical evolution of the Galaxy
(e.g., Spina et al. 2016).
We make use of the [Y/Mg] and [Y/Al] abundances of Morel
et al. (2013) and the quadratic age-abundance calibrations of Spina
et al. (2018) to infer the ages of our targets (Table 4). We obtain
average ages of about 5.4 and 6.3 Gyrs for HD42618 and HD43587,
respectively. Other calibrations (Nissen 2016; Nissen et al. 2017;
Spina et al. 2016; Tucci Maia et al. 2016) lead to younger ages for
HD42618, but by less than 0.8 Gyrs. For HD43587, the deviations
do not exceed 0.7 Gyrs with no evidence for systematic differences.
Similar ages are therefore obtained despite the fact that the calibra-
tions rely on different abundance and isochrone datasets.
These results are consistent with our analysis. For HD43587,
[Y/Mg] abundances ratio gives an age estimate in agreement with
the TGEC result, whereas [Y/Al] provides an age more compatible
with the CESTAM estimate. For HD42618, [Y/Mg] and [Y/Al] give
ages slightly larger and lower, respectively, by ∼ 0.5 Gyr, than the
ones determined by our modeling. In any case, all the ages provided
by the chemical clocks are compatible within the error bars.
6 CONCLUSIONS
In the perspective of the preparation of the PLATO mission, the
characterization of solar analogue stars is essential for the earth-like
planets hunting. In particular, mass and age are parameters very dif-
ficult to estimate, with no direct observation for single field stars.
To achieve a better estimate of these parameters, all kind of data
are useful. In this work, we used spectroscopic data from HARPS
and seismic analysis from CoRoT light curves of two CoRoT so-
lar analogues stars, HD42618 and HD43587. In order to assess
the real uncertainties in the modeling we used two different evolu-
tion codes. The TGEC code takes as observational constraints the
classical characteristics of the star, from spectroscopic observations
(effective temperature, surface metallicity, and lithium abundance)
and the luminosity computed from the visual magnitude and the
Gaia parallax. The constraints given by seismology, which are the
large and small separations between the oscillation frequencies of
the star, are taken into account a posteriori to verify the reliability of
the result. The CESTAM code is used taking into account the seis-
mic and spectroscopic constraints a priori. However, the constraint
on lithium abundance has not been taken into account in the case
of CESTAM, as the meridional circulation alone fails to reproduce
the solar value in solar models.
A first result concerns HD43587: both evolution codes con-
verge to somewhat different ages. CESTAM and TGEC found sim-
ilar masses, radii and metallicities, but the CESTAM age is lower
of about 0.9 Gyr. In both cases, we found that the star is slightly
more massive and older than the Sun. In the case of HD42618, both
evolution codes converge to similar values of the age, very different
from the estimation of Morel et al. (2013) based on isochrone fitting
(2.17 Gyr but with large error bars of ±1.83 Gyr), and from Barban
et al. (2013) (3.84 ± 0.12 Gyr) using the Asteroseismic Modeling
Portal (AMP, Metcalfe et al. 2009; Mathur et al. 2012). Our results
point out a star slightly more evolved than the Sun but less massive.
For both stars, the observed lithium abundance is not correctly re-
produced in TGEC models with extra mixing below the convective
zone calibrated on the solar case. We propose two solutions: either
to modify the value of the diffusion coefficient below the convective
zone, or to adjust the thickness of the tachocline. These two solu-
tions allow us to reproduce the observed lithium abundance, and
drop the χ2 value.
We used the [Y/Mg] and [Y/Al] abundances ratio from Morel
et al. (2013), that show tight correlations with age. These chemical
clocks provide age estimates in agreement with our model-inferred
ages, confirming the reliability of our results.
This work also shows that to characterize a star (age, mass,
radius, etc.), both spectroscopic and seismic measurements should
be used, since one or the other of these constraints alone is not
enough to guarantee the reliability of the result. These stars being
finely modeled thanks to seismology allow a more precise compar-
ison between models and observations. Knowing precisely spectro-
scopic constraints, based on Gaia measurements for example, and
other constraints such as rotation or beryllium abundance, in order
to assess hypotheses on the efficiency of the tachocline, are impor-
tant for future characterization of stars, for example in the frame of
the PLATO mission. Furthermore, the observed lithium abundance
of these two stars cannot be understood by taking into account
only their respective metallicity and rotation-induced mixing. We
showed that other mechanisms can realistically explain the Âń ap-
parent Âż overabundance. We propose here that it could be related
to the sensitivity of the turbulent mixing in the tachocline, which
is influenced by differential rotation. To account for the observed
lithium abundance in the models, the efficiency of the mixing pro-
duced by the tachocline had to be decreased compared to the solar
calibration for HD42618, and increased for HD43587. This result is
in agreement with the conclusions reached by Castro et al. (2016)
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using open clusters, showing that models of stars less massive than
the Sun (such as HD42618), calibrated on the Sun, destroyed too
much lithium, and models of stars more massive than the Sun (such
as HD43587) present a larger lithium abundance compared to the
observations. In the future, it is important to study how it can be
related to the initial rotation of the star at the ZAMS.
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