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ON THE DERIVED CATEGORIES OF GENTLE AND SKEW–GENTLE
ALGEBRAS: HOMOLOGICAL ALGEBRA AND MATRIX PROBLEMS
IGOR BURBAN AND YURIY DROZD
Abstract. In this paper, we investigate properties of the bounded derived category
of finite dimensional modules over a gentle or skew–gentle algebra. We show that the
Rouquier dimension of the derived category of such an algebra is at most one. Using
this result, we prove that the Rouquier dimension of an arbitrary tame projective curve
is equal to one, too. Finally, we elaborate the classification of indecomposable objects of
the (possibly unbounded) homotopy category of projective modules of a gentle algebra.
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1. Introduction
Motivated by the study of finite length admissible representations of the Lie group
SL2(C), Gelfand and Ponomarev classified in [46] all indecomposable finite dimensional
2010 Mathematics Subject Classification. Primary 16E35, 16G60, 14A22, 16S38.
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modules over the completed path algebra C of the following quiver with relations:
•x ::
y
**
•
z
jj xz = 0, yx = 0.
In the work [46] it was also observed that from the representation–theoretic point of view,
the algebra C is closely related with the algebra N := CJu, vK/(uv) (see also Remark
3.3). Gelfand and Ponomarev proved that there are two types of indecomposable finite–
dimensional C–modules (as well as N–modules): those described by a certain discrete
parameter v and the ones described by a tuple (w,m, π), where w is a certain discrete pa-
rameter, m ∈ N and π ∈ C∗ is a continuous moduli parameter. This, in particular, means
that the categories of finite–dimensional C–modules and N–modules are representation–
tame. The work [46] was a starting point of an extensive study of representation–tame
categories, which came in the years afterwards. Appropriate analogues of the indecompos-
able modules of the first type were called strings (discrete series), whereas generalizations
of the indecomposable modules of the second type were called bands. We also want to
mention that arround the same time, Nazarova and Roiter obtained a classification of all
indecomposable finitely generated modules over a dyad of two discrete valuation rings (in
particular, over N), using a completely different approach of matrix problems; see [56].
For an algebraically closed field k, Assem and Skowron´ski introduced in [6] a certain
class of finite–dimensional analogues of the above algebra C called gentle. By definition,
these are path algebras k
[→
Q
]
/〈L〉 for which the quiver
→
Q and the admissible ideal L satisfy
the following conditions.
• For any vertex i of
→
Q, there exist at most two arrows starting at i and at most two
arrows ending at i.
• The ideal L is generated by a set of paths of lengths two.
• Let
i
•
a // j• be any arrow in
→
Q. Then the following is fulfilled:
– Whenever there are two arrows b, c in
→
Q ending at i then precisely one of the
paths {ab, ac} belongs to L.
– Analogously, whenever there are two arrows g, h in
→
Q starting at j then pre-
cisely one of the paths {ga, ha} belongs to L.
It turned out that gentle algebras satisfy a number of remarkable properties. First of all,
it was shown by Wald and Waschbu¨sch [66] as well as by Butler and Ringel [31] that gentle
algebras are either representation finite or representation tame. Moreover, in that articles
was shown that there are two types of indecomposable modules over a gentle algebra:
strings and bands. The combinatorial pattern describing both classes of indecomposables
turned out to be essentially the same as in the case of the algebras C and N studied by
Gelfand and Ponomarev [46] as well as by Nazarova and Roiter [56].
Another key observation established in the late 80s and in the 90s was that the bounded
derived category Db(A − mod) of a gentle algebra A has remarkable properties, viewed
both from the homological as well as from the representation–theoretical perspective. For
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an arbitrary finite dimensional k–algebra Λ, Happel constructed in [49] a fully faithful
functor Db(Λ−mod)
H
−→ Λ̂−mod, where Λ̂ is the so–called repetitive algebra of Λ (which
is known to be self–injective) and Λ̂−mod is the stable category of the category of finite–
dimensional Λ̂–modules. Moreover, Happel’s functor H is an equivalence of triangulated
categories provided gl.dim(A) <∞; see [49].
It was shown by Ringel [61] (see also [63]) that the repetitive algebra Â of a gentle
algebra A is special biserial. According to [66, 31], the triangulated category Λ̂ − mod
(and, as a consequence of Happel’s embedding, the derived category Db(A − mod)) is
either representation–discrete or representation–tame. Happel’s embedding H allowed to
prove a number of remarkable properties about the derived category Db(A − mod). For
instance, Schro¨er and Zimmermann showed in [64] that the class of gentle algebras is closed
under derived equivalences. As a consequence, any gentle algebra has only finitely many
derived Morita partners. Next, Happel’s embedding H provides a powerful tool to study
the Auslander–Reiten quiver of the derived category Db(A−mod). However, despite the
fact that the repetitive algebra Â can be described rather explicitly as the path algebra
of a certain infinite quiver with relations [61, 63] and tools to study indecomposable Â–
modules are rather developed, it is a non–trivial problem to describe the preimage of an
arbitrary indecomposable object of the stable category Â − mod in the derived category
Db(A−mod) under the functor H in a constructive way.
In [9], Bekkert and Merklen gave an explicit description of all indecomposable objects
of the bounded homotopy category Hotb(A− pro) of projective A–modules. Their classifi-
cation was based on a certain matrix problem studied by Bondarenko in [14]. According
to their result, there are two types of indecomposable objects of Hotb(A−pro): string com-
plexes S•(v) as well as band complexes B•(w,m, π) (the latter ones exist only in the tame
case). The obtained explicit combinatorics of the indecomposable objects of Hotb(A−pro)
was essentially used in several recent papers; see in particular [3, 4, 32].
In [65] Vossieck classified all finite dimensional k–algebras, whose derived category
Db(A−mod) is representation–discrete. Quite remarkably, it turned out that those finite
dimensional k–algebras, whose derived category is not representation–finite, are necessarily
gentle. Moreover, the corresponding quiver
→
Q has precisely one oriented cycle. Vossieck’s
classification was finalized in [12] by Bobinski, Geiß and Skowron´ski. The derived–discrete
algebras were extensively studied by several authors afterwards; see in particular [18, 3].
In recent years, several important results on the bounded derived category of an arbi-
trary gentle algebra were established. In particular, Avella–Alaminos and Geiß introduced
in [2] a new (and completely combinatorial) derived invariant of a gentle algebra. In [51],
Kalck gave a full description of the singularity category Db(A −mod)/Hotb(A −mod) of
an arbitrary gentle algebra A of infinite global dimension.
Quite remarkably, gentle algebras appeared in the following striking new developments,
relating the representation theory of finite dimensional algebras with other fields of math-
ematics. In the works of Labardini–Fragoso [54], Asssem, Bru¨stle, Charbonneau–Jodoin
and Plamondon [5] and David–Roesler and Schiffler [35] it was shown that many gentle
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algebras arise as so–called surface algebras from special triangulations of Riemann sur-
faces. Representation theoretic aspects of that constructions were studied in particular in
[47] and [1]. In a work of Haiden, Katzarkov and Kontsevich [48], algebraic constructions
related with gentle algebras appeared in the context of Fukaya categories of Riemann sur-
faces. In a recent work of Lekili and Polishchuk [55], some gentle algebras appeared in
the context of the homological mirror symmetry for Riemann surfaces. Finally, we want
to mention a work of Cecotti [33], in which gentle algebras arise in the context of certain
gauge theory models of theoretical physics.
Around the beginning of the millennium, the authors of this paper suggested a new
method to reduce the problem of classification of the indecomposable objects of the derived
categories of coherent sheaves on tame singular projective curves (chains and cycles of
projective lines) [19, 20, 23] as well of the derived categories of various classes of finite–
dimensional k–algebras [21, 19, 22, 24] to a certain class of tame matrix problems called
representations of bunches of (semi–)chains [57, 15]. The proposed method confirmed
an observation made earlier in [42] that tame singular projective curves must be related
with appropriate gentle algebras. In [20], the first–named author noticed that the derived
category of coherent sheaves on a chain of projective lines admits a tilting vector bundle,
whose endomorphism algebra is gentle. The connection between gentle algebras and tame
projective curves was made more concrete in [25], in the context of non–commutative
nodal curves. In that work, we in particular showed, that appropriate gentle algebras of
global dimension two, which appeared in [42, Appendix A4], turn out to be categorical
resolutions of singularities of the bounded derived category of coherent sheaves on a cycle
of projective lines.
In [44], Geiß and de la Pen˜a introduced the notion of a skew–gentle algebra. Such
algebras are known to be tame and even derived–tame [44, 10]. Certain classes of skew–
gentle algebras arise as surface algebras [47], other classes of skew–gentle algebras appear
in the context of non–commutative nodal curves [25]. In what follows, gentle algebras will
be treated as special cases of skew–gentle algebras.
In this paper, we show the following results on (skew–)gentle algebras. Firstly, we
prove that the so–called Rouquier dimension der.dim(A) of the bounded derived category
of a (skew–)gentle algebra A is at most one; see Corollary 3.5. This is achieved using
the following method. Let H be the normalization of A (see Definition 2.11). It is a
hereditary k–algebra (actually, it is Morita–equivalent to a product of path algebras of
quivers of type •−→•−→...−→•−→•) such that rad(A) = rad(H) =: I. It turns out that the
algebra B =
(
A H
I H
)
is again (skew–)gentle and has global dimension two. Moreover,
the following results are true (see Theorem 3.1).
• There exists a fully faithful exact functor Hotb(A−pro) −→ Db(B−mod). In other
words, Db(B −mod) is a categorical resolution of singularities of the algebra A.
• The derived category Db(A − mod) is an appropriate Verdier localization of the
derived category Db(B −mod).
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• We have a semi–orthogonal decomposition
Db(B −mod) =
〈
Db(A¯−mod),Db(H −mod)
〉
.
From this deduce that Db(A−mod) = 〈Z〉2, where Z is the direct sum of all pairwise non–
isomorphic indecomposableH–modules. In other words, for any object X• ofDb(A−mod),
there exists an exact triangle
X•1 −→ X
• −→ X•2 −→ X
•
1 [1],
in which the complexes X•1 and X
•
2 are appropriate direct sums of certain shifts of some
direct summands of Z. By definition, this implies that der.dim(A) ≤ 1. The developed
method is also applicable in some representation–wild cases. For example, we show that
der.dim
(
k[x1, . . . , xn]/(x1, . . . , xn)
2
)
= 1 for any n ∈ N; see Example 3.9.
According to a result of Orlov [58], the Rouquier dimension der.dim(X) of the derived
category of coherent sheaves of any smooth projective curve X is equal to one. Combined
with some results and methods of our previous work [25], we deduce that der.dim(X) = 1
for any tame singular projective curve. In Example 3.12, we elaborate in detail the case
of the nodal Weierstraß cubic E = V (y2 − x3 − x2) ⊂ P2. Namely, if s ∈ E is the singular
point, P1
ν
−→ E a normalization map and O˜(n) := ν∗
(
OP1(n)
)
for n ∈ Z, then we have:
Db
(
Coh(E)
)
= 〈ks ⊕ O˜ ⊕ O˜(1)〉2, what implies that der.dim(E) = 1.
Our next goal was to revise the classification of indecomposable objects of the derived
categories (bounded and unbounded) of a gentle algebra A. In fact, this part of our
paper is an update of our earlier works [21, 22, 24]. In particular, in [22] we proved that
the so–called nodal orders are derived–tamed (these class of rings forms a natural non–
commutative generalization of the algebra N = kJu, vK/(uv) in the class of orders. In
fact, nodal orders are infinite–dimensional analogues of gentle and skew–gentle algebras).
In [21, 24] it was shown that the proposed method allows to establish derived tameness
of various types of finite–dimensional algebras. In Section 6, we give a new proof of the
classification of the indecomposable objects of the homotopy category Hotb(A − mod),
obtained by Bekkert and Merklen in [9] and generalize it on the unbounded homotopy
categories. Our method can be briefly described as follows. For any ∗ ∈ {b,+,−, ∅}, we
construct a pair of functors E and M:
Hot∗(A− pro)
E
−→ Tri∗(A)
M
−→ Rep∗(X),
both reflecting the isomorphism classes and indecomposability of objects. Here, Tri∗(A) is
the so–called category of triples (see Definition 4.1) and Rep∗(X) is the category of locally
finite dimensional (but possibly infinite dimensional) representations of an appropriate
bunch of chains X (see Theorem 6.2). From a description of the essential image of the
composition M◦E and a classification of the indecomposable objects of Rep∗(X), we deduce
a classification of the indecomposable objects of the homotopy category Hot∗(A−pro); see
Theorem 6.11 and Theorem 6.12.
There were several reasons, which motivated us to return to this old subject. Firstly, the
reduction method of the work [9] is not applicable to the unbouded homotopy categories
Hot∗(A − pro) for ∗ ∈ {+,−, ∅}, whereas within our approach, the unboundedness leads
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only to some minor technical complications. In the case gl.dim(A) = ∞, we elaborate
in detail an explicit description of those indecomposable objects of the derived category
Db(A − mod), which have unbounded minimal projective resolutions; see Theorem 6.20.
Such objects are certain infinite string complexes S•(u) (in particular, they have discrete
combinatorics). The obtained classification gives a new insight on Kalck’s description
of the singularity category of A; see [51]. Another reason concerned the key technical
ingredient of the work [9]. Bekkert and Merklen deduce their classification from a certain
tame matrix problem studied by Bondarenko in [14]. It was shown in [14, Section 1]
(and then by different means in [17, Theorem 3]) that the matrix problem in question
is tame since it can be reduced to another tame matrix problem, studied by Nazarova
and Roiter [57]. However, the precise combinatorics of the indecomposable objects of the
original matrix problem [14] has never been elaborated. Summing up, the classification of
indecomposable objects of Hotb(A − pro) obtained in [9], was heavily based on a matrix
problem [14], whose detailed treatment was rather badly documented in the literature.
We also think that it is both advantageous and instructive that the problem of description
of the indecomposable objects of representation–tame categories arising from algebraic
geometry [42, 23, 13], commutative algebra [26, 29] and representation theory [21, 22, 24]
can be solved within essentially the same reduction scheme.
Another goal of this work is to demonstrate the unity of the homological and represen-
tation–theoretical methods of study of the derived categories of a (skew–)gentle algebra.
Based on the technique of semi–orthogonal decompositions, we propose in Section 7 an-
other reduction of the classification of the isomorphism classes of objects of Db(B −mod)
to the category of representations of an appropriate bunch of (semi–)chains.
Acknowledgement. The work of the first–named author was partially supported by the
DFG project Bu–1866/4–1.
2. Generalities on gentle and skew–gentle algebras
In this article, let k be an algebraically closed field. All algebras below are finite dimen-
sional associative algebras over k. If not explicitly mentioned, a module is meant to be a
left module, finite dimensional over the filed k.
Definition 2.1. For any m ∈ N≥2, let Tm be the algebra of all lower–triangular square
matrices of size m:
(1) Tm :=


α11 0 . . . 0
α21 α22 . . . 0
...
...
. . .
...
αm1 αm2 . . . αmm

∣∣∣∣∣∣∣∣∣αij ∈ k
 ∼= k
[
~Am
]
,
where ~Am is the quiver
1
• //
2
• // . . . //
m
• . Next, let Σ ⊆ {1, . . . ,m} be any subset
and m˜ := m + |Σ|. Then we get the algebra Tm,Σ ⊂ Matm˜(k) obtained from Tm by the
following “blowing up procedure”: for any j ∈ Σ, we replace the j–th row (respectively,
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the j–th column) of each element of Tm by two rows (respectively, columns) of the same
shape. In particular, for any j ∈ Σ, the square block (j, j) is a (2× 2) matrix:
(2) αjj =
(
α11jj α
12
jj
α21jj α
22
jj
)
.
It is clear that Tm,∅ = Tm and that algebras Tm,Σ and Tm are Morita–equivalent.
Example 2.2. Let m = 3 and Σ = {1, 3}. Then T3,Σ is the algebra of matrices of size
(5× 5), having the following form:
Tm,Σ =


∗ ∗ 0 0 0
∗ ∗ 0 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗

∣∣∣∣∣∣∣∣∣∣
where ∗ ist an arbitrary element of the field k
 .
Definition 2.3. Consider the following datum (~m,≃), where
• ~m =
(
m1, . . . ,mt
)
∈ Nt≥2 for some t ∈ N.
• ≃ is a symmetric but not necessarily reflexive relation on the set
(3) Ω = Ω(~m) :=
{
(i, j)
∣∣ 1 ≤ i ≤ t, 1 ≤ j ≤ mi}
such that for any γ ∈ Ω, there exists at most one δ ∈ Ω such that γ ≃ δ.
The corresponding skew–gentle algebra A = A(~m,≃) is defined as follows.
• For any 1 ≤ i ≤ t, we consider the following set
Σi :=
{
1 ≤ j ≤ mi
∣∣ (i, j) ≃ (i, j)}.
and denote: Hi := Tmi,Σi . Next, we denote:
(4) H := H(~m,≃) := H1 × · · · ×Ht.
• Finally, we put:
H ⊇ A :=
{(
X(1), . . . ,X(t)
) ∣∣∣∣ X(i)jj = X(k)ll if (i, j) ≃ (k, l) and (i, j) 6= (k, l)X(i)12jj = 0 = X(i)21jj if (i, j) ≃ (i, j)
}
.
The algebra A(~m,≃) is called gentle if γ 6≃ γ for all γ ∈ Ω. So, within our definition,
gentle algebras are special cases of skew–gentle algebras.
Example 2.4. Let A = k[ε]/(ε2). Then A is gentle, where the corresponding datum
(~m,≃) is the following: ~m = (2) and (1, 1) ≃ (1, 2). In the matrix notation, we have:
A ∼=
{(
α11 0
α21 α22
)∣∣∣∣α11 = α22} .
Example 2.5. Let A be the path algebra of the following quiver with relations:
(5)
1
•
a
(( 2
•
b
hh ab = 0.
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Then A is a gentle algebra attached to the datum (~m,≃), where ~m = (3) and (1, 1) ≃ (1, 3).
In the matrix notation, we have:
A ∼=

 α11 0 0α21 α22 0
α31 α32 α33
∣∣∣∣∣∣α11 = α33
 .
The category A − mod is equivalent to the principal block of the category O of the Lie
algebra sl2(C); see for instance [50, Section 3.12].
Example 2.6. Let A be the path algebra of the following quiver with relations:
(6)
1
•
a
((
c
66
2
•
b
((
d
66
3
• bc = da = 0.
Then A is the gentle algebra attached to the datum ~m = (3, 3) with the relation (1, j) ≃
(2, j) for all 1 ≤ j ≤ 3. In the matrix realization,
A ∼=

 α11 0 0α21 α22 0
α31 α32 α33
 ,
 β11 0 0β21 β22 0
β31 β32 β33
∣∣∣∣∣∣αjj = βjj for all 1 ≤ j ≤ 3
 .
For nodal cubic curve E = V (y2 − x3 − x2) ⊂ P2, we have an exact and fully faithful
functor Perf(E) −→ Db(A−mod), where Perf(E) is the perfect derived category of coherent
sheaves on E; see [25, Section 7]. In other words, the derived category Db(A −mod) is a
categorical resolution of singularities of E.
Example 2.7. For any n ∈ N, let A be the path algebra of the following quiver
•
c
  
d

•
a1
((
•
b1
hh
a2
((
•
b2
hh . . . •
an−1
((
•
bn−1
hh
an
((
•
bn
hh
subject to the following set of relations: aibi = 0 and biai = 0 for all 1 ≤ i ≤ n. Then A
is the gentle algebra attached to the datum ~m = (n+ 2, n+ 2) with the relation given by
the rule: (1, 1) ≃ (2, 1) and (1, j) ≃ (2, n + 4− j) for all 2 ≤ j ≤ n+ 2. According to [20,
Theorem 2.1], the derived category Db(A − mod) is equivalent to Db
(
Coh(X)
)
, where X
is a chain on n+ 1 projective lines.
Example 2.8. For n ∈ N≥2, let S
n :=
{
~x ∈ Rn+1
∣∣ ‖~x‖ = 1} be a real sphere of dimension
n. We denote: Sn± :=
{
~x ∈ Rn+1
∣∣ ± xn+1 > 0} and Sn0 := {~x ∈ Sn ∣∣ xn+1 = 0} ∼= Sn−1.
This gives a stratification Sn = Sn+ ⊔ S
n
− ⊔ S
n
0 , which can be inductively extended to a
stratification Sn = ⊔ni=0S
i
± with contractible strata. For example, for n = 2 we obtain:
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S+
S−
l−
l+
p+ p−
According to results from [52, Chapter 8] (see in particular [52, Theorem 8.1.10 and Exer-
cise 8.1]), the corresponding derived category of constructible sheaves on Sn is equivalent
to the derived category of representations of the skew–gentle algebra A(~m,≃), correspond-
ing to the datum ~m = (n+1) equipped with the relation (1, j) ≃ (1, j) for all 1 ≤ j ≤ n+1.
For example, for n = 2, we get the following algebra:
A = A(~m,≃) =


∗ 0 0 0 0 0
0 ∗ 0 0 0 0
∗ ∗ ∗ 0 0 0
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0 ∗

∣∣∣∣∣∣∣∣∣∣∣∣
where ∗ ist an arbitrary element of k

.
Alternatively, A is the path algebra of the quiver
0+
• //
❂
❂❂
❂❂
❂❂
❂
1+
• //
❂
❂❂
❂❂
❂❂
❂
2+
•
0−
• //
@@✁✁✁✁✁✁✁✁
1−
• //
@@✁✁✁✁✁✁✁✁
2−
•
subject to the following set of relations: any two paths with the same source and target
are equal.
Example 2.9. Let ~m = (3, 3) and (1, 1) ≃ (2, 1), (1, 3) ≃ (2, 3), (1, 2) ≃ (1, 2), (2, 2) ≃
(2, 2). Then the corresponding skew–gentle algebra A(~m,≃) is isomorphic to the path
algebra of the quiver
•
a1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
a2⑦⑦
⑦⑦
⑦⑦
⑦
a3 ❅
❅❅
❅❅
❅❅
❅
a4
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
•
b1 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖❖ •
b2
❅
❅❅
❅❅
❅❅
❅ •
b3
⑦⑦
⑦⑦
⑦⑦
⑦
•
b4ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
•
subject to the relations b1a1 = b2a2 and b3a3 = b4a4. This algebra is a degeneration
of a family of canonical tubular algebras of type (2, 2, 2, 2), introduced by Ringel [60].
Moreover, A(~m,≃) is derived–equivalent to the category of coherent sheaves on a certain
non–commutative nodal curve; see [25, Section 8.3] for details.
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Remark 2.10. Of course, our definition of gentle and skew–gentle algebras coincides with
the original ones [6, 44]. For example, let A = k
[→
Q
]
/〈L〉 a gentle algebra in the sense
of the definition from Introduction of this paper. It is easy to see that any arrow of
→
Q
belongs to a uniquely determined maximal non–zero path ̟ in A. Let ̟1, . . . ,̟t be the
set of the maximal paths and mi be the length of ̟i for 1 ≤ i ≤ t. For any 1 ≤ j ≤ mi,
let (i, j) be the j–th vertex of ̟i. Then we put:
• ~m = (m1 + 1, . . . ,mt + 1),
• (i, j) ≃ (k, l) if and only if (i, j) 6= (k, l), but both correspond to the same point of
the quiver
→
Q. 
Definition 2.11. Let Ω = Ω(~m) be the set defined by (3). We introduce the following
new sets Ω, Ω˜ and Ω̂.
1. The set Ω is obtained from Ω by replacing each element (i, j) ∈ Ω such that (i, j) ≃ (i, j)
by two new elements ((i, j),+) and ((i, j),−), which are now no longer self–equivalent.
2. The set Ω˜ is obtained from Ω by replacing any pair (i, j) 6= (k, l) such that (i, j) ≃ (k, l),
by a single element (i, j) = (k, l). In other words, the elements of Ω˜ are of the following
three types:
• elements of the first type:
{
(i, j), (k, l)
}
= (i, j) = (k, l), where (i, j) ≃ (k, l) and
(i, j) 6= (k, l) in Ω.
• elements of the second type:
(
(i, j),±), where (i, j) ∈ Ω is such that (i, j) ≃ (k, l).
• elements of the third type: (i, j), where (i, j) 6≃ (k, l) for any (k, l) ∈ Ω.
3. The set Ω̂ := Ω/ ≃ is the set of the equivalence classes of elements of Ω.
We call the hereditary algebra H = H(~m,≃) the normalization of the skew–gentle algebra
A = A(~m,≃).
Lemma 2.12. Let A = A(~m,≃) be a skew–gentle algebra, H be its normalization, I be
the radical of H. For any γ ∈ Ω̂ we put:
H¯γ :=
 k× k if γ = {(i, j), (k, l)} and (i, j) 6= (k, l)Mat2(k) if γ = {(i, j)} and (i, j) ≃ (i, j)
k if γ = {(i, j)} and (i, j) 6≃ (i, j)
and
A¯γ :=

k if γ = {(i, j), (k, l)} and (i, j) 6= (k, l)
k× k if γ = {(i, j)} and (i, j) ≃ (i, j)
k if γ = {(i, j)} and (i, j) 6≃ (i, j).
Then the following results are true.
• I is also the radical of A.
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• Let A¯ := A/I and H¯ := H/I. Then we have a commutative diagram
(7)
A¯
∼= //
_

∏
γ∈Ω̂
A¯γ
 _∏
γ∈Ω̂
σγ

H¯
∼= //
∏
γ∈Ω̂
H¯γ
where A¯γ
σγ
−→ H¯γ denotes the natural inclusion.
Proof. A straightforward computation shows that
I =
{(
X(1), . . . ,X(t)
)
∈ H
∣∣ (X(i))
k,l
= 0 for all 1 ≤ i ≤ t and 1 ≤ l < k ≤ mi
}
.
Note that I is a two-sided ideal in A, Im = 0 for m := max{m1, . . . ,mt} and the quotient
algebra A/I is semi–simple. Therefore, I is the radical of A, as asserted (see for instance
[43, Proposition 3.1.13]). The statement about the commutative diagram (7) follows from
a straightforward computation. 
Remark 2.13. Let A be a skew–gentle algebra and H be its normalization. Then
(8)
A //
_

A¯ _

H // H¯
is a pull–back diagram in the category of k–algebras. Moreover, identifying the embedding
A¯ −→ H¯ with the map
∏
γ∈Ω̂
σγ from the diagram (7), we can actually define a skew–
gentle algebra A attached to the datum (~m,≃) as the pull–back of the pair of algebra
homomorphisms H −→ H¯ ←− A¯.
Remark 2.14. It is difficult to see that the sets Ω and Ω˜ stand in bijections with the sets
of primitive idempotents of the algebras H and A, respectively. They will be used upon
Subsection 4.2.
3. Homological properties of skew–gentle algebras and their applications
Let (~m,≃) be a datum as in Definition 2.3. In what follows, we shall assume that there
exist γ, δ ∈ Ω such that γ ≃ δ. This implies that the skew–gentle algebra A = A(~m,≃) is
not hereditary. One of the main objects of this paper is the following algebra
(9) B = B(~m,≃) :=
(
A H
I H
)
.
In this section, we study relations between the algebras A and B.
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3.1. Recollement and skew–gentle algebras. Let e =
(
0 0
0 1
)
∈ B and Q := Be =(
H
H
)
. Note that EndB(Q) ∼= H
◦ is the opposite algebra of H and eBe = H. Actually,
we are in the setting of the so–called minors [39]. The rich theory relating the derived
categories of the algebras B, eBe and B/(e) is due to Cline, Parshall and Scott [34]; see
also [28] for some further elaborations.
It is obvious that Q is a free left H◦–module. Next, we have an adjoint pair of functors
(10) B −mod
G ,,
H −mod
F
ll
where G = HomB(Q, − ) and F = Q⊗H − . The functor F is exact and has the following
explicit description: if X is a left H–module then
F(X) =
(
X
X
)
∼= X ⊕X,
where for b =
(
b1 b2
b3 b4
)
∈ B and x =
(
x1
x2
)
∈
(
X
X
)
, the element b ◦ x is given by
the matrix multiplication. Note also that the functor H := HomH
(
eB, −
)
: H −mod −→
B −mod is exact and right adjoint to the functor G. Finally, we denote
J :=
(
I H
I H
)
and T := B/J ∼= A/I = A¯.
Theorem 3.1. The following results are true.
(1) The algebra B = B(~m,≃) is again skew–gentle and its normalization is the algebra
(11) R := R(H) =
(
H H
I H
)
.
Next, L := rad(R) = rad(B) =
(
I H
I I
)
. Moreover, if the original algebra A is
gentle then B is gentle, too.
(2) The derived functor DF : Db(H −mod) −→ Db(B −mod) of the (exact) functor F
is fully faithful. Next, we have a semi–orthogonal decomposition
Db(B −mod) =
〈
DbT (B −mod), Im(DF)
〉
,
where DbT (B − mod) denotes the full subcategory of D
b(B − mod) consisting of
those complexes, whose cohomologies are modules over the semi–simple algebra
T . Moreover, the exact functor Db(A¯ − mod) −→ DbT (B − mod), A¯ 7→ T is an
equivalence of triangulated categories, i.e. the above semi–orthogonal decomposition
of Db(B −mod) can be informally rewritten as
(12) Db(B −mod) =
〈
Db(A¯−mod), Db(H −mod)
〉
.
(3) We have: gl.dim(B) = 2.
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(4) Let Z ∈ Ob(H − mod) be such that H − mod = add(Z) (for example, Z is the
direct sum of all pairwise non–isomorphic indecomposable H–modules) and Z˜ :=
F(Z). Then we have: Db(B − mod) =
〈
T ⊕ Z˜
〉
2
(here, we follow the notation of
Rouquier’s work [62]). In particular, the Rouquier dimension der.dim(B) of the
derived category Db(B −mod) is at most one.
Proof. (1) Assume first that H = Tm. Then a straightforward computation shows that
R(H) ∼= T2m. Moreover, if H ∼= H1 × · · · ×Ht then R(H) ∼= R
(
H1
)
× · · · × R
(
Ht
)
. It is
ease to see that
• L :=
(
I H
I I
)
is a two–sided ideal in both algebras B and R,
• the quotient algebra R/L ∼= H¯×H¯ is semi–simple with the same number of simple
factors as R/rad(R).
Therefore, L = rad(R). Next, the algebra B/L ∼= A¯× H¯ is semi–simple, too. Moreover, L
is a nilpotent ideal (both in R and B). Indeed, L2m = 0, where m := max{m1, . . . ,mt}.
Therefore, we have: L = rad(R); see for instance [43, Proposition 3.1.13].
Next, we have a commutative diagram in the category of k–algebras:
(13)
B //
_

B¯ _

∼= // A¯× H¯ _

R // R¯
∼= // H¯ × H¯.
It follows from Remark 2.13 that the algebra B can be obtained from the hereditary
algebra R by the process of gluing/blowing–up idempotents described in Definition 2.3.
Therefore, B is skew–gentle, as asserted. Moreover, it is gentle if and only if A is gentle.
(2) Recall that G : B − mod −→ H − mod is a localization functor, whose kernel is the
category of B/J–modules, where
(14) J := Im
(
Be⊗eBe eB
mult
−−→ B
)
=
(
I H
I H
)
,
and the unit of adjunction IdH−mod
η
−→ G◦F is an isomorphism of functors; see for instance
[28, Theorem 4.3]. Since both functors G and F are exact, the unit IdDb(H−mod)
η
−→ DG◦DF
of the derived adjoint pair (DF,DG) is an isomorphism of functors, too. Hence, the functor
DF is fully faithful; see for instance [28, Theorem 4.5].
Let DF ◦ DG
ξ
−→ IdDb(H−mod) be the adjunction counit. Then for any object X
• of
Db(B −mod), we have a distinguished triangle
(15) DF ◦DG(X•)
ξX•−−→ X• −→ Cone
(
ξX•
)
−→ DF ◦ DG(X•)[1].
Since the morphism DG
(
ξX•
)
: DG ◦ DF ◦ DG(X•) −→ DG(X•) is an isomorphism,
Cone
(
ξX•
)
belongs to the kernel of DG, which is the triangulated category DbT (B −mod).
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For any object Y • of Db(H −mod) and Z• of DbT (B −mod), we have:
HomDb(B)
(
DF(Y •), Z•
)
∼= HomDb(H)
(
Y •, DG(Z•)
)
∼= 0.
Therefore, we indeed have a semi–orthogonal decomposition (12), as asserted. Moreover,
even a stronger property is true: we have a recollement diagram (see [8, 34]):
(16) DbT (B −mod) I
// Db(B −mod)mm
qq
DG // Db(H −mod)
DH
mm
DFqq
.
Here, I is the natural inclusion functor, admitting both left and right adjoint functors;
see [34]. Since the B–bimodule J is projective viewed as a right B–module (we have:
J ∼= eB ⊕ eB), the natural exact functor given as the composition
Db(A¯−mod)
∼=
−→ Db(B/J −mod) −→ DbT (B −mod), A¯ 7→ T
is an equivalence of triangulated categories; see for instance [28, Theorem 4.6].
(3) Applying [28, Lemma 5.1] to our setting, we obtain: gl.dim(B) ≤ 2. Since by our as-
sumptions, the algebra A is not hereditary, the algebra B is not hereditary, too. Therefore,
we may conclude that gl.dim(B) = 2.
(4) Since the algebra H is Morita equivalent to Tm1 × · · · × Tmt , it has finite (derived)
representation type. Let Z be a representation generator of H − mod, Z˜ := F(Z), Y :=
T ⊕ Z˜ and X• be any object of Db
(
B−mod
)
. According to the exact triangle (15), there
exist objects X•1 ,X
•
2 ∈
〈
Y
〉
1
(i.e. X•1 and X
•
2 are direct sums of shift of direct summands
of Y ; see [62] for the notation) fitting into an exact triangle
X•1 −→ X
• −→ X•2 −→ X
•
1 [1].
But this precisely means that Db(B −mod) =
〈
Y
〉
2
, hence der.dim(B) ≤ 1. 
Example 3.2. Let A be the gentle algebra from Example 2.6. Then the corresponding
gentle algebra B is the path algebra of the quiver
1′
•
❀
❀❀
❀❀
❀❀
❀❀
2′
•
❀
❀❀
❀❀
❀❀
❀❀
2′
•
❀
❀❀
❀❀
❀❀
❀❀
1
•
AA✄✄✄✄✄✄✄✄✄
❀
❀❀
❀❀
❀❀
❀
2
•
AA✄✄✄✄✄✄✄✄✄
❀
❀❀
❀❀
❀❀
❀
3
•
1′′
•
AA✄✄✄✄✄✄✄✄
2′′
•
AA✄✄✄✄✄✄✄✄
3′′
•
AA✄✄✄✄✄✄✄✄
subject to the following set of relations: any path starting at a vertex from from the set
{1′, 2′, 3′} and ending at a vertex of the set {1′′, 2′′, 3′′} is zero, and conversely, any path
starting at a vertex from the set {1′′, 2′′, 3′′} and ending at a vertex of the set {1′, 2′, 3′} is
zero.
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Remark 3.3. Let N := kJu, vK/(uv) and
C := EndN
(
N ⊕N/(v)
)◦ ∼= ( kJu, vK/(uv) kJuK
ukJuK kJuK
)
.
Then C is isomorphic to the completed path algebra from Introduction, studied by Gelfand
and Ponomarev in [46]. It is not difficult to show that gl.dim(C) = 3. In fact, C is the
so–called cluster–tilting resolution of singularities of N . The algebra N is a minor of the
algebra C and the module categories of N and C as well as their derived categories are
related in a similar way as in the case of the (skew–)gentle algebras A and B; see [34, 28].
As a consequence of Theorem 3.1, we get the following result for the Rouquier dimension
of skew–gentle algebras.
Theorem 3.4. Let A be an arbitrary skew–gentle algebra, H be its normalization and
Z be a representation–generator of H − mod, viewed as an A–module. Then we have:
Db(A−mod) = 〈Z〉2, i.e. for any object X
• of Db(A−mod), there exists an exact triangle
X•1 −→ X
• −→ X•2 −→ X
•
1 [1],
in which the complexes X•1 and X
•
2 are appropriate direct sums of certain shifts of some
direct summands of Z. In particular, der.dim(A) ≤ 1.
Proof. We apply again the construction of minors, but now to another natural idempotent
f =
(
1 0
0 0
)
of the algebra B. Let P := Bf =
(
A
I
)
. Then we have: fBf = A ∼=
EndB(P )
◦. Next, G˜ := HomB(P, − ) : B − mod −→ A − mod is a bilocalization functor
(between abelian categories), and its derived functor
DG˜ : Db(B −mod) −→ Db(A−mod)
is a bilocalization functor (between triangulated categories). Since DG˜ is essentially sur-
jective, we have: Db(A−mod) =
〈
DG˜(Y )
〉
2
, where Y = T ⊕ Z˜ is the left B–module intro-
duced in Theorem 3.1. Next, observe that the composition G˜ ◦ F : H −mod −→ A−mod
is isomorphic to the forgetful functor. Indeed, for any left H–module X we have:
G˜ ◦ F(X) = HomB
(
Bf,
(
X
X
))
∼= f ·
(
X
X
)
∼= X.
Similarly, G˜(T ) = G˜
(
A¯
0
)
∼= A¯. Since both functors G˜ and F are exact, we have:
DG˜ ◦ DF(Y ) ∼= G˜ ◦ F(Y ) ∼= A¯⊕ Z.
Since we have an injective homomorphism of semi–simple algebras A¯ −→ H¯, the semi–
simple left A–module A¯ is a direct summand of Z, what finishes the proof. 
Corollary 3.5. Let A be a skew–gentle algebra of infinite derived representation type.
Then we have: der.dim(A) = 1.
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Proposition 3.6. Let A be an (indecomposable) k–algebra of discrete derived represen-
tations type. Then we have:
• der.dim(A) = 0 if A is derived equivalent to a hereditary algebra of Dynkin type.
• der.dim(A) = 1 otherwise.
Proof. This is a consequence of Corollary 3.5 combined with Vossieck’s classification of
finite dimensional algebras of discrete derived representation type [65] (see also [12]).
The latter classification asserts that an indecomposable algebra A has discrete derived
representation type if and only if it is either derived equivalent to the path algebra of a
Dynkin quiver or to a gentle algebra of a very special form. In the first case, there are only
finitely many (up to shifts) indecomposable objects in Db(A −mod), hence der.dim(A) =
0. Otherwise, there are infinitely many (again, up to shifts) indecomposable objects of
Db(A−mod). Therefore, we have: der.dim(A) = 1. 
Example 3.7. Consider the gentle algebra A = k[ε]/(ε2). Then we have: der.dim(A) = 1
and Db(A−mod) = 〈k〉2. To show this, we actually do not need Proposition 3.6. Indeed,
it is well–known that any indecomposable object of Db(A −mod) is isomorphic (up to a
shift) either to k or to a complex of the form
(17) Xn :=
(
. . . −→ 0 −→ A
ε
−→ A
ε
−→ · · ·
ε
−→ A︸ ︷︷ ︸
n times
−→ 0 −→ . . .
)
.
For any n ∈ N, let wn be a generator of the k–vector space Ext
n
A(k,k)
∼= k. Since
Xn ∼= Cone
(
k
wn−→ k[n]
)
, we have the statement.
Remark 3.8. The proofs of all results of this section can be generalized on the following
setting. Consider an algebra H = H1 × · · · × Ht, where Hi is derived–equivalent to
the path algebra of a Dynkin quiver for any 1 ≤ i ≤ t. Let A ⊂ H be a subalgebra
such that I := rad(H) = rad(A). Then the algebra B :=
(
A H
I H
)
has finite global
dimension. Moreover, let Z be the direct sum of all (up to a shift) indecomposable objects
of Db
(
H −mod). Viewing Z as an object of Db
(
A−mod), we have: Db(A−mod) = 〈Z〉2.
As a consequence, we get: der.dim(A) ≤ 1.
Example 3.9. For any n ∈ N, let A = k[ε1, . . . , εn]/(ε1, . . . , εn)
2. Then we have:
der.dim(A) = 1. Indeed, since A has infinite derived representation type, we have:
der.dim(A) ≥ 1. On the other hand, we have an algebra extension A ⊂ H := T2 × · · · × T2︸ ︷︷ ︸
n times
,
satisfying assumptions of Remark 3.8. For any 1 ≤ i ≤ n, let
Ri := A/(ε1, . . . , εˆi, . . . , εn) ∼= k[εi]/(ε
2
i ).
Then we have: Db(A−mod) =
〈
k⊕R1 ⊕ · · · ⊕Rn
〉
2
, implying the statement.
Conjecture 3.10. Let A be a finite dimensional algebra of tame derived representation
type. Then we have: der.dim(A) = 1.
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3.2. Rouquier dimension of tame projective curves. Let X be a projective scheme
over the field k and der.dim(X) be the Rouquier dimension of the derived category
Db
(
Coh(X)
)
of coherent sheaves on X. It was shown by Rouquier [62] that dim(X) ≤
der.dim(X) < ∞. Moreover, for a smooth projective curve X, Orlov [58] has shown that
der.dim(X) = 1. In the case of singular curves, some upper bounds for der.dim(X) were
obtained in [25, Theorem 10] and [27, Corollary 7.2]. However, to our best knowledge,
apart of the algebra k[ε]/(ε2) (see Example 3.7), no other precise values for the Rouquier
dimension of a singular projective scheme were known so far.
Now, let X be a reduced projective curve over k. According to [42, 23], the derived
category Db
(
Coh(X)
)
has tame representation type if and only if
• X is smooth and the genus of X is at most one (the latter case follows from
Atiyah’s work [7]).
• X is either a chain or a cycle of several copies of P1; see [42, 23].
Theorem 3.11. Let X be a tame projective curve. Then we have: der.dim(X) = 1.
Proof. For X smooth (i.e. X = P1 or an elliptic curve), this is a special case of Orlov’s
result [58]. In [25, Section 6] it was shown that for a singular tame curve X there exists
a gentle algebra ΛX and an essentially surjective functor
(18) Db
(
ΛX −mod
) P
−→ Db
(
Coh(X)
)
.
Let Z be a representation generator of the normalization of the algebra ΛX . According to
Theorem 3.4 we have: Db
(
Coh(X)
)
=
〈
P(Z)
〉
2
, implying the result. 
It is natural to ask about an explicit description of the generator P(Z) of the derived
category Db
(
Coh(X)
)
. To answer this question, we need a better understanding of the
functor P from the proof of Theorem 3.11. In the following example, we give an answer
to a question, posed to the first–named author by Rouquier in 2004.
Example 3.12. Let E := V (y2 − x3 − x2) ⊂ P2 be a nodal Weierstraß cubic, s = (0, 0) ∈
E its unique singular point and P1
ν
−→ E be its normalization map. Let OE and OP1 be
the structure sheaves of E and P1, respectively. We denote O := OE and put O˜(n) :=
ν∗
(
OP1(n)
)
for any n ∈ Z. Then we claim that
(19) Db
(
Coh(E)
)
=
〈
ks ⊕ O˜ ⊕ O˜(1)
〉
2
.
In other words, for any object F• of Db
(
Coh(E)
)
there exists an exact triangle
F•1 −→ F
• −→ F•2 −→ F
•
1 [1],
where F•1 and F
•
2 are direct sums of appropriate shifts of coherent sheaves ks, O˜ and O˜(1).
The explicit description of the functor P from Theorem 3.11 includes the following key
intermediate ingredient. Let I := AnnE
(
O˜/O
)
∼= HomE
(
O˜,O) be the conductor ideal.
Then we have a sheaf of O–orders B :=
(
O O˜
I O˜
)
(called in [25] Auslander order of E)
as well as the associated non–commutative nodal curve E = (E,B). The categories of
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coherent sheaves Coh(E) and Coh(E) stand in the same relation as (skew)–gentle algebras
A and B from Theorem 3.1. In particular, consider the following idempotent sections
f :=
(
1 0
0 0
)
and e :=
(
0 0
0 1
)
∈ Γ(E,B). Then
P := Bf ∼=
(
O
I
)
and Q := Be ∼=
(
O˜
O˜
)
are locally projective sheaves of left B–modules and fBf ∼= O ∼= EndB(P), whereas
eBe ∼= O˜ ∼= EndB(Q). Then we have two exact bilocalization functors
G˜ := HomB(P, − ) and G := HomB(Q, − ) : Coh(E) −→ Coh(E).
The kernels of G˜ and G can be identified with the categories of finite–dimensional k–
modules over the algebras Γ(E,B/L) and Γ(E,B/J ) respectively, where
L := Im
(
Bf ⊗O fB
mult
−−→ B
)
=
(
O O˜
I I
)
and J := Im
(
Be⊗O eB
mult
−−→ B
)
=
(
I O˜
I O˜
)
.
It follows that B/L ∼= O˜/I ∼= (k × k)s and B/J ∼= O/I ∼= ks. Moreover, the functor G
(respectively, G˜) admits left and right adjoint functors F and H (respectively, F˜ and H˜).
Since the sheaf of two–sided B–modules J is locally projective, viewed as a right B–
module, analogously to (16) we get a recollement diagram
(20) Db
(
Vect(k)
)
I // Db
(
Coh(E)
)
mm
qq
DG // Db
(
Coh(P1)
)
,
DH
mm
DF
qq
as well as the associated semi–orthogonal decomposition
Db
(
Coh(E)
)
=
〈
Db
(
Vect(k),Db
(
Coh(P1)
)〉
.
Let S∗ := I(k). Then the complex H
• := S∗⊕Q(−1)⊕Q is a tilting object in the category
Db
(
Coh(E)
) (
i.e. HomDb(E)
(
H•,H•[n]
)
= 0 for n 6= 0 and H• generates Db
(
Coh(E)
))
and its endomorphism algebra EndDb(E)
(
H•
)
is isomorphic to the gentle algebra A from
Example 2.6. As a consequence, we obtain an exact equivalence of triangulated categories
Db
(
A − mod
) T
−→ Db
(
Coh(E)
)
. Composing T with DG˜, we get an essentially surjective
functor Db(A−mod)
P
−→ Db
(
Coh(E)
)
, which is moreover a bilocalization functor. Every-
thing can be summarized by the following diagram of categories and functors:
Perf(E) 
 LF˜ //
_

Db
(
Coh(E)
)
DG˜
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
Db
(
Coh(E)
)
Db(A−mod).
Poo
T
OO
For any vertex 1 ≤ i ≤ 3, let Si be the corresponding simple module, Pi the correspond-
ing indecomposable projective module and Ii the corresponding indecomposable injective
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module over the algebra A. Obviously, S1 = I1 and S3 = P3. To get a desired generator of
the derived category Db
(
Coh(E)
)
, we have to compute the images of the following objects
of the category A−mod under the functor P:
• of the simple modules S1, S2 and S3;
• of the following two–dimensional representations
U+ := k
1
((
0
66 k
((
66 0 and V+ := 0
((
66 k
1
((
0
66 k
as well as of their flips U− and V− with respect to the natural involution of the
algebra A;
• of the following three–dimensional representation W+ := k
1
((
0
66 k
1
((
0
66 k as
well as of its flip W−.
Now, let us proceed with the computations.
• It follows from the description of the tilting equivalence T that
T(S3) = T(P3) = S∗[−1].
Therefore, P(S3) = DG
(
S∗[−1]
)
∼= G
(
S∗
)[
−1
]
= ks[−1]. Next, since T is an
equivalence of categories, we have: T ◦ SA ∼= SE ◦ T, where SA and SE are Serre
functors of Db(A−mod) and Db
(
Coh(E)
)
, respectively. We have: SA(Pi) ∼= Ii for
any 1 ≤ i ≤ 3. It follows from an explicit description of the Serre functor S
E
given
by [25, Theorem 3] that
T(S1) = T(I1) ∼= SE(Q) ∼=
(
O˜
I
)
[1].
As a consequence, P(S1) ∼= DG
((
O˜
I
)
[1]
)
∼= G
((
O˜
I
))
[1] ∼= O˜[1].
• It follows from [25, Proposition 12] that the objects T(W±) belong to the kernel
of the functor DG. Therefore, P(W±) = 0.
• The remaining computations can be performed in an analogous way as in [25,
Section 7]. Let us just state the final answer:
P(V±) ∼= O˜, P(U±) ∼= ks and P(S2) ∼= O˜(1),
which imply the claim. 
4. Skew–gentle algebras and matrix problems
Let A ⊂ H be an extension of finite–dimensional algebras such that I := rad(A) =
rad(H). We denote A¯ = A/I and H¯ = H/I. For C ∈
{
A,H, A¯, H¯
}
, let C − pro be the
category of finite dimensional projective C–modules. Next, for any ∗ ∈ {+,−, b, ∅}, let
Hot∗
(
C − pro
)
be the corresponding homotopy category.
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4.1. Category of triples. Obviously, we have a pair of k–linear functors:
(21) Hot∗
(
H − pro
) H¯⊗H −−−−−−→ Hot∗(H¯ − pro) H¯⊗A¯−←−−−−− Hot∗(A¯− pro).
Definition 4.1. The category of triples Tri∗(A) is a full subcategory of the comma category
associated with the pair of functors
(
H¯ ⊗A¯ − , H¯ ⊗H −
)
. Namely, its objects are triples
(Y •, V •, θ), where
• Y • is an object of Hot∗
(
H − pro
)
.
• V • is an object of Hot∗
(
A¯− pro
)
.
• H¯ ⊗A¯ V
• θ−→ H¯ ⊗H Y
• is an isomorphism in Hot∗
(
H¯ − pro
)
(called gluing map).
A morphism (Y •1 , V
•
1 , θ1) −→ (Y
•
2 , V
•
2 , θ2) in Tri
∗(A) is given by a pair (g, h), where
• Y •1
g
−→ Y •2 is a morphism in Hot
∗
(
H − pro
)
and
• V •1
h
−→ V •2 is a morphism in Hot
∗
(
A¯− pro
)
such that the following diagram
(22)
H¯ ⊗A¯ V
•
1
θ1 //
id⊗h

H¯ ⊗H Y •1
id⊗g

H¯ ⊗A¯ V
•
2 θ2
// H¯ ⊗H Y
•
2
is commutative in Hot∗
(
H¯ − pro
)
.
Theorem 4.2. The functor Hot∗
(
A−pro
) E
−→ Tri∗(A), X•
E
7−→
(
H⊗AX
•, A¯⊗AX
•, θX•
)
,
where H¯⊗A¯ (A¯⊗AX
•)
θX•−→ H¯⊗H (H⊗AX
•) is the canonical isomorphism in the category
Hot∗
(
H¯ − pro
)
, has the following properties:
• E is full and essentially surjective.
• E(X•1)
∼= E(X•2) if and only if X
•
1
∼= X•2 .
• E(X•) is indecomposable if and only if X• is indecomposable.
Proof. We give an update of the proof of [22, Theorem 2.4], where this result was stated
and proven for ∗ ∈ {b,−}.
Step 1. Consider first the category of triples tri(A) attached to the pair of k–linear functors
(23) H − pro
H¯⊗H −−−−−−→ H¯ − pro
H¯⊗A¯−←−−−−− A¯− pro.
We claim that the functor
A− pro
E
−→ tri(A), P 7→
(
H ⊗A P, A¯⊗A P, θP
)
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is an equivalence of categories. Indeed, let (Q,V, θ) be on object of tri(A). Then we define
an A–module X via the follwing pull–back diagram in the category of A–modules:
(24)
0 // IQ // X
p //
ı

V
θ˜

// 0
0 // IQ // Q
π // Q¯ // 0,
where θ˜ is the morphism corresponding to the gluing map θ via the adjunction isomorphism
HomH¯
(
H¯ ⊗A¯ V, Q¯
)
∼= HomA¯
(
V, Q¯
)
. Equivalently, we may define X via the short exact
sequence
(25) 0 −→ X −→ Q⊕ V
(−π θ˜)
−−−−→ Q¯ −→ 0.
The universal property of kernel (or pull–back) implies that the assignment
tri(A)
K
−→ A−mod, (Q,V, θ) 7→ X
is in fact functorial. Consider the triple TA := (H, A¯, ϑA), where ϑA is the canonical
isomorphism H¯ ⊗A¯ A¯ −→ H¯ ⊗H H. Obviously, E(A)
∼= TA and K(TA) ∼= A. In can be
shown that tri(A) = add
(
TA
)
. Hence, E and K are quasi–inverse equivalences of categories.
Step 2. Let (Y •, V •, θ) be an object of Tri∗(A). Without loss of generality we may assume
that both complexes Y • and V • are minimal. Since the algebra A¯ is semi–simple,
(26) V • =
(
· · ·
0
−→ V r−1
0
−→ V r
0
−→ V r+1
0
−→ . . .
)
is a complex with zero differentials. Since the differentials of the complex Y • have coeffi-
cients in I, the complex Y¯ • := H¯⊗H Y
• has zero differentials, too. For any r ∈ Z, consider
the r–th component of the gluing morphism θ
(27) θr : H¯ ⊗A¯ V
r −→ H¯ ⊗H Y
r.
Because of the minimality assumption on complexes Y • and V •, there is precisely one
representative in the homotopy class of θ. In other words, θ can be identified with the
collection of its components
{
θr
}
r∈Z
, which are isomorphisms in the category H¯ −mod.
Consider the following commutative diagram in the abelian category Com∗(A−mod):
(28)
0 // IY • // X•
p //
ı

V •
θ˜

// 0
0 // IY • // Y •
π // Y¯ • // 0,
where θ˜ is the morphism corresponding to θ under the adjunction
HomCom∗(H¯)
(
H¯ ⊗A¯ V
•, H¯ ⊗H Y
•
)
∼= HomCom∗(A¯)
(
V •, H¯ ⊗H Y
•
)
.
Equivalently, we have the following short exact sequence in Com∗(A−mod):
(29) 0 −→ X• −→ Y • ⊕ V •
(−π θ˜)
−−−−→ Y¯ • −→ 0.
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In this way we get an assignment (but not a functor!):
Ob
(
Tri∗(A)
) K
−→ Ob
(
Com∗(A−mod)
)
, (Y •, V •, θ)
K
7→ X•.
Step 3. We claim that the following statements are true.
• X• is a minimal bounded complex of projective A–modules.
• The assignment K maps isomorphic objects of the category Tri∗(A) into isomorphic
objects of Com∗(A−mod).
• We have an isomorphism E(X•) ∼= (Y •, V •, θ), induced by the morphisms p and ı
through the corresponding adjunctions.
Let (Y •1 , V
•
1 , θ1)
(g,h)
−−−→ (Y •2 , V
•
2 , θ2) be a morphism in Tri
∗(A). As above, we may assume
that Y •i and V
•
i are minimal for i = 1, 2. Therefore, V
•
1
h
−→ V •2 has a unique representative
in its homotopy class. Assume now that the morphism (g, h) is an isomorphism. Let
Y •1
g˜
−→ Y •2 be any representative of g in Com
∗(H − mod). Then both morphisms h and
g˜ are isomorphisms in the corresponding categories of complexes. Let Y¯ •i := H¯ ⊗A¯ Y
•
i
for i = 1, 2 and Y¯ •1
g¯
−→ Y¯ •2 be the morphism of complexes, induced by g˜. Because of the
minimality, g¯ does not depend on a particular choice of the lift g˜. By the definition of
morphisms in the category Tri∗(A), the following diagram
(30)
V •1
θ˜1 //
h

Y¯ •1
g¯

V •2
θ˜2 // Y¯ •2
is commutative in the homotopy category Hot∗
(
A¯− pro
)
. Since all complexes in diagram
(30) have zero differentials, we actually have a commutative diagram in the category
Com∗(A¯ − mod), hence in the category Com∗(A −mod). Using the universal property of
kernel applied to (29), we conclude that the pair (g˜, h) induces an isomorphism X•1
f˜
−→ X•2
in the category Com∗(A − mod). The claim follows now from Step 1, applied to the
components of the complexes in question.
Step 4. We have seen that (K ◦ E)(X•) ∼= X• for any X• ∈ Ob
(
Hot∗(A − pro)
)
as well as
(E ◦ K)(Y •, V •, θ) ∼= (Y •, V •, θ) for any (Y •, V •, θ) ∈ Ob
(
Tri∗(A)
)
. This implies that the
functor E is essentially surjective and reflects indecomposability and isomorphism classes
of objects. To show that E is full, consider a morphism (Y •1 , V
•
1 , θ1)
(g,h)
−−−→ (Y •2 , V
•
2 , θ2) as in
Step 3. Let Y •1
g˜
−→ Y •2 be a representative of the homotopy class g. If X
•
i := K(Y
•
i , V
•
i , θi)
for i = 1, 2, then the universal property of kernel yields a uniquely morphism of complexes
X•1
f˜
−→ X•2 , induced by the pair (g˜, h). If f denotes the homotopy class of f˜ then we get
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a commutative diagram
E(X•1)
E(f)
//
∼=

E(X•2)
∼=

(Y •1 , V
•
1 , θ1)
(g,h)
// (Y •2 , V
•
2 , θ2)
in the category Tri∗(A), implying the statement. 
4.2. Category of triples and the corresponding matrix problem. Now, let us re-
turn to the setting of Section 2. Let (~m,≃) be a datum as in Definition 2.3, A = A(~m,≃)
be the corresponding skew–gentle algebra, H = H(~m,≃) its normalization, I = rad(A) =
rad(H), A¯ = A/I and H¯ = H/I. Let Ω = Ω(~m) be the set given by (3), whereas the sets
Ω and Ω˜ are the ones from Definition 2.11. In order to make the category Tri∗(A) more
accessible, we begin with the following observations.
1. We have a decomposition
(31) H¯ ∼=
∏
(i,j)∈Ω
H¯(i,j), where H¯(i,j) ∼=
{
Mat2(k) if (i, j) ≃ (i, j)
k if (i, j) 6≃ (i, j).
In particular, each algebra H¯(i,j) is equal or Morita equivalent to the field k.
Primitive idempotents of the algebra H are parameterized by the elements of the set
Ω. Namely, for each element (i, j) ∈ Ω such that (i, j) ≃ (i, j), we have two conjugate
idempotents e((i,j),±) ∈ H in the j–th diagonal block of the algebra Hi, corresponding
to the matrices
(
1 0
0 0
)
and
(
0 0
0 1
)
with respect to the decomposition (2). The
corresponding indecomposable projective H–modules H · e((i,j),+) and H · e((i,j),−) are iso-
morphic. Summing up, the isomorphism classes of indecomposable projective H–modules
are parameterized by the elements of the set Ω. So, for any (i, j) ∈ Ω, we denote by
• Q(i,j) the corresponding indecomposable projective H–module
• Q¯(i,j) := H¯ ⊗H Q(i,j).
Note that H¯(i,j) ∼=
{
Q¯(i,j) ⊕ Q¯(i,j) if (i, j) ≃ (i, j)
Q¯(i,j) if (i, j) 6≃ (i, j).
In what follows, it will be convenient
to put Q(i,0) = Q(i,mi+1) = 0 for any 1 ≤ i ≤ t.
2. Note that the algebra A is basic. The primitive idempotents of A as well as the
corresponding indecomposable projective A–modules are parameterized by the elements
of the set Ω˜. So, for any γ ∈ Ω˜, let eγ ∈ A be the corresponding primitive idempotent and
Pγ := A · eγ the corresponding indecomposable projective A–module. Obviuosly, we have
a decomposition
(32) A¯ ∼=
∏
γ∈Ω˜
A¯γ , where A¯γ ∼= k for any γ ∈ Ω˜.
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Moreover, there exists the following natural isomorphisms of H¯–modules:
H¯ ⊗A¯ A¯γ
∼=

Q¯(i,j) ⊕ Q¯(k,l) if γ = {(i, j), (k, l)} is of the first type
Q¯(i,j) if γ =
{
((i, j),±) is of the second type
(i, j) is of the third type.
3. For any 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi + 1, consider the indecomposable complex of
projective H–modules
(33) W •(i,(a,b)) :=
(
. . . −→ 0 −→ Q(i,a)
κ(i,(a,b))
−−−−−→ Q(i,b) −→ 0 −→ . . .
)
,
where its unique cohomologyW(i,(a,b)) := Q(i,b)/Q(i,a) is located in the zero degree. Within
our convention, we have: Q(i,mi+1) = 0, hence W
•
(i,(mi+1,b))
= Q(i,b)[0]. Note that for any
1 ≤ i ≤ t and 1 ≤ b < a ≤ mi, there exists a unique (up to a scalar) non–zero morphism
κ(i,(a,b)) from Q(i,a) to Q(i,b). Therefore, the notation for the differential in (33) will be
omitted in what follows. Note that
(34) H¯ ⊗H W
•
(i,(a,b)) :=
(
. . . −→ 0 −→ Q¯(i,a)
0
−→ Q¯(i,b) −→ 0 −→ . . .
)
.
4. Let Y • =
(
. . . −→ Y p−1 −→ Y p −→ Y p+1 −→ . . .
)
∈ Ob
(
Hot∗(H − pro)
)
be a minimal
complex of projective H–modules. Since the algebra H is hereditary, we have a splitting
(35) Y • ∼=
⊕
r∈Z
 ⊕
1≤i≤t
1≤b<a≤mi+1
(
W •(i,(a,b))[−r]
)⊕l(i,(a,b),r)
for some uniquely determined multiplicities l(i, (a, b), r) ∈ N0. At this place, we use the
classification of indecomposable representations of a quiver of type •−→•−→...−→•−→• as well
as a result of Dold [37, Satz 4.7] on the structure of the derived category of a hereditary
algebra. Of course, for ∗ = b, we additionally have: l(i, (a, b), r) = 0 for all |r| ≫ 0,
whereas for ∗ = ±, we have l(i, (a, b), r) = 0 for r ≪ 0 or r ≫ 0, respectively.
Since the complex Y • is minimal, we get:
Y¯ • := H¯ ⊗H Y
• ∼=
(
· · ·
0
−→ Y¯ r−1
0
−→ Y¯ r
0
−→ Y¯ r+1
0
−→ . . .
)
.
Next, observe that for any r ∈ Z, we have an isomorphism of H¯–modules
(36) Y¯ r ∼=
⊕
(i,j)∈Ω
Q¯
m(r,(i,j))
(i,j) ,
induced by the decomposition (35) and isomorphisms (34).
5. Let V • ∈ Ob
(
Hot∗(A¯− pro)
)
be as in (26). For any r ∈ Z, we have decompositions
(37) V r ∼=
⊕
γ∈Ω˜
A¯⊕n(r,γ)γ
for some uniquely determined multiplicities n(r, γ) ∈ N0.
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6. Let (Y •, V •, θ) be an object of the category of triples Tri∗(A). As in the proof of Theorem
4.2, we may assume both complexes Y • and V • to be minimal. Moreover, we may fix direct
sum decompositions (35) and (37). Recall that the gluing map H¯ ⊗A¯ V
• θ−→ H¯ ⊗H Y
•
can be identified with the collection of its components
{
H¯ ⊗A¯ V
r θ
r
−→ Y¯ r
}
r∈Z
. Since θ
is an isomorphism, all morphisms of H¯–modules θr are isomorphisms, too. According to
the decomposition (31), each isomorphism θr is itself determined by a collection of its
components
{
θr(i,j)
}
(i,j)∈Ω
, which are isomorphisms of H¯(i,j)–modules. Since each algebra
H¯(i,j) is Morita equivalent to k, we can represent each morphism θ
r
(i,j) by an invertible
matrix Θr(i,j) ∈ Matm(r,(i,j))(k), where m(r, (i, j)) is the multiplicity defined by the decom-
position (36). Moreover, in virtue of the decompositions (35), the matrix Θr(i,j) has an
induced division into horizontal stripes. As we shall see below, in the case (i, j) ≃ (i, j),
the matrices Θr(i,j) have additional natural divisions into two vertical stripes.
7. Let (i, j) ∈ Ω be such that (i, j) ≃ (i, j). According to (37), the A¯–module V r has two
direct summands A¯
n(r,((i,j),±))
((i,j),±) and we get an induced isomorphism:
H¯ ⊗A¯
(
A¯
⊕n(r,((i,j),+))
((i,j),+) ⊕ A¯
⊕n(r,((i,j),−))
((i,j),−)
)
∼= Q
⊕m(r,(i,j))
(i,j) .
Note that since θr(i,j) is an isomorphism, we automatically have:
n
(
r, ((i, j),+))
)
+ n
(
r, ((i, j),−))
)
= m(r, (i, j)).
Therefore, the matrix Θr(i,j) is divided into two vertical stripes, labelled by the symbols +
and −, and having n
(
r, ((i, j),+))
)
respectively n
(
r, ((i, j),−))
)
columns.
Moreover, each matrix Θr(i,j) has the following division into horizontal stripes. First note
that the only complexes W •(i,(a,b))[r], which contribute to the H¯(i,j)–module Y¯
r
(i,j), are
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contained in to following diagram of morphisms in Hot∗(H −mod):
(38)
Q(i,j) //

Q(i,j−1)
. . .

. . .

Q(i,j) //

Q(i,1)
Q(i,j)

Q(i,mi)
//

Q(i,j)
. . .

. . .

Q(i,j+1) // Q(i,j)
where the component Q(i,j) of each complex is located in the r–th degree. Moreover, the
displayed morphisms are the only ones, whose (r, (i, j))–th component is non–zero after
applying the functor H¯ ⊗H − .
Next, for any r ∈ Z, 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi we introduce a pair of symbols q
((i,a),r−1)
((i,b),r)
and q
((i,b),r)
((i,a),r−1), which encode the complexW
•
(i,(a,b))[−r]. Additionally, we introduce a single
symbol q
((i,mi+1),r−1)
((i,b),r) , which encodes the stalk complex Q(i,b)[−r] =W
•
(i,(mi+1,b))
[r]. Then
for any r ∈ Z and (i, j) ∈ Ω, we have a totally ordered set F((i,j),r), whose elements are
(39) q
((i,1),r+1)
((i,j),r) < · · · < q
((i,j−1),r+1)
((i,j),r) < q
((i,mi+1),r−1)
((i,j),r) < q
((i,mi),r−1)
((i,j),r) < · · · < q
((i,j−1),r−1)
((i,j),r) .
Then the horizontal stripes of the matrices Θr(i,j) are labelled by the elements of F(r,(i,j)).
In the notations of the decomposition (35), we see that the horizontal stripe of Θr(i,j)
labelled by the symbol q
((i,k),r±1)
((i,j),r) has
• l
(
(i, (k, j)), r
)
rows, if 1 ≤ j < k ≤ mi+1,
• l
(
(i, (j, k)), r − 1
)
rows, if 1 ≤ k < j ≤ mi.
4.3. Category Tri∗(A) and the corresponding matrix problem. Let us make a brief
overview of the results obtained in the previous subsections.
1. According to Theorem 4.2, we have a functor Hot∗(A)
E
−→ Tri∗(A), reflecting indecom-
posability and isomorphism classes of objects. Therefore, having a classification of the
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indecomposable objects of the category of triples, we can deduce from it a description of
the indecomposable objects of Hot∗(A).
2. Let (Y •, V •, θ) be an object of Tri∗(A). Fixing decompositions (35) and (37), we can
attach to (Y •, V •, θ) a collection of square and invertible matrices
{
Θr(i,j)
}
((i,j),r)∈Ω×Z
.
Each matrix Θr(i,j) is divided into horizontal stripes, labelled by the elements of the set
F((i,j),r). Moreover, if (i, j) ∈ Ω is such that (i, j) ≃ (i, j) then Θ
r
(i,j) is divided into two
vertical stripes, labelled by the symbols ±. Finally, note that
• Whenever (i, j) 6= (k, l) ∈ Ω are such that (i, j) ≃ (k, l) then the matrices Θr(i,j)
and Θr(k,l) have the same number of columns (hence, the same size) for any r ∈ Z.
• For any r ∈ Z, 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi the horizontal stripe of the matrix
Θr(i,b) labelled by q
((i,a),r−1)
((i,b),r) has the same number of rows as the horizontal stripe
of the matrix Θr−1(i,a) labelled by q
((i,b),r)
((i,a),r−1).
The described block structure put on the collection of matrices
{
Θr(i,j)
}
((i,j),r)∈Ω×Z
will be
called decoration.
3. Conversely, assume we are given a collection of invertible matrices
{
Θr(i,j)
}
((i,j),r)∈Ω×Z
equipped with a decoration, i.e. a row (and possibly column) division as in the previous
paragraph. Then the sizes of the corresponding blocks allow to reconstruct the multiplic-
ities (35) and (37). In this way, we get an object (Y •, V •, θ) of the category Tri∗(A).
4. The description of the isomorphism classes of objects of the category Tri∗(A) leads to a
certain problem of linear algebra (matrix problem). Assume we have two triples (Y •, V •, θ)
and (Ŷ •, V̂ •, θ̂). If they are isomorphic, then we have: Y • ∼= Ŷ • in Hot∗(H − pro) and
V • ∼= V̂ • in Hot∗(A¯− pro). So, we may assume that Y • = Ŷ • and V • = V̂ • and moreover,
the decompositions (35) and (37) are fixed. By the definition of morphisms in the category
Tri∗(A), we have (Y •, V •, θ) ∼= (Y •, V •, θ̂) if and only if there exist g ∈ AutHot∗(H−pro)
(
Y •
)
and h ∈ AutHot∗(A¯−pro)
(
V •
)
such that g¯θ = θ̂h¯ where g¯ = id ⊗ g and h¯ = id ⊗ g are the
induced maps (see diagram (22)). It is clear, that g¯ and h¯ are given by a collection of
its components
{
g¯r(i,j)
}
((i,j),r)∈Ω×Z
and
{
h¯rγ
}
(γ,r)∈Ω˜×Z
, which are automorphisms of the
H¯(i,j)–module Y¯
r
(i,j) and A¯γ–module V
r
γ , respectively.
5. Let
{
Θr(i,j)
}
((i,j),r)∈Ω×Z
be the collection of decorated matrices corresponding to the
triple (Y •, V •, θ) and
{
Θ̂r(i,j)
}
((i,j),r)∈Ω×Z
be the collection corresponding to (Y •, V •, θ̂).
Then the relation g¯θ = θ̂h¯ can be rewritten as a system of equalities
(40) Φr(i,j)Θ
r
(i,j) = Θ̂
r
(i,j)Ψ
r
(i,j) for each ((i, j), r) ∈ Ω× Z,
where Φr(i,j) and Ψ
r
(i,j) are invertible matrices satisfying the following conditions.
(1) If (i, j) 6= (k, l) ∈ Ω are such that (i, j) ≃ (k, l) then Ψr(i,j) = Ψ
r
(k,l) for any r ∈ Z.
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(2) If (i, j) ≃ (i, j) then
Ψr(i,j) =
(
Ψr((i,j),+) 0
0 Ψr((i,j),−)
)
,
where each block Ψr((i,j),±) is a square and invertible matrix of the size n
(
r, ((i, j),±)).
(3) Each matrix Φr(i,j) is divided into blocks
(
Φr(i,j)
)
uv
, where u, v ∈ F((i,j),r). More-
over, this blocks satisfy the following additional constraints.
(a) Let u = q
((i,k),r±1)
((i,j),r) . Then for any v ∈ F((i,j),r), the block
(
Φr(i,j)
)
uv
has
• l
(
(i, (k, j)), r
)
rows, if 1 ≤ j < k ≤ mi+1,
• l
(
(i, (j, k)), r − 1
)
rows, if 1 ≤ k < j ≤ mi.
The same rule applies for the number of columns of the block
(
Φr(i,j)
)
uv
.
(b) We have:
(
Φr(i,j)
)
uv
= 0 if u < v in F((i,j),r).
(c) For any r ∈ Z, 1 ≤ i ≤ t and 1 ≤ a < b ≤ mi, let u := q
((i,a),r−1)
((i,b),r) ∈ F((i,b),r)
and v := q
((i,b),r)
((i,a),r−1) ∈ F((i,a),r−1). Then we have:(
Φr(i,b)
)
uu
=
(
Φr−1(i,a)
)
vv
Conversely, any tuples of matrices
{
Φr(i,j)
}
((i,j),r)∈Ω×Z
and
{
Ψr(i,j)
}
((i,j),r)∈Ω×Z
satisfying
the above constraints arise as the images of appropriate automorphisms of Y • and V •.
Summary. The transformation rule (40) can be rephrased as follows: two collections
of decorated matrices
{
Θ̂r(i,j)
}
((i,j),r)∈Ω×Z
and
{
Θ̂r(i,j)
}
((i,j),r)∈Ω×Z
are equivalent, if the
second collection can be obtained from the first one using the following transformations.
1. Transformations of columns. Let r ∈ Z be arbitrary.
(1) If (i, j) 6= (k, l) ∈ Ω are such that (i, j) ≃ (k, l) then we may perform arbitrary
invertible simultaneous transformations with the columns of Θr(i,j) and Θ
r
(k,l).
(2) If (i, j) ≃ (i, j) then for any r ∈ Z, we may perform arbitrary invertible trans-
formations within each block ± of the matrix Θr(i,j). However, we can not add
columns from the block labelled by + to columns from the block labelled by −.
(3) If (i, j) 6≃ (k, l) for any (k, l) ∈ Ω then we may perform arbitrary invertible trans-
formations of columns Θr(i,j).
2. Transformations of rows. Let ((i, j), r) ∈ Ω× Z.
(1) We can perform arbitrary invertible transformations of rows within the horizontal
block of the matrix Θr(i,j) labelled by q
((i,mi+1),r−1)
((i,j),r) .
(2) For any u < v ∈ F((i,j),r), we may add a scalar multiple of any row of weight u to
any row of weight v.
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(3) For any element (i, j¯) ∈ Ω with j¯ 6= j, we may perform arbitrary simultaneous
transformations of horizontal blocks of the matrices Θr(i,j) and Θ
r±1
(i,j¯)
, labelled by
the symbols q
((i,j¯),r±1)
((i,j),r) and q
((i,j),r)
((i,j¯),r±1)
, respectively.
Conclusion. The classification of objects of the category Tri∗(A) (and as a conclusion, of
the homotopy category Hot∗(A−pro)) reduces to a certain matrix problem. As we shall see
below, this matrix problem turns out to be tame. Moreover, there are explicit combinato-
rial rules to write canonical forms for the decorated matrices describing indecomposable
objects of this matrix problem.
5. Bimodule problems and representations of bunches of (semi–)chains
The notion of a bimodule problem has been introduced by the second–named author
in [38] in an attempt to give a formal definition of a matrix problem. See also [40, 26] for
further examples and elaborations. In this section, we follow very closely the exposition
of [26, Chapter 8].
Let k be a field, C be an k–linear category and B be an A–bimodule. Recall that this
means that for any pair of objects A,B of C, we have a k–vector space B(A,B) and for
any further pair of objects A′, B′ of C there are left and right multiplication maps
A(B,B′)×B(A,B)× A(A′, A) −→ B(A′, B′),
which are k–multilinear and associative.
Definition 5.1. The bimodule category El(A,B) (or category of elements of the A–
bimodule B) is defined as follows. Its objects are pairs (A,ϑ), where A is an object
of the category A and ϑ ∈ B(A,A), whereas the morphisms are defined as follows:
El(A,B)
(
(A,ϑ), (A′, ϑ′)
)
=
{
f ∈ A(A,A′) | fϑ = ϑ′f
}
.
The composition of morphisms in El(A,B) is the same as in A.
Remark 5.2. The category El(A,B) is additive, k–linear and idempotent complete pro-
vided the category A is additive and idempotent complete. In applications, one usually
begins with such a category A, for which the endomorphism algebra of any of its objects is
local (obviously, in this case, A can not be additive). Then one takes the additive closure
Aω of A and extends B to an Aω–bimodule Bω by additivity. Abusing the notation, we
write El(A,B), having actually the category El(Aω,Bω) in mind.
Example 5.3. Consider the following category A and A–bimodule B.
• Ob(A) = {a, c, d}.
• The non–zero morphism spaces of A are the following ones:
– A(a, a) = k1a, A(c, c) = k1c and A(d, d) = k1d, whereas
– A(c, d) = 〈ν1, ν2〉
k
∼= k2.
• The bimodule B is defined as follows:
– B(a, c) = 〈φ1, φ2〉
k
∼= k2 ∼= B(a, d) = 〈ψ1, ψ2〉
k
.
– For (x, y) /∈
{
(a, c), (a, d)
}
we have: B(x, y) = 0.
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– The action of A on B is given by the rule: νi ◦ φj = δijψi for i, j = 1, 2.
The entire data can be visualized by the following picture.
φ1
ψ1
ν1
φ2
ψ2
ν2
The encircled points represent the three objects of the category A, the solid arrows de-
note non–trivial morphisms in A, whereas the dotted arrows describe the generators of
the bimodule B. This example is analogous to [26, Example 8.3]. Hence, we skip the
computational details and state the matrix problem, underlying the description of the
isomorphism classes of objects of the bimodule category El(A,B).
• We have two matrices Θ1 and Θ2 of the same size over the field k, each of which
consists of two horizontal blocks Φ1,Ψ1, respectively Φ2,Ψ2. These blocks corre-
spond to the generators φ1, φ2, ψ1 and ψ2 of the bimodule B. The blocks Φ1 and
Φ2 (respectively, Ψ1 and Ψ2) have the same size.
• The admissible transformations of columns and rows of the matrices Θ1 and Θ2,
are compositions of the following ones.
– We can perform any simultaneous elementary transformations
∗ of columns of Θ1 and Θ2.
∗ of rows of Φ1 and Φ2 (respectively, Ψ1 and Ψ2).
– For i = 1, 2, we may add an arbitrary multiple of any row of the block Φi to
any row of the block Ψi for i = 1, 2. These transformations of rows of the
matrices Θ1 and Θ2 can be performed independently.
The obtained matrix problem can be visualized by the following picture.
Φ1
Ψ1
Φ2
Ψ2
This matrix problem arises in the course of a classification of those vector bundles F on
the nodal Weirstraß cubic E = V (y2 − x3 − x2), for which ν∗(F) ∈ add
(
OP1 ⊕ OP1(1)
)
,
where P1
ν
−→ E is the normalization map; see [42, 13].
Example 5.4. Consider the following category A and bimodule B.
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ν1 ν2
φ+1
ψ+1
φ−1
ψ−1
φ−2
ψ−2
φ+2
ψ+2
• Ob(A) =
{
a+, a−, b+, b−, c, d
}
.
• The only non–zero morphism spaces of the category A are:
– A(a±, a±) = k1a± , A(b±, b±) = k1b± A(c, c) = k1c and A(d, d) = k1d.
– A(c, d) = kν1 and A(d, c) = kν2 (hence, ν1ν2 = 0 and ν2ν1 = 0).
• The bimodule B is defined as follows:
– B(a±, c) = 〈φ
±
1 , φ
±
2 〉k
∼= k2 ∼= B(a±, d) = 〈ψ
±
1 , ψ
±
2 〉k.
– For (x, y) /∈
{
(a±, c), (a±, d)
}
we have: B(x, y) = 0.
– The action of A on B is given by the following rules:
∗ ν1 ◦ φ
±
1 = ψ
±
1 and ν2 ◦ ψ
±
2 = φ
±
2 .
∗ ν1 ◦ φ
±
2 = 0 and ν2 ◦ ψ
±
1 = 0.
The matrix problem, underlying the description of the isomorphism classes of objects of
the bimodule category El(A,B) is the following.
• We have two matrices Θ1 and Θ2 over the field k. Each Θi is divided into four
blocks Φ±i ,Ψ
±
i for i = 1, 2. The blocks Φ1 =
(
Φ+1
∣∣Φ−1 ) and Φ2 = (Φ+2 ∣∣Φ−2 )(
respectively, Ψ1 =
(
Ψ+1
∣∣Ψ−1 ) and Ψ2 = (Ψ+2 ∣∣Ψ−2 )) of the matrices Θ1 and Θ2
have the same number of rows.
• The admissible transformations of columns and rows of the matrices Θ1 and Θ2,
are compositions of the following ones.
– We can perform any simultaneous elementary transformations of rows of the
blocks Φ1 and Φ2 (respectively, Ψ1 and Ψ2) of the matrices Θ1 and Θ2.
– We can perform independent elementary transformations
∗ of columns of each block Θ±i =
(
Φ±i
Ψ±i
)
of the matrix Θi for i = 1, 2.
∗ we may add an arbitrary multiple of any row of the block Φ1 to any row
of the block Ψ1 of the matrix Θ1.
∗ similarly, we may add an arbitrary multiple of any row of the block Ψ2
to any row of the block Φ2 of the matrix Θ2.
This matrix problem can be visualized by the following picture.
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Φ+1 Φ
−
1
Ψ+1 Ψ
−
1
Φ+2 Φ
−
2
Ψ+2 Ψ
−
2
Example 5.5 (Chessboard problem). For any n ∈ N, we have the following category A
and A–bimodule B.
• Ob(A) =
{
x1, . . . , xn, y1, . . . , yn
}
.
• For any z ∈ Ob(A) we have: A(z, z) = k1z. Next, for any 1 ≤ i ≤ j ≤ n we have:
A(xi, xj) = k · pji, and A(yj , yi) = k · qij,
whereas all the remaining morphism spaces are zero. In this notation, pii and qii
are the identity morphisms for any 1 ≤ i ≤ n. Moreover, for any 1 ≤ i ≤ j ≤ k ≤ n,
we have the composition rules:
pkjpji = pki and qijqjk = qik.
• For any 1 ≤ k, l ≤ n we have: B(yl, xk) = k · ωkl, whereas B(z
′, z′′) = 0 unless
z′ = yl and z
′′ = xk for some 1 ≤ k, l ≤ n.
• The action of the category A on the bimodule B is specified by the formula
qlk ◦ ωkj ◦ pij = ωli
for any 1 ≤ i ≤ j ≤ n and 1 ≤ l ≤ k ≤ n.
The matrix problem, underlying the description of the isomorphism classes of objects of
the bimodule category El(A,B) is the following.
• We have a square matrix Θ over the field k, divided into n horizontal and n vertical
stripes, labelled by the symbols x1, . . . , xn, respectively y1, . . . , yn. Moreover, for
any 1 ≤ i ≤ n, the number of rows of the horizontal block xi is equal to the number
of columns of the vertical block yi.
• For any 1 ≤ i ≤ n one can perform an arbitrary elementary transformation of rows
of the xi-th stripe simultaneously with the inverse elementary transformation of
columns of the yi-th stripe of the matrix Θ.
• For any 1 ≤ i ≤ j ≤ n one can add any multiple of any row of xi-th stripe to any
row of xj-th stripe. Similarly, one can add any multiple of any column of yi-th
stripe to any column of yj-th stripe.
This matrix problem can be visualized by the following picture.
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. . .
...
y1 y2 yn
x1
x2
xn
Definition 5.6 (Bunches of semi–chains). Let Σ be a finite or countable set. Assume
that for any i ∈ Σ, we have totally ordered sets (chains) Ei and Fi such that Ei ∩Ej =
Fi ∩Fj = ∅ for all i 6= j ∈ Σ and Ei ∩Fj = ∅ for all i, j ∈ Σ. The sets Ei and Fi are
usually assumed to be finite or countable. We put
E :=
⋃
i∈Σ
Ei, F :=
⋃
i∈Σ
Fi and X := E∪F .
Note that X is a partially ordered set with a partial order ≤ arising from the total order
on the sets Ei and Fi. Let ∼ be a symmetric but not necessarily reflexive relation on X
such that for any x ∈ X there exists at most one y ∈ X such that x ∼ y. Then the datum
(41) X :=
(
Σ, {Ei}i∈Σ, {Fi}i∈Σ,≤,∼
)
is called bunch of semi–chains. In the case x 6∼ x for any x ∈ X, we shall say that X is
a bunch of chains. Note that we automatically get another symmetric (but not reflexive)
relation − on the set X. Namely, for any x, y ∈ X we say that x− y if there exists i ∈ Σ
such that (x, y) ∈
(
Ei×Fi
)
∪
(
Fi×Ei
)
.
Definition 5.7 (Bimodule problem associated with a bunch of semi–chains). Let X be a
bunch of semi–chains.
1. In the first step, we define the following k–linear category C.
• The objects of C are elements of the set X.
• For any x ∈ Ob(C) we have: C(x, x) = k · 1x. Next, for any x, y ∈ Ob(C) we have
C(x, y) =
{
k · pyx if x ≤ y
0 otherwise
In particular, we put pxx = 1x for any x ∈ X.
• The composition of morphisms in C is determined by the rule pzy · pyx = pzx for
any elements x ≤ y ≤ z in X.
34 IGOR BURBAN AND YURIY DROZD
Note that the relation ∼ does not play any role in the definition of the category C.
2. In the second step, we define a new category A based on the category C.
• Firstly, we construct a new partially ordered set X, replacing each element x ∈ X
such that x ∼ x by a pair of new elements x+ and x−, which are no longer self–
equivalent. The element x ∈ X is called predecessor of the elements x± ∈ X. In
this way, we get new (partially ordered) sets Ei and Fi for each i ∈ Σ. Namely,
for any y, z ∈ Ei (respectively, Fi) we say that y < z if it is the case for the
corresponding predecessors. However, the elements x+ and x− are incomparable
in the new set X.
• Next, we construct yet another set X˜ based on X, replacing any pair of elements
x′, x′′ ∈ X such that x′ ∼ x′′, by a single element x ∈ X˜. The elements x′, x′′ ∈ X
are called predecessors of the element x ∈ X˜. We say that x′ and x′′ are tied.
• An element x˜ ∈ X˜ with two predecessors will be called element of the first type.
Elements of X˜ of the form x± are of the second type, whereas the remaining ones
are of the third type. For (x, x˜) ∈ X×X˜ we shall write x ⊳ x˜, provided x is a
predecessor of x˜.
• We put: Ob(A) := X˜. Next, A(x±, x∓) := 0 for any pair of objects (x+, x−) ∈ X˜×X˜
of the second type. For any pair (u˜, v˜) ∈ X˜× X˜, which is not of the form (x±, x∓),
we put: A(u˜, v˜) :=
⊕
u⊳u˜
v⊳v˜
C(u, v).
• The composition of morphisms A(v˜, w˜) × A(u˜, v˜) −→ A(u˜, w˜) is specified by the
rule: pwu · pvu = pwu provided u ≤ v ≤ w, whereas all other compositions are
defined to be zero.
3. Finally, we define a bimodule B over the category A.
• For any i ∈ Σ, x ∈ Ei and y ∈ Fi, we introduce a symbol ωyx.
• For any objects x˜, y˜ of the category A, we put:
B(x˜, y˜) :=
⊕
y⊳y˜,y˜∈F
x⊳x˜,x˜∈E
y−x
k · ωyx.
• Let x˜, y˜, u˜ and v˜ be objects of A. Then the action
A(v˜, y˜)×B(u˜, v˜)× A(x˜, u˜) −→ B(x˜, y˜)
of the category A on the bimodule B is specified by the rules
pyv ◦ ωvu ◦ pux = ωyx for u ⊳ u˜, v ⊳ v˜, x ⊳ x˜ and y ⊳ y˜,
whereas all other compositions are put to be zero.
We call the bimodule category Rep(X) := El(A,B) the category of representations of a
bunch of semi–chains X. 
Remark 5.8. In explicit terms, the description of the isomorphism classes of objects of
the category Rep(X) is given by the following matrix problem.
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• For any i ∈ Σ, we have a matrix Θi (of finite size) over the field k, which is divided
into horizontal and vertical stripes, labelled by the elements of the sets Ei and
Fi, respectively (since the sets Ei and Fi are partially ordered, the corresponding
labels of rows and columns of Θi will be also called weights). Note that all but
finitely many matrices Θi are equal to zero.
• Let x, y ∈ X be such that x ∼ y and x ∈ Ei ∪ Fi, whereas y ∈ Ej ∪ Fj . Then the
stripes of the matrices Θi and Θj labelled by x and y have the same number of
rows/columns and called conjugate.
We are allowed to perform compositions of the following (elementary) transformations
with the collection of matrices
{
Θi
}
i∈Σ
.
• For any x < x′ ∈ Ei, we may add a multiple of any row of the matrix Θi of weight
x to any row of weight x′.
• Similarly, for any y < y′ ∈ Fi, we may add a multiple of any column of the matrix
Θi of weight y
′ to any column of weight y.
• Assume that x ∈ Ei ∪ Fi and y ∈ Ej ∪ Fj are such that x ∼ y. If (x, y) ∈(
Ei×Ej
)
∪
(
Fi×Fj
)
then we may do any simultaneous transformations with stripe
of Θi labelled by x and the conjugated stripe of Θj labelled by y. Otherwise (i.e. if
(x, y) ∈
(
Ei × Fj
)
∪
(
Fi × Ej
)
), we may perform any elementary transformation
within the block x of Θi simultaneously with the inverse elementary transformation
within the block y of Θj .
Example 5.9. Let Σ = {1, 2}, Ei = {ci, di}, Fi = {ai} and ci < di for i = 1, 2. Further-
more, assume that a1 ∼ a2, c1 ∼ c2 and d1 ∼ d2. Denoting νi = pdici , φi := ωaici and
ψi := ωaidi for i = 1, 2, we get the matrix problem from Example 5.3.
Example 5.10. Let Σ = {1, 2}, Ei = {ci, di}, F1 = {a}, F2 = {b} and ci < di for i = 1, 2.
Furthermore, assume that a ∼ a, b ∼ b, c1 ∼ c2 and d1 ∼ d2. This gives the matrix
problem from Example 5.4.
Example 5.11. Let Σ = {∗}, E∗ = {x1, . . . , xn}, F∗ = {y1, . . . , yn}, x1 < · · · < yn,
yn < · · · < y1 and xi ∼ yi for all 1 ≤ i ≤ n. Then the corresponding matrix problem is
the one from Example 5.5 (chessboard problem).
Theorem 5.12. Let X be a bunch of semi–chains. Then the corresponding bimodule
category Rep(X) has tame representation type (in some cases it can have discrete, or even
finite representation type).
Comment to the proof. A bunch–of–chains type matrix problems appeared for the first time
in a work of Nazarova and Roiter [56] in the context of classification of the indecomposable
finite length modules over algebra kJx, yK/(xy) (or more generally, over the dyad of two
discrete valuation rings). In that work, the canonical forms describing the underlying
indecomposable objects were also constructed. The chessboard problem from Example
5.5 appeared for the first time in [56].
Matrix problems of bunch–of–semi–chains type were introduced in a subsequent work
of the same authors [57]. Nazarova and Roiter gave a correct proof of tameness of these
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matrix problems. However, the precise combinatorial pattern of the underlying indecom-
posable objects stated in [57] turned out to be wrong. The right combinatorics of the
indecomposable objects for bunches of semi–chains was established by Bondarenko in [15].
An elaboration of the reduction algorithm of Nazarova and Roiter for bunch–of–chains
type matrix problems was carried out by Klingler and Levy [53], whereas the general
bunches of semi–chains were treated in a work of Deng [36].
In [22], the authors considered a slight generalization of representations of bunches of
semi–chains, which included the case when we have countably many matrices Θi of finite
size. It turned out that the reduction algorithm of [57, 15] extends literally on this case
as well, leading to a similar combinatorial pattern for indecomposable objects; see also
[16]. Finally, in [26], the authors discovered a new type of tame matrix problems called
representations of decorated bunches of chains. An interested reader might consult [26,
Chapter 13] for a detailed treatment of a class of tame matrix problems, which include
representations of a bunch of chains. 
Now, we state the classification of the indecomposable objects of the category Rep(X),
where X is a bunch of chains. Note that in this case we have: X = X. For any u ∈ X
we denote by |u| its class in X˜ and by Z|u| the corresponding object of the category A
ω
(which is the additive closure of A).
1. An X–word is a sequence v = x1ρ1 . . . xl−1ρl−1xl, where xi ∈ X, ρi ∈
{
∼,−
}
and the
following conditions are satisfied:
• xiρixi+1 in X for each i ∈
{
1, 2, . . . , l − 1
}
.
• ρi 6= ρi+1 for each i ∈
{
1, 2, . . . , l − 2
}
.
• If x1 is tied, then ρ1 =∼, and if xl is tied, then ρl−1 =∼.
We call l the length of the word v and denote it by l(v). Next, we denote by [v] the
sequence of elements of X˜ obtained from v by replacing any subword of the form x′ ∼ x′′
by the corresponding element of X˜ and deleting all symbols −. For any such subword
x′ ∼ x′′ we put: σ(x′, x′′) := 0 if (x′, x′′) ∈ (E×E) ∪ (F×F) and σ(x′, x′′) := 1 otherwise.
2. For an X–word v we denote by v◦ its inverse word to v, i.e. v◦ = xlρl−1xl−1 . . . ρ2x2ρ1x1.
3. An X–word w of length l is called cyclic if ρ1 =∼= ρl−1 and we have a relation xl − x1
in X. For such a cyclic word we set ρl =− and define xi, ρi for all i ∈ Z by the formula
xi+ql = xi, ρi+ql = ρi for any q ∈ Z. In particular, x0 = xl and ρ0 =−. Note that the
length of a cyclic word is always even: l = 2s for some s ∈ N.
4. Ifw is a cyclic word, then its k–shift is the word w(k) = x2k+1ρ2k+1ρ2k+2 . . . x2k−1ρ2k−1x2k.
We put: σ(k,w) =
∑k
j=1 σ(x2j−1, x2j). Next, we call a cyclic word w of length l periodic
if w(k) = w for some k < l. In what follows, we shall also use the following notation for a
cyclic word w:
w :=↽ x1 ∼ x2 − x2 ∼ x4 − · · · − x2s−1 ∼ x2s ⇁
Now we introduce the following objects of the bimodule category Rep(X).
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Strings. Let v be an X–word. Then the corresponding string representation S(v) = (Z, ϑ)
is defined as follows:
• Z =
⊕
|u|∈[v] Z|u| and ϑ ∈ B(Z,Z).
• Let ui − ui+1 be a subword of v. Then B(Z,Z) has a direct summand
B
(
Z|ui+1|, Z|ui|
)
⊕B
(
Z|ui|, Z|ui+1|
)
and the corresponding component of ϑ is
– ωui+1ui ∈ B
(
Z|ui|, Z|ui+1|
)
if ui+1 ∈ E and ui ∈ F,
– ωuiui+1 ∈ B
(
Z|ui+1|, Z|ui|
)
if ui ∈ E and ui+1 ∈ F.
• All other components of ϑ are set to be zero.
Bands. Let w be a cyclic X–word of length l = 2n, m ∈ N and π ∈ k∗. Let I be the
identity matrix of size m, whereas J is a Jordan block of size m with eigenvalue π. The
band representation B
(
w,m, π
)
= (Z, ϑ) is defined as follows:
• Z =
⊕
|v|∈[w] Z
⊕m
|v| and ϑ ∈ B(Z,Z).
• Suppose ui − ui+1 is a subword of w. Then B(Z,Z) has a direct summand
B
(
Z⊕m|ui+1|, Z
⊕m
|ui|
)
⊕B
(
Z⊕m|ui| , Z
⊕m
|ui+1|
)
and we define the corresponding component of ϑ as follows:
– ωui+1uiI ∈ B
(
Z⊕m|ui| , Z
⊕m
|ui+1|
)
if ui ∈ F and ui+1 ∈ E,
– ωuiui+1I ∈ B
(
Z⊕m|ui+1|, Z
⊕m
|ui|
)
if ui+1 ∈ F and ui ∈ E,
where I is the identity m×m matrix.
• The component of ϑ corresponding to the direct summand
B
(
Z⊕m|u1| , Z
⊕m
|un|
)
⊕B
(
Z⊕m|un|, Z
⊕m
|u1|
)
of B(Z,Z) is defined as
– ωu1unJ ∈ B
(
Z⊕m|un|, Z
⊕m
|u1|
)
if un ∈ F and u1 ∈ E,
– ωunu1J ∈ B
(
Z⊕m|u1| , Z
⊕m
|un|
)
if u1 ∈ F and un ∈ E.
• All other components of ϑ are zero.
Theorem 5.13 (see [57, 15, 26]). Let X be a bunch of chains. Then the description of
the indecomposable objects of Rep(X) is the following.
• Every string or band representation is indecomposable and every indecomposable
object of Rep(X) is isomorphic to some string or band representation.
• Any string representation is not isomorphic to any band representation.
• Two string representations S(v) and S(v′) are isomorphic if and only if v′ = v or
v′ = v◦.
• Two band representations B(w,m, π) and B(w˜, m˜, π˜) are isomorphic if and only
if m˜ = m and
– w˜ = w(k) for some k ∈ Z and π˜ = π, or
– w˜ = w◦(k) for some k ∈ Z and π˜ = πσ(k,w), where σ(k,w) = (−1)σ(k,w). 
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Example 5.14. Consider the bunch of chains X introduced in Example 5.9. Let a ∈ X˜
(respectively c, d ∈ X˜) be the equivalences class of a1, a2 ∈ X (respectively, c1, c2; d1, d2 ∈
X). Consider the band datum (w,m, π), where m ∈ N, π ∈ k∗ and
w :=↽ a1 ∼ a2 − c2 ∼ c1 − a1 ∼ a2 − d2 ∼ d1 − a1 ∼ a2 − c2 ∼ c1 ⇁
Then [w] = acadac and the band object B(w,m, π) is given by by the pair (Z, ϑ), where
Z = Z⊕ma ⊕ Z
⊕m
c ⊕ Z
⊕m
a ⊕ Z
⊕m
d ⊕ Z
⊕m
a ⊕ Z
⊕m
c
and ϑ ∈ B(Z,Z) is given by the following matrix
0 0 0 0 0 0
φ2I 0 φ1I 0 0 0
0 0 0 0 0 0
0 0 ψ2I 0 ψ1I 0
0 0 0 0 0 0
φ1J 0 0 0 φ2I 0
a c a d a c
a
c
a
d
a
c
In the explicit terms of Example 5.3, it corresponds to the following pair of matrices:
0 I 0
J 0 0
0 0 I
a1
c1
d1
Φ1 =
Ψ1 =
I 0 0
0 0 I
0 I 0
a2
c2
d2
= Φ2
= Ψ2
Remark 5.15. In many concrete situations arising in applications, the combinatorics of
string and band representations as well as the rules to write the canonical forms, can
be significantly simplified; see for instance [22, 13, 29]. As we shall see below, this also
happens for the derived categories of a gentle algebra.
6. Indecomposables in the derived category of a gentle algebra
In this section, we shall give a complete classification of the indecomposable objects of the
homotopy categories Hot∗(A), where ∗ ∈ {b,+,−, ∅} and A is a gentle algebra.
6.1. Bunch of semi–chains attached to a skew–gentle algebra.
Definition 6.1. Let (~m,≃) be a datum as in Definition 2.3. Then we attach to that the
following bunch of semi–chains X = X(~m,≃).
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• The index set Σ := Ω× Z.
• For any ((i, j), r) ∈ Σ, let E((i,j),r) := {u((i,j),r)} and
(
F((i,j),r), <
)
be the totally
ordered set defined by (39).
• The relation ∼ is defined by the following rules.
– If (i, j) ≃ (i, j) in Ω then we have: u((i,j),r) ∼ u((i,j),r) for any r ∈ Z.
– For any r ∈ Z, 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi we have: q
((i,a),r−1)
((i,b),r) ∼ q
((i,b),r)
((i,a),r−1).
Theorem 6.2. Let (~m,≃) be a datum as in Definition 2.3, A = A(~m,≃) be the corre-
sponding skew–gentle algebra and X = X(~m,≃) be the bunch of semi–chains introduced in
Definition 6.1. Then we have a full functor
(42) Trib(A)
M
−→ Rep(X),
(
Y •, V •, θ
)
−→
{
Θr(i,j)
}
((i,j),r)∈I
satisfying the following properties.
• For any T1, T2 ∈ Ob
(
Trib(A)
)
we have: M(T1) ∼= M(T2) if and only if T1 ∼= T2.
• For any T ∈ Ob
(
Trib(A)
)
, the object M(T ) is indecomposable if and only if T is
indecomposable.
Moreover, the essential image of the functor M is given by those collections of decorated
matrices
{
Θr(i,j)
}
((i,j),r)∈Σ
for which each entry Θr(i,j) is a square and non–degenerated.
Proof. In Subsection 4.3, we essentially gave a construction of the functor M. It is clear
that M is full, the statement about the description of the essential image of M is obvious.
It follows from the description of morphisms in the category Hotb(H − mod) (see again
diagram (38)) that for any object T of the category Trib(A), all elements of EndTrib(A)(T )
lying in the kernel of the map EndTrib(A)(T )
M
−→ EndRep(X)
(
M(T )
)
are nilpotent. Assume
that M(T ) ∼= M(S) in Rep(X). Then we have mutually inverse isomorphisms M(T )
u
−→
M(S) and M(S)
v
−→ M(T ). Since M is full, there exists morphisms T
u˜
−→ S and S
v˜
−→ T
such that u = M(u˜) and v = M(u˜). Since M
(
1T − v˜u˜
)
= 0, the endomorphism 1T − v˜u˜ is
nilpotent. As a consequence, the morphism v˜u˜ = 1T−
(
1T − v˜u˜
)
is invertible. Analogously,
u˜v˜ is invertible as well, hence both morphisms u˜ and u˜ are isomorphisms. Therefore, the
functor M reflects isomorphism classes of objects. Since the essential image of M is closed
under taking direct summands, M also reflects indecomposability of objects. 
Summary. We have constructed a pair of functors E and M:
(43) Hotb(A− pro)
E
−→ Trib(A)
M
−→ Rep(X),
both reflecting the isomorphism classes and indecomposability of objects; see Theorem
4.2 and Theorem 6.2. Moreover, the functor E even induces a bijections between the
isomorphism classes of objects of the corresponding categories. Hence, starting with a
classification of indecomposable objects of the category Rep(X), we can deduce from it a
description of the indecomposable objects of the triangulated category Hotb(A− pro).
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6.2. Indecomposable objects of the perfect derived category of a gentle algebra.
From now on, assume that the datum (~m,≃) is such that (i, j) 6≃ (i, j) for any (i, j) ∈ Ω =
Ω(~m). We shall say that an element (i, j) ∈ Ω is tied if there exists (k, l) ∈ Ω such that
(i, j) ≃ (k, l). Recall that the algebra A = A(~m,≃) is gentle and X = X(~m,≃) is a bunch
of chains.
In this subsection, we are going to explain a classification of indecomposable objects of
the perfect derived category Hotb(A− pro).
As it was explained in course of the discussion of Theorem 5.12, there are two types
of indecomposable objects of the category Rep(X): strings S(v) and bands B(w,m, π).
A special feature of X is the following: the only untied elements of X are of the form
q
((i,mi+1),r−1)
((i,b),r) for any ((i, b), r) ∈ Σ, as well as u((j,p),r), where (j, p) ∈ Ω is untied.
Lemma 6.3. In the notation of Definition 6.1, the following results are true.
1. For any non–periodic cyclic word w in X, m ∈ N and π ∈ k, the corresponding band
object B(w,m, π) belongs to the essential image of the functor M.
2. Let v be a X word. Then the corresponding string object S(v) belongs to the essential
image of the functor M if and only if v contains elements from both sets E and F and
begins and ends with an untied element.
Proof. An object of Rep(X) given by a set of decorated matrices
{
Θr(i,j)
}
((i,j),r)∈Σ
belongs
to the essential image of the functor M if and only if all Θr(i,j) are square and non–
degenerate. The statement follows from the explicit descriptions of B(w,m, π) and S(v),
given in Theorem 5.12. 
Remark 6.4. It turns out that the combinatorics of bands (w,m, π) and strings v in
the bunch of chains X, which satisfy the conditions of Lemma 6.3, admits the following
significant simplification: having a cyclic word w or a word v, we can cross all elements
from the set E. Let w and v be the obtained words. Then no information is lost under
this operation: the words w and v can be reconstructed from w and v.
Definition 6.5. We introduce the following reduced version of strings and bands, intro-
duced in Theorem 5.12.
A band datum is a tuple (w,m, π), where m ∈ N, π ∈ k∗ and w is a non–periodic sequence
w =↽ x1 ∼ x2 − x3 ∼ x4 − · · · − x2s−1 ∼ x2s ⇁
such that
• For any 1 ≤ e ≤ s, each subword x2e−1 ∼ x2e of w is of the form q
((i,l),r−1)
((i,k),r) ∼
q
((i,k),r)
((i,l),r−1) or q
((i,k),r)
((i,l),r−1) ∼ q
((i,l),r−1)
((i,k),r) for some r ∈ Z, 1 ≤ i ≤ t and 1 ≤ k < l ≤ mi.
• For any 1 ≤ e ≤ s, each subword x2e−x2e+1 of w satisfies the following condition: if
x2e = q
((i,k¯),r±1)
((i,k),r) then x2e+1 = q
((j,l¯),r±1)
((j,l),r) for some 1 ≤ k 6= k¯ ≤ mi, 1 ≤ l 6= l¯ ≤ mj
and (i, k) ≃ (j, l) in Ω. Here, we put x2s+1 := x1.
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A string datum v can be of the following four types.
1. v = x1 ∼ x2 − x3 ∼ x4 − · · · − x2s−1 ∼ x2s, where all pairs x2e−1 ∼ x2e and x2e − x2e+1
satisfy the same constraints as for bands, but additionally x1 = q
((i,k¯),r±1)
((i,k),r)
and x2s =
q
((j,l¯),d±1)
((j,l),d) are such that (i, k) and (j, l) are untied in Ω.
2. v = x0 − x1 ∼ x2 − x3 ∼ x4 − · · · − x2s−1 ∼ x2s with x0 = q
((i,mi+1),r−1)
((i,k),r) for some
((i, k), r) ∈ I, whereas x2s as well as all ∼ and − satisfy the constraints from the previous
paragraph. If (i, k) ∈ Ω is tied then necessarily s ≥ 1, otherwise s = 0.
3. v = u◦, where u is as in the previous paragraph.
4. Finally, we may have v = x0 − x1 ∼ x2 − x3 ∼ x4 − · · · − x2s−1 ∼ x2s − x2s+1 with
x0 = q
((i,mi+1),r−1)
((i,k),r) and x2s+1 = q
((j,mj+1),d−1)
((j,l),d) for some ((i, k), r), ((j, l), d) ∈ Σ.
The notions of the shift w(k) of a cyclic word w for k ∈ Z as well as of the opposite words
w◦ and v◦ are straightforward. 
Definition 6.6 (Gluing diagrams). Let (w,m, π) be a band datum and v be a string
datum, as in above Definition 6.5.
1. We attach to v a so–called gluing diagram of indecomposable complexes W •(i,(a,b))[−r],
constructed by the following algorithm.
• For any r ∈ Z, 1 ≤ i ≤ t and 1 ≤ a < b ≤ mi we replace each subword of
v of the form q
((i,a),r−1)
(((i,b),r) ∼ q
(((i,b),r)
((i,a),r−1) or q
(((i,b),r)
((i,a),r−1) ∼ q
((i,a),r−1)
(((i,b),r) by the complex
W •(i,(a,b))[−r], written in a separate line.
• Analogously, any subword of v of the form q
(i,mi+1),r−1)
(((i,b),r) is replaced by the complex
W •(i,(mi+1,b))[−r], written in a separate line.
• For each subword of v of the form
q
((i,j¯),r±1)
((i,j),r) − q
((k,l¯),r±1)
((k,l),r)
for some 1 ≤ j 6= j¯ ≤ mi+1 and 1 ≤ l 6= l¯ ≤ mk+1, we connect the corresponding
terms Q(i,j) and Q(k,l) by a dotted line.
2. Let w :=↽ x1 ∼ x2 − · · · − x2n−1 ∼ x2n ⇁ be a non–periodic cyclic word, then
x1 = q
((i,j¯),r±1)
((i,j),r) and x2n = q
((k,l¯),r±1)
((k,l),r) for some r ∈ Z, (i, j) ≃ (k, l) in Ω as well as
appropriate 1 ≤ j 6= j¯ ≤ mi and 1 ≤ l 6= l¯ ≤ mk.
• In the first step, we apply the procedure described in the first part to the word
x1 ∼ x2 − · · · − x2n−1 ∼ x2n, viewed as a string parameter.
• Let x1 = q
((i,j¯),r±1)
((i,j),r) for some r ∈ Z and 1 ≤ j 6= j¯ ≤ mi. Then we have: x2n =
q
((k,l¯),r±1)
((k,l),r) , where (i, j) ≃ (k, l) in Ω and 1 ≤ l 6= l¯ ≤ mk. As the next step, we
connect the terms Q⊕m(i,j) and Q
⊕m
(k,l) of the corresponding indecomposable complexes
by a dotted line.
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• We replace each complex W •(e,(a,b))[−r] appearing in the gluing diagram by the
complex
(
W •(e,(a,b))[−r]
)⊕m
.
• Finally, we replace the differential κIm of the bottom complex (arising from the
subword x2n−1 ∼ x2n) by the differential κJm(π).
Example 6.7. Let A be the gentle algebra from Example 2.6.
1. Consider the band datum (w,m, π), where w =
↽ q
((2,2),−1)
((2,3),−2) ∼ q
((2,3),−2)
((2,2),−1) − u((2,2),−1) ∼ u((1,2),−1)
− q
((1,1),0)
((1,2),−1) ∼ q
((1,2),−1)
((1,1),0) − u((1,1),0) ∼ u((2,1),0)
− q
((2,2),−1)
((2,1),0)
∼ q
((2,1),0)
((2,2),−1)
− u((2,2),−1) ∼ u((2,1),−1)
− q
((1,3),−2)
((1,2),−1) ∼ q
((1,2),−1)
((1,3),−2) − u((1,3),−2) ∼ u((2,3),−2) ⇁
Without loss of information, we may replace w by its reduced version w =
↽ q
((2,2),−1)
((2,3),−2) ∼ q
((2,3),−2)
((2,2),−1)−q
((1,1),0)
((1,2),−1) ∼ q
((1,2),−1)
((1,1),0) −q
((2,2),−1)
((2,1),0) ∼ q
((2,1),0)
((2,2),−1)−q
((1,3),−2)
((1,2),−1) ∼ q
((1,2),−1)
((1,3),−2) ⇁
Then we get the following gluing diagram:
(44)
Q⊕m(2,3)
dI // Q⊕m(2,3)
Q⊕m(1,2)
aI // Q⊕m(1,1)
Q⊕m(2,2)
cI // Q⊕m(2,1)
Q⊕m(1,3)
bJ // Q⊕m(1,2)
Here, I is the identity matrix of size m, whereas J is the Jordan block of size m with
eigenvalue π.
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2. Consider the string datum v given by the full word
q
((2,3),−1)
((2,4),−2) − u((2,3),−1) ∼ u((2,3),−1)−
q
((1,1),0)
((1,3),−1) ∼ q
((1,3),−1)
((1,1),0) − u((1,1),0) ∼ u((2,1),0) −
q
((2,2),−1)
((2,1),0) ∼ q
((2,1),0)
((2,2),−1) − u((2,2),−1) ∼ u((1,2),−1)−
q
((1,3),−2)
((1,2),−1) ∼ q
((1,2),−1)
((1,3),−2) − u((1,3),−2) ∼ u((2,3),−2)−
q
((2,4),−3)
((2,3),−2)
The corresponding reduced version v is
q
((2,3),−1)
((2,4),−2)−q
((1,1),0)
((1,3),−1) ∼ q
((1,3),−1)
((1,1),0) −q
((2,2),−1)
((2,1),0) ∼ q
((2,1),0)
((2,2),−1)−q
((1,3),−2)
((1,2),−1) ∼ q
((1,2),−1)
((1,3),−2)−q
((2,4),−3)
((2,3),−2)
It defines the following gluing diagram:
(45)
Q(2,3)
Q(1,3)
ba // Q(1,1)
Q(2,2)
c // Q(2,1)
Q(1,3)
b // Q(1,2)
Q(2,3)
Definition 6.8. Let (w,m, π) be a band datum and v be a string datum as in Definition
6.5. We define the corresponding band complexes B•(w,m, π) and string complexes S•(v)
in the homotopy category Hotb(A− pro) by the following procedure.
• We construct gluing diagrams corresponding to these band or string data.
• Any time we have projective H–modules Q(i,j) and Q(k,l) connected by a dotted
arrow, we merge them into the projective A–module Pγ , where
γ = {(i, j), (k, l)} ∈ Ω˜.
• Any projective H–module Q(i,j) which is not linked by a dotted arrow with another
projective module, has to be replaced by Pγ , where γ = (i, j) ∈ Ω˜ (in this case, γ
is automatically an element of the third type).
• Taking the direct sums of all projective A–modules lying in the same degree, and
A–linear maps, inherited from the gluing diagram, we get a sequence a projective
modules and A–linear homomorphisms between them.
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Remark 6.9. Let (w,m, π) (respectively v) be a band (respectively, string) datum. Then
for u ∈ {w, v}, we naturally get a minimal complex of projective H–modules
Y • = Y •(u) =
(
. . . −→ Y r−1
dr−1
−→ Y r
dr
−→ Y r+1 −→ . . .
)
obtained by taking the direct sum of all indecomposable complexes occurring in the corre-
sponding gluing diagram. Let X• be the sequence of projective A–modules and A–linear
homomorphisms, constructed in Definition 6.8. Then we have the following commutative
diagram in the category of A–modules:
. . . // Xr−1
dr−1 //
 _

Xr
dr //
 _

Xr+1 // _

. . .
. . . // Y r−1
dr−1 // Y r
dr // Y r+1 // . . .
Since all vertical maps in this diagram are embeddings, X• is indeed a complex. Moreover,
the embedding X• →֒ Y • induced an isomorphism H ⊗A X
• −→ Y •.
Example 6.10. Let A be the gentle algebra from Example 2.6. Let us construct the band
complex and the string complex, corresponding to the gluing diagrams from Example 6.7.
1. The gluing diagram (44) defines the following complex of projective A–modules
P⊕m2
aI
""❊
❊❊
❊❊
❊❊
❊
P⊕m3
dI
<<②②②②②②②②
bJ ""❊
❊❊
❊❊
❊❊
❊
⊕
P⊕m1
P⊕m2
cI
<<②②②②②②②②
or, in the conventional terms, the complex
(46) . . . −→ 0 −→ P⊕m3
(
dI
bJ
)
−−−→ P⊕2m2
( aI cI )
−−−−−→ P⊕m1 −→ 0 −→ . . . ,
where the underlined component is located in the zero degree.
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2. The gluing diagram (45) defines the following complex of projective A–modules
P3
ba
  ❅
❅❅
❅❅
❅❅
❅
⊕
P1
P2
c
>>⑦⑦⑦⑦⑦⑦⑦⑦
P3
b
>>⑥⑥⑥⑥⑥⑥⑥⑥
or, in the conventional notation, the complex
(47) . . . −→ 0 −→ P3
(
0
b
)
−−−→ P3 ⊕ P2
( ba c )
−−−−→ P1 −→ 0 −→ . . .
where the underlined term is again located in the zero degree.
Theorem 6.11. Let A = A(~m,≃) be a gentle algebra. Then the following results are true.
• Let X• be an indecomposable object of Hotb(A−pro). Then X• is isomorphic either
to some band complex B•(w,m, π) or to some string complex S•(v) (see Definition
6.5 and Definition 6.8).
• B•(w,m, π) 6∼= S•(v) for any band datum (w,m, π) and string datum v.
• We have: S•(v) ∼= S•(v′) if and only if v′ = v or v′ = v◦.
• Finally, B•(w,m, π) ∼= B•(w′,m′, π) if and only if m = m′ and
(w′, π′) =
{
(w(k), π)
(w◦(k), π−1)
for some shift k ∈ Z.
Proof. For a band datum (w,m, π), let B(w,m, π) be the corresponding indecomposable
object of Rep(X). Let
(
Y •(w), V •(w), θ(w,m, π)
)
be the corresponding object of Trib(A)
and X• = B•(w,m, π) be the corresponding complex, constructed in Definition 6.8. It
follows from the construction that we have isomorphisms H ⊗A X
•
g
−→ Y •(w) and A¯⊗A
X•
h
−→ V •(w), making the following diagram commutative:
H¯ ⊗A¯
(
A¯⊗A X
•
)
id⊗h

θX• // H¯ ⊗H
(
H ⊗A X
•
)
id⊗g

H¯ ⊗A¯ V
•(w)
θ(w,m,π) // H¯ ⊗H Y
•(w)
A similar statement is true for a string datum v. In other words, we have:
(M ◦ E)
(
B•(w,m, π)
)
∼= B(w,m, π) and (M ◦ E)
(
S•(v)
)
∼= S(v)
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(here, we follow the notation of diagram (43)). The result is a consequence of Theorem
5.13, Theorem 6.2 and Lemma 6.3. 
6.3. Unbounded homotopy categories. In the case gl.dim(A) < ∞, Theorem 6.11
gives a complete classification of indecomposable objects of the derived category Db(A−
mod). However, the case gl.dim(A) =∞ requires some additional efforts.
Theorem 6.12. Let A be a gentle algebra. Then the indecomposable objects of the un-
bounded homotopy category Hot(A− pro) are the following ones.
1. Band complexes B•(w,m, π) and string complexes S•(v) as in Theorem 6.11 (i.e. the
indecomposable objects of Hotb(A− pro)).
2. Infinite string complexes S•(u), where u is either
• a semi–infinite word of the form x1 ∼ x2 − x3 ∼ x4 − . . . , where x1 = q
((i,k¯),r±1)
((i,k),r)
for some r ∈ Z, (i, k), (i, k¯) ∈ Ω is such that (i, k) ∈ Ω is untied or of the form
y0 − y1 ∼ y2 − . . . , where y0 = q
((i,mi+1),r−1)
((i,k),r) for some ((i, k), r) ∈ Ω;
• or an infinite word · · · − z−2 ∼ z−1 − z1 ∼ z2 − . . . .
In all these cases, the word u has to satisfy the following constraint: for any r ∈ Z, u
contains only finitely many elements of the set Fr. The infinite complex S
•(u) is defined
by the same rules as the finite ones in the case of Hotb(A − pro); see Definition 6.6 and
Definition 6.8.
Next, an infinite string complexes is never isomorphic to a band complex or a finite string
complex. Moreover,
• Let u be a semi–infinite string parameter and u′ an infinite string parameter. Then
we have: S•(u) 6∼= S•(u′).
• Let u and u′ be semi–infinite string parameters. Then S•(u) ∼= S•(u′) if and only
if u = u′.
• Let u and u′ be infinite string parameters. Then S•(u) ∼= S•(u′) if and only if
u′ = u or u′ = u◦, where u◦ is the opposite word to u.
Finally, an infinite string complex S•(u) belongs to Hot−(A − pro) if and only if there
exists r ∈ Z such that u does not contain any elements of the set Fi for i ≥ r. A similar
condition characterizes infinite string complexes, which belong to Hot+(A− pro).
Proof. As it was explained in Subsection 4.3, also in the unbounded cases, we can reduce
the description of indecomposable objects of the category of triples Tri∗(A) to a matrix
problem. Namely, we have a full functor Tri(A)
M
−→ Rep∞(X) (respectively, Tri±(A)
M
−→
Rep±(X)), reflecting isomorphism classes and indecomposability of objects, where Rep∞(X)
(respectively, Rep±(X)) is the category of locally finite dimensional representations of the
bunch of chains X. The indecomposable objects of Rep∞(X) can be classified in the same
way as for Rep(X) (the only difference between Rep∞(X) and Rep(X) in that we may
have infinitely many non–zero matrices in the matrix problem (40)). An interested reader
might consult for [26, Subsection 7.6] for an overview. The key point is that the reduction
procedure, described in [26, Subsection 12.6] can be applied to the infinite case literally.
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The outcome is that the only indecomposable objects of Rep∞(X) which do not belong
to Rep(X), are the infinite string representations given by an infinite or semi–infinite
parameter as in the statement of the theorem. See also [22, Theorem C.5] and [16]. 
Remark 6.13. Note the the Krull–Remak–Schmidt property is also true in the unbounded
homotopy category Hot(A− pro); see [22, Proposition A2].
Example 6.14. Let A be the gentle algebra from Example 2.6. Consider the semi–infinite
string u corresponding to the following gluing diagram (going up by periodicity):
. . .
Q(1,2)
a // Q(1,1)
Q(2,3)
dc // Q(2,1)
Q(1,3)
b // Q(1,2)
Q(2,2)
c // Q(2,1)
Q(1,3)
ba // Q(1,1)
Q(2,3)
d // Q(2,2)
Q(1,2)
a // Q(1,1)
Q(2,1)
This diagram defines the following infinite string complex S•(u) of the homotopy category
Hot−(A− pro):
. . . −→ P1⊕P2⊕P3
(
0 c ba
0 0 d
0 0 0
)
−−−−−−→ P1⊕P2⊕P3
(
0 a dc
0 0 b
0 0 0
)
−−−−−−→ P1⊕P2⊕P3
(
0 c ba
0 0 d
)
−−−−−−→ P1⊕P2
( 0 a )
−−−−→ P1.
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In the pictorial form, S•(u) can be represented as follows:
. . .
P3
ba
<<③③③③③③③③
d // P2
a // P1
P3
dc
>>⑥⑥⑥⑥⑥⑥⑥⑥
b // P2
c // P1
P3
ba
>>⑥⑥⑥⑥⑥⑥⑥⑥
d // P2
a // P1
Our next goal is to describe indecomposable objects of the derived category Db(A−mod)
in the case gl.dim(A) = ∞. Of course, we have a fully faithful functor Db(A −mod) −→
Hot−(A− pro), assigning to a complex its projective resolution. So, our goal is to describe
the essential image of this functor. We begin with the following observation.
Lemma 6.15. Let (Y •, V •, θ) be an object of (possibly unbounded) category of triples
Tri∗(A) (as usual, we assume that both complexes Y • and V • are minimal) and X• be the
corresponding object of the homotopy category Hot∗(A− pro). For any r ∈ Z, consider the
morphism of A–modules Hr(V •)
ψr
−→ Hr+1(IY •), defined as the composition
Hr(V •)
θ˜r
−→ Hr(Y¯ •)
δr
−→ Hr+1(IY •),
where δr is the boundary map, associated with the short exact sequence of complexes 0 −→
IY • −→ Y • −→ Y¯ • −→ 0. Then the following statement are true.
• Assume that all maps ψi are isomorphism for any i ≤ r. Then we have: H i(X•) =
0 for all i ≤ r.
• Conversely, assume that H i(X•) = 0 for all i ≤ r. Then we have: ψi is an
isomorphism for all i < r.
Proof. According to (28), we have a short exact sequence
(48) 0 −→ IY • −→ X• −→ Y¯ • −→ 0
in the category of complexes Com∗(A − mod). It remains to observe that the morphism
ψr can be identified with the r-th boundary map in the long exact cohomology sequence
of the short exact sequence (48). 
It is clear that the map ψr is an isomorphism only if the connecting homomorphism
Hr(Y¯ •)
δr
−→ Hr+1(IY •) is an epimorphism. By naturality of ψr, this is the case if and
only if it is so for each indecomposable direct summand of Y •.
Lemma 6.16. Let 1 ≤ i ≤ t, 1 ≤ b < a ≤ mi + 1, l ∈ Z and Y
• := W •(i,(a,b))[−l]. Then
the following statements are true.
• H i(IY •) 6= 0 if and only if i = l.
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• The boundary map δl−1 is surjective if and only if b = a+ 1 ≤ mi.
Proof. Recall that I is the radical of the algebra H. Therefore, IQ(i,j) = rad
(
Q(i,j)
)
=
Q(i,j+1), where Q(i,mi+1) = 0. As a consequence, IW
•
(i,(a,b)) = W
•
(i,(a+1,b+1)), implying the
first statement. Next, the connecting homomorphism δl−1 can be identified with a map
Q¯(i,a)
δ˜(a,b)
−→ Q(i,b+1)/Q(i,a+1) =Wi,(a+1,b+1)).
The module Q¯(i,a) is either a simple module (if a ≤ mi) or zero (if a = mi + 1). The
module W(i,(a+1,b+1)) is has length b− a. Therefore, the morphism δ˜(a,b) can be surjective
only if a = b + 1 ≤ mi. A straightforward computation shows, that in this case, δ˜(a,b) is
even an isomorphism. 
Definition 6.17. Let (~m,≃) be a datum defining a gentle algebra A and Ω = Ω(~m). For
an auxiliary symbol †, we define the map Ω
τ
−→ Ω ∪ {‡} by the following rules. For any
(i, j) ∈ Ω we put:
• τ(i, j) = (k, l), if j < mi and there exists (k, l) ∈ Ω such that (i, j + 1) ≃ (k, l).
• τ(i, j) = ‡ otherwise.
A special cycle in Ω is a (non–periodic) sequence of elements (i1, j1), . . . , (ik, jk) in Ω such
that (ir+1, jr+1) = τ(ir, jr) for any r ∈ N, where (ik+1, jk+1) := (i1, j1).
Remark 6.18. Let A = k[
→
Q]/〈L〉 be a presentation of a gentle algebra A in terms of the
path algebra of a quiver with relations. It follows, that a special cycle (i1, j1), . . . , (ik, jk) ∈
Ω defines an oriented cycle ̟ = ̟k . . . ̟1 in the path algebra k[
→
Q]:
(49) (i1, j1)
̟1−→ (i1, j1 + 1) = (i2, j2)
̟2−→ (i2, j2 + 1) −→ · · ·
̟k−→ (i1, j1)
such that ̟r+1̟r = 0 in A for all 1 ≤ r ≤ k. Conversely, it is not difficult to see, that
any such path ̟ in the path algebra k[
→
Q] as in (49) defines a special cycle in Ω.
For any special cycle ̟ := (i1, j1), . . . , (ik, jk) in Ω, consider the following sequence u˜(̟) =
q
((i1,j1+1),−1)
((i1,j1),0)
∼ q
((i1,j1),0)
((i1,j1+1),−1)
− q
((i2,j2+1),−2)
((i2,j2),−1)
∼ q
((i2,j2+1),−1)
((i2,j2),−2)
− · · · −
q
((i1,j1+1),−k−1)
((i1,j1),−k)
∼ q
((i1,j1),−k)
((i1,j1+1),−k−1)
− . . .
Lemma 6.19. Let ̟ := (i1, j1), . . . , (ik, jk) be a special cycle in Ω. Then
u(̟) := q
((ik ,mk+1),−1)
((ik ,jk),0)
− u˜(̟)
is a semi–infinite string parameter in the sense of Theorem 6.12 and the corresponding
string complex S•(u
(
ϕ)
)
is a minimal projective resolution of an A–module.
Proof. For any 1 ≤ l ≤ k, let γl be the vertex of the quiver
→
Q corresponding to the element
(il, jl) ∈ Ω. Then S
•(u
(
ϕ)
)
is the complex
. . . −→ Pγ1
̟k−→ Pγk
̟k−1
−→ · · ·
̟2−→ Pγ2
̟1−→ Pγ1 −→ 0.
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It follows from the definition of gentle algebra that this complex is acyclic apart of the
zero degree. 
Theorem 6.20. Let A = A(~m,≃) be a gentle algebra. Then the following results are true.
1. gl.dim(A) =∞ if and only if there exists a special cycle in Ω.
2. Assume that gl.dim(A) = ∞. Then the only indecomposable objects of the homotopy
category Hot−(A− pro) with bounded cohomology, which do not belong to Hot−(A − pro),
are the infinite string complexes S•(u) satisfying the following additional conditions:
• if u is a semi–infinite word than after a finite part, it is equal to a shift of the
sequence u˜(̟), attached to a special cycle ̟ in Ω.
• Similarly, if u is an infinite word than asymptotically at ±∞ it is given by the
sequences u˜(̟1) and u˜(̟
◦
2) attached to some special cycles ̟1 and ̟2 in Ω.
Proof. The stated criterion for a gentle algebra to have infinite global dimension is not new.
It follows for instance from Kalck’s description [51] of the singularity category Dsg(A) =
Db(A−mod)/Hotb(A− pro) of a gentle algebra A. We give now another proof, which also
gives a new insight on the description of the category Dsg(A).
Assume that Ω admits a special cycle. Then gl.dim(A) =∞ by Lemma 6.19. Conversely,
assume that gl.dim(A) = ∞. Then there exists an infinite indecomposable complex in
Hot−(A− pro) with bounded cohomology. According to Theorem 6.12, it is some infinite
string complex S•(u), attached to some infinite or semi–infinite string parameter u.
We say that the gluing diagram of u has a right turn if it contains a subdiagram of the
form
Q(j,c)
κ′′ // Q(j,d)
Q(i,a)
κ′ // Q(i,b)
Similarly, we say that the gluing diagram u has a left turn if it contains a subdiagram of
the form
Q(j,c)
κ′′ // Q(j,d)
Q(i,a)
κ′ // Q(i,b)
In the latter case, let γ = {(i, b), (j, d)} ∈ Ω˜, whereas α, β ∈ Ω˜ be the classes containing
the elements (i, a) and (j, c), respectively. Since the morphism of projective A–modules
Pα ⊕ Pβ
(κ′,κ′′)
−−−−→ Pγ
is not surjective (the image of this map belongs to the radical of Pγ), each left turn
contributes to cohomology of the complex S•(u). As a consequence, u contains only finitely
many left turns. On the other hand, u contains only finitely many right turns, too. Indeed,
since S•(u) belongs to Hot−(A− pro), after each right turn should come a left turn. Now,
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assume u = (x0)− x1 ∼ x2 − · · · − x2k−1 ∼ x2k − . . . is a semi–infinite word. Since S
•(u)
has bounded cohomology, Lemma 6.16 implies that there exists some l ∈ N such that for
any k ≥ l, each subsequence x2k−1 ∼ x2k of u has the form q
(i,j+1),r−1)
((i,j),r) ∼ q
((i,j),r)
(i,j+1),r−1) for
some r ∈ Z, 1 ≤ i ≤ t and 1 ≤ j ≤ mi−1. Moreover, we may assume that for all k ≥ l, the
subword x2k−1 ∼ x2k−x2k+1 ∼ x2k+2 is not a right turn. There exists only one possibility
for that: (x2k+1 ∼ x2k+2) =
(
q
(¯i,j¯+1),r−1)
((¯i,j¯),r−1)
∼ q
(¯i,j¯+1),r−1)
((¯i,j¯),r−1)
)
, where (i, j + 1) ∼ (¯i, j¯) in Ω.
Proceeding inductively and taking into account that Ω is a finite set, we get a special cycle
̟ = (i, j), (¯i, j¯). The case of an infinite string parameter u is analogous. 
7. Matrix problem associated with a semi–orthogonal decomposition
Let D be a triangulated category and D = 〈E,F〉 be a semi–orthogonal decomposition.
Recall that this means that
• Both E and F are full triangulated subcategories of D.
• For any E ∈ Ob(E) and F ∈ Ob(F) we have: HomD(F,E) = 0.
• For any D ∈ Ob(D), there exists a distinguished triangle
(50) E
w
−→ F
u
−→ D
v
−→ E[1]
for some E = ED ∈ Ob(E), F = FD ∈ Ob(F) and w ∈ HomD(E,F ).
Definition 7.1. Let D be a triangulated category and D = 〈E,F〉 a semi–orthogonal
decomposition. Consider the comma category Comma(E,F) attached to the pair of cat-
egory embeddings E −→ D ←− F . In other words, objects of Comma(E,F) are triples
(E,F,w) =
(
E
w
−→ F
)
, where E ∈ Ob(E), F ∈ Ob(F) and w ∈ HomD(E,F ), whereas a
morphism (E,F,w) −→ (E′, F ′, w′) is given by a pair morphisms E
f
−→ E′ and F
g
−→ F ′
in D making the diagram
E
w //
f

F
g

E′
w′ // F ′
commutative.
Proposition 7.2. For any D ∈ Ob(D), choose a distinguished triangle (50). Then the
following statements are true.
• The assignment D 7→ (E,F,w) extends to a functor
(51) D
E
−→ Comma(E,F),
which is moreover full and essentially surjective.
• Moreover, E reflects isomorphism classes and indecomposability of objects:
– For D1,D2 ∈ Ob(D) we have: E(D1) ∼= E(D2) in Comma(E,F) if and only if
D1 ∼= D2 in D;
– For D ∈ Ob(D) we have: E(D) is indecomposable in Comma(E,F) if and only
if D is indecomposable in D.
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Proof. This result is analogous to [41, Theorem 4.1]. The functoriality of E is a consequence
of [8, Corollaire 1.1.10] (see also [45]), which also insures that the object
(
E
w
−→ F
)
is
unique in Comma(E,F) up to an automorphism. It is easy to see that E is essentially
surjective. Indeed, let
(
E
w
−→ F
)
be any object of Comma(E,F) and D be a cone of w.
Then it follows from [8, Corollaire 1.1.10] that
(
E
w
−→ F
)
∼= E(D) in Comma(E,F). The
axiom TR3 of triangulated categories implies that E is full. Next, it is not difficult to see
that the kernel I(D,D′) of the map
HomD(D,D
′)
E
−→ HomComma(E,F)
(
E(D),E(D′)
)
consists of those morphisms D
f
−→ D′, which admit a factorization
E
  
D
??

f // D′
F
>>
for some objects E of E and F of F. As a consequence, for any objects D,D′ and D′′ of
the category D, f ∈ I(D,D′) and g ∈ I(D′,D′′) we have: gf = 0.
Now we are prepared to show that the functor E reflects the isomorphism classes of ob-
jects. Assume, D,D′ ∈ Ob(D) are such that E(D) ∼= E(D′). Let E(D)
(g,h)
−−−→ E(D′) and
E(D)
(g′,h′)
−−−−→ E(D′) be mutually inverse isomorphisms. Since the functor E is full, there
exists morphisms D
f
−→ D′ and D′
f ′
−→ D such that E(f) = (g, h) and E(f ′) = (g′, h′). It
follows that 1D − f
′f ∈ I(D,D), hence (1D − f
′f)2 = 0. As a consequence, the morphism
f ′f = 1D − (1D − f
′f)
is an automorphism of D. Analogously, ff ′ is an automorphism of D′, so both morphisms
f and f ′ are isomorphisms.
The final statement about indecomposability follows from the facts that the functor E is
essentially surjective and reflects isomorphism classes of objects. 
Our next goal is to apply the construction of Proposition 7.2 to the semi–orthogonal
decomposition Db
(
B − mod) =
〈
Db
(
A¯ −mod),Db
(
H − mod)
〉
obtained in Theorem 3.1.
We follow the same notation as in Subsection 4.2.
• Recall that the set Ω˜ parameterizes isomorphism classes of simple and indecom-
posable projective A–modules. For any α ∈ Ω˜, let Sγ := F˜(A¯γ) be the simple
B–module corresponding to the simple A–module A¯γ and P˜γ = F˜(Pγ) be the inde-
composable projective B–module corresponding to the indecomposable projective
A–module Pγ .
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• Next, for any (i, j) ∈ Ω we denote: Q˜(i,j) := F
(
Q(i,j)
)
:=
(
Q(i,j)
Q(i,j)
)
. Similarly, for
any 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi + 1 we put: W˜ (i, (a, b)) = F
(
W(i,(a,b))
)
and
W˜ •(i,(a,b)) = DF
(
W •(i,(a,b))
)
=
(
. . . −→ 0 −→ Q˜(i,a) −→ Q˜(i,b) −→ 0 −→ . . .
)
.
• The objects of the comma–category CC(A) := Comma
(
Db(A¯−mod),Db(H−mod)
)
are triples (S•,W •, θ), where
(52) S• =
⊕
γ∈Ω˜
r∈Z
Sγ [n]
⊕n(γ,r) and W • =
⊕
1≤i≤t
1≤b<a≤mi+1
r∈Z
W •(i,(a,b))[r]
l(i,(a,b),r)
for appropriate multiplicities n(α, r), l(i, (a, b), r) ∈ N0, whereas S
• θ−→ W • is a
morphism in the derived category Db(B −mod).
A proof of the following lemma is a straightforward computation.
Lemma 7.3. For any γ ∈ Ω˜, the corresponding simple B–module Sγ has projective di-
mension at most one. Moreover, the minimal projective resolution of Sγ is the following:
• If γ = {(i, j), (k, l)} is of first type, then we have a resolution:
0 −→ Q˜(i,j+1) ⊕ Q˜(k,l+1) −→ P˜γ −→ Sγ −→ 0.
• If γ =
{
{((i, j),±)} is of the second type
{((i, j)} or of the third type
then we have a resolution:
0 −→ Q˜(i,j+1) −→ P˜γ −→ Sγ −→ 0.
Let γ ∈ Ω˜, 1 ≤ i ≤ t and 1 ≤ b < a ≤ mi + 1. Our next goal is to describe all non–zero
Ext–spaces in B −mod between the simple B–module Sγ and the module W˜(i,(a,b)).
Lemma 7.4. Let γ ∈ Ω˜, Sγ be the corresponding simple B–module, P˜γ the corresponding
indecomposable projective B–module and R˜γ = rad(P˜γ). Then the all non–vanishing Ext–
spaces between Sγ and W˜(e,(a,b)) are one–dimensional and given by the following morphisms
between the corresponding projective resolutions.
• Let γ = {(i, j), (k, l)} is of the first type.
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– Assume that j ≤ mi−1 and l ≤ mk−1. Then we have a chain of morphisms:
(53)
R˜γ //

P˜γ

Q˜(i,j+1) //

Q˜(i,j)
. . .

. . .

Q˜(i,j+1) //

Q˜(i,1)
Q˜(i,j+1)

Q˜(i,mi)
//

Q˜(i,j+1)
. . .

. . .

Q˜(i,j+2) // Q˜(i,j+1)
as well as another such chain corresponding to (k, l) ∈ Ω.
– Assume that j ≤ mi − 1 and l = mk+1. Then we have a chain (53) corre-
sponding to (i, j), whereas (k, l) gives the chain
(54) Sγ −→ Q˜(k,mk) −→ . . . −→ Q˜(k,1).
– If i = k and 1 ≤ j < k = mi then we have only one chain of morphisms (53)
corresponding to (i, j).
– Finally, if j = mi and l = mk then we have two chains (54), corresponding
to (i,mi) and k,mk).
• Assume that γ = ((i, j),±) =
{
{((i, j),±)} is of the second type
{((i, j)} or of the third type
For j ≤ mi − 1, we have a chain (53) and for j = mi a chain of the form (54).
Summary. Let (S•,W •, θ) be an object of the category CC(A). Then fixing decomposi-
tions (52), we can represent the morphism θ by a collection of decorated matrices Θ. It
follows from the description of non–zero morphisms between B–modules Sγ and W˜(e,(a,b))
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that there exists a bunch of semi–chains Y and a functor
Db(B −mod)
E
−→ Rep(Y), (S•,W •, θ) 7→ Θ,
which is fully faithful, essentially surjective and reflecting indecomposability and isomor-
phism classes of objects.
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