Human faces can be arranged into different face categories using information from common visual cues such as gender, ethnicity, and age. It has been demonstrated that using face categorization as a precursor step to face recognition improves recognition rates and leads to more graceful errors.
Introduction
There has been increased interest in employing different types of biometrics to robustly and reliably identify people in images and video. Face recognition is a key biometric technology with a wide range of potential applications both in government and private sectors. Despite of significant progress in the field of face recognition over the last decade, [2] [3] [4] building robust and reliable face recognition systems, especially in unconstrained environments, is still a challenging issue. Current research efforts involve extracting more powerful features and using high-resolution images, thermal imaging, and 3D models. A notable weakness of traditional face recognition systems, however, is that they represent all faces in a common lower dimensional space using dimensionality reduction techniques (e.g., Principal Component Analysis (PCA) 5 or Linear Discriminant
Analysis (LDA) 6 ) or local features (e.g., Local Binary Pattern (LBP) 7 or Weber Local
Descriptor (WLD) 8 ). On the other hand, human faces can be arranged into different face categories, for example, using information from various visual cues such as gender, ethnicity, and age. This information could be exploited to improve face recognition performance by developing category-specific face representation and recognition schemes.
There exists significant cognitive evidence supporting that humans utilize information from various visual cues for face recognition. It is well known, for example, that people are more accurate at recognizing faces of their own race than faces of other races (i.e., "other race effect"). 9, 10 Recently, Phillips et al. 11 analyzed the other-race effect on face recognition algorithms using the results of the 2006 Face Recognition Vendor Test (FRVT). They found that a Western algorithm (i.e., made by fusing eight algorithms from Western countries) recognized Caucasian faces more accurately than East Asian faces, while an East Asian algorithm (i.e., made by fusing five algorithms from East Asian countries) recognized East Asian faces more accurately than Caucasian faces. Apparently, each algorithm exploits race-specific features to improve recognition performance within its own race category. Other studies have found that humans judge the gender of adults and children using feature sets derived from the appropriate face age category, rather than applying features derived from another age category or from a combination of age categories. 12 In a related study, it was demonstrated that human face recognition can benefit from employing gender information. 13 Motivated by cognitive evidence, we believe that significant gains in recognition performance can be achieved by using face categorization as a precursor step to face recognition. First, category-specific features could be extracted for representing faces within different face categories more efficiently, thereby optimizing the recognition process. This is in contrast to traditional face recognition systems which represent faces using a common representation scheme, despite of significant differences among different face categories. Second, face categorization could be used to guide search within the most promising region of the face space during recognition, that is, the region containing faces from same face category as the unknown face. Additional performance improvements can be achieved using fast indexing schemes (e.g., nearest neighbor search algorithms) within each face category, as in traditional face and object recognition systems. 14, 15 Finally, face categorization could yield more graceful errors, that is, incorrect matches involving faces from the same face category than faces from widely different face categories. We have investigated the effect of face categorization on recognition performance in a earlier study by using gender, ethnicity, and age information to manually categorize faces into different face categories (e.g., male, Asian, between 20 and 40 years old). 1 Although we did not explicitly address the issue optimizing face representation within each face category, we demonstrated that face categorization does improve recognition performance, increases recognition speed, and yields more graceful errors. In this paper, the focus of our work is on automating face categorization; optimizing recognition performance within face categories will be addressed in future research. Specifically, guiding search in the appropriate region of face space during recognition would rely on our ability to categorize faces in the correct face category accurately and robustly. This requires addressing several important issues. First, we need to address the issue of determining an appropriate set of face categories. Once the face categories have been determined, a classifier can be trained to learn the separating boundaries between them. Then, categorizing faces in novel images during recognition becomes a classification problem. In this case, classification accuracy would depend both on the number and "quality" of face categories. Therefore, determining the face categories and learning to categorize faces in novel images are interrelated issues. Another important issue that needs to be addressed is tolerating face categorization errors. Obviously, if face categorization fails, then recognition will fail too since matching will consider faces from the wrong face category. Therefore, incorporating a mechanism to recover from categorization errors would be essential in order to preserve recognition accuracy.
The most intuitive way to define the face categories is by using information about gender, ethnicity, and age. Although using gender, ethnicity, and age information could yield quite meaningful face categories, it limits the number of possible face categories. Moreover, developing highly accurate and robust gender, ethnicity, and/or age classifiers from face images has been quite difficult. [16] [17] [18] Many times, for example, faces from different gender, ethnicity, and/or age groups share common features (e.g., both male and female faces might have long hair), making it difficult to classify them unambiguously using visual information alone. In other cases, faces might share features from multiple groups (e.g., cross-racial faces), making it almost impossible to classify them unambiguously. An important issue is also the lack of representative examples in every face group which is important for training the face classifiers. Many publicly available face databases, for example, contain a relatively large number of "white" faces but a much lower number of faces from other groups. This paper investigates ways to automatically discover a categorization of faces using "bags-of-local-features" (BoF) 19, 20 for face represention and unsupervised learning (i.e., K-means and hierarchical clustering 21, 22 ) for discovering the face categories. Both "sparse" and "dense" Scale Invariant Feature Transform (SIFT) features 15 23 Local Binary Pattern (LBP), 7 and Weber Local Descriptor (WLD). 8 To categorize faces in novel images, we have considered both nearest-neighbor algorithms (i.e., k-Nearest-Neighbor (k-NN) and Approximate Nearest Neighbor (ANN)) and supervised learning to learn the separating boundaries between face categories (i.e., Support Vector Machines (SVMs) 24 ). It should be mentioned that choosing an appropriate face representation scheme for face categorization is a critical issue. Although one might consider traditional face representation schemes previously introduced in face recognition literature (e.g., eigenface representations based in Principal Component Analysis (PCA) 5 ), they might not be quite appropriate for face categorization. The reason is that these schemes were designed to capture face details which are important for recognition purposes. However, these details might be redundant or even irrelevant in the context of face categorization and more generic face representation schemes might work better. We have investigated this issue by comparing BoFs with eigenface representations. The main advantage of our approach is that it does not rely on determining the face categories using a fixed, predefined set of visual cues which suffers from several problems as previously discussed. In contrast, we discover the face categories using unsupervised learning. The face categories obtained using the proposed methodology might not have a clear physical meaning besides exhibiting intra-class similarities; for example, faces of different gender, ethnicity, and age might all belong to the same face category. This not quite important, however, since the overall goal of face categorization is to improve face recognition performance. To tolerate face categorization errors, we allow face categories to overlap, that is, face images of the same individual can be associated with multiple face categories. Although overlapping face categories will not decrease the search space as much compared to using disjoint categories, this helps to increase face categorization accuracy which is critical for subsequent face recognition. We report experimental results and comparisons using the FERET database. 25 The rest of the paper is organized as follows: Section 2 provides an extensive review of previous methods that related to our approach. In Section 3, we provide an overview of the proposed methodology. Section 4 discusses face feature extraction methodology and provides a brief review of the local features used in our experiments. Section 5 discussed the face representation scheme and provides a brief review of BoFs. Section 6 presents our approach for discovering the face categories while Section 7 presents our approach for categorizing faces in novel images. Section 8 provides a brief summary of the FERET dataset. Section 9 presents our experimental results and comparisons. Finally, Section 10 presents our conclusions and plans for future research.
Background
Partitioning the search space in order to improve retrieval accuracy and time has been investigated before, for example, in character recognition. 26 It has also been investigated in biometrics, for example, in fingerprint recognition where fingerprint classification is applied first to divide fingerprints into different classes. 27 Given a query fingerprint, the nearest class is found first. Then, the query is matched only against fingerprints within that class. In Refs. 28 and 29, it was argued that an effective way to improve retrieval in large biometric databases is by using binning and pruning methods that perform a coarse level classification of the query before performing exhaustive matching. In this context, they proposed using one biometric to bin or hash another biometric. For instance, a less distinctive but very fast to process biometric such as hand geometry can be used to index a more distinctive but slow to process biometric such as fingerprint and/or face. Other modalities, such as signature, can be used to prune the templates in each bin. Partitioning the face space for improving face recognition performance has received limited attention. The most related approaches to our approach are Refs. 30-33. In Ref. 31 , the face space was partitioned using an LDA-based criterion for maximum cluster separability. During recognition, a two stage approach was used. In the first stage, the closest match between the query and each face group was found using group-specific LDAs. In the second stage, a joint LDA space was used to find the best match between the query and the closest matches found in stage one. In Ref. 32 , clustering was used to partition the face space for faster retrieval. Given a query, the main idea is using a simple but less accurate similarity metric, based on the face clusters, to retrieve very fast the most feasible face matches in the face database. Potential matches are then compared with the query using a slower but more accurate metric. Specifically, clustering was performed using the Expectation-Maximization (EM) algorithm with an entropy-based constraint to penalize unbalanced clusters. To measure the similarity between faces and cluster centers, an expensive but robust metric based on the Probabilistic Mapping with Local Transformations (PMLT) 34 was used. For efficient indexing and retrieval, each target face was represented by a "characterization" vector which contains the probabilities of assigning the face to each of the face clusters. This is equivalent to projecting a face to the space of face categories. Given a query, its characterization vector is compared to the characterization vectors of the target images to find the nearest matches. Promising matches are then compared with the query in more detail using the PMLT metric. Experimental results reported illustrate speedups by a factor of six or seven without significant degradation in performance. In Ref. 30 , K-means clustering was used to partition the face database with the goal of reducing the search space during recognition. For face representation, global features based PCA and LDA were investigated with PCA features outperforming LDA features. To reduce clustering errors during recognition while keeping the search space small, the authors varied the number of face groups and experimented with retrieving the P nearest face groups. Their results show retrieving approximately 30% of the groups yields almost perfect face categorization. In Ref. 33 , Genetic Algorithms (GAs) were use to cluster face images into two layers using a fitness involving an LDA-based distance measure and a term for penalizing unbalanced clusters. Using visual common visual cues to partition the face space has been investigated in Ref. 35 . Specifically, gender and age were used to prune the search space and aid the recognition process. First, a random forest classifier was used to classify a face with respect to gender and age. During recognition, unknown faces were only compared against known faces having the same gender and being within the same age group. Experiments were performed using a simple face recognition algorithm, based on histogram intersection, while faces were represented using LBP features which were extracted from Gabor phase and magnitude. The experimental results obtained illustrate that discriminative cues based in gender and age can improve face recognition performance in terms of time, accuracy, and graceful degradation.
Related but different approaches from ours have been reported in Refs. 36 and 37. In Ref. 36 , an unsupervised fuzzy learning algorithm was used to cluster face images into groups containing images from the same individual only. Different performance indicators, such as the partition coefficient and the entropy coefficient, were used to evaluate class homogeneity. Then, a multi-layer neural network was trained, using the cluster prototypes, to perform face recognition by learning the separating boundaries between the face groups. Experimental results were reported on a very small data set only. In Ref. 37 , the problem of face pose variation was addressed by using a tree-like structure to group faces having similar pose. During recognition, unknown faces were assigned first to the group that matches their pose; then, recognition was performed within this group only.
A few interesting approaches have also been reported in the literature where the search space is partitioned adaptively for each query. This is different from our approach where the partitioning of the face space is performed off-line. These methods, however are computationally expensive and might not be appropriate for real-time face recognition, In Ref. 38, K-means was applied in PCA space to partition the gallery set. Given a query, first it is projected into the PCA space and then the nearest face cluster is found. To identify the query, LDA was used where the LDA space was built using the query and the images in the nearest cluster only. An extension of this approach has been presented in Ref. 39 using an iterative face clustering scheme. In the first iteration, an LDA space is built from the gallery set and K-means is applied in that space to partition the gallery set into face groups. Given a query, first it is projected in the LDA space and then the nearest face groups are found. In the second iteration, a new LDA space is built using the images from the face groups selected in the previous iteration. Then, this process is repeated until only one nearest face group is selected. A new LDA space is built from this group and the most similar face to the query is selected to identify the query. Promising results have been reported using this idea; however, the computational cost of this approach is rather high since new LDA spaces have been computed for each.
Discovering a set of face categories from unlabelled face images is also related to previous work on face clustering which has many applications in image/video indexing and content analysis (i.e., identify significant characters, scenes, and events). The key objective is grouping together images or video frames of individuals who might appear in photo collections or video sequences using unsupervised techniques. Typically, face detection is applied first to find all faces present in an image. Then, clustering, involving spatio-temporal constraints in the case of videos, is applied to establish the face clusters. Two main issues need to be addressed in face clustering: a metric for evaluating similarity between faces and an algorithm for clustering similar faces. In Ref. 40 , a face clustering method was proposed using K-means for clustering and Hidden Markov Models (HHMs) for representing the cluster centers. In Ref. 41 , faces of the same person detected in contiguous frames were represented in a subspace which is invariant to a desired group of transformations (e.g., affine transformations). To measure similarity between subspaces, the Joint Manifold Distance (JMD) was employed. Face clustering was then performed using an agglomerative clustering strategy based on JMD. In a related approach, 42 face sequences were not matched directly but divided first into subsequences, each containing faces of similar pose. Face subsequences were then clustered using graph partitioning and domain knowledge constraint propagation. In Ref. 43 , Haar-like features are used to represent faces along with a similarity metric based on mutual information and fuzzy c-means for face clustering. In Ref. 44 , SIFT features were used for computing face similarity and a hierarchical average linkage algorithm for face clustering. A spectral clustering algorithm using a new distance metric that is robust to outliers was proposed in Ref. 45 . Finally, our work has similarities to methods dealing with the problem of discovering visual object categories from sets of unlabelled images. In Ref. 46 , a "bag-of-features" approach was used to represent objects and probabilistic Latent Semantic Analysis (pLSA) 47 or Latent Dirichlet Allocation, 48 statistical approaches previously used in unsupervised topic discovery in text, for clustering. In Ref. 49 , SIFT features along with an improved agglomerative clustering method were used for building object categories. In Ref. 50 , each image was decomposed into a set of SIFT features. Every set was then treated as a node in a graph where edges between nodes were weighted based on how well the corresponding feature sets can be aligned. Spectral clustering was applied next to extract a set of dominant object categories. Further processing leads to a refined set of object categories. In later studies, 51, 52 powerful statistical models were used (e.g., hierarchical Latent Dirichlet Allocation (hLDA)) to organize collections of images into a tree-like structure, leading to a hierarchy of visual object categories.
Method Overview
Given a collection of unlabeled face images, our goal is to produce a partition of the face images into a set of face categories. Figure 1 illustrates the main steps of the proposed approach. First, the face categories are discovered by partitioning the face space using clustering such that similar faces are grouped together. Once the face categories have been established, a classifier can be trained to learn the separating boundaries between them. Alternatively, nearest neighbor techniques can be used to find the closest face category. During recognition, unknown faces are assigned to the closest face category using classification or nearest neighbor techniques. Once the closest face category has been retrieved, recognition be performed within this category only. To optimize recognition performance, category-specific features can be used for recognition within each face category. In this paper, we have only addressed the issues of discovering the face categories (block 1) and categorizing faces in novel images (block 2). The problem of optimizing recognition performance within each category (block 3) has been left for future research. It should be mentioned that since the overall goal of our work is to improve face recognition performance by guiding search into the most promising region of the face space, the proposed face categorization approach assumes a "closed" universe", that is, a set of images from a group of known individuals. Therefore, face categorization is optimized for this predefined set of individuals; including new individuals in the dataset would require updating face categorization to optimize its performance.
Local Feature Extraction for Face Description
The human face is a non-rigid object whose appearance can change dramatically under different conditions. Using an appropriate set of features to describe the intrinsic attributes of the human face is important for developing a robust scheme for face category discovery and categorizing faces in novel images. Past research in face recognition has emphasized local features computed from geometric relations between facial features (e.g., distances between eyes, nose, and mouth). 53 Due to considerable success of SIFT features in object recognition and classification, we have adopted them here for face representation. We summarize below the main ideas of SIFT features and provide a brief review of using SIFT features in face processing. For completeness, we provide brief reviews of HOG, LBP, and WLD features which were used in our comparisons.
Scale Invariant Feature Transform (SIFT )
SIFT represents a method for extracting distinctive invariant features from images. 15 SIFT features are invariant to image scale and rotation and have shown to provide robust matching across a substantial range of affine distortion, 3D viewpoint change, noise addition, and change in illumination. Due to being highly distinctive, a single feature can be correctly matched with high probability against a large database of features. As a result, SIFT features have shown to be very powerful for general object detection and recognition under considerable amounts of occlusion. SIFT contains four main steps: (1) Scale-space extrema detection, (2) Accurate keypoint localization, (3) Orientation assignment, and (4) Keypoint descriptor. First, interest points or keypoints are identified as local maxima or minima of Difference-of-Gaussian (DoG) images across scales. To better localize the keypoints, both in space and scale, a detailed model is fit to each candidate location. To account for image rotation, a gradient orientation histogram is computed in the neighborhood of each keypoint and the dominant orientation is assigned to the keypoint. Finally, a descriptor is computed for each keypoint using the image gradients in a region around the keypoints, measured at the selected scale. Typically, a SIFT descriptor is vector of 128 values although its dimensionality can vary depending on various parameter values. It has been argued that computing SIFT descriptors at interest point locations only is not effective when dealing with low texture objects as it yields a relatively low number of features. Faces contain regions of low texture which might affect the number of SIFT features detected but also the distribution of SIFT features over the face which might be non-uniform. Figure 2(a) shows an example of SIFT features detected from different views of the same person. As it can be observed, a relatively small number of features have been detected. One way to increase the number of SIFT features is by adjusting certain thresholds within the SIFT algorithm, however, there are still face regions containing very few SIFT features (see Figure 2(b) ).
To address this issue, we have also experimented with extracting descriptors at regular image grid points using the method proposed in Ref. 57 . We refer to this type of features as dense SIFT features; SIFT features extracted at interest point locations will be referred as sparse SIFT features. It should be mentioned that although SIFT features have been very popular in object detection and recognition, their use in face processing has been rather limited. In Ref. 58 , SIFT features were used for face authentication. The key idea was computing face similarity using SIFT features from face sub-regions. A related approach was investigated in Ref. 59 where stable face sub-regions were determined using clusters of SIFT features. Matching was performed by combining both global and local similarities using the face sub-regions. In Ref. 60 , the performance of SIFT for face recognition was analyzed. Based on the analysis, two modified SIFT descriptors were proposed in order to increase the number of SIFT features and to better handle SIFT features detected at high scales and near face boundaries. In Ref. 61 , a quantitative and qualitative analysis of interest point detectors and descriptors in the context of face detection and localization was performed. Emphasis was given on detectors that respond well inside the face region and close to facial features such as mouth, eyes, and nose. In Ref. 59 , face-specific SIFT features were proposed for face recognition while in Ref. 62 , local features were shown to have superior performance for face recognition in unconstrained environments. In Ref. 63 , SIFT and Speeded Up Robust Features (SURF) features were employed for face recognition using both aligned and non-aligned faces. To improve face recognition performance, SIFT and SURF features were computed on a dense grid instead at the interest point locations. In a related approach, 64 dense SIFT features and BoFs were used for face recognition.
Histogram of Oriented Gradients (HOG )
HOG features were proposed in the context of human detection. 23 They are extracted by counting occurrences of edge orientations in localized portions of an image. First, the image is divided into small cells and a histogram of edge orientations is computed for each cell. Then, the HOG descriptor is formed by combining the normalized histograms.
Local Binary Pattern (LPB)
LBP features were first introduced in Ref. 65 and used in Ref. 7 for face recognition. The basic LBP operator assigns a binary number (i.e., label) to each pixel p by thersholding the values of its surrounding pixels in a 3 × 3 neighborhood. The output of thersholding is either 1 or 0 depending on whether the neighbor's value is greater or less that the value of p. The label assigned to p is obtained by concatenating the thresholded neighbor values as shown in Figure 3 . The LBP representation is generated by dividing the image into a grid of windows and computing histograms of the LBP values within each window. These histograms are then concatenated to form the final representation. 
Weber Local Descriptor (WLD)
WLD 8 represents an image as a histogram. A WLD feature contains two components: differential excitation and gradient orientation (see Figure 4) . The differential excitation component represents local salient patterns in an image. Given a subwindow centered at pixel p, it is computed by taking the ratio between the sum of intensity differences of p against its neighboring pixels and the intensity of p. The differential excitation and dominant orientation components can be computed at each image location or at locations corresponding to a coarser grid. The WLD histogram is computed from the WLD features. 
Face Representation
Recently, a powerful object representation scheme has been proposed in the literature, known as BoFs. 19, 20 BoFs is based on histograms of quantized local features and has its origins in textual information retrieval. 48 We review below the BoFs method and discuss some important issues.
Bags of Features (BoFs)
The main idea of BoFs is representing objects as an orderless collection of quantized local image features, ignoring spatial relationships between features. Generating a BoFs image representation requires building a "visual" vocabulary first. This is performed by extracting local features from a set of training image and applying clustering to group similar features together. The cluster centers obtained through this processes are referred to as "visual" words. The combination of the visual words found forms the visual vocabulary. Images can be represented in terms of visual words in two steps. First, local features are assigned to the closest word in the "visual" vocabulary; this is a quantization step which is referred to as label assignment. Second, each image is represented by a histogram representing the frequency of visual words in the image. We refer to the histogram as the BoFs representation of the image. BoFs can be used compute similarity between images or, given a query, to retrieve the most similar images in an image database. Moreover, object classes (e.g., faces, cars) can be modeled by training a classifier using BoFs to learn the separating boundaries between object categories. 19 Despite its simplicity and low computational complexity, BoFs has been surprisingly successful in various applications including object/scene detection, classification, and retrieval. A comprehensive survey of BoFs and its variations can be found in Ref. 66 . From the designer's point of view, several important issues need to be addressed in each step of the BoFs method. The first issue is the choice of local image features to be extracted. Although SIFT features 15 have been the most popular choice, other types of features could be used as well. 56 Another issue is the choice of the clustering method to be used for building the visual vocabulary. K-means 67 has been the most popular choice although more sophisticated clustering methods could be used too. 21, 22 The size of the visual vocabulary has a great effect on the performance method and needs to be optimized. Choosing an appropriate similarity measure for determining similarity (a) (b)
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between features and cluster centers during clustering represents another issue. Finding the closest cluster centers when clustering local features to build the visual vocabulary or finding the closest visual word when quantizing the local features to compute the BoFs representation requires choosing efficient nearest-neighbor algorithms, for example, k-d trees in lower dimensions or ANNs in higher dimensions. Finally, choosing an appropriate distance measure and an efficient algorithm to compute nearest neighbors are issues that must be addressed when comparing BoF representations for object classification and retrieval.
Using BoFs for face representation
To represent faces using BoFs, a "visual" vocabulary needs to be built first. Figure 5 provides an overview of the various components involved in our face categorization approach where the solid line shows the steps performed during training (i.e., build the "visual" vocabulary (box 1), represent face images in the gallery set using BoFs (box 2), and discover the face categories (box 3)) while the dashed line shows the steps performed during testing (i.e., represent faces in novel views using BoFs (box 2) and categorize them (box 4)).
To build a visual vocabulary, first we extract SIFT features from a set of training face images; then, we apply the steps outlined in the previous section. Figure 6 illustrates the process in more detail and corresponds to box 1 in Figure 5 . The visual words obtained reduce the size of the feature space and allow capturing a larger variability of local face image structure than individual features. At the same time, they focus on face characteristics which re-occur in novel face images and therefore generalize over new face instances. To extract a set of "visual" words, we have used the popular K-means method with the Euclidean distance for measuring similarity between SIFT features. It should be mentioned that several other clustering algorithms and distance measures have been investigated in the literature for building a "visual" vocabulary, 66 however, they are more time consuming. The size of the vocabulary is an important parameter that needs to be optimized. In the context of face categorization, it should be large enough to distinguish between important differences among faces. At the same time, it should not be too big to avoid considering irrelevant face variations such as noise. We have experimented with varying the number of clusters in K-means to determine an optimum vocabulary size. Since K-means is affected by initialization, we run it several times using different random initializations. A brief discussion of K-means and its properties is provided in the next section.
Once the "visual" vocabulary has been built, faces can be represented using BoFs. First, a "visual" word is assigned to each SIFT feature; we refer to this process as SIFT feature quantization or label assignment. Then, a histogram is built representing the frequency of "visual" words in the face (i.e., box 2 in Figure 5 ). Using a common "visual" vocabulary to represent faces in different face categories allows face categories to "share" features, improving face categorization robustness. Quantizing SIFT features extracted from faces in the training set versus faces in novel image is performed differently. SIFT features from training images are simply assigned the "visual" word corresponding to the cluster center that contains them. Although the same process could be used for SIFT features extracted from faces in novel images, it is more robust to assign them the "visual" word associated with their closest SIFT feature(s) in the training set. This requires searching a large set of SIFT features which could be very time intensive. Numerous methods have been proposed for efficiently searching large sets of data (e.g., k-d trees), however, these methods are not effective in high-dimensional spaces. Here, we employ ANNs. 52 In general, the robustness of SIFT features as well as the tolerance provided by the label assignment step, makes BoFs an attractive face representation scheme. Figure 7 (a) illustrates that many SIFT features between different views of the same person can be matched (the original SIFT features are shown in Figure 2(a) ). Figure 7(b) shows an even higher number of SIFT matches due to increasing SIFT feature detections (see Figure 2(b) . Since similar SIFT features will be assigned the same "visual" word due to SIFT quantization, the greater the number of SIFT features that can be matched, the greater similarity between BoFs representations. This justifies using dense SIFT features as well. 
Discovering Face Categories
To discover an appropriate set of face categories, we apply unsupervised learning (clustering) on a training set of face images represented by BoFs (i.e., box 3 in Figure 5 ). Clustering combines sets of objects into classes based on a measure of similarity, such that similar objects are placed in the same cluster, while dissimilar objects are placed in different clusters. Therefore, the face categories obtained through the proposed methodology might not have a physical meaning such as when grouping faces using gender, ethnicity, and race information. In fact, the face categories obtained through clustering contain faces of mixed gender, ethnicity and age. However, this is not an issue since the objective is applying categorization for improving recognition performance. To tolerate face categorization errors, one might consider retrieving the "k" closest face categories instead of a single (i.e., closest) category. This, however, would increase recognition time. Here, we have opted for a different strategy which allows for face categories to overlap. Specifically, we do not force different images of the same individual to be all assigned to the same face category. In contrast, different images of the same individual could be assigned to different face categories. This is particularly useful when face images of a given person are close to the boundary between two or more face categories. In this case, large face variability may not be fully handled by the distance measure used and faces images might end up into different face categories. In general, we have found that this strategy reduces intra-category variations, improving categorization performance.
In discovering the face categories using clustering, two issues need to be addressed: (i) the distance measure for estimating similarity and (ii) the clustering algorithm. Here,
we have used Euclidean distance for computing the distance between histograms although other distance measures could be used. 69 Comprehensive surveys of clustering algorithms can be found in Refs. 21, 22 and 67. In general, clustering techniques can be divided into two main categories: partitional and hierarchical. The hierarchical approach is to divide the data into clusters, and then subdivide each cluster again and again, until a certain criterion is met. The partitional approach, on the other hand, is to divide the data into a desired number of clusters in one step. We have experimented with both types of clustering methods in this study. Of course, the question of what is a good clustering method depends on the context of the application. Here, we are interested in dividing faces into different face categories such that categorizing faces in novel images can be done with high accuracy and robustness. Therefore, our criterion for judging the quality of clustering is based on the accuracy of face categorization in novel images. Next, we provide a brief review of K-means and hierarchical clustering.
K-means clustering
K-means is an iterative clustering algorithm which is initialized randomly by K seed points for the clusters. Each iteration consists of two steps. First, a new partition is generated by assigning each point to its closest cluster center. Then, cluster centers are updated by computing the empirical mean in each partition. Iterations continue until the partition stabilizes. From a theoretical point of view, K-means attempts to find a partition which minimizes the sum of squared errors between the empirical mean of each cluster and the points in that cluster. This is known to be an NP-hard problem. In practice, Kmeans converges to a local optimum within a few iterations. K-means is frequently used because of its computational simplicity. Its time complexity is O(NKld) when clustering N data points of d dimensions with K cluster centers and l iterations. However, the clustering solution obtained might be suboptimal when the number of outliers is large. Moreover, the solution depends on the number of clusters and random initialization. To deal with this issue, we run K-means multiple times using different random initializations. A recent review of K-means and its extensions can be found in Ref. 67.
Hierarchical clustering
Hierarchical clustering organizes data into a hierarchical structure; a dendogram is typically used to visualize results where the root represents the whole dataset, leaves represent data points and intermediate nodes the extent that points similar to each other. Most hierarchical clustering algorithms are variants of the single-link and complete-link for measuring closeness between clusters. In each case, closeness is measured as the minimum/maximum distance between any pair of points in each of the two clusters. Here, we used the single-link approach although more powerful but also time consuming measures could be used. 22 Cutting the tree at different levels produces different partitions.
In this study, we used agglomerative clustering which performs hierarchical clustering in a "bottom-up" fashion; this is in contrast to K-means that works in a "top-down" fashion.
Hierarchical clustering algorithms using simple similarity measures suffer from robustness to noise and outliers. Their computational complexity is at least O(N 2 ).
Face Categorization in Novel Images
Assuming that the face categories have been established, we treat the problem of assigning faces in novel images to face categories as a classification problem (i.e., box 4 in Figure 3 ). Categorization accuracy would depend both on the quality of the clusters obtained as well as the performance of the classifier employed. We have experimented with different classification methods to assess the performance of face categorization. First, an SVM classifier 24 was used to learn the separating boundaries between face categories. Since SVM is a binary classifier while our problem is a multi-class classification problem (i.e., multiple face categories), we have applied SVMs by using a one-versus-all strategy. The next method used was a k-Nearest Neighbor (kNN) classifier 70 which performs classification by finding the k nearest neighbors in the training set. Since kNN could be computationally expensive, we have also investigated using ANN 52 for classification. Next, we provide a brief review of each classifier.
K-Nearest Neighbor (kNN )
Searching for the closest match (i.e., nearest neighbor) in some space is a common problem in computer vision and many other fields. Nearest neighbor (NN) classifiers work by first finding the nearest neighbor to a query; then, the class of the nearest neighbor is used to determine the class of the query. Typically, however, improved results can be obtained by taking more than one neighbors into account; this is called kNN classification. There are different ways to determine the class of the query using the k nearest neighbors. The most common approach, which was also used here, is to assign the majority class among the nearest neighbors to the query. kNN has high memory and computational complexity requirements, especially when the number of training examples and data dimensionality are high. A recent review on kNN classifiers and their extensions can be found in Ref. 70.
Approximate Nearest Neighbors (ANN )
When dealing with data of low dimensionality, efficient indexing techniques, such as k-d trees, can be used to find nearest neighbors efficiently. However, when data have dimensionality, linear search is often the only choice for solving the nearest neighbor problem. Linear search is very simple, however, it too expensive to be practical. ANN algorithms have shown to provide significant speedups with only minor loss in accuracy.
The idea is to sacrifice time for accuracy, that is, to save computations at the expense of accuracy (i.e., non-optimal neighbors). A plethora of ANN algorithms have been proposed in the literature. Here, we use the method in Ref. 68 which involves automatic algorithm selection and parameter selection using a cross-validation approach.
Support Vector Machines (SVMs)
SVMs are binary classifiers which have been shown to be an attractive and more systematic approach to learning linear or nonlinear decision boundaries. 24 Their key characteristic is their mathematical tractability and geometric interpretation. Given a set of points, which belong to either of two classes, SVM finds the hyper-plane leaving the largest possible fraction of points of the same class on the same side, while maximizing the distance of either class from the hyper-plane. This is equivalent to performing structural risk minimization to achieve good generalization. Assuming examples from two classes:
finding the optimal hyper-plane implies solving a constrained optimization problem using quadratic programming. The optimization criterion is the width of the margin between the classes. The discriminate hyper-plane is defined as:
where ݇ሺ‫ݔ‬ െ ‫ݔ‬ ሻ is a kernel function and the sign of ݂ሺ‫ݔ‬ሻ indicates the membership of ‫.ݔ‬ Constructing the optimal hyper-plane is equivalent to finding all the nonzero ߙ . Any data point ‫ݔ‬ corresponding to a nonzero ܽ is a support vector of the optimal hyper-plane. Suitable kernel functions can be expressed as a dot product in some space and satisfy the Mercer's condition. 24 By using different kernels, SVMs implement a variety of learning machines (e.g., a sigmoidal kernel corresponding to a two-layer sigmoidal neural network while a Gaussian kernel corresponding to a radial basis function (RBF) neural network). The Gaussian radial basis kernel is given by
The Gaussian kernel has been used in this study (i.e., our experiments have shown that the Gaussian kernel outperforms other kernels in the context of our application).
Dataset
To test our approach, we used the FERET database, 25 which contains a large number of images acquired during different photo sessions and has a good variety of gender, ethnicity and age groups. The lighting conditions, face orientation and time of capture vary. In this work, we concentrate on frontal face poses coded as f a (regular frontal image) or f b (alternative frontal image, taken shortly after the corresponding f a image). In our evaluations, the f a images were used as the gallery set while the f b images were used as the query set (i.e., face images in question). All faces were normalized in terms of orientation, position and size prior to experimentation. They were also masked to include only the face region (i.e., upper body and background were cropped out) yielding an image size of 48 × 60 pixels. Figure 8 shows some representative examples.
Experimental Results and Comparisons
We have performed extensive experiments to investigate the performance of the proposed approach as well as the effect of various parameter choices such as type of features, vocabulary size (i.e., denoted as k 1 in our experiments), clustering algorithm for discovering face categories, classification algorithm for face categorization, and number of face categories (i.e., denoted as k 1 in our experiments). In all of our experiments, Kmeans clustering was used for building the visual vocabulary. Moreover, we have performed comparisons with using global features for face representation. Next, we present our experimental results.
Face categorization using local features
Vocabulary size
First, we investigated the effect of vocabulary size on categorization performance using SIFT features and kNN for face categorization. The number of face categories was set to 10 and were found using K-means. As shown in Figure 9 , categorization performance increases with vocabulary size. However, increasing vocabulary size increases computation requirements, for example, quantizing SIFT features in novel images becomes more time consuming.
Local features
Using different features for face representation will affect the performance of face categorization. We have compared four types of local features: sparse SIFT, dense SIFT, HoG, WLD, and LBP. BoFs was used with SIFT features only since HoG, WLD, and LBP yield a histogram for the whole face image. In the case of BoFs using SIFT, the vocabulary size was set to 1000. For each method, K-means was used to discover the face categories where the number of face categories was set to 10. We performed each experiment 20 times, initializing K-means randomly each time. Face categorization was performed using kNN. Table 1 shows the average performance and standard deviation for each method. Our results indicate that SIFT features perform better than HOG and WLD features for face categorization. Moreover, sense SIFT features perform slightly better than sparse SIFT features. using larger vocabulary sizes. kNN was used for face categorization. Figure 10 reports the best, worst, and average performance obtained for each clustering algorithm and for different number of face categories. As shown, categorization performance decreases as the number of face categories increases. This is reasonable as it becomes more difficult to separate faces as the number of face categories increases). Although hierarchical clustering performs better when the number of face categories is relatively small (i.e., less than five), its performance degrades as the number of face categories increases. K-means, on the other hand, produces more stable results and achieves its best performance at around 10 face categories.
Classification algorithms
In this experiment, we have investigated the effect of different classifiers (i.e., kNN, ANN, and SVM) on face categorization performance. The vocabulary size was set to 1,000 while the number of face categories was varied between 5 to 50. To determine the optimum number of nearest neighbors to use in kNN and ANN, we performed experiments using 5 face categories. Best results were obtained using one nearest neighbor; Figure 11 
Face categorization using global features
In this section, we report our results on comparing local with global features for face categorization. Dense SIFT features were used in our comparison with the vocabulary size set to 1000. First, we considered PCA features. We experimented with preserving 90%, 95%, and 99% of the information using PCA. Three different classifiers were tested: kNN, ANN, and SVM. Figures 12(a) -(c) illustrated the performance of each classifier by varying the number of face categories and the amount of information preserved in PCA. Best performance was obtained by preserving 99% of the information (i.e., 151 dimensions). Figure 12 (d) compares SIFT features with PCA features by varying the number of face categories and keeping 99% of the information in PCA. As it can be observed, SIFT features outperform PCA features in all cases. Among the three classifiers, kNN performed best both for SIFT and PCA features.
Summary of results
In this section, we summarize our experimental results. Vocabulary size is an important parameter in BoFs; our results indicate that face categorization performance increases as vocabulary size increases, reaching close to 99% accuracy with 3,000 "visual" words, assuming 10 face categories. When comparing different local features, dense SIFT features seem to perform best. Moreover, local features outperform global features. When varying the number of face categories, we noticed that categorization accuracy decreases as the number of face categories increases. We obtained satisfactory results using 10 face categories; however, this is data dependent. In discovering the face categories, hierarchical clustering performed better than K-means when the number of face categories was relatively small. However, K-means outperformed hierarchical clustering when increasing the number of face categories. Finally, kNN (k = 1) gave the best results when categorizing faces in novel images. ANN, which is much more practical than kNN, performed slightly worst than kNN.
Conclusions and Future Work
In this paper, we investigated the problem of automatically discovering a categorization of human faces from a collection of unlabeled face images. Our long term objective is to use face categorization as a precursor step to face recognition to improve recognition accuracy and robustness. For face representation, we employed BoFs using SIFT features. To discover the face categories, we investigated unsupervised learning (i.e., clustering) while to categorize faces in novel images we investigated nearestneighbor algorithms and supervised learning (i.e., classification). We have reported promising experimental results using the FERET database. For future work, we plan to investigate more powerful clustering algorithms for discovering the face categories, for example, some of the methods discussed in Section 2 for discovering object categories. Second, we plan to perform experiments using additional databases such as XM2VTS, 71 Yale-B, 72 BANCA, 73 and LFW. 74 Finally, we plan to integrate face categorization with recognition. In this regards, we will explore ways to optimize recognition within face categories. This can be done using different recognition algorithms within face categories or applying feature selection to customize face representation within each category. 75 
