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ROKHLIN DIMENSION FOR FLOWS
ILAN HIRSHBERG, GA´BOR SZABO´, WILHELM WINTER, AND JIANCHAO WU
Abstract. We introduce a notion of Rokhlin dimension for one para-
meter automorphism groups of C∗-algebras. This generalizes Kishi-
moto’s Rokhlin property for flows, and is analogous to the notion of
Rokhlin dimension for actions of the integers and other discrete groups
introduced by the authors and Zacharias in previous papers. We show
that finite nuclear dimension and absorption of a strongly self-absorbing
C
∗-algebra are preserved under forming crossed products by flows with
finite Rokhlin dimension, and that these crossed products are stable.
Furthermore, we show that a flow on a commutative C∗-algebra aris-
ing from a free topological flow has finite Rokhlin dimension, whenever
the spectrum is a locally compact metrizable space with finite covering
dimension. For flows that are both free and minimal, this has strong
consequences for the associated crossed product C∗-algebras: Those con-
taining a non-zero projection are classified by the Elliott invariant (for
compact manifolds this consists of topological K-theory together with
the space of invariant probability measures and a natural pairing given
by the Ruelle-Sullivan map).
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Introduction
The intimate connections between operator algebras and dynamical systems
go all the way back to the classical formulation of quantum mechanics;
they are a pivotal element in Connes’ noncommutative geometry and have
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spurred beautiful results in Popa’s rigidity theory. Dynamical systems are
an inexhaustible source of inspiring examples, and the links to operator
algebras are strong enough to carry back and forth fundamental concepts
and ideas as well as very concrete statements and technology.
On the ergodic side, striking examples are the classical Rokhlin lemma,
the version of Ornstein and Weiss for probability measure preserving actions,
and its implications for the Connes-Feldman-Weiss theorem; see [KL16] for
an overview. On the topological side, the Rokhlin lemma works best for
actions on the Cantor set and has been the point of departure for impor-
tant developments in C∗-dynamics, notably Giordano-Putnam-Skau’s rigid-
ity up to strong orbit equivalence and Kishimoto’s Rokhlin properties; see
[GPS95, Kis95, Kis96]. Even though the latter carry over the Rokhlin
lemma to a C∗-algebra context in a very elegant manner, their scope is
limited by (sometimes obvious, sometimes hidden) topological obstructions.
In [HWZ15] this problem was circumvented by the notion of Rokhlin di-
mension, which may be regarded as a higher dimensional version of the
Rokhlin lemma and is much more prevalent than the Rokhlin property. In
fact, it is often generic or equivalent to outerness; cf. [HWZ15, BEM+15].
The concept makes direct contact with the striking recent developments
in the structure and classification theory of nuclear C∗-algebras. First, it
allows one to derive in many cases that transformation group C∗-algebras
are classifiable in the sense of Elliott; the reason is that the dynamical no-
tion of Rokhlin dimension interacts nicely with C∗-algebraic concepts like
finite nuclear dimension and Z-stability. Moreover, it provides a way to ob-
serve the latter phenomena at the level of the underlying dynamical systems
themselves. This aspect is particularly fruitful, since it makes it possible to
link C∗-algebraic regularity with well-studied dynamical notions such as the
mean dimension of Lindenstrauss and Weiss [LW00] or Gutman’s marker
property [Gut15b, Gut15a]; cf. [Sza15a].
In [HWZ15] Rokhlin dimension was defined for actions of the integers and
of finite groups; in [Sza15a] the notion was generalized to Zd-actions, and
in [SWZ15] to residually finite groups. All of these work nicely, and yield
very convincing results. They are, however, restricted to discrete groups and
therefore miss out on many applications from geometry or physics, which are
typically related to one parameter actions, or time evolutions. The present
paper addresses this issue by introducing Rokhlin dimension for flows (i.e.
continuous R-actions) on C∗-algebras. Just as for Z-actions, our definition
is a higher dimensional version of the corresponding Rokhlin property intro-
duced by Kishimoto in [Kis96].
The basic idea behind the aforementioned Rokhlin properties is to find
an exhaustive set of finite (or compact) approximate representations of the
group G in the C∗-algebra A, which are at the same time approximately
central. For discrete G, this can be elegantly expressed using the central
sequence algebra A∞∩A′ (i.e., bounded sequences commuting with constant
sequences, identified up to null sequences). One could then define a Z-
action α on A to have the Rokhlin property, if for any natural number m
one finds a unitary u ∈ A∞ ∩ A′ of order m such that for each k ∈ Z one
has αk(u) = e
k/2πimu — or equivalently, if there are pairwise orthogonal
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projections (of which we think as a Rokhlin tower) p0, . . . , pm−1 ∈ A∞ ∩A′
such that αk(ei) = ei+k cyclically and
∑
ei = 1 (let us not worry about the
nonunital case for the moment). For Z-actions this definition works, but has
limited scope since it runs straight into K-theoretic obstructions. The way
out is to allow two Rokhlin towers instead of just one, of lengthsm andm+1,
respectively, such that the action is the shift within each tower individually,
and maps the sum of the top levels to the sum of the bottom levels (possibly
mixing the two towers at this point). This variant is much more common,
since its K-theoretic obstructions are minimized; of course it still requires
the existence of nontrivial projections. The higher dimensional, or colored,
version of [HWZ15] bypasses even this latter restriction, and indeed it was
shown in [HWZ15] and in [Sza15a] that it occurs in stunning generality.
The idea is to replace projections by positive elements (and thus, intuitively
speaking, generalize from a clopen partition to an open cover), and group
them into finitely many sets of pairwise orthogonal towers, with the action
still shifting within each one. Again the definition leaves some amount of
flexibility, as to whether the action shifts cyclically or not within each tower,
or whether the elements of different towers commute.
For flows Kishimoto has given an analogous definition, but the situation
is more subtle. First, since one is interested in point-norm continuous ac-
tions, the sequence algebra needs to be restricted to the subalgebra A
(α)
∞
consisting of those elements for which the induced action remains contin-
uous. Kishimoto then defines α to have the Rokhlin property if for any
(typically small) p ∈ R there is a unitary v ∈ A(α)∞ ∩ A′ such that for any
t ∈ R we have α∞,t(v) = eiptv. The obstructions to having the Rokhlin
property for flows are more refined than for integer actions (see Proposi-
tion 2.4 below) — but again it does appear in important examples; see
[Kis96, Kis00, Kis02, BKR07]. Just as for Z-actions one can define a higher
dimensional version: a positive contraction can generally be interpreted as
a cone over a projection, and in the same way a cone over a unitary cor-
responds to a normal contraction; Rokhlin dimension can then be modeled
using finite sums of such normal contractions, with each one witnessing the
R-action periodically (again there is some flexibility, e.g. whether the normal
elements are required to commute or not). In the unital case our definition
reads as follows (cf. Definitions 2.6 and 5.1 below):
Definition A. Let A be a separable unital C∗-algebra with a flow α :
R → Aut(A), i.e., a point-norm continuous action by automorphisms. We
say α has Rokhlin dimension d, if d is the smallest natural number such
that the following holds: for every p ∈ R, there exist normal contrac-
tions x(0), x(1), . . . , x(d) ∈ A(α)∞ ∩ A′ with x(0)∗x(0) + · · · + x(d)∗x(d) = 1 and
α∞,t(x
(j)) = eiptx(j) for all t ∈ R and for j = 0, . . . , d.
We say the Rokhlin dimension with commuting towers is d, if for any p
there are pairwise commuting x(j) as above.
It is clear that the definition can be generalized to other groups without
too much effort. However, this would require a certain amount of choices,
and since at this point we do not have a sufficiently large stock of guiding
examples, we stick to R-actions for most of our paper. The main exception
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is Section 4, in which we consider closed cocompact subgroups of locally
compact groups and define their relative Rokhlin dimension. In this setting
there is not much room for choice and it seems reasonable to state the
definitions and results in a general context.
In view of the advances in the structure and classification theory of nu-
clear C∗-algebras—cf. [GLN15], [EGLN15], [Win16] and [TWW15]—it is
particularly relevant how Rokhlin dimension behaves in connection with nu-
clear dimension in the sense of [WZ10], and with D-absorption, where D is a
strongly self-absorbing C∗-algebra; cf. [TW07]. These two concepts are very
closely related via the Toms-Winter conjecture; cf. [ET08, Win12, SWW15].
Finite nuclear dimension is preserved under forming crossed products by
flows with finite Rokhlin dimension (and one can give concrete upper bounds;
see Theorem 3.5).
Theorem B. Let A be a separable C∗-algebra and let α : R → Aut(A) be
a flow. If the nuclear dimension of A and the Rokhlin dimension of α are
finite, then so is the nuclear dimension of the crossed product A⋊α R.
The situation for D-absorption (D strongly self-absorbing) is similar, just
as in [HWZ15]: D-absorption is preserved under forming crossed products
by flows with finite Rokhlin dimension with commuting towers; see Theo-
rem 5.3, which generalizes [HW07, Theorem 5.2] to the case of finite Rokhlin
dimension.
Theorem C. Let D be a strongly self-absorbing C∗-algebra. Let A be a sep-
arable, D-absorbing C∗-algebra and let α : R→ Aut(A) be a flow with finite
Rokhlin dimension with commuting towers. Then A⋊α R is D-absorbing.
For a non-unital C∗-algebra, it is also meaningful to ask whether it ten-
sorially absorbs the algebra of compact operators, i.e., when it is stable.
We show that, for crossed products by flows, this is always true under the
assumption of finite Rokhlin dimension (see Corollary 6.7).
Theorem D. Let A be a separable C∗-algebra with a flow α : R → Aut(A)
of finite Rokhlin dimension. Then A⋊α R is stable.
We already pointed out that the concept of finite Rokhlin dimension gen-
eralizes Kishimoto’s Rokhlin property, which is particularly interesting and
relevant for noncommutative C∗-dynamical systems. However, it turns out
that finite Rokhlin dimension also plays an important role in the classical
setting of flows on locally compact spaces. It is easy to see that for such
flows finite Rokhlin dimension implies freeness (i.e., every point is only left
fixed by the neutral element). What is arguably our main result says that
for finite dimensional spaces the converse holds (cf. Corollary 9.1 and 9.2):
Theorem E. Let Y be a locally compact and metrizable space with finite
covering dimension and let Φ be a free flow on Y . Then the induced flow on
C0(Y ) has finite Rokhlin dimension. As a consequence, the crossed product
C∗-algebra C0(Y )⋊R has finite nuclear dimension.
The proof is intricate, and is based on high-powered technology (called
the flow space construction) developed by Bartels, Lu¨ck and Reich [BLR08]
in the context of their work on the Farrel-Jones conjecture (we actually use
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the version given by Kasprowski and Ru¨ping in [KR15a]). The statement of
the result (free flows on finite dimensional spaces have finite Rokhlin dimen-
sion) is completely analogous to Szabo´’s [Sza15a]. However, the proofs are
quite different, and we find it most remarkable that both arguments import
high-end machinery that was developed for entirely different purposes—
the Farrell-Jones conjecture for hyperbolic groups in our case, and Gut-
man’s marker property from [Gut15b, Gut15a], which is based on [Lin99],
in Szabo´’s case.
Upon returning to the associated C∗-algebras, we then combine our re-
sults with recent progress in Elliott’s classification program for nuclear C∗-
algebras. The outcome is a far-reaching classification theorem for crossed
product C∗-algebras associated to free and minimal flows on finite dimen-
sional spaces, analogous to that of [TW13] (see also [TW09]): whenever
the crossed products are Morita equivalent to unital C∗-algebras, they are
classified by their Elliott invariant (cf. Corollary 9.3).
Theorem F. Let Y be a locally compact and metrizable space and Φ a
flow on Y . Suppose that Y has finite covering dimension and Φ is free and
minimal. Then the crossed product C0(Y )⋊R is classifiable in the sense of
Elliott, provided that it contains a nonzero projection.
When the space is a compact manifold, the invariant boils down to topo-
logical K-theory together with the Ruelle-Sullivan map, a natural pairing
with the space of invariant probability measures. Thanks to [Con81], the
invariant is very computable, and known in many situations.
The existence of some nonzero projection is a minimum requirement for
the current state of the art of the classification program, which is not yet
developed far enough to yield a result of similar strength for stably projec-
tionless C∗-algebras. The condition is in particular satisfied for uniquely
ergodic smooth flows on compact manifolds, provided the Ruelle-Sullivan
current associated to the measure yields a nontrivial class in the first co-
homology group; cf. [Con81, KP06]. We also provide another condition in
terms of compact transversal subsets of the flow, which naturally produces
nontrivial projections in the crossed product.
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tels, Hiroki Matui, Joav Orovitz, N. Christopher Phillips, Mikael Rørdam,
Yasuhiko Sato, Claude Schochet, and Joachim Zacharias for various inspir-
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in 2013/14 in Mu¨nster, which helped us a great deal to better understand
the flow space construction of [BLR08]. Finally, we would like to thank the
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helpful and detailed comments on the first submitted version.
1. Preliminaries
Let us start by fixing some notations and conventions that we use in this
paper, and by recalling some definitions.
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Notation 1.1. Let A be a C∗-algebra. We denote by ℓ∞(N, A) the C∗-
algebra of all norm-bounded sequences with values in A, and by c0(N, A) the
C∗-subalgebra of all null sequences. The sequence algebra of A is defined as
the quotient A∞ = ℓ
∞(N, A)/c0(N, A). One views A as embedded into A∞
as (equivalence classes of) constant sequences in ℓ∞(N, A). We shall refer
to this as the standard embedding of A and sometimes write ιA : A→ A∞.
Every automorphism φ ∈ Aut(A) naturally induces an automorphism ℓ∞(φ)
on ℓ∞(N, A) by componentwise application of φ. This automorphism leaves
the ideal c0(N, A) invariant, and therefore induces an automorphism φ∞ of
A∞.
Now let G be a locally compact group. For a point-norm continuous action
α : G → Aut(A) of G on A, the map ℓ∞(α) : G → Aut(ℓ∞(N, A)) given by
g 7→ ℓ∞(αg) again yields an action. Likewise, the map α∞ : G→ Aut(A∞)
given by g 7→ αg,∞ yields an action. However, given x ∈ ℓ∞(N, A), the map
g 7→ ℓ∞(αg)(x) need not be continuous in general. We thus consider the
C∗-subalgebra ℓ∞,(α)(N, A) of elements x for which this map is continuous.
With an elementary ε/2-argument, one can see that c0(N, A) ⊂ ℓ∞,(α)(N, A).
We thus define A
(α)
∞ = ℓ∞,(α)(N, A)/c0(N, A) ⊂ A∞. Then the restriction of
α∞ yields a point-norm continuous action of G on A
(α)
∞ . Clearly the image
of the standard embedding of A is in A
(α)
∞ , so we can view ιA also as a map
into A
(α)
∞ .
Remark 1.2. As an alternative to the above, we might also have defined
A
(α)
∞ ⊂ A∞ as the C∗-algebra consisting of those elements x ∈ A∞ for
which the assignment g 7→ α∞,g(x) yields a norm-continuous map from G
to A∞. In fact, these two definitions coincide as long as we assume α to be
point-norm continuous. This follows from [Bro00, Theorem 2].
The following two observations will be useful throughout the paper; the
crossed products in question are the full ones.
Lemma 1.3. Let A be a C∗-algebra, let G be a locally compact group and
let α : G→ Aut(A) be a point-norm continuous action. Then there exists a
natural ∗-homomorphism Φ : A
(α)
∞ ⋊α∞ G → (A ⋊α G)∞ that is compatible
with the standard embeddings in the sense that Φ ◦ (ιA ⋊G) = ιA⋊αG.
Proof. Despite slight abuse of notation, let us denote the constant sequence
embedding of A into either ℓ∞(N, A) or ℓ∞,(α)(N, A) by ιA.
Consider the evaluation maps evn : ℓ
∞(N, A)→ A given by evn
(
(ak)k
)
=
an for n ∈ N. These are clearly ℓ∞(α) − α equivariant. In particular,
restricting to the continuous part evn : ℓ
∞,(α)(N, A)→ A yields an equivari-
ant ∗-homomorphism. Consider the induced ∗-homomorphism between the
crossed products evn⋊G : ℓ
∞,(α)(N, A) ⋊ℓ∞(α) G → A⋊α G. Writing these
into a sequence, we obtain a ∗-homomorphism
Ψ = (evn⋊G)n : ℓ
∞,(α)(N, A)⋊ℓ∞(α) G→ ℓ∞(N, A⋊α G) ,
which is clearly compatible with the embeddings A ⊂ ℓ∞,(α)(N, A) and A⋊α
G ⊂ ℓ∞(N, A⋊α G) in the sense that Ψ ◦ (ιA ⋊G) = ιA⋊αG.
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Now by definition, we have an equivariant short exact sequence
0 // c0(N, A) // ℓ
∞,(α)(N, A) // A
(α)
∞
// 0.
Applying the ∗-homomorphism constructed above and considering that it is
a canonical isomorphism between c0(N, A) ⋊ℓ∞(α) G and c0(N, A⋊α G), we
get an induced ∗-homomorphism, as illustrated by the following diagram:
0 // c0(N, A)⋊ℓ∞(α) G //
Ψ ∼=

ℓ∞,(α)(N, A)⋊ℓ∞(α) G //
Ψ

A
(α)
∞ ⋊α∞ G //
Φ

✤
✤
✤
0
0 // c0(N, A⋊α G) // ℓ
∞(N, A⋊α G) // (A⋊α G)∞ // 0.
The identity Φ◦(ιA⋊G) = ιA⋊αG then follows from the analogous one which
holds for Ψ. 
Lemma 1.4. Let A and B be C∗-algebras, let G be a locally compact group
and let α : G → Aut(A) and β : G → Aut(B) be point-norm continuous
actions. Let ϕ : A→ B be an α−β equivariant c.p.c. order zero map. Then
there is an induced c.p.c. order zero map ϕ⋊G : A⋊α G→ B ⋊β G.
In fact, for every k ∈ N, the full crossed product construction is func-
torial with respect to sums of k c.p. order zero maps via the assignment∑k
j=1 ϕ
(j) 7→∑kj=1 ϕ(j) ⋊G.
Proof. If (A,α,G) is any C∗-dynamical system, denote by
ια : A→M(A⋊α G) and λα : C∗(G)→M(A⋊α G)
the two ∗-homomorphisms coming from the canonical covariant representa-
tion on A ⋊α G. If S ⊂ A is some generating set for A, then the elements
ια(a)λα(f) ∈ A ⋊α G, for a ∈ S and f ∈ Cc(G), generate A ⋊α G as a
C∗-algebra.
Now let us prove the assertion. By the structure theorem for order
zero maps [WZ09, Corollary 4.1], there is a (unique) ∗-homomorphism ψ :
C0((0, 1], A) → B such that ψ(id[0,1]⊗a) = ϕ(a) for all a ∈ A. Equipping the
cone over A with the action Cα = (idC0(0,1] ⊗ α) : G → Aut(C0((0, 1], A)),
we see that ψ is equivariant, when restricted to the subset id[0,1] ⊗ A, be-
cause ϕ was assumed to be α−β equivariant. But since id[0,1]⊗A generates
C0((0, 1], A) as a C
∗-algebra, it follows that in fact ψ must be Cα− β equi-
variant. This induces a ∗-homomorphism
ψ ⋊G : C0((0, 1], A) ⋊Cα G→ B ⋊β G
by functoriality of the full crossed product. Recall that on the aforemen-
tioned generators, we have
(ψ⋊G)(ιCα(x)λCα(f)) = ιβ(ψ(x))λβ(f) for all x ∈ C0((0, 1], A), f ∈ Cc(G).
Keeping in mind the definition of the action Cα, we have a natural isomor-
phism µ : C0
(
(0, 1], (A ⋊α G)
)→ C0((0, 1], A) ⋊Cα G via
µ
(
id[0,1] ⊗ (ια(a)λα(f))
)
= ιCα(id[0,1] ⊗ a)λCα(f) for all a ∈ A, f ∈ Cc(G).
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Now set (ϕ ⋊ G)(x) = (ψ ⋊ G) ◦ µ(id[0,1] ⊗ x) for all x ∈ A ⋊α G. On the
generators, it is simply given by
(ϕ⋊G)(ια(a)λα(f)) = ιβ(ϕ(a))λβ(f) for all a ∈ A, f ∈ Cc(G).
It now follows that the assignment
∑k
j=1 ϕj 7→
∑k
j=1 ϕj ⋊ G is also well-
defined and shows that the full crossed product is functorial with respect to
sums of k c.p. order zero maps for any k ∈ N. 
For both technical and conceptual reasons, it will be useful in this paper
to make use of Kirchberg’s variant of the central sequence algebra [Kir06]
instead of the ordinary one. One crucial advantage of using this algebra is
that it is unital, even if the underlying C∗-algebra is not. Kirchberg’s central
sequence algebra models the approximate behavior of bounded sequences
with respect to the strict topology rather than the norm topology.
Definition 1.5 (following [Kir06, Definition 1.1]). Let A be a C∗-algebra.
Denote
Ann(A,A∞) = {x ∈ A∞ | xA = Ax = {0}}.
Since any x ∈ Ann(A,A∞) is in the commutant of A, this C∗-algebra is a
closed two sided ideal in
A∞ ∩A′ = {x ∈ A∞ | xa = ax for all a ∈ A}.
The (corrected) central sequence algebra of A is defined as the quotient
F∞(A) = (A∞ ∩A′)/Ann(A,A∞).
Remark 1.6. Note that if A is σ-unital, then this is a unital C∗-algebra,
the unit coming from any countable approximate unit of A; see [Kir06,
Proposition 1.9(3)]. Moreover, we have F∞(A) = A∞ ∩A′, if A is unital.
Notation 1.7. Let A be a C∗-algebra and φ ∈ Aut(A) an automorphism.
Then φ∞(A∞ ∩A′) = A∞ ∩A′ and φ∞(Ann(A,A∞)) = Ann(A,A∞). This
gives rise to an automorphism φ˜∞ on F∞(A).
Let G be a locally compact group. Given a point-norm continuous action
α : G → Aut(A), the assignment g 7→ α˜g,∞ gives rise to an action α˜∞ on
F∞(A). As before, this action need not be point-norm continuous in general.
We thus define the continuous central sequence algebra of A with respect to
α as
F (α)∞ (A) = {x ∈ F∞(A) | g 7→ α˜∞,g(x) is continuous}.
Remark 1.8. Given a point-norm continuous action α : G → Aut(A) of a
locally compact group on a unital C∗-algebra, it follows from Remarks 1.2
and 1.6 that F
(α)
∞ (A) = A
(α)
∞ ∩A′ and that α˜∞ agrees with α∞.
Remark 1.9 (cf. [Kir06, Definition 1.1]). Let A be a C∗-algebra. One has
a canonical ∗-homomorphism
F∞(A)⊗max A→ A∞ via (x+Ann(A,A∞))⊗ a 7→ x · a.
If A is σ-unital, this map sends 1 ⊗ a to a for all a ∈ A. Now if α : G →
Aut(A) is a point-norm continuous action of a locally compact group, then
the above ∗-homomorphism is (α˜∞ ⊗ α) − α∞ equivariant. In view of Re-
mark 1.2, the map restricts to an equivariant ∗-homomorphism
F (α)∞ (A)⊗max A→ A(α)∞ .
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The following lemma by Kasparov, which asserts that every point-norm
continuous action on a C∗-algebra admits approximately invariant approxi-
mate units, will be useful on several occasions in this paper:
Lemma 1.10 ([Kas88, Lemma 1.4]). Let A be a σ-unital C∗-algebra, G a
σ-compact, locally compact group and α : G→ Aut(A) a point-norm contin-
uous action. Then there exists an approximate unit (en)n∈N for A such that
‖αg(en)− en‖ → 0 uniformly on compact subsets of G.
We fix some terminology and notation for actions of R.
Notation 1.11. A flow on a C∗-algebra A is a point-norm continuous ac-
tion α : R → Aut(A), that is, we have αt+s = αt ◦ αs for all s, t ∈ R, and
for every a ∈ A, the map t 7→ αt(a) is a norm-continuous function from R
to A. A topological flow on a locally compact Hausdorff space is a group
homomorphism Φ from R to the homeomorphism group of X that is contin-
uous in the sense that (t, x) 7→ Φt(x) is a continuous function from R ×X
to X. The associated flow α on C0(X) is given by αt(f) = f ◦Φ−t, and the
continuity requirement on Φ ensures that α is point-norm continuous. We
say that a topological flow Φ is free if it has no periodic points, that is, the
map t 7→ Φt(x) is injective for every x ∈ X.
Notation 1.12. Let A be a C∗-algebra, and let α : R → Aut(A) be a
flow. The twisted convolution algebra is the space L1(R, A) of equivalence
classes of weakly measurable functions (that is, functions f : R → A such
that ϕ ◦ f is Borel for any ϕ ∈ A∗, such that ‖f‖L1 =
∫
R
‖f(t)‖dt < ∞,
and where we identify functions which agree except for a set of measure
zero), with the convolution product given by the weak integral f ∗ g(t) =∫
R
f(s)αs(g(t − s))ds and involution f˜(t) = αt(f(−t)∗). The convolution
algebra acts on the left regular representation Hilbert A-module L2(R, A)
by twisted convolution, as in the previous formula. The closure of those
convolution operators is isomorphic to the crossed product. The compactly
supported continuous A-valued functions Cc(R, A) form a dense subalgebra
of L1(R, A), and therefore its image is dense in A ⋊α R. (It is sufficient
to consider Cc(R, A) for the definition and some computations, however in
order to discuss spectra of actions, one requires functions which are not
compactly supported.)
Let α̂ be the dual action of R̂ ∼= R on the crossed product A⋊αR. Takai’s
duality theorem states that A ⋊α R ⋊α̂ R ∼= A ⊗ K(L2(R)) and we will
sometimes write R̂ for the second copy of R to make it clear which copy we
mean. We denote by σ the shift flow on C0(R) given by σt(f)(s) = f(s− t)
for all f ∈ C0(R) and for all s, t ∈ R. For the induced action σ ⊗ α : R →
Aut(C0(R)⊗A), there is a natural isomorphism
(C0(R)⊗A)⋊σ⊗α R ∼= A⋊α R⋊α̂ R̂.
See [Ped79, Lemma 7.9.2].
Notation 1.13. To simplify some of the formulas in this paper, we write
dim+1nuc(A) = dimnuc(A) + 1 and use the analogous notation for the other
various notions of dimension that appear in the paper.
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The following is a technical characterization of nuclear dimension that we
will use later on; the statement is well-known and we include a proof only
for convenience.
Lemma 1.14. Let A be a C∗-algebra, and let d, n > 0. Denote by ι : A →
A∞ the canonical inclusion as constant sequences. Suppose that for every
finite set F ⊆ A and for any ε > 0, there exists a C∗-algebra B = BF ,ε with
dimnuc(B) ≤ d, a c.p.c. map ϕ : A → B and a family of c.p.c. order zero
maps ψ(0), ψ(1), . . . , ψ(n) : B → A∞ such that∥∥∥∥∥ι(x)−
n∑
j=0
ψ(j)(ϕ(x))
∥∥∥∥∥ ≤ ε
for all x ∈ F . Then
dim+1nuc(A) ≤ (d+ 1)(n + 1).
The analogous statement with decomposition rank instead of nuclear dimen-
sion holds, if we require that furthermore∥∥∥∥∥
n∑
j=0
ψ(j)
∥∥∥∥∥≤ 1.
Proof. Let F ⊂ A and ε > 0 be given. Choose a C∗-algebra B with
dimnuc(B) ≤ d and maps ϕ : A → B, ψ(0), . . . , ψ(n) : B → A∞ as in
the statement with ‖ι(x) −∑nj=0ψ(j)(ϕ(x))‖ ≤ ε for all x ∈ F . Now find
a finite dimensional C∗-algebra F , a c.p.c. map κ : B → F and c.p.c. order
zero maps µ(0), . . . , µ(d) : F → B with ‖ϕ(x) −∑dl=0 µ(l)(κ(ϕ(x)))‖ ≤ ε for
all x ∈ F .
This implies that∥∥∥∥∥∥ι(x)−
n∑
j=0
d∑
l=0
ψ(j) ◦ µ(l) ◦ κ ◦ ϕ(x)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥ι(x)−
n∑
j=0
ψ(j)(ϕ(x))
∥∥∥∥∥∥
+
∥∥∥∥∥∥
n∑
j=0
ψ(j)
(
ϕ(x)−
d∑
l=0
µ(l)(κ(ϕ(x)))
)∥∥∥∥∥∥
≤ ε+ (n+ 1)ε
= (n+ 2)ε.
Notice that the maps ψ(j)◦κ(l) : F → A∞ for j = 0, . . . , n and for l = 0, . . . , d
are c.p.c. order zero. Recall that by [KW04, Remark 2.4]), sums of k c.p.
order zero maps from finite dimensional C∗-algebras can be lifted to sums
of k c.p. order zero maps for all k ∈ N. In particular, we can find an
(n + 1)(d + 1)-decomposable, completely positive lift Ψ = (Ψm)m : F →
ℓ∞(N, A) for
∑n
j=0
∑d
l=0 ψj ◦ κl : F → A∞. Because it is a lift, we have
lim sup
m→∞
‖x−Ψm ◦ κ ◦ ϕ(x)‖ ≤ (n+ 2)ε
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for all x ∈ F . In particular, we can choose some m ∈ N with
‖x−Ψm ◦ κ ◦ ϕ(x)‖ ≤ (n+ 3)ε
for all x ∈ F . As Ψm is decomposable into a sum of (n + 1)(d + 1) c.p.
order zero maps and F and ε were arbitrary, this now shows dim+1nuc(A) ≤
(n+ 1)(d + 1).
For the second statement, assume that the sum
∑n
j=0 ψ
(j) can always be
chosen to be a contraction. If F and ε are arbitrary, choose B as above
with dr(B) ≤ d. Then the sum ∑dl=0 µ(l) from above can be chosen to be a
contraction, and then the map
∑n
j=0
∑d
l=0 ψ
(j) ◦κ(l) is also a contraction. In
this case, the lift Ψ = (Ψm)m can also be chosen to consist of contractions,
thus leading to dr+1(A) ≤ (n+ 1)(d + 1) with the same argument. 
2. Rokhlin flows and Rokhlin dimension
We recall the definition of a Rokhlin flow from [Kis96].
Definition 2.1. Let A be a separable, unital C∗-algebra, and let α : R →
Aut(A) be a flow. We say that α has the Rokhlin property, or is a Rokhlin
flow, if for any p ∈ R, there exists a unitary v ∈ A(α)∞ ∩ A′ such that
α∞,t(v) = e
iptv for all t ∈ R.
Remark 2.2. Fix M > 0, and let λt be the R-shift on C(R/MZ) given
by λt(f)(x) = f(x − t). Of course, for different M , the notation λ means
something else. We will suppress the M to lighten notation, as most of
the arguments will involve a fixed M . Note that the Rokhlin property can
be phrased as follows. The flow α has the Rokhlin property if and only if
for any M > 0, there exists a unital λ − α∞ equivariant ∗-homomorphism
C(R/MZ)→ A(α)∞ ∩A′.
There are interesting and important examples of Rokhlin flows; see [Kis96]
for flows on noncommutative tori, and [Kis02, Kis00, BKR07] for flows on
Cuntz algebras. At the same time, there areK-theoretic obstructions to hav-
ing Rokhlin flows on C∗-algebras, and thus they are less common than single
automorphisms with the Rokhlin property. This may not be so surprising
because the definition of the Rokhlin property for flows can be thought of as
an analogue of the definition of the cyclic Rokhlin property for a single au-
tomorphism, in which the Rokhlin projections consist of one cyclic tower of
any prescribed height. This restricted form of the Rokhlin property for sin-
gle automorphisms does come with severe K-theoretic obstructions, e.g. the
K0-group has to be divisible in certain cases. For the case of Rokhlin flows,
there is a more subtle obstruction. This was observed in a remark on the
top of page 600 of [Kis96]. We establish an obstruction of this type here.
We first require a lemma concerning the existence of an unbounded trace on
crossed products. We recall that an unbounded, densely defined trace τ on
A is said to be faithful if τ(a) > 0 for any positive nonzero element a in the
domain of τ .
Lemma 2.3. Let A be a unital C∗-algebra that admits a tracial state. Let
α : R → Aut(A) be a flow on A. If A ⋊α R is simple, then A ⋊α R has a
faithful, densely defined unbounded trace.
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Proof. For any τ ∈ T (A), and any a ∈ A, the map t 7→ τ(αt(a)) is continu-
ous. For every M > 0, we can thus make sense of a Riemann integral
τM (a) =
1
2M
∫ M
−M
τ(αt(a)) dt.
Being an average of tracial states, τM is a tracial state as well. Starting
with any given trace, since A is unital, any weak-∗ cluster point of the
family (τn)n∈N is an α-invariant tracial state.
Now, assume that τ is an α-invariant tracial state on A. Consider the
twisted convolution algebra Cc(R, A), with product
f ∗ g(t) =
∫
R
f(s)αs(g(t − s))ds.
By definition, this is a dense subalgebra of the crossed product A⋊αR. For
f ∈ Cc(R, A), we define ζ : Cc(R, A)→ C by
ζ(f) = τ(f(0)).
We check that τ is an unbounded trace. Using the fact that τ is a trace
in the third row, and that τ is α-invariant in the fifth, we see that, for
f, g ∈ Cc(R, A),
ζ(f ∗ g) = τ
(∫
R
f(s)αs(g(−s))ds
)
=
∫
R
τ (f(s)αs(g(−s))) ds
=
∫
R
τ (αs(g(−s))f(s)) ds
=
∫
R
τ (α−x(g(x))f(−x)) dx
=
∫
R
τ ((g(x))αx(f(−x))) dx = ζ(g ∗ f).
Furthermore, noting that the adjoint of f is given by f˜(x) = αx(f(−x)∗),
we have
ζ(f ∗ f˜) =
∫
R
τ
(
f(s)αs(f˜(−s))
)
ds
=
∫
R
τ (f(s)f(s)∗) ≥ 0
and thus τ is positive. That ζ is unbounded follows from the fact that
‖f‖L1 ≥ ‖f‖A⋊αR, and the restriction of ζ to Cc(R,C) ⊆ Cc(R, A) is just a
point evaluation, which is well-known to be unbounded in the L1-norm.
Since A⋊α R is simple, this trace is faithful. To see that, pick a nonzero
positive element a ∈ A ⋊α R such that ∞ > dτ (a) > 0, recalling dτ (a) =
limn→∞ τ(a
1/n). Then the restriction of τ to the hereditary subalgebra
generated by a is bounded and hence faithful. Any nonzero positive element
b in the domain of τ is dominated by a positive element a in the domain
with τ(a) > 0. (Pick any positive element c such that τ(c) > 0 and set
a = b+ c.) Therefore τ(b) > 0 as well. 
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Proposition 2.4. Let A be a separable, unital C∗-algebra. Suppose that α
is a flow on A such that A ⋊α R is simple. If α is a Rokhlin flow, then
A⋊α R has a nontrivial projection. If A furthermore admits a tracial state,
then K1(A) is nontrivial.
Proof. Let α : R → Aut(A) be a flow as given in the statement. Let v ∈
A
(α)
∞ ∩A′ be a unitary with α∞,t(v) = e2πitv for all t ∈ R. Then there exists
a λ−α∞ equivariant unital ∗-homomorphism ϕ : C(R/Z)→ A(α)∞ ∩A′, which
identifies C(R/Z) with C∗(v). (Note that since α∞,t(v) = e
2πitv for all t,
and automorphisms preserve spectra, the spectrum of v is necessarily the full
unit circle.) By Lemma 1.3, this in turn induces a nonzero ∗-homomorphism
π : C(R/Z)⋊λ R→ A(α)∞ ⋊α∞ R→ (A⋊α R)∞.
By Green’s Imprimitivity Theorem, we have an isomorphism C(R/Z)⋊λ
R ∼= C(T)⊗K (one can compute this directly as well).
Thus, there exists a nonzero projection in π(C(R/Z)⋊λR) ⊆ (A⋊αR)∞.
Since being a projection is a stable relation, it follows that there exists a
nonzero projection p ∈ A⋊α R.
If A is furthermore assumed to admit a tracial state, then by Lemma 2.3,
A ⋊α R admits a densely defined, faithful, unbounded trace. By using the
pairing between traces and the K0-group, we therefore get K0(A⋊αR) 6= 0.
By Connes’ analogue of the Thom isomorphism, we have K1(A) ∼= K0(A⋊α
R), and in particular, we have K1(A) 6= 0. 
Example 2.5. Suppose that Φ is a smooth, minimal flow on a smooth
compact manifold M with H1(M ;Z) = 0. Let α be the induced flow on
C(M) and τ a densely defined, unbounded trace on C(M)⋊α R induced by
an invariant probability measure on M . By [Con81, Corollary 2], the image
of the pairing of τ and K0(C(M)⋊αR) is trivial. Since there exist invariant
probability measures on M , and C(M) ⋊α R is simple, any such trace τ is
faithful. Therefore, C(M) ⋊α R is stably projectionless. In particular, α is
not a Rokhlin flow. Examples of manifolds M with those properties include
products of two odd spheres M = Sn × Sm where n,m are odd numbers
greater than 1, as those admit free actions of T2; see [FH77, Theorem 2].
We now turn to our main definition.
Definition 2.6. Let A be a separable C∗-algebra with a flow α : R →
Aut(A). The Rokhlin dimension of α is the smallest natural number d ∈ N,
such that the following holds: for every p ∈ R, there exist normal contrac-
tions x(0), x(1), . . . , x(d) ∈ F (α)∞ (A) with x(0)∗x(0) + · · · + x(d)∗x(d) = 1 and
α˜∞,t(x
(j)) = eiptx(j) for all t ∈ R and for j = 0, . . . , d. In this case, we
write dimRok(α) = d. If no such number exists, we say that the Rokhlin
dimension is infinite.
Remark 2.7. In Definition 2.6, one could just as well only require the given
condition for p > 0. For p = 0 the condition always holds by taking x(0) = 1
and x(j) = 0 for j > 0. If x(0), . . . , x(d) satisfy the conditions for a given p,
then x(0)∗, . . . , x(d)∗ satisfy the required conditions with −p instead of p.
We list some more easy variations of Definition 2.6.
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Lemma 2.8. Let A be a separable C∗-algebra with a flow α : R → Aut(A)
and let d ∈ N. The following are equivalent:
(1) The action α has Rokhlin dimension at most d.
(2) For any p ∈ R, there are contractions x(0), x(1), . . . , x(d) ∈ A∞ ∩A′ such
that
(a) x(j)x(j)∗a = x(j)∗x(j)a for all j = 0, 1, . . . , d and for all a ∈ A.
(b)
∑d
j=0 x
(j)x(j)∗a = a for all a ∈ A.
(c) α∞,t(x
(j))a = eiptx(j)a for all j, for all t ∈ R and for all a ∈ A.
(3) For any p ∈ R and for any separable C∗-subalgebra E ⊂ A∞, there are
contractions x(0), . . . , x(d) ∈ A∞ ∩ E′ such that
(a) x(j)x(j)∗a = x(j)∗x(j)a for all j = 0, 1, . . . , d and for all a ∈ E.
(b)
∑d
j=0 x
(j)x(j)∗a = a for all a ∈ E.
(c) α∞,t(x
(j))a = eiptx(j)a for all j, for all t ∈ R and for all a ∈ E.
(4) Condition (2) holds when we furthermore require that x(0), . . . , x(d) are
in the subalgebra A
(α)
∞ ∩A′.
(5) For any p, T, δ > 0 and any finite set F ⊂ A, there are contractions
x(0), . . . , x(d) ∈ A satisfying:
(a)
∥∥a(αt(x(l))− eipt · x(l))∥∥ ≤ δ for all l = 0, . . . , d, for all t ∈ [−T, T ]
and for a ∈ F .
(b)
∥∥∥a− a ·∑dl=0 x(l)x(l)∗∥∥∥ ≤ δ for all a ∈ F .
(c)
∥∥[x(l), a]∥∥ ≤ δ for all l = 0, . . . , d and a ∈ F .
(d)
∥∥a[x(l), x(l)∗]∥∥ ≤ δ for all l = 0, . . . , d and a ∈ F .
In fact, it suffices to consider T = 1 or any other positive number.
Moreover, it is enough to verify this condition for finite sets F from a
prescribed dense subset of A≤1.
If A is unital, one can simplify conditions (2), (3) and (5a), (5b), (5d), as
it suffices to consider a = 1.
Proof. (1) ⇐⇒ (5): This is straightforward, by unraveling the definition in
terms of representing bounded sequences of elements in the central sequence
algebra.
(1) =⇒ (2): This follows directly by lifting the elements x(0), . . . , x(d)
that appear in Definition 2.6 to elements in A∞.
(2) =⇒ (3): This follows from a standard reindexation argument.
(3) =⇒ (4): Apply Lemma 1.10 to choose a positive contraction e ∈
A∞ that is fixed under α∞ and satisfies ea = ae = a for all a ∈ A. Let
p ∈ R. Apply (3) to E = C∗(A ∪ {e}) and choose x(0), . . . , x(d) ∈ A∞ ∩ E′
accordingly. For all j = 0, . . . , d, the products y(j) = x(j)e yield elements in
A∞ ∩A′ satisfying all the properties of (2) for p. Moreover, we have
α∞,t(y
(j)) = α∞,t(x
(j)e) = α∞,t(x
(j))e = eiptx(j)e = eipty(j).
In particular, we have y(j) ∈ A(α)∞ ∩A′ by appealing to Remark 1.2.
(4) =⇒ (1): Having chosen x(0), . . . , x(d) ∈ A(α)∞ ∩ A′ with the given
properties, consider the corresponding elements y(j) = x(j)+Ann(A,A∞) ∈
F
(α)
∞ (A) for j = 0, . . . , d. These will satisfy the properties required by Defi-
nition 2.6. 
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Lemma 2.9. Let A be a separable C∗-algebra. Let α be a flow on A. If
B ⊆ A is an α-invariant, hereditary C∗-subalgebra, then dimRok(α|B) ≤
dimRok(α).
Proof. We may assume that α has finite Rokhlin dimension d = dimRok(α),
since otherwise there is nothing to show.
By Lemma 1.10, there exists an approximate unit (en)n∈N for B with
‖αt(en)− en‖ < 1/n for every t ∈ [−n, n] and for all n. Let e be the image
of the sequence (e1, e2, . . .) in B∞ ⊆ A∞. Notice that e is fixed under α∞. In
particular, we have e ∈ B(α)∞ . As B is hereditary, it follows that eA∞e ⊆ B∞.
Use Lemma 2.8 to find elements x(0), . . . , x(d) as in the statement (3), with
E = C∗(A∪{e}). Set y(j) = ex(j)e. Since e was chosen to satisfy eb = be = b
for all b ∈ B, it follows that the elements y(0), . . . , y(d) satisfy the conditions
of Lemma 2.8 (2) with B in place of A and with y(j) in place of x(j). 
Remark 2.10. As we mentioned in Remark 2.2 (in the case of unital A),
the definition of the Rokhlin property for flows requires that for any M > 0,
there exists a unital λ − α∞ equivariant ∗-homomorphism from C(R/MZ)
to A
(α)
∞ ∩A′, which then agrees with F (α)∞ (A) and α∞ agrees with α˜∞. Like-
wise, α has Rokhlin dimension d if and only if d is the smallest natural
number such that, for any M > 0, there are (d+ 1)-many λ− α˜∞ equivari-
ant c.p.c. order zero maps µ(0), µ(1), . . . , µ(d) : C(R/MZ) → F (α)∞ (A) with∑d
j=0 µ
(j)(1) = 1:
Let x(0), . . . , x(d) ∈ F (α)∞ (A) be normal contractions satisfying α˜∞,t(x(j)) =
e2πit/Mx(j) and x(0)∗x(0) + · · ·+ x(d)∗x(d) = 1. Notice that the universal C∗-
algebra generated by a normal contraction is isomorphic to the continuous
functions C0((0, 1] × T) on the unit disk vanishing at 0, and coincides with
the universal C∗-algebra generated by the order zero image of a unitary.
Identifying T ∼= R/MZ, it follows that for each j = 0, . . . , d, the normal
contraction x(j) ∈ F (α)∞ (A) induces a λ − α˜∞ equivariant c.p.c. order zero
map
C(R/MZ)→ F (α)∞ (A) via idC(R/MZ) 7→ x(j)|x(j)|.
This viewpoint will be the one that we use for the proof of Theorem 3.5.
We now consider the strong Connes spectrum of a flow with finite Rokhlin
dimension. We refer the reader to [Kis80] for details concerning the strong
Connes spectrum, and to [Ped79] for a detailed discussion of spectral theory
for actions (although it does not cover the strong Connes spectrum). We
recall a few definitions. Let α be a flow on a C∗-algebra A. For f ∈ L1(R)
and a ∈ A, we let
αf (a) =
∫ ∞
−∞
f(t)αt(a) dt .
For f ∈ L1(R), we let z(f) denote the zero set of the Fourier transform of
f . We set
Spα(a) =
⋂
{z(f) | αf (a) = 0} .
For any closed subset Ω ⊆ R̂, we set
Aα(Ω) = {a ∈ A | Spα(a) ⊆ Ω}
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and
A(Ω) = span{x∗ay | a ∈ A and x, y ∈ Aα(Ω)} .
The strong (Arveson) spectrum of α, denoted S˜p(α), is defined to be the set
of all ξ ∈ R̂ such that for any closed neighborhood Ω of ξ, one has A(Ω) = A.
Lastly, the strong Connes spectrum of α is defined to be
Γ˜(α) =
⋂
{S˜p(α|B) | B is a nonzero invariant hereditary subalgebra} .
Proposition 2.11. Let A be a separable C∗-algebra, and let α be a flow on
A with finite Rokhlin dimension. Then Γ˜(α) = R̂.
Proof. By Lemma 2.9, the restriction of α to any invariant hereditary sub-
algebra also has finite Rokhlin dimension. Thus, it suffices to show that if
α is a flow on a separable C∗-algebra A with finite Rokhlin dimension, then
S˜p(α) = R̂.
Fix p ∈ R̂. Use Lemma 2.8(4) to find x(0), . . . , x(d) ∈ F (α)∞ (A) as in Defini-
tion 2.6, but also admitting representatives in A
(α)
∞ . These are eigenvectors
for the action of α˜∞ on F
(α)
∞ (A), so for every f ∈ L1(R) and j = 0, 1, . . . , d,
we have
α˜∞,f (x
(j)) =
∫ ∞
−∞
f(t)α˜∞,t(x
(j)) dt = x(j)
∫ ∞
−∞
f(t)eipt dt = f̂(−p)x(j) .
Pick a closed neighborhood Ω of −p, and find a function f ∈ L1(R) such
that f̂ is supported in Ω and f̂(−p) = 1. Then x(j) = α˜∞,f (x(j)) for all j.
For every j, pick a lift x˜(j) = (x(j)(1), x(j)(2), . . .) ∈ ℓ∞,(α)(N, A). We can
replace x˜(j) by αf (x˜
(j)), and it is still a lift, so we may assume without loss
of generality that we have done so. If g ∈ L1(R) satisfies z(g) ⊇ Ω, then
g ∗ f = 0, because ĝ ∗ f = ĝ · f̂ = 0. For all j = 0, 1, . . . , d and all m, we
thus have αg(x
(j)(m)) = αg∗f (x
(j)(m)) = 0. So each x(j)(m) is in Aα(Ω).
Now, for any a ∈ A, we have
lim
m→∞
d∑
j=0
x(j)(m)∗x(j)(m)a = a
and limm→∞ x
(j)(m)a− ax(j)(m) = 0, and thus a ∈ A(Ω). Therefore −p ∈
S˜p(α). As p was arbitrary, we have S˜p(α) = R̂, as required. 
We recall that by [Kis80, Theorem 3.5], if α : R→ Aut(A) has full strong
Connes spectrum, then the crossed product A⋊αR is simple if and only if A
has no non-trivial α-invariant ideals. Thus, we have the following corollary.
Corollary 2.12. Let A be a separable C∗-algebra, and let α be a flow on A
with finite Rokhlin dimension. If A has no α-invariant ideals, then A⋊α R
is simple.
3. Nuclear dimension of crossed products
Let A be a C∗-algebra, and let α : R → Aut(A) be a flow. As before,
we let σ : R → Aut(C0(R)) be the shift flow. Fix M > 0, and let λ :
R → Aut(C(R/MZ)) be the shift modulo M . We consider the actions
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σ ⊗ α : R → Aut(C0(R) ⊗ A) and λ ⊗ α : R → Aut(C(R/MZ) ⊗ A). We
recall from Notation 1.12 that (C0(R)⊗A)⋊σ⊗α R ∼= A⊗K. Let
B0 ={f ∈ L1(R, C0((−M/2,M/2), A)) |
f(t)(x) = 0 whenever x− t 6∈ (−M/2,M/2)}
We can view C0((−M/2,M/2), A) as a subalgebra of C0(R, A), as well as a
subalgebra of C0(R/MZ, A), where the latter identification is obtained by
identifying
C(R/MZ, A) ∼= {f ∈ C([−M/2,M/2], A) | f(−M/2) = f(M/2)}.
With those identifications, we can view B0 as a closed, self-adjoint, lin-
ear subspace of the twisted convolution algebras L1(R, C0(R, A)) and of
L1(R, C(R/MZ, A)). Moreover, we have the following.
Claim 3.1. B0 is closed under the product operations of both of the algebras
L1(R, C0(R, A)) and L
1(R, C(R/MZ, A)), and the two restricted product op-
erations in fact coincide.
Proof. Let us first consider the product in L1(R, C0(R, A)), twisted by σ⊗α,
f ∗ g(t)(x) =
∫
R
f(s)(x)(σs ⊗ αs)(g(t − s))(x) ds
=
∫
R
f(s)(x)αs(g(t− s)(x− s)) ds.
If x − s 6∈ (−M/2,M/2) then f(s)(x) = 0 for f ∈ B0. Thus, the latter
integral can be rewritten as∫ x+M/2
x−M/2
f(s)(x)αs(g(t− s)(x− s)) ds.
If x − t 6∈ (−M/2,M/2) then (x − s) − (t − s) = x − t 6∈ (−M/2,M/2),
so g(t − s)(x − s) = 0 for g ∈ B0, and thus it follows for such x that
f ∗ g(t)(x) = 0, so f ∗ g ∈ B0.
If we consider instead the product twisted by λ⊗ α, then the expression
x−s above is considered moduloM . However, in the way that we represent
the integral, we choose s ∈ (x −M/2, x + M/2). Thus we have x − s ∈
(−M/2,M/2), and it does not need to be modified. Therefore, we get the
exact same expression. 
We denote by Bσ and Bλ the completions of B0 in (C0(R) ⊗ A) ⋊σ⊗α R
and in (C(R/MZ) ⊗ A) ⋊λ⊗α R, respectively. By representing those two
crossed product C∗-algebras using the standard left regular representation
module, the claim above shows that the norm of any f ∈ B0 is the same
in either completion. Thus, the identity function B0 → B0 extends to an
isomorphism
(3.1) ζ : Bσ → Bλ.
Let h ∈ C0(R) ⊆M(C0(R, A)) be the function defined as follows.
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Viewing h as an element of M((C0(R) ⊗ A) ⋊σ⊗α R), we can consider the
hereditary subalgebra of the crossed product given by h, that is,
Bh = h
(
(C0(R)⊗A)⋊σ⊗α R
)
h .
Notice that h and the C∗-algebras Bσ and Bλ depend on the choice of M .
We will write h(M), Bσ(M) and Bλ(M) if there is room for confusion, but
otherwise we suppress it so as to lighten notation.
Claim 3.2. With the notation as in the discussion above, we have Bh = Bσ.
Proof. We first show that if f ∈ L1(R, C0(R, A)), then h · f · h ∈ B0. For
t ∈ R, denote ht(x) = h(x − t). Notice that we have (f · h)(t) = f(t)ht.
So for every t, x ∈ R, we have (h · f · h)(t)(x) = f(t)(x)h(x − t)h(x),
and h(x − t)h(x) = 0 whenever x 6∈ (−M/2,M/2) and whenever x − t 6∈
(−M/2,M/2). Therefore, we have Bh ⊆ Bσ. It is easy to furthermore see
that h ·L1(R, C0(R, A)) · h is in fact dense in Bσ, and therefore we have the
reverse inclusion as well. 
Remark 3.3. Denote by h0 ∈ C(R/MZ) the function given by h on the in-
terval (−M/2,M/2). We caution the reader that, even if the notational sim-
ilarity might suggest so, Bλ is not h0
(
(C(R/MZ)⊗A)⋊λ⊗α R
)
h0. In fact,
Bλ is generally not even a hereditary subalgebra of (C(R/MZ)⊗A)⋊λ⊗αR.
We record the following immediate fact.
Claim 3.4. Let h0 be as in Remark 3.3 above. Denoting h1 = λM/2(h0),
we have h0 + h1 = 1.
We now come to the main result of this section, which asserts that tak-
ing crossed products by flows with finite Rokhlin dimension preserves the
property of having finite nuclear dimension. This is the analogue for flows
of [HWZ15, Theorem 4.1].
Theorem 3.5. Let A be a separable C∗-algebra and let α : R→ Aut(A) be
a flow. Then we have
dim+1nuc(A⋊α R) ≤ 2 · dim+1Rok(α) · dim+1nuc(A).
Proof. We may assume that both the Rokhlin dimension of α and the nuclear
dimension of A are finite, as there is otherwise nothing to show. Denote
d = dimRok(α). Fix a finite set F ⊆ A⋊α R, and fix ε > 0. We may assume
without loss of generality that F ⊆ Cc(R, A), and fix m > 0 such that all
elements of F are supported in the interval (−m,m). Denote
(3.2) L = sup
x∈F
‖x‖L1 .
For the rest of this proof, we adopt the notations that we introduced
in the beginning of this section. We pick M > 0 large enough such that
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h = h(M) satisfies
(3.3) ‖h1/2 − σt(h)1/2‖ < ε
2L(d+ 1)
for all t ∈ [−m,m].
Using Remark 2.10 and find λ− α˜∞ equivariant c.p.c. order zero maps
µ(0), . . . , µ(d) : C(R/MZ)→ F (α)∞ (A)
with
µ(0)(1) + · · ·+ µ(d)(1) = 1.
In view of Remark 1.9, each map µ(j) induces a λ ⊗ α − α∞ equivariant
c.p.c. order zero map η(j) : C(R/MZ) ⊗ A → A(α)∞ . Moreover, the identity
µ(0)(1) + · · · + µ(d)(1) = 1 implies
(3.4) η(0)(1⊗ a) + · · ·+ η(d)(1⊗ a) = a
for all a ∈ A. Applying Lemma 1.4, these maps give rise to c.p.c. order zero
maps between the crossed products
η(j) ⋊R : (C(R/MZ)⊗A)⋊λ⊗α R→ A(α)∞ ⋊α∞ R
that satisfy the equation
(3.5)
d∑
j=0
(η(j) ⋊R) ◦ ((1⊗ idA)⋊R) =
 d∑
j=0
η(j) ◦ (1⊗ idA)
 ⋊R (3.4)= idA⋊αR.
Let Bσ and Bλ be as above, and let h ∈ C0(R) ∼= C∗(R̂) be as above as
well. We define a completely positive contraction
ϕ : A⋊α R→ Bσ ⊆ A⋊α R⋊α̂ R̂ via ϕ(a) = h1/2ah1/2.
(The inclusion Bσ ⊆ A ⋊α R ⋊α̂ R̂ is as in Claim 3.2 and the preceding
discussion, using Notation 1.12.)
We now define c.p.c. order zero maps
ζ0, ζ1 : Bσ → (C(R/MZ)⊗A)⋊λ⊗α R
as follows. We first define ζ0 to be the isomorphism ζ given in (3.1) above:
ζ0 = ζ : Bσ
∼=−→ Bλ ⊆ (C(R/MZ)⊗A)⋊λ⊗α R .
For ζ1, we first note that the automorphism λM/2⊗ id ∈ Aut(C(R/MZ)⊗A)
commutes with λt⊗αt for all t. This gives rise to an automorphism λ˜M/2 =
(λM/2 ⊗ id)⋊R of (C(R/MZ)⊗A)⋊λ⊗α R. Now, we define
ζ1 = λ˜M/2 ◦ ζ0.
Consider the c.p.c. map κ given by the following diagram:
A⋊α R
ϕ
##●
●●
●●
●●
●●
κ
// A
(α)
∞ ⋊α∞ R
Bσ
x 7→x⊕x
// Bσ ⊕Bσ
(x,y)7→
∑d
j=0(η
(j)⋊R)◦ζ0(x)+(η(j)⋊R)◦ζ1(y)
88♣♣♣♣♣♣♣♣♣♣♣
Note that the upwards map is a sum of 2(d+ 1) c.p.c. order zero maps.
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Let ι : A⋊α R→ A(α)∞ ⋊α∞ R be the natural inclusion that is induced by
the equivariant inclusion of A into A
(α)
∞ as constant sequences. We wish to
show that
‖κ(x)− ι(x)‖ ≤ ε
for all x ∈ F .
Recall that h0 ∈ C(R/MZ) is induced by h as in Remark 3.3 and that by
Claim 3.4, we have h0 + h1 = 1 ∈ C(R/MZ). Moreover, we would like to
apply Claim 3.2 to an expression of the form h1/2 · x · h1/2, x ∈ F . For this
to make sense, we may regard such an x as an element in L1(R, C0(R, A))
by setting
x(t)(s) =
{
x(t) | s ∈ (−M/2,M/2)
0 | else .
From Claim 3.2 we then see that h1/2 · x · h1/2 ∈ B0 ⊂ Bσ and
(h1/2 · x · h1/2)(t)(s) = x(t)(s)h1/2(s− t)h1/2(s) .
The map ζ0 sends this element to the function in L
1(R, C(R/MZ)⊗A) given
by
ζ0(x)(t)(s) = x(t)(s)h
1/2
0 (s − t)h1/20 (s)
where here s ∈ (−M/2,M/2) ⊆ R/MZ, and we recall that the range of
applicable t ∈ R for which the expression is not zero is taken such that
s− t ∈ (−M/2,M/2). Thus
‖ζ0(x)(t)(s) − (x · h0)(t)(s)‖ = ‖x(t)(s)h1/20 (s)(h1/20 (s− t)− h1/20 (s))‖
(3.3)
≤ ‖x(t)(s)‖ · ε
2L(d+ 1)
for all t ∈ R and s ∈ (−M/2,M/2). Therefore, we have
‖(η(j) ⋊R) ◦ ζ0(x)− (η(j) ⋊R)(x · h0)‖ ≤ ‖ζ0(x)− x · h0‖L1
≤ ε
2L(d+ 1)
· ‖x‖L1
(3.2)
≤ ε
2(d+ 1)
for all x ∈ F . Likewise,
ζ1(x)(t)(s) = x(t)(s)h
1/2
1 (s − t)h1/21 (s)
and a similar computation shows that
‖(η(j) ⋊R) ◦ ζ1(x)− (η(j) ⋊R)(x · h1)‖ ≤ ε
2(d+ 1)
.
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Thus, for any x ∈ F we have
‖κ(x) − ι(x)‖ =
∥∥∥∥∥
d∑
j=0
(η(j) ⋊R) ◦ ζ0(x) + (η(j) ⋊R) ◦ ζ1(x)− x
∥∥∥∥∥
≤ 2(d+ 1) · ε
2(d + 1)
+
∥∥∥∥∥
d∑
j=0
(η(j) ⋊R)(x · h0) + (η(j) ⋊R)(x · h1)− ι(x)
∥∥∥∥∥
= ε+
∥∥∥∥∥
d∑
j=0
(η(j) ⋊R)(1⊗ x)− ι(x)
∥∥∥∥∥ (3.5)= ε.
The C∗-algebra Bσ is a hereditary C
∗-subalgebra of A⊗K by Claim 3.2, so
dimnuc(Bσ) ≤ dimnuc(A),
and dimnuc(Bσ⊕Bσ) ≤ dimnuc(A) as well. We can now consider the upward
maps that we have constructed, and compose them with the natural ∗-
homomorphism A
(α)
∞ ⋊α R → (A ⋊α R)∞ from Lemma 1.3. Since this ∗-
homomorphism is compatible with respect to standard embeddings, we can
apply Lemma 1.14 and see that indeed
dim+1nuc(A⋊α R) ≤ 2(d+ 1)dim+1nuc(A) ,
as required. 
Remark 3.6. To keep notation simple, we restricted ourselves here to
actions of R. However, it seems clear that the argument generalizes in
a straightforward manner to actions of Rn with the analogous notion of
Rokhlin dimension for Rn-actions (using equivariant order zero maps from
C(Rn/pZn) in place of normal elements, which correspond to equivariant
order zero maps from C(T) ∼= C(R/pZ)), where the bound is given by
dim+1nuc(A⋊α R
n) ≤ 2n · dim+1Rok(α) · dim+1nuc(A) .
4. Reduction to cocompact subgroups
In this section, we define and study the Rokhlin dimension of an action of
a second-countable, locally compact group relative to a closed, cocompact
subgroup. Finite Rokhlin dimension in this sense allows us to study perma-
nence properties of the nature that we discussed in the previous section, but
with minimal restrictions on the acting group. In this context, one cannot
expect to obtain a direct connection between the nuclear dimension of the
crossed product C∗-algebra A ⋊α G and that of the coefficient C
∗-algebra
A. We can establish a connection between the nuclear dimension A ⋊α G
and that of A ⋊α|H H, where H is a closed, cocompact subgroup. If one
has sufficient information about the restricted action α|H : H → Aut(A) or
its crossed product, the method discussed in this section can have some ad-
vantages that global Rokhlin dimension, in the sense of the previous section
or [HWZ15, SWZ15], does not have in the non-compact case. For exam-
ple, obtaining bounds concerning decomposition rank of crossed products
by non-compact groups appears to be difficult, and would require different
techniques and more severe constraints on the action than just finite Rokhlin
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dimension. The methods developed in this section yield the following condi-
tional statement: Let A be a separable C∗-algebra, and let α : R→ Aut(A)
be a flow with finite Rokhlin dimension. If there exists t > 0 such that
A⋊αt Z has finite decomposition rank, then A⋊αR has finite decomposition
rank.
Definition 4.1. Let G be a second-countable, locally compact group, let
A be a separable C∗-algebra and let α : G → Aut(A) be a point-norm
continuous action. Let H < G be a closed and cocompact subgroup, i.e. a
closed subgroup such that G/H is compact. We use λ to denote the action of
G on C(G/H) by left translation, i.e. λg(f)(hH) = f(g
−1hH). The Rokhlin
dimension of α relative to H, denoted dimRok(α,H), is the smallest natural
number d such that there exist λ− α˜∞ equivariant c.p.c. order zero maps
µ(0), . . . , µ(d) : C(G/H)→ F (α)∞ (A)
with µ(0)(1) + · · · + µ(d)(1) = 1.
Remark 4.2. The connection between Rokhlin dimension of a flow and
Rokhlin dimension relative to cocompact subgroups of R is as follows. If
α : R→ Aut(A) is a flow on a separable C∗-algebra, then
dimRok(α) = sup
t>0
dimRok(α, tZ) .
This follows immediately from Definition 2.6 and Remark 2.10.
Theorem 4.3. Let G be a second-countable, locally compact group, let A be
a separable C∗-algebra and let α : G→ Aut(A) be a point-norm continuous
action. Let H < G be a closed and cocompact subgroup. Then
dim+1nuc(A⋊α G) ≤ dim+1Rok(α,H) · dim+1nuc(A⋊α|H H)
and
dr+1(A⋊α G) ≤ dim+1Rok(α,H) · dr+1(A⋊α|H H).
Proof. Green’s Imprimitivity Theorem ([Wil07, Theorem 4.22]) states that
the crossed product (C(G/H)⊗A)⋊λ⊗αG is Morita equivalent to A⋊α|HH.
In particular, those two C∗-algebras have the same decomposition rank and
the same nuclear dimension.
The embedding A → C(G/H) ⊗ A given by a 7→ 1 ⊗ a is α − (λ ⊗ α)
equivariant, and therefore induces a ∗-homomorphism
ϕ = (1⊗ idA)⋊G : A⋊α G→ (C(G/H) ⊗A)⋊λ⊗α G.
Let ι : A→ A(α)∞ be the standard embedding as constant sequences. Denote
d = dimRok(α,H) and let
µ(0), . . . , µ(d) : C(G/H)→ F (α)∞ (A)
be as in Definition 4.1. In view of Remark 1.9, those maps induce (λ⊗α)−α∞
equivariant c.p.c. order zero maps
η(j) : C(G/H) ⊗A→ A(α)∞
given by η(j)(f ⊗ a) = µ(j)(f)ι(a) for all j = 0, . . . , d. One then has
d∑
j=0
η(j) ◦ (1⊗ a) =
(
d∑
j=0
µ(j)(1)
)
a = a
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for all a ∈ A. By Lemma 1.4, these maps induce c.p.c. order zero maps
ψ(j) = η(j) ⋊G : (C(G/H)⊗A)⋊λ⊗α G → A(α)∞ ⋊α G
(L1.3)−→ (A⋊α G)∞
satisfying
d∑
j=0
ψ(j) ◦ ϕ =
(
d∑
j=0
(η(j) ◦ (1⊗ idA))
)
⋊G = ι⋊G.
Moreover, this equation shows that the sum
∑d
j=0 ψ
(j) is contractive because
ϕ(A⋊G) ⊂ (C(G/H) ⊗A)⋊λ⊗α G is non-degenerate.
Applying Lemma 1.14, we thus obtain
dim+1nuc(A⋊α G) ≤ (d+ 1)dim+1nuc(A⋊α|H H)
and
dr+1(A⋊α G) ≤ (d+ 1)dr+1(A⋊α|H H).

Remark 4.4. In Definition 4.1, one can restrict to the special case in which
G is compact and H is the trivial subgroup. In that case, one recovers
the Rokhlin dimension of α as an action of a compact group, which has
been introduced in [Gar14b]. In this way, Theorem 4.3 can be viewed as a
generalization of the main result of [Gar14a].
Specializing now to the case of flows, we show that finite Rokhlin dimen-
sion passes from the action of R to the restriction to tZ for any t > 0.
Proposition 4.5. Let A be a separable C∗-algebra with a flow α : R →
Aut(A). For any t > 0, one has
dim+1Rok(αt) ≤ 2 · dim+1Rok(α) .
Proof. Let t > 0 be given. Choose a rationally independent number M > 0
from t. It follows that the shift λt on C(R/MZ) is an irrational rotation.
In particular, it has Rokhlin dimension 1 by [HWZ15, Theorem 6.2], and in
fact, by the proof of [HWZ15, Theorem 6.2] with single towers if we assume
that the height of the towers is a prime number. Let ε > 0, n ∈ N and a
finite set F ⊂ A be given. By Remark [HWZ15, Remark 2.4(v)], it suffices
to consider towers with arbitrarily large height, so we may assume without
loss of generality that n is prime. Then there exist positive contractions
b
(0)
0 , . . . , b
(0)
n−1, b
(1)
0 , . . . , b
(1)
n−1 ∈ C(R/MZ) which satisfy, for i = 0, 1 and for
all j, j1, j2 = 0, . . . , n− 1 with j1 6= j2,
• 1 =∑i=0,1∑n−1j=0 b(i)j
• ‖b(i)j+1 − λt(b(i)j )‖ ≤ ε
• ‖b(i)0 − λt(b(i)n−1)‖ ≤ ε
• ‖b(i)j1 b
(i)
j2
‖ ≤ ε.
Denoting d = dimRok(α), choose λ− α˜∞ equivariant c.p.c. order zero maps
µ(0), µ(1), . . . , µ(d) : C(R/MZ)→ F (α)∞ (A)
with µ(0)(1) + µ(1)(1) + · · · + µ(d)(1) = 1. In particular, these maps are
λt − α˜∞,t equivariant. So defining positive contractions {f (i,l)j }i=0,1; l=0,...,dj=0,...,n−1
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in F∞(A) via f
(i,l)
j = µ
(l)(b
(i)
j ) yields the following relations, for i = 0, 1, for
l = 0, . . . , d and for j, j1, j2 = 0, . . . , n − 1 with j1 6= j2:
• 1 =
∑
i=0,1
d∑
l=0
n−1∑
j=0
f
(i,l)
j
• ‖f (i,l)j+1 − α˜∞,t(f (i,l)j )‖ ≤ ε
• ‖f (i,l)0 − α˜∞,t(f (i,l)n−1)‖ ≤ ε
• ‖f (i,l)j1 f
(i,l)
j2
‖ ≤ ε .
If we represent the elements f
(i,l)
j by positive bounded sequences, say
(h
(i,l)
j (m))m in ℓ
∞(N, A), then these satisfy
• lim
m→∞
( ∑
i=0,1
d∑
l=0
n−1∑
j=0
h
(i,l)
j (m)
)
a = a
• lim sup
m→∞
‖(h(i,l)j+1(m)− αt(h(i,l)j (m)))a‖ ≤ ε
• lim sup
m→∞
‖(h(i,l)0 (m)− αt(h(i,l)n−1(m)))a‖ ≤ ε
• lim sup
m→∞
‖h(i,l)j1 (m)h
(i,l)
j2
(m)a‖ ≤ ε
• lim
m→∞
‖[h(i,l)j (m), a]‖ = 0
for all a ∈ A, for i = 0, 1, for l = 0, . . . , d and for j, j1, j2 = 0, . . . , n− 1 with
j1 6= j2. In particular, if we choose m sufficiently large, we find positive
contractions h
(i,l)
j in A satisfying
•
∥∥∥( ∑
i=0,1
d∑
l=0
n−1∑
j=0
h
(i,l)
j
)
· a− a
∥∥∥ ≤ ε
• ‖(h(i,l)j+1 − αt(h(i,l)j ))a‖ ≤ 2ε
• ‖(h(i,l)0 − αt(h(i,l)n−1))a‖ ≤ 2ε
• ‖h(i,l)j1 h
(i,l)
j2
a‖ ≤ 2ε
• ‖[h(i,l)j , a]‖ ≤ ε
for all a ∈ F , for i = 0, 1, for l = 0, . . . , d and for j, j1, j2 = 0, . . . , n− 1 with
j1 6= j2. Thus, αt satisfies [HP15, Definition 1.21] (c.f. [SWZ15, Proposition
4.5]) and the claim follows. 
We conclude the section by showing how the above results can give a
short, alternative proof of Theorem 3.5, although with the following weaker
bound on the nuclear dimension:
dim+1nuc(A⋊α R) ≤ 4 · dim+1Rok(α)2 · dim+1nuc(A).
Second proof of Theorem 3.5 with a weaker bound. Denote d = dimRok(α).
Let t > 0. By Proposition 4.5, we get dimRok(αt) ≤ 2d+ 1.
Now, by the straightforward generalization of [HWZ15, Theorem 4.1] to
the non-unital setting ([HP15, Theorem 3.1] and [SWZ15, Theorem 5.2]),
we have
dim+1nuc(A⋊αt Z) ≤ 4(d + 1)dim+1nuc(A) .
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By Remark 4.2, we have dimRok(α, tZ) ≤ d. Thus, by Theorem 4.3, we
obtain
dim+1nuc(A⋊α R) ≤ (d+ 1)dim+1nuc(A⋊αt Z) ≤ 4(d+ 1)2dim+1nuc(A)
as required. 
5. Rokhlin dimension with commuting towers and D-absorption
In this section, we study permanence with respect to D-absorption for a
strongly self-absorbing C∗-algebra D. Recall from [TW07] that a separable,
unital C∗-algebra D is called strongly self-absorbing, if the first-factor em-
bedding d 7→ d ⊗ 1 from D to D ⊗D is approximately unitarily equivalent
to an isomorphism. Given such D and a C∗-algebra A, it is interesting to
know when A is D-absorbing, that is, when A ∼= A⊗D. (See, for instance,
[Win14]).
As in the case of discrete groups (cf. [HWZ15, SWZ15, HP15]), finite
Rokhlin dimension does not appear sufficient for the purpose of proving
that D-absorption passes to the crossed product. Therefore, we consider a
stronger variant of finite Rokhlin dimension, namely with commuting towers.
The main result of this section is a generalization of [HW07, Theorem 5.2].
Definition 5.1. Let A be a separable C∗-algebra with a flow α : R →
Aut(A). The Rokhlin dimension of α with commuting towers is the smallest
natural number d ∈ N, such that the following holds. For every p ∈ R there
exist pairwise commuting normal contractions x(0), x(1), . . . , x(d) ∈ F (α)∞ (A)
with x(0)∗x(0)+ · · ·+x(d)∗x(d) = 1 and α˜∞,t(x(j)) = eiptx(j) for all t ∈ R and
j = 0, . . . , d. In this case, we write dimcRok(α) = d.
Remark 5.2. As in the case of Rokhlin dimension without commuting tow-
ers, the above definition has a useful equivalent reformulation: dimcRok(α) ≤
d if and only if for all M > 0, there exist λ− α˜∞ equivariant c.p.c. order zero
maps µ(0), . . . , µ(d) : C(R/MZ)→ F (α)∞ (A) with pairwise commuting images
such that
∑d
j=0 µ
(j)(1) = 1.
For the rest of this section, we sometimes use the expression idA both for
the identity map on a C∗-algebra A and for the trivial action of a locally
compact group G on A. Our main theorem for this section is the following
generalization and strengthening of [HW07, Theorem 5.2] from the case of
Kishimoto’s Rokhlin property (that is, Rokhlin dimension zero) to finite
Rokhlin dimension with commuting towers. Recall that two flows α : R →
Aut(A) and β : R → Aut(B) are called cocycle conjugate, if there exists a
∗-isomorphism ψ : A→ B and a strictly continuous map u : R→ U(M(A))
satisfying ut+s = utαt(us) and ψ
−1 ◦βt ◦ψ = Ad(ut)◦αt for all t, s ∈ R. It is
well-known that cocycle conjugate flows yield naturally isomorphic crossed
products; cf. [PR89].
Theorem 5.3. Let D be a strongly self-absorbing C∗-algebra. Let A be
a separable, D-absorbing C∗-algebra. Let α : R → Aut(A) be a flow with
dimcRok(α) <∞. Then α is cocycle conjugate to α⊗ idD, and in particular,
A⋊α R is D-absorbing.
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The main criterion for the conclusion of Theorem 5.3 is given by the
following theorem from [Sza15b]:
Theorem 5.4 (cf. [Sza15b, Corollary 3.8]). Let D be a strongly self-absorbing
C∗-algebra. Let A be a separable C∗-algebra. Let G be a second-countable,
locally compact group and α : G→ Aut(A) a point-norm continuous action.
Then α is cocycle conjugate to α ⊗ idD if and only if there exists a unital
∗-homomorphism from D to the fixed point algebra F
(α)
∞ (A)α˜∞ .
For the reader’s convenience, we provide a short argument proving that
if there exists a unital ∗-homomorphism from D to F
(α)
∞ (A)α˜∞ , then the
crossed product A⋊αG is D-absorbing.For unital C
∗-algebras A, this state-
ment appeared in [HW07, Lemma 2.3]. We recall that any strongly self-
absorbing C∗-algebra is K1-injective; see [Win11]. Thus the K1-injectivity
condition that appears in the relevant part of [TW07] used below holds
automatically, and we can omit it from the statement.
Lemma 5.5. Let A be a separable C∗-algebra and let D be a strongly self-
absorbing C∗-algebra. Suppose that α : G → Aut(A) is a point-norm con-
tinuous action of a second-countable, locally compact group. If there exists a
unital ∗-homomorphism from D to the fixed point algebra F
(α)
∞ (A)α˜∞ , then
A⋊α G is D-absorbing.
Proof. Consider the embedding 1 ⊗ idA : A → D ⊗ A as the second factor.
This map is clearly α − idD ⊗ α equivariant. A unital ∗-homomorphism
from D to F
(α)
∞ (A)α˜∞ is the same as an idD − α˜∞ equivariant unital ∗-
homomorphism from D to F
(α)
∞ . In view of Remark 1.9, we obtain an idD⊗
α−α∞ equivariant ∗-homomorphism ψ : D⊗A→ A(α)∞ such that ψ◦(1⊗idA)
coincides with the standard embedding of A into A
(α)
∞ . Forming the crossed
product everywhere, we get induced ∗-homomorphisms
(1⊗ idA)⋊G : A⋊α G→ (D ⊗A)⋊idD⊗α G
and
ψ ⋊G : (D ⊗A)⋊idD⊗α G→ A(α)∞ ⋊α∞ G
(Lemma1.3)−→ (A⋊α G)∞
such that (ψ⋊G) ◦ ((1⊗ idA)⋊G) coincides with the standard embedding
of A⋊α G into (A⋊α G)∞. We have a natural isomorphism
µ : (D ⊗A)⋊idD⊗α G→ D ⊗ (A⋊α G) .
Using the notation from the proof of Lemma 1.4, this map is given on the
generators by
µ
(
ιidD⊗α(d⊗ a)λidD⊗α(f)) = d⊗ (ια(a)λα(f))
for all d ∈ D, a ∈ A and f ∈ Cc(G).
In particular, we can see that µ ◦ ((1 ⊗ idA) ⋊ G) = 1D ⊗ idA⋊αG. This
implies that the ∗-homomorphism ϕ = (ψ ⋊ G) ◦ µ−1 : D ⊗ (A ⋊α G) →
(A⋊α G)∞ satisfies ϕ(1D ⊗ x) = x for all x ∈ A⋊α G. It now follows from
[TW07, Theorem 2.3] that A⋊α G is D-absorbing. 
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The following lemma follows directly by repeated application of [HWZ15,
Lemma 5.2], using the correspondence between order zero maps and ∗-
homomorphisms from cones given in [WZ09, Corollary 4.1]. This can be
thought of as a multivariable generalization of the characterization of order
zero maps as ∗-homomorphisms from cones: a single c.p.c. order zero map
corresponds to a ∗-homomorphism from the cone, and n c.p.c. order zero
maps with commuting images correspond to a ∗-homomorphism for a sec-
tion algebra E of a bundle over [0, 1]n with suitable boundary conditions on
the edges.
Lemma 5.6. Let D1,D2, . . . ,Dn be unital C
∗-algebras. For k = 1, 2, . . . , n
and t ∈ [0, 1], denote
D
(t)
k =
{
Dk | t > 0
C · 1Dk | t = 0
.
For ~t = (t1, t2, . . . tn) ∈ [0, 1]n, write
D(
~t) = D
(t1)
1 ⊗max D(t2)2 ⊗max · · · ⊗max D(tn)n .
Denote ~0 = (0, 0, . . . , 0) ∈ [0, 1]n and let
E =
{
f ∈ C0([0, 1]n \ {~0},D1 ⊗max D2 ⊗max · · · ⊗max Dn | f(~t) ∈ D(~t)
}
.
For k = 1, 2, . . . , n, define c.p.c. order zero maps η(k) : Dk → E by
η(k)(a)(~t) = tk(1D1 ⊗ 1D2 ⊗ · · · ⊗ a⊗ · · · ⊗ 1Dn) ,
where a is inserted in the k-th factor.
Then E has the following universal property: For any C∗-algebra B and
any n c.p.c. order zero maps ψ(k) : Dk → B for k = 1, 2, . . . , n with pairwise
commuting images, there exists a ∗-homomorphism µ : E → B such that
ψ(k) = µ ◦ η(k) for all k.
We can view E from the previous lemma as a C([0, 1]n)-algebra in a
natural way (the fiber over ~0 is 0). The following is an immediate corollary.
Corollary 5.7. Let D1,D2, . . . ,Dn and E be as in Lemma 5.6. Let
∆ = {~t ∈ [0, 1]n | t1 + t2 + · · · + tn = 1} .
Let E|∆ denote the restriction of E to ∆, that is,
E|∆ = E/(C0([0, 1]n \∆) · E).
Then E|∆ has the following universal property. For any unital C∗-algebra
B and any n c.p.c. order zero maps ψ(k) : Dk → B for k = 1, 2, . . . , n whose
images pairwise commute and furthermore satisfy
ψ(1)(1D1) + · · ·+ ψ(n)(1Dn) = 1B ,
there exists a unital ∗-homomorphism
µ : E|∆ → B
such that ψ(k) = µ ◦ η(k) for all k.
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Lemma 5.8. Let D be a strongly self-absorbing C∗-algebra. Let B be a
unital C∗-algebra. Suppose that ψ(1), ψ(2), . . . , ψ(n) : D → B are c.p.c. or-
der zero maps with pairwise commuting images such that ψ(1)(1D) + · · · +
ψ(n)(1D) = 1B. Then there exists a unital
∗-homomorphism from D to B.
Proof. Let E|∆ be as in Corollary 5.7, with Dk = D for k = 1, 2, . . . , n.
∆ is an n − 1 dimensional simplex, and E|∆ is a C(∆)-algebra such that
the fiber over each point is isomorphic to D. By [HRW07, Theorem 4.6],
E|∆ is D-absorbing (in fact, by the main theorem of [DW08], it follows that
E|∆ ∼= C(∆)⊗D). In particular, there exists some unital ∗-homomorphism
γ : D → E∆. Let µ : E|∆ → B be as in Corollary 5.7, and define ψ : D → B
by ψ = µ ◦ γ. 
We record some further technical lemmas. The first one follows from
[WZ09, Theorem 3.3].
Lemma 5.9. Let A and B be C∗-algebras, and let ν : A→ B be a c.p.c. or-
der zero map. Then for every x, y, x′, y′ ∈ A, we have
‖ν(x)ν(y)− ν(x′)ν(y′)‖ ≤ ‖xy − x′y′‖.
Lemma 5.10. Let Y be a locally compact Hausdorff space, and A,B two
C∗-algebras. Let µ1, µ2 : C0(Y )→ B be two c.p.c. order zero maps with com-
muting images. Then for every two functions f1, f2 ∈ C0(Y,A) ∼= C0(Y )⊗A,
we have
‖[(µ1 ⊗ idA)(f1), (µ2 ⊗ idA)(f2)]‖B⊗maxA ≤ max
y1,y2∈Y
‖[f1(y1), f2(y2)]‖.
Proof. Let us first assume that µ1 and µ2 are
∗-homomorphisms. As the
ranges of these maps commute, the C∗-algebra generated by them is com-
mutative. We define Z as the Gelfand-Naimark spectrum
Z = Spec
(
C∗
(
µ1(C0(Y )), µ2(C0(Y ))
))
.
We thus have ∗-homomorphisms µ1, µ2 : C0(Y )→ C0(Z) ⊂ B. It suffices to
show the assertion for C0(Z) instead of B. To this end, we set
Zi = Spec
(
µi(C0(Y ))C0(Z)
)
, i = 1, 2.
Both these sets are open subsets in Z. The ∗-homomorphisms µi, viewed
as having image in C0(Zi), are non-degenerate and thus come from some
proper continuous maps κi : Zi → Y . Embedding each algebra C0(Zi)
into C0(Z) by extending trivially, we get that the
∗-homomorphisms µi :
C0(Y )→ C0(Z) have the form
µi(f)(z) =
{
f(κi(z)) | z ∈ Zi
0 | z /∈ Zi.
The ∗-homomorphisms µi ⊗ idA : C0(Y,A)→ C0(Z,A) are thus given by
(µi ⊗ idA)(f)(z) =
{
f(κi(z)) | z ∈ Zi
0 | z /∈ Zi.
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for all f ∈ C0(Y,A) and z ∈ Z. Hence for every f1, f2 ∈ C0(Y,A) and z ∈ Z,
it follows that
‖[(µ1 ⊗ idA)(f1), (µ2 ⊗ idA)(f2)](z)‖
≤ max
z1∈Z1,z2∈Z2
‖[f1(κ1(z1)), f2(κ2(z2)]‖
≤ max
y1,y2∈Y
‖[f1(y1), f2(y2)]‖.
This indeed shows our claim under the assumption that µ1 and µ2 are
∗-
homomorphisms.
Let us now turn to the general case. Let ι : C0(Y ) → C0
(
(0, 1] × Y )
be the canonical order zero embedding given by ι(f)(t, y) = t · f(y) for
0 < t ≤ 1 and y ∈ Y . By identifying C0
(
(0, 1] × Y ) ∼= C0((0, 1], C0(Y )),
the structure theorem for c.p.c. order zero maps from [WZ09, Corollary
4.1] implies that there exist ∗-homomorphisms µ˜i : C0
(
(0, 1], C0(Y )
) → B
making the following diagram commutative for i = 1, 2:
C0(Y )
ι
//
µi
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
C0
(
(0, 1] × Y )
µ˜i

B
It is clear that µ˜1 and µ˜2 have commuting images as well. Thus the above
applies to the maps µ˜i and we compute for all f1, f2 ∈ C0(Y ) that
‖[(µ1 ⊗ idA)(f1), (µ2 ⊗ idA)(f2)]‖
= ‖[((µ˜1 ◦ ι)⊗ idA)(f1), ((µ˜2 ◦ ι)⊗ idA)(f2)]‖
≤ max
0<t1,t2≤1
max
y1,y2∈Y
‖[(ι⊗ idA)(f1)(t1, y1), (ι⊗ idA)(f2)(t2, y2)]‖
= max
0<t1,t2≤1
max
y1,y2∈Y
t1t2‖[f1(y1), f2(y2)]‖
= max
y1,y2∈Y
‖[f1(y1), f2(y2)]‖.
This finishes the proof. 
The following is the main technical result of this section.
Lemma 5.11. Let A be a separable C∗-algebra and let α : R → Aut(A) a
flow with d = dimcRok(α) < ∞. Let D be a separable, unital and nuclear
C∗-algebra such that there is a unital ∗-homomorphism from D to F∞(A).
Then for l = 1, . . . , 2(d + 1) there exist c.p.c. order zero maps
ψ(l) : D → F (α)∞ (A)α˜∞
with pairwise commuting images such that
2(d+1)∑
l=1
ψ(l)(1) = 1.
We first indicate how Theorem 5.3 follows from what he have so far, and
then prove Lemma 5.11.
Proof of Theorem 5.3. It follows from combining Lemma 5.8 and Lemma 5.11
that there exists a unital ∗-homomorphism from D to F
(α)
∞ (A)α˜∞ . By The-
orem 5.4, α is cocycle conjugate to α ⊗ idD. By Lemma 5.5, A ⋊α R is
D-absorbing. 
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Proof of Lemma 5.11. Let T > 0 be a positive number and ε > 0. Fix some
M > 2T/ε. Recall the notation λ for the periodic shift flow on C(R/MZ).
Let h0 ∈ C0(−M/2,M/2) ⊆ C(R/MZ) be the function defined as follows
on the interval [−M/2,M/2] (viewed as a periodic function on R).
✻
✏
✏
✏
✏
✏
✏
✏
✏P
P
P
P
P
P
P
P
1
−
M
2 0
M
2
h
Setting h1 = λM/2(h0), we have h0 + h1 = 1 in C(R/MZ). Consider the
two c.p.c. order zero maps
ϕ(i) : A→ C(R/MZ)⊗A ∼= C(R/MZ, A), i = 0, 1
given by
(5.1) ϕ(i)(a)(t+MZ) =
{
h0(t+MZ)αt(a) | i = 0
h1(t+MZ)αt−M/2(a) | i = 1
for t ∈ [−M/2,M/2]. Since M > 2Tε , for all t ∈ [−T, T ] and for i = 0, 1 we
have
‖hi − λt(hi)‖ ≤ ε
Therefore, for i = 0, 1 and for all t ∈ [−T, T ] we have
(5.2) ‖(λt ⊗ αt) ◦ ϕ(i) − ϕ(i)‖ ≤ ε .
To see this for i = 0, note that (applying (5.1) with t0 − t in place of t) for
every contraction a ∈ A and t0 ∈ R we have(
(λt ⊗ αt)(ϕ(0)(a))
)
(t0 +MZ) = αt
(
ϕ(0)(a)(t0 − t+MZ)
)
= αt
(
h0(t0 − t+MZ)αt0−t(a)
)
= h0(t0 − t+MZ)αt0(a),
which is equal to ϕ(0)(a)(t0+MZ) up to ε. An analogous calculation shows
this for i = 1.
By assumption, there is a unital ∗-homomorphism κ˜ : D → F∞(A). As
D is nuclear, we can apply the Choi-Effros lifting theorem [CE76] and find
a c.p.c. lift of this map to ℓ∞(N, A), and represent it by a sequence of
c.p.c. maps κn : D → A such that κ˜(b) is the image of (κ1(b), κ2(b), . . .) for
all b ∈ D.
Let FD ⊂ D and FA ⊂ A be finite subsets, with 1D ∈ FD. We may as-
sume that they consist of elements of norm at most 1. Applying Lemma 1.10,
we may furthermore assume that FA contains a positive element e of norm
1, such that ‖ea − a‖ < ε and ‖ae − a‖ < ε for all a ∈ FA \ {e} and such
that ‖αt(e)− e‖ < ε for all t ∈ [−M,M ].
By picking κ = κn for some sufficiently large n, we have a c.p.c. map
satisfying the following for all t ∈ [−M,M ], for all a ∈ FA and for all
d1, d2 ∈ FD:
(a1) ‖κ(1)αt(a)− αt(a)‖ ≤ ε;
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(a2) ‖(κ(d1)κ(d2)− κ(d1d2))αt(a)‖ ≤ ε;
(a3) ‖[αt(a), κ(d1)]‖ ≤ ε.
We choose inductively c.p.c. maps κ(i,l) : D → A for i = 0, 1 and for l =
0, 1, . . . , d satisfying the above conditions and such that we also have
(a4) ‖[αt ◦ κ(i,l)(d1), κ(i′,l′)(d2)]‖ ≤ ε
for all t ∈ [−2M, 2M ], for all d1, d2 ∈ FD and whenever (i, l) 6= (i′, l′).
Combining the properties of the maps κ(i,l) and ϕ(i), we see that the
following hold for all i, i′ = 0, 1 and for all l, l′ = 0, . . . , d with (i′, l′) 6= (i, l),
for all t ∈ [−T, T ], for all a ∈ FA, and for all d1, d2 ∈ FD:
(b1)
∥∥∥(1− (ϕ(0) ◦ κ(0,l)(1) + ϕ(1) ◦ κ(1,l)(1))) · (1C(R/MZ) ⊗ a)∥∥∥ ≤ 2ε;
(b2) ‖(λt ⊗ αt) ◦ ϕ(i) ◦ κ(i,l) − ϕ(i) ◦ κ(i,l)‖ ≤ ε.
Here, (b1) follows from (a1) and condition (b2) follows from (5.2).
Consider the canonical α˜∞ ⊗ α− α∞ equivariant ∗-homomorphism
θ : F (α)∞ (A)⊗max A→ A(α)∞
from Remark 1.9. Since d = dimcRok(α) < ∞, we can choose λ − α˜∞ equi-
variant c.p.c. order zero maps
µ(0), µ(1), . . . , µ(d) : C(R/MZ)→ F (α)∞ (A)
with pairwise commuting images and such that µ(0)(1) + · · ·+ µ(d)(1) = 1.
For i = 0, 1 and for l = 0, . . . , d, we define c.p.c. maps ψ(i,l) : D → A(α)∞
as the composition
D
κ(i,l)
//
ψ(i,l)
33A
ϕ(i)
// C(R/MZ)⊗A µ
(l)⊗idA
// F
(α)
∞ (A) ⊗max A θ // A(α)∞ .
Now by choice, we know that for all a ∈ A,
(5.3)
d∑
l=0
θ ◦ (µ(l) ⊗ idA)(1C(R/MZ) ⊗ a) =
d∑
l=0
µ(l)(1) · a = a .
We claim now that the maps ψ(i,l) satisfy the following properties, for i, i′ =
0, 1 and for l, l′ = 0, 1, . . . , d with (i, l) 6= (i′, l′), for all t ∈ [−T, T ], for all
a ∈ FA, and for all d1, d2 ∈ FD:
(c1)
∥∥∥(1− d∑
l=0
(
ψ(0,l)(1) + ψ(1,l)(1)
))
a
∥∥∥ ≤ 2(d+ 1)ε;
(c2) ‖α∞,t ◦ ψ(i,l) − ψ(i,l)‖ ≤ ε;
(c3) ‖(ψ(i,l)(d1)ψ(i,l)(d2)− ψ(i,l)(d1d2)ψ(i,l)(1))a‖ ≤ 6ε;
(c4) ‖[a, ψ(i,l)(d1)]‖ ≤ ε;
(c5) ‖[ψ(i,l)(d1), ψ(i′ ,l′)(d2)]‖ ≤ ε.
Property (c1) follows from (b1) and (5.3) and (c2) follows from (b2).
As for (c3), notice first that since ‖ea − a‖ < ε, it suffices to prove the
claim for a = e and 4ε in place of 6ε. Note that since e is almost α-invariant,
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we have ‖ϕ(i)(e) − hi ⊗ e‖ < ε for i = 0, 1. Furthermore, for any x ∈ A and
for i = 0, 1, we have
(5.4) ‖ϕ(i)(xe)− ϕ(i)(x) · (1⊗ e)‖ ≤ ε‖x‖ .
Note that if y ∈ C(R/MZ)⊗A and a ∈ A then
(5.5) (µ(l) ⊗ idA)(y · (1C(R/MZ) ⊗ a)) = (µ(l) ⊗ idA)(y) · (1F (α)∞ (A) ⊗ a)
This follows from the fact that µ(l) is a completely bounded map, and is
seen by first verifying the formula for elementary tensors. In particular, for
any d ∈ D we have
ψ(i,l)(d)e = θ ◦ (µ(l) ⊗ idA)(ϕ(i) ◦ κ(i,l)(d) · (1⊗ e)) .
We thus have
‖(ψ(i,l)(d1)ψ(i,l)(d2)− ψ(i,l)(d1d2)ψ(i,l)(1))e‖
(5.5)
=
∥∥θ ((µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d1))) · (µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d2)) · (1⊗ e)))
−θ ((µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d1d2)))
·(µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(1) · (1⊗ e))
) ∥∥
≤ ‖(µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d1))) · (µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d2)) · (1⊗ e))
−(µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d1d2)))
·(µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(1) · (1⊗ e))‖
(L5.9)
≤ ‖(ϕ(i)(κ(i,l)(d1)) · ϕ(i)(κ(i,l)(d2))
−ϕ(i)(κ(i,l)(d1d2)) · ϕ(i)(κ(i,l)(1))
)·(1⊗ e)‖
(5.4)
≤ ‖ϕ(i)(κ(i,l)(d1)) · ϕ(i)(κ(i,l)(d2)e)− ϕ(i)(κ(i,l)(d1d2)) · ϕ(i)(κ(i,l)(1)e)‖
+2ε
(a1)
≤ ‖ϕ(i)(κ(i,l)(d1)) · ϕ(i)(κ(i,l)(d2)e)− ϕ(i)(κ(i,l)(d1d2)) · ϕ(i)(e)‖ + 3ε
(L5.9)
≤ ‖κ(i,l)(d1))κ(i,l)(d2)e− κ(i,l)(d1d2))e‖ + 3ε
(a2)
≤ 4ε .
This shows (c3). As for (c4), we can use (5.5) and get
[a, ψ(i,l)(d)] = θ((µ(l) ⊗ idA)([1 ⊗ a, ϕ(i)(κ(i,l)(d))])) .
Thus, it suffices to show that for all a ∈ FA and all d ∈ FD, we have
‖[1 ⊗ a, ϕ(i)(κ(i,l)(d))]‖ ≤ ε. But this follows directly from (a3) and the
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definition of the map ϕ(i). Lastly, for (c5), we check the following:
‖[ψ(i,l)(d1), ψ(i′,l′)(d2)]‖
≤ ‖[(µ(l) ⊗ idA)(ϕ(i)(κ(i,l)(d1))), (µ(l′) ⊗ idA)(ϕ(i′)(κ(i′,l′)(d2)))]‖
(L5.10)
≤ max
t1,t2∈R
‖[ϕ(i)(κ(i,l)(d1))(t1 +MZ), ϕ(i′)(κ(i′,l′)(d2))(t2 +MZ)]‖
(5.1)
≤ max
−M≤t1,t2≤M
∥∥[αt1(κ(i,l)(d1)), αt2(κ(i′,l′)(d2))]∥∥ (a4)≤ ε .
SinceD and A are separable, we can apply a standard reindexation argument
as follows. By choosing an increasing sequence of finite subsets FD with
dense union in the unit ball of D, finite subsets FA with dense union in the
unit ball of A, a decreasing sequence of positive numbers εn tending to 0
and an increasing sequence of positive numbers Tn tending to infinity, we
successively choose c.p.c. maps from D to A satisfying the conditions (c1)
to (c5), and thus obtain c.p.c. maps ψ̂(i,l) : D → A(α)∞ satisfying
• a =
d∑
l=0
(
ψ̂(0,l)(1) + ψ̂(1,l)(1)
)
a
• α∞,t ◦ ψ̂(i,l) = ψ̂(i,l)
• ψ̂(i,l)(d1)ψ̂(i,l)(d2)a = ψ̂(i,l)(d1d2)ψ̂(i,l)(1)a
• [a, ψ̂(i,l)(d1)] = 0
• [ψ̂(i,l)(d1), ψ̂(i′,l′)(d2)] = 0
for i, i′ = 0, 1, and for l, l′ = 0, 1, . . . , d with (i, l) 6= (i′, l′), for all t ∈ R, for
all a ∈ A and for all d1, d2 ∈ D.
For i = 0, 1 and l = 0, . . . , d, consider the maps ψ˜(i,l) : D → F (α)∞ (A)α˜∞
given by ψ˜(i,l)(d) = ψ̂(i,l)(d) + Ann(A,A∞) for all d ∈ D. Because of the
properties of the maps ψ̂(i,l) listed above, these yield well-defined c.p.c. order
zero maps from D to F
(α)
∞ (A)α˜∞ with pairwise commuting images and satis-
fying the equation 1 =
∑
i=0,1
∑d
l=0 ψ˜
(i,l)(1). This concludes the proof. 
Example 5.12. Suppose that X is a locally compact, metrizable space with
finite covering dimension. Let D be a strongly self-absorbing C∗-algebra.
Suppose that A is a separable, unital and D-absorbing C∗-algebra with
primitive ideal space X. If α is a flow on A, then it induces a topological flow
Φ on X associated to A. If Φ is free, then the restriction of α to the center
of A, Z(A) ∼= C(X), has finite Rokhlin dimension by Corollary 9.1 below.
It follows from this that α has finite Rokhlin dimension with commuting
towers, so by Theorem 5.3, A⋊α R is D-absorbing as well.
We conclude this section with some further remarks.
Remark 5.13. The results of this section generalize to Rn-actions with
the analogous notion of Rokhlin dimension with commuting towers, in a
straightforward manner (see also Remark 3.6). One would need to generalize
Lemma 5.11. This works in a similar way with 2n(d+1) maps instead of 2(d+
1). Specifically, the functions h0 = h and h1 = λM/2(h) from the proof have
to be replaced by 2n functions of the form hi1 ⊗ · · · ⊗ hin ∈ C(R/MZ)⊗n ∼=
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C(Rn/MZn) for (i1, . . . , in) ∈ {0, 1}n. The rest of the argument is, for the
most part, identical.
Remark 5.14. This same method of proof can be used to obtain the analo-
gous result for actions of Z: if D is strongly self-absorbing, A is a separable
D-absorbing C∗-algebra and α is an automorphism of A that has finite
Rokhlin dimension with commuting towers, then A⋊α Z is D-absorbing as
well. This generalizes [HWZ15, Theorem 5.8] and [HP15, Theorem 3.2],
where this was proven for the special case of D = Z. This is made rigorous
in [SWZ15, Section 10] more generally for actions of residually finite groups
with finite dimensional box spaces.
Remark 5.15. In Lemma 5.11 and its proof, the commuting tower as-
sumption is only needed in order to get pairwise commuting images of the
c.p.c. order zero maps in the statement. Repeating the same argument as in
the proof of Lemma 5.11 without the commuting tower assumption yields
the following potentially useful observation.
Let A be a separable C∗-algebra and let α : R → Aut(A) be a flow with
d = dimRok(α) < ∞. Let D be a separable, nuclear and unital C∗-algebra
such that there is a unital ∗-homomorphism from D to F∞(A). Then there
exist c.p.c. order zero maps ψ(l) : D → F (α)∞ (A)α˜∞ for l = 1, . . . , 2(d + 1)
such that 1 =
∑2(d+1)
l=1 ψ
(l)(1).
For example, if in the situation described above, D is strongly self-absor-
bing and A is D-absorbing, then one can use this to show that F∞(A⋊α R)
has no characters. This is sufficient for deducing weaker structural properties
for A⋊α R, such as the strong corona factorization property; see [KR15b].
6. Stability of crossed products
In this section we show that for every flow with finite Rokhlin dimen-
sion, the associated crossed product C∗-algebra is stable, i.e., it tensorially
absorbs the algebra of compact operators K(H) on a separable infinite-
dimensional Hilbert space. In fact, we will see that a much weaker con-
sequence of finite Rokhlin dimension, which makes sense for flows on non-
separable C∗-algebras as well, is sufficient for this purpose. We will use
a local characterization of stability developed in [HR98] for σ-unital C∗-
algebras:
Lemma 6.1. A σ-unital C∗-algebra B is stable if and only if for any b ∈ B+
and any ε > 0, there exists y ∈ B such that ‖yy∗ − b‖ < ε and ‖y2‖ < ε.
Proof. The “only if” part is straightforward to verify while the “if” part
follows directly from [HR98, Theorem 2.1 and Proposition 2.2]. 
Let us now consider a consequence of finite Rokhlin dimension for flows
on separable C∗-algebras. The only difference between the following and
condition (5a) in Lemma 2.8(5) is the extra factor the exponential function.
Lemma 6.2. Let A be a separable C∗-algebra with a flow α : R → Aut(A)
of finite Rokhlin dimension d. Then for any p, T, δ > 0 and any finite set
F ⊂ A, there are contractions x(0), . . . , x(d) ∈ A satisfying conditions (5b) -
(5d) in Lemma 2.8(5) together with
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(5a’)
∥∥a(αt(x(l))− eip(l+1)t · x(l))∥∥ ≤ δ
for l = 0, . . . , d, for all t ∈ [−T, T ] and for all a ∈ F .
Proof. For any s ∈ R, we consider the action λ(s) : R y C(R/pZ) given by
λ
(s)
t (f)(x) = f(x−st) for f ∈ C(R/pZ). Recall that λ(1) = λ in our previous
notation. Given M > 0, we apply Remark 2.10 and find λ− α˜∞ equivariant
c.p.c. order zero maps
µ(0), . . . , µ(d) : C(R/MZ)→ F (α)∞ (A)
with
∑d
j=0 µ
(j)(1) = 1. By composing each c.p.c. order zero map µ(l) with
the λ(l+1) − λ equivariant unital endomorphism C(R/MZ) → C(R/MZ)
mapping f to f((l + 1) · −), we obtain c.p.c. order zero maps
µ˜(0), . . . , µ˜(d) : C(R/MZ)→ F (α)∞ (A)
with
∑d
j=0 µ˜
(j)(1) = 1 and each map µ˜(l) being λ(l+1)− α˜∞ equivariant. For
l = 0, . . . , d, let x˜(l) be the image of the standard generator z = [x 7→ e2πi xM ]
of C(R/MZ) under µ˜(l). This yields normal contractions x˜(0), . . . , x˜(d) ∈
F
(α)
∞ (A) satisfying the equations α˜∞,t(x˜
(j)) = e2πit(l+1)/M ·x˜(j) and x˜(0)∗x˜(0)+
· · · + x˜(d)∗x˜(d) = 1. Directly unraveling the definition of F (α)∞ (A) as in
Lemma 2.8 leads to the desired conclusion. 
For the main result of this section concerning the stability of crossed
products, we will in fact only need to require conditions (5a’) and (5b).
This gives rise to the following ad-hoc definition:
Definition 6.3. Let α : R → Aut(A) be a flow on a C∗-algebra. We say
that α admits a d-dimensional eigenframe, if there exists a natural number d
satisfying: For every p, T, δ > 0 and finite set F ⊂ A, there exist contractions
x(0), . . . , x(d) ∈ A such that∥∥∥a(αt(x(l))− eip(l+1)t · x(l))∥∥∥ ≤ δ
and ∥∥∥∥∥a− a ·
d∑
l=0
x(l)x(l)∗
∥∥∥∥∥ ≤ δ
for all l = 0, . . . , d, for all t ∈ [−T, T ] and for a ∈ F .
Remark 6.4. Lemma 6.2 in particular shows that any flow on a separa-
ble C∗-algebra with finite Rokhlin dimension admits a d-dimensional eigen-
frame. We note, however, that one can easily construct examples of flows α
admitting a d-dimensional eigenframe such that αt is inner for every t ∈ R.
By Proposition 4.5, such an example is far away from having finite Rokhlin
dimension.
In what follows, we make use of the canonical embeddings of A and C∗(R)
into the multiplier algebra of A ⋊α R, so that for any h, g ∈ Cc(R, A) ⊂
A⋊α R, any a ∈ A, any f ∈ Cc(R) ⊂ C∗(R) and any t ∈ R, we have
(ah)(t) = ah(t) , (ha)(t) = h(t)αt(a) ,
(hg)(t) =
∫
R
h(s)αs(g(t − s)) ds , (fh)(t) =
∫
R
f(s)h(t− s) ds ,
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(af)(t) = af(t) , (fa)(t) = f(t)αt(a) .
The proof of the next lemma is standard and we omit it.
Lemma 6.5. Let A be a σ-unital C∗-algebra with a flow α : R → Aut(A).
Then A⋊αR is σ-unital and there is a countable approximate unit of the form
(
√
ajgj
√
aj)
∞
j=1, where (gj)
∞
j=1 is a countable approximate unit of C
∗(R)
consisting of functions in the convolution subsalgebra L1(R) whose Fourier
transform has compact support, (aj)
∞
j=1 is a countable approximately invari-
ant approximate unit of A, and they satisfy [aj , gj ]→ 0 as j →∞. 
Theorem 6.6. Let A be a σ-unital C∗-algebra with a flow α : R→ Aut(A).
If α admits a d-dimensional eigenframe, then A⋊α R is stable.
Proof. Throughout this proof, when we refer to L1(R), we think of it as the
dense convolution algebra inside of C∗(R), which in turn is identified with
its canonical copy inside of the multiplier algebra of A⋊α R.
Let d ∈ N be a natural number as required by Definition 6.3. Given
b ∈ (A⋊α R)+ with ‖b‖ = 1 and ε > 0, we shall find y ∈ A⋊α R satisfying
the conditions in Lemma 6.1 with ε replaced by (6d+10)ε. For convenience,
let us assume from now on that ε was chosen sufficiently small so that
(6d+ 10)ε ≤ 35.
We let λ : R̂ → Aut(C0(R̂) denote the shift flow, λt(f)(x) = f(x − t).
Under the identification of C0(R̂) with C
∗(R) via the Fourier transform
(with a suitable choice of normalization), the action λ corresponds to the
modulation action µ : R → Aut(C∗(R)) given, for elements h ∈ L1(R) ⊂
C∗(R), by µt(h)(s) = e
2πitsh(s).
We now make the following successive choices.
(D1) Using Lemma 6.5, we choose g ∈ L1(R) such that ĝ ∈ Cc(R̂)+,≤1
and a ∈ A+,≤1 such that ga
√
b,
√
bga and a
√
bg are all no more than
ε away from
√
b. Moreover, we may assume ‖[a, g]‖ ≤ ε. We can
furthermore assume that ‖g‖C∗(R) = 1, and therefore in particular,
the L1 norm of g, ‖g‖1, is at least 1.
(D2) Let p > 0 be such that ĝ is supported within
(−p2 , p2) ⊂ R̂. Note
that λ(l+1)p(ĝ) ∈ Cc(R̂) is supported within
(
2l−1
2 p,
2l+1
2 p
)
for each
l ∈ {0, . . . , d} and thus {µ(l+1)p(g)}l=0,...,d are mutually orthogonal.
(D3) Choose a compactly supported positive definite function g˜ ∈ L1(R)
such that ‖g˜−g‖1 < ε and ‖g˜‖C∗(R) = 1, and in particular, ‖g˜‖1 ≥ 1
as well. Note that ‖g˜ − g‖C∗(R) ≤ ‖g˜ − g‖1 < ε.
(D4) Let T > 0 be such that g˜ is supported within [−T, T ] ⊂ R. Set
δ = ε/
∥∥g˜∥∥
1
.
(D5) Choose contractions x(0), . . . , x(d) ∈ A satisfying the conditions in
Definition 6.3 with respect to p, T, δ and F = {a}.
We claim that for any l ∈ {0, . . . , d}, we have
(6.1)
∥∥∥a(g x(l) − x(l) µ(l+1)p(g))∥∥∥ ≤ 3ε .
Indeed, since ‖g − g˜‖ ≤ ε by (D3) and ‖x(l)‖ ≤ 1, it suffices to show∥∥∥a(g˜ x(l) − x(l) µ(l+1)p(g˜))∥∥∥ ≤ ε .
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To this end, we note that for any s ∈ R, we have
(
ag˜ x(l)
)
(s) = g˜(s)a · αs(x(l)) ∈ A
and (
a x(l) µ(l+1)p(g˜)
)
(s) = aµ(l+1)p(g˜)(s) · x(l) = e2πi(l+1)psg˜(s)ax(l) ,
and thus
∥∥∥a(g˜ x(l) − x(l) µ(l+1)p(g˜))∥∥∥
≤
∥∥∥[s 7→ (a(g˜ x(l) − x(l) µ(l+1)p(g˜))) (s)]∥∥∥
L1
(D4)
≤
∫ T
−T
∣∣∣g˜(s) a · (αs(x(l))− e2πi(l+1)ps · x(l))∣∣∣ ds
(D5)
≤ δ
∫ T
−T
|g˜(s)| ds
(D4)
≤ ε ,
which proves (6.1). Now define
y =
√
ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)
.
We have
‖yy∗ − b‖
=
∥∥∥∥∥√ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)(
d∑
k=0
µ(k+1)p(g) · x(k)∗
)
a
√
b− b
∥∥∥∥∥
(D2)
=
∥∥∥∥∥√ba
(
d∑
l=0
x(l) · µ(l+1)p(g) · µ(l+1)p(g) · x(l)∗
)
a
√
b− b
∥∥∥∥∥
(6.1)
≤ 6(d+ 1)ε+
∥∥∥∥∥√ba
(
d∑
l=0
(
g x(l)
)
·
(
g x(l)
)∗)
a
√
b− b
∥∥∥∥∥
= 6(d+ 1)ε+
∥∥∥∥∥√bag
(
d∑
l=0
x(l)x(l)∗
)
ga
√
b− b
∥∥∥∥∥
(D1)
≤ (6d+ 7)ε+
∥∥∥∥∥√bga
(
d∑
l=0
x(l)x(l)∗
)
ga
√
b− b
∥∥∥∥∥
(D5)
≤ (6d+ 8)ε+
∥∥∥(√bga)(ga√b)− b∥∥∥
(D1)
≤ (6d+ 10)ε .
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In particular, we have ‖y‖2 ≤ 1 + (6d+ 10)ε. We further have∥∥y2∥∥
≤
∥∥∥∥∥√ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)√
ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)∥∥∥∥∥
(D1)
≤
∥∥∥∥∥√ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)
ga
√
ba
(
d∑
l=0
x(l) · µ(l+1)p(g)
)∥∥∥∥∥
+ε(d+ 1)
√
1 + (6d+ 10)ε
(D2)
≤ 0 + ε(d+ 1)√1 + 35 = 6(d+ 1)ε ≤ (6d + 10)ε .
Therefore we have verified the condition in Lemma 6.1 with ε replaced by
(6d+ 10)ε, and the proof is complete. 
Corollary 6.7. Let A be a separable C∗-algebra with a flow α : R→ Aut(A).
If α has finite Rokhlin dimension, then A⋊α R is stable.
Proof. This follows directly from Remark 6.4 and Theorem 6.6. 
Remark 6.8. Related results concerning stability of crossed products by
compact groups with finite Rokhlin dimension will be explored in [GHS16].
7. The tube dimension
In the next two sections, we study topological flows and their induced C∗-
dynamical systems. We shall show that any free flow on a finite dimensional,
locally compact and metrizable space induces a one-parameter automor-
phism group with finite Rokhlin dimension. For this purpose, we will need
a few (special cases of) technical results of Bartels, Lu¨ck and Reich [BLR08]
and later improvements by Kasprowski and Ru¨ping [KR15a].
We will define the notion of tube dimension for a topological flow, whose
main purpose is to serve as a purely topological counterpart to Rokhlin
dimension. This plays an analogous role to the purely topological variant of
Rokhlin dimension for Zd-actions in [Sza15a]. We begin with recalling the
definition of a box due to Bartels, Lu¨ck and Reich.
Definition 7.1 (cf. [BLR08, Definition 2.2]). Let Y be a locally compact
and metrizable space with a flow Φ. A box (or a tube) for (Y,Φ) is a compact
subset B ⊂ Y such that there exists a real number l = lB with the property
that for every y ∈ B, there exist real numbers a−(y) ≤ 0 ≤ a+(y) and
ε(y) > 0 satisfying
(i) l = a+(y)− a−(y) ;
(ii) Φt(y) ∈ B for t ∈ [a−(y), a+(y)] ;
(iii) Φt(y) 6∈ B for t ∈ (a−(y)− ε(y), a−(y)) ∪ (a+(y), a+(y) + ε(y)).
Given such a box B, we will implicitly keep track of the following data that
it comes with:
(1) the length lB ;
(2) the maps a± : B → R, y 7→ a±(y);
(3) the topological interior Bo, called the open box ;
(4) the subset SB = {y ∈ B | a−(y)+a+(y) = 0}, called the central slice
of B;
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(5) the subsets ∂+B and ∂−B, respectively called the top and the bottom
of B, defined by
∂±B = {y ∈ B | a±(y) = 0} = {Φa±(y)(y) | y ∈ SB};
(6) similarly, the open top ∂+B
o and the open bottom ∂−B
o, defined by
∂±B
o = {Φa±(y)(y) | y ∈ SB ∩Bo}.
Intuitively speaking, what a box is to a topological flow is like what a
Rokhlin tower is to a single homeomorphism, in that they facilitate local
trivialization of the action. We use this concept to define a notion of dimen-
sion, which is closely related to Rokhlin dimension. A natural term for such
a dimension might have been box dimension, but this term has been used
in the literature for something else. From the perspective of the intuition
behind the term, these boxes could have legitimately been named tubes as
well. Thus, we opted for the term tube dimension in what follows.
Lemma 7.2 (cf. [BLR08, Lemma 2.6]). Let B ⊂ Y be a box of length l = lB.
Then:
(1) the maps
a± : B → R, y 7→ a±(y)
are continuous;
(2) there exists εB > 0 depending only on B such that the numbers ε(y)
appearing in the definition of a box can be chosen so that ε(y) ≥ εB
holds for all y ∈ B;
(3) the map
SB ×
[
− l
2
,
l
2
]
→ B, (y, t) 7→ Φt(y)
is a homeomorphism.
Remark 7.3. The last statement in the previous lemma can be turned into
an alternative definition for boxes: a box is a pair (S, l) for a compact subset
S ⊂ Y and a positive number l > 0 such that the map
S ×
[
− l
2
,
l
2
]
→ Y, (y, t) 7→ Φt(y)
is an embedding.
Occasionally we will need to stretch a box, as formalized in the following
lemma, the proof of which is but a simple exercise based on the definition.
Lemma 7.4. Let B be a box and 0 < L <
εB
2
. Then the set Φ[−L,L](B) is
also a box with the same central slice and a new length lB + 2L.
Notation 7.5. Given a topological space X with a collection U of open
subsets of X, its multiplicity d = mult(U) is the smallest natural number so
that the intersection of any d+ 1 pairwise distinct elements in U is empty.
In order to study the nuclear dimension of the crossed product C0(Y )⋊R
of a topological flow, we would like to decompose Y in a dimensionally
controlled fashion into open subsets such that the flow is trivialized when
restricted to each open subset. This is encapsulated in the following defini-
tion of the so-called tube dimension.
40 I. HIRSHBERG, G. SZABO´, W. WINTER, AND J. WU
Definition 7.6. The tube dimension of a topological flow (Y,Φ), denoted
by dimtube(Φ), is the smallest natural number d such that for any L > 0 and
compact set K ⊂ Y , there is a collection U of open subsets of Y satisfying:
(1) for any y ∈ K, there is U ∈ U such that Φ[−L,L](y) ⊂ U ;
(2) each U ∈ U is contained in a box BU ;
(3) the multiplicity of U is at most d+ 1.
If no such d exists, we define dimtube(Φ) =∞.
Remark 7.7. It is not hard to see that as L gets larger, so does the length
of the box BU for each U , unless U is redundant. Therefore Φ cannot have
periodic points, as they limit the lengths of boxes. In particular, every
topological flow with finite tube dimension must be free.
It turns out that any free flow Φ on a locally compact and metrizable
space Y with finite covering dimension has finite tube dimension. For this,
we will need to invoke a recent result by Kasprowski and Ru¨ping ([KR15a,
Theorem 5.3]), which itself is an improvement of a pioneering construction
of the so-called “long thin covers” by Bartels, Lu¨ck and Reich ([BLR08,
Theorem 1.2, Proposition 4.1]), a crucial step in their solution of the Farrell-
Jones conjecture for Gromov’s hyperbolic groups. Since we are dealing with
a simplified situation, we shall give a somewhat different presentation of
their theorem that is sufficient for our purposes, cf. Remark 7.10.
Theorem 7.8 (cf. [KR15a, Theorem 5.3]). Let Y be a locally compact and
metrizable space with a free continuous action Φ by R. Let L be a positive
number. Then there is a cover of Y of multiplicity at most 5(dim(Y ) + 1)
consisting of open boxes and satisfying the property that for any point x ∈ Y ,
there is an open set in this cover containing Φ[−L,L](x). 
This immediately gives us a bound for the tube dimension of Φ.
Corollary 7.9. Let Y be a locally compact and metrizable space and Φ a
flow on Y . Suppose that Y has finite covering dimension and that Φ is free.
Then
dim+1tube(Φ) ≤ 5 · dim+1(Y ) .

Remark 7.10. We explain some diviation from the original presentation of
the above theorem in [KR15a]:
(1) In the original version, the authors consider not only a flow Φ on
Y , but also a proper action of a discrete group G that commutes
with Φ, and the cover they produce is required to be a so-called
Fin-cover with regard to the second action: it is invariant, and
for each open set U in the cover, only finitely many elements of G
fix U , while any other element carry U to a set disjoint from U
([KR15a, Notation 1.3(4)]). Since this is not needed for proving our
main result, we drop this assumption, or equivalently, we assume
this extra group G that appears in their theorem to be the trivial
group, in which case the Fin-cover condition is automatic.
(2) After we ignore the extra group G, a second difference appears: the
flow Φ is originally not assumed to be free. With this generality,
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one cannot hope to cover the entire space Y with open boxes, as
explained in Remark 7.7. Consequently, the cover constructed in
the original version is only for the subspace Y>20L, which consists
of all points whose orbits have length more than 20L. Since we are
only interested in a free action of R, the space Y>20L is equal to Y .
(3) The dimension estimate in the original version is in terms of the
small inductive dimension ind(Y ), but as they remarked in [KR15a,
Theorem 3.5], in the context their Theorem 5.3 applies to, where Y
is locally compact and metrizable, the small inductive dimension is
equal to the covering dimension dim(Y ).
(4) It is not made explicit in the original statement of their theorem
that the cover consists of open boxes, but this is evident from their
proof: the cover is made up of the sets Φ(−4L,4L)(B
k
i ) for i ∈ N
and k ∈ {0, . . . ,dim(Y )}, and each of them is the interior of a box
Φ[−4L,4L](B
k
i ), which is restricted from the larger box Φ[−10L,10L](Si)
constructed in [KR15a, Lemma 4.6].
(5) It is also clear here that although in the original statement of the
theorem, it is only claimed that the cover has dimension at most
5dim+1(Y ), but in fact the cover they obtained has multiplicity at
most 5dim+1(Y ).
The rest of this section is devoted to exhibiting a number of seemingly
stonger but equivalent characterizations of finite tube dimension for a flow.
In view of the application to Rokhlin dimension and nuclear dimension, the
characterizations using certain partitions of unity are of particular interest.
The intuitive idea is that covers having large overlaps along flow lines, as
in Definition 7.6, give rise to partitions of unity that are, in a sense, almost
flat along the flow, and vice versa. First, we need to collect a few technical
tools needed later for the proof of the main proposition.
Flow-wise Lipschitz partitions of unity. Let us make precise what we
mean by almost flat partitions of unity. Although there is some freedom
in picking the exact condition expressing this intuitive idea, we find the
following Lipschitz-type characterization most convenient for our purposes.
Definition 7.11. Let Φ : R y Y be a flow and F : Y → X a map to a
metric space (X, d). The map F is called Φ-Lipschitz with constant δ, if for
every y ∈ Y , the map t 7→ F (Φt(y)) is Lipschitz with constant δ. In other
words, we have
d(F (Φt(y)), F (y)) ≤ δ · |t|
for all y ∈ Y and t ∈ R.
Remark 7.12. One way to produce flow-wise Lipschitz functions from any
given function is to smear it along the flow. More precisely, for any bounded
Borel function f on Y and any λ+, λ− ∈ R such that λ+ > λ−, we define
E(Φ∗)[λ−,λ+](f) : Y → C by
(7.1) E(Φ∗)[λ−,λ+](f)(y) =
1
λ+ − λ−
∫ λ+
λ−
f(Φ−t(y)) dt.
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Lemma 7.13. For every bounded Borel function f on Y and any λ+, λ− ∈ R
such that λ+ > λ−, the function E(Φ∗)[λ−,λ+](f) is bounded by ‖f‖∞ and
Φ-Lipschitz with constant
2‖f‖∞
λ+ − λ− . If f is continuous and has compact
support, then so does E(Φ∗)[λ−,λ+](f). If f is continuous and vanishes at
infinity, then so does E(Φ∗)[λ−,λ+](f).
Proof. For all y ∈ Y and t ∈ R, we have∣∣(E(Φ∗)[λ−,λ+](f)) (y)∣∣ ≤ 1λ+ − λ−
∫ λ+
λ−
|f(Φ−t(y)) dt| ≤ ‖f‖∞
and ∣∣(E(Φ∗)[λ−,λ+](f)) (Φt(y))− (E(Φ∗)[λ−,λ+](f)) (y)∣∣
=
∣∣∣∣∣ 1λ+ − λ−
∫
(λ−,λ+)△(λ−+t,λ++t)
f(Φ−s(y)) ds
∣∣∣∣∣
≤ 1
λ+ − λ−
(∣∣∣∣∫ λ−+t
λ−
f(Φ−s(y)) ds
∣∣∣∣+ ∣∣∣∣∫ λ++t
λ+
f(Φ−s(y)) ds
∣∣∣∣)
≤ 2‖f‖∞
λ+ − λ− · |t|.
This proves the first statement.
For the second statement, it is easy to see that supp(E(Φ∗)[λ−,λ+](f)) ⊂
Φ[λ−,λ+](supp(f)) and is thus compact. The continuity of E(Φ∗)[λ−,λ+](f) is
proved by considering a similar estimate∣∣(E(Φ∗)[λ−,λ+](f)) (y)− (E(Φ∗)[λ−,λ+](f)) (y′)∣∣
≤ 1
λ+ − λ−
∫ λ+
λ−
∣∣f(Φ−t(y)) − f(Φ−t(y′))∣∣ dt .
Let us fix y in the formula, together with an arbitrary ε > 0. To prove
continuity, it suffices to find a neighborhood U of y such that the above
expression is no more than ε whenever y′ ∈ U . Consider the continuous
function ψy : [λ−, λ+]× Y → [0,∞) defined by
ψ(t, y′) =
∣∣f(Φ−t(y))− f(Φ−t(y′))∣∣ .
Since ψ([λ−, λ+]×{y}) = {0}, there is an open neighborhood V of [λ−, λ+]×
{y} such that ψ(V ) ⊂ [0, ε). Since [λ−, λ+] is compact, by the tube lemma in
basic topology, there is an open neighborhood U of y such that [λ−, λ+]×U ⊂
V . This choice of U is clearly what we need.
Finally, since the linear map E(Φ∗)[λ−,λ+] is contractive in the uniform
norm ‖ · ‖∞, the statement for f ∈ C0(Y ) follows from the compactly sup-
ported continuous case by approximation. 
This smearing technique has the advantage that it preserves, if applied
to a family of functions, the property of being a partition of unity. For our
purpose, it is necessary to introduce a relative version of partitions of unity.
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Definition 7.14. Let X be a topological space and A ⊂ X a subset. Let
U = {Ui}i∈I be a locally finite collection of open sets in X such that A ⊂⋃U . Then a partition of unity for A ⊂ X subordinate to U is a collection
of continuous functions {fi : X → [0,∞)}i∈I such that
(1) for each i ∈ I, the support of fU is contained in Ui ∈ I;
(2) for all x ∈ A, one has
∑
i∈I
fi(x) = 1.
Lemma 7.15. Let X be a locally compact Hausdorff space and A ⊂ X a
compact subset. Let U = {Ui}i∈I be a finite collection of open sets in X such
that A ⊂ ⋃U . Then there exists a partition of unity for A ⊂ X subordinate
to U .
Proof. Define U∞ = X \ A and I+ = I ⊔ {∞}. Then the collection U+ =
{Ui}i∈I+ is a finite open cover of X. Pick a partition of unity {fi}i∈I+
subordinate to U+. Then the subcollection {fi}i∈I is a partition of unity for
A ⊂ X subordinate to U , where the second condition is proved by observing
that f∞(x) = 0 for any x ∈ A. 
Lemma 7.16. Let (X,Φ) be a topological flow, A ⊂ X a subset and λ >
0. Let U = {Ui}i∈I be a finite collection of open sets in X that covers
Φ[−λ,λ](A) and {fi}i∈I a partition of unity for Φ[−λ,λ](A) ⊂ X subordinate
to U . Then the collection {E(Φ∗)[−λ,λ](fi)}i∈I is a partition of unity for A ⊂
X subordinate to {Φ[−λ,λ](U)}U∈U , the members of which are Φ-Lipschitz
with constant 1λ . Moreover, the function 1X −
∑
i∈I
E(Φ∗)[−λ,λ](fi) is also
Φ-Lipschitz with constant 1λ .
Proof. For any x ∈ A, we have∑
i∈I
E(Φ∗)[−λ,λ](fi)(x) =
1
2λ
∫ λ
−λ
(∑
i∈I
fi(Φ−t(x))
)
dt
=
1
2λ
∫ λ
−λ
1 dt = 1.
The non-negativity of each E(Φ∗)[−λ,λ](fi) and the stretching of their sup-
ports are immediate from definition, and the flow-Lipschitz constant is de-
rived from Lemma 7.13. The last statement uses the fact that
1X −
∑
i∈I
E(Φ∗)[−λ,λ](fi) = E(Φ∗)[−λ,λ]
(
1X −
∑
i∈I
fi
)
together with Lemma 7.13. 
Simplicial techniques. Another aspect of the flexibility of the tube di-
mension is the conversion between the two most common ways of defining a
notion of dimension. Consider a collection U of subsets of a space. The di-
mension of U is usually defined to be either one of the following two numbers
minus 1:
(1) the multiplicity (or colloquially known as the covering number), the
maximal cardinality of subcollections with nonempty intersection
(cf. Definition 7.5);
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(2) the coloring number, the minimal number of subfamilies needed to
partition U into, so that elements within the same subfamily are
disjoint.
It is clear that the latter bounds the former from above. Definition 7.6 of
the tube dimension uses the covering number, while in order to establish
connection with the Rokhlin dimension of the associated C∗-flow, we will
need to make use of the coloring number, as will be made precise in Propo-
sition 7.23(3)-(5). A standard way to show that they are equivalent is to
apply certain simplicial techniques.
Definition 7.17. For us, an abstract simplicial complex Z consists of:
• a set Z0, called the set of vertices, and
• a collection of its finite subsets closed under taking subsets, called
the collection of simplices.
We often write σ ∈ Z to denote that σ is a simplex of Z. We also associate
the following structures to Z:
(1) The dimension of a simplex is the cardinality of the corresponding
finite subset minus 1, and the (simplicial) dimension of the abstract
simplicial complex is the supremum of the dimensions of its sim-
plices.
(2) The geometric realization of an abstract simplicial complex Z, de-
noted as |Z|, is the set of tuples⋃
σ∈Z
{
(zv)v ∈ [0, 1]Z0
∣∣∣ ∑
v∈σ
zv = 1 , and zv = 0 for any v ∈ Z0 \ σ
}
.
Similarly for a simplex σ of Z, we define its closed (respectively,
open) geometric realization |σ| (respectively, |σ|) as follows:
|σ| =
{
(zv)v ∈ |Z|
∣∣∣ ∑
v∈σ
zv = 1
}
|σ| =
{
(zv)v ∈ |Z|
∣∣∣ ∑
v∈σ
zv = 1 with zv > 0 for any v ∈ σ
}
.
(3) Although usually |Z| is equipped with the weak topology, for our
purposes we consider the ℓ1-topology, induced by the ℓ1-metric d1 :
|Z| × |Z| → [0, 2] defined by
d1
(
(zv)v , (z
′
v)v
)
=
∑
v∈Z0
|zv − z′v| .
(4) For any vertex v0 ∈ Z0, the (simplicial) star around v0 is the set
of simplices of Z that contain v0, and the open star around v0 is
the union of the open geometric realizations of such simplices in |Z|,
that is, the set {
(zv)v ∈ |Z|
∣∣∣ zv0 > 0} .
(5) The simplicial cone CZ is the abstract simplicical complex{
σ, σ ⊔ {∞} ∣∣ σ ∈ Z} ,
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where∞ is an additional vertex. More concretely, we have (CZ)0 =
Z0 ⊔{∞}, each simplex σ in Z spawns two simplices σ and σ⊔{∞}
in CZ, and all simplices of CZ arise this way.
(6) A subcomplex of Z is an abstract simplicial complex Z ′ with Z ′0 ⊂ Z0
and Z ′ ⊂ Z. It is clear that there is a canonical embedding |Z ′| ⊂ |Z|
preserving the ℓ1-metric.
A major advantage of simplicial complexes for us is that many ways of
defining dimension agree for them. The following lemma gives a canonical
open cover on an abstract simplicial complex with nice properties.
Lemma 7.18. Let Z be an abstract simplicial complex. For each simplex
σ ∈ Z, the set Vσ given by
Vσ =
{
(zv)v ∈ |Z|
∣∣∣∣ zv > zv′ , for all v ∈ σ and v′ ∈ Z0 \ σ}
is an open neighborhood of |σ| in |Z|. Furthermore, if Z has finite dimension
d, then the following are true:
(1) For l = 0, . . . , d, the collection V(l) = {Vσ | σ ∈ Z, dim(σ) = l}
consists of disjoint open sets.
(2) The collection V = V(0) ∪ · · · ∪ V(d) is an open cover of |Z| with
Lebesgue number at least 1(d+1)(d+2) .
(3) For each simplex σ ∈ Z, the formula
νσ(z) =
d1(z, |Z| \ Vσ)∑
σ′∈Z
d1(z, |Z| \ Vσ′)
defines a function νσ : |Z| → [0, 1] that is 2(d + 1)(d + 2)(2d + 3)-
Lipschitz. And the collection {νσ}σ∈Z is a partition of unity for |Z|
subordinate to the open cover V.
Proof. It is clear that |σ| ⊂ Vσ. Now to show Vσ is open, we produce, for
any (zv)v ∈ Vσ, an open set U such that (zv)v ∈ U ⊂ Vσ. Define
δ =
1
2
min
{
zv − zv′
∣∣ v ∈ σ and v′ ∈ Z0 \ σ} ,
which is a positive number. Then we can take U = Bδ
(
(zv)v
)
, the open ball
around (zv)v with radius δ, since
Bδ
(
(zv)v
) ⊂ {(z′v)v ∈ |Z| ∣∣∣ sup
v∈Z0
|zv − z′v| < δ
}
⊂ Vσ .
Let us now prove statements (1)-(3):
(1) It suffices to show that for any l ∈ {0, . . . , d} and any two simplices
σ and σ′ of dimension l, if there is (zv)v ∈ Vσ ∩ Vσ′ , then σ = σ′,
but this is obvious, since σ is uniquely determined as the collection
of indices of the (l + 1) largest coordinates of (zv)v.
(2) It suffices to show that for any z ∈ |Z|, there is σ ∈ Z such that
Bδ
(
(zv)v
) ⊂ Vσ, for δ = 1(d+1)(d+2) . To this end, we let zl be the
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value of the l-th greatest coordinate(s) of z, for l ≥ 1. (We count
with multiplicities and set zd+2 = 0.) We know
1 =
d+1∑
l=1
zl =
d+1∑
l=1
l · (zl − zl+1) ≤
d+1∑
l=1
l ·max
k
(zk − zk+1),
from which follows that there is l0 ∈ {1, . . . , d + 1} such that zl0 −
zl0+1 ≥ 2(d+1)(d+2) . Now let σ ∈ Z consist of the indices of the
l0 greatest coordinates of z. Then as we argued above, we have
Bδ
(
(zv)v
) ⊂ Vσ.
(3) This follows directly from [NY12, Lemma 4.3.5].

The following construction makes a link between simplicial complexes and
open covers.
Definition 7.19. Let X be a topological space, and let U be a locally finite
collection of open subsets of X. Then the nerve complex of U , denoted as
N (U), is the abstract simplicical complex with U as its vertex set and the
simplices corresponding to subcollections of U with nonempty intersections.
The following lemmas are immediate from the definitions.
Lemma 7.20. Let X be a topological space, and let U be a locally finite
collection of open subsets of X. Then the simplicial dimension of N (U) is
equal to mult(U) − 1. Moreover, if V is another locally finite collection of
open subsets of X such that U ⊂ V, then N (U) embeds as a subcomplex into
N (V). 
Lemma 7.21. Let X be a locally compact, metrizable space, let K ⊂ X be
a compact subset, let U be a locally finite collection of open subsets of X that
covers K, and let {µU}U∈U be a partition of unity of K ⊂ X subordinate
to and indexed by U in the sense of Definition 7.14. Consider the open
cover U+ = U ∪ {X \K} and put µX\K = 1X −
∑
U∈U µU . Then there is a
continuous map µU+ : X → |N (U+)| given by
(7.2) µU+(x) =
(
µU (x)
)
U∈U+
.
Furthermore µU+ maps K into |N (U)| (as a subspace of |N (U+)|), and for
each U ∈ U+, the preimage of the open star in |N (U+)| around the vertex
U is contained in U (as a subset of Y ). 
Equivalent characterizations. Now we can put together the tools we have
gathered above and prove a key proposition regarding various equivalent
ways to define the tube dimension. We first record a general lemma, which
we assume is well known.
Lemma 7.22. Let X,K, Y be metrizable spaces, with K compact. Let
f : X × K → Y be a continuous function, and let U ⊆ Y be open. Then
{x ∈ X | f(x, t) ∈ U for all t ∈ K} is an open subset of X.
Proof. The space C(K,Y ) with the compact-open topology is metrizable,
hence compactly generated. Therefore the map f˜ : X → C(K,Y ) given by
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f˜(x)(t) = f(x, t) is continuous, C(K,U) is an open subset of C(K,Y ), and
{x ∈ X | f(x, t) ∈ U for all t ∈ K} = f˜−1(C(K,U)). 
In particular, it follows that if Φ is a flow on Y , and U ⊆ Y is open, then
for any L > 0, the set {y ∈ Y | Φ[−L,L](y) ⊆ U ]} is open.
Proposition 7.23. Let (Y,Φ) be a topological flow. Let d ∈ N. Then the
following are equivalent:
(1) The tube dimension of Φ is at most d;
(2) For any η > 0 and compact set K ⊂ Y , there is a finite abstract
simplicial complex Z of dimension at most d and a continuous map
F : Y → |CZ| satisfying:
(a) F is Φ-Lipschitz with constant η;
(b) for any vertex v ∈ Z0, the preimage of the open star around v
is contained in a box Bv;
(c) F (K) ⊂ Z.
(3) For any η > 0 and any compact set K ⊂ Y , there is a finite partition
of unity {ϕi}i∈I of K ⊂ Y satisfying:
(a) for any i ∈ I, ϕi is Φ-Lipschitz with constant η;
(b) for any i ∈ I, ϕi is supported in a box Bi;
(c) there is a decomposition I = I(0)∪˙ · · · ∪˙I(d) such that for any
l ∈ {0, . . . , d} and any two distinct i, j ∈ I(l), we have ϕi·ϕj = 0.
(4) For any η > 0, L > 0 and compact set K ⊂ Y , there is a finite
partition of unity {ϕi}i∈I of K ⊂ Y satisfying:
(a) for any i ∈ I, ϕi is Φ-Lipschitz with constant η;
(b) for any i ∈ I, Φ[−L,L]
(
supp(ϕi)
)
is contained in a box Bi (or,
equivalently, ϕi is supported in a box Bi with εBi ≥ 2L);
(c) there is a decomposition I = I(0)∪˙ · · · ∪˙I(d) such that for any
l ∈ {0, . . . , d} and any two distinct i, j ∈ I(l), we have
Φ[−L,L]
(
supp(ϕi)
) ∩ Φ[−L,L](supp(ϕj)) = ∅.
(5) For any L > 0 and any compact setK ⊂ Y , there is a finite collection
U of open subsets of Y that covers K and satisfies:
(a) each U ∈ U is contained in a box BU with εBU ≥ 2L;
(b) there is a decomposition U = U (0)∪˙ · · · ∪˙ U (d) such that for any
l ∈ {0, . . . , d} and any two distinct U,U ′ ∈ U (l), we have
Φ[−L,L](U) ∩ Φ[−L,L](U ′) = ∅.
Proof. We proceed in the order (1)⇒(2)⇒(3)⇒(4)⇒(5)⇒(1).
(1)⇒(2): Given any η > 0 and compact set K ⊂ Y , set L = d+2η and
K̂ = Φ[−L,L](K), and obtain a collection U of open subsets of Y as in
Definition 7.6 with regard to L and Φ[−L,L](K̂). For each U ∈ U , define U ′ =
{y ∈ Y | Φ[−L,L](y) ⊂ U}, which is open by Lemma 7.22. By construction,
we have Φ[−L,L](U
′) ⊂ U .
Because of condition (1) in Definition 7.6, the collection U ′ = {U ′}U∈U
covers K̂. Since K is compact, we may find a finite subcover U ′0 in U ′, and
define the finite collection U0 = {U ∈ U | U ′ ∈ U ′0}. Now fix a partition
of unity {fU}U∈U0 for K̂ ⊂ Y subordinate to U ′0. Then by Lemma 7.16,
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the collection
{
f̂U = E(Φ∗)[−L,L](fU )
}
U∈U0
is a finite partition of unity for
K ⊂ X subordinate to U0, the members of which are Φ-Lipschitz with
constant 1L , and so is the function 1X −
∑
U∈U0
E(Φ∗)[−L,L](fU ).
Set Z = N (U0). Since mult(U0) ≤ mult(U) ≤ d + 1, we can apply
Lemma 7.20 to deduce that Z is a finite abstract simplicial complex of
dimension at most d. By Lemma 7.21, we have a continuous map
F = f̂U+0
=
⊕
U∈U0
f̂U
⊕
1X − ∑
V ∈U0
f̂V
 : Y → |N (U+0 )| ⊂ |CZ|,
which is Φ-Lipschitz with regard to the l1-metric with constant d+2L = η, as
at most (d+ 2) summands of F are non-zero at each point. It also maps K
into |N (U0)| because
(
1X −
∑
U∈U0
E(Φ∗)[−L,L](fU )
)
vanishes onK. Finally,
the preimage of the open star around each vertex U ∈ U0 is contained in
supp(f̂U ) ⊂ U , which is in turn contained in a box BU .
(2)⇒(3): Given any η > 0 and compact set K ⊂ Y , set η′ = η2(d+2)(d+3)(2d+5)
and obtain a finite abstract simplicial complex Z and a map F : Y → |CZ|
satisfying the conditions in (2) with regard to η′ and K. For l = 0, . . . , d,
define I(l) to be the collection of all l-dimensional simplices in Z, and set
I =
⋃d
l=0 I
(l) = Z. For any σ ∈ I, let νσ : |CZ| → [0, 1] be a function as in
Lemma 7.18(3), and define ϕσ = νσ ◦F : Y → [0, 1]. We claim that {ϕσ}σ∈I
together with the decomposition I =
⋃d
l=0 I
(l) is a finite partition of unity
for K ⊂ Y satisfying the required conditions.
Since F maps K into |Z| ⊂ |CZ| and ∑σ∈I νσ(z) = 1 for any z ∈ |Z|, it
follows that
∑
σ∈I ϕσ(y) = 1 for any y ∈ K.
Since by Lemma 7.18 (3), the map νσ is Lipschitz with the constant
2
(
(d+1)+1
)(
(d+1)+2
)(
2(d+1)+3
)
and F is Φ-Lipschitz with constant
η′, it follows for any σ ∈ I that the composition is Φ-Lipschitz with constant
η′ · 2(d + 2)(d+ 3)(2d + 5) = η, which proves condition (3a).
As for condition (3b), we observe that each of the open sets Vσ = {z ∈
|CZ| | νσ(z) 6= 0} is contained in the open star of any vertex v ∈ σ, whose
preimage under F by assumption is contained in the box Bv, and thus so is
supp(νσ).
Lastly, for each l ∈ {0, . . . , d}, {ϕσ}σ∈I(l) is a family of orthogonal func-
tions because it is a pullback of the orthogonal family {νσ}σ∈I(l) by F .
(3)⇒(4): Given η > 0, L > 0 and compact set K ⊂ Y , choose η′ > 0 with
0 <
η′
(
1 + (d+ 1)(2 − 2η′L )
)
(
1− (d+ 1)2η′L
)2 < η
and obtain a finite partition unity {ψi}i∈I satisfying the conditions in (3)
with regard to η′ and K. Now for each i ∈ I define
ψ′i =
(
ψi − 2η
′
L
)
+
: Y →
[
0, 1− 2η
′
L
]
.
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Since each ψi is Φ-Lipschitz with constant η
′ and since supp(ψ′i) ⊂ {y ∈
Y
∣∣ ψi(y) ≥ 2η′L }, we have
Φ[−L,L]
(
supp(ψ′i)
) ⊂ {y ∈ Y ∣∣∣∣ maxt∈[−L,L]ψi(Φt(y)) ≥ 2η′L
}
⊂ ψ−1i
([
η′
L
, 1
])
.
Moreover, if we put
ψ′ =
(∑
i∈I
ψ′i
)
+
(
1Y −
∑
i∈I
ψi
)
,
then for any y ∈ Y we have
(1Y − ψ′)(y) =
∑
i∈I
(ψi − ψ′i)(y) ∈
[
0, (d + 1)
2η′
L
]
,
where the estimate for the upper bound uses the fact that the family {(ψi−
ψ′i)}i∈I(l) is orthogonal for each l ∈ {0, . . . , d}. By putting
ϕi = ψ
′
i/ψ
′,
we obtain a finite partition of unity {ϕ}i∈I for K ⊂ Y that satisfies con-
ditions (4b) and (4c). As for condition (4a), we observe that each ψ′i is
also Φ-Lipschitz with constant η′ and
(
1Y −
∑
i∈I ψi
)
is Φ-Lipschitz with
constant η′(d + 1). Thus, we deduce that ψ′ is Φ-Lipschitz with constant
2η′(d+ 1). So for any y ∈ Y and any t ∈ R, we have
|ϕi(Φt(y))− ϕi(y)|
=
∣∣∣∣ψ′i(Φt(y))ψ′(Φt(y)) − ψ
′
i(y)
ψ′(y)
∣∣∣∣
=
∣∣∣∣ψ′i(Φt(y))ψ′(Φt(y)) − ψ
′
i(y)
ψ′(Φt(y))
+
ψ′i(y)
ψ′(Φt(y))
− ψ
′
i(y)
ψ′(y)
∣∣∣∣
≤ |ψ
′
i(Φt(y)) − ψ′i(y)|
|ψ′(Φt(y))| +
∣∣ψ′i(y)∣∣ · |ψ′(y)− ψ′(Φt(y))||ψ′(Φt(y))| · |ψ′(y)|
≤ η
′
1− (d+ 1)2η′L
+
2η′(d+ 1)(
1− (d+ 1)2η′L
)2
≤
η′
(
1 + (d+ 1)(2− 2η′L )
)
(
1− (d+ 1)2η′L
)2 < η .
This shows that each ϕi is Φ-Lipschitz with constant η.
(4)⇒(5): Set U (l) = {supp(ϕi)o}i∈I(l) for l = 0, . . . , l and shrink each Bi by
L on both ends.
(5)⇒(1): This is done by replacing U by the collection {Φ[−L,L](U)}U∈U and
applying Lemma 7.4. 
8. Tube dimension vs. Rokhlin dimension
Using some of the more analytic characterizations of the tube dimension
provided by Proposition 7.23, we can demonstrate a close relation between
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the tube dimension of a topological flow and the Rokhlin dimension of the
induced C∗-dynamical system.
Theorem 8.1. Let Y be a locally compact Hausdorff space and Φ a topo-
logical flow on Y . Let α : R→ Aut(C0(Y )) be the associated flow. Then
dim+1Rok(α) ≤ dim+1tube(Φ) ≤ 2 dim+1Rok(α).
Proof of the left hand inequality. Let us assume dimtube(Φ) ≤ d for some
positive integer d, and show that dimRok(α) ≤ d. For simplicity we make
use of the auxiliary function ρ : C → C that maps aeiθ to √aeiθ, where
a ≥ 0 and θ ∈ R. It is easy to see that ρ is uniformly continuous. We also
remark that Cc(Y )≤1 is dense in C0(Y )≤1.
Given anyM,T, δ > 0 and any finite set F ⊂ Cc(Y )≤1, we pick a compact
set K ⊂ Y so large that it contains the supports of all the functions in F ,
and also pick η > 0 so small that |w − w′| ≤ ηT implies |ρ(w) − ρ(w′)| ≤ δ
for all w,w′ ∈ C. Then we apply Proposition 7.23(3) to obtain a partition
of unity {ϕi}i∈I of Y and a decomposition I =
⋃d
l=0 I
(l) satisfying the three
conditions with regard to η and K. Thus each ϕi is supported in some
box Bi, which by definition, yields continuous functions (cf. Lemma 7.2)
aBi,± : B → R that satisfy
aBi,±(Φt(y)) = aBi,±(y)− t
for all y ∈ B and t ∈ [aBi,−(y), aBi,+(y)]. Set
ψi = ϕ
1
2
i · exp
(
2πi
M
· aBi,+
)
: Bi → C,
which we continuously extend to all of Y by setting ψi(y) = 0 for y ∈ Y \Bi.
We then define
x(l) =
∑
i∈I(l)
ψi ∈ Cc(Y )
for l = 0, . . . , d. Note that for any y ∈ Y , at most one of the functions ψi
in the sum is nonzero because they are pairwise orthogonal. We check that
{x(l)}l=0,...,d satisfies the conditions in Lemma 2.8(5).
Conditions (5c) and (5d) are trivially satisfied since C0(Y ) is commuta-
tive. To check condition (5b), we compute for l = 0, . . . , d that
x(l)x(l)∗ =
∑
i,j∈I(l)
ψiψ
∗
j =
∑
i∈I(l)
|ψi|2,
using that ψi and ψj are orthogonal when i 6= j. Thus
d∑
l=0
x(l)x(l)∗ =
∑
i∈I
|ψi|2 =
∑
i∈I
ϕi,
which is equal to 1 on K. This implies that for any f ∈ F , we have
f =
d∑
l=0
x(l)x(l)∗ · f.
This shows condition (5b).
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As for condition (5a), it suffices to check that for any l ∈ {0, . . . , d}, for any
t ∈ [−T, T ] and for any y ∈ Y , we have ∣∣x(l)(y)− exp(2πitM ) · x(l)(Φt(y))∣∣ ≤ δ.
For i ∈ I, let us define the function
ψ˜i = ϕi · exp
(
2πi
M
· aBi,+
)
: Bi → C,
which we continuously extend to all of Y by setting ψ˜i(y) = 0 for y ∈ Y \Bi.
We then define
x˜(l) =
∑
i∈I(l)
ψ˜i ∈ Cc(Y )
for l = 0, . . . , d. Observe that ψi = ρ ◦ ψ˜i for all i ∈ I, and using the
orthogonality of {ϕi}i∈I(l) , we also have x(l) = ρ ◦ x˜(l). Also notice that ρ
preserves multiplication by complex numbers with norm 1. Hence by our
choice of η, it suffices to check that for any l ∈ {0, . . . , d} and y ∈ Y , the
function
R ∋ t 7→ exp
(
2πit
M
)
· x˜(l)(Φt(y)) ∈ C
is Lipschitz with constant η. Since the Lipschitz condition on a geodesic
space can be checked locally, it suffices to show for any l ∈ {0, . . . , d} and
y ∈ Y that there is ty > 0 such that for any t ∈ (−ty, ty), we have∣∣∣∣x˜(l)(y)− exp(2πitM
)
· x˜(l)(Φt(y))
∣∣∣∣ ≤ η · |t|.
This breaks down into two cases:
Case 1: Suppose ϕi(y) = 0 for every i ∈ I(l). Since ϕi(Φt(y)) 6= 0 for at
most one function in {ϕi}i∈I(l) , we have for every t ∈ R that∣∣∣∣x˜(l)(y)− exp(2πitM
)
· x˜(l)(Φt(y))
∣∣∣∣
=
∣∣∣x˜(l)(Φt(y))∣∣∣
= max
i∈I(l)
{|ϕi(Φt(y))|}
= max
i∈I(l)
{|ϕi(y)− ϕi(Φt(y))|}
≤ η · |t|.
Case 2: Suppose ϕi0(y) 6= 0 for some i0 ∈ I(l). Then we may pick ty
small enough so that ϕi0(Φt(y)) 6= 0 for all t ∈ (−ty, ty). By
orthogonality, we know that ϕi(Φt(y)) = 0 for all t ∈ (−ty, ty) and
i ∈ I(l) \ {i0}. Observe that the segment Φ(−ty ,ty)(y) of a flow line
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falls entirely in the box Bi. Hence for any t ∈ (−ty, ty), we have
∣∣∣∣x˜(l)(y)− exp(2πitM
)
· x˜(l)(Φt(y))
∣∣∣∣
=
∣∣∣∣ψ˜i(y)− exp(2πitM
)
· ψ˜i(Φt(y))
∣∣∣∣
=
∣∣∣∣ϕi(y) · exp(2πiM · aBi,+(y)
)
−exp
(
2πit
M
)
· ϕi(Φt(y)) · exp
(
2πi
M
· aBi,+(Φt(y))
) ∣∣∣∣
=
∣∣∣∣ϕi(y) · exp (2πiM · aBi,+(y))
−exp
(
2πit
M
)
· ϕi(Φt(y)) · exp
(
2πi
M
· (aBi,+(y)− t)) ∣∣∣∣
=
∣∣∣∣(ϕi(y)− ϕi(Φt(y))) · exp(2πiM · aBi,+(y)
)∣∣∣∣
= |ϕi(y)− ϕi(Φt(y))| ≤ η · |t|.
We conclude that
∥∥f · (αt(x(l))− exp(2πitM ) · x(l))∥∥ ≤ δ for any l ∈ {0, . . . , d},
t ∈ [−T, T ] and f ∈ F . This completes the proof of the first inequality. 
Proof of the second inequality. Let us assume that dimRok(α) ≤ d for some
non-negative integer d, and show that dimtube(Φ) ≤ 2(d+1)−1 by verifying
the conditions in Definition 7.6. Before we start, let us make some local
definitions:
(D1) We present the closed unit disk D ⊂ C as
D ∼= (R × [0, 1])/ ∼
where (θ1, r) ∼ (θ2, r) if and only if r = 0 or θ1 − θ2 ∈ Z, for any
θ1, θ2 ∈ R.
(D2) Set ε = 196 .
(D3) For j = 0, 1, 2, define the following annular sections
Dj =
(
[−jε, jε] ×
[
3− j
3
√
d+ 2
, 1
])
/ ∼
as subsets of D (note that D0 is a line segment).
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D2 D1
D
Observe that Dj ⊂ Doj+1 for j = 0, 1, where Doj is the interior of Dj
relative to D.
(D4) Let Nδ(Dj) = {z ∈ D | d(z,Dj) ≤ δ} denote the δ-neighborhood of
Dj with regard to the Euclidean metric on D ⊂ C. Note that the
Euclidean metric is invariant under rotation.
(D5) Pick 0 < δ ≤ 1d+2 so small that Nδ(Dj) ⊂ Doj+1 for j = 0, 1.
(D6) Pick a continuous function g : D → [0, 1] such that g|D1 = 1 and
supp(g) ⊂ D2. In particular, we have g|D\Do2 = 0.
Now given L > 0 and a compact subset K ⊂ Y , we would like to find a col-
lection U of open subsets of Y satisfying conditions (1)-(3) in Definition 7.6.
For this we also make the following local definitions:
(D7) By local compactness, there is a compact set K ′ ⊂ Y such that
Φ[−8L,8L](K) ⊂ (K ′)o.
(D8) By Urysohn’s lemma, we can find f ∈ C0(Y )≤1,+ such that f(y) = 1
for any y ∈ K ′.
(D9) Since we have assumed dimRok(α) ≤ d, we can apply Lemma 2.8(5)
and find contractions x(0), . . . , x(d) ∈ C0(Y ) satisfying conditions (5a)
- (5d) with p, T, δ and F replaced by π4L , 8L, δ and {f}. Written
out, this means:
(a)
∥∥∥f · (αt(x(l))− e 2piit8L · x(l))∥∥∥ ≤ δ for all l = 0, . . . , d, for all t ∈
[−8L, 8L];
(b)
∥∥∥f − f ·∑dl=0 x(l)x(l)∗∥∥∥ ≤ δ;
(c)
∥∥[x(l), f ]∥∥ ≤ δ for all l = 0, . . . , d;
(d)
∥∥f · [x(l), x(l)∗]∥∥ ≤ δ for all l = 0, . . . , d.
Note that the spectra of x(0), . . . , x(d) (which are nothing but their ranges as
functions on Y ) are contained in D. Also observe that replacing any number
of the elements x(l) by −x(l) (or, more generally, by λx(l) for any λ ∈ C
with |λ| = 1) does not violate any of the four conditions (a)-(d) in (D9).
Let us fix an index l ∈ {0, . . . , d} in the following definitions:
(D10) Set x(l,±) = ±x(l).
(D11) For j = 0, 1, 2, define ∆
(l,±)
j =
(
x(l,±)
)−1
(Dj), which are compact
subsets of Y , as 0 6∈ Dj.
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(D12) Define continuous functions
γ(l,±) = g ◦ x(l,±) : Y → [0, 1],
which are supported in ∆
(l,±)
2 and equal to 1 on ∆
(l,±)
1 .
(D13) Define ξ(l,±) : Y → D by
ξ(l,±)(y) =
1
8L
∫ 4L
−4L
γ(l,±)(Φs(y)) · exp
(
2πis
8L
)
ds,
which are continuous because the integrand is uniformly continuous.
Intuitively speaking, the integral in (D13) implements an averaging process
that turns the approximate equivariance of x(l,±) as expressed by (D9)(a)
into exact equivariance of ξ(l,±), albeit restricted to a local scale. This will
be made precise later in (8.4).
We first claim that for any σ ∈ {+,−}, y ∈ ∆(l,σ)1 ∩K ′ and
(8.1) t ∈ [−(1− 4ε)8L,−4ε · 8L] ∪ [4ε · 8L, (1 − 4ε)8L] ,
we have
(8.2) γ(l,σ)(Φt(y)) = 0 .
Indeed, since f(y) = 1 by (D8), we have, by (D9)(a),∣∣∣∣x(l,σ)(Φt(y)) − exp(−2πit8L
)
· x(l,σ)(y)
∣∣∣∣ ≤ δ
and thus
x(l,σ)(Φt(y)) ∈ Nδ
(
exp
(
−2πit
8L
)
· x(l,σ)(y)
)
(D11)
⊂ Nδ
(
exp
(
−2πit
8L
)
·D1
)
(D4)
= exp
(
−2πit
8L
)
·Nδ (D1)
(D5)
⊂ exp
(
−2πit
8L
)
·D2
(D3)
=
([
t
8L
− 2ε, t
8L
+ 2ε
]
×
[
1
3
√
d+ 2
, 1
])
/ ∼
(8.1)⊂
(
([−1 + 2ε,−2ε] ∪ [2ε, 1 − 2ε]) ×
[
1
3
√
d+ 2
, 1
])
/ ∼
(D3)
⊂ D \Do2.
But this implies that γ(l,σ)(Φt(y))
(D12)
= g
(
x(l,σ)(Φt(y))
) (D6)
= 0, and the
claim is proved.
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This brings about several consequences regarding ξ(l,±). To this end, we
compute, for any y ∈ ∆(l,±)1 ∩K ′ and any t ∈
[− (12 − 4ε) 8L, (12 − 4ε) 8L],
(8.3)
exp
(
2πit
8L
)
· ξ(l,±)(Φt(y))
(D13)
=
1
8L
∫ 4L
−4L
γ(l,±)(Φs+t(y)) · exp
(
2πi(s + t)
8L
)
ds
s+t→s′
=
1
8L
∫ 4L+t
−4L+t
γ(l,±)(Φs′(y)) · exp
(
2πis′
8L
)
ds′
(8.2)
=
1
8L
∫ 32εL
−32εL
γ(l,±)(Φs′(y)) · exp
(
2πis′
8L
)
ds′ ,
where in the last step, we also used the fact
(−32εL, 32εL) =
[−4L+ t, 4L+ t] \ ([−(1− 4ε)8L,−4ε · 8L] ∪ [4ε · 8L, (1 − 4ε)8L]) .
Since the last integral in (8.3) is independent of t, we obtain
(8.4) exp
(
2πit
8L
)
· ξ(l,±)(Φt(y)) = exp
(
2πi0
8L
)
· ξ(l,±)(Φ0(y)) = ξ(l,±)(y)
for any y ∈ ∆(l,±)1 ∩K ′ and any t ∈
[− (12 − 4ε) 8L, (12 − 4ε) 8L].
Moreover, setting t = 0 in (8.3), we obtain
ξ(l,±)(y)
(8.3)
=
1
64εL
∫ 32εL
−32εL
8ε · γ(l,±)(Φs(y)) · exp
(
2πis
8L
)
ds
(D12)
∈ conv
({
8ε · λ · exp
(
2πis
8L
) ∣∣∣∣ s ∈ [−32εL, 32εL], λ ∈ [0, 1]})
= ([−4ε, 4ε] × [0, 8ε]) / ∼ .
Since when s = 0, the integrand above is equal to
8ε · γ(l,±)(Φ0(y)) · exp
(
2πi · 0
8L
)
= 8ε,
which falls outside of the faces ({4ε} × [0, 8ε]) / ∼ and ({−4ε} × [0, 8ε]) / ∼
of the convex set ([−4ε, 4ε] × [0, 8ε]) / ∼. It follows from the properties of
faces of a convex set that
ξ(l,±)(y) ∈( ([−4ε, 4ε] × [0, 8ε]) / ∼ ) \ ( ({−4ε, 4ε} × [0, 8ε]) / ∼ )(8.5)
= ((−4ε, 4ε) × (0, 8ε]) / ∼ .
We define:
(D14) the subset V =
([
−
(
1
2
− 8ε
)
,
1
2
− 8ε
]
× (0, 8ε]
)
/ ∼ in D, and
(D15) the subset
B(l,σ) = Φ[−( 12−4ε)8L,(
1
2
−4ε)8L](∆
(l,σ)
1 ∩K ′) ∩
(
ξ(l,σ)
)−1
(V )
in Y , for any l ∈ {0, . . . , d} and any σ ∈ {+,−}.
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Claim 8.2. For any l ∈ {0, . . . , d} and any σ ∈ {+,−}, B(l,σ) is a box with
length lB(l,σ) = (1− 16ε)8L.
Claim 8.3. For any l ∈ {0, . . . , d}, any σ ∈ {+,−} and any y ∈ K with
x(l,σ)(y) ∈
([
−1
4
,
1
4
]
×
[
1√
d+ 2
, 1
])
/ ∼,
we have
Φ[−L,L](y) ⊂
(
B(l,σ)
)o
.
We postpone the proofs of these claims until after the proof of this theo-
rem, and first show how to complete the proof using them.
Let us show that U =
{(
B(l,σ)
)o}
l∈{0,...,d},σ∈{+,−}
is a collection of open
subsets of Y that satisfies the conditions in Definition 7.6 for dimtube(Φ) ≤
2(d+1)− 1 with regard to L and K. By design, each (B(l,σ))o is contained
in a box, and the multiplicity is at most 2(d + 1), which is the cardinality
of the collection. Since f(y) = 1 for all y ∈ K by (D8) and∥∥∥∥∥
d∑
l=0
x(l)x(l)∗ · f − f
∥∥∥∥∥ ≤ δ
by (D9)(b), we get for all y ∈ K that
d∑
l=0
∣∣∣x(l)(y)∣∣∣2 ≥ 1− δ (D5)≥ d+ 1
d+ 2
.
Thus there is a number l = l(y) ∈ {0, . . . , d} such that∣∣∣x(l)(y)∣∣∣2 ≥ 1
d+ 2
.
It follows that at least one of x(l,+)(y) and x(l,−)(y) is contained in([
−1
4
,
1
4
]
×
[
1√
d+ 2
, 1
])
/ ∼ .
Hence by Claim 8.3, we know that Φ[−L,L](y) is contained in
(
B(l,+)
)o
or(
B(l,−)
)o
. This shows dimtube(Φ) ≤ 2(d + 1)− 1. 
Proof of Claim 8.2. Fix l ∈ {0, . . . , d} and σ ∈ {+,−}. We first show B(l,σ)
is compact. To this end, for any z ∈ ∆(l,σ)1 ∩K ′, and any
(8.6) t ∈
[
−
(
1
2
− 4ε
)
8L,
(
1
2
− 4ε
)
8L
]
,
we have
ξ(l,σ) (Φt(z))
(8.4)
= exp
(
−2πit
8L
)
· ξ(l,σ)(z)
(8.5)∈
(
(−4ε− t
8L
, 4ε− t
8L
)× (0, 8ε]
)
/ ∼
(8.6)⊂
((
−1
2
,
1
2
)
× (0, 8ε]
)
/ ∼ .
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Hence the image of the compact set Φ[−( 12−4ε)8L,(
1
2
−4ε)8L](∆
(l,σ)
1 ∩K ′) under
ξ(l,σ) does not include 0, and thus its intersection with V is the same as its
intersection with V ∪ {0}, which, by (D14), is the compact set([
−
(
1
2
− 8ε
)
,
1
2
− 8ε
]
× [0, 8ε]
)
/ ∼ .
It follows that this intersection and thus its preimage under ξ(l,σ) are also
compact, and thus so is B(l,σ) by its definition in (D15).
Now let
(8.7) log :
((
−1
2
,
1
2
)
× (0, 1]
)
/ ∼ → {a+ bi ∈ C | a ≤ 0, b ∈ (−π, π)}
be a continuous branch of the log function, and define a continuous function
(8.8) Λ =
1
2π
Im log :
((
−1
2
,
1
2
)
× (0, 1]
)
/ ∼ →
(
−1
2
,
1
2
)
,
where Im log denotes the imaginary coordinate of the log function.
Since ξ(l,σ)(B(l,σ))
(D15)
⊂ V
(D14)
⊂ ((−12 , 12)× (0, 1]) / ∼, we may define
functions a
(l,σ)
± : B
(l,σ) → C by the formulas
a
(l,σ)
− (y) =
(
Λ
(
ξ(l,σ)(y)
)
−
(
1
2
− 8ε
))
· 8L ,(8.9)
a
(l,σ)
+ (y) =
(
Λ
(
ξ(l,σ)(y)
)
+
(
1
2
− 8ε
))
· 8L .(8.10)
Fix y ∈ B(l,σ). An immediate consequence of the above definition is that
(8.11) a
(l,σ)
+ (y)− a(l,σ)− (y) = (1− 16ε)8L = lB(l,σ) .
By (D15), there are z ∈ ∆(l,σ)1 ∩K ′ and
(8.12) t ∈
[
−
(
1
2
− 4ε
)
8L,
(
1
2
− 4ε
)
8L
]
such that y = Φt(z). It follows from (8.5) and (8.8) that
(8.13) Λ
(
ξ(l,σ)(z)
)
∈ (−4ε, 4ε)
and from (8.4) and (8.8) that
(8.14) Λ
(
ξ(l,σ)(y)
)
= Λ
(
ξ(l,σ)(z)
)
− t
8L
.
Thus we have
(8.15)
a
(l,σ)
− (y)
(8.9)
=
(
Λ
(
ξ(l,σ)(y)
)
−
(
1
2
− 8ε
))
· 8L
(8.14)
=
(
Λ
(
ξ(l,σ)(z)
)
− t
8L
−
(
1
2
− 8ε
))
· 8L
(8.13)
> −4ε · 8L+
(
− t
8L
−
(
1
2
− 8ε
))
· 8L
(8.12)
= −t−
(
1
2
− 4ε
)
· 8L .
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On the other hand, since ξ(l,σ)(y) ∈ V by (D15), we have Λ (ξ(l,σ)(y)) ∈[− (12 − 8ε) , 12 − 8ε] and thus
(8.16) a
(l,σ)
− (y)
(8.9)
=
(
Λ
(
ξ(l,σ)(y)
)
−
(
1
2
− 8ε
))
· 8L ≤ 0 .
Similarly we have
(8.17) 0 ≤ a(l,σ)+ (y) < −t+
(
1
2
− 4ε
)
· 8L .
Now for any s ∈
[
− t− (12 − 4ε) · 8L,−t+ (12 − 4ε) · 8L], we have
(8.18) (s+ t) ∈
[
−
(
1
2
− 4ε
)
· 8L,
(
1
2
− 4ε
)
· 8L
]
and thus
(8.19)
ξ(l,σ) (Φs(y)) = ξ
(l,σ) (Φs+t(z))
(8.4)
= exp
(
−2πi(s+ t)
8L
)
· ξ(l,σ)(z)
(8.4)
= exp
(
−2πis
8L
)
· ξ(l,σ)(y) .
In particular, we have
Λ
(
ξ(l,σ) (Φs(y))
)
(8.19)
= Λ
(
ξ(l,σ) (z)
)
− s+ t
8L
(8.20)
(8.19)
= Λ
(
ξ(l,σ) (y)
)
− s
8L
(8.21)
(8.9)
=
a
(l,σ)
− (y)− s
8L
+
(
1
2
− 8ε
)
(8.22)
(8.10)
=
a
(l,σ)
+ (y)− s
8L
−
(
1
2
− 8ε
)
.(8.23)
We conclude that if
(8.24) s ∈
[
a
(l,σ)
− (y), a
(l,σ)
+ (y)
]
,
then
Φs(y) = Φs+t(z)
(8.18)∈ Φ[−( 12−4ε)8L,( 12−4ε)8L](∆
(l,σ)
1 ∩K ′) ,
and combining
Λ
(
ξ(l,σ) (Φs(y))
)
(8.22),(8.23)∈
[
a
(l,σ)
+ (y)− s
8L
−
(
1
2
− 8ε
)
,
a
(l,σ)
− (y)− s
8L
+
(
1
2
− 8ε
)]
(8.24)⊂
[
−
(
1
2
− 8ε
)
,
(
1
2
− 8ε
)]
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with ∣∣∣ξ(l,σ) (Φs(y))∣∣∣ (8.19)= ∣∣∣ξ(l,σ) (y)∣∣∣ ∈ (0, 8ε] ,
we also see that ξ(l,σ) (Φs(y)) ∈ V . Thus Φs(y) ∈ B(l,σ).
On the other hand, if
(8.25) s ∈
[
−t−
(
1
2
− 4ε
)
· 8L, a(l,σ)− (y)
)
(note that this is nonempty), then
Λ
(
ξ(l,σ) (Φs(y))
)
(8.22)
=
a
(l,σ)
− (y)− s
8L
+
(
1
2
− 8ε
)
(8.25)∈
((
1
2
− 8ε
)
,
a
(l,σ)
− (y) + t+
(
1
2 − 4ε
) · 8L
8L
+
(
1
2
− 8ε
)]
(8.9)
=
((
1
2
− 8ε
)
,Λ
(
ξ(l,σ)(y)
)
+
t
8L
+
(
1
2
− 4ε
)]
(8.14)
=
((
1
2
− 8ε
)
,Λ
(
ξ(l,σ)(z)
)
+
(
1
2
− 4ε
)]
(8.13)⊂
((
1
2
− 8ε
)
,
1
2
)
.
Similarly, if
(8.26) s ∈
(
a
(l,σ)
+ (y),−t+
(
1
2
− 4ε
)
· 8L
]
(this is also nonempty), then the same argument as above, yet with (8.22)
replaced by (8.23) and (8.9) replaced by (8.10), shows that
(8.27) Λ
(
ξ(l,σ) (Φs(y))
)
∈
(
− 1
2
,−
(
1
2
− 8ε
))
.
As a consequence, whenever
s ∈
[
−t−
(
1
2
− 4ε
)
· 8L, a(l,σ)− (y)
)
∪
(
a
(l,σ)
+ (y),−t+
(
1
2
− 4ε
)
· 8L
]
,
we have ξ(l,σ) (Φs(y)) 6∈ V by (D14) and thus Φs(y) 6∈ B(l,σ) by (D15).
Therefore we have verified the conditions in Definition 7.1 for B(l,σ). 
Proof of Claim 8.3. Given y ∈ K, l ∈ {0, . . . , d} and σ ∈ {+,−} satisfying
x(l,σ)(y) ∈
([
−1
4
,
1
4
]
×
[
1√
d+ 2
, 1
])
/ ∼ ,
we set t = −8L · Λ(x(l,σ)(y)) ∈ [−2L, 2L] and observe that this choice of t
guarantees
(8.28) exp
(
2πit
8L
)
· x(l,σ)(y) ∈ D0 .
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Set z = Φ−t(y). Since f(y) = 1 by (D8), we have, by (D9)(a),∣∣∣∣x(l,σ)(z)− exp(2πit8L
)
· x(l,σ)(y)
∣∣∣∣ ≤ δ
and thus
x(l,σ)(z) ∈Nδ
(
exp
(
2πit
8L
)
· x(l,σ)(y)
)
(8.28)⊂ Nδ (D0)
(D5)
⊂ Do1.
We also have z ∈ Φ−t(K)
(D7)
⊂ (K ′)o. Hence z is included in the open set
(8.29) U = (K ′)o ∩
(
x(l,σ)
)−1
(Do1) ,
which itself is contained in ∆
(l,σ)
1 ∩ K ′ by (D11). This latter fact has two
immediate consequences:
(8.30) Φ[−( 12−12ε)8L,(
1
2
−12ε)8L](U) ⊂ Φ[−( 12−4ε)8L,( 12−4ε)8L](∆
(l,σ)
1 ∩K ′)
and
ξ(l,σ)(U)
(8.5)⊂ ((−4ε, 4ε) × (0, 8ε]) / ∼ ,
which, in turn, leads to
(8.31)
ξ(l,σ)
(
Φ[−( 12−12ε)8L,(
1
2
−12ε)8L](U)
)
(8.4)⊂
((
(−4ε, 4ε) +
[
−
(
1
2
− 12ε
)
,
(
1
2
− 12ε
)])
× (0, 8ε]
)
/ ∼
=
((
−
(
1
2
− 8ε
)
,
(
1
2
− 8ε
))
× (0, 8ε]
)
/ ∼
(D14)
⊂ V .
By the definition of B(l,σ) in (D15), we infer from (8.31) and (8.31) that
(8.32) Φ[−( 12−12ε)8L,(
1
2
−12ε)8L](U) ⊂ B(l,σ) .
Observe that by our choice in (D2) that ε = 196 , we have the identity
(8.33)
[−2L, 2L] + [−L,L] = [−3L, 3L] =
[
−
(
1
2
− 12ε
)
8L,
(
1
2
− 12ε
)
8L
]
.
Now since t ∈ [−2L, 2L] and y = Φt(z) ∈ Φt(U), we have
Φ[−L,L](y) ⊂ Φ[t−L,t+L](U)
(8.33)⊂ Φ[−( 12−12ε)8L,( 12−12ε)8L](U)
(8.32)⊂ B(l,σ)
and thus Φ[−L,L](y) ⊂
(
B(l,σ)
)o
. 
Remark 8.4. In the proof for the second inequality, we have proved some-
thing stronger than a bound on the tube dimension. Namely we can find a
cover for an arbitrary compact subset in Y and an arbitrarily large Lebesgue
number along flows, so that this cover consists of 2(dimRok(α) + 1) boxes of
the same length, which can be as short as 289 times the required Lebesgue
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number. In analogy with the asymptotic Assouad-Nagata dimension, also
known as asymptotic dimension of linear type or asymptotic dimension with
the Higson property ([DS07, Hig99]), we may define the tube dimension of
linear type of the flow space (Y,R,Φ) as the infimum of natural numbers
d such that there is a linear function λ : [0,∞) → [0,∞) such that for any
L > 0 and compact set K ⊂ Y , we can find a finite collection U of open
subsets of Y satisfying the conditions in Definition 7.6 plus the extra as-
sumption that the lengths of the boxes BU are less than λ(L) for all U ∈ U .
Then, when we combine the first inequality of the theorem with the above
stronger statement extracted from the second inequality, we see that the
tube dimension of linear type is controlled by 2dimtube(Φ) + 1.
9. Some consequences
Corollary 9.1. Let Y be a locally compact and metrizable space and Φ a
flow on Y . Suppose that Y has finite covering dimension and Φ is free. Let
α be the flow on C0(Y ) induced by Φ. Then
dim+1Rok(α) ≤ 5 · dim+1(Y ) .
Proof. This is a direct consequence of Theorem 8.1 and Corollary 7.9. 
Corollary 9.2. Let Y be a locally compact and metrizable space and Φ a
flow on Y . Suppose that Y has finite covering dimension and Φ is free.
Then the nuclear dimension of C0(Y )⋊R is finite, and in fact
dim+1nuc(C0(Y )⋊R) ≤ 10 ·
(
dim+1(Y )
)2
.
Proof. This is a direct consequence of Corollary 9.1 and Theorem 3.5. 
Corollary 9.3. Let Y be a locally compact and metrizable space and Φ a
flow on Y . Suppose that Y has finite covering dimension and Φ is free and
minimal. Then the crossed product C0(Y )⋊R is classifiable in the sense of
Elliott, provided that it contains a nonzero projection.
When Y is a compact manifold and Φ is smooth and uniquely ergodic the
classifying invariant consists of the topological K-groups (K0(Y ),K1(Y ))
with order given by the Ruelle-Sullivan map K1(Y ) → R induced by the
unique invariant probability measure.
Proof. A free and minimal flow yields a simple crossed productC∗-algebra by
[GR79, Corollary 3.3]. C0(Y )⋊R satisfies the Universal Coefficient Theorem
of Rosenberg and Schochet by [Con81]; see also [Bla86, Theorem 19.3.6].
By Theorem 6.6, C0(Y ) ⋊ R is stable. By the main result of [TWW15]
every trace on C0(Y ) ⋊ R is quasidiagonal, so if the crossed product is the
stabilization of a unital C∗-algebra the main result of [EGLN15] applies and
yields classification. The remaining statements follow from Connes’ Thom
isomorphism and Corollary 2 of [Con81] (and its proof); see also [KP06] for a
more detailed account of the Ruelle-Sullivan map associated to an invariant
measure. 
Remarks 9.4. In the preceding corollary we need existence of a projection
since the classification program is not yet developed well enough for the
stably projectionless case.
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At least in the smooth situation, non-vanishing of the first cohomology is
a necessary requirement: For a free and minimal smooth flow on a compact
manifold, it follows from [Con81, Corollary 2] that the crossed product will
be stably projectionless whenever the first cohomology is trivial. But even
when the latter is nonzero, it is still not clear whether there is a projection
in the crossed product.
In the uniquely ergodic case one has such a nonzero projection provided
the Ruelle-Sullivan current associated to the unique invariant measure yields
a nontrivial element of H1(Y ;R) 6= 0, since then there is an element of
K0(C0(Y )⋊R) which has strictly positive trace. One can employ the com-
parison and Z-stability results of [Rob16] and [Tik14] to conclude that the
crossed product itself (and not just a matrix algebra over its unitzation)
contains a nontrivial projection.
Let us also give a condition that produces explicitly a nontrivial projection
in the crossed product as follows:
Remark 9.5. We call a subset X ⊂ Y transversal if for any y ∈ X, there
is a box B such that y ∈ Bo and X ∩ B is equal to the central slice of B.
(For example, this is the case if Y is a smooth manifold, Φ is generated by
a vector field V over Y , and X is a codimension-1 submanifold of Y such
that for any y ∈ X, the vector Vy ∈ TyY lies outside of the subspace TyX.)
We claim that any compact transversal subset X ⊂ Y gives rise to a
nontrivial projection in C0(Y )⋊R. By the compactness of X, there is r > 0
such that for any y ∈ X and any 0 6= t ∈ [−3r, 3r], we have Φt(y) 6∈ X.
From the definition of transversality we see that X ⊂ (Φ(−r,r)(X))o, which
enables us to find a nonnegative continous function f ∈ C0(Y ) supported
within Φ(−r,r)(X) such that f(X) = {1}. These assumptions on f allow us
to define a cut-off function g ∈ C0(Y )+ by
g(y) =

(
f(y)∫ 2r
−2r f(Φt(y)) dt
) 1
2
| y ∈ Φ[−r,r](X)
0 , | y 6∈ Φ[−r,r](X).
Observe that g is also supported within Φ(−r,r)(X). For any y ∈ Y , our
choice of r implies that the points y and Φ2r(y) cannot both be in Φ(−r,r)(X);
thus g · α2r(g) = g · α−2r(g) = 0. This allows us to define an element
p ∈ Cc(R, C0(Y )) ⊂ C0(Y )⋊R by
p(t) =
{
g · αt(g) | t ∈ [−2r, 2r]
0 | t 6∈ [−2r, 2r].
A simple computation shows p∗ = p and p ∗ p = p, i.e., p is a (nontrivial)
projection in C0(Y )⋊R. Therefore we have proved our claim.
The existence of a nonzero projection can be seen more easily if the flow
on Y factors onto the rotation system on a circle (this happens for example if
Y is compact and the flow has a nontrivial maximal equicontinuous factor),
because then C(T) ⋊ R ∼= C(T) ⊗ K embeds in C(Y ) ⋊ R, so the latter
crossed product contains a nonzero projection. Of course, this situation is
still a special case of the above, as the preimage of any point on the circle
is a compact transversal set of Y .
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Example 9.6. An interesting construction of free flows comes from the the-
ory of aperiodic tilings, the study of non-periodic ways to partition the Eu-
clidean space into bounded pieces, which has provided mathematical models
for aperiodic media in solid state physics. For an introduction to the subject,
we refer to reader to [Sad08]. Below we are going to describe, in the special
case of 1-dimensional tilings, a pivotal construction in the theory called the
continuous hull. For this, we follow a C∗-algebraic approach found in [Kel14,
Section 2.3]. By a tiling of the real line we mean a partition of the real line
into intervals with uniform upper and lower bounds on their lengths. Equiv-
alently, we may also define a tiling of the real line by considering a discrete
subset Λ in R — intended to be the midpoints of the intervals — satisfying
that there are r,R > 0 such that for each point x ∈ R, there is at most one
point in Λ ∩ Br(x) and at least one point in Λ ∩ BR(x). (One may as well
take the boundary points of the intervals. The resulting discrete set will
be mutually locally derivable from the one constructed from the midpoints,
which means that the two discrete sets amount to essentially the same thing
as far as constructions in the theory of aperiodic tilings are concerned; cf.
[Sad08, Section 1.3].) A tiling Λ is said to be a perfect tiling if all of the
following conditions hold:
(1) Λ is aperiodic, if there is no p > 0 such that Λ + p = Λ;
(2) Λ has finite local complexity, if for any r > 0, the set{
(Λ− x) ∩Br(0)
∣∣ x ∈ Λ} ,
called the collection of r-patches, is finite;
(3) Λ is repetitive, if for any r > 0, there is R > 0, such that for any
x ∈ R, there is y ∈ R with |x−y| ≤ R and Λ∩Br(0) = (Λ−y)∩Br(0),
that is, each r-patch repeats inside Λ with bounded gaps.
Given a perfect tiling Λ of the real line, we call a bounded continuous com-
plex function f on R pattern equivariant for Λ if for any ε > 0, there is r > 0
such that for any x, y ∈ R satisfying
(Λ− x) ∩Br(0) = (Λ− y) ∩Br(0) ,
we have |f(x) − f(y)| < ε. It follows from the repetitivity of the tiling
that such a function must be uniformly continuous. The set of all pattern
equivariant functions for Λ forms a unital C∗-subalgebra of the C∗-algebra
Cu(R) of all bounded uniformly continuous complex functions on R. The
Gelfand spectrum of this subalgebra is called the continuous hull associated
to the tiling Λ and will be denoted by ΩΛ. It is easy to see that if f ∈
Cu(R) is pattern equivariant, then so is every translation of f . Hence C(ΩΛ)
is an invariant C∗-subalgebra of Cu(R) under the (continuous) action of
R by translation, and this induces a flow on ΩΛ. The associated crossed
product C(ΩΛ) ⋊ R, called the noncommutative Brillouin zone, plays an
important role in the study of analytic and geometric properties of the tiling;
cf. [BBG06].
It is well-known that for a perfect tiling Λ of the real line, the flow R ×
ΩΛ → ΩΛ is free and minimal (cf. [KP00, Section 2]), while ΩΛ is the inverse
limit of 1-dimensional spaces called Ga¨hler approximants (cf. [Sad08, Section
2.4]) and thus has covering dimension equal to 1. Applying Corollaries 7.9,
9.1 and 9.2, we see that this flow has finite tube dimension, the induced
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C∗-flow R→ Aut(C(ΩΛ)) has finite Rokhlin dimension, and the associated
crossed product C(ΩΛ)⋊R has finite nuclear dimension.
Remark 9.7. Let us also explain a direct argument why a crossed product
C(ΩΛ)⋊R from Example 9.6 always contains a nontrivial projection. Indeed,
fix r > 0 such that there is at most one point in Λ ∩ B3r(x) for each point
x ∈ R. Fix a continous function f ∈ C0(R) supported in Br(0) such that∫
R
|f(x)|2dx = 1. Define g ∈ Cu(R) by
g(x) =
∑
y∈Λ
f(x− y) ,
for every x ∈ R. For each x, observe that at most one summand is nonzero
because of the support condition above. It is also clear from the definition
that g is pattern equivariant. Moreover, note that for every x ∈ R, one has
(g · α2r(g)) (x) =
∑
y∈Λ
∑
y′∈Λ
f(x− y)f(x− 2r − y′) = 0
because our assumptions prevent x and x − 2r from being within distance
r to Λ at the same time. Thus we have g · α2r(g) = g · α−2r(g) = 0. This
allows us to define an element p ∈ Cc(R, C(ΩΛ)) ⊂ C(ΩΛ)⋊R by
p(t) =
{
g · αt(g) | t ∈ [−2r, 2r]
0 | t 6∈ [−2r, 2r].
A simple computation shows p∗ = p and p ∗ p = p, i.e., p is a (nontrivial)
projection in C(ΩΛ)⋊R.
Consequently, it follows that C(ΩΛ) ⋊ R is classifiable in the sense of
Elliott. When the topological flow R y ΩΛ is uniquely ergodic, or, equiva-
lently, when Λ has uniform cluster frequencies in the sense of [LMS02] (see
also [FS14, Section 3.3]), the classifying invariant consists of the topological
K-groups K0(ΩΛ) and K
1(ΩΛ), which are direct limits of the often easily
computable topological K-groups of the Ga¨hler approximants, together with
the order of the latter group given by the Ruelle-Sullivan map K1(ΩΛ)→ R
induced by the unique invariant probability measure. 
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