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Einleitung
Einfu¨hrung
Im Jahre 1899 fand Hadamard den nach ihm bekannten Multiplikationssatz, der besagt,
daß die koeffizientenweise Multiplikation zweier Taylor-Reihen bei Entwicklung um den
Nullpunkt eine Funktion
(f ∗ g)(z) =
∞∑
n=0
f̂(n)zn ∗
∞∑
n=0
ĝ(n)zn :=
∞∑
n=0
f̂(n)ĝ(n)zn
erzeugt, die sich auf ein Gebiet G1 ∗G2 = (Gc1 ·Gc2)c analytisch fortsetzen la¨ßt, falls sich
die beiden Faktoren auf die sternfo¨rmigen Gebiete G1 bzw. G2 fortsetzen lassen (s. [H] ).
Dieser Beweis ging 1955 in [Bi] in die Literatur ein.
1964 und 1971 untersuchte Brooks in [Br1] und [Br2] die durch das Hadamard-Produkt
enstehende Algebra holomorpher Funktionen im Einheitskreis und fand dabei folgendes
heraus:
• Brooksscher Darstellungssatz
Es sei φ : H(D) → C ein stetiges lineares Funktional. Dann gibt es eine im ab-
geschlossenen Einheitskreis holomorphe Funktion g, so daß fu¨r alle f ∈ H(D) die
Darstellung φ(f) = (g ∗ f)(1) gilt.
Ist φ zusa¨tzlich multiplikativ (d.h. φ(f ∗ g) = φ(f) ·φ(g)), so ist φ(f) = f̂(n) fu¨r ein
n ∈ N0.
• Brooksscher Anzahlsatz
Wir betrachten die Menge MaxH(D) aller maximalen Ideale der Algebra H(D) mit
der Hadamard-Multiplikation. Dann hat MaxH(D) die gleiche Ma¨chtigkeit, wie
die Stone-Cˇech-Kompaktifizierung βN0 der natu¨rlichen Zahlen.
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In [BNS] wurde die algebraische Struktur von Ra¨umen stetiger Funktionen C(X) mit Hilfe
topologischer Methoden untersucht, in dem die Menge der maximalen Ideale MaxC(X)
mit der sog. Hull-Kernel-Topologie ausgestattet wird. Diese Topologie ist so kon-
zipiert, daß die abgeschlossenen Mengen in MaxC(X) durch die Ideale I ⊆ C(X) er-
zeugt werden. Ihren Namen verdankt die Hull-Kernel-Topologie der Tatsache, daß
in MaxC(X) der topologische Abschluß einer Menge Q ⊆ MaxC(X), die Hu¨lle des Kerns
von Q, also die Menge aller maximalen Ideale, die
⋂
Q enthalten, ist. MaxC(X) wird mit
Hilfe von Ultrafiltern von Nullstellenmengen dargestellt und damit gezeigt, daß MaxC(X)
und MaxCB(X) homo¨omorph zur Stone-Cˇech-Kompaktifizierung βX sind. Brooks
griff diese Methode auf, und konnte folgendes zeigen.
• Brooksscher Homo¨omorphiesatz
Stattet man MaxH(D) mit der Hull-Kernel-Topologie aus, so ist MaxH(D)
homo¨omorph zu βN0.
• Brooksscher Primidealsatz
In H(D) ist jedes Primideal in genau einem maximalen Ideal enthalten.
• Brooksscher Invertierbarkeitssatz
Eine Funktion f ∈ H(D) ist genau dann invertierbar, wenn f̂ keine Nullstellen
besitzt und |f̂(n)| 1n → 1 (n→∞) gilt.
Diese Ergebnisse gingen 1966 in [P] in die Literatur ein.
Im Jahre 1992 konnte Mu¨ller in [M1] zeigen, daß Hadamards Multiplikationssatz
auch ohne die Einschra¨nkung auf sternfo¨rmige Gebiete gu¨ltig ist. Insbesondere folgt aus
Mu¨llers Verallgemeinerung, daß jedes Gebiet G ⊆ C, dessen Komplement eine multi-
plikative Halbgruppe mit Eins ist, eine topologische Algebra H(G) mit der Hadamard-
Multiplikation erzeugt. Ein solches Gebiet nennen wir zula¨ssig und die so entstandene
Algebra eine Hadamard-Algebra.
Seit dieser Erkenntnis wurde in einigen Arbeiten untersucht, welche der von Brooks be-
wiesenen Eigenschaften der Hadamard-Multiplikation auch fu¨r andere zula¨ssige Gebiete
außer dem Einheitskreis gelten. Inbesondere wurden von Bru¨ck und Mu¨ller in [BM2]
die Frage nach der Gu¨ltigkeit des Brooksschen Anzahl- und Homo¨omorphiesatzes fu¨r
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beliebige Hadamard-Algebren gestellt.
In [Z] haben wir gesehen, daß der Brookssche Homo¨omorphiesatz fu¨r kein anderes Ge-
biet als den Einheitskreis gilt. Gesehen haben wir dies, in dem wir die Eigenschaften der
Hull-Kernel-Topologie genauer untersuchten, und diese im allgemeinen als Kom-
paktifizierung identifizieren konnten.
Das Ziel dieser Arbeit ist nun, diese Untersuchungen fortzusetzen, um auch die Frage
nach der U¨bertragbarkeit der anderen Ergebnisse Brooks’ auf beliebige, zula¨ssige Ge-
biete kla¨ren zu ko¨nnen.
Wir werden dazu in Kapitel I weitere Eigenschaften der Hull-Kernel-Topologie
beweisen. Wir interessieren uns dabei zuerst fu¨r die Konvergenz in den
Strukturra¨umen MaxA beliebiger Algebren A und werden dafu¨r einfache Kriterien ange-
ben ko¨nnen. Aus diesen werden wir Kriterien fu¨r die Hausdorff-Eigenschaft der Hull-
-Kernel-Topologie ableiten ko¨nnen. Diese werden uns zeigen, daß der Brookssche
Primidealsatz gleichbedeutend mit der Hausdorff-Eigenschaft des zugeho¨rigen Struk-
turraums MaxH(G) ist.
Um den Brooksschen Anzahlsatz auf MaxH(G) zu untersuchen, werden wir mit Hilfe des
Homomorphiesatzes die in [Z] bewiesenen Resultate weiter verallgemeinern ko¨nnen. Wir
erhalten daraus ein hinreichendes Kriterium fu¨r die Gleichma¨chtigkeit mit der Stone-
-Cˇech-Kompaktifizierung. Dieses werden wir in Kapitel II anwenden, um zu zeigen, daß
der Brookssche Anzahlsatz tatsa¨chlich fu¨r alle zula¨ssigen Gebiete gilt. Zudem werden
wir sehen, daß zwei Hadamard-Algebren nur dann homo¨omorphe Strukturra¨ume be-
sitzen ko¨nnen, wenn die zugeho¨rigen Gebiete sich am Rande des Einheitskreises nicht
unterscheiden.
In Kapitel III werden wir einen Konvergenzsatz fu¨r Potenzreihen von Taylor-Koeffizienten
erhalten, woraus wir Aufschluß u¨ber invertierbare Elemente und Eigenschaften der ma-
ximalen Ideale erhalten werden. Wir werden eine Isomorphie von Hadamard-Algebren
anhand der erlaubten singula¨ren Punkte am Rand des Einheitskreises ableiten und die
Hausdorff-Eigenschaft (und damit den Brooksschen Primidealsatz) im Falle aller
mehrfach zusammenha¨ngenden Gebiete falsifizieren ko¨nnen.
In Kapitel IV werden wir Zusammenha¨nge zwischen dem Hadamard-Produkt, komple-
xen Borel-Maßen und stetigen linearen Funktionalen untersuchen. Wir werden dadurch
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zu einem sehr kurzen und einga¨ngigen Beweis des Hadamardschen Multiplikationssat-
zes gelangen. Diesen erhalten wir aus der Cauchy-Transformation, wie sie in [C] ein-
gefu¨hrt wurde. Durch eine U¨bertragung auf stetige, lineare Funktionale ko¨nnen wir den
Brooksschen Darstellungssatz verallgemeinern und den Dualraum H(G)† mit Hilfe des
Hadamard-Produkts darstellen. Mit Hilfe dieser Darstellung werden wir einen elementa-
ren Test fu¨r die Invertierbarkeit in Hadamard-Algebren u¨ber einfach zusammenha¨ngen-
den Gebieten beweisen.
Kapitel I
Die Hull-Kernel-Topologie
Um Algebren holomorpher Funktionen H(G) untersuchen zu ko¨nnen, stellt es sich als
zweckma¨ßig heraus, den Raum der zugeho¨rigen Taylor-Koeffizienten
Ĥ(G) = { f̂ | f ∈ H(G) } ⊆ C(N0) = C(N0,C)
zu betrachten, da so die Hadamard-Multiplikation in die u¨bliche, punktweise Multi-
plikation u¨berfu¨hrt wird, und Ra¨ume stetiger Funktionen bereits Gegenstand diverser
Untersuchungen gewesen sind. Wir betrachten im folgenden also Subalgebren A ⊆ C(X)
und stellen fest, daß jede dieser Algebren kommutativ ist. Betrachten wir die Kerne der
Auswertungshomomorphismen f ∈ A 7→ f(x) und bezeichnen diese mit
Kernx := { f ∈ A | f(x) = 0 },
so sind diese Mengen stets maximale Ideale in A. Wir bezeichnen die Menge aller maxi-
malen Ideale einer Algebra A mit MaxA. Dann ergibt sich fu¨r Subalgebren A ⊆ C(X)
unmittelbar die wesentliche Eigenschaft⋂
MaxA ⊆
⋂
x∈X
Kernx = {f ∈ A | f(x) = 0 fu¨r alle x ∈ X } = {0}.
Wir schließen diese Eigenschaft, so wie die Existenz eines Eins-Elements in die Definition
einer entsprechenden Klasse von Algebren mit ein, die wir im folgenden untersuchen
wollen.
Definition 1.0.1. Wir definieren die Klasse Alg als die Gesamtheit aller kommutativen
Algebren mit Eins-Element, die die Eigenschaft
⋂
MaxA = {0} erfu¨llen. Diese entha¨lt
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insbesondere alle Subalgebren A ⊆ C(X) = C(X,C), die die konstanten Funktionen
enthalten. Ferner bezeichen wir mit AlgA alle Subalgebren A′ ∈ Alg von A.
Wir fu¨hren nun die Hull-Kernel-Topologie auf den Elementen der Klasse Alg
ein, in dem wir die Eigenschaften einer passenden Mengenabbilung verwenden.
Lemma 1.0.2 (Die M-Abbildung). Es sei A ∈ Alg und I ⊆ A. Dann definieren wir
M(I) := {M ∈ MaxA | M ⊇ I}.
Fu¨r diese Abbildung gelten dann folgende Rechenregeln:
(0.1) Ein Ideal I ist genau dann echt (I 6= A), wenn M(I) 6= ∅ ist.
(0.2) Fu¨r alle Ideale I, J ⊆ A gilt M(I) ∪M(J) = M(I ∩ J) = M(I  J).
Dabei definieren wir I  J als das vom direkten Produkt I · J erzeugte Ideal.
(0.3) Fu¨r jede Menge von Idealen I ⊆ P(A) gilt
⋂
{M(I)|I ∈ I} = M(⊕ I),
wobei ⊕ I das Summenideal und damit die direkte, endliche Summe aller Ideale I ∈ I
bezeichnet.
Die Menge A := {M(I) | I ⊆ A ist ein Ideal }
bildet ein System abgeschlossener Mengen, mit denen
(MaxA,A) zu einem kompakten T1-Raum wird.
(0.4)
Wir nennen die so erzeugte Topologie, die Hull-Kernel-Topologie auf MaxA. Die
namensgebende Eigenschaft, entnehmen wir der folgenden Gleichung.
(0.5) Der Abschluß einer Teilmenge Q ⊆ MaxA ist gegeben durch Q = M(
⋂
Q).
Das Fundament all unserer weiteren Untersuchungen bildet nun der folgende Satz, den
wir bereits in [Z] bewiesen haben, welcher die algebraische Struktur einer Algebra mit dem
topologischen Begriff der Kompaktifizierung in Zusammenhang bringt. Wir verwenden
dazu folgende Begriffe.
7Definition 1.0.3. Eine Algebra A ∈ AlgC(X) heißt regula¨r (u¨ber X), wenn jede abge-
schlossene Menge M $ X von jedem Punkt p ∈ X \M durch eine Funktion aus f ∈ A
getrennt wird, so daß f |M ≡ 0 und f(p) = 1 ist.
A heißt normal (u¨ber X), wenn je zwei disjunkte, abgeschlossene Mengen P,Q $ X durch
eine Funktion f ∈ A getrennt werden, das heißt, f |P ≡ 0 und f |Q ≡ 1.
Satz 1.0.4 (Kompaktifizierungssatz). Es sei X ein Hausdorff-Raum, A ∈ AlgC(X),
eine u¨ber X regula¨re Algebra. Wir definieren
µA : X → MaxA durch µA(x) := Kern x = {f ∈ A | f(x) = 0} fu¨r alle x ∈ X.
Dann ist (MaxA, µA) eine Kompaktifizierung von X.
Wir haben dadurch die algebraische Struktur von A mit einer Kompaktifizierung
in Verbindung gebracht, deren Eigenschaften sich als charakteristisch fu¨r die Algebra
erweisen. Wir verwenden im weiteren den Begriff der A¨quivalenz, der den Begriff der
Homo¨omorphie verscha¨rft.
Definition 1.0.5. Wir nennen zwei Kompaktifizierungen (K,κ) und (M,µ) eines vollsta¨ndig
regula¨ren, topologischen Raumes X a¨quivalent, wenn es einen Homo¨omorphismus Φ :
K →M gibt, so daß Φ ◦ κ = µ ist.
Wir haben in [Z] gesehen, daß die U¨bertragbarkeit der Homo¨omorphie von MaxH(G)
zur Stone-Cˇech-Kompaktifizierung (Brooksscher Homo¨omorphiesatz) auf andere Ha-
damard-Algebren daran scheiterte, daß der Raum der Koeffizienten Ĥ(G) nicht normal
u¨ber N0 ist. Dies ist Gegenstand des folgenden Satzes.
Satz 1.0.6 (A¨quivalenz-Kriterium). Es sei X ein normaler topologischer Raum und A ∈
AlgC(X) beliebig. (MaxA, µA) ist genau dann a¨quivalent zur Stone-Cˇech-Kompakti-
fizierung (βX, β), wenn MaxA ein Hausdorff-Raum und A : X normal ist.
Ist X diskret, so ist MaxA genau dann homo¨omorph zu βX, wenn (MaxA, µA) a¨quivalent
zu (βX, β) ist.
Wir werden im folgenden sehen, daß die Hausdorff-Eigenschaft der Hull-Kernel-
Topologie im allgemeinen keine triviale Eigenschaft sondern sehr schwer nachzuweisen
8 KAPITEL I. DIE HULL-KERNEL-TOPOLOGIE
ist. Im Falle von H(D) gelang uns dies in [Z] anhand des folgenden Satzes, der gleich-
zeitig die A¨quivalenz gewisser Algebren mit der Stone-Cˇech-Kompaktifizierung sicher-
stellt. Insbesondere ersehen wir darin eine Verallgemeinerung des Homo¨omorphiesatzes
von Brooks, die dessen Ursprung offenbart.
Satz 1.0.7. Es sei X ein normaler topologischer Raum, A ⊆ C(X) eine Algebra, die alle
beschra¨nkten Funktionen entha¨lt (A ⊇ CB(X)). Dann ist MaxA a¨quivalent zur Stone-
Cˇech-Kompaktifizierung βX.
Daraus resultierte unmittelbar das folgende Kriterium fu¨r die A¨quivalenz des Struk-
turraums einer Hadamard-Algebra mit der Stone-Cˇech-Kompaktifizierung.
Satz 1.0.8 (A¨quivalenz-Kriterium fu¨r Hadamard-Algebren). Es sei G ⊆ C ein zula¨ssi-
ges Gebiet. Es ist MaxH(G) genau dann homo¨omorph zur Stone-Cˇech-Kompakti-
fizierung βN0, wenn G = D ist.
Bisher unbeantwortet blieb jedoch, ob es wenigstens eine Eins-zu-Eins-Abbildung zwi-
schen den Strukturra¨umen der verschiedenen Hadamard-Algebren gibt, und ob es A¨qui-
valenzen oder Homo¨omorphien zwischen Strukturra¨umen von Hadamard-Algebren gibt,
die nicht dem Einheitskreis entspringen. Um dies zu untersuchen, beno¨tigen wir eine
Reihe von Vorbereitungen, die die Struktur der Ra¨ume MaxA mit der Hull-Kernel-
Topologie fu¨r allgemeinere Algebren offenbaren.
§ 1 Konvergenzkriterien
In diesem Abschnitt wollen wir ein handliches Kriterium fu¨r die Konvergenz in MaxA mit
der durch die abgeschlossenen Mengen {M(I) : I ≤ A Ideal } erzeugten Hull-Kernel-
Topologie, herleiten. Da diese im allgemeinen nicht metrisierbar ist, verwenden wir bei
den folgenden U¨berlegungen Netze und die folgenden, damit verbundenen Begriffe:
Ein Netz (xδ)δ∈D in einer Menge X ist eine Abbildung von einer gerichteten, nichtleeren
Menge D nach X. Wir sagen, ein Netz hat schließlich eine Eigenschaft E, wenn es ein
δ0 ∈ D gibt, so daß xδ die Eigenschaft E fu¨r alle δ ≥ δ0 besitzt. Entsprechend bezeichnen
wir E als ha¨ufig zutreffend, wenn es zu jedem δ ∈ D ein σ ≥ δ gibt, so daß xσ die
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Eigenschaft E erfu¨llt. Offenbar ist jede schließlich zutreffende Eigenschaft auch ha¨ufig
zutreffend.
Ein Netz (xδ)δ∈D in einer Menge X heißt universell, wenn fu¨r alle A ⊆ X entweder xδ ∈ A
oder xδ ∈ X \ A schließlich richtig ist. In einem universellen Netz trifft somit jede ha¨ufig
zutreffende Eigenschaft auch schließlich zu.
Wir verwenden des weiteren die Mengenlimites
lim
δ∈D
Mδ =
⋃
δ∈D
⋂
γ≥δ
Mγ = {f ∈ A | f ∈Mδ schließlich }
lim
δ∈D
Mδ =
⋂
δ∈D
⋃
γ≥δ
Mγ = {f ∈ A | f ∈Mδ ha¨ufig },
wobei ersterer stets ein Ideal ist, und letzterer stets ein multiplikativ abgeschlossenes
Komplement besitzt. Wir erhalten nun das folgende Konvergenzkriterium.
Lemma 1.1.1. Es sei A ∈ Alg, (Mδ)δ∈D ein Netz in MaxA und M ∈ MaxA, dann ist
(1.6) Mδ →M(δ ∈ D) genau dann, wenn lim
δ∈D
Mδ ⊆M
(1.7) M ein Ha¨ufungspunkt von (Mδ)δ∈D genau dann, wenn lim
δ∈D
Mδ ⊆M
(1.8) Ist (Mδ)δ∈D universell, so ist lim
δ∈D
Mδ = lim
δ∈D
Mδ ein Primideal.
Beweis. Es sei Mδ →M(δ ∈ D) und f ∈M c. Dann ist M(f)c eine offene Umgebung von
M , und somit Mδ ∈M(f)c schließlich. Das heißt
f ∈ lim
δ∈D
M cδ = (lim
δ∈D
Mδ)
c
Da f ∈M c beliebig war, ist
M c ⊆ (lim
δ∈D
Mδ)
c und somit lim
δ∈D
Mδ ⊆M.
Ist umgekehrt limδ∈DMδ ⊆M und M(I)c eine beliebige offene Umgebung von M , so gibt
es ein f ∈ I \M . Daher ist
f ∈M c ⊆ (lim
δ∈D
Mδ)
c = lim
δ∈D
M cδ ,
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so daß schließlich f ∈ M cδ und damit Mδ ∈ M(f)c ⊆ M(I)c sein muß, woraus die Kon-
vergenz folgt.
Ist M ein Ha¨ufungspunkt von (Mδ)δ∈D, so gibt es ein Subnetz (Mσ(δ))δ∈D′ , welches gegen
M konvergiert. Fu¨r dieses gilt
lim
δ∈D
Mδ ⊆ lim
δ∈D′
Mσ(δ) ⊆ lim
δ∈D′
Mσ(δ) ⊆M.
Ist umgekehrt
limδ∈DMδ ⊆M und M(I)c eine offene Umgebung von M , so gibt es wiederum ein
f ∈ I \M ⊆M c ⊆ (lim
δ∈D
Mδ)
c = lim
δ∈D
M cδ .
Dies bedeutet, daß ha¨ufig f ∈M cδ und somit Mδ ∈M(f)c ⊆M(I)c sein muß. Das heißt,
M ist Ha¨ufungspunkt von (Mδ)δ∈D.
Die letzte Behauptung folgt sofort aus der Tatsache, daß limMδ stets ein Ideal ist, und
(limMδ)
c multiplikativ abgeschlossen ist. Die Gleichheit der beiden Limites erkennt man
wie folgt:
Ist f ∈ Mδ ha¨ufig, so ist Mδ ∈M(f) ha¨ufig und damit schließlich, da (Mδ)δ∈D universell
ist. Da Mδ ∈M(f) schließlich, liegt somit f ∈Mδ schließlich, wodurch die beiden Limites
u¨bereinstimmen.
Wir ko¨nnen daraus eine interessante Konsequenz ableiten.
Korollar 1.1.2. Es sei X ein diskreter topologischer Raum, A ⊆ C(X) eine u¨ber X
normale Algebra mit Eins-Element und (xδ)δ∈D ein Netz in X, so daß (µ(xδ))δ∈D in
MaxA konvergiert. Dann ist (xδ)δ∈D universell.
Beweis. Es sei B ⊆ X beliebig und M der Grenzwert von (µ(xδ))δ∈D. Dann gilt fu¨r die
Indikatorfunktionen f := 1B ∈ A und 1 − f = 1Bc ∈ A, da A normal u¨ber X ist, und
X diskret. Angenommen es gelte xδ ∈ B ha¨ufig und xδ ∈ Bc ha¨ufig. Dann ist f ∈ µ(xδ)
ha¨ufig und 1− f ∈ µ(xδ) ha¨ufig. Somit gilt
f, 1− f ∈ lim
δ∈D
µ(xδ) ⊆M
woraus 1 ∈ M folgt, was einen Widerspruch darstellt. Somit muß entweder xδ ∈ B
schließlich or xδ ∈ Bc schließlich gelten. Das heißt, (xδ)δ∈D ist universell.
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Da aber C(X) u¨ber X normal ist, und MaxC(X) stets kompakt, hat jedes Netz
(µ(xδ))δ∈D ein in MaxC(X) konvergentes Subnetz, welches universell sein muß. Wir ha-
ben fu¨r den Beweis des Kompaktifizierungssatzes aber die Existenz universeller Subnetze
gar nicht verwendet, sondern lediglich die Existenz maximaler Ideale. Dies erlaubt einen
Ringschluß: Das Auswahlaxiom impliziert das Lemma von Zorn, welches die Existenz
maximaler Ideale nach sich zieht, welche den Kompaktifizierungssatz impliziert. Dieser
hat als Konsequenz die Existenz universeller Subnetze, woraus sich der Satz von Tycho-
noff ableiten la¨ßt, welcher wiederum das Auswahlaxiom impliziert. Alle Sa¨tze sind somit
a¨quivalent.
§ 2 Die Hausdorff-Eigenschaft
Als na¨chste Konsequenz des Konvergenzkriteriums ko¨nnen wir ein Kriterium fu¨r die
Hausdorff-Eigenschaft von MaxA ableiten. Wir schreiben,A hat Hausdorff-Struktur,
wenn MaxA ein Hausdorff-Raum ist.
Satz 1.2.1. Eine Algebra A ∈ Alg hat genau dann Hausdorff-Struktur, wenn jedes
Primideal in A nur in einem maximalen Ideal enthalten ist.
Insbesondere sind zwei maximale Ideale M,N ∈ MaxA genau dann durch offene Mengen
trennbar, wenn sie kein gemeinsames Primideal enthalten.
Ist MaxA ein Hausdorff-Raum, P ⊆ A ein Primideal und M ∈M(P ), so ist
M = {f ∈ A | 1 /∈ P ⊕ f  A}.
Beweis. Es seien M,N ∈ MaxA trennbar, dann ist 0 ∈M c N c. Angenommen, es ga¨be
ein Primideal P ⊆M ∩N , so wa¨re
0 ∈M c N c ⊆ P c  P c ⊆ P c ⊆ {0}c,
was zu einem Widerspruch fu¨hrt.
Sind umgekehrt M und N nicht trennbar, so gibt es ein Netz (Mδ)δ∈D welches gegen bei-
de Werte konvergiert. Da jedes Netz ein universelles Subnetz besitzt, und jedes Subnetz
ebenfalls gegen alle Grenzwerte konvergieren muß, ko¨nnen wir ohne Einschra¨nkung an-
nehmen, daß (Mδ)δ∈D universell ist. In diesem Fall ist jedoch limMδ = limMδ ⊆ M ∩N
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ein Primideal, welches in beiden maximalen Idealen enthalten ist.
Der zweite Teil des Satzes folgt aus der Tatsache, daß jedes Ideal, welches die Eins nicht
entha¨lt, in einem maximalen Ideal enthalten sein muß. Ist also 1 /∈ P ⊕ f  A, so muß
M(P ⊕ f  A) 6= ∅ sein. Auf der anderen Seite ist M(P ⊕ f  A) ⊆ M(P ) = {M}.
Zusammen folgt M(P ⊕ f  A) = {M} und damit f ∈ M . Ist umgekehrt f ∈ M , so ist
1 /∈M ⊇ P ⊕ f  A.
Da dieses Kriterium in der Praxis eher zum Nachweis von Primidealen als zum Beweis
der Hausdorff-Eigenschaft geeignet ist, wollen wir noch ein weiteres Kriterium angeben,
welches sich unmittelbar auf die Struktur der Algebra bezieht.
Lemma 1.2.2. Eine Algebra A ∈ Alg hat genau dann Hausdorff-Struktur, wenn es zu
jedem f ∈ A zwei Elemente g, h ∈ A gibt, so daß (1− f · g) · (1− (1− f) · h) = 0 ist.
Beweis. Es sei MaxA ein Hausdorff-Raum, und f ∈ A. Dann ist MaxA normal als
kompakter Hausdorff-Raum. Offensichtlich sind M(f) und M(1 − f) disjunkte, ab-
geschlossene Teilmengen von MaxA. Daher werden sie von zwei offenen Umgebungen
M(I)c ⊃M(f) und M(J)c ⊃M(1− f) getrennt, wobei I und J Ideale in A sind. Somit
ist MaxA = M(I)∪M(J) = M(I  J) und daher I  J = {0}. Auf der anderen Seite ist
M(f)∩M(I) = ∅, und damit 1 ∈ (f A)⊕ I. Also gibt es ein g ∈ A, so daß 1− f · g ∈ I
ist. Analog gibt es ein h ∈ A with 1− (1− f) · h ∈ J . Daraus folgt
(1− f · g) · (1− (1− f) · h) ∈ I  J = {0} .
Zum Beweis der Ru¨ckrichtung sei M , N ∈ MaxA mit M 6= N . Wir haben zu zeigen, daß es
zwei offene, disjunkte Umgebungen von M und N gibt. Da M 6= N , gilt 1 ∈M⊕N , so daß
es ein f ∈M mit 1−f ∈ N gibt. Somit existieren g, h ∈ A mit (1−f ·g)·(1−(1−f)·h) = 0.
Es sei I := (1− f · g)A und J := (1− (1− f) · h)A. Dann ist I  J = {0}, also sind
die offenen Mengen M(I)c and M(J)c disjunkt. Da offenbar 1 − f · g /∈ M , und damit
M ∈M(I)c ist, und 1− (1− f) · h /∈ N so daß N ∈M(J)c ist, folgt die Behauptung.
§ 3 Ma¨chtigkeit und homo¨omorphe Einbettungen
Der folgende Satz bildet das Fundament der weiteren Untersuchung, welche Algebren
homo¨omorphe Strukturra¨ume besitzen.
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Satz 1.3.1 (Hom(o¨)omorphiesatz). Es seien A,B ∈ Alg, und φ : A → B ein Ring-
Homomorphismus. Dann sind Maxφ(A) und M(Kern(φ)) homo¨omorphe topologische
Ra¨ume.
Beweis. Wir definieren Φ : M(Kern(φ)) → Maxφ(A) : M 7→ φ(M), nehmen ohne Ein-
schra¨nkung an, daß φ(A) = B ist, und definieren I(A) als die Menge aller Ideale der
Algebra A. Da φ ein Ring-Homomorphismus ist, ist Bild und Urbild jedes Ideals selbst
wieder ein Ideal.
Zwischenu¨berlegung 1.3.2. Es seien I, J ∈ I(A) mit I, J ⊇ Kernφ, dann ist I ⊆ J
genau dann, wenn φ(I) ⊆ φ(J). Insbesondere ist I = J genau dann, wenn φ(I) = φ(J).
Beweis. Es sei φ(I) ⊆ φ(J) und x ∈ I beliebig. Dann ist φ(x) ∈ φ(I) ⊆ φ(J). Also gibt
es ein y ∈ J mit φ(y) = φ(x). Dann ist aber x = (x− y) + y ∈ Kern(φ)⊕ J ⊆ J ⊕ J ⊆ J
und somit I ⊆ J .
Ist nun M ∈M(Kernφ), so ist daher φ(M) ein Ideal. Ist J ⊃ φ(M) ein echt gro¨ßeres
Ideal in B, so ist φ−1J ⊃ M ein echt gro¨ßeres Ideal als M in A und damit φ−1J = A
woraus J = B folgt, und φM ∈ MaxB ist. Somit ist Φ wohldefiniert. Nach der Zwi-
schenu¨berlegung 1.3.2 muß Φ injektiv sein. Um die Surjektivita¨t zu erhalten, betrachten
wir M ∈ MaxB und stellen fest, daß φ−1M ∈ I(A) und φ−1M ⊇ φ−1{0} = Kernφ gilt.
Ist I ⊃ φ−1M ein echt gro¨ßeres Ideal in A, so ist φI ⊃ φφ−1M = M und damit φI = B,
woraus I = A folgt. Somit ist φ−1M ∈ M(Kernφ) und Φ surjektiv. Zum Beweis der
Stetigkeit betrachten wir eine beliebige, abgeschlossene Menge MB(I) ⊆ MaxB. Es ist
Φ−1 MB(I) = { φ−1M | M ⊇ I } = { φ−1M | φ−1M ⊇ φ−1I } = MA(φ−1I).
Also ist Φ stetig. Die Stetigkeit von Φ−1 ersehen wir analog:
ΦMA(I) = { φM | M ⊇ I } = { φM | φM ⊇ φI } = MB(φI).
Als direkte Folgerung erhalten wir
Satz 1.3.3. Es sei A ∈ Alg, I ⊆ A ein Ideal. Dann ist Max(A/I) homo¨omorph zu M(I).
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Beweis. Betrachte die Einbettung φ : A → A/I : x 7→ x ⊕ I. Dann ist Max(A/I) =
Maxφ(A) homo¨omorph zu M(Kernφ) = M(I).
Insbesondere erhalten wir aus dem Homomorphiesatz, nach dem fu¨r jeden Algebra-
Homomorphismus φ : A → B A/Kernφ isomorph zu φ(A) ist: Max(A/Kernφ) ist
homo¨omorph zu M(Kernφ). Und ganz speziell den folgenden Satz.
Satz 1.3.4. Es sei X ein vollsta¨ndig regula¨rer, topologischer Raum, A ∈ AlgC(X), D ⊆
X eine beliebige Teilmenge. Wir definieren KernD als die Menge der Funktionen aus A,
die auf D verschwinden und A|D := {f |D | f ∈ A} als die Menge der Einschra¨nkungen.
Dann sind die folgenden Ra¨ume homo¨omorph
Max(A|D) ' Max(A/KernD) 'M(KernD) = µA(D).
Der Beweis folgt unmittelbar aus den vorangegangenen U¨berlegungen, in dem man
den Einschra¨nkungs-Homomorphismus φ : A→ A|D : f 7→ f |D betrachtet.
Wir haben also zusammenfassend erhalten, daß sich der Strukturraum der Menge al-
ler Einschra¨nkungen A|D einer Algebra A in die Kompaktifizierung MaxA einbettet.
Wir erhalten daraus ein hinreichendes Kriterium fu¨r die Eins-zu-Eins-Abbildbarkeit eines
Strukturraums mit der Stone-Cˇech-Kompaktifizierung:
Satz 1.3.5. Es sei X ein unendlicher, diskreter, topologischer Raum und A ∈ AlgC(X).
Es gebe eine Menge D ⊆ X, deren Ma¨chtigkeit gleich der von X ist, so daß jede be-
schra¨nkte Funktion f ∈ CB(D) sich zu einem Element von A fortsetzen la¨ßt.
Dann haben Max(A) und βX die gleiche Ma¨chtigkeit.
Beweis. DaX diskret ist, ist die Ma¨chtigkeit der Stone-Cˇech-Kompaktifizierung |βX| =
22
|X|
(s. [W]) also die Ma¨chtigkeit von P(P(X)). Nun ist MaxA ⊆ P(A) ⊂ P(C(X)), wor-
aus u¨ber die Ma¨chtigkeit folgt:
|MaxA| ≤ 2|C(X)| ≤ 2|CX | = 2c|X| = 22ℵ0·|X| = 22|X| = |βX|.
Andererseits entha¨lt A|D ⊇ CB(D), wodurch der Strukturraum nach Satz 1.0.7 Max(A|D)
a¨quivalent zur Stone-Cˇech-Kompaktifizierung βD wird. Also gilt:
|MaxA| ≥ |MA(KernD)| = |Max(A/KernD)| = |Max(A|D)| = |βD| = |βX|.
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§ 4 Stetige Fortsetzung und A¨quivalenzkriterien
Wir wollen im folgenden untersuchen, unter welchen Bedingungen die Strukturra¨ume
zweier Algebren a¨quivalente Kompaktifizierungen induzieren. Das Ergebnis wird eine ver-
allgemeinerung des Satzes 1.0.6 sein.
Definition 1.4.1. Es seien A,B ∈ AlgC(X) regula¨re Algebren. Dann heißen A und B
struktura¨quivalent, falls die assoziierten Kompaktifizierungen (MaxA, µA) und (MaxB, µB)
(s. Satz 1.0.4) a¨quivalent sind. Das heißt, falls es einen Homo¨omorphismus Φ : MaxA→
MaxB gibt, so daß Φ ◦ µA = µB ist.
Zwei beliebige Algebren A,B ∈ Alg heißen strukturisometrisch, wenn ihre assoziierten
Strukturra¨ume MaxA und MaxB homo¨omorph sind.
Wir beno¨tigen zuna¨chst noch einen Fortsetzungssatz fu¨r Einbettungen in Strukturra¨ume.
Satz 1.4.2. Es sei A, S ∈ AlgC(X), A ⊆ S, A regula¨r u¨ber X habe Hausdorff-
Struktur. Dann gibt es genau eine stetige Abbildung ΓSA : MaxS → MaxA, die der Bedin-
gung ΓSA ◦ µS = µA genu¨gt.
Fu¨r diese gilt: ΓSA ist surjektiv, Γ
S
A(M) ⊇M ∩ A fu¨r alle M ∈ MaxS und
ΓSA(M) = {f ∈ A | 1 /∈M ⊕ f  A}.
Beweis. Es sei M ∈ MaxS beliebig. Dann ist M ∩ A ein Primideal in A. Da MaxA
ein Hausdorff-Raum ist, gibt es nach Satz 1.2.1 genau ein maximales Ideal ΓSA(M) ∈
MA(M ∩ A). Wir erhalten somit eine Abbildung ΓSA : MaxS → MaxA. Fu¨r alle x ∈ X
ist
(ΓSA ◦ µS)(x) = ΓSA(KernS x) ⊇ KernS(x) ∩ A = KernA(x).
Da KernA(x) ∈ MaxA ist, muß ΓSA ◦ µS = µA sein.
Um die Stetigkeit von ΓSA zu zeigen, betrachten wir ein beliebiges, universelles Netz
(Mδ)δ∈D, das in MaxS gegen M ∈ MaxS konvergiert. Nach Lemma 1.1.1 (1.6) muß
dann gelten
P := lim
δ∈D
Mδ ∩ A = A ∩ lim
δ∈D
Mδ ⊆ A ∩M ⊆ ΓSAM.
Auf der anderen Seite ist aber (ΓSAMδ)δ∈D als Bild eines universellen Netzes selbst uni-
versell und somit konvergent gegen genau ein M ′ ∈ MaxA, da MaxA ein kompakter
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Hausdorff-Raum ist. Also ist
P = lim
δ∈D
Mδ ∩ A ⊆ lim
δ∈D
ΓSAMδ ⊆M ′.
Nun ist aber auch (Mδ)δ∈D universell, wodurch P zu einem Primideal in A wird, und nach
Satz 1.2.1 M ′ = ΓSAM sein muß. Somit ist Γ
S
A stetig.
Um die Surjektivita¨t zu erkennen, geben wir uns ein M ∈ MaxA vor. Dann gibt es ein
universelles Netz (xδ)δ∈D in X, so daß µAxδ in MaxA gegen M konvergiert. Da (xδ)δ∈D
universell ist, muß aber auch µSxδ gegen ein M
′ ∈ MaxS konvergieren. Da ΓSA stetig ist
und MaxA ein Hausdorff-Raum, folgt ΓSAM
′ = M .
Die explizite Darstellung von ΓSA gilt nach Satz 1.2.1, da fu¨r alle M ∈ MaxS, M ∩ A ein
Primideal in A ist.
Wir wollen nun untersuchen, wann zwei Strukturra¨ume a¨quivalent sind. Da der Satz
1.0.6 die A¨quivalenz mit Stone-Cˇech-Kompaktifizierung mit der Normalita¨t der zu-
grunde liegenden Algebra in Verbindung brachte, liegt es nahe, daß die A¨quivalenz der
Kompaktifizierungen mit der Trennbarkeit von Mengen zusammenha¨ngt.
Definition 1.4.3. Es sei A ∈ AlgC(X), dann definieren wir die Menge aller trennbaren
Paare
A : X := {(P,Q) | P,Q ⊆ X : es gibt ein f ∈ A so daß f |P = 0 und f |Q = 1 }.
Beim Beweis des Satzes 1.0.6 in [Z] haben wir bereits das folgende gesehen:
Lemma 1.4.4. Es sei A ∈ AlgC(X). Dann ist
A : X = {(P,Q) ∈ (P(X))2 : µAP ∩ µAQ = ∅ }.
Da es von besonderer Wichtigkeit ist, daß diese Aussage auch ohne die Hausdorff-
Eigenschaft der Ra¨ume MaxA,MaxB richtig bleibt, wollen wir den Beweis hier nochmals
kurz anfu¨hren.
Beweis. Es sei (P,Q) ∈ A : X. Dann gibt es ein f ∈ A, so daß f |P = 0 und f |Q = 1. Also
ist
f ∈ KernP :=
⋂
p∈P
Kern p = {g ∈ A : g|P = 0} und 1− f ∈ KernQ.
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Dann ist 1 = f + (1 − f) ∈ KernP ⊕ KernQ und damit KernP ⊕ KernQ = A. Daraus
folgt
µAP ∩ µAQ = M(KernP ) ∩M(KernQ)
= M(KernP ⊕KernQ) = M(A) = ∅.
Entsprechend gilt umgekehrt fu¨r
∅ = µAP ∩ µAQ = M(KernP ) ∩M(KernQ) = M(KernP ⊕KernQ),
daß KernP ⊕KernQ = A ist. Folglich gibt es ein f ∈ KernP mit 1−f ∈ KernQ, woraus
(P,Q) ∈ A : X folgt.
Wir erhalten daraus nun das folgende Kriterium:
Lemma 1.4.5. Es seien A,B ∈ AlgC(X), beide regula¨r u¨ber X und struktura¨quivalent.
Dann ist A : X = B : X.
Beweis. Es seien (MaxA, µA) und (MaxB, µB) a¨quivalent mit dem Homo¨omorphismus
Φ : MaxA→ MaxB und (P,Q) ∈ A : X. Dann ist ∅ = µAP ∩ µAQ und damit
µBP ∩ µBQ = Φ(µAP ) ∩ Φ(µAQ) = Φ(µA(P ) ∩ µA(Q)) = ∅.
Somit ist (P,Q) ∈ B : X, und die Behauptung folgt aus der Symmetrie der Voraussetzung
in A und B.
Wir beachten nochmals, daß fu¨r das soeben bewiesene Kriterium die Hausdorff-
Eigenschaft der Ra¨ume MaxA,MaxB nicht beno¨tigt wurde. Um die Umkehrung dieses
Lemmas, welche jedoch nicht ohne die Hausdorff-Eigenschaft auskommen wird, be-
weisen zu ko¨nnen, bedarf es weiterer Vorbereitungen. Wir bezeichnen im folgenden kurz
S = C(X) und ΓA = Γ
S
A aus Satz 1.4.2.
Lemma 1.4.6. Es seien A,B ∈ AlgC(X), beide regula¨r u¨ber X und beide von
Hausdorff-Struktur, A : X ⊆ B : X und M0,M1 ∈ MaxC(X). Dann gilt die folgende
Implikation:
ΓAM0 6= ΓAM1 =⇒ ΓBM0 6= ΓBM1.
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Beweis. Es sei ΓAM0 6= ΓAM1. Da MaxA ein kompakter Hausdorff-Raum ist, gibt es
disjunkte, abgeschlossene Umgebungen Uj von ΓAMj in MaxA. Nach Lemma 1.4.4 ist
dann (µ−1A U0, µ
−1
A U1) ∈ A : X ⊆ B : X. Das heißt, es gibt ein f ∈ B, so daß f |µ−1A Uj = j
fu¨r j ∈ {0, 1}. Betrachten wir zwei Netze (xjδ)δ∈D in X, so daß µSxjδ → Mj. Dann ist
µAx
j
δ = ΓA(µSx
j
δ) → ΓAMj, da ΓA stetig ist. Folglich ist µAxjδ ∈ Uj, daher xjδ ∈ µ−1A Uj
und damit f(xjδ) = j, schließlich.
Auf der anderen Seite ist µBx
j
δ = ΓB(µSx
j
δ)→ ΓBMj. Nach Lemma 1.1.1 (1.6) heißt dies
aber
f ∈ lim
δ∈D
µBx
0
δ ⊆ ΓBM0 und 1− f ∈ lim
δ∈D
µBx
1
δ ⊆ ΓBM1.
Wa¨re ΓBM0 = ΓBM1, so mu¨sste dieses maximale Ideal sowohl f als auch 1−f enthalten,
und somit auch das Eins-Element, was nicht sein kann. Also ist ΓBM0 6= ΓBM1.
Wir sind nun im Stande genau zu kla¨ren, wann zwei Strukturra¨ume a¨quivalent sind.
Satz 1.4.7 (A¨quivalenz-Kriterium). Zwei regula¨re Algebren A,B ∈ AlgC(X) mit
Hausdorff-Struktur sind genau dann struktura¨quivalent, wenn A : X = B : X ist.
Beweis. Die Notwendigkeit der Bedingung A : X = B : X haben wir bereits in Lemma
1.4.5 gezeigt.
Es sei also A : X = B : X. Nach Lemma 1.4.6 ist fu¨r alle M0,M1 ∈ MaxS: ΓAM0 = ΓAM1
genau dann, wenn ΓBM0 = ΓBM1 ist. Und nach Satz 1.4.2 wissen wir, daß ΓA und ΓB
beide surjektiv sind. Also ist die Abbildung
Φ : MaxA→ MaxB : Φ := ΓB ◦ Γ−1A
wohldefiniert, injektiv und surjektiv. Außerdem gilt fu¨r alle x ∈ X:
Φ ◦ µA(x) = Φ(KernA(x)) = ΓB ◦ Γ−1A (KernA(x))
= ΓB(KernS(x)) = KernB(x) = µB(x).
Es bleibt also lediglich zu zeigen, daß Φ stetig ist. Die Stetigkeit der Umkehrfunktion folgt
dann aus der Symmetrie der Voraussetzung.
Wir betrachten dazu ein konvergentes Netz (Mδ)δ∈D in MaxA mit Grenzwert M ∈ MaxA.
Nach dem Auswahlaxiom ko¨nnen wir zu jedem Mδ ein Urbild Nδ ∈ Γ−1A Mδ ⊆ MaxS
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wa¨hlen. Da MaxS kompakt ist, gibt es zu jedem Subnetz (Nσδ)δ∈D′ ein konvergentes
Sub-Sub-Netz (Nστδ)δ∈D′′ mit einem Grenzwert N ∈ MaxS. Da ΓA und ΓB stetig sind,
folgt:
ΓAN ← ΓANστδ = Mστδ →M und ΓBNστδ → ΓBN.
Damit ist N ∈ Γ−1A {M}. Da somit der Grenzwert aller Sub-Sub-Netze (ΓBNστδ)δ∈D′′
identisch ist, folgt
ΦMδ = ΓBNδ → ΓBN = ΦM.
§ 5 Strukturisometrie-Kriterien
Wir haben im vorangegangenen Abschnitt ein Kriterium fu¨r die Struktura¨quivalenz her-
geleitet. Doch wir interessieren uns vor allem fu¨r die schwa¨chere Eigenschaft der Struk-
turisometrie, da nur diese notwendig fu¨r die Isomorphie zweier Algebren ist. In [Z] haben
wir bereits gesehen, daß in einem Spezialfall die beiden Begriffe u¨bereinstimmen, na¨mlich
bei der Stone-Cˇech-Kompaktifizierung eines diskreten Raumes. Wir wollen nun unter-
suchen, ob wir diese Aussage verallgemeinern ko¨nnen. Wir erinnern uns an das folgende
Lemma aus [Z, S. 36]
Lemma 1.5.1. Es sei X ein diskreter, topologischer Raum und (K,κ) eine
T1-Kompaktifizierung von X. Eine einelementige Menge {p} ⊆ K ist genau dann of-
fen, wenn p ∈ κ(X) ist.
Da fu¨r jede regula¨re Algebra A ∈ AlgC(X) (MaxA, µA) nach Satz 1.0.4 eine T1-
Kompaktifizierung ist, gilt diese Aussage fu¨r jeden Strukturraum. Insbesondere ist µA
eine offene Abbildung.
Korollar 1.5.2. Es sei X ein diskreter, topologischer Raum und A,B ∈ AlgC(X) re-
gula¨re Algebren. Es gebe einen Homo¨omorphismus Φ : MaxA → MaxB. Dann gibt es
eine Permutation φ ∈ C(X,X), so daß Φ ◦ µA = µB ◦ φ ist.
Beweis. Wir betrachten die Abbildung Φ ◦ µA : X → MaxB. Da µA(X) alle Elemente
entha¨lt, deren Einpunktmenge offen ist, gilt dies auch fu¨r Φ ◦µA. Das selbe ist fu¨r µB(X)
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richtig. Somit ist µB(X) = (Φ ◦ µA)(X). Die Funktion φ := µ−1B ◦ Φ ◦ µA : X → X ist
damit wohldefiniert und bijektiv, also eine Permutation. Und es ist
µB ◦ φ = µB ◦ µ−1B ◦ Φ ◦ µA = Φ ◦ µA.
Beispiel 1.5.3. Es sei A ∈ AlgC(X) eine regula¨re Algebra u¨ber dem diskreten, topolo-
gischen Raum X und φ ∈ C(X,X) eine Permutation. Wir definieren
Aφ := { f ◦ φ | f ∈ A }.
Offenbar ist die Abbildung Tφ : A→ Aφ : Tφ(f) := f ◦ φ ein Algebra-Isomorphismus. Da-
mit sind die beiden Algebren nach Satz 1.3.1 strukturisometrisch, jedoch im allgemeinen
nicht struktura¨quivalent. Wir erhalten den Homo¨omorphismus der Strukturra¨ume, den
wir ebenfalls mit Tφ bezeichnen wollen, als
Tφ : MaxA→ MaxAφ : Tφ(M) = {f ◦ φ | f ∈M} fu¨r alle M ∈ MaxA.
Betrachten wir nun noch die Menge der durch Aφ trennbaren Mengen, so ergibt sich fu¨r
diese die folgende Bedingung: Es ist (P,Q) ∈ Aφ : X genau dann, wenn es ein f ∈ A gibt,
so daß f ◦ φ|P = 0 und f ◦ φ|Q = 1 ist. Diese Bedingung ist gleichbedeutend mit f trennt
φ(P ) von φ(Q). Das heißt (φ(P ), φ(Q)) ∈ A : X. Wir definieren entsprechend
φ(A : X) := {(φ(P ), φ(Q)) | (P,Q) ∈ A : X }
und erhalten somit die Gleichung
Aφ : X = φ(A : X).
Satz 1.5.4. Es sei X ein diskreter, topologischer Raum, A,B ∈ AlgC(X) regula¨r. A und
B sind genau dann strukturisometrisch, wenn es eine Permutation φ ∈ C(X,X) gibt, so
daß A und Bφ struktura¨quivalent sind.
Beweis. Es sei Φ : MaxA → MaxB ein Homo¨omorphismus. Nach Korollar 1.5.2 gibt
es eine Permutation φ : X → X mit Φ ◦ µA = µB ◦ φ. Gema¨ß Beispiel 1.5.3 ist dann
Tφ ◦ Φ : MaxA→ MaxBφ ein Homo¨omorphismus. Und es gilt fu¨r alle x ∈ X
µBφ(x) = {g ∈ Bφ | g(x) = 0} = {f ◦ φ | f ∈ B und f(φ(x)) = 0}
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= Tφ(µB(φ(x)) = (Tφ ◦ Φ) ◦ µA(x).
Somit sind (MaxA, µA) und (MaxB
φ, µBφ) a¨quivalent.
Die Umgekehrte Richtung folgt aus der Tatsache, daß A und Bφ struktura¨quivalent und
damit strukturisometrisch sind. B und Bφ sind nach Beispiel 1.5.3 ebenfalls strukturiso-
metrisch. Also sind auch A und B strukturisometrisch.
Kombinieren wir nun dieses Ergebnis mit den A¨quivalenz-Kriterien 1.4.7 und 1.4.5 so
erhalten wir das folgende Ergebnis.
Korollar 1.5.5. Es sei X ein diskreter, topologischer Raum, A,B ∈ AlgC(X) regula¨r
und von Hausdorff-Struktur. A und B sind genau dann strukturisometrisch wenn es
eine Permutation φ ∈ C(X,X) gibt, so daß A : X = Bφ : X ist.
Sind A und B nicht von Hausdorff-Struktur, aber regula¨r und strukturisometrisch, so
ist die Existenz der Permutation φ mit A : X = Bφ : X immernoch notwendig.
Nach Beispiel 1.5.3 ergibt sich daraus die folgende Erkenntnis.
Korollar 1.5.6. Es sei X ein diskreter, topologischer Raum. Zwei regula¨re Algebren
A,B ∈ AlgC(X) mit Hausdorff-Struktur sind genau dann strukturisometrisch, wenn
es eine Permutation φ ∈ C(X,X) gibt, so daß A : X = φ(B : X) ist.
Besitzen beide Algebren keine Hausdorff-Struktur, so ist die Existenz der Permutation
φ mit A : X = φ(B : X) immernoch notwendig.
Beweis. Es seien A und B strukturisometrisch. Dann gibt es nach Korollar 1.5.5 eine
Permutation φ, so daß A und Bφ struktura¨quivalent sind. Dies impliziert nach Lemma
1.4.5 A : X = Bφ : X. Nach Beispiel 1.5.3 ist aber Bφ : X = φ(B : X) und damit
A : X = φ(B : X).
Sind umgekehrt A und B Algebren mit Hausdorff-Struktur, so daß es eine Permutation
φ : X → X mit A : X = φ(B : X) gibt, dann ist
Bφ : X = φ(B : X) = A : X
nach Beispiel 1.5.3. Somit sind A und Bφ nach 1.4.7 struktura¨quivalent. Damit sind nach
Korollar 1.5.5 A und B strukturisometrisch.
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§ 6 Strukturra¨ume von Produktalgebren
Wir wollen nun noch zeigen, daß die Struktur-Ra¨ume von Produktalgebren aus der di-
rekten Summe der einzelnen Strukturra¨ume zusammengesetzt sind. Diese Eigenschaft
werden wir spa¨ter beno¨tigen, um den Strukturraum von Funktionenra¨umen mehrfach
zusammenha¨ngender Gebiete anzugeben.
Satz 1.6.1. Es seien A,B ∈ Alg. Dann ist Max(A×B) homo¨omorph zu MaxAunionmultiMaxB,
wobei wir mit MaxAunionmultiMaxB die disjunkte Vereinigung mit der u¨blichen Summentopologie
meinen.
Beweis. Wir betrachten die Abbildung φA : A×B → A : (f, g) 7→ f . Dann ist KernφA =
{0} ×B. Nach Lemma 1.3.1 ist dann MA×B({0} ×B) homo¨omorph zu Maxφ(A×B) =
MaxA und analog MA×B(A× {0}) homo¨omorph zu MaxB. Da aber
M(A× {0}) ∩M({0} ×B) = M((A× {0})⊕ ({0} ×B)) = M(A×B) = ∅
ist, sind beide Teile disjunkt. Außerdem u¨berdecken sie den ganzen Raum, da
M(A× {0}) ∪M({0} ×B) = M((A× {0}) ({0} ×B)) = M({0}) = Max(A×B).
Da sowohl A×{0} als auch {0}×B Ideale in A×B sind, sind M(A×{0}) und M({0}×
B) beide offen und abgeschlossen. Also ist Max(A × B) homo¨omorph zu der disjunkten
Vereinigung MaxA unionmultiMaxB.
Durch vollsta¨ndige Induktion erha¨lt man das folgende Ergebnis.
Korollar 1.6.2. Es sei A ∈ Alg und n ∈ N.
Dann ist Max(An) homo¨omorph zu Zn ×MaxA.
Kapitel II
Anwendung auf Hadamard-Algebren
In diesem Kapitel wollen wir die zuna¨chst abstrakten Ergebnisse des vorangegangenen
Kapitels auf die fu¨r uns interessanten Hadamard-Algebren anwenden. Wir werden ei-
nerseits die Mo¨glichkeit fu¨r Strukturisometrien und damit die Ring-Isomorphien unter
Hadamard-Algebren drastisch einschra¨nken ko¨nnen. Zum anderen werden wir aber se-
hen, daß die Ma¨chtigkeit der Strukturra¨ume aller Hadamard-Algebren identisch ist.
§ 1 Struktura¨quivalenz von Hadamard-Algebren
Render und Sauer haben in [RS2] und [RS3] nachgewiesen, daß keine zwei unter-
schiedlichen Hadamard-Algebren Algebra-isomorph zueinander sein ko¨nnen. Wir haben
in Satz 1.3.1 gesehen, daß zwei isomorphe Algebren stets strukturisometrisch sind, wobei
bereits die Ring-Isomorphie hinreichend ist. Die Umkehrung ist jedoch im allgemeinen
falsch.
Definition 2.1.1. Wir identifizieren eine Hadamard-Algebra H(G) mit dem Raum der
zugeho¨rigen Taylor-Koeffizienten Ĥ(G), so daß wir (per Definition) a¨quivalente Kompak-
tifizierungen (MaxH(G), µG) und (Max Ĥ(G), µĤ(G)) erhalten, wobei wir µG(n) := {f ∈
H(G) | f̂(n) = 0} fu¨r alle n ∈ N0 definieren.
Zwei Hadamard-Algebren H(P ) und H(Q) heißen struktura¨quivalent, wenn
(MaxH(P ), µP ) und (MaxH(Q), µQ) a¨quivalente Kompaktifizierungen von N0 sind, und
damit genau dann, wenn Ĥ(P ) und Ĥ(Q) struktura¨quivalent sind.
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Durch Satz 1.4.7 wissen wir, daß zwei Algebren mit Hausdorff-Struktur genau dann
struktura¨quivalent sind, wenn sie die gleichen Mengen trennen. Nach Lemma 1.4.5 ist die-
se Bedingung auch dann notwendig, wenn die Hausdorff-Eigenschaft nicht erfu¨llt ist.
Diesbezu¨glich wissen wir u¨ber die Hadamard-Algebren bisher nur, daß H(D) Haus-
dorff-Struktur besitzt. Wir werden im folgenden jedoch sehen, daß die Menge der er-
laubten Singularita¨ten am Rande des Einheitskreises fu¨r die Struktura¨quivalenz eine ent-
scheidende Rolle spielt.
Satz 2.1.2. Es seien H(P ) und H(Q) struktura¨quivalente Hadamard-Algebren. Dann
ist P ∩ ∂D = Q ∩ ∂D.
Beweis. MitH(P ) undH(Q) sind auch Ĥ(P ) und Ĥ(Q) struktura¨quivalent. Nach Lemma
1.4.5 ist daher Ĥ(P ) : N0 = Ĥ(Q) : N0.
Da P und Q zula¨ssige Gebiete sind, sind ihre Komplemente multiplikativ abgeschlossen
und damit auch P ∗ := P c ∩ ∂D und Q∗ = Qc ∩ ∂D. Somit ist P ∗ eine zyklische Gruppe
von endlicher Ordnung κ(P ) oder P ∗ = ∂D. In letzterem Fall ist P = D. Und wir wissen
bereits nach Satz 1.0.8, daß MaxH(D) mit MaxH(Q) nur dann homo¨omorph sein ko¨nnen,
wenn Q = D ist.
Im ersten Fall ist p(z) = 1
1−zκ(P ) ∈ H(P ). Es ist p̂(n) = 1κ(P )·N0(n). p̂ trennt also die Menge
ZP := κ(P )·N0 von ihrem Complement. Daraus folgt (ZP , ZcP ) ∈ Ĥ(P ) : N0 = Ĥ(Q) : N0.
Also sind die κ(P )-ten Einheitswurzeln auch in Qc enthalten. Es folgt P c∩∂D ⊆ Qc∩∂D.
Die Symmetrie in P und Q ergibt die umgekehrte Inklusion.
Wenn wir also nach einem Beispiel fu¨r zwei Hadamard-Algebren suchen, welche zwar
nicht isomorph aber doch wenigstens struktura¨quivalent sind, so du¨rfen diese sich am
Rande des Einheitskreises nicht unterscheiden. Wir werden im na¨chsten Kapitel sehen, daß
die Gestalt des Gebietes außerhalb einer Umgebung des Einheitskreises keinerlei Effekt auf
den Strukturraum MaxH(G) ausu¨bt. Wir ko¨nnen aber auch ein Beispiel angeben, bei dem
zwei Hadamard-Algebren sich durchaus in der Na¨he des Einheitskreises unterscheiden
ko¨nnen und diese trotzdem struktura¨quivalent sind. Wir beachten dazu, daß in Satz 1.3.1
bereits die Ring-Isomorphie zweier Algebren hinreichend fu¨r die Strukturisomorphie ist.
Beispiel 2.1.3. Es sei G ⊆ C ein zula¨ssiges Gebiet mit G∗ := {z | z ∈ G} 6= G. Dann
sind H(G) und H(G∗) struktura¨quivalent.
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Dies ersehen wir sofort aus folgender Verallgemeinerung
Lemma 2.1.4. Es sei A ∈ AlgC(X) regula¨r u¨ber X und A∗ = {f ∗ | f ∈ A}, wobei
f ∗(x) = f(x) fu¨r alle x ∈ X das komplex konjugierte Element darstellt. Dann sind A und
A∗ struktura¨quivalent.
Beweis. Wir betrachten die Abbildung φ : A→ A∗ : f 7→ f ∗. Offenbar ist φ ein selbstin-
verser Ring-Isomorphismus zwischen A und A∗. Somit gilt nach Satz 1.3.1
MaxA∗ = Maxφ(A) 'MA(Kernφ) = MA({0}) = MaxA.
Dabei meinen wir mit X ' Y , X und Y sind homo¨omorphe, topologische Ra¨ume. Wir
betrachten des weiteren das Bild der Einbettung
(φ ◦ µA)(x) = φ({f ∈ A | f̂(x) = 0}) = {f ∗ ∈ A∗ | f̂ ∗(x) = 0} = µA∗(x).
Damit ist (MaxA∗, µA∗) a¨quivalent zu (MaxA, µA).
Wir wollen nun noch zeigen, daß die Bedingung des Satzes 2.1.2 auch notwendig fu¨r
die Strukturisometrie zweier Hadamard-Algebren ist.
Satz 2.1.5. Es seien H(P ) und H(Q) strukturisometrische Hadamard-Algebren. Dann
ist P ∩ ∂D = Q ∩ ∂D.
Beweis. Nach Korollar 1.5.6 folgt aus der Strukturisometrie von Ĥ(P ) und Ĥ(Q) die
Existenz einer Permutation φ : N0 → N0, so daß Ĥ(P ) : N0 = φ(Ĥ(Q) : N0) ist. Wir
betrachten die Menge
S(P ) := {S ⊆ N0 | (S, Sc) ∈ H(P ) : N0 }.
Dann ist S ∈ S(P ) genau dann, wenn
FS(z) :=
∑
n∈S
zn ∈ H(P ).
Wir definieren die φ-Transformierte einer in 0 holomorphen Funktion durch
fφ(z) :=
∞∑
n=0
(f̂ ◦ φ−1)(n) zn =
∞∑
n=0
f̂(n) zφ(n).
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Offenbar ist dann S ∈ φ(S(Q)) genau dann, wenn
F φS (z) =
∑
n∈φ−1(S)
zn =
∑
n∈S
zφ(n) ∈ H(Q).
Wir beachten, daß beide Funktionen Potenzreihenentwicklungen mit endlich vielen ver-
schiedenen Koeffizienten besitzen, na¨mlich {0,1}. Wir finden dazu eine Charakterisierung
im Buch von Bieberbach [Bi, S.115ff].
Satz 2.1.6 (Satz von Szego¨). Es sei G % D ein Gebiet und f ∈ H(G) mit |f̂(N0)| <∞.
Dann ist f rational, f̂ schließlich periodisch, und es gibt eine Zahl m ∈ N und ein Polynom
p, so daß
f(z) =
p(z)
1− zm .
Die Singularita¨ten liegen in diesem Fall ausschließlich bei den m-ten Einheitswurzeln
ekm (k ∈ Zm).
Betrachten wir die Anzahl der singula¨ren Punkte von P am Rande des Einheitskreises
und bezeichnen diese mit κ(P ). So ist
P c ∩ ∂D = { ekκ(P ) | k ∈ Zκ(P ) }.
Jede rationale Funktion mit endlich vielen verschiedenen Koeffizienten muß entsprechend
schließlich κ(P )-periodische Taylor-Koeffizienten f̂(n) besitzen. Selbiges gilt fu¨r das
Gebiet Q. Insbesondere ist somit jede Menge S ∈ S(P ) schließlich κ(P )-periodisch und
φ(S) ∈ S(Q) schließlich κ(Q)-periodisch.
Um die Einschra¨nkung auf schließlich alle Elemente zu eliminieren, teilen wir die Elemen-
te von S(P ) in Klassen ein. Wir betrachten die A¨quivalenz-Relation auf S(P ) definiert
durch S ∼ T genau dann, wenn die symmetrische Differenz S4T eine Menge von endli-
cher Ma¨chtigkeit ist. Offenbar bildet jede Permutation φ : X → X A¨quivalenz-Klassen auf
A¨quivalenzklassen ab, denn ist S ∼ T eine endliche Menge, so ist φ(S)4φ(T ) = φ(S4T )
ebenfalls eine endliche Menge. Somit ist S ∼ T genau dann, wenn φ(S) ∼ φ(T ) ist.
Da jedes Element aus S(P ) schließlich periodisch ist, ko¨nnen wir diese Menge durch
Aba¨nderung in endlich vielen Punkten zu einer u¨berall periodischen Menge aba¨ndern.
Diese bleibt somit in der gleichen Klasse, wie die urspru¨ngliche Menge. Die sich daraus
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ergebende Abbildung ist eindeutig, da in jeder A¨quivalenzklasse nur eine u¨berall peri-
odische Menge liegen kann, denn zwei unterschiedliche, periodische Mengen besitzen eine
periodische, symmetrische Differenz, die somit nicht endlich sein kann.
Wir bezeichnen die A¨quivalenzklasse einer Menge mit [S]∼ und den periodischen Re-
pra¨sentanten mit p([S]∼) oder p(S). Die Menge der periodischen Elemente aus S(P )
bezeichnen wir mit P(P ) = p(S(P )).
Nach unseren vorangegangenen U¨berlegungen ist dann die Abbildung
Φ : P(P )→ P(Q) : Φ(S) = p(φ(S))
eine bijektive Abbildung. Da alle Mengen in P(P ) κ(P )-periodisch sein mu¨ssen und Φ
eine Bijektion ist, gilt fu¨r die Ma¨chtigkeit der beiden Mengen
2κ(P ) = |P(P )| = |P(Q)| = 2κ(Q)
und damit κ(P ) = κ(Q). Daraus erhalten wir P c ∩ ∂D = Qc ∩ ∂D und damit die Behaup-
tung.
Da nach nach Satz 1.3.1 die Ring-Isomorphie hinreichend fu¨r die Strukturisometrie
ist, erhalten wir das folgende Ergebnis.
Korollar 2.1.7. Es seien H(P ) und H(Q) Ring-isomorphe Hadamard-Algebren. Dann
ist P ∩ ∂D = Q ∩ ∂D.
§ 2 Die Ma¨chtigkeit der Ra¨ume MaxH(G)
Um das bereits bewiesene Kriterium 1.3.5 fu¨r die Ma¨chtigkeit der Strukturra¨ume auf die
Ra¨ume MaxH(G) anwenden zu ko¨nnen, betrachten wir die kleinste Hadamard-Algebra
holomorpher FunktionenH1 = H(C∞\{1}). Wir wollen dabei die Eigenschaft f(∞) = 0 in
die Definition der Holomorphie im Punkt∞ stets mit einschließen. Wir wissen bereits, daß
H1 isometrisch isomorph zum Raum E0 der ganzen Funktionen vom Exponentialtyp 0 der
Ordnung 1 ist (s. z.B. [Bi, S.8]), wobei wir zwei topologische Vektorra¨ume genau dann als
isometrisch isomorph bezeichnen wollen, wenn es einen Vektorraum-Isomorphismus gibt,
der gleichzeitig ein Homo¨omorphismus ist. Wir untersuchen daher zuna¨chst die Existenz
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von Funktionen mit vorgegeben Werten im Raum E0. Hierzu beno¨tigen wir das folgende,
auch an sich interessante Lemma.
Lemma 2.2.1. Es sei f ∈ E0 vom Geschlecht 0 mit f(0) = 1 gegeben. Wir definieren
f+(z) :=
∞∏
n=0
(1 +
z
|zn|),
wobei (zn)n∈N0 alle Nullstellen von f durchla¨uft.
Dann ist die Menge
T (f) = {g ∈ E0 | g ist Teiler von f und g(0) = 1}
normal (im Montelschen Sinne) in E0 und es gilt fu¨r alle g ∈ T (f) und alle α > 0:
‖g‖α ≤ ‖f+‖α.
Beweis. Wir bezeichnen, wie u¨blich, mit M(f, r) = sup|z|=r |f(z)|. Es sei g ∈ T (f). Dann
gibt es eine Teilmenge D ⊂ N0, so daß gilt:
g(z) =
∏
n∈D
(1− z
zn
).
Daher ist
M(g, r) ≤
∏
n∈D
(1 +
r
|zn|) ≤
∏
n∈N0
(1 +
r
|zn|) = M(f
+, r).
Da fu¨r alle h ∈ E0, ‖h‖α = supr>0M(h, r) · e−αr ist, folgt ‖g‖α ≤ ‖f+‖α. Also ist T (f)
beschra¨nkt in E0. Da E0 isometrisch isomorph zu H1 ist, und dort der Satz von Montel
gilt, gilt dieser auch in E0 und es ist T (f) normal in E0.
Satz 2.2.2. Es sei (zn)n∈N0 eine Folge in C, die der Bedingung
lim
n→∞
|zn+1|
|zn| > 1
genu¨gt, und (wn)n∈N0 eine beschra¨nkte Folge in C. Wir definieren
h(z) =
∞∏
n=0
(1− z
zn
), hk(z) =
h(z)
1− z
zk
, ~k(z) =
hk(z)
hk(zk)
.
Dann ist
∞∑
k=0
wk~k konvergent in E0.
Insbesondere existiert eine Funktion f ∈ E0, so daß f(zk) = wk fu¨r alle k ∈ N0 gilt.
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Beweis. Wir betrachten den Nenner der Funktionen ~k:
|hk(zk)| =
∞∏
n=0,n 6=k
|1− zk
zn
| =
k−1∏
n=0
|1− zk
zn
| ·
∞∏
n=k+1
|1− zk
zn
| =: pk · rk.
Nach Voraussetzung gibt es ein q > 1, so daß |zn+1| > q · |zn| schließlich gilt. Da q > 1
ist, gilt qN > 3 schließlich und damit gelten beide Aussagen ab einem Index N0. Es gilt
somit:
pk =
k−1∏
n=0
|zk
zn
− 1| ≥
k−1∏
n=0
(
|zk|
|zn| − 1) ≥
N0−1∏
n=0
(
|zk|
|zn| − 1) ·
k−1∏
n=N0
(
|zk|
|zn| − 1)
≥ c0 ·
k−1∏
n=N0
(qk−n − 1) = c0 ·
k−N0∏
m=1
(qm − 1) ≥ c1 ·
k−N0∏
m=N0
(qm − 1)
≥ c1 ·
k−N0∏
m=N0
(3− 1) = c1 · 2k−2N0 = c2 · 2k.
Ebenso gilt ab dem Index N0:
rk =
∞∏
n=k+1
|1− zk
zn
| ≥
∞∏
n=k+1
(1− |zk||zn|)
≥
∞∏
n=k+1
|1− q−(n−k)| =
∞∏
n=1
|1− q−n| = c3 > 0.
Also gilt |hk(zk)| > c4 · 2k schließlich, und es folgt somit fu¨r alle α > 0
∞∑
k=N0
‖wk · ~k‖α ≤
∞∑
k=N0
|wk| · 1
c3 · 2k ‖hk‖α
≤ c4 · ‖w‖∞ ·
∞∑
k=N0
2−k‖h+‖α ≤ c4 · ‖w‖∞ · ‖h+‖α <∞.
Daß die Grenzfunktion f die Bedingung f(zk) = wk erfu¨llt, wird durch die Eigenschaft
~k(zn) = δn,k offenbar.
Wir erhalten daraus unmittelbar die gewu¨nschte Normalita¨t von E0 fu¨r hinreichende
du¨nne Mengen:
Korollar 2.2.3. Es sei (zn)n∈N0 eine Folge in C, die der Bedingung limn→∞
|zn+1|
|zn| > 1
genu¨gt, und D = {zn | n ∈ N0}, dann ist E0|D ⊇ CB(D).
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Wir wissen, daß die Integraltransformation
f̂(z) := − 1
2pii
∮
|t−1|=ε
t−1−z · f(t) dt
die eindeutig bestimmte Fortsetzung der Folge der Taylor-Koeffizienten (f̂(n))n∈N0 der
H1-Funktion f in E0 ist. Da H1 ⊆ H(G) fu¨r jedes zula¨ssige Gebiet G ist, gilt daher das
folgende
Lemma 2.2.4. Es sei G ein beliebiges, zula¨ssiges Gebiet, (nk)k∈N0 eine Folge natu¨rlicher
Zahlen, die der Bedingung
lim
k→∞
|nk+1|
|nk| > 1
genu¨gt, und D = {nk | k ∈ N0}.
Dann ist Ĥ(G)|D ⊇ CB(D).
Und wir erhalten, nach Satz 1.3.5 das Ergebnis
Satz 2.2.5. Der Strukturraum jeder Hadamard-Algebra hat die gleiche Ma¨chtigkeit wie
βN0.
Genauer betrachtet, stellen wir fest, daß die Stone-Cˇech-Kompaktifizierung der
natu¨rlichen Zahlen sogar u¨berabza¨hlbar oft in MaxH(G) homo¨omorph eingebettet liegt,
obwohl MaxH(G) nur im Falle des Einheitskreises homo¨omorph zu βN0 ist.
Kapitel III
Invertierbare Elemente und
Isomorphien
In diesem Kapitel werden wir sehen, daß die Struktur der Ra¨ume MaxH(G) hauptsa¨chlich
durch Gestalt und Anzahl der Lo¨cher des Gebietes am Rande des Einheitskreises bestimmt
wird. Es stellt sich heraus, daß hingegen die Gestalt des Gebietes außerhalb keinen Einfluß
auf die Strukturra¨ume nimmt. Zudem beweisen wir, daß es, obwohl in [RS2] gezeigt wurde,
daß keine zwei unterschiedlichen Hadamard-Algebren isomorph zueinander sind, einige
Isomorphien unter den Hadamard-Algebren gibt.
§ 1 Potenzreihen von Taylor-Koeffizienten
Definition 3.1.1. Es sei G ein zula¨ssiges Gebiet, f ∈ H(G). Dann bezeichnen wir
f<0> = χ = 1
1−z und definieren rekursiv f
<n+1> = f ∗ f<n> fu¨r alle n ∈ N0. Nach
dem Hadamardschen Multiplikationssatz wissen wir, daß dann f<n> ∈ H(G) sein muß.
Im folgenden werden wir den Konvergenzradius der Taylor-Entwicklung einer Funk-
tion um den Nullpunkt f mit ρ(f) bezeichnen.
Wir werden nun einen Konvergenzsatz als Konsequenz des Hadamardschen Multiplika-
tionssatzes beweisen, der fu¨r die weiteren U¨berlegungen von fundamentaler Bedeutung
ist.
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Satz 3.1.2. Es sei F holomorph in einer Nullumgebung, G ein zula¨ssiges Gebiet, f ∈
H(G) mit ρ(f) > 1 und ‖f̂‖∞ < ρ(F ). Dann konvergiert die Reihe
∞∑
n=0
F̂ (n) · f<n>
im Raum H(G) (also lokal gleichma¨ßig) gegen eine Funktion g ∈ H(G) mit ĝ = F ◦ f̂ .
Beweis. Wir beweisen die Behauptung zuna¨chst fu¨r den Spezialfall G = D. Wir stellen
fest, daß fu¨r alle f ∈ H(D), die beschra¨nkte Taylor-Koeffizienten f̂(n) besitzen, das
folgende gilt
M(f, r) = max
|z|≤r
|f(z)| = max
|z|≤r
|
∞∑
n=0
f̂(n)zn|
≤
∞∑
n=0
|f̂(n)|rn ≤
∞∑
n=0
‖f̂‖∞rn = 1
1− r · ‖f̂‖∞.
Ist also (fk)k∈N0 eine Folge in H(D) mit f̂k → f̂ in l∞, so konvergiert fk gegen f in H(D).
Da F in der ρ(F ) Umgebung von 0 holomorph ist, gilt
∞∑
k=0
‖ ̂F̂ (k) · f<k>‖∞ =
∞∑
k=0
|F̂ (k)| · ‖f̂<k>‖∞ ≤
∞∑
k=0
|F̂ (k)| · ‖f̂‖k∞ <∞,
da ‖f̂‖∞ < ρ(F ) ist. Somit konvergiert die Reihe in l∞ und damit konvergiert
g =
∞∑
k=0
F̂ (k)f<k> ∈ H(D).
Und es gilt fu¨r die zugeho¨rigen Taylor-Koeffizienten
ĝ(n) =
∞∑
k=0
F̂ (k)(f̂(n))k = F (f̂(n)).
Nun wollen wir uns von der Einschra¨nkung G = D befreien. Wir betrachten ein beliebiges,
zula¨ssiges Gebiet G. Es sei K eine kompakte Teilmenge von G. Wir definieren ρ(K) =
max{|z| | z ∈ K}. Da ρ(f) > 1 ist, existiert ein N0 ∈ N0, so daß ρ(f<N0>) ≥ ρ(f)N0 ≥
ρ(K) gilt. Dann ist fu¨r alle N > N0
N∑
n=0
F̂ (n)f<n> =
N0−1∑
n=0
F̂ (n)f<n> + f<N0> ∗
N−N0∑
n=0
F̂ (n+N0)f
<n>.
Dabei ist der erste Term nach dem Hadamardschen Multiplikationssatz in H(G) ent-
halten, ρ(f<N0>) ≥ ρ(K) und es konvergiert die letzte Summe in H(D) nach dem so-
eben bewiesenen Spezialfall. Damit konvergiert der gesamte hintere Summand nach dem
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Hadamardschen Multiplikationssatz lokal gleichma¨ßig in Dρ(K) ⊇ K also insbesondere
gleichma¨ßig in K. Da K ⊆ G beliebig war, folgt die Behauptung.
Wir werden uns nun noch von einigen u¨berflu¨ssigen Voraussetzungen des soeben be-
wiesenen Satzes befreien, bevor wir uns den Anwendungen widmen.
Korollar 3.1.3. Es sei F : C → C eine beliebige Funktion, die in der Nullumgebung
Dρ(F ) holomorph ist, G ein zula¨ssiges Gebiet, f ∈ H(G) mit ρ(f) > 1. Dann gibt es eine
Funktion < F > (f) ∈ H(G), so daß ̂< F > (f) = F ◦ f̂ ist.
Beweis. Da ρ(f) > 1, ist f̂(n)→ 0, und damit |f̂(n)| < ρ(F ) schließlich. Also gibt es ein
Polynom p ∈ C[z], so daß ‖f̂ − p‖∞ < ρ(F ) gilt. Wir definieren g := f − p und stellen
fest, daß dann f̂(n) = ĝ(n) schließlich gilt. Nach Satz 3.1.2 ist dann
< F > (g) :=
∞∑
n=0
F̂ (n)g<n> ∈ H(G) mit ̂< F > (g) = F ◦ ĝ.
Nun ist F ◦ f̂(n) = F ◦ ĝ(n) schließlich. Also ist die Differenz q̂ = F ◦ f̂ − F ◦ ĝ die
Koeffizientenfolge eines Polynoms q. Definieren wir
< F > (f) :=< F > (g) + q ∈ H(G),
so ist
̂< F > (f) = F ◦ ĝ + q̂ = F ◦ f̂ .
§ 2 Invertierbare Elemente
Wir ko¨nnen daraus nun unmittelbar eine Konsequenz fu¨r die Invertierbarkeit in H(G)
ableiten. Diese wurde im Spezialfall f = χ : z 7→ 1
1−z bereits in [RS1] aus anderen
U¨berlegungen abgeleitet.
Korollar 3.2.1. Es sei G ein zula¨ssiges Gebiet, f ∈ H(G) invertierbar, g ∈ H(G) mit
ĝ(n) 6= 0 fu¨r alle n ∈ N0 und ρ(f − g) > 1. Dann ist auch g invertierbar in H(G).
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Beweis. Wir betrachten h := −f−1 ∗ (g − f) ∈ H(G). Dann ist ρ(h) > 1 und es gilt fu¨r
alle n ∈ N0
ĥ(n) = − ĝ(n)− f̂(n)
f̂(n)
= 1− ĝ(n)
f̂(n)
6= 1.
Nach Korollar 3.1.3 ist dann < χ > (h) ∈ H(G), wenn wir χ(1) durch einen beliebigen
Wert definieren. Und es gilt
̂< χ > (h) =
1
1− ĥ
=
1
1− 1 + ĝ
f̂
=
f̂
ĝ
.
Also ist f−1∗ < χ > (h) ∈ H(G) invers zu g.
§ 3 Die Ra¨ume MaxH(G) \ µG(N0)
Eine a¨hnliche Konsequenz erhalten wir fu¨r die Zugeho¨rigkeit einer Funktion zu einem
maximalen Ideal. Wir beno¨tigen dazu zuna¨chst eine einfache Definition:
Definition 3.3.1. Es sei G ein zula¨ssiges Gebiet, dann definieren wir
Iρ(G) := {f ∈ H(G) | ρ(f) > 1}.
Offenbar ist Iρ(G) ein Ideal in H(G). Wir erhalten des weiteren den folgenden Satz.
Satz 3.3.2. Es sei G ein zula¨ssiges Gebiet, M ∈ MaxH(G) \ µG(N0). Dann ist M ⊇
Iρ(G).
Beweis. Wir nehmen an, die Behauptung sei falsch. Dann gibt es ein M ∈ MaxH(G) \
µG(N0) mit M + Iρ(G). Dann ist M + Iρ(G) = H(G). Also gibt es ein f ∈ Iρ(G) mit χ−
f ∈M . Da ρ(f) > 1 ist, kann f̂(n) nicht ha¨ufig den Wert 1 annehmen, muß also schließlich
von 1 verschieden sein. Da M 6= Kernn fu¨r alle n ∈ N0 ist, muß M alle Polynome
enthalten. Durch Addition eines Polynoms erreichen wir, daß ohne Einschra¨nkung f̂(n) 6=
1 fu¨r alle n ∈ N0 angenommen werden kann. Dann gilt nach Korollar 3.2.1 χ − f ist
invertierbar. Dies ist aber ein Widerspruch zu χ− f ∈M .
Da fu¨r alle n ∈ N0 die Funktion zn ∈ Iρ(G) und χ − zn ∈ Kernn = µ(n) ist, ist
Kernn + Iρ(G) und wir erhalten das folgende Korollar:
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Korollar 3.3.3. Es sei G ein zula¨ssiges Gebiet. Dann ist MaxH(G)\µG(N0) = M(Iρ(G)).
Wir ko¨nnen daraus noch eine einfache Konseqenz ableiten, die uns im weiteren hilft, die
fixierten maximalen Ideale, also solche vom Typ Kernn (n ∈ N0) von freien, maximalen
Idealen, womit wir alle anderen meinen, zu unterscheiden.
Korollar 3.3.4. Es sei G ein zula¨ssiges Gebiet. Ein maximales Ideal M ∈ MaxH(G) ist
genau dann fixiert, wenn {M} ⊆ MaxH(G) offen ist.
Beweis. Nach Korollar 3.3.3 ist MaxH(G) \ µG(N0) = M(Iρ(G)) und damit eine ab-
geschlossene Menge. Somit ist µG(N0) ⊆ MaxH(G) offen. Da die Einbettung µG ein
Homo¨omorphismus zwischen N0 und µG(N0) mit der von MaxH(G) induzierten Teil-
raumtopologie ist, muß ({µG(n)}) eine offene Menge in µG(N0) sein, und damit auch in
MaxH(G), da µG(N0) ⊆ MaxH(G) selbst offen ist.
Fu¨r alle freien, maximalen Ideale M ∈ MaxH(G)\µG(N0) kann {M} ⊆ H(G) nicht offen
sein, da µG(N0) dicht in MaxH(G) liegt und somit jede offene Menge ein Element aus
µG(N0) enthalten muß.
Die Menge der zula¨ssigen Gebiete unterteilt sich in einfach und mehrfach zusam-
menha¨ngende Gebiete G. Wir werden sehen, daß die mehrfach zusammenha¨ngenden Ge-
biete a¨hnliche Strukturra¨ume MaxH(G) hervorbringen. Es seiG ⊆ C ein mehrfach zusam-
menha¨ngendes Gebiet. Wir definieren κ(G) als die Anzahl der Punkte von Gc am Rande
des Einheitskreises. Ist κ(G) = ∞ so ist G = D nicht mehrfach zusammenha¨ngend. Ist
κ(G) = k < ∞, so muß wegen der multiplikativen Abgeschlossenheit von Gc die Menge
Gc ∩ ∂D aus den k-ten Einheitswuzeln ejk = e
j·2pii
k , j ∈ Zk bestehen. Nach [BM2] ist be-
kannt, daß diese Punkte isoliert in Gc sein mu¨ssen, wenn G mehrfach zusammenha¨ngend
ist. Wir definieren
Hk := {f ∈ H(C∞ \ {ejk | j ∈ Zk}) : f(∞) = 0}.
Dann ist H(G) = Hk + Iρ(G) und Hk ∩ Iρ(G) = {0} und daher Hk Algebra-Isomorph zu
H(G)/Iρ(G). Daraus erhalten wir nach Lemma 1.3.1 und Korollar 3.3.3 das folgende
Korollar 3.3.5. Es sei G ein mehrfach zusammenha¨ngendes, zula¨ssiges Gebiet mit κ(G) =
k. Dann ist
MaxHk ' Max(H(G)/Iρ(G)) 'M(Iρ(G)) = MaxH(G) \ µG(N0).
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Wir sehen also, daß im Falle mehrfach zusammenha¨ngender Gebiete die topologische
Struktur der Ra¨ume MaxH(G) ' MaxHκ(G)∪µG(N0) ausschließlich von der Anzahl κ(G)
abha¨ngt und nicht vom Verhalten im A¨ußeren des Einheitskreises.
§ 4 Die Ra¨ume MaxHk
Wir werden nun eine Isomorphie herleiten, die uns ermo¨glicht die Mengen MaxHk zu
bestimmen. Wir bezeichnen χa(z) =
a
a−z =
1
1− z
a
und beachten, daß dann χ̂a(n) = a
−n ist,
und somit χa ∗ χb = χa·b und es gilt (χa ∗ f)(z) = f( za) fu¨r alle Funktionen f , die in einer
0-Umgebung holomorph sind (vgl. [Z]).
Definition 3.4.1. Wir definieren fu¨r alle k ∈ N und m ∈ Zk die Funktion
γmk :=
1
k
∑
j∈Zk
em·jk χejk .
Offenbar ist γmk ∈ Hk. Wir zeigen
Lemma 3.4.2. Es ist fu¨r alle n ∈ N0: γ̂mk (n) = 1{n≡m mod k}, und somit
γmk (z) = z
m · χ(zk) = z
m
1− zk .
Beweis. Es ist
γ̂mk (n) =
1
k
∑
j∈Zk
em·jk χ̂ejk(n) =
1
k
∑
j∈Zk
em·jk · e−j·nk
=
1
k
∑
j∈Zk
e
(m−n)·j
k =
1
k
∑
j∈Zk
(e
(m−n)
k )
j = 1{n≡m mod k}.
Wir beno¨tigen im folgenden einige Rechenregelen fu¨r die soeben definieren Funktionen
Lemma 3.4.3. Es gilt fu¨r alle p, q ∈ Zk und m ∈ Z:
γpk ∗ γqk = δp,q · γpk ,∑
j∈Zk
e−j·mk · γjk = χemk ,
χejk
∗ γmk = e−m·jk · γmk .
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Beweis. Die erste Gleichung folgt unmittelbar aus Lemma 3.4.2.
Die zweite Gleichung ersehen wir anhand der Taylor-Koeffizienten an den Stellen n =
p+ r · k:
(
∑
j∈Zk
e−j·mk · γjk )ˆ (n) =
∑
j∈Zk
e−j·mk δj,p = e
−p·m
k = χemk (p) = χemk (n).
Die letzte Gleichung folgt dann aus Lemma 3.4.2:
χejk
∗ γmk =
∑
l∈Zk
e−l·jk · γlk ∗ γmk =
∑
l∈Zk
e−l·jk · δl,m · γmk = e−m·jk · γmk .
Wir werden nun einen Algebra-Isomorphismus zwischen Hk1 und Hk angeben. Wir
verwenden dabei die Bezeichnung Ak fu¨r das k-fache kartesische Produkt einer Algebra
A, wodurch Ak selbst wieder zu einer Algebra wird, deren Elemente die k-Tupel (fj)j∈Zk
mit fj ∈ A fu¨r alle j ∈ Zk sind. Fu¨r A setzen wir zum einen die Hadamard-Algebren
H1 und Hk ein, zum anderen aber auch die Algebra E0, der ganzen Funktionen vom
Exponentialtyp 0, die wir mit der u¨blichen, punktweisen Multiplikation ausstatten.
Definition 3.4.4. Es sei
Σ : Hk1 → Hk : (fj)j∈Zk 7→
∑
j∈Zk
γjk ∗ fj.
Nach dem Hadamardschen Multiplikationssatz ist Σ wohldefiniert und linear.
Zum Beweis der Multiplikativita¨t seien (fj)j∈Zk , (gj)j∈Zk ∈ Hk1 beliebig. Dann ist
Σ
(
(fj)j∈Zk
)
∗Σ
(
(gm)m∈Zk
)
= (
∑
j∈Zk
γjk ∗ fj) ∗ (
∑
m∈Zk
γmk ∗ gm)
=
∑
j∈Zk
∑
m∈Zk
γjk ∗ γmk ∗ fj ∗ gm =
∑
j∈Zk
γjk ∗ fj ∗ gj = Σ
(
(fj ∗ gj)j∈Zk
)
.
(4.1)
Um zu zeigen, daß Σ injektiv ist, betrachten wir ein beliebiges (fj)j∈Zk ∈ Kern Σ. Dann
ist f̂(n) = 0 fu¨r alle n ∈ j + k ·N0. Da aber f̂ ∈ E0 ist, ist nach dem Satz von Carlson (s.
[Bo] od. [Bi]) f̂ = 0 und damit f = 0. Also ist Σ injektiv. Um zu erkennen, daß Σ auch
surjektiv ist, beno¨tigen wir weitere U¨berlegungen.
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Definition 3.4.5. Es sei G ein mehrfach zusammenhangendes Gebiet mit κ(G) = k.
Dann definieren wir
Π : H(G)→ H1 : Π(f)(z) := 1
2pii
∮
|t−1|=(z)
f(t)
z − tdt,
wobei wir z.B. (z) = 1
2
dist(z,Gc) > 0 wa¨hlen ko¨nnen.
Wir stellen fest, daß Π wohldefiniert, linear und idempotent ist (vgl. [Z]). Nach dem
Residuensatz gilt fu¨r alle f ∈ Hk, hinreichend kleines  > 0 und großes R > 0:
f(z) =
1
2pii
∮
|t−z|=
f(t)
t− zdt =
1
2pii
∮
|t|=R
f(t)
t− zdt −
∑
j∈Zk
1
2pii
∮
|t−ejk|=
f(t)
t− zdt
=
∑
j∈Zk
1
2pii
∮
|t−ejk|=
f(t)
z − tdt,
da f im Punkt ∞ holomorph ist. Nun ist aber
1
2pii
∮
|t−ejk|=
f(t)
z − tdt =
1
2pii
∮
|s−1|=
f(ejk · s)
z − ejk · s
ejkds =
1
2pii
∮
|s−1|=
(χe−jk
∗ f)(s))
e−jk · z − s
ds
= Π(χe−jk
∗ f)(e−jk · z) = (χejk ∗ Π(χe−jk ∗ f))(z).
Zusammen folgt
f =
∑
j∈Zk
χejk
∗ Π(χe−jk ∗ f).
Wir betrachten die Abbildungen
Πmk (f) = k · Π(γmk ∗ f) fu¨r alle f ∈ H(G).
Nach Lemma 3.4.3 gilt dann fu¨r alle f ∈ Hk:
Σ
(
(Πmk (f))m∈Zk
)
=
∑
m∈Zk
γmk ∗ Πmk (f) =
∑
m∈Zk
k · γmk ∗ Π(γmk ∗ f)
=
∑
m∈Zk
∑
j∈Zk
γmk ∗ Π(em·jk χejk ∗ γ
m
k ∗ f) =
∑
m∈Zk
∑
j∈Zk
em·jk γ
m
k ∗ Π(χejk ∗ γ
m
k ∗ f)
=
∑
m∈Zk
∑
j∈Zk
χe−jk
∗ γmk ∗ Π(χejk ∗ γ
m
k ∗ f) =
∑
m∈Zk
γmk ∗ f = f.
(4.2)
Somit ist Σ surjektiv. Da die Abbildung Σ : Hk1 → Hk nach dem Hadamardschen Multi-
plikationssatz (s. [Z]) stetig ist, Σ bijektiv und beide Ra¨ume Fre´chet Ra¨ume sind, ist Σ
außerdem eine Isometrie, nach dem Satz von der offenen Abbildung. Da wir bereits wissen,
daß (H1,+, ∗) und (E0,+, ·) isometrisch isomorph sind erhalten wir zusammenfassend den
folgenden Satz.
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Satz 3.4.6. Es sei k ∈ N. Dann sind (Hk,+, ∗), (Hk1 ,+, ∗) und (Ek0 ,+, ·) paarweise
isometrisch (Algebra)-isomorph.
Nach Korollar 1.6.2 ergibt sich daraus unmittelbar das folgende Ergbnis.
Korollar 3.4.7. Es sei k ∈ N. Dann ist
MaxHk ' Zk ×MaxH1 ' Zk ×MaxE0.
Nach Korollar 3.3.5 gilt dann
Korollar 3.4.8. Es sei G ⊆ C ein mehrfach zusammenha¨ngendes, zula¨ssiges Gebiet.Dann
ist
MaxH(G) \ µG(N0) = Zκ(G) ×MaxE0.
Insbesondere ist die Abbildung Πk : H(G)→ Hk1 : f 7→ (Πjk(f))j∈Zk nach 4.2, 4.1 und
der Tatsache, daß Πk(f) = 0 fu¨r alle f ∈ Iρ(G) ist, ein Algebra-Homomorphismus von
H(G) nach Hk1 . Und es gilt
(4.3) Kern Πk = Iρ(G).
Da es in E0 weder Nullteiler noch nichtkonstante, invertierbare Elemente gibt, sind nach
Lemma 1.2.2 keine zwei maximalen Ideale in E0 trennbar. Nach Satz 2.2.5 haben MaxH(C\
{1}), damit MaxH1 und daher auch MaxE0 die gleiche Ma¨chtigkeit wie βN0. Der Raum
MaxH(G) besteht also aus κ(G) Zusammenhangskomponenten, die 2c Elemente besitzen,
die paarweise topologisch untrennbar sind. Betrachten wir den Isomorphismus Σ, dann
erhalten wir fu¨r n = p+ q · k, p ∈ Zk:
(4.4) Σ
(
(fj)j∈Zk
)
(ˆn) =
∑
j∈Zk
(γjk ∗ fj )ˆ (n) =
∑
j∈Zk
γ̂jk(n) · f̂j(n) =
∑
j∈Zk
δpj f̂j(n) = f̂p(n).
Daraus folgt, daß die Taylor-Koeffizienten f̂(n) einer Funktion f ∈ Hk sich zyklisch aus
k Funktionen f̂j ∈ E0 zusammensetzen. Fu¨r die Einbettung µG(N0) bedeutet das, daß
die maximalen Ideale Kernn zwischen den k verschiedenen Zusammenhangskomponenten
von MaxH(G) periodisch hin und herspringen und dabei in jeder dieser Komponenten
mit Ma¨chtigkeit 2c dicht liegen. Wir erhalten aus der Gleichung 4.4 aber auch noch eine
weitere Folgerung. Wir untersuchen die invertierbaren Elemente und erhalten ein Resultat,
welches auf andere Weise schon in [BM1] bewiesen wurde.
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Korollar 3.4.9. Es sei G ein mehrfach zusammenha¨ngendes, zula¨ssiges Gebiet mit κ(G) =
k ∈ N. f ∈ H(G) ist genau dann invertierbar, wenn es (gj)j∈Zk ∈ Ck und h ∈ Iρ(G) derart
gibt, daß
f(z) = h(z) +
∑
j∈Zk
gj · zj
1− zk
und ĥ(p+ q · k) 6= −gp fu¨r alle p ∈ Zk, q ∈ N0 gilt.
Beweis. Ist f ∈ H(G) invertierbar, so ist fu¨r alle j ∈ Zk auch Πjk(f) ∈ H1 invertierbar.
Dies ist aber genau dann der Fall, wenn es eine Konstante gj ∈ C gibt, so daß Πjk(f) = gj ·χ
ist (vgl. [Z]). Es ist
Σ
(
Πk(f)
)
= Σ
(
(gj · χ)j∈Zk
)
=
∑
j∈Zk
γjk ∗ gjχ =
∑
j∈Zk
gj · z
j
1− zk .
Da aber Πk ein Algebra-Homomorphismus ist, muss h = f−Σ(Πk(f)) ∈ Kern Πk = Iρ(G)
sein. Da f̂(p + q · k) = f̂(p + q · k) + gp · 1 6= 0 sein muss, ist die Bedingung des Satzes
notwendig fu¨r die Invertierbarkeit.
Umgekehrt ist (gj ·χ)j∈Zk offenbar invertierbar in Hk1 und damit Σ((gj ·χ)j∈Zk) invertierbar
in Hk ⊆ H(G). Nach Korollar 3.2.1 ist dann f ebenfalls invertierbar, falls f̂(n) 6= 0 fu¨r
alle n ∈ N0, und es folgt die Behauptung.
Kapitel IV
Lineare Funktionale
§ 1 Die Cauchy-Transformierte eines Maßes
Wir wollen im folgenden die Cauchy-Transformation einfu¨hren, welche einen durchaus
bemerkenswerten Zusammenhang zwischen dem Hadamard-Produkt und dem Raum
der Borel-Maße herstellt. Die Cauchy-Transformation wurde in a¨hnlicher Form in [C]
eingefu¨hrt, um den Approximationssatz von Runge zu beweisen. Der Zusammenhang
mit dem Hadamard-Produkt war bisher jedoch nicht bekannt. Falls nicht anderweitig
spezifiziert meinen wir im folgenden mit einem Maß µ stets ein komplexes Borel-Maß
mit kompaktem Tra¨ger suppµ b C \ {0}.
Definition 4.1.1. Es sei µ ein Maß. Dann definieren wir die Cauchy-Transformierte
von µ durch
µ∗(z) =
∫
dµ(t)
t− z fu¨r alle z ∈ G(µ) := C \ suppµ.
Wir beno¨tigen außerdem die Mellin-Transformierte, die wir fu¨r alle z ∈ C wie folgt
definieren
µ̂(z) =
∫
t−1−zdµ(t),
wobei wir mit der Potenz im allgemeinen den Hauptwert meinen.
Offenbar ist µ∗ ∈ H(G(µ)), und es gilt in einer Nullumgebung fu¨r z die folgende
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Gleichung.
µ∗(z) =
∫
dµ(t)
t− z =
∫
1
t
· 1
1− z
t
dµ(t) =
∫ ∞∑
n=0
zn
tn+1
dµ(t)
=
∞∑
n=0
∫
t−1−ndµ(t) · zn =
∞∑
n=0
µ̂(n)zn.
(1.1)
Und damit insbesondere
µ̂ = µ̂∗
Da µ einen kompakten Tra¨ger besitzt, ist die Menge der mo¨glichen Singularita¨ten von µ∗
beschra¨nkt. Wir bezeichnen mit
R(µ) := sup
z∈suppµ
|z|.
Dann besitzt µ∗ eine a¨ußere Laurent-Entwicklung um den Nullpunkt, die fu¨r alle |z| >
R(µ) konvergiert. Es gilt fu¨r alle |z| > R(µ):
µ∗(z) =
∫
dµ(t)
t− z = −
∫
1
z
· 1
1− t
z
dµ(t) = −
∫ ∞∑
n=0
tn
zn+1
dµ(t)
= −
∞∑
n=0
∫
tndµ(t)
zn+1
= −
∞∑
n=0
µ̂(−1− n)
zn+1
= −
−1∑
n=−∞
µ̂(n)zn.
(1.2)
Somit besteht die Laurent-Entwicklung ausschließlich aus einem Hauptteil und es ist
µ∗(∞) = 0. Wir beachten hierbei, daß die Funktion µ∗ nicht notwendig auf einem Gebiet
definiert ist, da wir nicht vorausgesetzt haben, daß suppµ einfach zusammenha¨ngend ist.
Im Gegenteil werden wir als Maß geschlossene Wegintegrale oder Zyklen verwenden, so
daß G(µ) eine Vielzahl von Zusammenhangskomponenten besitzen kann. Die Funktion µ∗
setzt sich dann aus je einer holomorphen Funktion auf jeder Zusammenhangskomponente
zusammen, wobei die einzelnen Teile vo¨llig unabha¨ngig von einander wa¨hlbar sind. Wir
wollen dies kurz an einem einfachen Beispiel verdeutlichen:
Beispiel 4.1.2. Es sei g ∈ H(D) stetig auf den Rand fortsetzbar. Wir betrachten das
Maß
µ(A) =
1
2pii
∮
|t|=1
g(t) · 1A(t) dt.
Dann ist fu¨r alle z ∈ C∞ \ ∂D
µ∗(z) =
1
2pii
∮
|t|=1
g(t) · 1
t− z dt = g(z) · 1D(z).
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Es sei nun h ∈ H(C∞ \ D) ebenfalls stetig auf ∂D fortsetzbar mit h(∞) = 0, und
ν(A) =
1
2pii
∮
|t|=1
h(t) · 1A(t) dt.
Dann ist 1
z
· h(1
z
) holomorph in D und stetig fortsetzbar auf dessen Rand, und es gilt fu¨r
alle z ∈ C∞ \ ∂D
ν∗(z) =
1
2pii
∮
|t|=1
h(t) · 1
t− z dt =
1
2pii
∮
|s|=1
h(
1
s
) · 11
s
− z
ds
s2
=
1
2piiz
∮
|s|=1
1
s
· h(1
s
) · 11
z
− s ds = −h(z) · 1C∞\D(z).
Also stimmt µ∗ im Inneren des r-Kreises um den Nullpunkt mit g u¨berein, wa¨hrend es
außerhalb verschwindet und ν∗ verschwindet innerhalb des Einheitskreises und ist außer-
halb identisch mit −h. Wir sehen, daß wir durch entsprechende Linearkombinationen jede
gewu¨nschte Kombination holomorpher Funktionen auf den unterschiedlichen Zusammen-
hangskomponenten von G(µ) erhalten. Insbesondere stellen somit die a¨ußere Laurent-
Entwicklung 1.2 und die Taylor-Entwicklung 1.1 nicht notwendig die gleiche Funktion
dar.
Wir wollen nun den Zusammenhang mit der Hadamard-Multiplikation herstellen,
in dem wir eine Faltung einfu¨hren. Diese wurde in [C, S. 184] bereits eingefu¨hrt, jedoch
nur auf dem Rand des Einheitskreises, wo sie aus der klassischen Faltung, wie sie bei der
Fourier-Transformation im Einheitsintervall verwendet wird, entspringt. Wir verallge-
meinern diese Faltung auf beliebige Teilmengen der komplexen Ebene und untersuchen
die Zusammenha¨nge mit der Cauchy-Transformation.
Definition 4.1.3. Es seien µ und ν Maße. Dann definieren wir ein Faltungsmaß µ ∗ ν fu¨r
alle Borel-Mengen A ⊆ C durch
(µ ∗ ν)(A) :=
∫ ∫
1A(s · t) dµ(s) dν(t).
Durch die Dichtheit der Treppenfunktionen in L1(µ∗ν) erkennen wir sofort, daß dann
fu¨r alle f ∈ L1(µ ∗ ν) gilt:
(1.3)
∫
f d(µ ∗ ν) =
∫ ∫
f(s · t) dµ(s) dν(t).
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Betrachten wir nun die Cauchy-Transformation der soeben definierten Faltung, so er-
halten wir folgende Zusammenha¨nge:
(µ ∗ ν)∗(z) =
∫ ∫
1
st− z dµ(s) dν(t) ∈ H((suppµ · supp ν)
c) = H(G(µ) ∗G(ν))(1.4)
Und es gilt fu¨r alle n ∈ Z
µ̂ ∗ ν(n) =
∫ ∫
(st)−1−n dµ(s) dν(t) =
∫
s−1−n dµ(s) ·
∫
t−1−n dν(t) = µ̂(n) · ν̂(n)
(1.5)
und damit in einer Nullumgebung
(1.6) (µ ∗ ν)∗ = µ∗ ∗ ν∗
Die Cauchy-Transformation wird somit zu einem Algebra Homomorphismus vom Raum
der Maße in den Raum der Keime der an Null holomorphen Funktionen mit Hadamard-
Multiplikation.
Gleichung 1.5 gilt jedoch auch fu¨r die negativen, ganzen Zahlen, wodurch wir in einer
Umgebung um den Punkt ∞ die folgende Identita¨t erhalten
(1.7) (µ ∗ ν)∗(z) = −
−1∑
n=−∞
µ̂ ∗ ν(n)zn = −
−1∑
n=−∞
µ̂(n) · ν̂(n)zn.
Die Cauchy-Transformierte des Faltungsmaßes µ ∗ ν ha¨ngt auf der ∞-Komponente von
G(µ ∗ ν) somit nicht von der Wahl des darstellenden Maßes ab, sondern lediglich von
µ∗ und ν∗ in einer ∞-Umgebung. Damit sind wir in der Lage, ein Hadamard-Produkt
fu¨r Funktionen zu definieren, selbst wenn diese nicht im Nullpunkt holomorph sind. Wir
beno¨tigen jedoch die Voraussetzung, daß sie beide im Punkt ∞ holomorph sind. Um uns
auch davon zu befreien, beweisen wir das folgende Lemma.
Lemma 4.1.4. Es seien µ und ν Maße und G0 ⊆ G(µ) mit µ∗|G0 = 0.
Dann ist (µ ∗ ν)∗|G0∗G(ν) = 0.
Beweis. Da wir generell vorausgesetzt haben, daß 0,∞ /∈ supp ν, ist insbesondere z
t
∈ G0
fu¨r alle z ∈ G0 ∗G(ν) und alle t ∈ supp ν = G(ν)c. Somit gilt fu¨r alle z ∈ G0 ∗G(ν)
(µ ∗ ν)∗(z) =
∫ ∫
dµ(s) dν(t)
st− z =
∫ ∫
dµ(s)
s− z
t
dν(t)
t
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=
∫
µ∗(
z
t
)
dν(t)
t
=
∫
0 dν(t) = 0.
Ist also µ∗1 = µ
∗
2 auf G1 und ν
∗
1 = ν
∗
2 auf G2, so gilt fu¨r alle z ∈ G1 ∗G2 nach Lemma
4.1.4
(µ1 ∗ ν1)∗(z) = (µ2 ∗ ν1)∗(z) + ((µ1 − µ2) ∗ ν1)∗(z) = (µ2 ∗ ν1)∗(z) + 0
= (µ2 ∗ ν2)∗(z) + (µ2 ∗ (ν1 − ν2))∗(z) = (µ2 ∗ ν2)∗(z) + 0
= (µ2 ∗ ν2)∗(z).
(1.8)
Somit ha¨ngt die Cauchy-Transformierte des Faltungsmaßes nicht von der Wahl des Re-
pra¨sentanten Maßes ab, und wir ko¨nnen das Hadamard-Produkt fu¨r Funktionen auch
dann definieren, wenn sie weder im Nullpunkt noch in ∞ holomorph sind.
Definition 4.1.5. Es seien µ, ν Maße. Dann definieren wir fu¨r alle z ∈ G(µ) ∗ G(ν) das
Hadamard-Produkt durch
(µ∗ ∗ ν∗)(z) := (µ ∗ ν)∗(z).
Diese Definition stimmt im Fall der in 0 holomorphen Funktionen mit der Beobach-
tung 1.6 u¨berein und ist in den u¨brigen durch Gleichung 1.8 wohldefiniert. Nun waren
wir urspru¨nglich eher am Hadamard-Produkt zweier beliebiger, holomorpher Funktio-
nen interessiert. Somit stellt sich die Frage, fu¨r welche holomorphen Funktionen wir das
Hadamard-Produkt soeben definiert haben. Die Antwort lautet: Im wesentlichen fu¨r
alle! Dies zeigen uns die folgenden Lemmata.
Lemma 4.1.6. Es sei f ∈ H(G), G $ C∞ offen und K b G kompakt. Dann gibt es ein
Maß µ mit Tra¨ger suppµ b G \K und µ∗(z) = f(z) fu¨r alle z ∈ K.
Beweis. Wir betrachten zuerst denn Fall ∞ /∈ G. Es sei Γ ein Zyklus in G \ K mit
Umlaufzahl n(z,Γ) = 1 fu¨r alle z ∈ K und n(z,Γ) = 0 fu¨r alle z ∈ C∞ \G.
Betrachte dµ = − 1
2pii
fdΓ. Dann gilt fu¨r alle z ∈ K
µ∗(z) =
∮
Γ
1
2pii
f(t)dt
t− z = f(z).
Es sei nun ∞ ∈ G. Da G $ C∞ gibt es ein a ∈ C∞ \ G. Dann bildet die Abbildung
γ : z 7→ 1
z−a die Menge G in eine offene Menge G
′ ⊆ C ab. Also gibt es ein Maß ν mit
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Tra¨ger in G′ \ γ(K), so daß ν∗(z) = − 1
γ(z)
f(γ−1(z)) fu¨r alle z ∈ γ(K). Wir definieren
dµ(t) = dν(γ(t))
γ(t)
fu¨r alle t ∈ G. Dann gilt fu¨r alle z ∈ K \ {∞}
µ∗(z) =
∫
dµ(t)
t− z =
∫
1
t− z
dν(γ(t))
γ(t)
=
∫
1
γ−1(s)− z
dν(s)
s
=
∫
1
1
s
+ a− z
dν(s)
s
= − 1
z − a
∫
dν(s)
s− 1
z−a
= −γ(z) (− 1
γ(z)
) f(γ−1(γ(z))) = f(z).
Dies bedeutet, wir finden zu jeder Funktion f ∈ H(G) ein Maß, dessen Cauchy-
Transformierte auf einer beliebig großen, kompakten Teilmenge mit f u¨bereinstimmt.
Iterieren wir nun noch die Teilgebiete durch eine Ausscho¨pfungsfolge, so erhalten wir eine
Folge von Maßen, dessen Cauchy-Transformierte auf G lokal schließlich identisch f ist.
Lemma 4.1.7. Es sei Gn eine gegen G aufsteigende Folge offener Mengen, fn ∈ H(Gn)
und fn+1|Gn = fn. Dann gibt es eine holomorphe Funktion f ∈ H(G), so daß fn = f |Gn
fu¨r alle n ∈ N0 gilt. Insbesondere konvergiert fn in Kompakta gegen f .
Beweis. Es sei z ∈ G und n0(z) = min{n ∈ N0 : z ∈ Gn}. Wir definieren f(z) = fn0(z)(z).
Dann gibt es ein  > 0, so daß die gesamte -Umgebung U(z) ⊆ Gn0(z) ist, denn Gn ist
aufsteigend. Nach Voraussetzung ist dann f |Gn = fn und damit f holomorph in einer
z-Umgebung und damit in ganz G.
Betrachten wir nun zwei Funktionen p ∈ H(P ) und q ∈ H(Q). Dann gibt es
Ausscho¨pfungsfolgen offener Mengen Pn ⊆ P und Qn ⊆ Q. Wir sagen, zwei Mengen
P,Q $ C∞ sind multiplizierbar, falls bei der Produktbildung P c · Qc kein Produkt vom
Typ 0 ·∞ entsteht. Das heißt, falls 0 /∈ P , muß∞ ∈ Q sein, und umgekehrt. Wir bezeich-
nen dabei P c := C∞ \ P und definieren P ∗Q := (P c ·Qc)c.
Lemma 4.1.8. Es seien (Pn)n∈N und (Qn)n∈N monoton steigende Folgen offener, multi-
plizierbarer Mengen in C∞. Dann ist
∞⋃
n=1
(Pn ∗Qn) = (
∞⋃
n=1
Pn) ∗ (
∞⋃
n=1
Qn).
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Beweis. Es sei
P :=
∞⋃
n=1
Pn und Q :=
∞⋃
n=1
Qn.
Wir zeigen die offenbar a¨quivaltente Aussage
∞⋂
n=1
P cn ·Qcn = P c ·Qc.
Es ist P cn ⊇ P c und Qcn ⊇ Qc, somit P cn ·Qcn ⊇ P c ·Qc und damit
∞⋂
n=1
P cn ·Qcn ⊇ P c ·Qc.
Andererseits ist P cn ·Qcn ⊆ P cn ·Qcm fu¨r alle n ≥ m. Somit gilt fu¨r alle m ∈ N
∞⋂
n=1
P cn ·Qcn =
∞⋂
n=m
P cn ·Qcn ⊆
∞⋂
n=m
P cn ·Qcm = P c ·Qcm.
und damit ∞⋂
n=1
P cn ·Qcn ⊆
∞⋂
m=1
P c ·Qcm = P c ·Qc.
§ 2 Der Hadamardsche Multiplikationssatz
Der Hadamardsche Multiplikationssatz wurde im Beweis von Mu¨ller in [M1] auf den
Rungeschen Approximationssatz zuru¨ckgefu¨hrt, und mit Hilfe von geeigneten Zyklen
dargestellt, so daß das Parseval-Integral
1
2pii
∮
Γ
f(t)g(
z
t
)
dt
t
wohldefiniert ist. Diese Methode hat Pohlen in seiner Dissertation ([Po]) aufgegriffen
und den Hadamardschen Multiplikationssatz auch fu¨r Gebiete G1, G2, die den Null-
punkt nicht enthalten, bewiesen.
Die im vorangegangenen Abschnitt diskutierte Methode, das Hadamard-Produkt u¨ber
die Cauchy-Transformation einzufu¨hren, wirft als Nebenresultat die Mo¨glichkeit ab, den
Hadamardschen Multiplikationssatz in wenigen Zeilen zu beweisen, und dies im allge-
meinsten Fall. Wie wir im Beweis von Lemma 4.1.4 gesehen haben, erfu¨llt die Cauchy-
Transformierte der Maß-Faltung die Gleichung
(2.9) (µ ∗ ν)∗(z) =
∫
µ∗(
z
t
)
dν(t)
t
fu¨r alle z ∈ G(µ) ∗G(ν),
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so daß die Einfu¨hrung u¨ber die Cauchy-Transformation mit Mu¨llers Methode eine
gewisse A¨hnlichkeit aufweist. Wir beachten bei der Formulierung des folgenden Satzes,
daß wir die Eigenschaft f(∞) = 0 in die Definition der Holomorphie am Punkt ∞ mit
einschließen. Da wir bereits wissen, daß die Cauchy-Transformierte µ∗ jedes Maßes µ in
∞ holomorph ist, folgt insbesondere, daß (µ∗ν)∗ stets in∞ holomorph ist. Damit decken
wir den Fall∞ ∈ P ∗Q in der folgenden Argumentation auch ohne eine Fallunterscheidung
mit ab.
Satz 4.2.1 (Hadamardscher Multiplikationssatz). Es seien P,Q ⊆ C∞ offene, multi-
plizierbare Mengen, p ∈ H(P ) und q ∈ H(Q). Dann ist p ∗ q ∈ H(P ∗ Q), und es ist
∗ : (p, q) ∈ H(P )×H(Q) 7→ p ∗ q ∈ H(P ∗Q) eine stetige, bilineare Abbildung.
Beweis. Es sei (Pn)n∈N eine gegen P aufsteigende Folge offener Mengen, die in P kom-
pakt enthalten sind. Nach Lemma 4.1.6 gibt es dann Maße µn mit suppµn ⊆ P \ P n und
µ∗n|Pn = p. Analog finden wir entsprechende, offene Mengen Qn und Maße νn mit
supp νn ⊆ Q \Qn und ν∗n|Qn = q. Nach 1.4 und 1.6 ist dann µn ∗ νn ein Maß mit
p ∗ q = µ∗n ∗ ν∗n = (µn ∗ νn)∗ ∈ H(Pn ∗Qn) fu¨r alle n ∈ N.
Und damit
p ∗ q ∈ H(
⋃
n∈N
Pn ∗Qn) = H(P ∗Q)
nach Lemma 4.1.8.
Die Stetigkeit erkennen wir durch die Integraldarstellung 2.9.
Es sei qn → 0 in H(Q), K b P ∗Q. Dann gibt es ein m ∈ N mit K b Pm ∗Qm, und damit
ein Maß µ mit µ∗|Pm = p. Wir bezeichnen mit ‖f‖X := supx∈X |f(x)|. Es folgt
‖p ∗ qn‖K = ‖µ∗ ∗ qn‖K = sup
z∈K
∣∣∣∣∫ qn(zt ) dµ(t)t
∣∣∣∣
≤
∫
‖qn‖Qm
d|µ|(t)
dist(0, suppµ)
≤ ‖qn(w)‖Qm
|µ|(C)
dist(0, suppµ)
−→ 0 (n→∞).
Da das Hadamard-Produkt symmetisch in beiden Komponenten ist, ist es auch in der
ersten Komponente stetig. Nach dem Satz von Banach-Steinhaus ist dann ∗ verbunden
stetig (vgl. [Z]).
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Wir wollen nun noch eine einfache Folgerung aus dem Hadamardschen Multiplika-
tionssatz ziehen, bei der wir nicht nur offene, sondern auch kompakte Teilmengen der
komplexen Zahlenkugel einbeziehen. Wir beno¨tigen dafu¨r zuna¨chst eine einfache Defini-
tion.
Definition 4.2.2. Es sei K $ C∞ kompakt. Dann definieren wir
H(K) :=
⋃
{H(G) : K b G $ C∞ offen}.
Dabei sehen wir die Elemente von H(G) als Keime an, so daß G1 ⊆ G2 die Inklusion
H(G1) ⊇ H(G2) nach sich zieht. Als Topologie wird die Topologie der absolutkonve-
xen Hu¨lle auf H(K) eingefu¨hrt. Diese ist so konstruiert, daß eine Folge (fn)
∞
n=0 genau
dann gegen ein f ∈ H(K) konvergiert, wenn es eine offene Menge G c K gibt, so daß
f, fn ∈ H(G) fu¨r alle n ∈ N0, und fn −→ f in H(G) gilt (s. [Ko¨, S. 39]).
Mit dieser Topologie wird H(K) zu einem lokalkonvexen, folgenvollsta¨ndigen topologi-
schen Vektorraum, in dem jede auf H(K) definierte, folgenstetige Abbildung stetig ist.
Wir definieren G als die Menge aller echten, nichtleeren Teilmengen von C∞, welche
entweder offen oder kompakt sind.
Korollar 4.2.3 (Allgemeinste Version des Hadamardschen Multiplikationssatzes). Es
seien P,Q ∈ G multiplizierbar, p ∈ H(P ), q ∈ H(Q). Dann ist p ∗ q ∈ H(P ∗Q). Zudem
ist die Abbildung ∗ : H(P )×H(Q)→ H(P ∗Q) stetig.
Beweis. Nach der Definition von H(P ) gibt es offene Mengen P ′ ⊇ P und Q′ ⊇ Q mit
p ∈ H(P ′) und q ∈ H(Q′). Somit ist nach dem Hadamardschen Multiplikationssatz
p ∗ q ∈ H(P ′ ∗Q′) ⊆ H(P ∗Q).
Zum Beweis der Stetigkeit betrachten wir konvergente Folgen pn → p ∈ H(P ) und qn →
q ∈ H(Q). Wiederum findet die Konvergenz in Teilra¨umen H(P ′) und H(Q′) statt, wobei
P ′ ⊇ P und Q′ ⊇ Q offene Mengen sind. Nach dem Hadamardschen Multiplikationssatz
konvergiert dann pn∗qn → p∗q lokal gleichma¨ßig in P ′∗Q′ ⊇ P ∗Q und damit insbesondere
in H(P ∗Q).
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§ 3 Das Hadamard-Produkt als Bilinearform
Wir werden in diesem Abschnitt sehen, daß das Hadamard-Produkt eine Bilinearform
auf H(P ) × H(Q) induziert, falls das Hadamardsche Mengenprodukt P ∗ Q die Eins
entha¨lt. Wir werden daraus im weiteren Verlauf einen Darstellungssatz fu¨r stetige lineare
Funktionale ableiten.Wir beno¨tigen zuna¨chst eine Art inverses Element fu¨r das Hada-
mardsche Mengenprodukt.
Definition 4.3.1. Es sei X ∈ G. Dann definieren wir
X† :=
1
C∞ \X = {
1
z
: z ∈ C∞ \X}.
Die so definierte Menge, ist die kleinste Menge, deren Produkt mit X die 1 entha¨lt.
Lemma 4.3.2. Es seien X, Y ∈ G. Es ist
1 ∈ X ∗ Y genau dann, wenn Y ⊇ X†.
Insbesondere ist 1 ∈ X ∗X†.
Beweis. Wir zeigen zuna¨chst den Zusatz und nehmen an, 1 /∈ X ∗ X†. Dann ist 1 ∈
(C∞ \ X) · (C∞ \ X†). Somit gibt es ein x /∈ X mit 1x /∈ X†. Dann ist x ∈ C∞ \ X und
damit 1
x
∈ 1C∞\X = X†. Dies ist ein Widerspruch zu 1x /∈ X†. Somit gilt fu¨r alle Y ⊇ X†
1 ∈ X ∗X† ⊆ X ∗ Y.
Fu¨r die umgekehrte Implikation, geben wir uns eine Menge Y vor, so daß 1 ∈ X ∗ Y .
Dann gilt
1 ∈ X ∗ Y = (Xc · Y c)c = (
⋃
x∈Xc
x · Y c)c =
⋂
x∈Xc
x · Y.
Das heißt, fu¨r alle x ∈ Xc = C∞ \ X gibt es ein y ∈ Y , so daß x · y = 1. Damit ist
y = 1
x
∈ 1C∞\X = X† und somit Y ⊇ X†.
Betrachten wir nun die Ra¨ume H(X) und H(X†), so folgt aus 4.2.3 daß das Hada-
mard-Produkt diese bilinear und stetig auf H(X ∗X†) abbildet. Da 1 ∈ X ∗X† ist, ist
der Auswertungsoperator an der Stelle 1 ein stetiges, lineares Funktional auf H(X ∗X†).
Wir erhalten daraus die folgende Konsequenz.
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Korollar 4.3.3. Es sei X ∈ G. Dann ist < | >: H(X)×H(X†) definiert durch
(f, g) ∈ H(X)×H(X†) 7→ < f | g >:= (f ∗ g)(1)
eine stetige Bilinearform.
Aus der Definition von X† folgt unmittelbar X†† = X. Da das Hadamard-Produkt
kommutativ ist, gilt offenbar < f | g >=< g | f >. Bevor wir zu weiteren Anwen-
dungen kommen, wollen wir die Tragweite des soeben eingefu¨hrten, verallgemeinerten
Hadamard-Produkts und der daraus gewonnenen Bilinearform anhand einiger Beispiele
verdeutlichen.
Beispiel 4.3.4. Es sei f ∈ H({0}). Wir bezeichnen fu¨r alle n ∈ N0 mit zn die Abbildung
(z 7→ zn) ∈ H(C) = H({0}†). Dann ist
< zn | f >= (zn ∗ f)(1) = f̂(n) · zn|z=1 = f̂(n).
Die Bilinearform erzeugt somit die Koeffizienten der Taylor-Entwicklung um den Null-
punkt.
Beispiel 4.3.5. Es sei G ∈ G, ∞ /∈ G und a ∈ G. Wie in den vorangegangenen Kapiteln
schreiben wir χ(z) = 1
1−z . Somit ist χ(az) ∈ H(G†). Und es gilt fu¨r alle f ∈ H(G)
< χ(az) | f >= (χ(az) ∗ f(z))(1) = (χ(z) ∗ f(az))(1) = f(az)|z=1 = f(a).
Auch der Auswertungshomomorphismus f 7→ f(a) la¨ßt sich somit mit Hilfe der Bilinear-
form darstellen.
Beispiel 4.3.6. Wir betrachten den Raum H1, wie er in Kapitel II eingefu¨hrt wurde. Nach
unserer Definition ist H1 = H(C∞ \ {1}) = H({1}†). Die Bilinearform < | > ist somit
auf H({1})×H1 definiert. Und wir sehen, daß jede Funktion, die in einer Umgebung des
Punktes 1 holomorph ist, ein stetiges, lineares Funktional auf H1 induziert. Insbesondere
die Funktionen z 7→ zα fu¨r ein α ∈ C ist in einer 1-Umgebung holomorph. Und es ist fu¨r
alle f ∈ H1 und
µ(A) = − 1
2pii
∮
|t−1|=
f(t) 1A(t)dt
< zα | f >= (zα ∗ f)(1) = (zα ∗ µ∗)(1) =
∫
(
z
t
)α
dµ(t)
t
|z=1
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=
∫
t−1−αdµ(t) = − 1
2pii
∮
|t−1|=
t−1−αf(t)dt = f̂(α).
Das heißt, die Mellin-Transformation entsteht ebenfalls aus der Bilinearform des Ha-
damard-Produkts.
Wir beno¨tigen im folgenden die Vertauschbarkeit der Bilinearform mit dem Maßinte-
gral. Diese ist Gegenstand des folgenden Lemmas.
Lemma 4.3.7. Es sei Ω ein Kompaktum und G $ C∞ eine offene Menge, f : Ω×G→ C
stetig und in der 2. Variablen holomorph und g ∈ H(G†). Ferner sei µ ein komplexes
Borel-Maß auf Ω. Dann ist∫
< z 7→ f(t, z) | g > dµ(t) =< z 7→
∫
f(z, t) dµ(t) | g > .
Beweis. Es ist ft(z) := f(t, z) ∈ H(G) fu¨r alle t ∈ Ω. Da g ∈ H(G†), gibt es eine offene
Menge U c G† mit g ∈ H(U). Somit ist K := U † b G. Also gibt es ein Maß ν mit Tra¨ger
in G \K, so daß 0,∞ /∈ supp ν ist, und
< ft | g >= (ft ∗ g)(1) =
∫
ft(
1
s
)
dν(s)
s
.
Nach dem Satz von Fubini mu¨ssen wir lediglich zeigen, daß die Funktion (s, t) 7→
1
s
f(t, 1
s
) ∈ L1(µ× ν) ist. Dies ist offensichtlich, denn∫ ∫
|f(t, 1
s
)| d|µ|(t) d|ν|(s)|s| ≤ ‖f‖∞
|µ|(Ω) · |ν|(C)
dist(0, supp ν)
<∞,
wobei wir mit ‖f‖∞ das essentielle Supremum meinen. Somit erhalten wir die Vertausch-
barkeit der Integrale, so daß gilt∫
< z 7→ f(t, z) | g > dµ(t) =
∫ ∫
f(t,
1
s
)
dν(s)
s
dµ(t)
=
∫ ∫
f(t,
1
s
) dµ(t)
dν(s)
s
=< z 7→
∫
f(t, z)dµ(t) | g > .
§ 4 Darstellung stetiger, linearer Funktionale
Nachdem wir nun gesehen haben, daß durch die Bilinearform 4.3.3 jede Funktion p ∈
H(G†) ein stetiges, lineares Funktional auf H(G) induziert, und wir einige Funktionale
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durch Funktionen aus H(G†) darstellen konnten, stellt sich die Frage, ob dies fu¨r alle
stetigen linearen Funktionale mo¨glich ist. Unsere Vermutung ist also, daß die Abbildung
† : p ∈ H(G†) 7→ H(G)† : p†(f) :=< p | f > fu¨r alle f ∈ H(G)
surjektiv ist, wobei wir mit H(G)† den Raum der stetigen, linearen Funktionale auf H(G)
bezeichnen.
Die Frage nach der Gestalt der, in der Literatur auch analytische Funktionale genannten,
stetigen, linearen Funktionale auf H(G) wurde bereits 1951 von Ko¨the in [Ko¨] zum ersten
Male beantwortet. Ko¨the bewies, daß eine wechselseitige Dualita¨t zwischen den Ra¨umen
H(G) und H(C∞ \ G) besteht, und daß der Dualraum H(G)† isometrisch isomorph zu
H(C∞ \G) ist. Wobei er die Isometrie der beiden Ra¨ume durch
f ∈ H(C∞ \G) 7→ φf ∈ H(G)† : φ(f)(g) = 1
2pii
∮
Γ
f(t)g(t)dt
fu¨r einen geeigneten Zyklus Γ angab. Er verwendete fu¨r den Beweis der Isometrie Sa¨tze
von Mackey, die sicher stellen, daß schwache und starke Konvergenz in dem Montel-
Raum H(G) u¨bereinstimmen. Im Buch von Tre`ves ([T], 1967) finden wir diese Resultate
in zum Teil stark verallgemeinerter Form wieder. Sowie die Tatsache, daß jeder Montel-
Raum reflexiv ist. Ein etwas elementarerer Ansatz wurde in [LR, S. 67-74] (1984) pra¨sen-
tiert, der jedoch nur die Vektorraum Isomorphie von H(G) und H(C∞ \G) mit Hilfe des
Rieszschen Darstellungssatzes und der Cauchy-Transformation bewies. Ein ga¨nzlich an-
derer Ansatz, die stetigen, linearen Funktionale darzustellen, wurde von Brooks in [Br1]
(1964) mit Hilfe des Hadamard-Produktes fu¨r den Raum H(D) angegeben. Ziel dieses
Abschnittes ist nun, Brooks’ Ansatz auf alle offenen oder kompakten Mengen X $ C∞
zu verallgemeinern und mit Hilfe des Hadamard-Produktes und der daraus resultieren-
den Bilinearform einen elementaren Beweis fu¨r die Isomorphie der Ra¨ume H(G)† und
H(G†) anzugeben.
Um zu sehen, daß im Fall offener Mengen G ⊆ C jedes Funktional aus H(G)† von einer
holomorphen Funktion h ∈ H(G†) erzeugt wird, gehen wir analog zum Beweis des Dar-
stellungssatzes in [LR] vor. Der wesentliche Ansatz ist die Erweiterbarkeit jedes stetigen,
linearen Funktionals auf einen Raum H(K), wobei K b G kompakt ist. Anders ausge-
dru¨ckt, besitzt jedes φ ∈ H(G)† einen kompakten Tra¨ger K b G. Diese Tatsache wird in
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[LR] nur am Rande erwa¨hnt, jedoch in [BNS, S. 92ff] in einer wesentlich allgemeineren
Form in Verbindung mit dem Rieszschen Darstellungssatz fu¨r Ra¨ume stetiger Funktionen
bewiesen.
Lemma 4.4.1. Es sei G $ C∞ offen und φ ∈ H(G)†. Dann gibt es eine kompakte Menge
K b G und ein Φ ∈ H(K)† mit Φ|H(G) = φ.
Beweis. Wir nehmen ohne Einschra¨nkung an, G ⊆ C. Andernfalls bilden wir G durch
eine gebrochen lineare, konforme Abbildung auf ein Teilgebiet von C ab.
H(G) ist ein abgeschlossener Unterraum des lokal konvexen, toplogischen Vektorraums
C(G). Nach dem Satz von Hahn-Banach ko¨nnen wir φ zu einem stetigen, linearen
Funktional auf C(G) fortsetzen. Wir zeigen suppφ ist kompakt, und nehmen dafu¨r das
Gegenteil an.
Wir betrachten die Kompakta Kn = {z ∈ G | |z| ≤ n und dist(z,Gc) ≥ 1n}. Nach unserer
Annahme gibt es zu jedem n ∈ N eine Funktion fn ∈ C(G) mit supp fn ⊆ G \ Kn und
φ(fn) 6= 0. Ohne Einschra¨nkung ko¨nnen wir φ(fn) = 1 annehmen, indem wir andernfalls
fn
φ(fn)
betrachten.
Fu¨r alle K b G ist K ⊆ Kn ab einem Index N0(K) ∈ N. Fu¨r alle n ≥ N0(K) ist
fn|K = 0, da supp fn ⊆ G \Kn ⊆ G \K ist. Also ist fn → 0 in C(G). Daraus folgt wegen
der Stetigkeit von φ
1 = φ(fn)→ φ(0) = 0.
Dies ist ein Widerspruch. Also muß K := suppφ kompakt sein.
Es seien f, g ∈ C(G) mit f = g in einer offenen Umgebung U von K. Dann ist (f−g)|U =
0. Also ist
supp(f − g) ⊆ G \ U ⊆ G \K und damit φ(f − g) = 0.
Auf der anderen Seite gibt es eine kompakte Umgebung KU von K welche in U enthalten
ist. Nach dem Tietzeschen Erweiterungssatz kann jede stetige Funktion h ∈ C(KU) auf
C(G) unter Beibehaltung der Supremums-Norm fortgesetzt werden.
Fu¨r alle f ∈ H(K) gibt es eine offene Umgebung U c K auf die sich f holomorph
fortsetzen la¨ßt. Wir schra¨nken diese Funktion auf KU ein, setzen sie zu einer stetigen
Funktion fU ∈ C(G) fort und definieren
Φ(f) := φ(fU).
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Dann ist nach den Voru¨berlegungen Φ : H(K)→ C wohldefiniert, da φ(fU) nicht von den
Werten außerhalb von KU abha¨ngt. Offenbar ist Φ linear und Φ|H(G) = φ. Wir mu¨ssen
lediglich noch zeigen, daß Φ stetig auf H(K) ist.
Dazu geben wir uns eine Nullfolge (fn)
∞
n=0 in H(K) vor. Dann gibt es eine offene Umge-
bung U c K, so daß fn → 0 in H(U). Dann ist
‖fUn ‖G = sup
z∈G
|fUn (z)| = ‖fn‖KU = sup
z∈KU
|fn(z)| → 0 (n→∞).
Somit ist Φ(fn) = φ(f
U
n )→ 0 (n→∞) und folglich Φ stetig.
Daraus ergibt sich nun sehr einfach der angestrebte Darstellungssatz fu¨r stetige, lineare
Funktionale.
Satz 4.4.2 (Darstellungssatz fu¨r lineare Funktionale). Es sei G $ C∞ offen oder kompakt.
Eine Abbildung φ : H(G) → C ist genau dann ein stetiges, lineares Funktional, wenn es
eine Funktion φ† ∈ H(G†) gibt, so daß
φ(f) =< φ† | f >= (φ† ∗ f)(1) fu¨r alle f ∈ H(G).
Insbesondere ist † : H(G)† → H(G†) ein Isomorphismus.
Wir bemerken dabei, im Falle G = D ist D† = D, so daß der Brookssche Darstel-
lungssatz ein Spezialfall dieser Aussage ist.
Beweis. Wir haben in Korollar 4.3.3 bereits gesehen, daß < | > eine stetige Bilinearform
ist, so daß fu¨r alle h ∈ H(G†) die Abbildung
h† : H(G)→ C : f 7→< h | f >= (h ∗ f)(1)
ein stetiges, lineares Funktional ist. Das heißt h† ∈ H(G)†.
Um die umgekehrte Richtung zu beweisen, geben wir uns eine offene Menge G $ C∞ und
ein φ ∈ H(G)† vor. Nach dem vorangegangenen Lemma und dem Rieszschen Darstel-
lungssatz gibt es ein Maß µ mit kompaktem Tra¨ger suppµ b G, so daß
φ(f) =
∫
f dµ fu¨r alle f ∈ H(suppµ).
Nach Beispiel 4.3.5 gilt fu¨r alle f ∈ H(G) und z ∈ G
f(z) =< t 7→ 1
1− zt | f > .
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Nach Lemma 4.3.7 folgt damit
φ(f) =
∫
f(t) dµ(t) =
∫
< z 7→ 1
1− zt | f > dµ(t)
=< z 7→
∫
1
1− zt dµ(t) | f >=:< µ
† | f > .
Dabei erhalten wir als konjugierte Funktion eine Abwandlung der Cauchy-Transformierten.
µ†(z) =
∫
1
1− zt dµ(t) =
1
z
µ∗(
1
z
) ∈ H( 1
C∞ \ suppµ) = H((suppµ)
†) ⊆ H(G†).
Da µ und φ inhaltlich identisch sind, definieren wir
φ†(z) := µ†(z) =
∫
1
1− zt dµ(t) = φ(t 7→
1
1− zt).
Somit gilt fu¨r alle h ∈ H(G†)
h††(z) = h†(t 7→ 1
1− zt) =< h | t 7→
1
1− zt >= h(z)
nach Beispiel 4.3.5. Ebenso gilt fu¨r alle φ ∈ H(G)† und f ∈ H(G)
φ††(f) =< φ† | f >= φ(f).
Damit haben wir Satz 4.4.2 im Falle der offenen Mengen G $ C∞ bewiesen. Es bleibt
lediglich der Fall der kompakten Mengen K $ C∞. Es sei G(K) die Menge aller offenen
Mengen G c K. Dann ist φ ∈ H(K)† genau dann, wenn φ ∈ H(G)† fu¨r alle G ∈ G(K)
ist. Dies ist nach dem ersten Teil a¨quivalent mit der Bedingung φ† ∈ H(G†) fu¨r alle
G ∈ G(K), und damit zu der Aussage
φ† ∈
⋂
G∈G(K)
H(
1
C∞ \G) = H(
⋃
G∈G(K)
1
C∞ \G) = H(
1
C∞ \
⋂
G∈G(K)G
)
= H(
1
C∞ \K ) = H(K
†).
Nachdem wir uns von der Isomorphie der Ra¨ume H(G)† und H(G†) u¨berzeugen konn-
ten, wollen wir nun noch die Homo¨omorphie der beiden Ra¨ume u¨berpru¨fen. Wir statten
dazu H(G)† mit der von den Seminormen
‖φ‖F := sup
f∈F
|φ(f)| mit F b H(G) kompakt
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erzeugten Topologie aus. Nach dem Satz von Montel ist diese Topologie identisch, mit
der durch die Seminormen erzeugten Topologie, welche durch die beschra¨nkten Familien
erzeugt wird. Wir erhalten nun die folgende Homo¨omorphie.
Satz 4.4.3. Es sei G $ C∞ eine offene Menge. Dann ist die Abbildung † : f ∈ H(G) 7→
f † ∈ H(G†)† ein Homo¨omorphismus.
Wir beachten hierbei die doppelte Verwendung des Symbols †, welches zum einen
jeder Funktion ein Funktional zuordnet, zum anderen jedem stetigen, linearen Funktional
die darstellende Funktion. Wir verwenden diese Notation, da keine Verwechslungsgefahr
dabei entsteht, aber die daraus resultierende Identita¨t φ†† = φ bzw. f †† = f den Umgang
mit der Darstellung erheblich vereinfacht.
Beweis. Wir wissen bereits, daß † bijektiv und linear ist. Wir mu¨ssen also lediglich die
Stetigkeit und die Offenheit der Abbildung zeigen. Da wir noch nicht wissen, ob H(G†)†
metrisierbar ist, verwenden wir dafu¨r Netze.
Es sei (fδ)δ∈D ein Nullnetz in H(G). Wir zeigen, daß dann auch (f
†
δ )δ∈D ein Nullnetz in
H(G†)† sein muß, in dem wir das Gegenteil annehmen. In diesem Fall gibt es ein 0 > 0,
ein F b H(G†) kompakt, und ein Subnetz (fσδ)δ∈D′ , so daß |f †σδ(hδ)| ≥ 0 fu¨r jeweils ein
hδ ∈ F und alle δ ∈ D′ gilt. Da F kompakt ist, gibt es ein in H(G†) konvergentes Subnetz
(hτδ)δ∈D′′ mit Grenzwert h ∈ F. Dann ist nach Korollar 4.3.3
f †στδ(hτδ) =< fστδ | hτδ > −→ < 0 | h >= 0.
Dies ist ein Widerspruch zu |f †στδ(hτδ)| ≥ 0 fu¨r alle δ ∈ D′′. Somit ist † stetig.
Zum Beweis der Stetigkeit der Umkehrfunktion φ ∈ H(G†)† 7→ φ† ∈ H(G), betrachten
wir ein Nullnetz (φδ)δ∈D in H(G†)†, eine kompakte Menge K b G und die Abbildung
κ : G→ H(G†) κ(a) := (z 7→ χ(az) = 1
1− a · z ).
Nach Beispiel 4.3.5 ist < h | κ(a) >= h(a) fu¨r alle h ∈ H(G) und a ∈ G. Das heißt
‖φ†‖K = sup
a∈K
|φ†(a)| = sup
a∈K
| < φ† | κ(a) > | = sup
f∈κ(K)
|φ(f)| = ‖φ‖κ(K).
Das heißt, die Abbildung φ ∈ H(G)† 7→ φ† ∈ H(G†) ist stetig, und damit † ein Homo¨omor-
phismus.
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Leider gibt es keinen vergleichbar elementaren Beweis fu¨r die Homo¨omorphie der
Ra¨ume H(G†) und H(G)†. Wir geben deshalb einen kurzen Beweis an, der sich auf die
Ergebnisse aus [T] und [Ko¨] stu¨tzt. Tre`ves zeigt in [T, S. 376], daß jeder Montel-
Raum reflexiv ist. Ein Montel-Raum ist ein tonnelierter, lokal konvexer, Hausdorff-
Vektorraum in dem jede beschra¨nkte, abgeschlossene Menge kompakt ist. H(G) ist ein
Fre´chet-Raum, damit tonneliert (s. [T, S. 347]), nach dem Satz von Montel ein Mon-
tel-Raum und somit reflexiv. Nach Ko¨the ist jeder Raum H(K), K $ C∞ kompakt,
ein starker Dualraum von H(C∞ \K) (s. [Ko¨, S. 41]), wodurch auch H(K) reflexiv wird.
Die Reflexivita¨t von H(G†) ermo¨glicht nun eine einfache U¨bertragung von Satz 4.4.3 auf
die Kompakta G†.
Satz 4.4.4. Es sei G $ C∞ eine offene Menge. Dann ist die Abbildung † : f ∈ H(G†) 7→
f † ∈ H(G)† ein Homo¨omorphismus.
Beweis. Gema¨ß unserer Voru¨berlegung ist H(G†) reflexiv. Es sei
Γ : H(G†)→ H(G†)†† : Γ(f)(φ) = φ(f) fu¨r alle φ ∈ H(G†)†, f ∈ H(G†)
die kanonische Einbettung, die aufgrund der Reflexivita¨t ein Homo¨omorphismus ist. Wir
bezeichnen im folgenden den aus Satz 4.4.3 bekannten Homo¨omorphismus mit
τ : H(G)→ H(G†)† : τ(f) = f †.
Dann gibt es einen konjugierten Homo¨omorphismus
τ † : H(G†)†† → H(G)† : τ †(φ)(f) = φ(τ(f)) fu¨r alle φ ∈ H(G†)††, f ∈ H(G).
Daraus ergibt sich ein verketteter Homo¨omorphismus
τ † ◦ Γ : H(G†)→ H(G)†.
Und es gilt fu¨r alle f ∈ H(G†) und alle h ∈ H(G)
(τ † ◦ Γ)(f)(h) = Γ(f)(τ(h)) = τ(h)(f) = h†(f) =< h | f >=< f | h >= f †(h)
Das heißt, τ † ◦Γ = † und damit ist † : H(G†)→ H(G)† selbst ein Homo¨omorphismus.
§ 5. ANALYTISCHE FUNKTIONALE IN HADAMARD-ALGEBREN 59
§ 5 Analytische Funktionale in Hadamard-Algebren
Nachdem wir nun gesehen haben, daß sich Ra¨ume analytischer Funktionale mit Hilfe des
Hadamard-Produktes isometrisch isomorph auf Ra¨ume holomorpher Funktionen abbil-
den lassen, wollen wir dies verwenden, um die Struktur der Hadamard-Algebren weiter
zu untersuchen. Wir beginnen mit einem bemerkenswerten Zusammenhang bezu¨glich des
Hadamardschen Mengenproduktes.
Lemma 4.5.1. Ein Gebiet G ⊆ C ist genau dann zula¨ssig, wenn G ∗G† = G† ist.
Beweis. Wir betrachten ein zula¨ssiges Gebiet G. Dann ist
G ∗G† ⊆ (C \ {1}) ∗G† = G†.
Es sei z ∈ (G ∗ G†)c = Gc · G†c . Dann gibt es ein x /∈ G† und ein y′ ∈ Gc mit z = x · y′.
Folglich ist y = 1
y′ ∈ G† und x = y · z. Wir nehmen an, z ∈ G†. Dann ist
x = y · z ∈ G† ·G† ⊆ G† ein Widerspruch zu x /∈ G†.
Somit ist G† ⊆ G ∗G† und damit G ∗G† = G†.
Die entgegengesetzte Implikation erhalten wir, in dem wir die Gleichung G ∗ G† = G†
voraussetzen. Dann ist
1
G
= G†
c
= (G ∗G†)c = Gc ·G†c = Gc · 1
G
.
Das heißt,
G = G · 1
Gc
= G ·G†.
Wir betrachten zwei Elemente x, y ∈ Gc und nehmen an z = x · y ∈ G. Dann ist
1
y
∈ G† und folglich x = z · 1
y
∈ G ·G† = G,
was einen Widerspruch zu x ∈ Gc ergibt.
Wir erhalten daraus ein interessantes Kriterium fu¨r die Invertierbarkeit in Hada-
mard-Algebren.
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Satz 4.5.2. Es sei G ein zula¨ssiges Gebiet. Eine Funktion f ∈ H(G) mit f̂(n) 6= 0 fu¨r
alle n ∈ N0 ist genau dann invertierbar in der Hadamard-Algebra H(G), wenn fu¨r alle
Folgen (hn)
∞
n=0 in H(G
†) die folgende Implikation richtig ist
f ∗ hn → 0 in H(G†) =⇒ hn(1)→ 0.
Beweis. Wir betrachten den Raum
U := f ∗H(G†) ⊆ H(G) ∗H(G†) ⊆ H(G ∗G†) = H(G†),
und definieren auf diesem eine Abbildung
φ : U → C : φ(f ∗ h) := h(1).
Da f̂(n) 6= 0 fu¨r alle n ∈ N0, ist f ∗ h = 0 genau dann, wenn h = 0 ist, und somit φ
wohldefiniert. φ ist offenbar linear und nach Voraussetzung stetig. Also kann φ nach dem
Satz von Hahn-Banach zu einem stetigen, linearen Funktional aus H(G†)† fortgesetzt
werden, welches nach Satz 4.4.2 durch eine Funktion φ† ∈ H(G) erzeugt wird. Somit ist
< φ† ∗ f | h >=< φ† | f ∗ h >= φ(f ∗ h) = h(1) =< χ | h > fu¨r alle h ∈ H(G†),
und damit φ† ∗ f = χ nach Satz 4.4.2. Das heißt, f ist invertierbar in H(G).
Die umgekehrte Richtung erkennen wir wie folgt. Wir gehen davon aus, daß f ein Hada-
mard-inverses Element f<−1> ∈ H(G) besitzt. Dann ist
hn(1) =< χ | hn >=< f<−1> ∗ f | hn >=< f<−1> | f ∗ hn > −→ < f<−1> | 0 >= 0.
Wir ko¨nnen dieses Kriterium unmittelbar in eine Abscha¨tzung umwandeln, die wie
folgt lautet.
Korollar 4.5.3. Es sei G ein zula¨ssiges Gebiet. Eine Funktion f ∈ H(G) mit f̂(n) 6= 0
fu¨r alle n ∈ N0 ist genau dann invertierbar in der Hadamard-Algebra H(G), wenn es
fu¨r alle kompakten Umgebungen K von G† eine konstante cK gibt, so daß
(5.10) |h(1)| ≤ cK ‖f ∗ h‖K fu¨r alle h ∈ H(K).
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Beweis. Wir zeigen zuerst, daß die Ungleichung hinreichend fu¨r die Invertierbarkeit ist,
indem wir Satz 4.5.2 verwenden.
Es sei dazu (hn)
∞
n=0 eine Folge in H(G
†), so daß f ∗ hn −→ 0 in H(G†). Dann gibt es
eine offene Umgebung U , so daß die Konvergenz auch in H(U) bestehen bleibt und damit
auch in jeder kompakten Umgebung K b U von G†. Nach Voraussetzung ist dann
|hn(1)| ≤ cK ‖f ∗ hn‖K −→ 0 (n→∞),
und damit f invertierbar.
Fu¨r die umgekehrte Implikation setzen wir die Invertierbarkeit von f voraus und nehmen
an, es gebe eine kompakte Umgebung K von G†, die 5.10 fu¨r kein c < ∞ erfu¨llt, das
heißt, es gibt eine Folge von Funktionen hn ∈ H(K) mit |hn(1)| > n · ‖f ∗ hn‖K fu¨r alle
n ∈ N0. Wegen der Homogenita¨t von 5.10 ko¨nnen wir ohne Einschra¨nkung hn(1) = 1
voraussetzen. Somit folgt
‖f ∗ hn‖K < 1
n
−→ 0 (n→∞).
Nach Satz 4.5.2 folgt daraus 1 = |hn(1)| −→ 0, was uns zu einem Widerspruch fu¨hrt.
Wir wollen daraus nun einen Test fu¨r Invertierbarkeit ableiten. Da wir die Frage
nach der Invertierbarkeit in Hadamard-Algebren u¨ber mehrfach zusammenha¨ngenden,
zula¨ssigen Gebieten bereits in Satz 3.4.9 vollsta¨ndig gelo¨st haben, beschra¨nken wir uns
hier auf die u¨brigen Hadamard-Algebren, also jene u¨ber einfach zusammenha¨ngenden,
zula¨ssigen Gebieten G ⊆ C.
Wenn G einfach zusammenha¨ngend ist, so ist auch C∞ \ G einfach zusammenha¨ngend
und damit auch G†. Nach dem Satz von Runge liegt die Menge aller Polynome C[z]
dicht in H(G†). Die Stetigkeit der beiden Seiten von 5.10 la¨ßt uns schließen, daß f genau
dann invertierbar ist, wenn 5.10 fu¨r alle h ∈ C[z] erfu¨llt ist. Der Vorteil der Redukti-
on auf Polynome ist die Anwendbarkeit der Potenzreihendarstellung fu¨r f ∗ h, die fu¨r
H(G†)-Funktionen im allgemeinen nicht gegeben ist. Wir ko¨nnen auch hier, wegen der
Homogenita¨t von 5.10 voraussetzen, daß
1 = h(1) =
gradh∑
n=0
ĥ(n) =:
N∑
n=0
λn.
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Wir bezeichnen die Menge aller endlichen Zahlenfolgen, deren Summe 1 ist, mit Λ. Wir
erhalten somit den folgenden Test fu¨r Invertierbarkeit.
Satz 4.5.4. Es sei G ein einfach zusammenha¨ngendes, zula¨ssiges Gebiet. Eine Funktion
f ∈ H(G) mit f̂(n) 6= 0 fu¨r alle n ∈ N0 ist genau dann invertierbar in der Hadamard-
Algebra H(G), wenn es fu¨r alle kompakten Umgebungen K von G† eine Konstante cK > 0
gibt, so daß
‖
N∑
n=0
λn f̂(n) z
n‖K ≥ cK fu¨r alle λ ∈ Λ.
Dies ist genau dann der Fall, wenn es zu jedem λ ∈ Λ ein zλ ∈ K gibt, so daß
|
N∑
n=0
λn f̂(n) z
n
λ | ≥ cK .
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ten Schriften entnommen sind, und alle Angaben, die auf mu¨ndlichen
Ausku¨nften beruhen, sind als solche kenntlich gemacht. Bei den von mir
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