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1. Introduction
This paper studies the global well-posedness of the solutions of the Vlasov–Poisson system in a
half space:
ft + v · ∇x f + ∇xφ · ∇v f = 0, x ∈R3+ ⊂R3, v ∈R3, t > 0, (1.1)
φ =
∫
R3
f dv = ρ(t, x), x ∈R3+, t > 0, (1.2)
f |t=0 = f0x ∈R3+, v ∈R3 (1.3)
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electron particles, φ is the electric potential, f0(x, v) is the prescribed initial datum, and ρ(t, x) is
the macroscopic charge density.
The choice of signs for the terms associated with φ in (1.1), (1.2) corresponds to the so-called
plasma physics case. This system can be thought to describe the evolution of a distribution of charged
particles of only one sign.
In order to have a well-deﬁned problem the system (1.1)–(1.3) must be complemented with suit-
able boundary conditions for the function f and the electric potential φ. We will assume throughout
the paper that the distribution function f satisﬁes the specular reﬂection boundary condition:
f (t, x, v) = f (t, x, v∗) (1.4)
where the reﬂected velocity v∗ is deﬁned as
v∗ ≡ (−v1, v2, v3), for v = (v1, v2, v3).
Concerning the potential φ we will consider two different cases. We will consider the case of
Dirichlet boundary conditions:
φ(t,0, x2, x3) = 0, t > 0. (1.5)
We will also consider the case of prescribed Neumann conditions at the boundary of R3+:
∂x1φ(t,0, x2, x3) = −h(x2, x3), t > 0 (1.6)
where h(x2, x3) > 0 for (x2, x3) ∈R2.
In order to prescribe φ uniquely we will also assume the decay condition:
lim
|x|→∞, x∈R3+
φ(t, x) = 0, t > 0. (1.7)
Under suitable decay conditions for f0 the electric potential φ is uniquely determined by (1.2), the
homogeneous Dirichlet boundary condition (1.5) and the decay assumption (1.7). The same holds in
the case of Neumann boundary conditions (1.6) with the decay (1.7) if some suitable decay is assumed
for the function h as |x2| + |x3| → ∞.
In the case of Neumann boundary conditions the problem can be understood as a description of
the evolution of a system of charged particles contained in R3+ with a surface distribution of charges
of opposite sign placed at the boundary ∂R3+ .
For the whole space without boundary in one and two dimensions, a smooth solution is known
to exist globally in time [11,15]. For the three-dimensional case, Batt [3], Horst [7], and Bardos and
Degond [2] proved the global existence of classical solutions for spherical, cylindrically symmetric,
and general but small initial data respectively. The global existence of smooth solutions for general
initial data was ﬁrst shown for the whole space case in [16] by Pfaffelmoser and simpler versions
were followed by Schaeffer [18] and Horst [8]. A different method was developed to show global
existence of a smooth solution in [13] by Lions and Perthame in which one may not be able to derive
growth estimates for the solutions of (1.1)–(1.4) in the whole space case.
In the presence of boundaries problems should be treated more carefully and diﬃculties due to
singularity formation at a boundary may be expected [6]. Global existence in a half space of solu-
tions of (1.1)–(1.3) satisfying the specular reﬂection boundary condition (1.4) and Neumann boundary
condition (1.6) was ﬁrst proved by Guo (cf. [5]) by adapting a high velocity moment method in [13].
However, the proof of the global existence of solutions of (1.1)–(1.3) satisfying (1.4) and the Dirichlet
boundary condition (1.5) has not been given yet.
In this paper we will prove that classical solutions of (1.1)–(1.3) with the specular reﬂecting bound-
ary conditions (1.4) and homogeneous Dirichlet boundary conditions (1.5) are globally deﬁned.
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instead we will adapt the ideas of Pfaffelmoser proof of global existence in the whole space (cf. [16]).
Concerning arbitrary bounded domains, we remark that Hwang [9] has proved, among other re-
sults, that classical solutions in a ball, with spherically symmetric initial data, satisfying the specular
reﬂection boundary condition (1.4) might develop singularities only at the center of the ball. Recently
it has been proved in [10] that the solutions of the Vlasov–Poisson system (1.1)–(1.3) in a domain Ω ,
with specular reﬂection boundary conditions and nonhomogeneous Neumann boundary conditions
are globally deﬁned in arbitrary convex domains Ω . One of the key ideas used in the derivation of
the results in [10] is an adaptation of Pfaffelmoser methods, similar to the one in this paper. How-
ever, some of the arguments in [10] become more involved due to the complications introduced by
the possible curvature of the boundary of the domain Ω .
The arguments in this paper can be used also in the case of Neumann boundary conditions (1.6).
As a consequence, we derive a different proof of the global existence results obtained by Guo in [5]
that is closer in spirit to the arguments in [10]. However, many of the ideas become more clear than
in [10] because the geometrical complications that had to be dealt with in [10] do not arise for the
case of a ﬂat boundary.
In this paper we will be concerned also with the study of the rate of decay of the density ρ for the
solutions of (1.1)–(1.3). Rates of decay for the density like 1/t3 as t → ∞ have been obtained in the
whole space for small initial data in [2]. For arbitrary initial data in three dimensions, the following
estimate has been obtained by Illner and Rein (cf. [12]):
∫
R3×R3
(v − x/t)2 f (t)dv dx Ct−1, ∥∥ρ(t)∥∥L5/3(R3)  Ct−3/5, t  1.
In this paper we will show that such rate of decay cannot be expected in general for bounded
domains, at least in one dimension, with Neumann boundary conditions (1.6) due to the fact that
there exist a large family of steady states. In such steady states the repulsion of the particles in-
side of the domain R+ is balanced with the attraction of charges of the opposite sign placed at the
boundary ∂R+ . Therefore, for such a solution, there is no decay of ρ(t) as t → ∞.
In [8], it is shown that growth rate of solutions ρ(t) of the Vlasov–Poisson is bounded
by C(1+ t)3+ε .
The proofs work for both the plasma physics and stellar dynamics case. From a physics point of
view, different growth rates are expected to hold for the plasma physics and for the gravitational
problem. Based on the following decay estimates in the plasma physics case by Illner and Rein [12]
∫
(v − x/t)2 f (t)dv dx Ct−1, ∥∥ρ(t)∥∥5/3  Ct−3/5, t  1,
Rein proved [17] that ρ(t) grows at most (1 + t)2 by modifying the Pfaffelmoser’s arguments. How-
ever, with Neumann boundary conditions, this type of decay estimates cannot be expected, since the
balance of positive charges in the domain with negative charges at the boundary could yield station-
ary solutions where the density ρ does not decay.
In order to prove solvability of (1.1)–(1.4), we will need to assume that f0 satisﬁes the following
compatibility conditions:
f0(0, x2, x3; v1, v2, v3) = f0(0, x2, x3;−v1, v2, v3), (1.8)
v1∂x1 f0(0, x2, x3;−v1, v2, v3) + v1∂x1 f0(0, x2, x3; v1, v2, v3)
+ E1(0, x2, x3)∂v1 f0(0, x2, x3;−v1, v2, v3)
+ E1(0, x2, x3)∂v1 f0(0, x2, x3; v1, v2, v3) = 0. (1.9)
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f0(x, v) ≡ constant. (1.10)
The conditions (1.8), (1.9) will ensure that the function f remains differentiable at the bounces.
On the other hand, the justiﬁcation of the ﬂatness condition (1.10) is more involved. It was noticed
in [5] that smooth initial data f0 might yield singularities for the gradient ∇ f unless the gradient of
f0 is small near the so-called singular set that for this speciﬁc problem is just the set {x1 = v1 = 0}.
The easiest way of avoiding such singularities is to assume that ∇ f0 vanishes near the singular set,
and therefore we will assume in this paper the ﬂatness condition (1.10) for simplicity. The condition
(1.10) could be replaced by a weaker condition requiring the derivatives of f0 to be suﬃciently small
near the singular set, as it has been made for instance in [5] for one-dimensional problems. Such
assumptions make the problem more technical, but they do not change the essence of the arguments.
Actually, one of the key points in our argument will be to show that the function f remains
constant in a neighborhood of the singular set for arbitrary positive times. This is usually made using
the so-called Velocity Lemma (cf. [5]) that provides an estimate of the speed of approximation of the
characteristic curves associated to (1.1) to the singular set. So far, such kind of Velocity Lemmas had
been obtained only for Neumann boundary conditions. One of the main novelties of this paper is the
derivation of estimates for the electric ﬁeld that allows to obtain a Velocity Lemma for homogeneous
Dirichlet boundary conditions.
The main result in the paper is the following global existence result for the Vlasov–Poisson system
with reﬂecting boundary conditions for f and homogeneous Dirichlet conditions for the potential φ:
Theorem 1. Let T > 0. Let f0 ∈ C1,μ0 (R3+ ×R3) for some μ > 0 and let f0  0 satisfy (1.8), (1.9), and (1.10).
Then there exists a unique solution of the Vlasov–Poisson system (1.1)–(1.5), (1.7)with f compactly supported
in x and v and with f ∈ C1,λ([0, T ] ×R3+ ×R3), φ ∈ C3,λ([0, T ] ×R3+), for some 0 < λ < μ. Moreover, the
support of f satisﬁes:
|x| Cαtα+1, |v| Cαtα
for t  1, with α > 3316 and Cα depending on f0 .
On the other hand, our arguments will provide also a new proof of the global existence result for
Neumann boundary conditions already obtained in [6]. We refer to this result for completeness.
Theorem 2. Let T > 0. Let f0 ∈ C1,μ0 (R3+ ×R3) for some μ > 0 and let f0  0 satisfy (1.8), (1.9), and (1.10)
and let h ∈ L1 ∩ C1,μ(R2). Then there exists a unique solution of the Vlasov–Poisson system (1.1)–(1.4), (1.6),
(1.7) with f compactly supported in x and v and with f ∈ C1,λ([0, T ] ×R3+ × R3), φ ∈ C3,λ([0, T ] × R3+),
for some 0 < λ < μ. Moreover, the support of f satisﬁes:
|x| Cαtα+1, |v| Cαtα
for t  1, with α > 3316 and Cα depending on f0 .
The paper is organized as follows. In Section 2 we prove the Velocity Lemmas that will be used
to show that the support of ∇ f does not approach to the singular set during the evolution. We will
also recall how to solve the so-called linear problems, for which the electric ﬁeld is a given function.
In Section 3 we deﬁne a sequence of solutions of the linear problem in an iterative manner and show
that this sequence converges to an actual solution of the VP. In Section 4 we obtain a global bound
on the increase of the velocity in time which gives rise to the global existence result of solutions
of the VP. In Section 5, we present some existence results of stationary solutions for (1.1)–(1.4) in
one-dimensional settings.
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2.1. Preliminary estimates
We study the evolution of characteristics of particles with a boundary effect.
Given any function φ ∈ L∞([0, t0],C2,α(R3+)) for some t0 > 0, t0 < ∞ we deﬁne the evolution by
characteristics with bounces as follows. As long as the characteristic curve remains in the interior of
the domain R3+ , we will assume:
dX
ds
= V , (2.1)
dV
ds
= ∇φ(s, X). (2.2)
This deﬁnes curves (X(s), V (s)) = (X(s; t, x, v), V (s; t, x, v)) ∈R3+ ×R3 satisfying (X(t), V (t)) = (x, v).
If
X(s¯; t, x, v) ∈ ∂R3+ (2.3)
we deﬁne
V ∗(s¯ + 0; t, x, v) = V (s¯ − 0; t, x, v). (2.4)
Hence (2.1), (2.2), and (2.4) together deﬁne the generalized characteristics along which f is constant,
which take reﬂections on the boundary into account. We now prove some basic estimates for the
behavior of the particles along characteristics near the singular set.
2.2. A Velocity Lemma for Dirichlet boundary conditions
We begin by proving the following regularity result for the time derivative of the potential φ:
Lemma 1. Let T > 0. Suppose that φ(t, x) solves the boundary value problem:
φ(t, x) = ρ(t, x) in [0, T ] ×R3+, (2.5)
φ(t, x) = 0 in [0, T ] × ∂R3+, (2.6)
φ(t, x) → 0 as |x| → ∞, t ∈ [0, T ] (2.7)
where the support of the function ρ ∈ C1([0, T ] ×R3+) is contained in [0, T ] × (BL(0) ∩R3+) and it satisﬁes:
ρt + ∇ · ( j) = 0 in [0, T ] ×R3+ (2.8)
for some function j ∈ (C1([0, T ] ×R3+))3 with its support contained in [0, T ] × (BL(0) ∩R3+). Then:
∣∣φt(x, t)∣∣ Cx1[1+ ∣∣log(x1)∣∣] in [0, T ] ×R3+ (2.9)
for some constant C > 0 depending only on L and ‖ j‖L∞([0,T ]×R3 ) .+
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φ(t, x) = − 1
4π
∫
R
3+
[
1
|x− y| −
1
|x∗ − y|
]
ρ(t, y)dy (2.10)
where x∗ = (−x1, x2, x3) for x = (x1, x2, x3) ∈R3+ . Differentiating (2.10) with respect to t we obtain:
φt(t, x) = − 1
4π
∫
R
3+
[
1
|x− y| −
1
|x∗ − y|
]
ρt(t, y)dy. (2.11)
Using (2.8), (2.11) and integrating by parts we can obtain:
φt(t, x) = − 1
4π
∫
R
3+
∇y
[
1
|x− y| −
1
|x∗ − y|
]
j(t, y)dy.
Therefore: ∣∣φt(t, x)∣∣ C, (t, x) ∈ [0, T ] ×R3+ (2.12)
where C depends only on L and‖ j‖L∞([0,T ]×R3+) . Suppose that |x| 2L. Then, since the support of j is
in |y| L, it follows that:
∇x
(
φt(t, x)
)= − 1
4π
∫
R
3+
∇x∇y
[
1
|x− y| −
1
|x∗ − y|
]
j(t, y)dy
whence:
∣∣∇x(φt(t, x))∣∣ C
∫
BL(0)
∣∣ j(t, y)∣∣dy  C for |x| 2L, t ∈ [0, T ]
where the constants C might change from line to line and they depend only on L and ‖ j‖L∞([0,T ]×R3+) .
Therefore, since φt(t, x) = 0 for x ∈ ∂R3+:∣∣φt(t, x)∣∣ Cx1 for |x| 2L, t ∈ [0, T ]. (2.13)
Suppose then that |x| < 2L. Let us assume also that 0 < x1  1. We deﬁne x0 = (0, x2, x3) ∈ ∂R3+
and R = x1. Then we deﬁne:
X = x− x0
R
, Y = y − x0
R
.
Notice that X = (1,0,0). Using the fact that the support of j(t, ·) is contained in the ball BL(0)
yields:
ψ(t, X) ≡ φt(t, x) = − R
4π
∫
BL (−x0)
∇Y
[
1
|X − Y | −
1
|X∗ − Y |
]
J (t, Y )dY (2.14)R
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J (t, Y ) ≡ j(t, y).
Since |x0| |x| < 2L it follows that the support of J (t, Y ) is in [0, T ] × B 3L
R
(0). On the other hand
we have:
∇Y
[
1
|X − Y | −
1
|X∗ − Y |
]
= −
(
Y1 − 1
|X − Y |3 ,
Y2
|X − Y |3 ,
Y3
|X − Y |3
)
+
(
Y1 + 1
|X∗ − Y |3 ,
Y2
|X∗ − Y |3 ,
Y3
|X∗ − Y |3
)
.
Using cancellations of several terms as |Y | → ∞ it then follows that:
∣∣∣∣∇Y
[
1
|X − Y | −
1
|X∗ − Y |
]∣∣∣∣ C|Y |3 for |Y | 2. (2.15)
On the other hand:
∣∣∣∣∇Y
[
1
|X − Y | −
1
|X∗ − Y |
]∣∣∣∣ C
[
1
|X − Y |2 +
1
|X∗ − Y |2
]
for |Y | 2. (2.16)
Now we use (2.14)–(2.16) to obtain:
∣∣ψ(t, X)∣∣ C‖ j‖L∞([0,T ]×R3+)R
[
1+
∫
2|Y | 3LR
dY
|Y |3
]
 C R
[
1+ log
(
1
R
)]
where C depends on L,‖ j‖L∞([0,T ]×R3+) . We ﬁnally return to the original variables to obtain:
∣∣φt(t, x)∣∣ Cx1
[
1+ log
(
1
x1
)]
for 0< x1  1, |x| < 2L, t ∈ [0, T ]. (2.17)
Combining (2.12), (2.13) and (2.17) we have (2.9). 
We can obtain similar estimates for the derivatives of φ in the tangent directions to the bound-
ary ∂R3+ .
Lemma 2. Let T > 0. Suppose that φ(t, x) solves the boundary value problem (2.5)–(2.7) where the support
of the function ρ ∈ C1([0, T ]×R3+) is contained in [0, T ]× (BL(0)∩R3+). Then the following estimate holds:
∣∣∣∣ ∂φ∂x2
∣∣∣∣+
∣∣∣∣ ∂φ∂x3
∣∣∣∣ Cx1[1+ ∣∣log(x1)∣∣] in [0, T ] ×R3+ (2.18)
where C > 0 depends only on L and ‖ρ‖L∞([0,T ]×R3+) .
Remark 1. The dependence of φ on t does not play any role in Lemma 2. We have included it here
just because we will apply this lemma to functions φ depending on both variables (t, x).
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∂φ
∂x
(t, x) = 1
4π
∫
R
3+
[
(x − y)
|x− y|3 −
(x − y)
|x∗ − y|3
]
ρ(t, y)dy,  = 2,3. (2.19)
It then follows that: ∣∣∣∣ ∂φ∂x (t, x)
∣∣∣∣ C in [0, T ] ×R3+
with C depending on L,‖ρ‖L∞([0,T ]×R3+) .
Let us write x0 = (0, x2, x3) ∈ ∂R3+ . Suppose that |x| 2L. Then, since the support of j is in |y| L,
it follows that: ∣∣∣∣∇x
(
∂φ
∂x
(t, x)
)∣∣∣∣ C, for t ∈ [0, T ], x ∈R3+ \ B2L(0).
Therefore: ∣∣∣∣ ∂φ∂x (t, x)
∣∣∣∣ Cx1, for t ∈ [0, T ], x ∈R3+ \ B2L(0). (2.20)
In order to estimate ∂φ
∂x
(t, x) for |x| < 2L and 0 x1  1 we split the integral as follows:
∂φ
∂x
(t, x) = 1
4π
∫
{|y−x0|x1}
(x − y)
[
1
|x− y|3 −
1
|x∗ − y|3
]
ρ(t, y)dy
+ 1
4π
∫
{|y−x0|>x1}
(x − y)
[
1
|x− y|3 −
1
|x∗ − y|3
]
ρ(t, y)dy
≡ I1 + I2
for  = 2,3. The term I1 can be estimated as:
|I1| Cx1 for t ∈ [0, T ], |x| < 2L.
On the other hand, in order to estimate I2 we use that:[
1
|x− y|3 −
1
|x∗ − y|3
]
 C x1|y − x0|4 for |y − x0| > x1  0
whence:
|I2| Cx1
∫
{|y−x0|>x1}
|(x − y)|
|y − x0|4 dy  Cx1
∫
{|y−x0|>x1}
dy
|y − x0|3
 Cx1
[
1+ log
(
1
x1
)]
(2.21)
for  = 2,3 and t ∈ [0, T ], |x| < 2L, 0 < x1  1.
Combining (2.19), (2.20), (2.21) we obtain (2.18). 
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function ρ ∈ C1([0, T ] × R3+) is contained in [0, T ] × (BL(0) ∩ R3+). Let us assume also that ρ  0 in
[0, T ] × (BL(0) ∩R3+) and also that:∫
R
3+
ρ(t, x)dx κ > 0 for t ∈ [0, T ]. (2.22)
Then:
φ(t, x)−ε0x1 for |x| 2L, t ∈ [0, T ] (2.23)
where the constant ε0 depends only on L, κ and ‖ρ‖L∞([0,T ]×R3+) .
Remark 2. As in previous lemma the dependence on t does not play any role and it is written here
only for an easier reference.
Proof of Lemma 3. The assumptions in Lemma 3 imply that there exists δ > 0 depending only on κ, L
and ‖ρ‖L∞([0,T ]×R3+) such that: ∫
BL(0)∩{y1δ}
ρ(t, y)dy  κ
2
> 0 for t ∈ [0, T ]. (2.24)
On the other hand the following inequality holds:
1
|x− y| −
1
|x∗ − y| =
1
|x− y| −
1
|x− y∗|  νx1 (2.25)
for {y1  δ}, |y| L, {x1  0}, |x| 2L and some positive number ν depending only on L, δ. Using the
representation formula (2.10) it then follows that:
φ(t, x)−νx1
4π
∫
R
3+
ρ(t, y)dy for |x| 2L, t ∈ [0, T ]
and combining this inequality with (2.24) we obtain (2.23) with ε0 = νκ8π , and the lemma follows. 
The following lemma plays the role of the Velocity Lemma in [5] for Dirichlet boundary conditions.
Lemma 4. Suppose that (X(s, t; x, v), V (s, t; x, v)) solve (2.1), (2.2) for 0  s  t  T . Suppose that the
assumptions of Lemma 1 are satisﬁed. Let us assume that there exists ε0 > 0 such that:
φ(t, x)−ε0x1 for |x| L, t ∈ [0, T ] (2.26)
for some L > 0. Suppose also that:∣∣X(s, t; x, v)∣∣+ ∣∣V (s, t; x, v)∣∣ L for 0 s t  T . (2.27)
Then:
e−eC(t−s)β(s, t) β(t, t) eeC(t−s)β(s, t) for 0 s t  T (2.28)
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β(s, t) = (V1(s, t; x, v))
2
2
− φ(X(s, t; x, v), s). (2.29)
Proof. Using the deﬁnition (2.29) and (2.26), (2.27) it follows that:
β(s, t) ε0X1(s, t; x, v). (2.30)
Then, (2.9) in Lemma 1 implies:∣∣φt(X(s, t; x, v), s)∣∣ C X1(s, t; x, v)[1+ ∣∣log(X1(s, t; x, v))∣∣], 0 s t  T .
Differentiating (2.29) with respect to s we obtain:
∂β(s, t)
∂s
= V1(s, t; x, v) ∂V1(s, t; x, v)
∂s
− ∇xφ
(
X(s, t; x, v), s) ∂ X(s, t; x, v)
∂s
− ∂φ
∂s
(
X(s, t; x, v), s)
and using (2.1), (2.2) it follows that:
∂β(s, t)
∂s
= − ∂φ
∂x2
(
X(s, t; x, v), s)V2(s, t; x, v)
− ∂φ
∂x3
(
X(s, t; x, v), s)V3(s, t; x, v) − ∂φ
∂s
(
X(s, t; x, v), s).
Using Lemmas 1 and 2 we obtain:
∣∣∣∣∂β(s, t)∂s
∣∣∣∣ C X1(s, t; x, v)[1+ ∣∣log(X1(s, t; x, v))∣∣], 0 s t  T
with C depending on L,‖ρ‖L∞([0,T ]×R3+) , ‖ j‖L∞([0,T ]×R3+) .
Using (2.30) it then follows that:
∣∣∣∣∂β(s, t)∂s
∣∣∣∣ Cβ(s, t)[1+ ∣∣log(β(s, t))∣∣], 0 s t  T (2.31)
with C depending on L, ‖ρ‖L∞([0,T ]×R3+) , ‖ j‖L∞([0,T ]×R3+) , ε0. Integrating (2.31) we obtain (2.28) and
the lemma follows. 
2.3. Velocity Lemma for Neumann boundary conditions
The following Velocity Lemma for Neumann boundary conditions has been proved in [6].
Lemma 5 (Velocity Lemma). (See [6].) Suppose that (X(s, t; x, v), V (s, t; x, v)) solve (2.1), (2.2) for 0  s 
t  T . Let E = ∇φ ∈ C([0, T ];C0,1/2(R3+)) and assume E1(t,0, x2, x3) ≡ E0(x2, x3)  −ε0 < 0 for all t ∈[0, T ]. Then we have
eC(s−t)β(s, t) β(t, t) eC(t−s)β(s, t), 0 s t  T
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β(s, t) = (V1(s, t; x, v))2 − 2E0(X2(s, t; x, v), X3(s, t; x, v))X1(s, t; x, v), (2.32)
and C depends only on sup0tT ‖E‖C0,1/2(R3+)(t), ‖E0‖C0,1 , ε0 , and sup0stT [|X(s, t; x, v)| +|V (s, t; x, v)|].
Remark 3. There are some differences between the Velocity Lemma that we will use for Dirichlet
boundary conditions (Lemma 4) and the one for Neumann boundary conditions (Lemma 5). Notice
that the functions β(s, t) deﬁned in (2.29) and (2.32) are different. The chosen deﬁnitions are the
suitable ones to characterize the singular set by means of the condition β = 0 in both cases. On the
other hand, there are some differences in the arguments used in the proof of Lemma 4 and the proof
of Lemma 5. The basic idea used in the proof of Lemma 5 consists, as in the proof of Lemma 4, in
differentiating β(s, t) with respect to s to obtain:
∂β(s, t)
∂s
= 2V1(s, t; x, v)
[
E
(
X(s, t; x, v), s)− E0(X2(s, t; x, v), X3(s, t; x, v))]
− 2
[
3∑
=2
∂E0
∂x
(
X2(s, t; x, v), X3(s, t; x, v)
)
V(s, t; x, v)
]
X1(s, t; x, v).
The assumptions in Lemma 5 allow to estimate X1, V1 as:
(
V1(s, t; x, v)
)2 + X1(s, t; x, v) Cβ(s, t).
On the other hand, the Hölder regularity for E yields:
∣∣E(X(s, t; x, v), s)− E0(X2(s, t; x, v), X3(s, t; x, v))∣∣ C(X1)1/2
whence: ∣∣∣∣∂β(s, t)∂s
∣∣∣∣ Cβ(s, t)
and by integrating this inequality the lemma follows. The reason because this idea cannot be used for
Dirichlet boundary conditions is due to the diﬃculty of deriving uniform estimates for E1,t(t,0, x2, x3).
It turns out then to be more convenient to use the alternative deﬁnition of β(s, t) in (2.29).
We have obtained the representation formula (2.10) for the potential φ with Dirichlet boundary
conditions. We will use also repeatedly the representation formula for the solution of the Pois-
son equation with Neumann boundary data that we recall here for an easy reference. (See for
instance [14].)
Lemma 6. Suppose that h ∈ L∞(R2)∩ L1(R2),ρ ∈ L∞(R3+)∩ L1(R3+). Then, there is a unique solution, up to
addition of an arbitrary constant:
φ = ρ, x ∈R3+,
∂x1φ = −h(x2, x3), x ∈ ∂R3+ =R2,
φ = O (1) as |x| → ∞, x ∈R3+.
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∇φ(x) = 1
4π
∫
R
3+
[
x− y
|x− y|3 +
x− y∗
|x− y∗|3
]
ρ(y)dy − 1
2π
∫
R2
x− y
|x− y|3 h(y)dy, x ∈R
3+. (2.33)
2.4. Estimating the rate of approach of the support of ∇ f to the singular set
Using Velocity Lemmas 4 and 5 it is possible to show that the characteristic curves starting their
motion at a positive distance from the singular set, remain during their evolution to a distance of the
same order of magnitude for times of order one. We use the notation in [6].
Along the generalized characteristics, we deﬁne the following back-time cycles.
Deﬁnition 1 (Back-time cycles). (See [6].) Given a C1-ﬁeld E , we will denote as a “back-time l-cycle
connecting (t, x, v) and (0, x0, v0)” the trajectories (X(s, t; x, v), V (s, t; x, v)) solving Eqs. (2.1), (2.2)
in R3+ ×R3 ×R+ which connect
(t, x, v) = (tl, xl, vl) with (tl−1, xl−1, vl−1),(
tl−1, xl−1,
(
vl−1
)∗)
with
(
tl−2, xl−2, vl−2
)
, . . . ,(
ti, xi,
(
vi
)∗)
with
(
ti−1, xi−1, vi−1
)
, . . . ,(
t1, x1,
(
v1
)∗)
with
(
0, x0, v0
)
,
where ti > ti−1, xi ∈ ∂R3+ for 1 i  l − 1, vi1 = vi · nx  0, 1 i  l.
Lemma 7. Assume that E ∈ C1 and E1(t,0, x2, x3) = E0(x2, x3) < 0. Let (ti, xi, vi)0il be the back-time
cycle of (t, x, v). Suppose that the assumptions in either Lemma 4 or Lemma 5 are satisﬁed. Then there exist
constants C1 and C2 > 0 such that
C1
(
x1 + v21
)

(
vi1
)2  C2(x01 + (v01)2), C1(x01 + (v01)2) (vi1)2  C2(x1 + v21),
where C1 and C2 are independent of the number of bounces and depend on sup0τT ‖E‖C0,1/2(R3+)(τ ),‖E0‖C1 , and the bound for |X(τ )| + |V (τ )| on the cycle.
2.5. Linear problem
As a ﬁrst step, arguing as in [6,9], we begin by proving existence of classical solutions for the linear
system of (1.1)–(1.4) with the electric ﬁeld E(t, x) given. We consider the following linear problem
with the purely specular reﬂection at the boundary:
ft + v · ∇x f + E · ∇v f = 0,
f (t,0, x2, x3, v) = f
(
t,0, x2, x3, v
∗),
f |t=0 = f0. (2.34)
We will need the following auxiliary results:
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support of the function ρ ∈ C1([0, T ]×R3+) is contained in [0, T ]×(BL(0)∩R3+) and it satisﬁes (2.8) for some
function j ∈ (C1([0, T ]×R3+))3 with its support contained in: [0, T ]×(BL(0)∩R3+). Let f0 ∈ C1,μ0 (R3+×R3),
f0  0 for someμ > 0 and satisfy (1.8), (1.9), and (1.10). Then there exists a unique C1,λ solution f of the linear
Vlasov–Poisson system (2.34), for some 0 < λ < μ, where λ depends on δ0 , ‖ j‖L∞([0,T ]×R3+) , ‖ρ‖L∞([0,T ]×R3+) ,‖ f0‖C1,μ .
Theorem 4. (See [6].) Assume that E ∈ Cμ([0, T ] × R3+) for some 0 < μ < 1 and E1(t,0, x2, x3) =
E0(x2, x3) < 0. Suppose that:
sup
0τT
‖∇xE‖Cμ(R3+)(τ ) < ∞. (2.35)
Let f0 ∈ C1,μ0 (R3+ ×R3), f0  0 for some μ > 0 and satisfy (1.8), (1.9), and (1.10). Then there exists a unique
C1,λ solution f of the linear Vlasov–Poisson system (2.34), for some 0 < λ < μ, where λ depends on δ0 ,
‖E‖C0,μ + sup0τT ‖∇xE‖Cμ(R3+)(τ ), ‖E0‖C1,μ , ‖ f0‖C1,μ .
Proofs of Theorems 3, 4. Theorem 4 has been proved in [6], and the proof of Theorem 3 is very
similar. Therefore, we just sketch it. We begin with the proof of Theorem 4. The key point is Lemma 7
that ensures that the function f deﬁned by means of:
f (t, x, v) = f0
(
X(0, t; x, v), V (0, t; x, v)) (2.36)
remains constant in a neighborhood of the singular set and therefore ∇ f vanishes in a neigh-
borhood of the singular set. On the other hand, condition (2.35) ensures that the evolution of
the characteristic equations (2.1), (2.2) is uniquely deﬁned and it deﬁnes a C1,μ transformation
(x, v) → (X(0, t; x, v), V (0, t; x, v)) as long as there is no bounces. Moreover, since the trajectories
where f is nonconstant remain at a bounded distance of the singular set, it follows that the number
of bounces of the trajectories at ∂R3+ is bounded for any ﬁnite time interval 0 s t  T . Using this
fact, as well as the compatibility conditions (1.8), (1.9) it follows that the transformation (2.36) de-
ﬁnes a C1,λ(x,v) solution of (2.34) for some 0 < λ < μ. In the case of Theorem 3 the argument is similar.
Notice that Lemma 7 still holds under the conditions of Theorem 3. On the other hand, the regularity
condition (2.35) follows from classical regularity theory for the Poisson equation with L∞ sources and
homogeneous Dirichlet boundary conditions. 
3. An iterative procedure
The proofs of Theorems 1, 2 are rather similar. We will describe both of them simultaneously and
we will explain the differences whenever they appear.
The basic idea for proving these theorems is to deﬁne iteratively a sequence of functions { f n} that
eventually will converge as n → ∞ to a solution of (1.1)–(1.4) with the additional boundary condition
(1.5) or (1.6). We set
f0(t, x, v) = f0(x, v) (3.1)
and deﬁne f n for n 1 as the solution of:
f nt + v · ∇x f n + ∇xφn−1 · ∇v f n = 0, x ∈R3+, v ∈R3, t > 0, (3.2)
φn−1 = ρn−1 ≡
∫
R
3
f n−1 dv, x ∈R3+, t > 0, (3.3)
+
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where, in the case of Dirichlet boundary condition (1.5), we will assume that:
φn−1 = 0, x ∈ ∂R3+, t > 0 (3.5)
and in the case of Neumann boundary condition (1.6):
∂x1φ
n−1 = −h(x2, x3), x ∈ ∂R3+, t > 0. (3.6)
We will use the notation:
En = ∇φn.
Using Theorem 4 we can derive the following result:
Proposition 1. Let f0 ∈ C1,μ0 (R3+ ×R3), f0  0 for some 0 < μ < 1. Suppose h ∈ C1,μ(R2)∩ L1(R2), h > 0.
The sequences of functions f n given by means of either (3.2)–(3.4), (3.5) or (3.2)–(3.4), (3.6) are globally
deﬁned for each x ∈ R3+, v ∈ R3 and 0  t < ∞. Moreover f n ∈ C1,λn0 (R+ × R3+ × R3) for a sequence of
numbers 0 < λn < μ and ‖ f n‖∞ = ‖ f0‖∞,
∫
ρn(t, x)dx =
∫
f0(x, v)dxdv.
Proof. The argument is similar for Dirichlet and Neumann boundary conditions. We argue by induc-
tion. If n = 1 we use the fact that |∇φ0| is bounded to obtain that f 1 is supported in the region
where |v| C(1+ t). Then, ρ1 is bounded by C(1+ t)3. Therefore ‖∇(E1)‖Cλ1 (R3+)  C(1+ t)3. We can
then apply Theorem 4 to prove that f 2 is well deﬁned in some space C1,λ20 for 0 t < ∞. Moreover,
the support of f 2 would be contained in the region |v| C(1+ t)4. Iterating the argument we obtain
that the sequence f n is deﬁned as indicated. Finally, using the fact that f n just propagates along the
characteristics we obtain the conservation of ‖ f n‖∞ . The conservation of the total mass just follows
by integrating Eq. (3.2) with respect to the variables x, v whence the theorem follows. 
As a next step we derive suitable energy estimates for the iterated functions f n . We introduce the
following convenient notation:
Q n(t) = sup{|v|: (x, v) ∈ supp f n(s, ·), 0 s t}. (3.7)
In order to prove the desired global existence result we will obtain a sequence of auxiliary results.
Proposition 2. Suppose that for some T  0 there exist K > 0 and n0  0 such that for any n  n0 and
0  t  T we have Q n(t)  K . Then, there exists ε0 = ε0(K ,‖ f0‖∞) > 0 such that for 0  t  T + ε0 and
n n0 the following estimate holds:
Q n(t) 2K .
Proof. Notice that:
∣∣ρn∣∣= ∣∣∣∣
∫
f n dv
∣∣∣∣ ‖ f0‖∞(Q n(t))3. (3.8)
Using the representation formula for the solutions of the Poisson equation in the half space with
Dirichlet boundary conditions we obtain the estimate:
∣∣∇φn∣∣ C[‖ f0‖∞(Q n(t))3 +
∫
ρn dx
]
.
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sources. Using Lemma 6 we arrive at:
∣∣∇φn∣∣ C[‖ f0‖∞(Q n(t))3 +
∫
ρn dx+ ‖h‖C1,μ +
∫
hdx2 dx3
]
.
On the other hand, using (2.2) and (3.7) we obtain the following inequality for t  T :
Q n+1(t) Q n(T ) + C‖ f0‖∞
t∫
T
(
Q n(s)
)3
ds + C(t − T )
where C > 0 is just a numerical constant independent of n and Q n . Using the assumption on Q n we
obtain:
Q n+1(t) K + C‖ f0‖∞
t∫
T
(
Q n(s)
)3
ds + C(t − T ), t  T .
Deﬁning Rn(t) = max{Q (t): n0   n}, we obtain:
Rn+1(t) K + C‖ f0‖∞
t∫
T
(
Rn+1(s)
)3
ds + C(t − T ), t  T .
Let us select ε0 = KC[8‖ f0‖∞K 3+1] . It then follows, using a Gronwall type of argument that:
Q n(t) 2K , n n0, 0 t  T + ε0. 
We will also use the following basic convergence result:
Proposition 3. Suppose that Q n(t)  K for n  n0,0  t  T . Then, f n → f in C1,λ([0, T ] × R3+ × R) as
n → ∞, with f a solution of (1.1)–(1.4) with an exponent λ depending on T .
In the proof of this proposition we will use the following auxiliary result:
Lemma 8. Suppose that Q n(t) K for n n0,0 t  T . Then:∥∥ f n(t)∥∥C1,λ([0,T ]×R3+×R3) + ∥∥ f n(t)∥∥W 1,∞([0,T ]×R3+×R3)  C(T ) (3.9)
for some λ ∈ (0,μ), where C(T ) depends only on K , ‖ f0‖C1,μ(R3+×R3) , T .
Proof. The ﬁrst step in the argument is to prove the gradient estimate for f n . This can be made using
the fact that the density ρn can be estimated in L∞ in terms only of Q n(t) and the initial data, and
therefore uniformly in n. Splitting the domain of integration in the formula for En as in [6] it follows
that:
∣∣En(t, x) − En(t, y)∣∣ C(T )|x− y|∣∣log(|x− y|)∣∣, |x− y| 1 (3.10)
2
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bounded in the Hölder spaces Cλ for 0 < λ < 1. Integrating by characteristics and using Lemma 7,
it follows that the norms ‖ f n‖L∞([0,T ],Cλ(Ω)) are uniformly bounded too, therefore the norms ‖ρn‖Cλ
can be estimated similarly, and using regularity theory for the Poisson equation we obtain estimates
for ‖∇En‖Cλ that imply in turn the estimate:
‖ f n‖L∞([0,T ];C1,λ(R3+×R3))  C(T ).
Indeed, the regularity in space and velocity can be obtained by arguing as in [6, Lemma 4.2]. In order
to obtain the time derivatives we argue as follows. The Vlasov equation itself ft + v ·∇x f + E ·∇v f = 0
as well as the estimates derived for En and f n imply that:
∣∣ f nt ∣∣ C(T ).
Therefore:
∣∣ρnt ∣∣ C(T )
and using regularity theory for the Poisson equation:
∣∣Ent ∣∣ C(T ). (3.11)
We can now use this estimate to derive additional regularity estimates for ft . To this end, we consider
the characteristic curves (X(s, t; x, v), V (s, t, x, v)) satisfying:
dX
ds
= V ,
dV
ds
= En(s, X),
X(t, t; x, v) = x, V (t, t, x, v) = v. (3.12)
Here we mean (Xn, V n) for (X, V ) since they depend on n but we drop the superscript n for nota-
tional convenience. Suppose ﬁrst that the characteristic curve does not bounce. Then:
f0
(
X(0, t; x, v), V (0, t, x, v))= f (t, x, v).
We then need to estimate ∂ X
∂t ,
∂V
∂t . To this end we differentiate the characteristic equations (3.12):
d
ds
(
∂ X
∂t
)
= ∂V
∂t
,
d
ds
(
∂V
∂t
)
= ∂xEn(s, X) ∂ X
∂t
,
∂ X
∂s
+ ∂ X
∂t
= 0, ∂V
∂s
+ ∂V
∂t
= 0 at s = t.
On the other hand the estimates derived for f n (C1,λ in the (x, v) variables) imply that En is bounded
in C2,λx . In particular, the second derivatives of E
n with respect to x are bounded. We can then take
an additional derivative of the equation above:
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ds
(
∂2X
∂t2
)
= ∂
2V
∂t2
,
d
ds
(
∂2V
∂t2
)
= ∂xxEn(s, X)
(
∂ X
∂t
)2
+ ∂xEn(s, X) ∂
2X
∂t2
with the initial conditions:
∂2X
∂s2
+ 2 ∂
2X
∂s∂t
+ ∂
2X
∂t2
= 0, ∂
2V
∂s2
+ 2 ∂
2V
∂s∂t
+ ∂
2V
∂t2
= 0 at s = t.
It then follows that we can estimate the terms ∂
2 X
∂s2
, ∂
2 X
∂s∂t ,
∂2V
∂s2
, ∂
2V
∂s∂t using at most ∂xxE
n(s, X),
∂s En(s, X). Notice that this last derivative is bounded due to (3.11). Then we have that ∂
2 X
∂t2
, ∂
2V
∂t2
are
bounded at s = t . Therefore, using a Gronwall’s Lemma we obtain that ∂2 X
∂t2
, ∂
2V
∂t2
are also bounded at
s = 0, whence ftt(t, x, v) is bounded.
Let us examine now the case when there are bounces. We ﬁrst remark that, under our assump-
tions, the number of bounces of the characteristics at ∂R3+ can be estimated uniformly. Indeed, due
to Lemma 7 we have |vi1| ε0 > 0 for 0 t  T and some ε0 depending on K . Therefore, since |v1|
must change at least by an amount of order
√
ε0 between bounces, and due to the boundedness of
En by CK it follows that the time between two bounces can be estimated uniformly from below by a
positive quantity, whence the number of bounces in the interval 0 t  T is uniformly bounded.
Let us consider just the ﬁrst bounce. We have a function s(t, x, v) such that X(s(t, x, v), t; x, v) ∈
∂R3+ . We can estimate the regularity of the function
Φ(t, x, v) ≡ (X(s(t, x, v); t, x, v), V (s(t, x, v); t, x, v))
with respect to t . We can compute ∂
2 X
∂t2
, ∂
2V
∂t2
exactly as before. We need to deal with ∂
2 X
∂t∂s ,
∂2V
∂t∂s ,
∂2 X
∂s2
,
∂2V
∂s2
, ∂s
∂t ,
∂2s
∂t2
. The existence of these derivatives is a consequence of the Implicit Function Theorem
as well as the fact that at the bounces |vi1|  ε0 > 0 due to Lemma 7. The derivatives ∂
2 X
∂t∂s ,
∂2V
∂t∂s ,
∂2 X
∂s2
, ∂
2V
∂s2
can be estimated with the worse terms being ∂xxEn(X, s) and ∂s En(X, s). Therefore all these
derivatives are bounded. In order to treat ∂s
∂t ,
∂2s
∂t2
we use the equation that deﬁnes s. We write X =
(X1, X2, X3). Then:
X1
(
s(t, x, v); t, x, v)= 0
whence:
∂s X1
(
s(t, x, v); t, x, v)∂s
∂t
+ ∂t X1
(
s(t, x, v); t, x, v)= 0,
∂s X1
(
s(t, x, v); t, x, v)∂2s
∂t2
+ ∂ss X1
(
s(t, x, v); t, x, v)(∂s
∂t
)2
+ 2∂st X1
(
s(t, x, v); t, x, v)∂s
∂t
+ ∂tt X1
(
s(t, x, v); t, x, v)= 0.
Notice that the ﬂatness assumption for f0 near the singular set (cf. (1.10)), as well as the Velocity
Lemma imply that |∂s X1(s(t, x, v); t, x, v)| = |V1(s(t, x, v); t, x, v)| ε0(T ) > 0. Then:∣∣∣∣∂s∂t
∣∣∣∣ C(T ).
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2 X
∂s2
, ∂
2 X
∂t∂s ,
∂2 X
∂t2
it follows that:
∣∣∣∣∂2s∂t2
∣∣∣∣ C(T ).
We can now iterate the argument, starting at points (x, v) ∈ ∂R3+ in order to estimate the derivatives
in the following iterations. The key idea is that the regularity at s = 0 can be propagated to time s = t .
Since the number of bounces is ﬁnite, it then follows that the functions X(0, t; x, v), V (0, t, x, v) are
the composition of a ﬁnite number of functions with two derivatives bounded in time, whence, since
by assumption f0 ∈ C1,μ(R3+ ×R3) we obtain the following:∥∥ f n∥∥C1,μ([0,T ];C1,λ(R3+×R3))  C(T )
or, for λ ∈ (0,1):
∥∥ f n∥∥C1,λ([0,T ]×R3+×R3)  C(T )
and the lemma follows. 
Proof of Proposition 3. We recall that the sequence f n has been deﬁned by the iteration (3.1), (3.2)–
(3.4).
We claim that the sequence is a Cauchy sequence in L1. To prove the claim, let f n+1 and f n be
consecutive elements of the sequence { f n}:
f n+1t + v · ∇x f n+1 + ∇xφn · ∇v f n+1 = 0, (3.13)
f nt + v · ∇x f n + ∇xφn−1 · ∇v f n = 0. (3.14)
Subtracting (3.14) from (3.13) yields
(
f n+1 − f n)t + v · ∇x( f n+1 − f n)+ ∇xφn · ∇v( f n+1 − f n)
= (∇xφn−1 − ∇xφn) · ∇v f n. (3.15)
Integrating (3.15) along the trajectory (X(s), V (s)) with X(t) = x and V (t) = v we get:
(
f n+1 − f n)(x, v, t) = ( f n+1∣∣t=0 − f n∣∣t=0)(X(0), V (0))
+
t∫
0
(∇xφn−1 − ∇xφn)(s, X(s)) · ∇v f n(s, X(s), V (s))ds
=
t∫
0
(∇xφn−1 − ∇xφn)(s, X(s)) · ∇v f n(s, X(s), V (s))ds (3.16)
where:
dX = V , dV = ∇xφn
(
s, X(s)
)
.ds ds
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∣∣(∇xφn−1 − ∇xφn)(s, x)∣∣ C
∫
R
3+
|ρn(s, y) − ρn−1(s, y)|
|x− y|2 dy.
Integrating (3.16) over the phase space (x, v) we obtain, applying Fubini’s Theorem:
∥∥ f n+1(t) − f n(t)∥∥L1(R3+×R3)

t∫
0
∫∫
R
3+×R3
∣∣(∇xφn−1 − ∇xφn)(s, X(s))∣∣∣∣∇v f n(s, X(s), V (s))∣∣dv dxds
 C
t∫
0
∫
R
3+
Kn(s, y)
∣∣ρn(s, y) − ρn−1(s, y)∣∣dy ds,
where:
Kn(s, y) ≡
∫∫
R
3+×R3
1
|X(s) − y|2
∣∣∇v f n(s, X(s), V (s))∣∣dX(s)dV (s)
=
∫∫
R
3+×R3
1
|x− y|2
∣∣∇v f n(s, x, v)∣∣dxdv.
In the last identity we used the Liouville principle dxdv = dX(s)dV (s) for the half space. We now
estimate Kn(x, t) as follows:
Kn(t, x) =
∫
|y−x|r
‖∇v f n(t, y, ·)‖L1v
|x− y|2 dy +
∫
|y−x|r
‖∇v f n(t, y, ·)‖L1v
|x− y|2 dy
 Cr
∥∥∇v f n(t)∥∥L∞x (L1v ) + ‖∇v f
n(t)‖L1x (L1v )
r2
.
We choose r to optimize the right-hand side of the above inequality, namely:
r
∥∥∇v f n(y, t)∥∥L∞x (L1v ) = ‖∇v f
n(y, t)‖L1x (L1v )
r2
.
Thus we have
Kn(t, x) C
∥∥∇v f n(t, y)∥∥2/3L∞x (L1v )∥∥∇v f n(t, y)∥∥1/3L1x (L1v ).
Since f n is bounded in W 1,∞ and the supports are bounded uniformly in n (due to the global bound
on Q n(t), for 0 t  T ) it is easy to see that ‖∇v f n(t, y)‖L1x (L1v ) and ‖∇v f n(t, y)‖L∞x (L1v ) are uniformly
bounded in n and hence Kn(t, x) is uniformly bounded.
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∥∥ f n+1(t) − f n(t)∥∥L1  C(T )
t∫
0
∥∥ f n(s) − f n−1(s)∥∥L1 ds (3.17)
where C = C(T ) depends only on T , Q (T ), and the initial data. Notice that (3.17) implies by iteration
that: ∥∥ f n+1(t) − f n(t)∥∥L1  C1θn (3.18)
for some θ < 1, and 0 t  ε0, if ε0 is suﬃciently small depending only on T . Then (3.17) implies:
∥∥ f n+1(t) − f n(t)∥∥L1  C(T )C1θn + C(T )
t∫
ε0
∥∥ f n(s) − f n−1(s)∥∥L1 ds.
Therefore we obtain that (3.18) is valid for t ∈ [ε0,2ε0] changing C1 if needed. Iterating the argu-
ment, it then follows that { f n} is a Cauchy sequence in the space L∞([0, T ], L1(R3+ ×R3)).
Once we know that f n is a Cauchy sequence in L1(R3+ × R3), we can show the convergence in
C1,λ([0, T ]×R3+ ×R3) for any 0 < λ < μ arguing as follows. Using (3.9) and interpolating between L1
and W 1,∞ we obtain that f n is Cauchy in W α,p for any p > 1 and any α ∈ [0,1) (cf. [1, Chapter 7]).
Using Sobolev’s embeddings we can obtain that f n is a Cauchy sequence in Cγ ([0, T ] × R3+ × R3)
for any γ ∈ (0,1) (cf. [1]). Interpolating then in Schauder spaces between C1,λ and Cγ we obtain the
desired convergence and Proposition 3 follows. 
The following energy estimate is standard, and we just state it for readers’ convenience:
Proposition 4. Suppose that f is a solution of (1.1)–(1.4) on the time interval t ∈ [0, T ] with φ satisfying (1.7)
and either (1.5) or (1.6). Then:
d
dt
( ∫
R
3+×R3
v2 f dxdv +
∫
R
3+×R3
(E)2 dx
)
= 0. (3.19)
Proof. It is similar to the proof of the analogous result in the whole space (see [4, p. 120]). The
only difference is that we need to take into account the contribution of some boundary terms. More
precisely, using (1.1) we obtain, after some integration by parts:
d
dt
( ∫
R
3+×R3
v2 f dxdv
)
= −2
∫
R
3+×R3
φv fx dxdv + 2
∫
∂R3+×R3
∂φ
∂nx
v f dx2 dx3 dv, (3.20)
d
dt
( ∫
R
3+×R3
E2 dxdv
)
= 2
∫
R
3+×R3
φv fx dxdv + 2
∫
∂R3+
φ
(
∂φ
∂nx
)
t
dx2 dx3. (3.21)
The boundary term in (3.20) vanishes, since
∫
∂R3+×R3+ v f dv = 0, due to the specular boundary
condition (1.4). On the other hand, the last term in (3.21) vanishes due to the fact that ∂φ
∂nx
= h is
independent of t for Neumann boundary conditions and that φ vanishes at the boundary in the case
of Dirichlet boundary conditions. Adding (3.20), (3.21) we obtain (3.19). 
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In this section we adapt Pfaffelmoser argument (cf. [16,18]) to the problem with bounces. The
main content of the result is a uniform estimate for Q (t) as long as f is deﬁned.
By analogy with (3.7) we deﬁne:
Q (t) ≡ sup{|v| ∣∣ (x, v) ∈ supp f (s), 0 s t}. (4.1)
Arguing as in the derivation of (3.8) we obtain the following estimate:
‖ρ‖∞  ‖ f ‖∞Q (t)3 (4.2)
where ρ is in (1.2).
The main result of this section, that we will prove using Pfaffelmoser method, reads:
Theorem 5. Let f0 ∈ C1,μ(R3+ × R3) with 0 < μ < 1. Suppose that f ∈ C1,λ([0, T ] × R3+ × R3) is a so-
lution of (1.1)–(1.4) with λ ∈ (0,1),0 < T < ∞. There exists H(T ) < ∞ depending only on T , Q (0) and
‖ f0‖C1,μ(R3+×R3) such that:
Q (t) H(T ), 0 t  T . (4.3)
4.1. A-priori bounds
The following classical a-priori estimates will be used to obtain a global bound for Q (t) in the
next subsection:
Lemma 9. Suppose that f solves (1.1)–(1.4) for t ∈ [0, T ]. Then:∫
v2 f (t, x, v)dv dx C(T ), (4.4)
∥∥ρ(t)∥∥5/3  C(T ), (4.5)∥∥ f (t)∥∥p = ‖ f0‖p for all 1 p ∞. (4.6)
Proof. The ﬁrst one is a consequence of (3.19). The last one follows by multiplying (1.1) by ( f )n−1,
and by integrating by parts using the specular boundary conditions. Finally (4.5) can be obtained with
minor adaptations of the ideas used in the proof of a similar estimate in the whole space (cf. [4]). 
4.2. Bounds for Q (t)
Suppose that ( Xˆ(s), Vˆ (s)) is any ﬁxed characteristic curve such that:(
Xˆ(0), Vˆ (0)
) ∈ supp f0.
Our aim is to estimate the variation of Vˆ (s) along such a curve. Since ( Xˆ(s), Vˆ (s)) satisﬁes (2.1),
(2.2) this is equivalent to estimating the following:
t∫
t−
ds
∫
R
3+
∣∣E(s, Xˆ(s))∣∣ 2
t∫
t−
ds
∫
R
3+×R3
f (s, y,w)
|y − Xˆ(s)|2 dy dw + C
(‖h‖L1 + ‖h‖L∞)
= 2
t∫
t−
ds
∫
R
3 ×R3
f (t, x, v)
|X(s) − Xˆ(s)|2 dxdv + C
(‖h‖L1 + ‖h‖L∞) (4.7)+
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following change of variables:
(
X(s), V (s)
)= (y,w) → (x, v) = (X(t), V (t)).
We also note the measure preserving property (dy dw = dxdv) that is due to the fact that the
evolution of the characteristics is Hamiltonian away from the boundary and that the measure dxdv is
also preserved by reﬂection on the boundary.
We choose  satisfying
Q 4/3 = c0P (4.8)
where c0 is small, but a ﬁxed number (independent of Q ), where P will be determined later. We
now adapt the ideas of Pfaffelmoser (cf. [16]) deﬁning three sets that are modiﬁcations of the ones
introduced in [16] in order to take into account the bounces at the boundary. Following the standard
notation [18] we will name them as the good, the bad and the ugly.
G ≡ {(s, y,w) ∈ [t − , t] ×R3+ ×R3: |w| P or ∣∣w − Vˆ (t)∣∣ P or ∣∣w − Vˆ ∗(t)∣∣ P},
B ≡ {(s, y,w) ∈ [t − , t] ×R3+ ×R3: ∣∣y − Xˆ(s)∣∣ ε0, |w| P ,∣∣w − Vˆ (t)∣∣ P , ∣∣w − Vˆ ∗(t)∣∣ P},
U ≡ {(s, y,w) ∈ [t − , t] ×R3+ ×R3: ∣∣y − Xˆ(s)∣∣ ε0, |w| P ,∣∣w − Vˆ (t)∣∣ P , ∣∣w − Vˆ ∗(t)∣∣ P}
where
ε0 ≡ R|v|2
1
|v − Vˆ (t)| (4.9)
if the characteristic curve Xˆ(s) does not intersect ∂R3+ on the interval s ∈ [t − , t], and
ε0 ≡ R|v|2
(
1
|v − Vˆ (t)| +
1
|v − Vˆ ∗(t)|
)
. (4.10)
The parameter R will be made precise later. The main difference between the deﬁnition of the sets
G, B,U in the whole space problem (cf. [18]) and the ones above is the fact that we include also in
the deﬁnitions the reﬂected part of the trajectory after bouncing.
We now give the following lemma which measures the difference of velocities along characteristics
due to the possible reﬂections and the changes in the ﬁeld. We can derive a rough estimate for the
right-hand side of (4.7):
Lemma 10. Under the assumptions in Theorem 5 we have the following estimate:
t∫
t−
∣∣E(X(s), s)∣∣ds C[(Q (t))4/3 + 1],  t  T . (4.11)
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consequence of Neumann boundary condition, i.e., E = h at the boundary (cf. (2.33)). 
The following lemma states that for s ∈ [t − , t] the value of the velocity along characteristics is
always close enough to either V (t) or to its reﬂection.
Lemma 11. Let (X(s), V (s)) be a characteristic curve and let Q be as in (4.1). Then we have
min
{∣∣V (s) − V (t)∣∣, ∣∣V (s) − V ∗(t)∣∣} C(Q (t))4/3, s ∈ [t − , t].
Proof. Let (ti)1il be the bouncing times from s = tl+1 < tl < · · · < t1 < t0 = t . Let R be the reﬂec-
tion operator with respect to ∂R3+ = {x1 = 0}, i.e.,
R(V ) = V ∗ = (−V1, V2, V3) for any V = (V1, V2, V3) ∈R3.
Then we have
V (s) = Rl(V (t))+ l∑
i=0
ti∫
ti+1
Rl−i(E)(X(τ ), τ )dτ .
If l is an even integer, then we get
∣∣V (s) − V (t)∣∣ l∑
i=0
ti∫
ti+1
∣∣Rl−i(E)(X(τ ), τ )∣∣dτ

l∑
i=0
ti∫
ti+1
∣∣E(X(τ ), τ )∣∣dτ

(
Q (t)
)4/3
.
If l is an odd integer, then we have
∣∣V (s) − V ∗(t)∣∣(Q (t))4/3.
Thus we deduce the lemma. 
The following lemma states that in the sets B and U the value of the velocities is always compa-
rable to |v|.
Lemma 12. In the sets B and U , we have
|w|
2
 |v| 2|w|,
|w − Vˆ (t)|
2
+ |w − Vˆ
∗(t)|
2

∣∣v − Vˆ (t)∣∣+ ∣∣v − Vˆ ∗(t)∣∣ 2∣∣w − Vˆ (t)∣∣+ 2∣∣w − Vˆ ∗(t)∣∣.
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have either |w − v| CQ 4/3 or |w − v∗| CQ 4/3. If |w − v| CQ 4/3, we have
∣∣w − Vˆ (t)∣∣− |v − w| ∣∣v − Vˆ (t)∣∣ ∣∣w − Vˆ (t)∣∣+ |v − w|,∣∣w − Vˆ ∗(t)∣∣− |v − w| ∣∣v − Vˆ ∗(t)∣∣ ∣∣w − Vˆ ∗(t)∣∣+ |v − w|.
Since, for small c0,
C Q 4/3 P
4
 |w − Vˆ (t)|
4
,
C Q 4/3 P
4
 |w − Vˆ
∗(t)|
4
,
this yields
|w − Vˆ (t)|
2

∣∣v − Vˆ (t)∣∣ 2∣∣w − Vˆ (t)∣∣,
|w − Vˆ ∗(t)|
2

∣∣v − Vˆ ∗(t)∣∣ 2∣∣w − Vˆ ∗(t)∣∣.
If |w − v∗| CQ 4/3, we similarly obtain
|w − Vˆ ∗(t)|
2

∣∣v − Vˆ (t)∣∣ 2∣∣w − Vˆ ∗(t)∣∣,
|w − Vˆ (t)|
2

∣∣v − Vˆ ∗(t)∣∣ 2∣∣w − Vˆ (t)∣∣.
Therefore, we deduce the lemma. 
We denote X|| = (X2, X3), X⊥ = X1 and V || = (V2, V3), V⊥ = V1. The following result will play a
key role. It establishes that characteristics bouncing repeatedly in the time interval [t − , t] should
have a small value of the normal component V⊥ .
Lemma 13. If a trajectory (X, V ) has more than one bounce in the interval [t − , t], then we have, for all
s ∈ [t − , t],
∣∣V⊥(s)∣∣ C Q 4/3(t).
Proof. If a trajectory (X, V ) has more than one bounce, then we have V⊥(s˜) = 0, for some s˜ ∈ [t −
, t]. Since (4.11) implies:
∣∣∣∣d|V⊥|ds
∣∣∣∣ C Q 4/3(t), (4.12)
the lemma follows. 
The following is a result that will be crucial in the proof of the Separation Property (Lemma 15).
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∣∣X⊥(s0) − Xˆ⊥(s0)∣∣= min
s∈[t−,t]
∣∣X⊥(s) − Xˆ⊥(s)∣∣
with s0 ∈ (t − , t). Then either both X⊥(s0) > 0, Xˆ⊥(s0) > 0 or both X⊥(s0) = Xˆ⊥(s0) = 0.
Proof. We prove the lemma by contradiction. Suppose X⊥(s0) > 0 and Xˆ⊥(s0) = 0. The case Xˆ⊥(s0) >
0 and X⊥(s0) = 0 would be studied in a symmetric way. Notice that the function λ(s) = |X⊥(s) −
Xˆ⊥(s)|2 is differentiable in the interval (t − , t) except at a ﬁnite set of points. Therefore, at the
point s = s0 where the minimum of λ is achieved we have:
dλ
ds
(s0−) =
(
d
ds
|X⊥ − Xˆ⊥|2
)
(s0−) 0
where from now on f (s0−) = lims→s0, s<s0 f (s), f (s0+) = lims→s0, s>s0 f (s). We then have:
X⊥(s0)
(
V⊥(s0−) − Vˆ⊥(s0−)
)
 0,
which implies
V⊥(s0−) Vˆ⊥(s0−) < 0. (4.13)
The fact that Vˆ⊥(s0−) = 0 is a consequence of Lemma 7.
Notice that, since Xˆ⊥(s0) = 0 there is a reﬂection of Vˆ⊥ at s = s0. On the other hand, since
X⊥(s0) > 0, V⊥ is continuous at s = s0. Therefore:
V⊥(s0+) = V⊥(s0−), Vˆ⊥(s0+) = −Vˆ⊥(s0−).
Thus we have
∣∣X⊥(s) − Xˆ⊥(s)∣∣= X⊥(s) − Xˆ⊥(s)
= X⊥(s0) +
(
V⊥(s0−) + Vˆ⊥(s0−)
)
(s − s0) + o(s − s0)
as s → s0, s > s0. Due to (4.13), we have |X⊥(s) − Xˆ⊥(s)| < X⊥(s0) = |X⊥(s0) − Xˆ⊥(s0)| for s − s0 > 0
suﬃciently small, but this contradicts the fact that |X⊥(s) − Xˆ⊥(s)| reaches its minimum at s = s0.
Therefore the result follows. 
We show the following crucial separation property. The result is essentially similar to an analogous
result in [18]. However, its proof requires to take into account in a careful manner the bounces at the
boundary ∂R3+ .
Lemma 15 (Separation Property). In the ugly set U , there exist s0, s1 ∈ [t − , t] such that the following
separation property holds:
∣∣X(s) − Xˆ(s)∣∣ C(ε0 +min{∣∣V (t) − Vˆ (t)∣∣|s − s0|, ∣∣V (t) − Vˆ ∗(t)∣∣|s − s1|}), (4.14)
for s ∈ [t − , t], where C is a universal constant, where ε0 is the number that appears in the deﬁnition of the
sets B and U (cf. (4.9), (4.10)).
Proof. We separate into two cases:
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[t − , t]. Let t −   t1 < t2  t be the two possible bouncing times with t1, t2 corresponding to
(X(s), V (s)), ( Xˆ(s), Vˆ (s)) respectively. We then split the time interval [t − , t] into a maximum of
three sub-intervals, namely [t − , t1] ∪ [t1, t2] ∪ [t2, t]. In the most general case, some of these in-
tervals could be empty. Let us describe the argument in the most general case, since for a smaller
number of reﬂections the argument required is just a minor simpliﬁcation of it. Pick s0 and s1 such
that
min
s∈[t−,t1]∪[t2,t]
∣∣(X − Xˆ)(s)∣∣= ∣∣(X − Xˆ)(s0)∣∣,
min
s∈[t1,t2]
∣∣(X − Xˆ)(s)∣∣= ∣∣(X − Xˆ)(s1)∣∣.
In the interval [t1, t2] there is no bounces along the trajectories. Then, we can argue exactly as in
the case without boundaries (cf. [4, pp. 128–129]) to show that:
∣∣X(s) − Xˆ(s)∣∣ C ∣∣V (t) − Vˆ ∗(t)∣∣|s − s1| for s ∈ [t1, t2].
On the other hand, the portion of the trajectories X(s), Xˆ(s) for s ∈ [t2, t] might be reﬂected with
respect to the plane x1 = 0. The trajectories obtained by means of these reﬂections together with the
original trajectories X(s), Xˆ(s) for s ∈ [t − , t1] yield portion of new trajectories without bounces,
and satisfying an equation of the form:
dX
ds
= V ,
dV
ds
= E˜
where
∫ t
t− |E˜(X(s), s)|ds C[(Q (t))4/3 +1]. We can argue then exactly as in the case of the whole
space (cf. [4]), to estimate the difference between the trajectories, and since the reﬂection with respect
to the plane x1 = 0 is an isometry, we ﬁnally obtain:∣∣X(s) − Xˆ(s)∣∣ C ∣∣V (t) − Vˆ (t)∣∣|s − s0| for s ∈ [t − , t1] ∪ [t2, t].
Case 2. At least one of the trajectories has more than one bounce in [t − , t]. Let ( Xˆ, Vˆ ) have more
than one bounce in [t − , t].
We ﬁrst consider the case
∣∣V ||(s) − Vˆ ||(s)∣∣ 1
2
∣∣V (s) − Vˆ (s)∣∣ for all s ∈ [t − , t], (4.15)
i.e., the tangential part of V − Vˆ dominates along the trajectory in the whole interval [t − , t]. Let
min
s∈[t−,t]
∣∣(X|| − Xˆ||)(s)∣∣= ∣∣(X|| − Xˆ||)(s0)∣∣. (4.16)
Note that the tangential part of the trajectory, X|| is C1. By integrating the tangential part of the
difference of (X, V ) and ( Xˆ, Vˆ ), we get
(
X|| − Xˆ||
)
(s) = (X|| − Xˆ||)(s0) + (V || − Vˆ ||)(s0)(s − s0) + O((Q (t))4/3)(s − s0). (4.17)
By Lemma 11 and (4.15), we have
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2
∣∣V (s0) − Vˆ (s0)∣∣ 1
2
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣}
+ O((Q (t))4/3). (4.18)
Since |(X|| − Xˆ||)(s)|2 is a C1 function it follows that at the point s0 ∈ [t − , t] where it reaches the
minimum we have:
(s − s0)
(
d
ds
∣∣(X|| − Xˆ||)∣∣2
)
(s0) 0, s ∈ [t − , t].
Notice that this inequality includes the cases in which the minimum of |(X|| − Xˆ||)(s)|2 is achieved
at the end points s0 = t − , t . It then follows that
(
X|| − Xˆ||
)
(s0) ·
(
V || − Vˆ ||
)
(s0)(s − s0) 0, s ∈ [t − , t]. (4.19)
Taking the scalar product of (4.17) by itself, using (4.19), (4.8) with c0 suﬃciently small, (4.18), and
the deﬁnition of U , we obtain:
∣∣(X|| − Xˆ||)(s)∣∣ 1
4
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣}|s − s0|.
Using the deﬁnition of the ugly set we have |(X|| − Xˆ||)(s)| ε0 and (4.14) follows.
We now consider the complementary case to (4.15). Then there exists s¯ ∈ [t − , t] such that
∣∣V⊥(s¯) − Vˆ⊥(s¯)∣∣ 1
2
∣∣V (s¯) − Vˆ (s¯)∣∣.
By (4.12), we have
∣∣∣∣V⊥(s)∣∣− ∣∣Vˆ⊥(s)∣∣∣∣ ∣∣∣∣V⊥(s¯)∣∣− ∣∣Vˆ⊥(s¯)∣∣∣∣− C Q 4/3(t).
On the other hand, note that∣∣∣∣V⊥(s)∣∣− ∣∣Vˆ⊥(s)∣∣∣∣= ∣∣V⊥(s) − sgn(V⊥(s))∣∣Vˆ⊥(s)∣∣∣∣.
Using Lemma 13, it follows that
∣∣V⊥(s) − sgn(V⊥(s))∣∣Vˆ⊥(s)∣∣∣∣= ∣∣V⊥(s) − Vˆ⊥(s) + Vˆ⊥(s) − sgn(V⊥(s))∣∣Vˆ⊥(s)∣∣∣∣

∣∣V⊥(s) − Vˆ⊥(s)∣∣+ 2∣∣Vˆ⊥(s)∣∣

∣∣V⊥(s) − Vˆ⊥(s)∣∣+ C Q 4/3(t).
Similarly, we get
∣∣V⊥(s¯) − sgn(V⊥(s¯))∣∣Vˆ⊥(s¯)∣∣∣∣= ∣∣V⊥(s¯) − Vˆ⊥(s¯) + Vˆ⊥(s¯) − sgn(V⊥(s¯))∣∣Vˆ⊥(s¯)∣∣∣∣

∣∣V⊥(s¯) − Vˆ⊥(s¯)∣∣− 2∣∣Vˆ⊥(s¯)∣∣

∣∣V⊥(s¯) − Vˆ⊥(s¯)∣∣− C Q 4/3(t).
Thus, we obtain, for all s ∈ [t − , t],
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 1
2
∣∣V (s¯) − Vˆ (s¯)∣∣− C Q 4/3(t)
 1
2
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣}− C Q 4/3(t)
 1
2
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣}− c0P
 1
4
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣} P
4
. (4.20)
Using Lemma 13, it follows, choosing c0 in (4.8) suﬃciently small, that:
∣∣V⊥(s)∣∣ P
8
(4.21)
for all s ∈ [t − , t]. Taking into account (4.11) it follows that V⊥(s) changes sign, by reﬂection, at
most once in the interval s ∈ [t − , t] if c0 is suﬃciently small. Combining Lemma 13, (4.20), and
(4.21) it follows that V⊥(s) − Vˆ⊥(s) changes sign at most once for s ∈ [t − , t]. Indeed, Vˆ⊥(s) is
small compared to |V⊥(s)| P8 in the interval [t − , t], and V⊥(s) changes sign only once at most.
Suppose that V⊥(s) changes sign at s = s0. Since X⊥(s) 0, it follows that sign(V⊥(s)) = sign(V⊥(s)−
Vˆ⊥(s)) = sign(s − s0), for s ∈ [t − , t].
X⊥(s) − Xˆ⊥(s) =
s∫
s0
[
V⊥(τ ) − Vˆ⊥(τ )
]
dτ .
Then, using (4.20), we have:
∣∣X⊥(s) − Xˆ⊥(s)∣∣ 1
4
min
{∣∣V (t) − Vˆ (t)∣∣, ∣∣V (t) − Vˆ ∗(t)∣∣}|s − s0|.
Since in the ugly set U , |X⊥(s) − Xˆ⊥(s)| ε0,we obtain (4.14). The proof is complete. 
Proof of Theorem 5. The key point in the proof is to estimate the right-hand side of (4.7). Let us
assume without loss of generality that Q  1, since otherwise the leading contribution would be C
in (4.7). In order to make this estimate we separate the contributions of the sets G, B and U .
t∫
t−
ds
∫
R
3+×R3
f (s, y,w)
|y − Xˆ(s)|2 dy dw =
∫
G
[. . .]dsdy dw +
∫
B
[. . .]dsdy dw +
∫
U
[. . .]dsdy dw.
In order to estimate the contribution of the good set we deﬁne:
ρG(y, s) ≡
∫
G
f (s, y,w)dw.
Standard estimates yield
‖ρG‖∞  C P3
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(4.11) we obtain: ∫
G
[. . .]dsdy dw P4/3. (4.22)
We now proceed to estimate the bad set. Notice that Lemma 12 implies
ε0 
8R
|w|2
(
1
|w − Vˆ (t)| +
1
|w − Vˆ ∗(t)|
)
.
Then, using the fact that in the set B , |y − Xˆ(s)| ε0, it follows that
∫
B
f (s, y,w)
|y − Xˆ(s)|2 dsdy dw  C
t∫
t−
ds
∫
|w|Q
ε0 dw
 C
t∫
t−
ds
∫
|w|Q
R
|w|2
(
1
|w − Vˆ (t)| +
1
|w − Vˆ ∗(t)|
)
dw
 C R log(Q ) (4.23)
where by assumption |Vˆ (t)|  1, since otherwise the corresponding characteristics have an effect of
order one in the variation of Q .
Finally, we estimate the contribution of the ugly set. The goal is to estimate:∫
U
f (s, y,w)
|y − Xˆ(s)|2 dsdy dw =
∫
U
f (t, x, v)
|X(s) − Xˆ(s)|2 dsdxdv.
Using (4.14) we can estimate this integral as
C
∫
U
f (t, x, v)
(ε0 +min{|v − Vˆ (t)||s − s0|, |v − Vˆ ∗(t)||s − s1|})2
dsdxdv.
The integration on s can be estimated as
t∫
t−
ds
(ε0 +min{|v − Vˆ (t)||s − s0|, |v − Vˆ ∗(t)||s − s1|})2
 C
ε0
(
1
|v − Vˆ (t)| +
1
|v − Vˆ ∗(t)|
)
 C
ε0
(
1
|v − Vˆ (t)| +
1
|v − Vˆ ∗(t)|
)
= C v
2
R
.
Then, using the estimate (4.4) for the kinetic energy we obtain:∫
[. . .]dsdy dw  C
R
∫
v2 f (t, x, v)dv dx C
R
= C
R
. (4.24)U
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t∫
t−
∣∣E(s, Xˆ(s))∣∣ds C(P4/3 + R log(Q ) + 1
R
)
= C
(
P4/3 + R log(Q ) + Q
4/3
RP
)
.
Choosing R = Q 1−δ , P = Q 3/4(1−δ) we obtain
t∫
t−
∣∣E(s, Xˆ(s))∣∣ds C(Q 1−δ log(Q ) + Q − 512+ 74 δ).
Therefore, choosing δ = 1733 we obtain
Q (t) − Q (t − )

 Cε0
(
Q (t)
) 16
33+ε0 , (4.25)
for any ε0 > 0. A standard iteration yields Q (t) bounded in any interval 0 t  T , and the theorem
follows. Notice that this argument provides an estimate for the rate of growth of the supremum of v ,
since:
Q (t) Ctα
for α > 3317 . 
Convergence result for the sequence Q n
Proposition 5. Suppose that max{supnn0 Q n(t), Q (t)}  K for 0  t  T . Assume that f n → f in
L∞([0, T ] ×R3+ ×R3). Then limn→∞ Q n(t) = Q (t) uniformly on [0, T ].
Proof. Due to the uniform boundedness of Q n , Q we have that the supports of the functions f n, f
are uniformly bounded for 0 t  T . Then, h(x2, x3) ν > 0 along all the characteristics in the sup-
port of the functions f n, f . Due to the fact that the support of f0 is strictly separated from the
singular set it follows that the number of bounces of the characteristics in the support of f n, f
is uniformly bounded in n for 0  t  T (cf. [6,9]). Moreover, the times where these bounces take
place for the functions fn converge to the corresponding times for the bouncing times for the char-
acteristics associated to f . Moreover, using the fact that φn → φ as n → ∞ we obtain that the
corresponding characteristic curves associated to f n converge to the ones associated to f between
bounces, and due to the boundedness of the number of such bounces, it follows that the characteris-
tic curves (Xn(s; t, x, v), V n(s; t, x, v)) satisfying (Xn(t; t, x, v), V n(t; t, x, v)) = (x, v) and associated to
f n converge to the curves (X(s; t, x, v), V (s; t, x, v)) associated to f . In particular, since Q n(t) is the
maximum value of |V | associated to characteristics (Xn(s; t, x, v), V n(s; t, x, v)) which at s = 0 lie in
the support of f0 , it follows that Q n(t) → Q (t), and the result follows. 
Proof of Theorem 2. In order to prove the existence of a solution f of (1.1)–(1.4) globally deﬁned
in t we will show that the sequence of functions f n deﬁned by (3.1)–(3.4) converges as n → ∞ to
a solution of (1.1)–(1.4) for arbitrary values of t . To this end, it suﬃces to show that the functions
Q n(t) are uniformly bounded in each compact set of t ∈ [0,∞). The desired limit property would
then follow from Proposition 3.
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the time where:
lim
t→Tmax
L(t) = ∞.
Our goal is to show that Tmax = ∞. Let us assume that Tmax < ∞. We deﬁne ε0 = ε0(2H(Tmax),
‖ f0‖∞), where the function ε0(·) is as in Proposition 2 and the function H(T ) is as in Theorem 5.
Notice that the functions Q n(t) are uniformly bounded for t ∈ [0, Tmax − ε02 ] by deﬁnition of Tmax.
Therefore, Proposition 2 implies that f n → f in C1,λ for 0 t  Tmax − ε02 . We can use Proposition 5
to prove that Q n(t) → Q (t) for t ∈ [0, Tmax − ε02 ]. In particular, limn→∞ Qn(t¯) = Q (t¯) H(Tmax), for
t¯ = Tmax − ε02 . Therefore Q n(t¯) 2H(Tmax) for n n0 with n0 large. Then, Proposition 2 implies that
the sequence Q n(t) is uniformly bounded for t ∈ [0, Tmax + ε02 ], whence L(t) is bounded as t → Tmax.
This contradicts the deﬁnition of Tmax and concludes the proof of the existence of a solution of (1.1)–
(1.4) in C1,λ for some 0 < λ < μ and for 0  t  T as asserted in Theorem 2. In order to prove
uniqueness we argue as in the proof of (3.17) to obtain, that two C1,α solutions of (1.1)–(1.4) with the
same initial and boundary conditions satisfy
∥∥ f1(t) − f2(t)∥∥L1  C(T )
t∫
0
∥∥ f1(s) − f2(s)∥∥L1 ds.
Therefore f1 = f2. This completes the proof of the theorem. 
5. Steady states in the one-dimensional case for Neumann boundary conditions
The inequality (4.25) implies a growth estimate for Q (t) of the form:
Q (t) C(1+ t)α, α > 33
17
.
In particular, this implies an estimate for the density of the form:∥∥ρ(t)∥∥∞  C(1+ t)3α.
In the whole space case, it is known that these estimates can be improved and that suitable decay
estimates for ‖ρ‖5/3 were obtained in the plasma physics case (cf. [12]). However, in the case of
Neumann boundary conditions, similar estimates cannot be expected because, from the physical point
of view the boundary condition (1.6), with the positivity condition for h can be understood as the
presence of some electric charge at the boundary with the opposite sign to the one contained in
the domain. We could expect in this case to have steady states where the electric charge would be
concentrated near the regions where h is large. We have not attempted to prove the existence of such
steady states in the general case considered in this paper, but we will just show that such steady
states can be obtained in a simpler one-dimensional problem.
The one-dimensional stationary solutions of the problem (1.1)–(1.4) can be reformulated as:
v∂x f + E∂v f = 0, f = f (x, v), x > 0, v ∈R, (5.1)
E = φx, φ = φ(x), x > 0, (5.2)
φxx = ρ =
∫
R
f dv, x > 0, (5.3)
φx = −h0 < 0, x = 0, (5.4)
f (0, v) = f (0,−v), v ∈R. (5.5)
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dX
dt
= V , dV
dt
= E = φx(X) (5.6)
together with the reﬂection condition:
V (t0−) = −V (t0+) if X(t0) = 0. (5.7)
The characteristic equations (5.6), (5.7) can be explicitly integrated:
V 2
2
− φ(X) = e (5.8)
where e ∈ R is an integration constant. Eqs. (1.1), (5.5) then imply the following functional depen-
dence for f :
f (x, v) = Ψ (e) = Ψ
(
v2
2
− φ(x)
)
. (5.9)
Plugging (5.9) into (5.3) we obtain the following equation:
φxx(x) =
∫
R
Ψ
(
v2
2
− φ(x)
)
dv. (5.10)
It is possible to obtain a huge number of solutions of (5.10). We will restrict ourselves to the
case in which the function φ is a strictly decreasing smooth convex function. Moreover, we will
assume that limx→∞ φ(x) = −∞. Without loss of generality we may assume that φ(0) = 0. Under
these assumptions we can use φ as an independent variable since x = x(φ). We can then rewrite
φxx(x) as:
φxx(x) = Q (φ), −∞ < φ  0 (5.11)
where Q  0. We rewrite (5.10) as:
Q (φ) =
∫
R
Ψ
(
v2
2
− φ
)
dv.
The symmetry with respect to the reﬂections on the line {v = 0} yields:
Q (φ) = 2
∞∫
0
Ψ
(
v2
2
− φ
)
dv.
We use the change of variables:
e = v
2
− φ, de = v dv =√2(e + φ)dv
2
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Q (φ) = √2
∞∫
−φ
Ψ (e)√
e + φ de =
√
2
∞∫
0
Ψ (z − φ) dz√
z
. (5.12)
Notice that (5.11), (5.12) allow to compute inﬁnitely many solutions of (5.1)-(5.5). Indeed, given any
differentiable function Ψ : (0,∞) →R+ , we can obtain a function Q (φ) by (5.12) with the additional
initial conditions φ(0) = 0 and (5.4). The function φ(x) can be obtained by the differential equation
(5.11). Notice that, assuming the function Ψ is, say, compactly supported and small, we would obtain
that the same property holds for Q (φ). In particular, under this assumption the solution of (5.12) with
the indicated initial conditions has the asymptotics φ(x) ∼ −x as x → ∞, for some  > 0. In any case
these solutions provide solutions of (5.1)–(5.5). On the other hand, notice that we could also prescribe
the mass distribution and to derive from that information the corresponding function Ψ . Indeed, to
prescribe the mass density ρ is equivalent to prescribe the function Q (φ). The corresponding function
Ψ that provides the particle distribution in the phase space is then given by the solution of the
integral equation (5.12):
Ψ (e) = − 1√
2π
d
de
( −e∫
−∞
Q (φ)√−φ − e dφ
)
.
Therefore, prescribing Q (φ), that we might assume to be compactly supported in (0,∞) in order
to avoid regularity problems, we would obtain the corresponding function Ψ (e). Notice in particular
that this procedure allows us to build a lot of solutions for (5.1)–(5.5) in a semi-explicit manner.
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