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Resumen: En este art´ıculo se describe la aplicacio´n, a sistemas discontinuos
o multivaluados, de una metodolog´ıa de disen˜o de observadores basada en la
disipatividad, por medio del uso de la teor´ıa de inclusiones diferenciales y de
una generalizacio´n del teorema del c´ırculo. Los sistemas susceptibles de ser
tratados por medio de este me´todo son aquellos que pueden ser expresados
en la forma de Lur’e, y en los que se permite la inclusio´n de no linealidades
discontinuas o multivaluadas, y en general no Lipschitz. El me´todo presentado
elimina restricciones que otros me´todos imponen en cuanto a la monoton´ıa y
la igualdad de nu´mero de entradas y salidas de las no linealidades permitidas.
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1. INTRODUCCIO´N
Muchos sistemas f´ısicos comunes se modelan por
medio de mapeos discontinuos o multivaluados.
Para citar algunos ejemplos se puede mencionar
a los sistemas meca´nicos con friccio´n esta´tica
o juego, o a los sistemas electromeca´nicos con
histe´resis. Otro caso es el de los sistemas h´ıbridos,
que esta´n siendo estudiados con mucho intere´s
en los u´ltimos an˜os (Teel et al., 2006). Es muy
comu´n que se utilicen aproximaciones continuas
a la hora de analizar sistemas con caracter´ısticas
discontinuas o multivaluadas, en parte, porque las
1 En estancia de estudios doctorales en la UNAM
herramientas matema´ticas tradicionales no garan-
tizan la existencia y unicidad de soluciones de
ecuaciones que incluyen no linealidades de ese
tipo. Sin embargo, ahora es posible utilizar para
su tratamiento la teor´ıa de inclusiones diferen-
ciales, que ha sido desarrollada en las u´ltimas
de´cadas y que permite darles un tratamiento
matema´tico adecuado a las no linealidades dis-
continuas o multivaluadas, considera´ndolas como
funciones que pueden tomar valores de conjunto.
(Aubin and Cellina, 1984; Filippov, 1988; Bacciot-
ti and Rosier, 2001; Yakubovich et al., 2004).
La observacio´n de sistemas discontinuos o multi-
valuados ha sido poco explorada. Se encuentran
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trabajos en los que se an˜aden discontinuidades
a los observadores para mejorar su desempen˜o,
obtenie´ndose observadores por modos deslizantes
(Haskara et al., 1998; Drakunov and Utkin, 1995;
Xiong and Saif, 2001). Su aplicabilidad no se
garantiza si la discontinuidad proviene del sis-
tema a observar, pues solamente se consideran
all´ı sistemas lineales o que incluyen no linealida-
des suaves. U´ltimamente, estos observadores se
aplican tambie´n a sistemas con incertidumbres
acotadas en el modelo (Davila et al., 2005; Davila
et al., 2006). Existen muy pocas publicaciones
sobre obtencio´n de observadores para plantas que
incluyan de manera expl´ıcita no linealidades dis-
continuas o multivaluadas (Juloski, 2004; Heemels
et al., 2005; Juloski et al., 2006). Estos autores se
inspiran en los observadores por criterio del c´ırcu-
lo propuestos en (Arcak and Kokotovic, 2001).
La clase de sistemas que pueden ser tratados por
me´todos como el de Juloski y el de Arcak esta´ res-
tringida fundamentalmente por dos condiciones:
i) Las no linealidades involucradas deben ser
ma´ximamente mono´nonas, lo que implica que
tienen que ser cuadradas (con el mismo nu´mero
de entradas y salidas).
ii) Se exige unicidad a las soluciones del obser-
vador disen˜ado, esto a pesar del hecho de que el
sistema sea no lineal discontinuo o multivalua-
do y por ende, pueda llegar a tener mu´ltiples
soluciones.
En (Moreno, 2005; Moreno, 2006) se propuso una
Te´cnica de Disen˜o Disipativo para observadores
destinados a sistemas que contienen no lineali-
dades suaves expresados en la forma de Lur’e.
Esa te´cnica generaliza el me´todo propuesto en
(Arcak and Kokotovic, 2001) y elimina la restric-
cio´n de monoton´ıa i) que e´ste impone. Adema´s,
otras estrategias de disen˜o de observadores, tales
como el disen˜o de Alta Ganancia (Gauthier et
al., 1992; Khalil, 1999) y el observador cla´sico
Lipschitz de Thau (Thau, 1973) pueden uniﬁcarse
bajo el Disen˜o Disipativo.
En este nuevo trabajo, el objetivo es extender la
metodolog´ıa a sistemas en la forma de Lur’e o que
puedan llevarse a ella mediante transformaciones
de estado y/o de salida, y que incluyan no linea-
lidades no suaves, esto es, discontinuas, multiva-
luadas, y, en general, no Lipschitz. As´ı mismo, se
elimina la exigencia de unicidad de soluciones del
observador, de manera que se descarta la restric-
cio´n ii). Los sistemas no Lipschitz no suelen tener
soluciones u´nicas (Deimling, 1992), por lo que es
razonable que una teor´ıa que los incluya admita
soluciones mu´ltiples.
El procedimiento de disen˜o resultante incluye re-
gularmente la solucio´n de ecuaciones que pueden
expresarse mediante desigualdades matriciales, las
cuales, bajo ciertas condiciones, pueden ser con-
sideradas lineales (LMI por sus siglas en ingle´s)
para las que existen me´todos nume´ricos muy eﬁ-
cientes.
El art´ıculo esta´ organizado de la siguiente forma:
En la seccio´n 2, se lleva a cabo la descripcio´n de las
nociones ba´sicas necesarias para el entendimien-
to del me´todo, como son las funciones multiva-
luadas, el procedimiento de convexiﬁcacio´n y las
deﬁniciones fundamentales de disipatividad. En la
seccio´n 3 se explica la ﬁlosof´ıa de la te´cnica de
Disen˜o Disipativo aplicado a sistemas multivalua-
dos. Luego, en la seccio´n 4, se da un ejemplo del
me´todo. Al ﬁnal, se encuentran las conclusiones
obtenidas en el trabajo.
2. PRELIMINARES
2.1 Inclusiones Diferenciales
Para sistemas dina´micos de la forma
dx
dt
= f (x, t) (1)
no es posible asegurar la existencia y unicidad de
las soluciones cuando f es no localmente Lips-
chitz, discontinua o multivaluada en x (Filippov,
1988; Deimling, 1992).
Cuando f es multivaluada, f (x, t) es un subcon-
junto no vac´ıo de Rn para cada t en R+ y x
en Rn y (1) se convierte en una inclusio´n dife-
rencial, cuya solucio´n se considerara´, para efec-
tos de este art´ıculo, en el sentido de Filippov
(Aubin and Cellina, 1984; Filippov, 1988; Deim-
ling, 1992; Yakubovich et al., 2004).
dx
dt
∈ f (x, t) (2)
Las funciones multivaluadas aparecen en muchos
casos para representar el comportamiento de sis-
temas f´ısicos. En la Seccio´n 4 hay un ejemplo de
este caso: Un sistema de movimiento en el que se
considera el efecto de la friccio´n esta´tica. Cuando
la masa esta´ en reposo, la friccio´n opone una
fuerza igual a la aplicada, dentro de cierto rango,
y la condicio´n de movimiento no cambia. Esto im-
plica que la fuerza opuesta por la friccio´n esta´tica
no es u´nica, sino que determina un conjunto, en
el caso del ejemplo, por el intervalo [−Fm,Fm].
Funciones de este tipo no son continuas ni lo-
calmente Lipschitz, as´ı que la existencia y unici-
dad de las soluciones no se asegura en el sentido
cla´sico. La existencia (aunque no la unicidad) de
soluciones para sistemas como (2) puede ser ase-
gurada cuando f (x, t) satisface las condiciones,
no muy restrictivas, que se estipulan a contin-
uacio´n (Bacciotti and Rosier, 2001; Yakubovich
et al., 2004):
Suposicio´n 1. f (x, t) es tal que:
(I) f (x, t) es un subconjunto de Rn, no vac´ıo,
compacto y convexo para cada t ∈ R+ y cada
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x ∈ Rn.
(II) f (x, t), como funcio´n multivaluada de x, es
semicontinua por arriba para todo t. Una funcio´n
f(x, t) es semicontinua por arriba en un punto
(x0, t0) si para cualquier  > 0 existe δ(, x0, t0)
tal que el conjunto f(x1, t1) esta´ contenido en
la -vecindad del conjunto f(x0, t0), dado que un
punto (x1, t1) pertenece a la δ-vecindad del punto
(x0, t0).
(III) f (x, t) es medible en x en el sentido de
Lebesgue.
(IV ) f (x, t) es localmente acotada.
Conceptualmente hablando, una funcio´n multiva-
luada f (x, t) es semicontinua por arriba en un
punto (x0, t0) si, a medida que (x, t) tiende a
(x0, t0), el l´ımite del conjunto f (x, t) esta´ con-
tenido en la cerradura del conjunto f (x0, t0)
(Yakubovich et al., 2004). En la Figura 1 se ilus-
tran las propiedades de convexidad y semicon-
tinuidad por arriba de algunas funciones multiva-
luadas. Todas las funciones mostradas son semi-
continuas por arriba con excepcio´n de la sen˜a-
lada b). E´sta es, adema´s, no convexa. De entre
las funciones semicontinuas por arriba, la c) es
no convexa, y a) y d) cumplen las condiciones
de semicontinuidad por arriba y convexidad re-
queridas para la existencia de soluciones de una
inclusio´n diferencial.
Figura 1. Ilustracio´n de propiedades de convexi-
dad y semicontinuidad por arriba
Si f es discontinua, es posible modiﬁcarla de
manera que en los puntos de discontinuidad la
funcio´n sea determinada por medio de un con-
junto deﬁnido mediante los valores de la funcio´n
en el punto de la discontinuidad. Este proce-
so se denomina convexiﬁcacio´n y no afecta las
propiedades globales de la funcio´n, pero per-
mite asegurar la existencia de soluciones de ecua-
ciones (inclusiones) diferenciales que la incluyan
(Bacciotti and Rosier, 2001; Filippov, 1988).
Para ilustrar el procedimiento, puede considerarse
la conocida funcio´n Signo. Su versio´n univaluada
tradicional se deﬁne
f (x) =
{
0 x < 0
1 x ≥ 0
(3)
Convexiﬁca´ndola, se obtiene una funcio´n Signo
multivaluada
F (x) =
⎧⎨
⎩
0 x < 0
[0, 1] x = 0
1 x > 0
(4)
En la Figura 2 se puede observar la diferencia
entre las funciones.
Figura 2. Funcio´n Signo en versiones univaluada
y multivaluada
El proceso de convexiﬁcacio´n asegura la semicon-
tinuidad por arriba de la funcio´n convexiﬁcada, y
por ende, la existencia de soluciones.
No sobra anotar que la unicidad de soluciones de
una inclusio´n diferencial esta´ sujeta a condiciones
bastante ma´s restrictivas que la existencia, como
por ejemplo la ma´xima monotonicidad de f (x, t).
En el presente trabajo, a diferencia de en (Juloski
et al., 2006), no se exige la unicidad de las solu-
ciones, lo que elimina la necesidad de la monotoni-
cidad.
Es importante establecer adecuadamente el con-
cepto de estabilidad que se usara´ en lo que sigue:
El origen del sistema (2) se considera Uniforme,
Global y Asinto´ticamente Estable (UGAE) cuan-
do cada una de las trayectorias de (2), que,
en general, pueden ser mu´ltiples, cumple con la
deﬁnicio´n cla´sica de estabilidad uniforme, global
y asinto´tica en el sentido de Lyapunov (estabilidad
en sentido fuerte) (Bacciotti and Rosier, 2001):
Teorema 1. SEGUNDO TEOREMA DE LYA-
PUNOV: Sea f : [0,+∞)×Rn → Rn una funcio´n
multivaluada (mapa) de x, de manera que la exis-
tencia (local) de soluciones de (2) este´ asegurada.
Asu´mase que existe una funcio´n C1 de Lyapunov
V (x, t) tal que, para algunas funciones a y b
∈ K∞,y c ∈ K, y para todo t ∈ [0,+∞), todo
x ∈ Rn, y todo v ∈ f (x, t), se satisface que:
a (‖x‖) ≤ V (x, t) ≤ b (‖x‖) , (5)
∂V
∂t
(x, t) + 〈∇xV (x, t), v〉 ≤ −c(‖x‖) , (6)
donde 〈·, ·〉 denota el producto escalar usual en Rn,
y ∇xV =
(
∂V
∂x1
, ..., ∂V∂xn
)T
. Bajo estas condiciones
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el origen es Uniforme Global y Asinto´ticamente
Estable (UGAE).
2.2 Sistemas Disipativos
La metodolog´ıa de disen˜o propuesta en el pre-
sente trabajo se basa en la teor´ıa de disipatividad
(Van der Schaft, 2000; Willems, 1972a; Willems,
1972b; Hill and Moylan, 1980) y en el hecho de que
e´sta puede aplicarse a los sistemas multivaluados,
tal como se vera´ en esta seccio´n.
Deﬁnicio´n 1. Un sistema lineal dina´mico ΣL es
Estrictamente Disipativo en los Estados (EDE)
con respecto a una tasa de alimentacio´n ω (y, u)
si existen una funcio´n de almacenamiento positiva
deﬁnida V (x) = xTPx, y una constante  > 0, de
tal manera que a lo largo de cualquier trayectoria
del sistema se satisface que
dV (x (t))
dt
≤ ω (y (t) , u (t))− xTPx. (7)
Si la funcio´n de tasa de alimentacio´n se deﬁne
ω (y, u) =
[
y
u
]T [
Q S
ST R
] [
y
u
]
. (8)
se dice que ΣL es (Q,S,R)-EDE.
En ese caso, la condicio´n (7) se puede escribir en
la forma matricial[
PA + ATP + P PB
BTP 0
]
−
[
CTQC
STC
CTS
R
]
≤ 0,
(9)
con P sime´trica y positiva deﬁnida, y  > 0 (Hill
and Moylan, 1980).
Para una clase de operadores esta´ticos deﬁnidos
por medio de funciones multivaluadas:
Deﬁnicio´n 2. Una no linealidad sin memoria,
multivaluada, variante en el tiempo ψ : [0,∞) ×
R
q → Rm,
y ∈ ψ (t, u) , (10)
tal que 0 ∈ ψ (t, 0), es (Q,S,R)-Disipativa
((Q,S,R)-D), si para toda t ≥ 0, y u ∈ Rq se
cumple la desigualdad de disipatividad:
ω(y, u) = yTQy + 2yTSu + uTRu ≥ 0. (11)
Nota 1. La Deﬁnicio´n 2 incluye las condiciones
cla´sicas de sector para no linealidades cuadradas,
esto es, cuando el nu´mero de entradas es igual al
de salidas (Khalil, 2002):
(y −K1u)
T (K2u− y) ≥ 0 (12)
Es de intere´s, para lo que sigue, considerar la
relacio´n entre la disipatividad y la estabilidad en
sistemas interconectados que incluyen no lineali-
dades multivaluadas, para lo que se propone el
siguiente Lema.
Lema 1. Considere el sistema realimentado en la
forma de Lur’e:
x˙ = Ax + Bu , x (0) = x0
y = Cx,
u ∈ −ψ (t, y) ,
(13)
y suponga que ψ (t, y) es una funcio´n vectorial
multivaluada de dimensio´n q que se asume depen-
diente de σ, semicontinua por arriba, medible en
el sentido de Lebesgue y localmente acotada. El
conjunto al que pertenece la salida de ψ es no
vac´ıo, compacto y convexo. Si el sistema lineal
(C,A,B) es
(
−R,ST ,−Q
)
-EDE, y ψ es (Q,S,R)-
D, entonces el punto de equilibrio x = 0 de (13)
es Uniforme, Global y Exponencialmente Estable
(UGEE).
Prueba. De la hipo´tesis sobre ψ (t, y) se sigue
fa´cilmente que (13) satisface la Suposicio´n 1 y
se puede asegurar la existencia de soluciones.
Supo´ngase que (9) se satisface con (−R,ST ,−Q).
Sea V (x) = xTPx una candidata de Lyapunov
para el sistema en lazo cerrado. La derivada con
respecto al tiempo de V (x) a lo largo de las
trayectorias solucio´n de (13) es V˙ = (Ax +
Bu)TPx+xTP (Ax+Bu), lo que tambie´n se puede
escribir, con (9) y la u´ltima ecuacio´n en (13):
V˙ =
[
x
u
]T [
PA + ATP PB
BTP 0
] [
x
u
]
≤
[
x
u
]T [
−CTRC CTST
SC −Q
] [
x
u
]
− xTPx.
Como u ∈ −ψ y y = Cx, lo anterior se puede
escribir:
V˙ ≤−
[
u
y
]T [
Q S
ST R
] [
u
y
]
− V (x)
de lo que se sigue que
V˙ ≤ −V (x) (14)
dado que ψ es (Q,S,R)-D. Del Teorema 1 se
concluye que el sistema es UGAE.
Para probar que la estabilidad del sistema es
adema´s exponencial, se recuerda que V (x) es una
funcio´n positiva deﬁnida cuadra´tica xTPx que
satisface siempre
λmin (P )x
Tx ≤ V (t, x) ≤ λmax (P )x
Tx (15)
Utilizando el conocido Lema de Comparacio´n
(Khalil, 2002) con (14) y (15) se puede concluir
que ‖x‖ ≤
(
λmax(P )
λmin(P )
)
‖x (t0)‖ e
−(/2)(t−t0), y que
por ende, el origen de (13) es UGEE.
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El Lema 1 es una generalizacio´n del teorema del
c´ırculo para sistemas multivaluados y establece
las condiciones que permiten determinar su es-
tabilidad, con base en condiciones de disipativi-
dad, cuando los sistemas se pueden expresar en
la forma de Lur’e. Dado que el sistema incluye
no linealidades multivaluadas, es posible que la
inclusio´n diferencial que lo representa tenga mu´lti-
ples soluciones, en cuyo caso el Lema 1 implica que
todas tienden a cero.
3. OBSERVADORES DISIPATIVOS PARA
SISTEMAS NO LINEALES MULTIVALUADOS
Sea una planta:
Σ :
⎧⎪⎪⎨
⎪⎪⎩
x˙ = Ax + Gξ + ϕ(t, y, u) , x(0) = x0
ξ ∈ ψ(σ),
y = Cx,
σ = Hx,
(16)
donde x ∈ Rn es el estado, u ∈ Rm es una
entrada conocida, y ∈ Rp es la salida medida, y
σ ∈ Rr es una funcio´n lineal de los estados, que
no tiene que ser medible f´ısicamente. ϕ (t, y, u)
es una funcio´n no lineal univaluada de (t, y, u),
que se asume localmente Lipschitz en y, continua
en u, y continua a tramos en t. ψ (σ) es una
funcio´n vectorial multivaluada de dimensio´n q
que se asume dependiente de σ. Es semicontinua
por arriba, medible en el sentido de Lebesgue y
localmente acotada, y el conjunto al que pertenece
la salida de ψ es no vac´ıo, compacto y convexo.
Es bueno anotar que ψ (σ) puede ser la versio´n
convexiﬁcada de una funcio´n discontinua en x.
Interesa disen˜ar un observador para el sistema
(16), esto es, un sistema dina´mico Ω que tiene
como entradas la entrada u y la salida y de Σ, y
como salida xˆ, que es una estimacio´n del estado
x de Σ, tal que xˆ → x. Se propone un observador
completo como el propuesto en (Moreno, 2004):
Ω :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
·
xˆ = Axˆ + L (yˆ − y) + Gζ + ϕ(t, y, u)
xˆ (0) = xˆ0
ζ ∈ ψ (σˆ + N (yˆ − y))
yˆ = Cxˆ
σˆ = Hxˆ,
(17)
donde L ∈ Rn×p, y N ∈ Rr×p son matrices que
deben disen˜arse. Se deﬁne el error en la estimacio´n
del estado por medio de e  xˆ − x, el error
en la estimacio´n de salidas y˜  yˆ − y, y σ˜ 
σˆ − σ. La dina´mica del sistema que representa el
comportamiento del error e esta´ dada por:
e˙ = (A + LC) e−G (ξ − ζ) ,
ξ ∈ ψ(σ)
ζ ∈ ψ (σˆ + N (yˆ − y))
y˜ = Ce
σ˜ = He,
(18)
con e (0) = e0 = xˆ0 − x0. No´tese que σˆ + Ny˜ =
Hxˆ+NCe = Hx+He+NCe = σ+(H + NC) e.
Deﬁniendo z  (H + NC) e = σ˜ + Ny˜, una
funcio´n del error de estimacio´n, y una nueva no
linealidad, en general multivaluada:
φ (z, σ)  ψ (σ)− ψ (σ + z) , (19)
la dina´mica del error puede ser escrita como:
Ξ :
⎧⎪⎪⎨
⎪⎪⎩
e˙ = ALe + Gη
e (0) = e0
z = HNe
η ∈ −φ (z, σ) ,
(20)
donde AL  A+LC, y HN  H+NC. Obse´rvese
que debido a (19), 0 ∈ φ(0, σ) para todo σ, y por
ende, e = 0 es un punto de equilibrio de (20). En
general (20) es no auto´nomo, dado que la planta
(16) lo controla a trave´s de la funcio´n lineal de los
estados σ. φ es entonces una no linealidad variable
en el tiempo, cuya variacio´n depende del estado de
la planta.
Si el origen de Ξ es UGEE, las trayectorias del ob-
servador convergen exponencialmente a las trayec-
torias de Σ. Esto se cumple a pesar de que en
ningu´n momento se exige la unicidad de soluciones
ni para el observador ni para la planta. Cuando en
vez de soluciones u´nicas se consideran soluciones
determinadas por los conjuntos que satisfacen la
inclusio´n diferencial (20), la convergencia puede
veriﬁcarse a trave´s de criterios de convergencia de
conjuntos (Dontchev and Lempio, 1992).
Una posibilidad para disen˜ar el observador es
obtener las matrices L y N de manera que el
sistema que representa la dina´mica del error Ξ
(20) satisfaga las condiciones del Lema 1. Para
esto, es necesario que la no linealidad satisfaga la
condicio´n de disipatividad, esto es:
Suposicio´n 2. Existen matrices constantes (Q,S,R)
tales que φ (19) satisface la desigualdad
ω (φ, z) = φTQφ + 2φTSz + zTRz ≥ 0.
Entonces el disen˜o del observador se puede enun-
ciar as´ı:
Teorema 2. Asu´mase que las Suposiciones 1 y 2
son ciertas. Si hay matrices L y N tales que el
subsistema lineal de Ξ es
(
−R,ST ,−Q
)
-EDE, es
decir, existen una matriz P = PT > 0, y un  > 0
tales que[
PAL + A
T
LP + P + H
T
NRHN ,
GTP − SHN ,
PG−HTNS
T
Q
]
≤ 0,
(21)
entonces Ω es un observador UGEE de Σ, esto es,
existen constantes κ, γ > 0 tales que para todo
e (0) y todo t ≥ 0
‖e (t)‖ ≤ κ ‖e (0)‖ exp (−γt) . (22)
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Prueba. Con (21), la aplicacio´n del Lema 1 lleva
inmediatamente a V˙ ≤ −V (e) y ya que V (e) =
eTPe. (22) se obtiene con κ =
√
λma´x(P )
λmı´n(P )
, y γ = 2 .
El disen˜o del observador consiste entonces en la
obtencio´n de L y N , tales que se satisfaga la
desigualdad matricial (21). Para ello, es necesario
primero hallar matrices Q, S y R que satisfagan
la desigualdad de disipatividad (11), teniendo
cuidado de que la matriz en (8) no sea positiva
semideﬁnida.
Hallar L, N ,  y P , de manera que (21) se satis-
faga, es un problema, en general, de solubilidad
de una desigualdad matricial no lineal. Se pueden
manipular los te´rminos de esta desigualdad, de
manera que el problema se convierta en una LMI
(Linear Matrix Inequality). Por ejemplo, reem-
plazar P por I, no altera el problema y permite
obtener un te´rmino lineal en . La desigualdad
es cuadra´tica en N . Si se ﬁja N , se obtiene una
desigualdad lineal en los te´rminos P , PL y .
Obse´rvese que si R = 0, es posible dejar libre N ,
obtenie´ndose (21) lineal en P , PL,  y N .
El me´todo aqui propuesto generaliza y mejora
algunos me´todos expuestos previamente en la li-
teratura. Incluye el caso en que las no lineali-
dades son suaves, tal como fue propuesto ori-
ginalmente en (Moreno, 2004). En ese art´ıculo
se puede ver que el me´todo incluye como casos
especiales el observador por criterio del c´ırculo
propuesto en (Arcak and Kokotovic, 2001), el ob-
servador Lipschitz cla´sico de Thau (Thau, 1973),
y el observador de Alta Ganancia (Gauthier et
al., 1992; Khalil, 1999). El enfoque disipativo de
las no linealidades multivaluadas que se utiliza en
este trabajo permite adema´s incluir como un caso
especial, y generalizar, el me´todo de disen˜o de
observadores propuesto en (Heemels et al., 2005) y
(Juloski et al., 2006; Juloski et al., 2007), para sis-
temas discontinuos y multivaluados. En esos tra-
bajos, se exige la monoton´ıa de las no linealidades
involucradas, las cuales deben tener igual nu´mero
de entradas y de salidas, y las soluciones de los
sistemas deben ser u´nicas, restricciones que son
eliminadas en el presente trabajo. Es de anotar
que la inyeccio´n no lineal de la salida a trave´s de
la matriz N y la introduccio´n en el disen˜o de la
caracter´ıstica de disipatividad de la no linealidad
a trave´s de las matrices Q, S y R, generan grados
adicionales de libertad en el disen˜o, que pueden
ser utilizados para mejorarlo, obteniendo resulta-
dos menos conservativos, u optimizando alguna
funcio´n de costo.
4. EJEMPLO
Para una ilustracio´n muy simple, que permite
apreciar algunos aspectos interesantes del me´todo,
conside´rese el sistema de masa en movimiento, con
friccio´n esta´tica y viscosa, esquematizado en la
Figura 3. Sus ecuaciones en espacio de estado son:
Figura 3. Sistema de movimiento con friccio´n
esta´tica y viscosa
Σ :
⎧⎪⎨
⎪⎩
x˙1 = x2
x˙2 =
1
m
(F + ξ) , ξ ∈ ψ(σ),
y = x1, σ = x2.
m es la masa del cuerpo, x1 es su posicio´n y x2 es
su velocidad. F es la fuerza aplicada al sistema y ψ
es el negativo de la no linealidad, multivaluada en
x2 = 0, mostrada en la Figura 3, que representa la
fuerza de oposicio´n al movimiento ejercida por el
cuerpo, debida a la friccio´n viscosa y esta´tica. El
coeﬁciente de friccio´n viscosa es μv, y corresponde
a la pendiente en la gra´ﬁca de la Figura 3 para
x2 = 0. En forma matricial:
Σ :
⎧⎨
⎩
x˙ = Ax + BF + Gξ ,
ξ ∈ ψ(σ),
y = Cx , σ = Hx,
donde:
A =
[
0 1
0 0
]
, B =
[
0
1
]
, C =
[
1 0
]
,
G =
[
0
1
]
, H =
[
0 1
]
Para los valores nume´ricos se ha considerado que
la masa m= 1.
El observador se deﬁne con la estructura propues-
ta en (17). El sistema que describe la dina´mica del
error es, a la manera de (20),
Ξ :
⎧⎪⎪⎨
⎪⎪⎩
e˙ = (A + LC) e + Gη
e (0) = e0
η ∈ −φ (z, σ)
z = (H + NC) e,
(23)
con
φ (z, σ)  ψ (σ)− ψ (σ + z) . (24)
El mapa φ que resulta en este caso, para varios
valores de σ, se puede ver en la Figura 4.
La condicio´n previa para el disen˜o del observador
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cuando el sistema incluye funciones multivaluadas
es que Ξ cumpla con las condiciones del Teorema
2, lo que implica que la no linealidad φ debe
cumplir con la Suposicio´n 1.
Cuando σ es diferente de cero, la no linealidad
es univaluada y continua en todas partes excepto
en z = −σ. En este punto, la no linealidad tiene
valores en un conjunto no vac´ıo, compacto y con-
vexo. La funcio´n cumple con la semicontinuidad
por arriba pues el conjunto incluye los valores
l´ımite de la funcio´n cuando z tiende a −σ. Cuando
σ = 0, φ es multivaluada para todo z. El conjunto
que deﬁne a φ para cada valor de z cumple con las
condiciones dadas en la Suposicio´n 1, y por tanto,
es posible aﬁrmar que la solucio´n del sistema dado
por (20) existe.
Una vez se asegura la existencia de soluciones, es
necesario disen˜ar L y N de manera que el origen
de Ξ sea estable segu´n el Lema 1. Para usarlo
es necesario identiﬁcar las matrices Q,S y R que
determinan la disipatividad de φ. En la Figura 4
se graﬁca φ (z, σ) para varios valores de σ.
Figura 4. φ(z, σ) para diferentes valores de σ
φ (z, σ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
μvz + 2FmSigno(z) |z| > |σ| , σ = 0
μvz |z| < |σ| , σ = 0
μvz + 2κSigno(z), z = σ, σ = 0
κ ∈ [0, Fm] ∨
σ = 0, z = 0
[−2Fm, 2Fm] σ = 0, z = 0
(25)
En este caso, hallar Q, S y R equivale a encontrar
los valores (k1, k2) que deﬁnen el sector determina-
do por la desigualdad (12) cuando la no linealidad
es escalar: (φ− k1z) (k2z − φ) ≥ 0. La Figura 4
sugiere que φ ∈ [k1,∞], con k1 = μv. La desigual-
dad anterior quedar´ıa entonces (φ− μvz) z ≥ 0.
Veriﬁcando esto para cada intervalo de la funcio´n:
|z| > |σ| , σ = 0
(φ− μvz) z = 2zFmSigno (z) > 0
|z| < |σ| , σ = 0
(φ− μvz) z = 0
z = σ, σ = 0 ∨ σ = 0, z = 0
(φ− μvz) z = 2zκSigno (z) > 0,
ya que κ > 0.
σ = 0, z = 0
(φ− μvz) z = 0
De la desigualdad φz − μvz
2 ≥ 0 se puede identi-
ﬁcar Q = 0, S = 1/2 y R = −μv. Para hallar L
y N se resuelve la desigualdad matricial en (21).
Dado que Q = 0, PG = (H + NC)TST . Fijando
N = 0,5:
PG = (H + NC)TST[
p12
p22
]
=
1
2
[
0,5
1
]
se obtienen p12 = 0,25 y p22 = 0,5. Con esta condi-
cio´n, la desigualdad (21) se cumple asegurando
que
P (A + LC) + (A + LC)
T
P
+ (H + NC)
T
R (H + NC) < 0,
lo que se satisface con L =
[
−2 −1
]T
, N = 0,5
y P =
[
5 0,25
0,25 0,5
]
, cuando R = −μv = −1.
El observador se simulo´ utilizando MatlabR©, para
lo cual, la planta se estimulo´ con una fuerza que
va desde un valor dentro del rango de la friccio´n
esta´tica, a uno positivo que logra vencerla. En la
Figura 5 se puede ver el comportamiento de los
estados del sistema y del observador en el tiempo,
considerando diferentes valores iniciales, cuando
el estado inicial del observador es nulo.
Figura 5. Comparacio´n de esta dos reales y ob-
servados para varios valores iniciales de la
velocidad y la posicio´n
Por via de comparacio´n, se disen˜o´ un observador
de alta ganancia (Boizot and Busvelle, 2007).
Dado que, como la mayor´ıa de los observadores,
el de alta ganancia no esta´ deﬁnido cuando en
el sistema existen no linealidades multivaluadas,
se utilizo´ una estrategia similar a la de (Vargas
and Moreno, 2005), en donde se usan funciones
Lipschitz para aproximar no linealidades conti-
nuas, pero no Lipschitz, existentes en el sistema a
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observar, de manera que se obtienen observadores
aproximados desde el punto de vista de las trayec-
torias. All´ı, las aproximaciones no se aplican a
funciones multivaluadas, como se hace aqu´ı, pero
el procedimiento que se utiliza es aplicable. La
no linealidad asociada a la friccio´n en el presente
ejemplo se aproximo´ entonces mediante una fun-
cio´n Lipschitz ϑ (σˆ) = Fm tanh (λσˆ) + μvσˆ, deﬁ-
nie´ndose Fm como en la no linealidad ψ, y siendo
λ un para´metro que determina la precisio´n de la
aproximacio´n, mayor a medida que λ crece. La
estructura del observador de alta ganancia es:
Ω =
{
˙ˆx = Axˆ + BF + ΔΘK (Cxˆ− y) + ϑ (σˆ)
σˆ = Hxˆ.
(26)
xˆ es el estado estimado por el observador. ΔΘ
es la matriz de alta ganancia diag
(
Θ,Θ2
)
que
permite manipular la velocidad de convergencia,
y K se deﬁne de tal forma que la matriz A +
KC sea Hurwitz. Se utilizo´ K =
[
−1 −1
]T
.
Se simulo´ el comportamiento del observador con
Θ = 5, ante una entrada que pasa de 4.8 a 5.8,
cuando el ma´ximo del valor absoluto de la fuerza
de friccio´n esta´tica es |Fm| = 5 y el coeﬁciente
de friccio´n viscosa es μv = 1. Se deﬁnio´ λ = 10.
Se observa en la Figura 6 la comparacio´n con
el resultado del observador disipativo bajo las
mismas condiciones. Para la prueba mostrada en
la Figura 6, las condiciones iniciales del sistema
son x1(0) = 0 y x2(0) = 1, y las condiciones
iniciales de ambos observadores son nulas.
Figura 6. Comparacio´n de estados reales y ob-
servados con observador de alta ganancia y
disipativo
El observador de alta ganancia presenta una ade-
cuada convergencia en la zona lineal, la cual se
puede hacer ma´s ra´pida incrementando Θ, a costa
de incrementar la magnitud del transitorio, tal
como es usual en este tipo de observadores. Se
presentan tambie´n transitorios cada que la sen˜al
de entrada al sistema cambia abruptamente. La
convergencia del observador disipativo puede ser
mas lenta, como se puede ver en el caso de la
posicio´n, pero una vez se alcanza error nulo, e´ste
se mantiene.
Es interesante considerar la situacio´n que se pre-
senta en la zona correspondiente a la multiva-
luacio´n (x2 = 0). Con la masa en reposo, como
se puede ver en la Figura 6, los estados del
observador de alta ganancia no convergen a los
del sistema original, en tanto los del observador
disipativo si lo hacen. Esto es debido a que la
no linealidad multivaluada puede tomar diferentes
valores, segu´n sea la sen˜al de entrada, cuando e´sta
se encuentra en el rango de la friccio´n esta´tica.
Por ello, se realizaron ensayos mas detallados
de esa zona y pueden observarse en la Figura
7 las respuestas de ambos observadores cuando
la fuerza de entrada se encuentra en el rango
esta´tico F = −4,9. Las condiciones iniciales del
sistema son x1(0) = 0 y x2(0) = 2, y las condi-
ciones iniciales de ambos observadores son nulas.
El observador de alta ganancia presenta error de
estado estable, a diferencia del observador disi-
pativo, cuya estados convergen exactamente a los
del sistema observado. Es cierto que el error de
estado estable del observador de alta ganancia
puede llegar a reducirse incrementando Θ, pero
nunca desaparece realmente, presenta´ndose siem-
pre el consabido incremento en la magnitud del
transitorio, que puede llegar a ser muy apreciable.
Figura 7. Comparacio´n de estados reales y ob-
servados con observador de alta ganancia y
disipativo
Para este sistema en especial, bajo ciertas condi-
ciones, podr´ıa haberse usado un observador para
sistemas h´ıbridos, tal como los propuestos en
(Alessandri and Coletta, 2003), (Alessandri et
al., 2007) o (Juloski et al., 2002), pero el me´todo
presentado tiene la ventaja de no requerir infor-
macio´n sobre el modo vigente de funcionamien-
to, tal como se exige en (Alessandri and Colet-
ta, 2003), ni linealidad en las zonas de operacio´n
fuera de la regio´n multivaluada o de conmutacio´n.
Por ejemplo, si en vez de un modelo lineal para
la friccio´n viscosa, se hubiera usado un modelo
cuadra´tico, como ψ(σ) = FmSigno (σ) + μvσ +
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kσ |σ|, habr´ıa podido utilizarse exactamente el
mismo disen˜o presentado.
5. CONCLUSIONES
En este trabajo se ha aplicado con e´xito la
metodolog´ıa de disen˜o de observadores llamada
Te´cnica de Disen˜o Disipativo a sistemas con no
linealidades multivaluadas, o discontinuas, previa
convexiﬁcacio´n. Esta te´cnica generaliza y mejora
algunos me´todos de disen˜o de observadores y, en
particular, elimina las restricciones del me´todo
propuesto en (Heemels et al., 2005) y (Juloski
et al., 2006). Puede ser aplicada a sistemas con
no linealidades discontinuas, no mono´tonas, no
cuadradas, y no requiere unicidad de soluciones
del observador. En el caso de soluciones mu´ltiples,
la respuesta del observador converge a la solucio´n
espec´ıﬁca que se presente en el sistema.
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