We study control problems for some integro-differential equations using the Hilbert Uniqueness Method. To do that we follow a harmonic analysis approach. Our results can be applied to concrete examples in viscoelasticity theory.
Introduction
In this paper we investigate control problems for a class of integro-differential equations u tt (t, x) − u xx (t, x) + β t 0 e −η(t−s) u xx (s, x)ds = 0 , t ∈ (0, T ) , x ∈ (0, π), (1.1) (0 < β < η) with null initial data u(0, x) = u t (0, x) = 0, x ∈ (0, π) , (1.2) and boundary conditions u(t, x) = 0 x = 0 , g(t)
x = π .
(1.3)
If we regard g as a control function, our reachability problem consists in proving the existence of g ∈ L 2 (0, T ) such that a weak solution of equation (1.1), subject to boundary conditions (1.3), moves from the null state to a given one in finite control time.
To be more precise, we adopt the same definition of reachability problems for systems with memory given by several authors in the literature, see for example [18, 7, 8, 12, 14, 15, 19, 20] . Indeed, we mean the following: given T > 0, u 0 ∈ L 2 (0, π) and u 1 ∈ H −1 (0, π), find g ∈ L 2 (0, T ) such that the weak solution u of problem (1.1)-(1.3) verifies the final conditions u(T, x) = u 0 (x) , u t (T, x) = u 1 (x) , x ∈ (0, π) .
(
1.4)
Our goal is to achieve such result without any smallness assumption on the convolution kernel, as suggested by J.-L. Lions in [18, p. 258 ]. Moreover, due to the finite speed of propagation, we expect that the controllability time T will be sufficiently large. Indeed, we will find that T > 2π/γ, where γ is the gap of a branch of eigenvalues related to the integro-differential operator, see theorem 6.1.
As it is well-known, a common way for studying exact controllability problems is the so-called Hilbert Uniqueness Method, introduced by Lagnese -Lions, see [11, 16, 17, 18] . We will apply this method to equation (1.1) . The HUM method is based on a "uniqueness theorem" for the adjoint problem. To prove such uniqueness theorem we employ some typical techniques of harmonic analysis, see [24] . This approach relies on Fourier series development for the solution v of the adjoint problem, that exhibits an expansion in the variable t like this v(t) = ∞ n=−∞ C n e iωnt + R n e rnt ω n , C n ∈ C, r n , R n ∈ R .
(1.5)
In this framework Ingham type estimates [6] play an important role. We need to establish for functions of the type (1.5) inverse and direct inequalities, obtaining them in the same sharp time of the nonintegral case.
Theorem 1.1 Let {ω n } n∈Z and {r n } n∈Z be sequences of pairwise distinct numbers such that r n = iω m for any n , m ∈ Z. Assume ω n − ω n−1 ≥ γ > 0 ∀ |n| ≥ n , lim |n|→∞ ω n = α , r n ≤ − ω n ∀ |n| ≥ n , |R n | ≤ µ |n| ν |C n | ∀ |n| ≥ n , |R n | ≤ µ|C n | ∀ |n| ≤ n , for some n ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > 2π/γ we have |R n | ≤ µ |n| ν |C n | ∀ |n| ≥ n ; |R n | ≤ µ|C n | ∀ |n| ≤ n , for some n ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > π/γ we have
C n e iωnt + R n e rnt 2 dt ≤ c 2 (T )
where c 2 (T ) is a positive constant .
To prove the previous results, we need Haraux type estimates [5] for functions defined as in (1.5).
Proposition 1.3
Let {ω n } n∈Z be such that lim |n|→∞ |ω n | = +∞ . Assume that there exists a finite set F of integers such that for any sequences {C n } and {R n } with C n = R n = 0 for n ∈ F, the estimates C n e iωnt + R n e rnt 2 dt holds.
Proposition 1.4
Assume that there exists a finite set F of integers such that for any sequences {C n } and {R n } with C n = R n = 0 for n ∈ F, the estimate
is satisfied for some c 2 > 0. Then, for any sequences {C n } and {R n } verifying |R n | ≤ µ|C n | for any n ∈ F , for some µ > 0, the estimate The proofs of these results are rather technical, see sections 4, 5 and appendix. In particular, to prove the inverse inequality we need to introduce a family of operators, which annihilate a finite number of terms in the Fourier series. Our operators are slightly different from those proposed in [5] and [9] . Given δ > 0, ω ∈ C and r ∈ R arbitrarily, we define the linear operators I δ,ω and I δ,ω,r as follows: for every continuous function u : R → C the function I δ,ω u : R → C is given by the formula I δ,ω u(t) := u(t) − 1 δ δ 0 e −iωs u(t + s) ds , t ∈ R , and I δ,ω,r := I δ,ω • I δ,−ir .
For Ingham's type estimates, our results can be compared with those proved in [19] , where functions of the type
(r n , r n ∈ R , C n , C n ∈ C) are considered. Our analysis is different from that of [19] , because our admissible integral kernels are exponential functions. This class of kernels arises in linear viscoelasticity theory, such as in the analysis of Maxwell fluids or Poynting -Thomson solids, see e.g. [21, 23] . For other references in viscoelasticity theory see the seminal papers of Dafermos [1, 2] and [22, 13] . Concerning Haraux's type estimates, in [9] functions of the type
(ω n , C n ∈ C) have been studied. Our analysis of the estimates changes completely with respect to that of cited papers, because the functions under study are different. Indeed, as we shall see in section 6, exponential kernels lead to a new form (1.5) of the functions, where the exponents iω n have also a non vanishing real part and some other real terms R n e rnt appear in the sum. Moreover, in the proofs of Ingham estimates the choice of weight function is fundamental and we borrow from [3] the idea of a different weight function with respect to the classical case [6] , see also [10] . Other papers related to our problem are [15] and [25, 26] , where the approach is different to that of Ingham type.
The plan of our paper is the following. In section 2 we give some preliminary results. In section 3 we describe the HUM method in an abstract setting. In section 4 we prove theorem 1.2 and proposition 1.4 and in section 5 we prove theorem 1.1. In section 6 we give a reachability result for an integro-differential equation. Finally, in the appendix we prove some technical results and proposition 1.3.
Preliminaries
Let X be a real Hilbert space with scalar product · , · and norm · . For any T ∈ (0, ∞] we denote by L 1 (0, T ; X) the usual spaces of measurable functions v : (0, T ) → X such that one has
We shall use the shorter notation v 1 for v 1,∞ . We denote by L 1 loc (0, ∞; X) the space of functions belonging to L 1 (0, T ; X) for any T ∈ (0, ∞). In the case of X = R, we will use the abbreviations L 1 (0, T ) and L 1 loc (0, ∞) to denote the spaces L 1 (0, T ; R) and L 1 loc (0, ∞; R), respectively. Classical results for integral equations (see, e.g., [4, Theorem 2.3.5]) ensure that, for any kernel H ∈ L 1 loc (0, ∞) and any g ∈ L 1 loc (0, ∞; X), the problem
Such a solution is called the resolvent kernel of H. Furthermore, the solution ϕ of (2.1) is given by the variation of constants formula
where is the resolvent kernel of H.
if and only if 5) where is the resolvent kernel of H.
Proof. If f is a solution of (2.4), then, substituting t with T − τ , τ ≥ 0, we get
Thanks to (2.3) one gets
where is the resolvent kernel of H. Recalling that p(τ ) = f (T − τ ) and q(τ ) = g(T − τ ), we have
Finally, substituting T − τ with t, t ≤ T , we obtain
that is (2.5) holds true.
Repeating the reasoning backward, we have that if f verifies (2.5), then (2.4) is satisfied.
Corollary 2.2
The following are true.
(i) The resolvent kernel of t → βe −ηt is t → βe (β−η)t .
if and only if
Proof. (i) The resolvent kernel of t → βe −ηt is the solution of the integral equation
whence, multiplying by e ηt , we obtain e ηt (t) = β + β t 0 e ηs (s)ds t ≥ 0 .
Differentiating yields
Solving the above Cauchy problem gives
whence, multiplying by e −ηt , one gets
The point (ii) follows from lemma 2.1. 6) if and only if f is a solution of the problem
Proof. Let f be a solution of (2.6). It follows that f (0) + λf (0) = 0 and f ∈ C 3 ([0, ∞)). Differentiating (2.6), we get
Substituting in the above equation the identity
whence f is a solution of (2.7).
On the other hand, if f is a solution of (2.7), multiplying the differential equation in (2.7) by e ηt and integrating from 0 to t, we obtain
Integrating by parts the first term and the third one, we have
Using f (0) = −λf (0) and multiplying by e −ηt , we obtain (2.6).
It is easy to verify the following result.
Lemma 2.4
The third degree polynomial
is strictly decreasing in [0, ∞). Moreover, the unique real zero of F (t) is 9 8 .
Hilbert Uniqueness Method
In this section we formally describe the method in an abstract setting. We introduce a linear operator A : D(A) ⊂ X → X on X with domain D(A) and H ∈ L 1 loc (0, ∞). Let Y be another real Hilbert space with scalar product · , · Y and norm · Y and B ∈ L(X 0 ; Y ), where X 0 is a space such that D(A) ⊂ X 0 ⊂ X. We consider the integro-differential equation
with null initial conditions
and
In the applications B can be, for example, a trace operator. For a reachability problem we mean the following: given T > 0, u 0 ∈ X and u 1 ∈ (Ker(B)) , find g ∈ L 2 (0, T ; Y ) such that the weak solution u of problem (3.1)-(3.3) verifies the final conditions
To explain how the HUM method can be used to solve a reachability problem, we proceed dividing the reasoning into several steps.
. We define by induction
Given z 0 ∈ D(A k ) and z 1 ∈ D(A k ), we consider the adjoint equation of (3.1), that is 5) with final data
and the above problem is well-posed, see e.g. [21] . We take k large enough to have the function z sufficiently regular.
STEP 2
We introduce another operator D ν : X 0 → Y such that the following identity holds 8) and the problem
admits a unique solution ϕ. Then, we define the linear operator
We prove that
Indeed, multiplying the equation in (3.9) by ξ(t) and integrating on [0, T ] we have
Integrating by parts twice, in view also of (3.8) we have
Since ξ is the solution of (3.10), we have that (3.11) holds. Now, taking (ξ 0 , ξ 1 ) = (z 0 , z 1 ) in (3.11), we have
So, we can introduce the semi-norm
STEP 4 In view of lemma 2.1, · F is a norm if and only if the following uniqueness theorem holds.
If theorem 3.1 holds true, then we can define the Hilbert space F as the completion of D(A k )×D(A k ) for the norm (3.13). Moreover, the operator Ψ extends uniquely to a continuous operator, denoted again by Ψ, from F to the dual space F in such a way that Ψ : F → F is an isomorphism.
In conclusion if we prove a result like theorem 3.1 and that F = D( √ A) × X, then we can solve the reachability problem (3.1)-(3.4).
Ingham type direct inequality
In the next two sections, we consider functions of the type
with ω n , C n ∈ C and r n , R n ∈ R such that the sequences { ω n }, {r n } are bounded and
Let T > 0.
for some n ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > π/γ we have
To proceed with the proof, we state the following two results, but the proof of the first one can be found in the appendix, as it is quite long and complex. there exists n 0 = n 0 (ε) ∈ N such that if C n = 0 for |n| ≤ n 0 , then we have
where c 2 (T ) > 0.
Proposition 4.3
Assume that there exists a finite set F of integers such that for any sequences {C n } and {R n } verifying C n = R n = 0 for any n ∈ F , (4.6)
is satisfied for some c 2 > 0. Then, for any sequences {C n } and {R n } verifying
for some µ > 0, the estimate
holds for some c 2 > 0.
Proof. Assume that {C n } and {R n } verify (4.8). If we use (4.7), then we have
Now, we prove that
for some constant c 2 > 0. Indeed, applying the Cauchy-Schwarz inequality we get
where |F| denotes the number of elements in the set F. If we use the previous inequality and (4.8), then we get
whence (4.11) follows with c 2 = 2|F| max
Finally, from (4.10) and (4.11) we deduce that
so (4.9) holds with c 2 = 2 max{c 2 , c 2 } .
Proof of Theorem 4.1. Since T > π/γ, there exists 0 < ε < 1 such that T >
. By applying theorem 4.2, there exist n 0 ∈ N and c 2 (T ) > 0 such that if C n = 0 for |n| ≤ n 0 , then we have
Finally, thanks also to (4.3) we can use proposition 4.3 to conclude.
Ingham type inverse inequality
In this section {ω n } n∈Z and {r n } n∈Z are sequences of pairwise distinct numbers such that r n = iω m for any n , m ∈ Z. Let T > 0.
for some n ∈ N, α ∈ R, µ > 0 and ν > 1/2. Then, for any T > 2π/γ we have
where c 1 (T ) is a positive constant.
Remark 5.2
Since the sequence { ω n } is bounded the inverse inequality (5.4) can be written in the form
which is similar to that proved in [26, Lemma 4 .1] by different techniques.
We note that the direct inequality holds under weaker assumptions respect to the inverse one.
To prove theorem 5.1, we need the following results, whose proofs are given in the appendix, as they are quite long and complex. 1−ε there exist n 0 = n 0 (ε) ∈ N and c 1 (T, ε) > 0 such that if C n = 0 for any |n| ≤ n 0 , then we have
In addition, the constant c 1 (T, ε) is given by
Assume that there exists a finite set F of integers such that for any sequences {C n } and {R n } verifying
the estimates
are satisfied for some constants c 1 , c 2 > 0. Then, there exists c 1 > 0 such that for any sequences {C n } and {R n } the estimate
holds.
Proof of Theorem 5.1. Since T > 2π/γ, there exists 0 < ε < 1 such that T > 2π γ 1+ε 1−ε . By applying theorems 5.3 and 4.1, there exist n 0 ∈ N, c 1 (T, ε) > 0 and c 2 (T ) > 0 such that if C n = 0 for |n| ≤ n 0 , then we have
Finally, we can use proposition 5.4 to conclude.
A reachability result
To give the result announced in the introduction concerning reachability problems for a class of systems with memory, first, we need to develop a detailed spectral analysis. Let A : D(A) ⊂ X → X be a self-adjoint positive linear operator on X with dense domain D(A) and let {λ j } j≥1 be a strictly increasing sequence of eigenvalues for the operator A with λ j > 0 and λ j → ∞ such that the sequence of the corresponding eigenvectors {w j } j≥1 constitutes a Hilbert basis for X.
verifying the initial conditions
We have
3)
First, we observe that we can approximate the initial data v 0 and v 1 by sequences {v 0n } in D(A) and {v 1n } in D( √ A) respectively. So, the sequence of strong solutions v n (t) of (6.1), corresponding to the initial conditions v 0n and v 1n , approximates v(t). Thanks to this remark, we can make our computations considering v(t) as a strong solution, and then we go back to weak solutions by standard approximation arguments.
We want to write the solution v(t) as a sum of series, that is
Substituting the above expression of v in (6.1) and multiplying the equation by w j , j ∈ N, we have that f j (t) is the solution of
with initial conditions given by
Thanks to lemma 2.3, problem (6.5)-(6.6) is equivalent to the Cauchy problem
Therefore, we proceed to solve (6.7). To this end, we must compute the solutions of the characteristic equation
following the well-known Scipione Del Ferro's method to obtain the Cardano formula. First, we transform equation (6.8) into one without second degree term. For this reason, we will make a suitable change of variable. Indeed, set
where
To solve (6.9), we look for solutions in the form
We observe that the cube of σ = y + z satisfies the following equation
Equalling the coefficients of similar terms in equations (6.9) and (6.10), we have
Since y 3 z 3 = −p 3 j /27 e y 3 + z 3 = −q j , it follows that y 3 and z 3 are solutions of the second order equation
Now, defining the discriminant of equation (6.9) as the 1 4 -discriminant of the above equation, that is
we note that
where F is the polynomial defined in (2.8). Thanks to lemma 2.4 the above condition is satisfied for η > 9 8 β, and hence ∆ j > 0 for η > 9 8 β .
If β < η ≤ 9 8 β, then we can write η = tβ, with 1 < t ≤ (6.13)
Therefore, the solutions of equation (6.11) are given by
Now, to write the solutions σ = y + z of (6.9), we keep in mind not only that y 3 and z 3 are solutions of (6.11), but also that y and z must satisfy the condition yz = −p j /3. Accordingly, if we consider the following real numbers,
, then the solutions of (6.9) are given by σ 1,j = y j + z j , (6.14)
15)
We note that the numbers σ 1,j , σ 2,j , σ 3,j are all distinct. Now, in view of (6.12) we evaluate the quantity
Therefore, using also the well-known formula
we obtain
In a similar way we get
Therefore, using again (6.17), we have
By (6.18) and (6.19) it follows
In virtue of (6.14)-(6.16), the above relationships yield
Finally, using also the condition Λ = σ − η/3, we are able to write the solutions of equation (6.8) , that is
Therefore, we can write the solution of (6.7) in the following way f j (t) = C 1,j e tΛ 1,j + C 2,j e tΛ 2,j + C 3,j e tΛ 3,j , (6.23)
where C k,j , k = 1, 2, 3, are complex numbers to determine. To find the coefficients C k,j we impose that f j verifies the initial conditions
so we obtain the system  
(6.25)
The matrix C of the coefficients of system (6.25) has determinant given by
so we obtain
Plugging (6.20)-(6.22) into the above identities, we obtain the expressions of coefficients C k,j . Indeed,
We note that C 1,j ∈ R. To write explicitly C 2,j we observe that
Therefore,
27) from which it follows that there exist some c 1 , c 2 > 0 such that
and hence
Moreover,
By (6.26), (6.28) and (6.30), one deduces that there exists a positive constant c such that for any j ∈ N we have
In conclusion, thanks into account (6.23) we have proved that the solution v(t) of the Cauchy problem (6.1)-(6.2) can be written as
where Λ k,j and C k,j are given by (6.20)-(6.22) and (6.26)-(6.29) respectively, and condition (6.31) holds. We will show as the function v can be written in the form
where C n , ω n ∈ C and R n , r n ∈ R. Indeed, we define ω n as the complex numbers having real and imaginary parts given by
Moreover, we set
Finally, applying the abstract results of sections 4 and 5 we can show our reachability result.
such that the weak solution u of problem
Proof. To prove our claim, we apply the HUM method described in section 3. Let X = L 2 (0, π) be endowed with the usual scalar product and norm
We consider the operator A :
It is well-known that A is a self-adjoint positive operator on X with dense domain D(A), {j 2 } j≥1 is the sequence of eigenvalues for A and the sequence of the corresponding eigenvectors is {sin(jx)} j≥1 . The fractional power √ A of A is well defined and D( √ A) = H 1 0 (0, π). Therefore, we can apply our spectral analysis to the adjoint problem of (6.33). Indeed, the solution z of the adjoint problem can be written in the form (6.32) , that is
Since η > 3β/2 we can apply theorems 4.1 and 5.1 to function z x (t, π). Therefore, thanks to inequalities (4.4) and (5.4) the uniqueness theorem 3.1 holds true. In addition, by estimates (6.28) and (6.30) we have that
so the space F introduced at the end of section 3 is H 1 0 (0, π) × L 2 (0, π). So, our proof is complete.
A Appendix
To prove theorem 4.2 we need to introduce an auxiliary function. Let T > 0. We define
For the reader's convenience, we list some easy to check properties of k * in the following lemma.
the following properties hold for any
Proof of Theorem 4.2. First, without loss of generality, it may be assumed that the sequence { ω n } converges to 0, that is
Indeed, suppose for a moment that we have proved inequality (4.5) under this extra condition. For the general case α = 0, we consider the function
where ω n = ω n − iα and lim |n|→∞ ω n = 0. So, inequality (4.5) holds for g, that is
Since f (t) = e −αt g(t), we have
whence it follows
that is (4.5) also holds for f . Let k * (t) be the function defined by (A.1). If we use (A.2), then we have
We may write the first sum on the right-hand side as follows
Plugging the above identity into (A.7) and using (A.3), we obtain
Notice that the terms on the right-hand side of the previous identity are real. Therefore, applying the elementary estimates θ ≤ |θ|, θ ∈ R, and | cosh z| ≤ cosh( z), z ∈ C, we obtain
Since the sequences { ω n } and {r n } are bounded, there exists a positive constant c(T ) such that for any n, m ∈ Z we have
and hence from (A.8) it follows
In virtue of the definition of K * we have
To evaluate the second sum on the right-hand side of the above inequality, we note that, in virtue of (A.4), we have
Now, using (A.5) we get
From assumption (4.1) it follows
Fix 0 < ε < 1, thanks to (A.6), there exists n 1 ∈ N, n 1 ≥ n , such that for any n ∈ Z, |n| ≥ n 1 ,
Therefore, for any n , m ∈ Z, |n|, |m| ≥ n 1 , we have
we have T 2 γ 2 ε + π 2 < T 2 γ 2 , so from the above inequality it follows
Putting the previous formula into (A.11), we obtain
Assuming C n = 0 for |n| ≤ n 1 and putting the above formula into (A.10), we get
Notice that, thanks to (4.3), we have R n = 0 for |n| ≤ n 1 . Therefore, from (A.9) and (A.13) it follows
To estimate the second term on the right-hand side, we use (4.3) to obtain
Applying (A.5), one gets
(A.16) Now, we observe that, by (A.12) it follows
Therefore, since the sequences { ω n }, {r n } are bounded, there exists n 0 ∈ N,
such that for any n , m ∈ Z, |n|, |m| ≥ n 0 , we have
so, plugging the above inequality into (A.16) we have
Assuming C n = 0 for |n| ≤ n 0 , and hence also R n = 0 for |n| ≤ n 0 , by (A.15) it follows 2 |n|,|m|≥n 0
At last, we must consider the term
Recalling the definition of K * we have
so, in virtue of (4.3) we get
Putting (A.17) and (A.18) into (A.14), we obtain
Now, if we consider the auxiliary function k * defined by (A.1) with T replaced by 2T , then from the above inequality we get
So, the proof is complete.
As for the direct inequality, to prove theorem 5.3 we need to introduce an auxiliary function. We define
For the reader's convenience, we list some easy to check properties of k in the following lemma.
Proof of Theorem 5.3. As in the proof of theorem 4.2, without loss of generality, it may be assumed that
Indeed, suppose for a moment that we have proved inequality (5.5) under this extra condition. For the general case α = 0, we consider the function
C n e iω n t + R n e (rn+α)t , where ω n = ω n − iα and lim |n|→∞ ω n = 0. So, inequality (5.5) holds for g, that is
that is (5.5) also holds for f . Let k(t) be the function defined by (A.19). If we use (A.21), then we have
Plugging the above identity into (A.26) and using (A.22), we obtain
Notice that, by difference, the second term on the right-hand side of the previous identity is real. Therefore, using the elementary estimate θ ≥ −|θ|, θ ∈ R, we obtain
Now, arguing as in the proof of (A.10) and using
Similarly, we get n,m, n =m
Therefore, plugging (A.28) and (A.29) into (A.27) and being k a non-negative function, we have
Now, fixed n ∈ Z, we have to estimate the sum
Using (A.24), we get
From assumption (5.1) it follows
Moreover, if we fix 0 < ε < 1, then, thanks to (A.25), there exists n 1 ∈ N, n 1 ≥ n , such that for any n ∈ Z, |n| ≥ n 1 ,
we have T 2 γ 2 ε + 4π 2 < T 2 γ 2 , so from the above inequality it follows
Putting the previous formula into (A.31), we obtain
If we assume C n = 0 for |n| ≤ n 1 , then due to (5.3) we also have R n = 0 for |n| ≤ n 1 . Therefore, putting the above estimate into (A.30), for T >
Therefore from (A.36), thanks to the above inequality, we get
and hence, assuming C n = 0 for |n| ≤ n 0 , (A.35) can be written as
Moreover, by (5.2) and (5.3) we have 
Plugging the above formula into (A.34), we get
Now, in virtue of (A.20) we note that (c) If u(t) = e r t with r = r and r = iω, then I δ,ω,r u(t) = 1 − e (r −r)δ − 1 (r − r)δ 1 − e (r −iω)δ − 1 (r − iω)δ u(t) . C n e iωnt + R n e rnt in a series such that the terms corresponding to indices in F are null, so we can apply assumption (5.8).
To this end, we fix ε > 0 and choose δ ∈ (0, ε 2|F | ∧ T ), where |F| indicates the number of elements in the set F. Let us denote by I the composition of all linear operators I δ,ω j ,r j , where j ∈ F; by lemma A.5-(d) the definition of I does not depend on the order of the operators I δ,ω j ,r j . Therefore, we can use lemma A. 1 − e (rn−r j )δ − 1 (r n − r j )δ 1 − e (rn−iω j )δ − 1 (r n − iω j )δ e rnt .
If we define for any n ∈ F C n := C n j∈F 1 − e i(ωn−ω j )δ − 1 i(ω n − ω j )δ 1 − e (iωn−r j )δ − 1 (iω n − r j )δ , R n := R n j∈F 1 − e (rn−r j )δ − 1 (r n − r j )δ 1 − e (rn−iω j )δ − 1 (r n − iω j )δ , C n e iωnt + R n e rnt .
Therefore, applying estimate (5. vanishes. This is possible because the analytic function 1 − e z − 1 z does not vanish identically and, since the numbers ω n − ω j and iω n − r j are all different from zero, we have to exclude only a countable set of values of δ. Now, we note that there exists a constant c > 0 such that j∈F 1 − e i(ωn−ω j )δ − 1 i(ω n − ω j )δ 1 − e (iωn−r j )δ − 1 (iω n − r j )δ Indeed, it is sufficient to observe that for any fixed j ∈ F we have e i(ωn−ω j )δ − 1 i(ω n − ω j )δ ≤ e − (ωn−ω j )δ + 1 |ω n − ω j |δ → 0 as |n| → ∞ ,
