In protein fold recognition, a probe amino acid sequence is compared to a library of representative folds of known structure to identify a structural homolog. In cases where the probe and its homolog have clear sequence similarity, traditional residue substitution matrices have been used to predict the structural similarity. In cases where the probe is sequentially distant from its homolog, we have developed a (7 x 3 x 2 x 7 x 3) 3D-1D substitution matrix (called H3P2), calculated from a database of 119 structural pairs. Members of each pair share a similar fold, but have sequence identity less than 30%. Each probe sequence position is de ned by one of 7 residue classes and 3 secondary structure classes. Each homologous fold position is de ned by one of 7 residue classes, 3 secondary structure classes, and 2 burial classes. Thus the matrix is 5-dimensional and contains 7 3 2 7 3 = 882 elements or 3D-1D scores. The rst step in assigning a probe sequence to its homologous fold is the prediction of the 3 state (helix, strand, coil) secondary structure of the probe; here we use the PHD program. Then a dynamic programming algorithm uses the H3P2 matrix to align the probe sequence with structures in a representative fold library. To test the e ectiveness of the H3P2 matrix a challenging, fold class diverse, and cross-validated benchmark assessment is used to compare the H3P2 matrix to the GONNET, PAM250, BLOSUM62 and a secondary structure only substitution matrix. For distantly related sequences the H3P2 matrix detects more homologous structures at higher reliabilities than do these other substitution matrices, based on sensitivity versus speci city plots (or SENS-SPEC plots). The added e cacy of the H3P2 matrix arises from its information on the statistical preferences for various sequence-structure environment combinations from very distantly related proteins. It introduces the predicted secondary structure information from a sequence into fold 1 recognition in a statistical way that normalizes the inherent correlations between residue type, secondary structure and solvent accessibility.
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Fold recognition is the process whereby a probe protein sequence of unknown 3D structure is compared to folds from a library of possible homologs of known 3D structure in an attempt to recognize structural similarity between the probe and one or more of the homologs.
It has been observed for many proteins with no detectable sequence similarity to any sequence of known structure that they actually have a fold similar to proteins whose structures were previously determined (Bowie et al., 1991; Subbiah et al., 1993; Artymiuk et al., 1993; Holm & Sander, 1993; Orengo et al., 1993b) . There are in fact hundreds of such examples (Flores et al., 1993; Hilbert et al., 1993) in the Protein Data Bank (PDB) (Bernstein et al., 1977 ). An analysis of these trends in experimentally determined structures has led Orengo et al. (1994) to estimate that a protein with no detectable sequence similarity to any known structure in the PDB has a 70% chance of having a fold that is already known. This percentage will increase as representatives of unique folds are added to the database. Thus the potential of assigning structural folds to thousands of amino acid sequences has provided a strong motivation for developing methods to predict the fold of a sequence by comparing it in some way to proteins whose folds are known. A method able to make good predictions would greatly extend our understanding of 1 Abbreviations used: 1D,1-dimensional; 3D 3-dimensional; PDB, Protein Data Bank; PHD, Pro le based neural network prediction of secondary structure; rmsd, root mean square deviation; DSSP, data base containing the secondary structure and solvent accessibility for proteins of known 3D structure; H3P2, 5-dimensional substitution matrix with (3) dimensions for the (H)omologous structure and (2) dimensions for the (P)robe sequence; PAM, accepted point mutations per 100 amino acid residues; the standard three letter amino acid abbreviations are used throughout. evolutionary paths, and would provide a springboard from which new molecular biological and biochemical experiments could be launched.
Early methods of fold recognition relied on comparison of the amino acid sequences of proteins (Dayho et al., 1978) . It is known that proteins sharing more than 30% sequence identity over the majority of their length have a high probability of adopting the same fold (Doolittle, 1986; Sander & Schneider, 1991) and conventional sequence comparison methods easily detect these similarities.
Several related methods have been developed in the last 5 years that aspire to detect structural similarity between a sequence and a known structure when their sequence identity is below 20%. These methods use statistical preferences of amino acids for structural environments, to measure the compatibility of a sequence to a fold. Bowie et al. (1991) calculated amino acid preferences for structural environments de ned in terms of solvent accessibility, contact with polar protein atoms and secondary structure type. These preferences were used to align a sequence string with an environment string using dynamic programming. Jones et al. (1992) developed a method in which the residue pairwise contact potentials of Sippl (1990) were used to align a sequence onto a protein structure with an iterative dynamic programming algorithm. Related methods have been developed for fold recognition (Ouzounis et al., 1993; Godzik et al., 1992; Bryant & Lawrence, 1993; Rooman et al., 1992; Matsuo & Nishikawa, 1994; Wilmanns & Eisenberg, 1993) , some of which performed relatively well in a blind prediction experiment (Lemer et al., 1995; Madij et al., 1995; Matsuo & Nishikawa, 1995; Fl ockner et al., 1995; Jones et al., 1995; Hubbard & Park, 1995) . All of these methods, except for that of Madij et al. (1995) , align the probe sequence to its homologous fold by some variation of dynamic programming.
The combination of the following two ideas is the major feature of the current work. First, we de ne the preference of a residue relative to the environment to which it is aligned when two proteins having a similar fold and low sequence similarity are superposed, rather than de ning the preference of a residue for the environment in its own structure (Figure 1) . To derive the preferences we use a database of structurally similar protein pairs which have sequence identity below 30% and an average identity of 13%. A similar approach was taken by Overington et al. (Overington et al., 1992; Johnson et al., 1993) where they used an aligned database of 65 homologous sets of 3D structures with sequence identity ranging from 15 to 40%. Because their average sequence identity would be much higher than 13% the e ective PAM distance (Dayho et al., 1978 ) of our database is much higher.
Second, we calculate the preference the probe residue has for the structural environment based on the probe's residue class given the predicted secondary structure class, as opposed to using only the residue class.
Other methods for including secondary structure prediction as a linear contributer to the substitution score have been developed recently (Rost, 1995; . In contrast, our method introduces this information in a way that takes into account correlations between amino acid type, secondary structure, and solvent accessibility by calculating substitution scores (or \3D-1D" scores) in a 7 x 3 x 2 x 7 x 3 (5-dimensional) matrix. The di erence between adding preference scores from individual scoring matrices and using scores from the H3P2 matrix is illustrated by the following example. Tryptophan receives a high preference for itself in a 20 x 20 residue-residue scoring matrix and a coiled secondary structure receives a high preference for itself in a 3 x 3 secondary structure scoring matrix. If we simply add these two preferences we get an arti cially large score. In reality, tryptophans are less conserved in coiled secondary structure than they are on average. The H3P2 matrix re ects this with an appropriately low score. Analysis of the H3P2 matrix discloses many such examples, as discussed in Section 3.2.
Another fold recognition method that uses predicted secondary structure has been developed (Russell et al., 1996) which maps predicted secondary structure to known secondary structure and uses various lters to screen out \implausible topologies". In an earlier work a similar approach was taken by Sheridan et al. (1985) where they aligned by secondary structure using dynamic programming and screened the highest scoring alignments based on physical properties. These methods are less similar to the present method than those of Rost (1995) and , since they do not combine other characteristics of the protein with the secondary structure, but use the similarity in secondary structure as an initial screen prior to further processing.
The major novel aspect of our approach is the combining of the most information rich characteristics from both the sequence and the structure into a single substitution matrix as to optimally use the data in the PDB (Bernstein et al., 1977) . It is the balance between the contributions of the various characteristics that give the H3P2 matrix an advantage over matrices specializing in a particular characteristic.
Methods

Overview
The method is designed to scan a library of known protein folds (URL: http://www.doembi.ucla.edu/people/dwrice/foldlibrary) with an amino acid sequence of unknown structure in order to detect any folds the unknown sequence is likely to adopt. Figure 2 shows a ow diagram of the relationships between various parts of the method described below. A database of superposed protein pairs (URL: http://www.doe-mbi.ucla.edu/people/-dwrice/aligneddatabase) which have the same fold and low sequence identity was used for calculating 3D-1D substitution values. These 3D-1D substitution values are for substitutions between positions describing the sequence and positions describing the structure. The structural description includes the residue type, the secondary structure, and the solvent accessibility, and the sequence description includes the residue type and the predicted secondary structure (Figure 1) . These values are stored in the H3P2 matrix (Table 1) . The H3P2 matrix is the analogue, with respect to the process of fold recognition, to the 3D-1D scoring table in the 3D-1D pro le method of Bowie et al. (1991) .
A dynamic programming algorithm uses the H3P2 matrix to align a probe sequence with the 811 folds in the fold library (URL: http://www.doe-mbi.ucla.edu/people/dwrice/-foldlibrary). It reads the residue type of the probe sequence with its 3 state predicted secondary structure from PHD (Rost & Sander, 1993) output, and reads the residue type, the secondary structure, and the solvent accessibility for each fold in the library. The output from scanning the fold library is an ordered list of all the folds according to scores.
The Pair Database
A Pair Database of structurally similar protein pairs having low sequence identity was compiled for calculating the preference that environments in one member of a pair have for the environments in the other member. Groups of structures having the same fold and less than 30% sequence identity were taken from Table 1 of Orengo et al. (1993a) . The 70Str cuto level, based on the SSAP method of Taylor & Orengo (1989a, b) and Orengo & Taylor (1990) , was used as the criterion for fold grouping. We structurally aligned all combinations of structural pairs within a fold family using the representatives with less than 30% sequence identity to each other. These alignments were obtained by minimizing the root mean square deviation (rmsd) of the backbone atoms based on the Kabsch algorithm (Satow et al., 1986; Kabsch, 1976) . This gave a set of over 300 structural pairs which was pruned to 119 pairs by the following criteria.
Pairs with rmsd greater than 4.0 A were removed.
Pairs with less than 70% secondary structure identity in the aligned region were removed.
Pairs in which less than 60% of the shorter protein's length was included in the rmsd calculation were removed.
The 119 structurally similar protein pairs of low sequence identity are at URL: http:-//www.doe-mbi.ucla.edu/people/dwrice/aligneddatabase.
Environment De nitions for the Known Structure
Each environment in a fold is described in terms of its residue class, secondary structure class and solvent accessibility class as follows:
To reduce the number of 3D-1D substitution parameters, the twenty amino acids were clustered into 7 classes based on their substitution values in the Dayho PAM250 matrix (Dayho et al., 1978) , as shown in Table 2 .
The 3 state (helix, strand, coil) secondary structure categories as determined by DSSP (Kabsch & Sander, 1983) were taken as the 3 secondary structure classes.
The amino acid solvent accessibility was determined by calculating the fractional area of the residue buried by protein atoms, using the method of Bowie et al. (1991) . Each environmental position was taken as either buried or exposed depending on its fractional area buried. A di erent buried/exposed boundary was determined for each residue class. For each residue type, the median fractional area buried in the Pair Database was calculated. Within a residue class, the average of the medians for the residues in that class was taken as the buried/exposed boundary. The fractional area buried/exposed boundaries for the 7 classes were as follows: cysteine = 0.99, tryptophan = 0.95, basic = 0.67, aromatic = 0.95, hydrophobic = 0.98, small = 0.84, and polar = 0.74 (Table 2) .
Environment Descriptions for the Probe Sequence
Each residue environment of the probe sequence is described in terms of its residue class and its predicted secondary structure class. The residue classes are the same 7 as those described above for the known structure. The DSSP de ned secondary structure is used for substitution value calculations as above, but the PHD predicted secondary structure is used when scanning the fold library with a probe sequence.
Calculation of matrix elements for the H3P2 substitution matrix
The elements of the H3P2 substitution matrix were calculated as follows. For each residue position in the Pair Database of aligned structural pairs (URL: http://www.doe-mbi.ucla.-edu/people/dwrice/aligneddatabase), the residue class, the secondary structure class and the burial class were determined. Two statistics were counted at each aligned position: Each protein chain was considered to be both a sequence aligned to a structure, and a structure onto which a sequence was aligned. Figure 1 schematically shows two residues superposed at a position and demonstrates how they were treated in counting statistics.
The preference for substituting a sequence environment into a structural environment was calculated in the standard way. The substitution score for probe sequence environment i with homologous structural environment j is given by the information value (Fano, 1961) :
where P(ijj) Pi is equal to the number of occurrences of i and j found aligned in the Pair Database divided by the number of times one would expect to nd them aligned if the distribution were random. The P(ijj) and Pi are respectively the probability of nding i given j, and the probability of i. The values of Pi were determined by dividing the number of occurrence of sequence environment i by T, the total number of counts in the Pair Database. The values of P(ijj) were determined by dividing the number of occurrences of i and j found aligned with each other by the number of times j was found in total. Counts for i, j, and T included occurrences of i and j aligned with gaps. The H3P2 substitution value matrix is shown in Table 1 .
Evaluation of the H3P2 matrix
A benchmark was developed to compare the H3P2 matrix to the GONNET (Gonnet et al., 1992) , PAM250 (Dayho et al., 1978) and BLOSUM62 (Heniko & Heniko , 1992) residue substitution matrices. The PAM250 and BLOSUM62 matrices were taken from the Genetics Computer Group (TM) sequence analysis package (Version 8.0), and the GONNET matrix was taken from the citation above and each element divided by 4.
Each member of a training set of 243 probes was aligned against a fold library of 811 folds to select the best gap penalties and alignment algorithm for each method. After all training had nished, a di erent test set of 243 probes were evaluated using the optimum penalties and alignment algorithms.
The test set (see URL: http://www.doe-mbi.ucla.edu/people/dwrice/testset) and training set (see URL: http://www.doe-mbi.ucla.edu/people/dwrice/trainingset) were selected as follows. The set of representative protein chains from the March 5, 1996 PDB SELECT database (Hobohm & Sander, 1994) having less than 25% sequence identity was selected to give 486 chains. Half were taken at random as the training set; the other half as the test set.
The fold library (see URL: http://www.doe-mbi.ucla.edu/people/dwrice/foldlibrary) is the set of protein chains in PDB SELECT having less than 45% sequence identity to each other minus those having only backbone atoms in the PDB (Bernstein et al., 1977) .
The benchmark measures two properties as a function of score. One is the speci city (The probability of a chain in the fold library, given its score, having the same fold as the probe.), SPEC(score) = TP(score)=(TP(score) + FP(score));
and the other is sensitivity (The fraction of chains in the fold library with the same fold as the probe that have a score greater than the score under consideration.), SENS(score) = TP(score)=(TP(score) + TN(score));
where TP(score) is the sum of all true folds with a score greater than score, FP(score) is the sum of all false folds with a score greater than score, and TN(score) is the sum of all true folds with a score less than score.
The sum is over all probes | in the present case 243. A member of the 811 folds in the fold library is considered a true if it is in the same fold family as the probe but in a di erent sequence family as determined by the SCOP database update 1.32 (Murzin et al., 1995) . Folds in the same sequence family as the probe were ignored. A fold was considered a false if it was not in the same fold family.
The following parameters were tested on each of the four matrices: (1) Gap penalties from 0 to 5 in increments of 1 and length extension penalties from 0 to 0.5 in increments of 0.1 were scanned. Smaller increments of 0.1 and 0.01 for gap and length extension penalties respectively were further tested around the best combinations to narrow down the optimum penalties. The penalties scanned for the BLOSUM62 matrix were 4 times those used for the other matrices. (2) Four variations of the dynamic programming algorithm were tried. These were (a) the Needleman and Wunch (1970) global alignment algorithm (GLOBAL), (b) the Smith and Waterman (1981) local alignment algorithm (LOCAL), (c) the GLOBAL algorithm with gap penalties for unaligned ends (GLOGLO), and (d) the GLOBAL algorithm with gap penalties for unaligned ends in the homologous fold but not the probe (GLOLOC) . (3) Two normalization methods where used as described in the next section.
Score normalization
In order to evaluate the signi cance of a match between a probe sequence and a structure, the alignment score must be assessed. Initially we normalized the raw alignment score by generating a population of randomized sequences, realigning them to the structure, and calculating the Z score, Z = q ? hq rand i sd rand ;
where q is the alignment score of the non-randomized alignment, hq rand i is the mean of the scores obtained from random alignments and sd rand is the standard deviation of the random alignment scores. The drawback of this type of normalization is that it gives large Z scores for many pairs of proteins with unrelated folds. The reason for this is that continuous stretches of identical secondary structure can align without gaps, even if the two proteins have di erent folds. To account for this generic protein likeness, the following alternative normalization scheme was employed.
Randomization by blocks: Continuous blocks of sequence were shu ed and the Z score calculated from the distribution of alignment scores resulting from these randomizations.
Here we use blocks of sequence 6 residues in length.
The Z score was calculated as in Equation 4 except that hq rand i and sd rand were calculated from alignment scores from sequences randomized by blocks instead of by individual residues.
Although block randomization was far superior to randomization without blocks, other normalization methods performed even better.
Score normalization of two types: In one we calculated a z score from the distribution of raw alignment scores from the 811 members of the fold library. In the other we randomized the sequence 30 times and used the distribution of random scores to calculate a block randomized z score (Equation 4) as described above. The block randomized z scores were further normalized across the 811 folds as the raw scores were in the rst case, so that there would be a score normalization across the 234 probes.
The GLOGLO and GLOLOC were tested using the normalization both with and without randomization and the LOCAL was tested using the randomization method. The LOCAL and GLOBAL performed poorly in the normalization without randomizations in initial tests and were not tested further.
Results and Discussion
The Pair Database used to derive the H3P2 matrix
The Pair Database used to derive the H3P2 matrix consists of 119 pairs of proteins (URL: http://www.doe-mbi.ucla.edu/people/dwrice/aligneddatabase). Overall, members in the Pair Database have a low sequence identity (below 30% identity), and high structural similarity, as seen by the rmsd and the percentage of secondary structure correspondence. The structural pairs in the database (URL: http://www.doe-mbi.ucla.edu/people/dwrice/-aligneddatabase) have an average rmsd of 2.3 A, an average secondary structure identity in superposed regions of 81%, and an average sequence identity of 13%. The average percentage of the length of the shorter protein included in the rmsd calculation is 82%.
There are a total of 29,734 residue to environment superpositions in the Pair Database. This gives an average of 43 observations for each of the 882 elements in the H3P2 matrix. The e ective value is actually higher than 43 since some of these substitutions never occur, and would never contribute to the alignment score between a probe and a structure.
The aligned Pair Database (URL: http://www.doe-mbi.ucla.edu/people/dwrice/aligneddatabase) was selected to represent proteins with similar folds but dissimilar amino acid sequences. That is, the aligned sequences have a very high PAM distance (Dayho et al., 1978) . We excluded structural pairs having greater than 30% sequence identity to avoid diluting this hypothetical PAM distance.
The disadvantage of using only structural pairs with very low sequence identity is that it limits the size of the Pair Database, and, in turn, the number of parameters we can reliably determine without over-tting. In order to calculate parameters in 5-dimensions, given the limited size of the database, we reduced the number of residue classes from 20 to 7 (Table 2 ) and constrained our solvent accessibility classes to either buried or exposed.
The boundaries for residue and solvent accessibility classes were chosen to maximize the information. Residue classes were clustered based on their similarity to each other in the PAM250 matrix, and buried/exposed boundaries for solvent accessibility were specifically determined for each residue class (Table 2 ). Compared to polar residue classes, apolar residue classes require a smaller fraction of their surface to be exposed to solvent to be classi ed as exposed. For example, the residue class containing ILE, LEU, MET, and VAL is exposed if more than 2% of its surface is exposed, while the residue class containing ASP, GLU, GLN, ASN, and HIS is exposed only when more than 26% of their surfaces are exposed. Clustering the classes in this way reduces the number of parameters to calculate while preserving much of the information that could be obtained by using all 20 amino acid types and a greater number of solvent accessibility classes. This matrix contains a number of elements that is at the edge of what can be determine from the current size of the structural database.
General properties of the H3P2 substitution matrix
The H3P2 matrix is a 5-dimensional substitution matrix with (3) dimensions for the (H)omologous structure: 1. residue class, 2. solvent accessibility class, and 3. secondary structure class and (2) dimensions for the (P)robe sequence: 1. residue class and 2. predicted secondary structure class. A two dimensional representation of the H3P2 substitution matrix is given in Table 1 .
The H3P2 matrix o ers insights about substitution preferences of environments between homologous structures with low sequence identity. The highest substitution score in the matrix is for the replacement of a buried tryptophan in a helical secondary structure in the homologous structure with a tryptophan in a predicted helical secondary structure in the probe sequence. This value is 4.5. Cysteines also receive high scores when substituting for themselves in the same secondary structure. All identical residue classes having the same secondary structure have positive substitution values. Apolar residue classes (r w , r a , and r h ) have higher substitution values for each other than they do for the more polar residue classes (r b , r s , and r p ). The polar residue classes cluster in a similar way. Buried environments favor apolar residues in the probe sequence, while exposed environments favor polar residues.
The above relationships are well known, showing that the H3P2 matrix embodies conventional knowledge about environment conservation in proteins. Beyond this there are many subtle relationships found in the matrix. A change in the solvent accessibility class has a larger e ect on substitutions between polar and apolar residue than on those between two polar or two apolar residues (Table 3) . This relationship is not intuitively obvious. Contrary to this observation, one might expect a change in solvent accessibility to have the largest e ect on apolar-apolar substitutions, where, for example, exposing an apolar residue would cause a large decrease in its probability for substituting for another apolar residue. But the solvent accessibility e ect is greater on polar than apolar residues in the structure when substituting for apolar residues in the sequence (Table 3 , rows 1 and 2). The main reason for this is the extreme chemical contrast between an exposed polar residue and an apolar residue. Analogously, the solvent accessibility has a larger e ect on an apolar than a polar residue when substituting for a polar residue in the probe (Table 3 , rows 3 and 4).
Relative to an exposed structural class, a buried structural class increases the substitution score if the sequence class is apolar. Interestingly, this is also true when the probe residue and the structure residue are both in the same polar class. For example, compare probe residue class r b (lysine and arginine) with structure residue class r b in both the exposed and buried classes. The score for the buried class is higher even though lysine and arginine are more commonly exposed to solvent. The burial boundary for this class is 67%, so this tells us that basic residues positions are more likely to remain basic if the basic residue has more than 67% of its surface buried than if less. These conserved buried polar residues are likely to have structural and/or functional importance. In contrast to the scores for conserved, buried polar residues, we saw above that polar residues in di erent classes have larger substitution scores if one of them is exposed.
Although these general trends o er us insights, many trends of the matrix are not easily generalized. Nevertheless, the matrix can be used by those with a speci c question about the di erence in substitution probabilities between two sets of environments. For example, \How does the solvent accessibility e ect change within a combination of residue classes as a function of secondary structure class?" (The answer is that the substitution scores increase from coil ) helix ) sheet, while the di erences between buried and exposed vary with residue class. For example, in one combination of residue classes the solvent accessibility has a large e ect on the helical environments while in others the greatest e ect is on beta sheet environments.) or \What are the relative helix-helix and sheet-sheet substitution values as a function of combinations of residue classes?" (One answer, for example, is that for the r b with r b (basic) combination there is a larger di erence between helix-helix and sheet-sheet substitution values than for the r h with r h (hydrophobic) combination.). Such questions are likely to lead to a greater understanding of conserved characteristics in distant homologous protein structures. The multidimensionality of the H3P2 matrix brings out relationships one cannot nd in combined matrices. The focus of this paper is to use this information implicitly as a fold recognition tool, although the information also has applications for studies of evolution and protein folding.
About 20% of the possible substitutions in the H3P2 matrix are so rare that they do not occur in the Pair Database. Substitutions for which no data are observed receive values of -9.0 in the matrix. Out of 882 elements, there are 198 such values.
Notice the di erence between calculating a 7 x 3 x 2 x 7 x 3 (5-dimensional) matrix and calculating, for example, a 7 x 7, a 3 x 3, and a 2 x 2 matrix and summing their information values to get the substitution score. If residue type, secondary structure and burial class were distributed independently in the Pair Database, the summed values of the 3 smaller matrices would be proportional to the values in the larger matrix, but these distributions are not independent. Residues type is correlated with solvent accessibility and with secondary structure class. The H3P2 matrix contains the substitution values for the environment descriptions with all their interdependencies taken into account. If the descriptions are assumed to be independent and the substitution values for each description simply summed, many substitutions will receive erroneously high and low scores. An example is given in the Introduction.
Fold recognition performance of the H3P2 matrix
The H3P2 matrix was compared to the PAM250, BLOSUM62 and GONNET matrices for its ability to detect proteins belonging to the same fold family as the probe but to di erent sequence families. This is shown in Figure 3 , where the sensitivity is plotted as a function of speci city (SENS-SPEC plots) for each matrix. A point on the curve gives the sensitivity calculated for the given parameters at a score corresponding to the speci city on the x-axis. A perfect performance in fold recognition would be represented by a line of points along the top of the curve encompassing the full area of the plot. Equal testing of gap penalty and alignment algorithms was performed for each of the four matrices (see Methods) using the training set (see URL: http://www.doe-mbi.ucla.edu/people/-dwrice/trainingset).
The alignment algorithms performing best on the benchmark were the GLOLOC and the GLOGLO. The GLOLOC and GLOGLO alignment algorithms reduce the number of false positives by eliminating many of the local high scoring matches. With these algorithms, the entire length of one or both of the proteins must align reasonably well for the alignment score to be high. If there is a local region that aligns well but the rest of the protein is mismatched the score is heavily penalized. Proteins of the same fold are more likely to maintain a reasonable score over the majority of their lengths than proteins of di erent folds, but proteins of di erent folds can have locally high scoring segments. The probability of a false fold getting a locally high scoring region close to that of a true fold is much greater than that of a false fold getting a globally high scoring region close to that of the true fold. Thus the GLOGLO and GLOLOC are better at distinguishing between false positives and true positives than the LOCAL and the GLOBAL which both allow local matches (anywhere for the LOCAL and at the ends for the GLOBAL).
The combination of parameters (gap penalty, score normalization and alignment algorithm) that performed best on the training set were then evaluated against the test set (see URL: http://www.doe-mbi.ucla.edu/people/dwrice/testset). Plots of sensitivity versus speci city using the best combinations of parameters for each method are shown in Figure 3 . These SENS-SPEC plots show how many of the possible true folds in the fold library are detected (positive) at a given con dence level. For example, a point with coordinates (0.06, 0.4) tells us that when we have a 6% chance of a fold with the associated score being the same fold as our probe, we detect 40% of the folds in the fold library with the same fold as the probe.
Figure 3(a) shows the performance, using the training set, of the H3P2 matrix compared to the three traditional residue substitution matrices. A clear improvement is seen for the H3P2 matrix over the others. The performances of the three residue substitution matrices were similar, although the PAM250 did slightly worse than the other two. The gap penalties, length extension penalties and alignment algorithms used here were the ones which performed best, for each method, based on the area under the SENS-SPEC curve. Table 4 gives the penalties and alignment algorithms that performed best on the training set.
The optimum parameters used were not unusual outliers relative to many of the other parameters evaluated. Although we picked only the best combinations to use on the test set, the four methods clustered in the same way over many penalty combinations and other alignment algorithms in the training set. For example, with the H3P2 matrix many combinations of gap and length extension penalties with both the GLOGLO and GLOLOC performed better than the best GONNET combination. The GLOGLO and GLOLOC algorithms performed similarly.
Using the parameters optimized on the training set, each substitution matrix was evaluated using the test set (Figure 3(b) ). Although the performance of the residue substitution matrices improved somewhat using the test set, the performance of the H3P2 matrix did not change much. The reason for this is that the test set probes have a slightly higher average sequence similarity to their fold library homologs than does the training set. The traditional residue substitution matrices respond to this more acutely than does the H3P2 matrix. Still, there is a clear separation between the H3P2 performance and that of the others.
Several controls were performed to assess a possible bias in the H3P2 matrix. We wanted to assure no bias on account of using proteins used to train the PHD (Rost & Sander, 1993) neural network. Nineteen chains that were in the test set and also used for training PHD were removed. Figure 3(c) shows that this caused little di erence in the results. Likewise, three of the randomly chosen chains in the test set were also chains used in the Pair Database for calculating statistics. The removal of these caused no noticeable di erence as can be seen in Figure 3(d) . Removal of both the PHD training chains and the Aligned Database chains also caused little di erence (Figure 3(e) ). Thus, there is no bias resulting from these factors in our benchmark. We also see that the test set is large enough that removal of over 20 folds does not have much of an e ect on it. With small test sets, that are often used for evaluating fold recognition, removal of even a single protein can make one method perform better than another.
We were curious as to know how much the large number of TIM barrels (Lesk et al., 1989) present in the benchmark would a ect the results. Out of 811 chains in the fold library 32 of them are TIM barrels and out of 234 chains in the test set 14 are TIM barrels. This gives 405 chains having the same fold that are in di erent sequence families, which is 19% of the total true folds in the test set. The e ect of removing these from the test set is show in Figure 3(f) . It might be expected that fold recognition would improve, because TIM barrels from di erent families are thought to be di cult to recognize. But we see that removal of TIM barrel chains makes the benchmark more di cult. This shows that on average the probe-homolog pairs in the benchmark are more distant than the average TIM barrel proteins from di erent sequence families. Fold recognition by the BLOSUM62 matrix su ers most without the TIM barrels.
In addition to the above comparisons we looked at the ideal performance of the H3P2 matrix given the true secondary structures of the probes, rather than the predicted secondary structure by PHD. Figure 4 shows a large improvement when the true secondary structure is used. This gives us an upper bound as to how well the H3P2 matrix can perform with additional (for example, experimental) secondary structure information. Even given the true secondary structures there is obviously room for improvement, because the method achieves nowhere near 100% fold recognition.
To assess the bene t to fold recognition of the non-secondary structure characteristics of the H3P2 matrix, we compared the H3P2 matrix to a matrix that includes only secondary structure information, which we call H1P1 (Figure 4) . The H1P1 matrix of 6 unique elements gives helix-helix, sheet-sheet and coil-coil matches a +1:0, helix-coil and sheet-coil matches a 0:0 and helix-sheet matches a ?1:0, reminiscent of the scoring function used by Sheridan et al. 1985 . This essentially forbids helix-sheet matches, tolerates helix-coil and sheet-coil matches and strongly encourages helix-helix, sheet-sheet and coil-coil matches.
This secondary structure scoring scheme performed better than the best performing of the three residue substitution matrices and about half way between this residue substitution matrix and the H3P2 matrix (Figure 4) . At a given speci city the H3P2 matrix receives about 10 percentage points greater sensitivity than the H1P1 matrix. This in-creased sensitivity is obtained by including the residue class and solvent accessibility in the H3P2 matrix.
One can use the H3P2 matrix to help predict the fold of an amino acid sequence using our fold recognition server on the web at http://www.mbi.ucla.edu/people/frsvr/-frsvr.html.
Conclusions
Our benchmark sets a high standard of evaluation. It considers only proteins in the same fold fold family and yet in di erent sequence families, assuring that only the most distant relationships are being evaluated. Thus in using our benchmark, we are essentially looking at pairs that have sequence similarity well below the twilight zone (Doolittle, 1986) . Thus, any detection is signi cant. The SENS-SPEC plots in Figure 3 suggest fold recognition techniques need further development and present us with a clear goal to shoot for: 100% sensitivity at 100% speci city.
The H3P2 matrix o ers an e ective way to combine predicted secondary structure information with other environmental parameters such as residue type and solvent accessibility in order to recognize homologous folds out of a fold library given a probe sequence. The method is not a linear combination of various types of substitution matrices, but rather a 5-dimensional representation of probe and homolog descriptions that takes into account the correlations between these descriptions. The H3P2 matrix is a useful tool for detecting similar folds in cases where the sequence identity is below the level expected for random sequences. In detecting such proteins there is a signi cant improvement over the best residue substitution matrices and over a matrix using only secondary structure information. Despite the improvements, the di cult benchmark tells us we have a long way to go in the area of assigning a protein of unknown structure to a known fold with a similar structure. piling statistics on residue environments from the aligned Pair Database available at URL: http://www.doe-mbi.ucla.edu/people/dwrice/aligneddatabase. In this example, a proline in a buried environment is superposed with a glutamate in an exposed environment. Both residues are in a helix. Statistics are counted by treating both the dark and the light protein as the sequence in turn. The ++ means the counter is incremented by one. From these statistical counts the information values are calculated as in the text. The substitution scores (see Table 1 ) for these particular relationships turn out to be: Score( Proline; Helix] Glutamate; Helix; Exposed]) = 1:0 and Score( Glutamate; Helix] Proline; Helix; Buried]) = 0:3. . Performance in fold recognition of the H3P2 matrix using the true secondary structure of the probes and of the H1P1 matrix The two lower curves are benchmark SENS-SPEC plots for the GONNET matrix and H3P2 matrix with parameters as in Figure 3(b) . The two upper curves are the H1P1 matrix which only uses secondary structure information and the H3P2 matrix using the true secondary structure. The gap penalties were optimized for the H1P1 on the training set in the same way as for the H3P2 matrix and the best performing parameters used here on the test set. The op-timum parameters for the H1P1 matrix were gap penalty = 3.0, length extension penalty = 0.3 and algorithm = GLOLOC. caption: Table 1 . The H3P2 substitution matrix This is a 2D representation of a 5-dimensional matrix. The matrix is used to assign probe amino acid sequences to distantly related homolog structures. Each of the 882 elements is called a 3D-1D score because it expresses the preference of a residue for an environment in a 3D structure. Each row corresponds to the 3 descriptions of a homolog structural environment, where the rst two symbols r x give the residue class x (see Table 2 for the de nitions of x ), the rst uppercase letter gives the 2 structure (C = coil, H = helix, S = strand), and the last letter gives the solvent accessibility (E = exposed or B = buried). Each column corresponds to the 2 descriptions of a probe sequence position, where the rst two symbols r x are the same as for the homolog structural environment, and the uppercase letter is the secondary structure predicted from the probe sequence. Elements in the matrix for which no data was observed (from improbable substitutions or sparse data) have a value of -9.0. This matrix is available on the world wide web at URL: http://www.doe-mbi.ucla.edu/people/dwrice/H3P2 matrix.html. The clustering of the 20 amino acids into the 7 residue classes used in this study. Clustering was done according to substitution values in the PAM250 matrix. Column 1 gives the symbolic name used in the H3P2 matrix (Table 1) , column 2 gives a brief description of a common property of residues in each class, and column 3 lists the amino acids belonging to each residue class. Column 4 gives the buried/exposed boundary for each residue class in units of fractional residue area buried. A value of 0.99 means that if only 1% of a residue in that class is exposed to solvent it is assigned to an exposed class. Table 4 . Optimum gap and length extension penalties and alignment algorithm found using the training set.
Using the training set, we evaluated a range of parameters for each matrix. The parameters given in the table maximize the area under the SENS-SPEC curve. The second column (Opn) gives the gap opening penalty and the third column (Ext) gives the gap length extension penalty. The range evaluated, GLOLOC, and GLOGLO are explained in Section 2.6. The Aligned Database 
List of Alignment Scores
Given the score a rough probability, calculated from running the training set on the benchmark, can be assigned.
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