in order to obtain statistical significance can be extremely large when the number of tests to be examined is also very large. In our investigation we examined three methods for increasing the sensitivity to detect effects when family size is large:
the false discovery rate of error control presented by Benjamini and Hochberg (1995) , a modified false discovery rate presented by Benjamini and Hochberg (2000) which estimates the number of true null hypotheses prior to adopting FDR control, and a modification to a familywise method, a modification that controls the probability of committing or more Type I errors in the family of tests 2 examined, not one, as is the case with the usual familywise techniques. Our results indicated that the level of significance for the 2 or more FWE method of Type I error control varied with the testing scenario and needed to be set on occasion at values in excess of .15 in order to control the 2 or more rate at a reasonable value of .01. In addition, the false discovery rate methods typically resulted in substantially greater power to detect nonnull effects even though their levels of significance were set at the standard .05 value. Accordingly, we recommend the Hochberg (1995, 2000) methods of Type I error control when the number of tests in the family is large.
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Controlling The Rate of Type I Error Over A Large Set of Statistical Tests
It is common to compute many tests of significance in a typical research investigation (see e.g., Barton & Huberty, 1989; Knoop, 1986; Schippman & Prien, 1986 ). Indeed, not only do researchers examine all possible correlations in say 16 16 and 21 21 correlation matrices, but we have found a paper in ‚ ‚ which 444,400 tests were examined (Drigalenko & Elston, 1997; Mallet, Mazoyer, & Martinot, 1998) ! It is well known that the probability of committing one or more Type I errors increases as the number of tests examined in the family of tests increases. The prevailing sentiment is that when many tests of significance are to be computed the error rate should be controlled familywise (FWE) , that is, over the entire set (family) of tests. This view is diametrically opposite from the view that the error rate should be set on the individual test (the per test) and not on the entire set of tests. Those who favour the per test approach do so based on power considerations. That is, as the number of tests in the family increases there is a concomitant increase in the size of the critical value that must be exceeded to obtain statistical significance (see Miller, 1981) . Thus, though the prevailing view is for FWE control, there is still a minority of opinion that argues fervently for per test control (see Rothman, 1990; Saville, 1990; Wilson, 1962) . However, other alternatives also exist for researchers.
FWE methods control the probability of committing one or more Type I errors, but when many tests of significance are computed is it reasonable to set such a stringent criterion? Indeed, previous authors have suggested that such a criterion could reasonably be relaxed when the number of tests in the family is substantial. Specifically, researchers can choose to control the probability of committing , or perhaps (or , etc., etc.) Type I 2 or mor 3 4 or more e or more errors when the number of tests is large (see e.g., Halperin, Lan & Hamdy, 1988) .
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Another approach to control errors in the muliple testing situation which affords researchers greater power to detect true efects than conventional FWE methods is the False Discovery Rate (FDR) presented by Hochberg (1995, 2000) (see also Liu, 1999 and Yekutieli & Benjamini, 1999 for other FDR-type procedures). The FDR is defined by these authors as the expected proportion of the number of erroneous rejections to the total number of rejections. The motivation for such control, as Shaffer (1995) suggests, stems from a common misconception regarding the overall error rate.
That is, some believe that the overall rate applied to a family of hypotheses indicates that on average "only a proportion of the rejected hypotheses are true ! ones, i.e., are falsely rejected" (Shaffer, 1995, p. 567) . This is clearly a misconception, for as Shaffer notes, if all hypotheses are true, "then 100% of rejected hypotheses are true, i.e., are rejected in error, in those situations in which any rejections occur" (p. 567). Such a misconception, however, suggests setting a rate of error for the proportion of rejections which are erroneous, hence the FDR.
Suppose we have J (j 1, , J) means, , , , , and our interest oe á á . .
.
is in testing m hypotheses of which m are true. Let S equal the number of o correctly rejected hypotheses from the set of R rejections; the number of falsely rejected pairs will be V. In terms of the random variable V, the per comparison error rate is E(V/C), while the familywise rate is given by P(V 1). Thus, testing  each and every comparison at guarantees that E(V/C) , while testing each ! ! Ÿ and every comparison at /C (Bonferroni) guarantees P(V 1) . ! !  Ÿ According to Benjamini and Hochberg (1995) the proportion of errors committed by falsely rejecting null hypotheses can be expressed through the random variable Q V/(V S), that is, the proportion of rejected hypotheses oe  which are erroneously rejected. It is important to note that Q is defined to be zero when R 0; that is, the error rate is zero when there are no rejections. FDR was oe defined by Benjamini and Hochberg as the mean of Q, that is
Number of false rejections
Number of rejections  That is, FDR is the mean of the proportion of the falsely declared tests among all tests declared significant.
As Benjamini and Hochberg (1995) indicate, this error rate has a number of important properties. For example, when m m, the FDR is smaller than or o  equal to the familywise rate of error because in this case, FWE P(R 1) E(V/R) E(Q). This indicates that if the familywise rate is oe oe controlled for a procedure, than FDR is as well. Moreover, and most importantly for the purposes of this paper, if one adopts a procedure which provides strong (i.e., over all possible mean configurations) FDR control, rather than strong familywise control, then based on the preceding relationship, a gain in power can be expected.
In addition, to these characteristics, Benjamini, Hochberg and Kling (1994) Simulation studies comparing the power of the BH procedure to several FWE controlling procedures (for detecting nonnull pairwise mean differences)
have shown that as the number of treatment groups increases (beyond J 4), oe the power advantage of the BH procedure over the FWE controlling procedures becomes increasingly large (Benjamini et al., 1994; Keselman, Cribbie & Hollland, 1999; Williams, Jones & Tukey, 1999) . The power of FWE controlling procedures is highly dependent on the family size (i.e., number of comparisons), decreasing rapidly with larger families (Holland & Cheung, 2000; Miller, 1981) .
Therefore, control of the FDR results in more power than FWE controlling procedures in experiments with many treatment groups, yet provides more control over Type I errors than per test controlling procedures.
As Hochberg and Benjamini (1990) and Benjamini and Hochberg (2000) note, the FDR can result in conservative rates of Type I error when some of the tested hypotheses are indeed false. Accordingly, these authors developed a procedure, an adaptive FDR (AFDR) controlling procedure, which estimates the number of true null hypotheses and then subsequently applies the estimate with the FDR method of control. Benjamini and Hochberg (2000) demonstrate that the AFDR can result in greater power to detect effects than the usual FDR method of control.
Based on the preceding, the purpose of our investigation was to identify the or more Type I error properties of an FWE method. Specifically, as a 2 first step in exploring this approach to Type I error control we wanted to determine what the FWEs would need to be in various multiple testing scenarios such that the probability of making Type I errors would be controlled at some 2 or more reasonable value. Then, based on these results, and some ancillary comparisons between it and the FDR methods of control, we could make recommendations regarding the preferred method for multiple testing scenarios. In the remainder of this paper we let stand for the probability of making two or more Type I errors, #
i.e., P(V 2). # oe Procedures A Monte Carlo study was conducted to determine the FWE rates necessary for controlling at .01 with Hochberg's (1988) (HB) Bonferroni-type # procedure. We chose the HB method over other Bonferroni-type procedures because Olejnik et al. (1997) found relatively small power differences between them and, most importantly, because the HB procedure is very simple to apply.
However, researchers who prefer to use the other more complicated, and slightly more powerful, Bonferroni-type FWE methods (e. g., Hommel, 1988 , Rom, 1990 may refer to Westfall, Tobias, Rom, Wolfinger and Hochberg (1999) .
. In this procedure, the p -values corresponding to the The HB Procedure (Multivariate Totally Positive-Order 2) condition (see also Benjamini & Yekutieli, 2000) . These distributional conditions include those we study in our examples (to be discussed shortly).
The BH Procedure. Benjamini and Hochberg (1995) 
The BH procedure has been shown to control the FDR for several situations of dependent tests, that is, for a wide variety of multivariate distributions that make FDR applicable to most testing situations social scientists might encounter (see Sarkar, 1998; Sarkar & Chang, 1997) . In addition, simulation studies comparing the power of the BH procedure to several FWE controlling procedures have shown that as the number of treatment groups increases (beyond J 4), the power advantage of the BH procedure over the oe FWE controlling procedures becomes increasingly large (Benjamini et al., 1994; Keselman et al., 1999) . The power of FWE controlling procedures is highly dependent on the family size (i.e., number of tests), decreasing rapidly with larger families (Holland & Cheung, 2000; Miller, 1981 case.] With the original procedure, when the number of true null hypotheses is less than the total number of hypotheses, the FDR rate is controlled at a level less than that specified ( ). !
To compute the AFDR procedure according to Benjamini and Hochberg (2000) one would perform the following steps:
(1) Order the p -values. 
One disadvantage of the AFDR procedure, noted by both Benjamini and Hochberg (2000) and Holland and Cheung (2000) To illustrate, consider a sample of N items from the above distribution. Define To generate our null and non null correlation (16 16) matrices we ‚ followed the procedures discussed in Olejnik et al. (1997) . Specifically, in the null case ( 0 for all i j), data were generated for 16 mutually independent 3 ij oe Á Sample size for the first two scenarios investigated equaled 500, while for scenario three we examined to cases n 10 and n 20 per group. Ten oe oe thousand simulations were performed for each investigated condition. would not be attractive to researchers and accordingly it would not be worth pursuing further in this investigation. Interestingly though, it is also worth noting that we had also collected 2 or more Type I error data for the BH and AFDR methods and found that in all cases, the rates necessary to achieve .01 control were smaller than the values reported in Table 1 (i.e., ranging from .022 to much .072).
Power Rates
As just indicated, we had compared the 2 or more Type I error HB controlling method to the 2 or more Type I error BH methods. Thus, not only did we gather empirical rates of Type I error but as well power rates. These power rates always favoured, and frequently by a substantial amount, the FDR approaches. However, because we would not be recommending that the 2 or more approach to Type I error control be applied to the FDR methods, we, accordingly, went on to compare the power of the procedures using .05 with ! oe the FDR methods. The .05 criterion was selected because it is a familiar and accepted standard; however, .05 is also a representative Type I error value for the values that were found when the 2 or more criterion was applied to BH and AFDR. Thus, from these perspectives, the power of the approaches is being compared under "comparable" conditions of Type I error control.
Scenario 1/H : P .5 0 oe . Table 2 contains the all-tests and average per-test power values for the family of proportions tests. Most evident from Table 2 is that the power values for the FWE procedure were always less than the BH and AFDR values. In particular, the AFDR method was always more powerful than the BH method which in turn was always more powerful than the HB FWE method. The differences between the all-tests rates could be described as substantial (i.e., .20) (See Einot & Gabriel, 1995) . On the other hand, the per- test rates though still favouring the AFDR method over the BH method and the BH method over the HB method were not always as dramatically different (i.e.,
 .20).
Scenario 2/H : 0 0 3 oe . The power values for the family of 120 tests of correlations from the 16 16 matrix were not dramatically different as they were ‚ for the tests of all possible proportions, nor did they always favour FDR control over FWE control. When power was defined as the probability of detecting all non null hypotheses, the HB procedure had a slight power advantage over the Table 3 contains all-pairs and per-pair power rates for the all possible pairwise comparison problem for just one case of sample size, namely n 10 (n 20 results were very similar in pattern) for the oe oe three non null cases investigated. Once again, the AFDR rates were largest followed by the BH method and then by the HB method. Furthermore, as with the tests of all possible proportions data, many of the differences could be described as substantial (e.g., per-pair power rates were HB .38, BH .75, and oe oe AFDR .86 for the non null case 0, 0, 0, 0, 0, 1.3, 1.3, 1.3, 1.3, 1.3). oe
Discussion
When many tests of significance are to be examined in a research investigation, controlling the probability of a Type I error with traditional FWE procedures can result in substantial reductions in power to detect effects (see Miller, 1981) . Though multiple comparisonists are certainly aware of this phenomenon, applied researchers may not be and therefore may simply routinely apply currently popular methods of control. Though this issue has been discussed over the years in the applied and statistical literatures, it has recently been readdressed by Benjamini and Hochberg (1995) by way of their False Discovery Rate approach to Type I error control. Their approach is intended to provide greater power to detect effects than the currently popular FWE procedures and be more stringent with respect to Type I error control than would be the case if the Type I error rate is set on each individual test. Furthermore, they also presented a modified FDR, the adaptive FDR, which also provides Type I error protection and even greater sensivity to detect nonnull effects than even their FDR approach to multiple testing.
Because of this renewed interest in providing more sensitivity to detect effects when a large family of tests is to be examined, we decided to examine an approach to Type I error control that had been suggested earlier in the literature, namely controlling the rate of error at say or more errors, where in our t investigation, we set at 2 (see Halperin et al., 1988) . That is, traditional FWE t methods protect against any error while the or more error rate does not 2 consider the presence of only one error to be serious when the family of tests is large in number.
In our investigation we examined three scenarios involving many tests of significance: (a) testing that all proportions equal zero when the family size of proportions tests were 50, 100, and 150, (b) testing that each of the 120 correlation coefficients equal zero from a 16 16 correlation matrix, and (c) ‚ testing all pairwise comparisons in a 10 group completely randomized design.
The first of these scenarios would typify many clinical/medical-type research investigations where responses from a large questionnaire are examined for some population of subjects, the second scenario has been reported (see Olejnik et al., 1997) , and the third would not be that uncommon in behavioral science investigations (Keselman et al., 1998) .
Specifically, we were interested in determining what the FWE value would need to be set at in order to provide .01 protection for Hochberg's (1988) step-# up Bonferroni-type controlling procedure when all tested hypotheses were true.
Finally, in the second phase of our investigation we compared the all-tests/pairs and average per-test/pair power rates of the HB and FDR procedures.
Our results indicated that with at most a .15 FWE value the rate could be # controlled at the .01 level. This result applied to testing the hypotheses that each .080 .048 Note: ( = P(V$2)#.01. 
