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     We consider a single sampling plan 
for an exponential population based on 
uniformly distributed random censored 
data. A Bayes sampling plan is derived 
under various schemes of censoring time. It 
is specially focused on a quadratic loss and 
an unit time cost is also included in the cost. 
Some optimal Bayes solutions are 
tabulated and some numerical comparisons 
between the proposed plan and a known 
plan under special loss are also made. It is 
shown that the optimal solutions of Lam 
and Choy (1995) are not Bayes in general. 
 
Keywords and phrases：Bayes sampling  
plan, exponential population, uniform  
random censoring. 
 
 
1. Introduction 
     Let X  denote the lifetime of an 
item in a batch of size N . Assume X  
follows an exponential density 
( ) xexf λ−λ=λ , 0>x , 0= , otherwise. 
Again assume the parameter λ  follows a 
prior Gamma density ( )βαΓ , , where α  
and β  are known. 
     In designing a sampling scheme, a 
random sample ( )nXXX ,...,1=  of size 
n  is taken for testing. The random 
censoring is adopted. Let the censoring 
times nYY ,...,1  be i.i.d. random variables 
associated with the true lifetime 
nXX ,...,1 , respectively. Suppose the sYi
′  
and sXi
′  are independent and 
( )niYi ,...,1=  is uniformly distributed 
over the interval [ ]tt ,ε−  with 0>ε≥t . 
Following the usual notation, the 
observable data are given by the pair 
( )iiZ δ, , where ( )iii YXZ ,min=  and 
( ) 

>
≤
==δ ≤ .YXif,
,YXif,
I
ii
ii
YXi ii 0
1
 Let M   
denote the number of failures by time t , 
 2
i.e. .
1
∑
=
=
n
i
iM δ  
     In many life testing situations or 
clinical trials, it often takes a long time to 
observe complete life times. This is quite 
undesirable or even impossible due to 
various restrictions on the experiment, for 
instance, budget restrictions. Therefore, it 
is desirable to have the experiment 
terminated as soon as the accumulated data 
is sufficient for our goal. In this sense, the 
censoring time iY  can be designed 
according to some criterion. We consider 
four situations for the design of iY  in our 
paper. 
     In some situation, due to some 
constraints or requirements, the parameters 
t  and ε  in uniform distribution 
( )ttU ,ε−  are both fixed. We call this 
situation the fixed censoring time (FCT). 
This case has been studied in Lam and 
Choy (1995). For the second situation, the 
parameter ε  is fixed, however, another 
parameter t  is allowed to be chosen case 
by case for the benefit of some purpose. 
For this model, we call it the t -flexible 
censoring time ( t -FCT). On the other hand, 
in some situation, the parameter t  is fixed 
and ε  is allowed to be flexible. As is 
well-known, when ε  is restricted to be 
small, this censoring model is close to Type 
I censoring. For this case it is called the 
ε -flexible censoring time (ε -FCT). 
     Finally, when the experiment is very 
flexible in determining its censoring time, 
it is permitted that both t  and ε  can be 
chosen by experimenter before the 
experiment starts. For this censoring 
scheme, we call it a flexible uniform 
censoring time (FUCT). 
     In this paper, we derive the Bayesian 
sampling plan under various situations of 
censoring time. Obviously, for the cases of 
t -FCT, ε -FCT and FUCT, they are not 
studied in Lam and Choy (1995). In the 
problem formulation, we consider an 
important factor of time in our loss 
function. Under this situation, the 
censoring schemes t -FCT and FUCT are 
rather significant and important in the 
sampling plans. 
     Suppose that a batch of lifetime 
components is presented for acceptance 
sampling. Let a  denote an action on this 
problem of acceptance sampling. When 
1=a , it means that the batch is accepted; 
and when 0=a , the batch is to be rejected. 
For given sample size n, censoring time 
( )nYYYY ,...,, 21~ =  and parameter λ , 
when action a  is taken, the loss is defined 
as follows. 
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( ) ( ) ( )
,max
1,,
21
13
CY
CnCahanaL
ini≤≤
+
+−+= λλ
 
(2.7) 
where 1C , 2C  and 3C  are all positive 
constants, and they denote, respectively, 
the cost per item inspected, the cost per 
unit time used for test and the loss due to 
rejecting the batch, and ( )λh  denotes the 
loss of accepting the batch. Since 1−λ=θ  
is the expected lifetime, and a larger λ  
indicates a small θ , so, usually, we require 
( )λh  to be positive and increasing in λ  
for 0>λ . Also, to ensure the Bayes risk 
to be finite, it is assumed that 
( ) ( ) ∞<λλλ∫ ∞ dgh0 . 
     It should be emphasized that the cost 
2C  for unit time in loss ( )n,,aL λ  is an 
important term to be considered since it is 
closely related to random censoring 
scheme and thus it controls the total length 
of time of items inspection. Due to budget 
restrictions or some constraint on the 
experiment, practically it is necessary to 
consider cost of time. 
     Using the loss ( )naL ,, λ  and 
applying some conditioning technique, the 
Bayes risk of a sampling plan ( )δ,n  
can be computed and decomposed in the 
following form： 
( ) ( ) 21max, ~ CYEnr iniY ≤≤=δ  
( ) { 31,
~
CCnEE MNZ ++ ΛΛ  
( )[ ] 

−Λ

+ 3
~
,)( ChnMNZδ
( ) ,
1
1
312
nr
CCnC
n
t
δ
ε
+
++


+
−=
 
(2.8) 
where 
( )nr δ1
( ) ( )( ) ( )[ ]{ }3~, ,~ ChnMNZEE MNZ −Λ= ΛΛ δ
( ) ( ) ( )( ){ nMNZEE MNZMNZ ,~,,
~~
δ
Λ
=  
( )[ ] }3Ch −Λ×  
( ) ( )
( ) ( )[ ] ( )( ) ( )nzdmnzfChE
nmnz
mnz
n
m
nz
~~3,
~0
,
,...
~
~




−Λ



=
Λ
=
∫∑∫ δ
(2.9) 
and 
( ) ( )[ ]
( ) ( )( ) 3~0
3,
,
~
Cdmnzgh
ChE
mnz
−=
−Λ
∫ ∞
Λ
λλλ
 
( )( ) 3, Cmnzg −=ϕ , 
(2.10) 
where 
( )( ) ( ) ( )( ) λλλϕ dmnzghmnzg ,, ~0∫ ∞= , 
the posterior expectation of ( )Λh  given 
( ) ( ) 


=

 m,nzM,NZ
~~
. 
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     Therefore, for a fixed sample size n , 
given parameters t  and ε  in uniform 
censoring, the Bayes decision function 
( )nBδ , which minimizes ( )nr δ1  
among all decision functions ( )nδ  is 
given by： 
( )( ) ( )( )

 ≤
=
.0
,,1
, 3
~ otherwise
Cmnzif
nmnz gB
ϕδ
(2.11) 
     Next, we investigate some 
monotonicity properties of the Bayes 
decision function ( )nBδ  with n  fixed. 
Main property of ( )⋅Bδ  defined by (2.11) 
is given (b) of the following Theorem 2.1. 
 
 
2. Bayes Sampling Scheme and 
Decision 
 
Theorem 2.1. Let ( )λh  be a positive and 
increasing function of λ  for 0>λ . Then, 
(a) ( ) ( ) ( ) λλλϕ dmzghmzg ,, 0∫ ∞=  is 
nonincreasing in z and nondecreasing 
in m . 
(b) ( ) 

 nmnzB ,
~
δ  is nondecreasing 
in ( )nz and nonincreasing in m . 
 
(2.A) Derivation of A Bayesian Sampling 
Plan 
     To derive a Bayesian sampling plan 
under various situations, the following 
Schemes are proposed. 
(A) Both t  and ε  are prefixed (FCT) 
Scheme A1. 
Step1: For fixed n , derive the decision 
function ( )nB1δ , which minimizes 
( )nr B11 δ  (defined by (2.10) and 
(2.11)) among all the decision 
function δ . So, ( )nB1δ  satisfies 
( ) ( ){ }nrnr B δδ 11 inf1 = . 
Step2: Find the sample size
1B
n which 
minimizes ( )( )nBnr 1, δ (defined 
by (2.9)) among all ...,2,1,0=n   
     Then, ( )
11
, BBn δ  is our Bayes 
solution. 
(B) ε  is prefixed and t  is flexible 
( t -FCT) 
Scheme A2. 
Step1: For fixed ( )t,n , derive the decision 
function ( )nB 2δ  to minimize the 
risks ( )nr δ1  among all decision 
functions ( )nδ . 
Step2: For fixed n , derive the censoring 
time ( )ntB 2 , which minimizes  
Step3: Find the sample size 
2B
n  which 
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minimizes ( )( )nnr B2, δ  among 
all ,...,,n 210= . 
     Then, ( )( )
2222
,, BBBB ntn δ  is our 
Bayes solution. 
(C) t  is prefixed and ε  is flexible 
(ε -FCT) 
Scheme A3. 
Step1: For fixed ( )ε,n , derive the 
decision function ( )nB 3δ  to 
minimize the risks ( )nr δ1  
among all decision functions 
( )nδ . 
Step2: For fixed n, derive ( )nB 3ε , which 
minimizes 
( )( )nrC
n
t B 3121
δε +


+
−  
among 0>ε≥t . That is, ( )nB 3ε  
satisfies 
( ) ( )
( ) .
1
inf
1
3
3
3
120
12




+


+
−=
+



+
−
≤<
nrC
n
t
nrC
n
n
t
Bt
B
B
δε
δ
ε
ε
 
Step3: Find the sample size 
3B
n  which 
minimizes ( )( )nnr B 3, δ  among 
all ...,2,1,0=n . 
     So, ( )( )
3333
,, BBBB nn δε  is our 
Bayes solution. 
(D) Both t  and ε  are flexible (FUCT) 
Scheme A4. 
Step1: For fixed ( )ε,, tn , derive the 
decision function ( )nB 4δ  to 
minimize the risks ( )nr δ1  
among all decision functions 
( )nδ . 
Step2: For fixed n, derive ( )ntB 4  and 
( )nB 4ε ( ) ( )( )ntn BB 440 ≤< ε  which 
minimize ( )nrC
n
t Bδ
ε
121
+


+
−  
among 0>ε≥t . That is, ( )ntB 4  
and ( )nB 4ε  satisfy 
( ) ( ) ( )
( ) .
1
inf
1
4
4
4
4
120
12




+


+
−=
+



+
−
≤<
nrC
n
t
nrC
n
n
nt
Bt
B
B
B
δε
δ
ε
ε
 
Step3: Find the sample size 
4B
n  which 
minimizes ( )( )nnr B 4,δ  among 
all ...,2,1,0=n . 
     Then, ( ) ( )( )4,,, 44444 BBBBBB nntn δε  
is our Bayes solution. 
     All the sampling plans derived 
through the Scheme A1, A2, A3 and A4 
respectively possess the following 
optimality property. 
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Theorem 2.2. Sampling plans ( )
11
, BBn δ  
for the case FCT, ( )( )
2222
,, BBBB ntn δ  for 
t -FCT, ( )( )
3333
,, BBBB ntn δ  for ε -FCT 
and ( ) ( )( )
444444
,,, BBBBBB nntn δε  for 
FUCT are Bayes sampling plans in the 
sense that each of them attains 
( )δ,inf nr  among the class of all 
sampling plans for each situation. 
 
Theorem 2.3. Let 
iB
n  be the optimal 
sample size derived respectively through 
Scheme A1 previously defined, 
.4,3,2,1=i  Then, 
( )
1
2
1
3
1
,
0,0
min
C
C
C
C
C
n gB i +



≤
ϕ
   
for 4,3,2,1=i  
and 
( )
2,
0,0
min
2
3
2
+



≤
C
C
C
t gB i
ϕ
    
for 4,2=i , 
where ( ) ( ) ( ) ∞<= ∫ ∞ λλλϕ dghg 00,0  
by assumption. 
 
 
3. Bayes Solutions for Quadratic Loss 
     To obtain the Bayesian sampling 
plan ( )
ii BB
n δ,  for non-linear loss, for 
simplicity, we assume ( )λh  to be a 
quadratic function 
( ) 2210 λλλ aaah ++=  where 0a , 1a  
and 2a  are all positive coefficients. 
Follow same assumption that prior 
distribution for scale parameter λ  is a 
( )βα ,Γ  distribution. 
     A straightforward computation 
shows that for given ( )( ) ( )( )mnzMNZ ,,
~~
= , 
the posterior probability density of Λ  is 
then 
( )( ) ( )( )βαλ ++Γ nzmmnzg ,~, . 
     We have 
( )( )
( ) ( )( ) λλλ
ϕ
dmnzgh
mnzg
,
,
0∫ ∞=
( )
( )
( ) ( )
( )[ ] ,
1
2
21
0 β
αα
β
α
+
+++
+
+
+
+=
nz
mma
nz
ma
a
(3.1) 
and 
( )( ) ( )( )

 ≤
=
.0
,,1
, 3
~ otherwise
Cmnzif
nmnz gB i
ϕδ
(3.2) 
Note that if 03 aC ≤ , then 
( )( ) 3, Cmnzg >ϕ  for all ( ) 

 mnz ,
~
. 
Therefore ( ) 0,
~
≡

 nmnz
iB
δ . To avoid 
this extreme case, we assume that 
03 aC > . 
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     From (3.1) and (3.2) it follows that 
( ) 1,
~
=

 nmnz
iB
δ  if, and only if,  
( ) ( )[ ] ( ) ( )[ ]
( ) ( ) ,012
1
2
03
≥+++−
++−+−
αα
βαβ
mma
nzmanzaC
where is equivalent to 
( )
( ) ( )(
( ) ( ) ( ) )
( )mD
mmaaC
ma
aCaC
ma
nz
n≡
+++−+
+×
−
+
−
+≥
+
2/1
203
22
1
0303
1
1
)(2
1
)(2
αα
α
α
β
 
say. 
     Thus, the Bayes decision function 
( )n
iB
δ  can be expressed as 
( ) ( ) ( )

 ≥
=


.0
,1
,
*
~ otherwise
mDnzif
nmnz nBiδ  
(3.3) 
where ( ) ( ) β−= mDmD nn* . 
     For our convenience, we briefly give 
the risk functions as follows.  
( )( )

 


+
−+= 21 1
,
C
n
tCn
nnr
iB
ε
δ
 


+++ 22110 µµ aaa
( )[ ] { }
( )( ) ( ) λλβ
λλ
dgDtnI
MPhC
n −<×
=−+ ∫ ∞
0
0
0 3  
( )[ ]
( ) ( ) λλβ
λ
dgnmH
m
n
hC
Bm
,,
0 3
×




−+∑∫
∈
∞
 
( )[ ]
( ) ( ) λλβ
λ
dgnmH
m
n
hC
Cm
,,
0 3
×




−+∑∫
∈
∞
 
,4321 rrrr +++=  
(3.7) 
where  
.
))1(/(
22110
211
µµ
ε
aaa
CntCnr
+++
+−+=
 
     Note that  
{ } { }tnMP λλ −== exp0 . A  
straightforward computation shows that 
( )( )
[ ]
( ) λα
λβ
λλ
β
λβ
αα
λ dee
aaaC
DntIr
nt
n
−
−
−
∞
Γ
×
−−−×
−<=
∫
1
0
2
2103
2 0
 
( )( )


+
−
−−=
α
α
β
ββ
)(
)(
0 03
nt
aC
DntI n  
.
)(
)1(
)( 2
2
1
1


+
+
−
+
−
++ α
α
α
α
β
βαα
β
αβ
nt
a
nt
a
(3.8) 
     Following a discussion analogous to 
(2.12)-(2.13) of Lam and Choy (1995), we 
can obtain 
∑ ∫ ∫
∈

−−−=
Bm
aaaCEr Λ)( 221033 λλ
( )mzzzzf nmm ;0,,...,0,,1,,...,1, 11 +
 8


nzdzd Λ1  


−−−= )( 22103 λλ aaaCE  
( )






×∑
∈
−
Bm
mn
nmH
m
n β
ε
,,1  



 +−










−−−=
∑ ∑ ∑
∈ = = k
jmn
j
m
m
n
aaaCE
Bm
D
j
E
k
m
mnD mnDj)(
* )(*,
0 0
2
2103 )( λλλ
 
{ }


+−×
−+
−
× ∫ − −++− +
dudu
u
jn
dmD jn
jmn
kj
n
)(exp
)!1(
)1( )(
0
1
*
λ
ε
 
( )αε
β α
Γ−+
−
×



 +−








=
+−
+
∈ = =
∑ ∑ ∑
)!1(
)1(
)(* )(*,
0 0
jn
k
jmn
j
m
m
n
jmn
kj
Bm
D
j
E
k
mnD mnDj
 
( ){
( ) 11
03
1
)(
++
+
++Γ−
+Γ−×
α
α
ξα
ξα
m
m
ma
maC
 
( ) },2 22 ++++Γ− αξα mmka  
(3.9) 
where d , )(* mD nD  and )(, * mDj nE  are 
respectively defined in (3.6) and 
ii
jn
i
dmD
r
jn
r
d
i
jn
du
du
un
)()1(
1
)(
1
0
)(
0
1*
β
βξ
+−


 −+
=
++
=
∑
∫
−+
=
−
−+
 
dudu
dmD rijnn∫ − −−−+++× )(0 1
*
)( β  
for α+= mr , 1++αm , .2++αm  
     Obviously, rξ  can be integrated 
analytically. Moreover, analogous to (2.14) 
of Lam and Choy (1995), we have 
( )
1
0
2
210
0
4
)(
)1(
−
∞
∈ =
∫
∑∑
−−−×
Γ
−








=
α
α
λλλ
α
β
aaaC
j
m
m
n
r
r
j
Cm
m
j  
{ }
.1)exp(
)(exp
λλε
λε
βλλ
d
tjmn
jmn +−


 −
×
−+−−×
 
(3.10) 
 
 
4. Algorithm for optimal solution 
     Based on the Bayes risk, a simple 
algorithm using following steps can be 
used to obtain an optimal sampling plan. In 
the following we denote *n  and *t , 
respectively, to be the upper bound of n  
and t  for each censoring scheme. nI  is 
defined by (3.6). 
 
Algorithm B. 
(1) Start with 0=n , compute ( )0,0r . 
(2a) Censoring scheme is FCT. 
For each *,...,1 nn = , compute 
( )δ,nr  and minimize ( )δ,nr  with 
respect to δ . We denote the minimizer 
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by 
1B
δ . 
(2b) Censoring scheme is t -FCT. 
For each *,...,1 nn = , compute 
( )δ,nr  and minimize ( )δ,nr  with 
respect to δ  and t . We denote, 
respectively, the minimizer by 
2B
δ  
and 
2B
t . 
(2c) Censoring scheme is ε -FCT. 
For each *,...,1 nn = , compute 
( )δ,nr  and minimize ( )δ,nr  with 
respect to δ  and ε . We denote, 
respectively, the minimizer by 
3B
δ  
and 
3B
t . 
(2d) Censoring scheme is FUCT. 
For each *,...,1 nn = ., compute 
( )δ,nr  and minimize ( )δ,nr  with 
respect to δ , t  and ε . We denote, 
respectively, the minimizer by 
4B
δ , 
4B
t  and 
4B
ε . 
(3) Compare the risks among ( )0,0r  
and ( )
iB
nr δ, . Let  
( ) ( ){ }0,0,* rnrInS iBn <∈= δ . 
Then, for ,4,3,2,1=i  
iB
δ , is 
determined as 
{ }

≠∈
=
=
.min
,0
φ
φ
SifSnn
Sif
n
iB
 
(4.1) 
 
 
Numerical approximation C 
     First let ( ) NttNL /, ** =  where 
2* =t . Take jj t)0002.0(0001.0=ε  
( ) ( )** ,)5.0(, tNLjtNtt jj −=≡ ,  
, Nj ,...,1= , for *0 tt ≤≤< ε , 
60000=N . Let NI  be defined in (3.6). 
(1) t -FCT scheme 
For each n , compute ( )
2
, Bnr δ  and 
take 
( )
22
,,min)( BNiB nrIitnt δ∈

=  
( ){ } .0,min
21 

>≥∀=
≤≤
εδ iBNj tnr
(2) -FCT scheme 
For each n , compute ( )
3
, Bnr δ  and 
take 
( )
33
,,min)( BNiB nrIin δεε ∈

=  
( ){ } .0,min
31 

>≥∀=
≤≤ jBNj
tnr εδ  
(3) FUCT scheme 
For each n , compute ( )
4
, Bnr δ  and 
take the pair 
( ) ( )
44
,,,,min)( BNjiB nrIjitn δεε ∈

=
 10
( ){ } .0,min
41,1 

>≥∀=
≤≤≤≤ jiBNiNj
tnr εδ
 
     To illustrate the proposed Bayes plan 
using the Algorithm B proposed in this 
section, some numerical examples are 
studied under quadratic loss. For its 
convenience for comparisons, here we take 
same constants as that in Lam and Choy 
(1995), so we take 0.3=α , 0.2=β , 
2=t , 1=ε , 0.200 =a , 0.51 =a , 
0.102 =a , 5.01 =C , 503 =C , 02 =C  
(see Table 5). For other cases, we take 
5.02 =C . In each table one coefficient is 
permitted to vary and the others are kept 
fixed. Here ( )
ii BB
n δ,  denotes optimal 
sampling plan, while ( )
ii BB
nr δ,  is its 
Bayes risk under various situations as 
defined in Algorithm B. 
     For instance, under FCT scheme 
(Table 1), corresponding to  
( )321210 ,,,,,,,,, CCCaaat εβα
( )50,5.0,5.0,10,5,20,1,2,2,5.2=  
the optimal sampling plan ( )
11
, BBn δ  is 
given by ( ) )2717.1,2()(, *
1
=mDn nB   
which means 2 items are taken from the 
batch for inspection and accept the batch if 
the total length of observed lifetimes 
( )( )∑
=
≡
n
i i
znz
1
 is no less than 
2717.1)(* =mDn  (see (3.3)). Its Bayes risk 
is 42.0310. 
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