Abstract-This paper presents an efficient, scalable, and optimal slack-driven shaping algorithm for soft blocks in nonslicing floorplan. The proposed algorithm is called SDS. SDS is specifically formulated for fixed-outline floorplanning. Given a fixed upper bound on the layout width, SDS minimizes the layout height by only shaping the soft blocks in the design. Iteratively, SDS shapes some soft blocks to minimize the layout height with the guarantee that the layout width would not exceed the given upper bound. Rather than using some simple heuristic as in previous work, the amount of change on each block is determined by systematically distributing the global total amount of available slack to individual block. During the whole shaping process, the layout height monotonically reduces and eventually converges to an optimal solution. Two optimality conditions are presented to check the optimality of a shaping solution for fixedoutline floorplanning. In practice, to terminate the process of convergence early, we propose two different stopping criteria. We also extend SDS to handle other floorplanning problems, e.g., classical floorplanning. To validate the efficiency and effectiveness of SDS, comprehensive experiments are conducted on MCNC and HB benchmarks. Compared with previous work, SDS achieves the best experimental result with a significantly faster runtime.
I. Introduction

F
LOORPLANNING is a very crucial step in modern very large scale integration (VLSI) designs. A good floorplan solution has a positive impact on the placement, routing, and even manufacturing. In the floorplanning step, a design contains two types of blocks: hard and soft. A hard block is a circuit block with both area and aspect ratio 1 fixed, while a soft one has fixed area, yet flexible aspect ratio. Shaping such soft blocks plays an important role in determining the toplevel spatial structure of a chip, because the shapes of blocks directly affect the packing quality and the area of a floorplan. But, due to the ever-increasing complexity of integrated circuits (ICs), the problem of shaping soft blocks is not trivial. C. Chu is with the Department of Electrical and Computer Engineering, Iowa State University, Ames, IA 50010 USA (e-mail: cnchu@iastate.edu).
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A. Previous Work
In slicing floorplan, researchers proposed various soft-block shaping algorithms. Stockmeyer [1] proposed the shape curve representation used to capture different shapes of a subfloorplan. Based on the shape curve, it is straightforward to choose the floorplan solution with the minimum cost, e.g., minimum floorplan area. Zimmermann [2] extended the shape curve representation by considering both slicing line directions when combining two blocks. Yan et al. [3] generalized the notion of slicing tree [4] and extended the shape curve operations. Consequently, one shape curve captures significantly more shaping and floorplan solutions.
Different from slicing floorplan, the problem of shaping soft blocks to optimize the floorplan area in nonslicing floorplan is much more complicated. Sutanthavibul et al. [5] formulated the shaping problem as a mixed integer linear program. Because it is quite time consuming to solve it optimally, the original problem was divided into multiple smaller subproblems each of which contained 10-12 blocks. As a result, each sub-problem was solved optimally, but the optimality of the solution on the original problem was not guaranteed. Both Pan et al. [6] and Wang et al. [7] tried to extend the slicing tree and shape curve representations to handle nonslicing floorplan. But their extensions are limited to some specific nonslicing structures. Instead of using the shape curve, Kang et al. [8] adopted the bounded sliceline grid structure [9] and proposed a greedy heuristic algorithm to select different shapes for each soft block, so that total floorplan area was minimized. Moh et al. [10] formulated the shaping problem as a geometric programming and searched for the optimal floorplan area using standard convex optimization. Following the same framework as in [10] , Murata et al. [11] improved the algorithm efficiency via reducing the number of variables and functions. But the algorithm still took a long time to find a good solution. Young et al. [12] showed that the shaping problem for minimum floorplan area can be solved optimally by Lagrangian relaxation technique. Lin et al. [13] changed the problem objective to minimizing the half perimeter of a floorplan, and solved it optimally by the min-cost flow and trust region method.
All of the above shaping algorithms for nonslicing floorplan were targeting at classical floorplanning, i.e., minimizing the floorplan area. But, in the nanometer scale era classical floorplanning cannot satisfy the requirements of hierarchical design. In contrast, fixed-outline floorplanning [14] enabling the hierarchical framework is preferred by modern ASIC 0278-0070/$31.00 c 2013 IEEE designs. Adya et al. [15] introduced the notion of slack in floorplanning, and proposed a slack-based algorithm to shape the soft blocks. Such shaping algorithm was applied inside an annealing-based fixed-outline floorplanner. There are two problems with this shaping algorithm.
1) It is a simple greedy heuristic, in which each time every soft block is shaped to use up all its slack in one direction. Thus, the resulting solution has no optimality guarantee. 2) It is not formulated for fixed-outline floorplanning. The fixed-outline constraint is simply considered a penalty term in the cost function of annealing. Considering the fixed-outline constraint, Lin et al. [16] determined the block shape using second-order cone programming. But in their problem formulation, the aspect ratio constraint on each block was ignored. They had to rely on a postprocessing step to re-shape the block in order to satisfy the aspect ratio constraint. So, in nonslicing floorplan it is necessary to design an efficient and optimal shaping algorithm that is specifically formulated for fixed-outline floorplanning and considers the aspect ratio constraints.
B. Our Contributions
This paper presents an efficient, scalable and optimal slackdriven shaping (SDS) algorithm 2 for soft blocks in nonslicing floorplan. SDS is specifically formulated for fixed-outline floorplanning. Given a fixed upper bound on the layout width, SDS minimizes the layout height by only shaping the soft blocks in the design, while satisfying the aspect ratio constraint on each block. If such upper bound is set as the width of a predefined fixed outline, SDS is capable of optimizing the area for fixed-outline floorplanning. As far as we know, none of previous work in nonslicing floorplan is able to solve this problem optimally. In SDS, soft blocks are shaped iteratively. At each iteration, we only shape some of the soft blocks to minimize the layout height, with the guarantee that the layout width would not exceed the given upper bound. The amount of change on each block is determined by systematically distributing the global total amount of available slack to individual block. During the whole shaping process, the layout height is monotonically reducing, and eventually converges to an optimal solution. Note that in [15] without a global slack distribution, all soft blocks are shaped greedily and independently by some simple heuristic. In their work, both the layout height and width are reduced in one shot (i.e., not iteratively) and the solution is stuck at a local minimum.
Essentially, we have five main contributions.
• Basic Slack-Driven Shaping: The basic SDS algorithm is a very simple shaping technique. Iteratively, it identifies some soft blocks, and shapes them by a slack-based shaping scheme. The algorithm stops when there is no identified soft block. The runtime complexity in each iteration is linear time. The basic SDS can achieve an optimal layout height for most cases.
• Optimality Conditions: To check the optimality of the shaping solution returned by the basic SDS, two optimal-ity conditions are proposed. We prove that if either one of the two conditions is satisfied, the solution returned by the basic SDS is optimal.
• Slack-Driven Shaping: Based on the basic SDS and the optimality conditions, we propose the slack-driven shaping algorithm. In SDS, a geometric programming method is applied to improve the nonoptimal solution produced by the basic SDS. SDS always returns an optimal shaping solution.
• Stopping Criteria: To early terminate the process of convergence in SDS, two stopping criteria are proposed. The first one is a simple heuristic based on the amount of change on the shaping solution for the last a few iterations. The second one is nonheuristic, and it guarantees that difference between the resulting and optimal shaping solutions is within the user-specified error margin.
• Extension of SDS: We extend SDS to handle two other floorplanning problems: 1) to minimize the layout width with the given layout height upper bound, and 2) to minimize the layout area, i.e., classical floorplanning. To show the efficiency of SDS, we compare it with the two shaping algorithms in [12] and [13] on MCNC benchmarks. Experimental results show that SDS consistently generates better solution on each circuit with significantly faster runtime. On average SDS is 253× and 33× faster than [12] and [13] , respectively, to produce solutions of similar quality. For fixedoutline floorplanning, we also run SDS on HB benchmarks. Experimental results show that on average after 6%, 10%, 22%, and 47% of the total iterations, the layout height is within 10%, 5%, 1%, and 0.1% difference from the optimal solution, respectively. For classical floorplanning, using HB benchmarks we show that SDS can significantly reduce the layout area by just shaping the soft blocks.
The rest of this paper is organized as follows. Section II describes the problem formulation. Section III introduces the basic SDS algorithm. Section IV discusses the optimality of a shaping solution and presents two optimality conditions. Section V describes the algorithm flow of SDS. Section VI presents the stopping criteria. Section VII describes the extension of SDS on other floorplanning problems. Experimental results are presented in Section VIII. Finally, this paper ends with a conclusion and the direction of future work.
II. Problem Formulation
In the design, suppose we are given n blocks. Each block i . Let x i and y i denote the x and y coordinates of the bottom-left corner of block i, respectively. To model the geometric relationship among the blocks, we use the horizontal and vertical constraint graphs G h and G v , where the vertices represent the blocks and the edges between two vertices represent the nonoverlapping constraints between the two corresponding blocks. In G h , we add two dummy vertices 0 and n + 1 that represent the left-most and right-most boundary of the layout, respectively.
Similarly, in G v we add two dummy vertices 0 and n + 1 that represent the bottom-most and top-most boundary of the layout, respectively. The area of the dummy vertices is 0. We have x 0 = 0 and y 0 = 0. Vertices 0 and n + 1 are defined as the source and the sink in the graphs, respectively. Thus, in both G h and G v , we add one edge from the source to each vertex that does not have any incoming edge, and add one edge from each vertex that does not have any outgoing edge to the sink.
In our problem formulation, we assume the constraint graphs G h and G v are given. Given an upper bound on the layout width as W, we want to minimize the layout height y n+1 by only shaping the soft blocks in the design, such that the layout width x n+1 ≤ W. This problem can be mathematically formulated as follows.
Problem 1: Height minimization with fixed upper-bound width.
Minimize y n+1 subject to
If W is set as the width of a predefined fixed outline, Problem 1 can be applied in fixed-outline floorplanning.
III. Basic Slack-Driven Shaping
This section presents the basic SDS algorithm that solves Problem 1 optimally in our experiments.
First of all, we introduce some notations used in the discussion. Given the constraint graphs and the shape of the blocks, without violating the nonoverlapping constraints, we can pack the blocks to four lines, i.e., the left (LL), right (RL), bottom (BL), and top (TL) lines. LL, RL, BL and TL are set as "x = 0," "x = W," "y = 0" and "y = y n+1 ," respectively. Let x i denote the difference of x i between the two layouts generated by packing blocks to RL and LL, respectively. Similarly, y i denotes the difference of y i between the two layouts generated by packing blocks to TL and BL, respectively. For block i 
In G h , given any path 3 from the source to the sink, if for all blocks on this path, their horizontal slacks are equal to zero, then we define such path as a horizontal critical path (HCP). The length of one HCP is the summation of the width of blocks on this path. Similarly, we can define the vertical critical path (VCP) and the length of one VCP is the summation of the height of blocks on this path. Note that, since we set RL as the "x = W" line, if x n+1 < W, then there is no HCP in G h .
The algorithm flow of the basic SDS is simple and straightforward. The soft blocks are shaped iteratively. At each iteration, we apply the following two operations. 1) Shape the soft blocks on all VCPs by increasing the width and decreasing the height. This reduces the lengths of the VCPs. 2) Shape the soft blocks on all HCPs by decreasing the width and increasing the height. This reduces the lengths of the HCPs. The purpose of the first operation is to minimize the layout height y n+1 by decreasing the lengths of all VCPs. As mentioned previously, if x n+1 < W then there is no HCP. Thus, the second operation is applied only if x n+1 = W. This operation seems to be unnecessary, yet actually is critical for the proof of the optimality conditions. The purpose of this operation will be explained in Section IV. At each iteration, we first globally distribute the total amount of slack reduction to the soft blocks, and then locally shape each individual soft block on the critical paths based on the allocated amount of slack reduction. The algorithm stops when we cannot find any soft block to shape on the critical paths. During the whole shaping process, the layout height y n+1 is monotonically decreasing and thus the algorithm always converges.
In the following sections, we first identify which soft blocks to be shaped (which we called target soft blocks) at each iteration. Secondly, we mathematically derive the shaping scheme on the target soft blocks. Finally, we present the algorithm flow of the basic SDS.
A. Target Soft Blocks
For a given shaping solution, the set of n blocks can be divided into the following seven disjoint subsets (
Based on the definitions of critical paths, we have the following observations. 4 Observation 1: If block i ∈ subset II, then i is not on any HCP nor VCP.
Observation 2: If block i ∈ subset III, then i is on both HCP and VCP, i.e., at the intersection of some HCP and some VCP.
Observation 3: If block i ∈ subset IV or V, then i is on some VCP but not on any HCP. Observation 4: If block i ∈ subset VI or VII, then i is on some HCP but not on any VCP.
As mentioned previously, y n+1 can be minimized by reducing the height of the soft blocks on the vertical critical paths, and such block-height reduction will result in a decrease on the horizontal slacks of those soft blocks. From the above observations, only soft blocks in subsets III, IV, and V are on the vertical critical paths. However, for block i ∈ subset III, s h i = 0, which means its horizontal slack cannot be further reduced. And for block i ∈ subset V, w i = W max i , which means its height cannot be further reduced. As a result, to minimize y n+1 we can only shape blocks in subset IV. Similarly, we conclude that whenever we need to reduce x n+1 we can only shape blocks in subset VI. For the hard blocks in subset I, they cannot be shaped anyway.
So the target soft blocks are the ones in subsets IV and VI.
B. Shaping Scheme
Let δ h i denote the amount of increase on w i for block i ∈ subset IV, and δ v i denote the amount of increase on h i for block i ∈ subset VI. In the remaining part of this section, we present the shaping scheme to shape the target soft block i ∈ subset IV by setting δ h i . Similar shaping scheme is applied to shape the target soft block i ∈ subset VI by setting δ v i . By default, all blocks mentioned in the following part are referring to the target soft blocks in subset IV.
We use "i ∈ p" to denote that block i is on a path p in G h . Suppose the maximum horizontal slack over all blocks on p is s 
where P h i is the set of paths in G h going through block i. Inequality (1) is equivalent to the following inequality:
Essentially, (2) gives an upper bound on the amount of increase on w i for block i ∈ subset IV. For block i ∈ p, the distribution ratio is set as follows:
iis the source or the sink
The insight is that if we allocate more slack reduction to the blocks that have potentially more room to be shaped, the algorithm will converge faster. We allocate zero amount of slack reduction to the dummy blocks at the source and the sink in G h . Based on (3), (2) can be rewritten as follows In G h , suppose vertex i (0 ≤ i ≤ n + 1) has incoming edges coming from the vertices in the set V 
Based on the equations above, the DP-based approach can be applied step by step as follows (1 ≤ i ≤ n).
1)
We apply topological sort algorithm on G h . 2) We scan the sorted vertices from the source to the sink, and calculate MAX p∈P
We scan the sorted vertices from the sink to the source, and calculate MAX p∈P
It is clear that by the DP-based approach, the whole process of calculating the upper bound of δ h i for all i takes linear time. 
C. Flow of Basic Slack-Driven Shaping
The algorithm flow of basic SDS is shown in Fig. 1 . In this flow, for each block i in the design, we set its initial width
Based on the input G h , G v and initial block shape, we can calculate an initial value of x n+1 . If such initial value is already bigger than W, then Problem 1 is not feasible.
At each iteration we set δ
for target soft block j ∈ subset VI. By default, β = 100%, which means we set δ v j exactly at its upper bound. One potential problem with this strategy is that the layout height y n+1 may remain the same, i.e., never decreasing. This is because after one iteration of shaping, the length of some noncritical vertical path increases, and consequently its length may become equivalent to the length of the VCP in the previous iteration. Accidentally, such scenario may keep cycling forever, and thus y n+1 would never decrease. This issue can be solved, as long as δ v j is set less than its upper bound. In this way, after one iteration of shaping we can guarantee that the length of the VCP will be shorter than the one in the previous iteration. Theoretically, any β < 100% can break the cycling scenario and guarantee the algorithm convergence. But because in SDS any amount of change that is less than 0.0001 would be masked by numerical error, we can actually calculate a lower bound of β, and obtain its range as follows:
In the implementation, whenever we detect that y n+1 does not change for more than two iterations, we will set β = 90% for the next iteration. For δ h j , we always set it at its upper bound. Because in each iteration the total increase on width or height of the target soft blocks would not exceed the budget, we can guarantee that the layout would not be outside of the four lines after shaping. As iteratively we set TL to the updated "y = y n+1 " line, y n+1 will be monotonically decreasing during the whole shaping process. Different from TL, as we set RL to the fixed "x = W" line, during the shaping process x n+1 may be bouncing, i.e., sometimes increasing and sometimes decreasing, yet always no more than W. The shaping process stops when there is no target soft block.
IV. Optimality Conditions
Sometimes, in the basic SDS the layout height y n+1 may converge to a nonoptimal solution of Problem 1, as the one case shown in Fig. 2(a) . The layout in Fig. 2(a) There is no target soft block on any one of the four critical paths (i.e., two HCPs and two VCPs), so the basic SDS returns y n+1 = 5. But the optimal layout height should be 3.2, when w 1 = w 2 = w 3 = w 4 = 2.5 as shown in Fig. 2(b) .
In this section, we will look into this issue and present the optimality conditions for the shaping solution returned by the basic SDS.
Let L represent a shaping solution generated by the basic SDS in Fig. 1 . All proofs in this section are established based on the fact that the only remaining soft blocks that could be shaped to possibly improve L are the ones in subset III. This is because L is the solution returned by the basic SDS and in L there is no soft block that belongs to subsets IV nor VI any more. This is also why we need apply the second shaping operation in the basic SDS. Its purpose is not reducing x n+1 , but eliminating the soft blocks in subset VI. For the soft blocks in the other subsets (i.e., II, V and VII), in Section III we have already explained the reason why they cannot be shaped to improve any shaping solution. From Observation 2, we know that any block in subset III is always at the intersection of some HCP and some VCP. Therefore, to improve L it is sufficient to just consider shaping such intersection soft blocks.
Before we present the optimality conditions, we define two concepts.
• Hard critical path: If all intersection blocks on one critical path are hard blocks, then this path is a hard critical path.
• Soft critical path: A critical path, which is not hard, is a soft critical path.
Proof: Since all intersection blocks on this VCP are hard blocks, there is no soft block that can be shaped to possibly improve this VCP. Therefore, L is optimal.
Lemma 3: If there exists at most one soft HCP or at most one soft VCP in L, then L is optimal. Proof: As proved in Lemma 2, if there exists one hard VCP in L, then L is optimal. So in the following proof we assume there is no hard VCP in L. For any hard HCP, as all intersection blocks on it are hard blocks, we cannot change its length by shaping those intersection blocks anyway. So we can basically ignore all hard HCPs in this proof.
Suppose L is nonoptimal. We should be able to identify some soft blocks and shape them to improve L. As mentioned previously, it is sufficient to just consider shaping the intersection soft blocks. If there is at most one soft HCP or at most one soft VCP, there are only three possible cases in L. (As we set TL as the "y = y n+1 " line, there is always at least one VCP in L.) 1) There is no soft HCP, and there is one or multiple soft VCPs [e.g., Fig. 3(a) ].
In this case, L does not contain any intersection soft blocks. 2) There is one soft HCP, and there is one or multiple soft
VCPs [e.g., Fig. 3(b) ]. In this case, L has one or multiple intersection soft blocks. Given any one of such blocks, say i. To improve L, h i has to be reduced. But this increases the length of the soft HCP, which violates "x n+1 ≤ W" constraint. Note that, if such constraint is violated, there is no way to reduce the length back to less than or equal to W, because all the blocks that are not intersection blocks on this soft HCP must either be hard blocks or soft blocks in subset VII. So, none of the blocks can be shaped to improve L. 3) There is one or multiple soft HCPs, and there is one soft VCP [e.g., Fig. 3(c) ]. In this case, L has one or multiple intersection soft blocks. Given any one of such blocks, say i. Similarly, it can be proved that "x n+1 ≤ W" constraint will be violated, if h i is reduced. So, none of the blocks can be shaped to improve L. As a result, for all the above cases, we cannot find any soft block that could be shaped to possibly improve L. This means our assumption is not correct. Therefore, L is optimal.
Note that, in both Lemmas 2 and 3 we are proving that at certain point (i.e., when the optimality condition in the lemma is satisfied) there is absolutely nothing that can be done by any algorithm to possibly further improve the solution. This ensures that the shaping solution we obtained at this certain point is a global optimum, rather than a local minimum.
V. Flow of Slack-Driven Shaping
Using the conditions presented in Lemmas 2 and 3, we can determine the optimality of the output solution from the basic SDS. Therefore, based on the algorithm flow in Fig. 1 , we propose the SDS algorithm shown in Fig. 4 . SDS always returns an optimal solution for Problem 1.
The differences between SDS and the basic version are starting from line 15 in Fig. 4 . When there is no target soft block, instead of terminating the algorithm, SDS will first check the optimality of L, and if it is not optimal, L will be improved via geometric programming. The algorithm stops when an optimal solution is obtained.
As mentioned previously, if the solution L generated by the basic SDS is not optimal, we only need to shape the intersection soft blocks to improve L. In this way, the problem now becomes shaping the intersection blocks to minimize the layout height y n+1 subject to layout width constraint "x n+1 ≤ W." In other words, it is basically the same as Problem 1, except that we only need to shape a smaller number of soft blocks (i.e., the intersection soft blocks). This problem is a geometric program. It can be transformed into a convex problem and solved optimally by any convex optimization technique. However, considering the runtime, we do not need to rely on geometric programming to converge to an optimal solution. We just run one step of some iterative convex optimization technique (e.g., deepest descent) to improve L. Then we can go back to line 7, and apply the basic SDS again. It is clear that SDS always converges to the optimal solution because as long as the solution is not optimal, the layout height will be improved.
In modern VLSI designs, the usage of intellectual property and embedded memory blocks becomes more and more popular. As a result, a design usually contains tens or even hundreds of big hard macros, i.e., hard blocks. Due to their big sizes, after applying the basic SDS most likely they are at the intersections of horizontal and vertical critical paths. Moreover, in our experiments we observe that there is always no more than one soft HCP or VCP in the solution returned by the basic SDS. Consequently, we never need to apply the geometric programming method in our experiments. We believe that for most designs the basic SDS algorithm is sufficient to achieve an optimal solution for Problem 1.
VI. Stopping Criteria
As shown in Fig. 4 , SDS stops when the layout height becomes optimal. This is the default stopping criterion in SDS.
While considering other objectives, e.g., the runtime, it may not be necessary to wait until SDS achieves an optimal solution. Thus, to terminate the algorithm early, in this section we presents two stopping criteria that could be adopted in SDS.
A. One Simple Stopping Criterion
Because during the shaping process in SDS, the layout height is monotonically reducing and eventually converges to an optimal solution, one simple way to set a stopping criterion is to consider a threshold value on the amount of change on the layout height in the last a few iterations. For example, if the amount of change on the layout height is less than 1% during the last 10 iterations, then SDS will stop.
B. Stopping Criterion With Guaranteed Suboptimality Bound
The stopping criterion mentioned previously is a simple heuristic, in which we do not have any guarantee on the error bound between the resulting and optimal shaping solutions. In this section, we present a more sophisticated and nonheuristic stopping criterion. Given a user-specified error margin ( > 0), we can guarantee that when SDS stops under this criterion, the resulting solution is -suboptimal.
Let LD denote the Lagrange dual problem of Problem 1, d denote the value of the objective function from one feasible solution in LD, and Y denote the optimal layout height in Problem 1. Based on the theory of duality [18] , the value of the objective function from any feasible solution in LD yields a lower bound on Y . That is 
then we can guarantee y − Y ≤ , which means the solution y is -suboptimal. In the Appendix, we mathematically derive the Lagrange dual problem LD and explain the calculation of d. So, at each shaping iteration in SDS, using Inequality (9) we can check if the current shaping solution is -suboptimal or not. If it is, SDS stops. Otherwise, the algorithm moves to the next iteration.
VII. Extension of SDS
In this section, we extend SDS to handle two other floorplanning problems: 1) to minimize the layout width with the given layout height upper bound, and 2) to minimize the layout area, i.e., classical floorplanning.
To solve these two floorplanning problems, we simply just need to change the way we set the right (RL) and top (TL) lines defined in Section III. The soft blocks are still shaped iteratively, and the shaping scheme remains the same as the one presented in Section III-B. The description on the different settings on RL and TL for various floorplanning problems is presented in Table I . In this table, the second row shows the setting we employed for solving Problem 1, while the third [12] O(m 3 + km 2 ) Lin et al. [13] O(kn 2 mlog(nC))
k is the total number of iterations, n is the total number of blocks in the design, m is the total number of edges in G h and G v , and C is the biggest input cost.
and fourth rows show the settings for solving the two extended problems, respectively. Because of the symmetrical nature of the two problems listed in the second and third rows in Table I , it is obvious that SDS can solve the problem in the third row optimally as well. Regarding the classical floorplanning problem, i.e., the one listed in the fourth row, SDS iteratively minimize both the layout width and height. Different from the fixed-outline floorplanning, both the layout width and height are converging during the whole shaping process. The optimality of the final solution depends on the initial layout, so SDS may not always achieve optimal layout area.
VIII. Experimental Results
This section presents the experimental results. All experiments were run on a Linux server with AMD Opteron 2.59 GHz CPU and 16 GB memory. We use two sets of benchmarks, MCNC [12] and HB [19] . For each circuit, the corresponding input G h and G v are provided by a floorplanner. The range of the aspect ratio for any soft block in the circuit is set to [ 1 3 , 3]. In SDS, if the amount of change on the width or height of any soft block is less than 0.0001, we would not shape such block because any change smaller than that would be masked by numerical error. Such numerical error, which is unavoidable, comes from the truncation of an infinite real number so as to make the computation possible and practical.
A. Experiments on Fixed-Outline Floorplanning
For fixed-outline floorplanning, after the input data is read, SDS sets the initial width of each soft block to its minimum.
First, we present the experimental results on MCNC benchmarks. We compare SDS with the two shaping algorithms in [12] and [13] . All blocks in these circuits are soft blocks. The source code of [12] and [13] are obtained from the authors. In fact, these three shaping algorithms cannot be directly compared, because they have different optimization objectives: • [12] minimizes the layout area x n+1 y n+1 ;
• [13] minimizes the layout half perimeter x n+1 + y n+1 ;
• SDS minimizes the layout height y n+1 , s.t. x n+1 ≤ W. Still, to make some meaningful comparisons as best as we can, we setup the experiment in the following way. 1) We conduct two groups of experiments: a) SDS versus [12] , and b) SDS versus [13] . 2) As the circuits are all very small, to do some meaningful comparison on the runtime, in each group we run both shaping algorithms 1000 times with the same input data. 3) For group 1, we run [12] first, and use the returned final width from [12] as the input upper bound width W for SDS. For group 2, similar procedure is applied. 4) For groups 1 and 2, we compare the final results based on [12] 's and [13] 's objectives, respectively.
We acknowledge that based on the above setup the runtime comparison may not be fair for [12] and [13] , because SDS directly makes use of the resulting width value from [12] and [13] as W. However, as mentioned earlier, due to the different optimization objectives for these three algorithms, this is the best we can do. For fixed-outline floorplanning, W is always set as the width of the predefined fixed outline. Table III shows the results on group 1. The column "ws(%)" gives the white space percentage over the total block area in the final layout. For all five circuits SDS achieves significantly better results on the floorplan area. On average, SDS achieves 394× smaller white space and 23× faster runtime than [12] . In the last column, we report the runtime SDS takes to converge to a solution that is better than [12] . To just get a slightly better solution than [12] , on average SDS takes 253× faster runtime. As pointed out by [13] , [12] does not transform the problem into a convex problem before applying Lagrangian relaxation. Hence, it may not converge to an optimal solution. Table IV shows the results on group 2. The authors claim the shaping algorithm in [13] can find the optimal half perimeter on the floorplan layout. But, for all five circuits SDS gets consistently better half perimeter than [13] , with on average 10× faster runtime. Again, in the last column, we report the runtime SDS takes to converge to a solution that is better than [13] . To just get a slightly better solution than [13] , on average SDS takes 33× faster runtime. We believe algorithm [13] stops earlier, before it converges to an optimal solution. The reason may be because of the numerical error.
From the runtime reported in Tables III and IV , it is clear that as the circuit size increases, SDS scales much better than both [12] and [13] . In Table II , we list the runtime complexities among the three shaping algorithms. As in our experiments, it is never necessary to apply the geometric programming method in SDS, we list the runtime complexity of the basic SDS in Table II . Obviously, the basic SDS has the best scalability.
Second, we present the experimental results of SDS on HB benchmarks. As both algorithms [12] and [13] crashed on this set of circuits, we cannot compare SDS with them. The HB benchmarks contain both hard and soft blocks ranging from 500 to 2000 (see Table V for details).
For each test case, we set the upper bound width W as the square root of 110% of the total block area in the corresponding circuit. Let Y denote the optimal y n+1 SDS converges to. The results are shown in Table V . The "Convergence Time" column lists the total runtime of the whole convergence process. The "Total #.Iterations" column shows the total number of iteration SDS takes to converge to Y . In the subsequent four columns, we also report the number of iterations when
starts to be less than 10%, 5%, 1% and 0.1%, respectively. The average total convergence time is 1.18 second. SDS takes average 1901 iterations to converge to Y . The four percentage numbers in the last row shows that on average after 6%, 10%, 22%, and 47% of the total number of iterations, SDS converges to the layout height that is within 10%, 5%, 1% and 0.1% difference from Y , respectively. This shows that after around 1 5 of the total iterations, the difference between y n+1 and Y is already quite small, i.e., less than 1%.
To show the convergence process more intuitively, we plot out the convergence graphs of the layout height (i.e., y n+1 ) for four circuits in Fig. 5(a)-(d) . In each figure, the four blue arrows point to the four points when y n+1 becomes less than 10%, 5%, 1%, and 0.1% difference from Y , respectively. For the same four circuits, in Fig. 6(a)-(d) we plot out the value of the layout width (i.e., x n+1+ ) at each iteration. As we can see, while the layout height converges, the layout width keeps bouncing below the width upper bound. In Fig. 7(a) and (b) , we show the layouts of ibm01 before and after shaping by SDS for fixed-outline floorplanning.
B. Experiments on Classical Floorplanning
This section presents the experimental results of SDS on classical floorplanning. We use the HB benchmarks with the same input constraint graphs as the ones used in the experiments on fixed-outline floorplanning. For classical floorplanning, after the input data is read, SDS will set the initial shape of each soft block as a square.
The detailed experimental results are shown in Table VI . The columns "Initial ws (%)" and "Final ws (%)" give the white space percentages over the total block area in the initial and final layouts, respectively. Comparing these two columns, we can see that the area has been reduced significantly after shaping. In the last column, we also list the white space percentages from the final layouts obtained by SDS in the experiments on fixed-outline floorplanning. For 17 out of 18 circuits, the final layout area obtained in classical floorplanning is better than the one obtained in fixed-outline floorplanning. On the other hand, this also shows that the solution generated by SDS in classical floorplanning may not be optimal, because for ibm16 the resulting layout area in fixed-outline floorplanning is better. On average, the total convergence time over all circuits is 1.37 s, and it takes SDS 2063 iterations to converge.
In Fig. 8(a)-(d) , we plot the corresponding convergence graphs of both the layout width and height for four circuits. Different from the ones shown in Figs. 5(a)-(d) and 6(a)-(d), for classical floorplanning both the layout width and height are monotonically reducing during the whole shaping process in SDS. In Fig. 9 (a) and (b), we show the layouts of ibm01 before and after shaping by SDS for classical floorplanning (the fixed outlines are still plot as a reference).
C. Several Remarks
Finally, we have three remarks on SDS. 1) For the experiments on fixed-outline floorplanning, as SDS sets the initial width of each soft block at its minimal width, such initial floorplan is actually considered as the worse start point for SDS. This means if any better initial shape is given, SDS will converge to Y even faster. 2) In our experiments, we never notice that the solution generated by the basic SDS contains more than one soft HCP or VCP. So if ignoring the numerical error mentioned previously, SDS obtains the optimal layout height for all circuits simply by the basic SDS. 3) Like all other shaping algorithms, SDS is not a floorplanning algorithm. To implement a fixed-outline floorplanner based on SDS, for example, we can simply integrate SDS into a similar annealing-based framework as the one in [15] . In each annealing loop, the input constraint graphs are sent to SDS, and SDS stops once the solution is within the fixed outline. The annealing process keeps refining the constraint graphs to optimize the various floorplanning objectives (e.g., wirelength) in the cost function.
IX. Conclusion and Future Work This paper proposed an efficient, scalable, and optimal SDS algorithm for soft blocks in nonslicing floorplan. We formulated the problem in such a way that it can be applied for fixed-outline floorplanning. We also extended SDS to solve the classical floorplanning. For all cases in our experiments, the basic SDS was sufficient to obtain an optimal solution in fixedoutline floorplanning. Both the efficiency and effectiveness of SDS were validated by comprehensive experimental results and rigorous theoretical analysis.
As the starting point of VLSI physical design, floorplanning plays a very critical role in both prototyping and block implementation. In order to consider multiple cross-domain factors (e.g., timing, routability, power, etc.) in the early stage of IC designs, the core engine of the floorplanner has to be very fast and high quality. The block shaping algorithm is a key component for the modern floorplanner to meet such requirements. This is because the shape of each circuit block determines the top-level spatial structure of a chip, and has direct impact on the circuit performance, e.g., power dissipation, timing closure and routability. Due to the everincreasing complexity of ICs, the problem of shaping circuit blocks is very complicated. Previously, researchers proposed many sophisticated algorithms to conquer this problem. These algorithms take significant portion of the total runtime inside a floorplanner. However, SDS is very simple, as the core step of the shaping process inside SDS only contains two lines of codes. Yet, the algorithm is able to achieve an optimal solution with one to two orders of magnitude faster than previous state-of-the-art algorithms. If this paper is adopted and implemented in the modern physical optimization tools, it could potentially improve the circuit performance in various respects and significantly reduce the turnaround time for engineers designing new ICs.
In terms of future research direction, we will try to propose a more scalable algorithm as a substitution of the geometric programming method in Fig. 4 . Also, because of the similarity between the slack in floorplanning and static timing analysis, we believe SDS can be modified and applied on buffer/wire sizing for timing optimization.
Appendix
Lagrangian Duality of Problem 1 In this section, following the similar procedure as in [12] and [13] , we first derive the Lagrange dual problem of Problem 1. Then we explain how to calculate the value of the objective function from one set of dual feasible. To make the presentation easier, we remove dummy vertex 0 and its outgoing edges in G h . For the vertices connecting to vertex 0 in G h , we set their x i = 0. The similar changes are made for G v . As a result, Problem 1 can be rewritten as follows: 
In LD, (10)- (14) are derived from the Kuhn-Tucker conditions.
From (11)- (15), it is not difficult to find one set of feasible Lagrange dual variables (λ, μ, φ) by linear time. Once (λ, μ, φ) are available, we can get the value d of the objective function in LD. Note that, because any d yields a lower bound on the optimal layout height of Problem 1, it is not necessary to solve LD optimally and find the optimal d.
