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La séparation de sources est la tâche qui consiste à récupérer plusieurs signaux dont on
observe un ou plusieurs mélanges. Dans le cas des signaux audio, elle consiste à récupérer la
piste jouée par chacun des instruments à partir de l’observation du morceau mixé. Ce problème
est particulièrement difficile du fait du grand nombre d’inconnues qu’il laisse à estimer, bien
plus nombreuses que le nombre d’observations disponibles. De manière à rendre la séparation
possible, toute information supplémentaire connue sur les sources ou le mélange doit pouvoir
être prise en compte pour résoudre l’indétermination du problème.
Dans cette thèse, je propose un formalisme général permettant d’inclure un grand nombre
de connaissances dans les problèmes de séparation de sources. Dans ce formalisme, une source
est modélisée comme la réalisation d’un processus gaussien, entendu comme un espace non
paramétrique de fonctions. La séparation de mélanges se fait alors grâce à des techniques
classiques de régression. L’approche a de nombreux intérêts. Tout d’abord, elle généralise une
grande partie des méthodes actuelles et permet leur extension à des domaines de définition
quelconques. Ensuite, elle permet la prise en compte immédiate de nombreux a prioris sur les
sources, tels que la continuité, la périodicité, la stationnarité ou le timbre. De plus, les sources
estimées minimisent l’erreur quadratique moyenne. Enfin, les différents paramètres du modèle
peuvent être estimés automatiquement grâce à de puissantes approches probabilistes.
Ce cadre théorique de la séparation de processus gaussiens est ensuite appliqué à la sépara-
tion informée de sources audio. Dans cette configuration, on considère que la séparation peut
être assistée par la connaissance supplémentaire d’une information annexe sur les signaux.
Dans le cas de la musique, de nombreuses informations annexes peuvent être envisagées telles
que la tonalité, le tempo, une partition, etc. On verra que le formalisme gaussien proposé per-
met de prendre en compte naturellement de telles connaissances. Je concentrerai mon attention
sur un cas précis de séparation informée, pour lequel l’information annexe a été calculée en
amont de la séparation, lors d’une phase préliminaire où à la fois le mélange et les sources
sont disponibles. En pratique cela se produit en studio lorsque les mélanges ont été obtenus à
partir des sources enregistrées auprès des musiciens. L’intérêt de l’approche est de permettre
de récupérer de bonnes sources estimées à partir de la seule connaissance des mélanges et de
l’information annexe. Pour peu que celle-ci puisse se coder efficacement, cela rend possible des
applications comme le karaoké ou le traitement séparé des différentes sources à un coût réduit
en débit.
Il nous est apparu que le problème de la séparation informée s’apparente fortement à un
problème de codage multicanal. Dans cette perspective, le codeur a accès à la fois aux sources
et aux mélanges, tandis que le décodeur n’a accès qu’aux mélanges et à l’information annexe
générée par le codeur. En sortie du décodeur, on obtient les sources séparées. Cette analogie
permet de placer la séparation informée dans un cadre théorique plus global où elle devient
un problème de codage particulier et bénéficie à ce titre des résultats classiques de la théorie
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Cette thèse porte sur le problème de la séparation de sources, qui vise à récupérer différents
signaux appelés sources, à partir de l’observation de leurs mélanges. C’est un sujet qui a des
applications dans de nombreuses disciplines du traitement du signal et qui a des liens très forts
avec le vaste domaine des problèmes inverses. Dans le cas de la séparation de sources, l’opération
à inverser est celle du mixage des sources.
De nombreuses techniques de séparation de sources ont été proposées et cette problématique
a attiré l’attention d’une vaste communauté de chercheurs depuis le début des années 1980. Dans
ce travail, je présente un formalisme particulier pour la séparation dans lequel les sources sont
modélisées comme la réalisation de processus gaussiens. Ce cadre théorique permet de caractériser
les signaux à séparer d’une manière souple et naturelle. Ce faisant, il rend possible la prise en
compte de nombreuses connaissances a priori pour la séparation et se confond avec certaines
méthodes de l’état de l’art dans plusieurs cas particuliers.
Parvenir à séparer des sources de leurs mélanges a des applications importantes dans le do-
maine du traitement du signal audio. Dans ce contexte, une séparation des différents instruments
d’un morceau de musique rend possible certaines applications populaires comme le karaoké ou
la respatialisation. Cependant, il est rare de parvenir aujourd’hui à obtenir une qualité suffisante
de séparation pour ces applications. En conséquence, il a récemment été proposé d’améliorer la
séparation en lui fournissant des informations supplémentaires en plus des seuls mélanges. Dans
cette thèse, je montre comment ce cas de séparation informée peut être abordé naturellement avec
le formalisme gaussien proposé. J’y explicite en outre les relations étroites entre la séparation de
sources informée et le codage audio multicanal.
Ainsi, mon travail a porté à la fois sur une formalisation théorique pour la séparation de
sources et sur son application au codage audio informé. Dans cette introduction, je présente d’abord
le domaine de la séparation de sources en section 1.2, puis celui de la séparation informée en
section 1.3. Pour chacun, je dresse un rapide état de l’art avant d’en présenter les enjeux qui m’ont
intéressés au cours de mon travail et dont on trouvera un développement tout au long de ce texte.
Cette introduction se conclut par la présentation du plan de l’exposé.
1.2 Séparation de sources
1.2.1 Motivations
La séparation de sources [28, 115, 38] consiste à récupérer plusieurs signaux à partir de l’obser-
vation de leurs mélanges. C’est un problème qui a des applications dans plusieurs domaines, tels
que le traitement du signal audio, les télécommunications, les géostatistiques ou le traitement des
signaux biomédicaux.
En audio, la séparation de sources est souvent introduite en évoquant l’effet cocktail party [26].
Lors d’une réception, de nombreuses conversations simultanées parviennent à mes oreilles. Pour-
tant, je suis capable si je le souhaite de ne porter mon attention que sur l’une d’entre elles. Ce
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faisant, j’ai réduit l’influence des autres dans la compréhension de ce qui m’intéresse. En tout état
de cause, je n’ai accès à l’environnement sonore que par le biais de mes deux oreilles. Il a donc bien
fallu que je sois capable de séparer cognitivement certains sons de tous ceux que j’entends. De la
même manière, je peux me concentrer sur un des instruments jouant dans une chanson, en l’isolant
ainsi mentalement des autres. Cette capacité, si elle pouvait être imitée par une machine, permet-
trait la suppression à l’envi de n’importe quelle piste d’un enregistrement audio. Par exemple, je
pourrais rajouter une lourde distorsion sur la rythmique d’un morceau, pour le rendre plus écou-
table, ou bien en extraire la piste vocale pour l’utiliser dans un morceau de ma composition. Il est
donc naturel qu’une large communauté de chercheurs en traitement du signal audio se soit penchée
sur le problème [18, 17, 45, 50, 53, 72, 155].
En télécommunications, il est fréquent de recevoir un signal qui correspond à celui qui nous
intéresse, mais qui a été contaminé par l’addition de signaux parasites plus ou moins complexes [28,
38]. Il s’agit alors de séparer le signal cible de cemélange. La situation est similaire en géostatistiques
[32], où la grandeur étudiée est souvent captée avec une incertitude sur la position ou la valeur de
la mesure. Il s’agit alors de déduire la valeur recherchée à partir de ces mesures bruitées. Comme
on le verra, le formalisme utilisé pour accomplir ces tâches est le même dans tous les cas : il s’agit
de séparer le signal utile d’un bruit. Dans le cas des géostatistiques, un problème supplémentaire
de régression s’ajoute : celui d’extrapoler une grandeur à des coordonnées différentes de celles des
mesures.
Enfin, dans certaines disciplines telles qu’en traitement des signaux biologiques, la séparation de
sources est couramment utilisée dans le but de décomposer une observation comme une somme de
différentes contributions. Par exemple, lors du traitement d’électroencéphalogrammes, on cherche
souvent à modéliser l’observation comme une somme de différentes contributions provenant de diffé-
rentes sources localisées dans le cerveau, dans le but en particulier d’éliminer l’influence importante
des clignements des yeux du sujet [112].
D’une manière générale, on verra que décomposer une observation comme une somme de fonc-
tions élémentaires peut s’avérer utile à des fins d’analyse. Cependant, il n’est pas nécessaire que
ces fonctions élémentaires correspondent à des signaux émis par de réelles entités indépendantes,
comme c’est le cas des différents instruments de musique jouant dans un morceau. L’objectif de la
décomposition peut tout simplement être d’expliquer au mieux une observation complexe comme
la somme de plusieurs variables latentes plus simples. Cette approche déjà ancienne a donné lieu
à des travaux précurseurs en statistiques sous le nom de modèles additifs généralisés [97, 98].
1.2.2 Notations
Je vais introduire quelques notations utiles pour présenter plus avant le problème de la sé-
paration de sources. Le reste de la nomenclature sera introduit plus tard en partie I lors de la
présentation du formalisme gaussien proposé et s’inspire fortement des notations habituelles dans
le domaine [163, 155]. J’ai de plus choisi une notation qui ressemble beaucoup au style des langages
scientifiques Python 1 et Matlab 2.
Dans toute la suite de cet exposé, T désignera le domaine de définition des sources. Par exemple,
dans le cas de séries temporelles régulièrement échantillonnées, on aura T = Z qui correspond aux
différents instants d’échantillonnage. En général, je parlerai de position pour désigner un élément
t ∈ T, bien qu’il soit entendu que dans certains cas, t se comprend plutôt comme un instant. Le
choix du terme de position se justifie par le traitement du problème de séparation dans le cas
général de T quelconque en partie II. Dans tous les cas, la notation T ∈ TL servira toujours à
désigner un ensemble T = [t1, . . . , tL] de L points de T.
On supposera toujours l’existence de J ∈ N sources. Tout au long de cet exposé, ce nombre
de sources sera considéré connu et je ne me préoccuperai donc pas du problème délicat de son
estimation, qui fait lui-même l’objet de nombreuses études [38].
L’ensemble de nos J sources est une fonction de 3 T×NJ à valeurs dans C, que je représenterai
par une lettre minuscule et la notation tilde, i.e. s˜. Ainsi, s˜ (t, j) désigne la valeur de la jème forme
1. www.python.org
2. www.mathworks.com
3. NJ désigne l’ensemble [1, . . . , J ] des J premiers entiers naturels non nuls.
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d’onde s˜ (·, j) à la position t. Pour un ensemble T ∈ TL de L points de T, s˜ (T, ·) désignera la
matrice de dimension L× J regroupant les J valeurs de s˜ en ces L points :
[s˜ (T, ·)]l,j = s˜ (tl, j) .
Un enregistrement stéréo x˜ composé de L
échantillons (T = [1, . . . , L]) est un groupe de
I = 2 formes d’ondes de longueur L. x˜ (·, i)
désigne le ième canal (gauche ou droit), tan-
dis que x˜ (t, ·) représente le vecteur de dimen-
sion 1 × 2 contenant les valeurs à gauche et
à droite de ce signal à l’instant t.
De la même manière qu’il y a un nombre connu J de
sources, il y a un nombre connu I de mélanges, notés x˜.
La principale caractéristique des problèmes de séparation
de sources est que les mélanges sont générés à partir des
sources. Cela justifie l’objectif de récupérer les sources
à partir de l’observation des mélanges. Une étape essen-
tielle dans la résolution de ce genre de problème est donc
la formalisation du processus de mélange, aussi appelé
mixage, qui permet de passer des sources aux mélanges,
dans le but de l’inverser. Pour se fixer les idées, on peut
imaginer le modèle le plus simple qui soit, qui consiste à sommer l’ensemble des sources pour
obtenir un unique mélange. Dans ce cas, on a I = 1 et
∀t ∈ T, x˜ (t) =
J∑
j=1
s˜ (t, j) . (1.2.1)
Cependant, ce modèle simple n’est satisfaisant que dans certains cas et plus de souplesse est
nécessaire pour pouvoir modéliser un grand nombre de situations. On verra en partie II que la
littérature est riche de nombreux modèles de mélange dont j’ai retenu les cas linéaires instantanés,
convolutifs et diffus, particulièrement utiles en traitement du signal audio [49, 50, 51, 47]. Pour
l’heure, je me contenterai d’en introduire la notion centrale d’images des sources.
Dans un enregistrement audio stéréo (I =
2) composé d’un trio (J = 3) chant, gui-
tare et batterie, le son produit par la source
“chant”, est monophonique. Cependant, il
s’entend sur chacun des 2 haut-parleurs : il
produit une image stéréophonique, qui en est
une version spatialisée. Le mélange est ainsi
la somme des 3 images stéréophoniques des
sources.
L’image d’une source s˜ (·, j) a les mêmes dimensions
que les mélanges et est donc une fonction de T×NI dans C
notée y˜ (·, ·, j). Dans ces conditions, y˜ (·, i, j) se comprend
comme la contribution de la source j dans le mélange i.
En effet, le mélange est modélisé comme la somme des




y˜ (·, ·, j) . (1.2.2)
Un modèle de mixage est alors entendu comme for-
malisant le lien entre une source et ses images. Comme on
le verra en partie II, certains modèles comme le linéaire
instantané ou le convolutif supposent un lien déterministe entre sources et images, d’autres comme
le diffus supposent un lien probabiliste.
Dans tous les cas, l’objectif de la séparation de sources devient d’estimer les sources à partir de
l’observation de leur mélange. Dans certains cas, extraire des images est suffisant comme lorsque
l’objectif est de supprimer la voix d’un morceau de musique. Dans d’autres cas, les sources originales
sont nécessaires, comme lorsqu’une respatialisation est envisagée.
1.2.3 Approches existantes
Le problème de la séparation de sources a été abordé de nombreuses manières différentes. Dans
cette section, je vais présenter certaines des grandes idées qui ont dominé le domaine.
Tout d’abord, la plupart des méthodes existantes reposent sur l’hypothèse de mélange linéaire
instantané. Cela signifie qu’on suppose que les I mélanges sont des combinaisons linéaires des
sources :
∀t, x˜ (t, i) =
J∑
j=1
Aij s˜ (t, j) . (1.2.3)
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Dans l’expression 1.2.3, chaque Aij ∈ C donne le gain de la source j dans le mélange i. En
introduisant la matrice de mélange A, de dimension I × J , l’équation 1.2.3 peut alors s’écrire :
∀t, x˜ (t, ·) = s˜ (t, ·)A>. (1.2.4)
L’expression 1.2.4 est très classique en séparation de sources 4. Plusieurs cas de figure s’offrent
à nous.
S’il y a plus de mélanges que de sources (I ≥ J), le problème est dit déterminé (I = J) ou
sur-déterminé (I > J). Dans ce cas, il est équivalent à l’obtention d’une matrice de séparation W
de dimension I × J telle que :
∀t, s˜ (t, ·) = x˜ (t, ·)W. (1.2.5)
Si A est connue, le problème peut être résolu, puisqu’il suffit alors pour obtenir W soit de
l’inverser si c’est possible, soit d’utiliser une pseudo-inverse. D’une manière générale, des techniques
de formation de voie, aussi appelées filtrage spatial, permettent de déterminer W et donc de
récupérer les sources dans le cas sur-déterminé, à la condition que leurs distributions spatiales
soient différentes. En effet, si deux sources sont sommées à l’identique sur I ≥ 2 mélanges, aucun
filtre uniquement spatial ne pourra les séparer.
Cependant, la plupart du temps, la matrice de mélange n’est pas connue et l’enjeu de la sépa-
ration sur-déterminée est de l’estimer. Pour faire face à cette incertitude et la prendre en compte
dans le modèle, l’expression 1.2.4 est augmentée par l’ajout d’un terme d’incertitude, ou de bruit
˜ (t, ·), distribué selon une loi connue [37, 28] :
∀t, x˜ (t, ·) = s˜ (t, ·)A> + ˜ (t, ·) . (1.2.6)
Le terme de bruit ˜ dans l’équation 1.2.6
peut être compris soit comme un bruit réel-
lement ajouté aux mélanges lors du mixage,
soit comme modélisant notre incertitude sur
le mixage. Dans les deux cas, la résolution du
problème mène aux mêmes équations.
L’Analyse en Composantes Indépendantes (ACI, cf
[37, 28, 109, 38]) permet de fournir une matrice de sé-
paration au prix de certaines hypothèses. Tout d’abord,
les sources sont considérées indépendantes. Cela signi-
fie que sans considérer les mélanges, la connaissance
d’une d’entre elles ne donne d’information sur aucune des
autres. Cette hypothèse, quoique discutable dans certains
cas 5 est la plupart du temps très raisonnable et d’ailleurs
commune à la presque totalité des techniques existantes
pour la séparation de sources.
La deuxième hypothèse forte faite par l’ACI est que le signal correspondant à chaque source
à extraire est une séquence de réalisations indépendantes d’une même variable aléatoire. Enfin,
si on suppose qu’au plus une seule des sources a une loi gaussienne, alors on démontre [37] qu’il
est possible de séparer les sources à partir de leur mélange 1.2.6 à un coefficient d’amplitude et
à une permutation près. Cette séparation s’effectue en pratique par la maximisation de la non
Gaussianité des signaux obtenus ou bien par la minimisation de leur information mutuelle.
Un des inconvénients majeurs de l’ACI est qu’elle se transpose difficilement au cas sous-
déterminé, c’est-à-dire au cas où il y a moins de mélanges disponibles que de sources (I < J).
Dans ce cas en effet, le problème devient assez difficile. Pour reprendre l’exemple 1.2.4 du mixage
linéaire instantané, connaître la matrice de mélange A ne suffit plus. Il devient nécessaire de mettre
au point d’autres approches et la séparation sous-déterminée a d’abord été sentie comme un pro-
blème de contrôle.
Il est en effet possible de voir l’équation 1.2.6 comme caractérisant un processus d’observation
des sources, qui sont elles-mêmes un processus latent, ou un état caché. Dans ce cadre, l’évolution
des sources et des mélanges peut être modélisée par un modèle à état, classique de la discipline
du contrôle optimal [119]. Les sources peuvent alors être estimées en utilisant des algorithmes
adaptatifs dits deKalman [116] pour résoudre le problème. De nombreuses études se sont focalisées
4. Nous considèrerons l’autre cas classique des mélanges convolutifs au chapitre 6. Ils peuvent sous certaines
conditions se ramener aux mélanges linéaires instantanés dans le domaine fréquentiel.
5. Des sources audio, jouant en rythme et en harmonie, peuvent parfois difficilement être considérées comme
indépendantes.
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sur ce point de vue [35, 154]. Cependant, leur principale faiblesse réside dans le modèle dynamique
qu’elles supposent pour les sources : il est souvent difficile de modéliser l’évolution complexe des
sources au cours du temps comme une simple multiplication matricielle suivie de l’ajout d’un bruit.
Pour cette raison, des alternatives non linéaires ont été proposées [204] mais impliquent encore des
algorithmes d’une complexité prohibitive pour des signaux de grande taille, tels que les signaux
audio. La modélisation dynamique de signaux sonores attire cependant de nouvelles études depuis
peu [11, 14] et reste un champ prometteur de recherches.
Darmois a démontré en 1953 qu’il est im-
possible de séparer des mélanges linéaires
de sources indépendantes et identiquement
distribuées (i.i.d.) qui sont toutes gaus-
siennes [41, 37, 39]. Alors que l’ACI se
concentre sur le cas de sources i.i.d. non
gaussiennes, le formalisme que j’ai étudié
dans mon travail suppose des signaux sources
gaussiens mais non i.i.d.
Une approche importante dans le domaine de la sé-
paration sous-déterminée depuis quelques années repose
sur un modèle gaussien [18, 17, 214] des sources. Je re-
viendrai plus en détail sur ce modèle en partie I. Pour
l’heure, je peux déjà en expliciter les idées principales.
Ce modèle a été tout particulièrement étudié dans le
cas de la séparation de sources audio (T = Z), et fut
d’abord considéré dans le cas où il n’y a qu’un seul mé-
lange (I = 1). Le mélange est supposé être la simple
somme des sources comme dans l’expression 1.2.1. Les si-
gnaux sont tout d’abord transformés pour en obtenir une
représentation Temps-Fréquence (TF) telle que la Trans-
formée de Fourier à Court Terme (TFCT, [5, 6, 40, 92]). Dans ce domaine, plusieurs hypothèses
sont faites.
Tout d’abord, comme dans l’ACI, les sources sont supposées indépendantes. Ensuite, tous les
coefficients de la TFCT d’une source donnée sont supposés indépendants et distribués selon des
lois gaussiennes complexes centrées d’une certaine variance, assimilable à la Densité Spectrale de
Puissance (DSP) de la source en ces instants et ces fréquences. Si on suppose connues les DSP
des sources, on montre que la séparation peut se faire très simplement par l’application trame par
trame d’un filtrage de Wiener [217], qui est optimal au sens des moindres carrés. Cette technique
est souvent appelée filtrage de Wiener généralisé.
L’enjeu essentiel des techniques basées sur ce modèle gaussien devient alors d’estimer les DSP
des sources à partir de la seule observation du mélange. Un large effort de recherche de la com-
munauté s’est opéré sur ce point précis. Dans le cadre gaussien, les DSP des sources s’ajoutent
pour obtenir celle du mélange, estimée par son spectrogramme 6. Le problème de la séparation de
formes d’ondes est donc rapidement devenu celui de la séparation de DSP. Plusieurs constats et
techniques ont guidé ces recherches.
Tout d’abord, les DSP sont des grandeurs nécessairement positives. Ensuite, il est courant
pour de nombreuses applications, en particulier le traitement du signal musical, qu’elles présentent
de très nombreuses redondances. En effet, les mêmes notes sont susceptibles de se reproduire à
de nombreux endroits dans le morceau. Dans ces conditions, on comprend que des techniques
de réduction de dimension aient été appliquées, qui portent le nom de factorisation en matrices
non-négatives (NMF, en anglais) [128, 34, 194, 192, 188, 75] et qui permettent de décomposer
le spectrogramme du mélange comme la superposition d’éléments simples. Cette approche donne
parfois de très bons résultats, mais il s’est avéré rapidement que son principal problème réside
dans l’arbitraire des composantes produites. En effet, en l’absence de contraintes supplémentaires,
la NMF va chercher à expliquer au mieux le mélange comme une somme de composantes, mais
ces composantes ne correspondent pas nécessairement à des sources [19]. Ainsi, plusieurs pistes
de recherche ont émergé qui cherchent toutes à forcer la NMF à produire des composantes plus
satisfaisantes. Cela s’est surtout fait en pénalisant toute décomposition qui ne répondait pas à
certains critères.
Tout d’abord, il a été tenté d’inclure dans la NMF certaines contraintes de régularité, permet-
tant de garantir qu’aucune des composantes ne soit activée puis désactivée de manière trop abrupte
[211, 182, 215, 19, 181, 46]. Ensuite, certains modèles ont cherché à décomposer le spectrogramme
du mélange comme une somme de motifs d’une certaine durée, dans le but de ne plus extraire seule-
6. Le spectrogramme est défini comme le module au carré de la TFCT. Je reviendrai sur ce point en section 2.5
page 35.
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ment des spectres instantanés redondants, mais plutôt des blocs entiers [192, 183]. Ces modèles
reposent sur une notion d’invariance par translation : chaque bloc est supposé se reproduire à l’iden-
tique plusieurs fois dans le mélange. Par ailleurs, il a été tenté par Durrieu et al. de décomposer
les spectrogrammes en utilisant des modèles plus complexes permettant de forcer certaines sources
à présenter une ligne mélodique. Ces approches se concentrent sur la séparation de la voix dans les
enregistrements musicaux et permettent d’obtenir de bonnes performances [56, 55, 53, 163, 57].
Une autre piste de recherche a consisté à ne plus utiliser la TFCT comme transformée pour ana-
lyser les signaux, mais plutôt une autre transformée dénommée la transformée à Q constant (CQT
en anglais). L’avantage de cette représentation est qu’elle présente une échelle logarithmique selon
l’axe des fréquences. Ainsi, un changement de hauteur se traduit non plus comme une homothétie
des spectres, mais plutôt comme une translation [101]. Des modèles invariants par translation ont
pu être mis au point pour exploiter cette propriété dans le cas de la séparation et l’analyse de
musique [74, 84, 193].
Ces modèles pour la séparation de sources avec un seul mélange ont été étendus dans de
nombreuses directions pour traiter le cas de mélanges multicanaux.
En audio, un ingénieur du son cherche sou-
vent à bien séparer les différents instruments
dans l’espace stéréophonique. Ce faisant, il
provoque une bonne séparation spatiale des
sources, qui facilite la séparation. Si deux
instruments se retrouvent au même azimut
(chant et basse au centre par exemple), il de-
vient nécessaire de pouvoir les séparer par
d’autres considérations.
Une partie de la discussion a donc porté sur la na-
ture du processus de mélange considéré. Pour peu que les
sources aient été distribuées dans des directions spatiales
suffisamment séparées, un filtrage spatial par formation
de voie [27] permet de les extraire correctement [91, 221]
après estimation de ces directions. Dans le cas contraire,
il devient nécessaire de modéliser la structure des sources
de manière à résoudre les ambiguïtés.
Des études ont alors procédé à l’extension du forma-
lisme NMF au cas des mélanges multicanaux, en consi-
dérant d’abord le cas convolutif [155, 71, 54], puis le cas
diffus [50, 163]. Il devient apparent aujourd’hui que des
modèles paramétriques tels que la NMF ne suffisent pas toujours à modéliser la complexité des
signaux. C’est pourquoi certaines études cherchent à les modéliser de manière plus souples. En
particulier, l’idée de modéliser les DSP d’une source comme la réalisation d’un champ aléatoire
a été suggérée [45, 149]. Cette direction de recherche me parait très prometteuse, mais n’en est
encore qu’à ses commencements.
1.2.4 Enjeux
Dans l’exemple p.118 de [178], les auteurs
utilisent les processus gaussiens pour décom-
poser une mesure atmosphérique en ses com-
posantes saisonnières et moyenne. Ce fai-
sant, ils font sans le dire de la séparation
de sources. C’est ainsi que m’est venue l’idée
d’utiliser les processus gaussiens pour la sé-
paration.
En cherchant dans la littérature si d’autres commu-
nautés s’intéressaient à des problèmes similaires à ce-
lui de la séparation de sources, il m’est apparu que
de nombreuses techniques utilisées en géostatistiques
[144, 111, 44, 32] procèdent à un type de séparation
de sources spatiales appelée Krigeage. Plus particulière-
ment, ces méthodes séparent le signal utile d’un bruit,
et effectuent également des analyses de signaux multica-
naux, tels que différents types de mesures effectués dans
le sol. De la même manière, certaines études en appren-
tissage automatique permettent de décomposer des ob-
servations en sommes de composantes latentes [178].
C’est dans ce contexte qu’un de mes efforts a été de définir un cadre général pour la séparation de
sources qui permette d’unifier un grand nombre d’approches existantes. Ceci a été rendu possible
par la formulation de la séparation de sources comme un problème de régression de processus
gaussiens [178], que je présenterai en détails en partie II. L’établissement de ce formalisme constitue
une part importante du travail théorique effectué sur cette thèse, et a pu être utilisé largement
dans le domaine applicatif que j’ai étudié, celui de la séparation informée que je vais maintenant
présenter.
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1.3 Séparation informée
1.3.1 Motivations
La séparation de sources en traitement du signal musical ouvre des perspectives sur de nom-
breuses applications. En effet, elle se traduit dans ce domaine par la capacité à démixer la musique,
c’est-à-dire à pouvoir récupérer les pistes individuelles des instruments constituant l’enregistrement.
Les avancées dans le domaine de la sépara-
tion de sources vont inévitablement poser le
problème de sa compatibilité avec la notion
de droits d’auteur. La réflexion a déjà beau-
coup avancé grâce au développement des li-
cences Creative Commons et à leur inté-
gration progressive dans les institutions.
Si une telle opération est possible, elle permet la sup-
pression ou l’isolation de n’importe quel instrument, une
application appelée karaoké généralisé [10, 153]. La possi-
bilité d’obtenir isolément l’enregistrement de chaque ins-
trument permet en outre d’envisager des applications de
remixage enthousiasmantes pour l’amateur de musique
et des collaborations artistiques anachroniques.
Malheureusement, si les résultats des systèmes de sé-
paration de sources présentés plus haut en section 1.2
sont très encourageants, ils ne sont souvent pas d’une
qualité suffisante pour de telles applications. Cela vient du fait que ces systèmes ne disposent que
de très peu d’informations sur les sources à séparer. Au plus, ils font certaines hypothèses sur leur
structure ou leurs propriétés statistiques. Très ambitieux, ce cadre de travail s’appelle l’approche
aveugle. Certaines études récentes tendent à montrer [156, 57, 77] que les performances de la sépa-
ration augmentent significativement à partir du moment où un utilisateur peut fournir un guidage
du système 7. Ce guidage peut permettre au système de choisir entre plusieurs décompositions éga-
lement probables, ou bien de forcer l’algorithme à respecter une structure connue. On parle dans
ce cas de séparation de sources supervisée.
D’une manière générale, il a vite semblé judicieux d’aider la séparation de sources par la prise
en compte de toute information annexe disponible sur les sources, pour en rendre les résultats
meilleurs. Dans ce cas, la séparation n’est plus aveugle, elle devient informée. Par exemple, certaines
études pionnières [18, 162] ont cherché à apprendre en amont de la séparation certains modèles de
sources grâce à une base de données. Ces modèles sont alors utilisés pour la séparation. D’autres
approches ont consisté à améliorer la séparation d’un morceau de musique par la connaissance
d’une partition [80, 95, 101, 63, 191]. Le domaine de la séparation informée permet de tirer parti
de nombreuses informations relatives aux sources pour faciliter la séparation.
Même avec l’aide d’un utilisateur ou de modèles spécifiques, les techniques évoquées plus haut
ne permettent pas toujours d’obtenir des résultats d’une qualité suffisante. Cela est dû au fait que
les sources à séparer peuvent ne pas correspondre exactement au modèle ou bien que le critère
utilisé lors de l’apprentissage ne conduise pas à l’estimation des bons paramètres.
Une idée originale de Parvaix et Girin proposée dans [168, 166] est d’introduire un cas fortement
informé où l’information annexe considérée est calculée sur les sources à extraire elles-mêmes.
Dans ce cas, cette information peut avoir été calculée spécifiquement dans le but de produire de
bons résultats de séparation.
Cette idée peut paraître très surprenante au premier abord, puisque la séparation de sources vise
précisément à la récupération des signaux mélangés. Si on les suppose connus pour le calcul de
l’information annexe, on peut se demander quel est le cas d’application de la technique.
Dans un contexte musical, le mélange est souvent fait en studio par un ingénieur du son qui dispose
des pistes séparées. Le calcul d’une information annexe à partir des sources et du mélange peut se
faire à ce moment-là, et être utilisé plus tard par un utilisateur qui n’a accès qu’au mélange.
Il est vite apparu que ce cas particulier de séparation informée s’apparente fortement à un
7. J’ai remarqué lors de mes années passées à Audionamix qu’un bon guidage de la séparation peut fournir des
résultats d’une excellente qualité.
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problème de codage, résumé en figure 1.1. Le traitement se considère en deux temps. Tout d’abord,
une étape d’encodage bénéficie de la connaissance jointe des sources et des mélanges. Elle produit
une information annexe, envoyée au décodeur. Lors du décodage, on connaît à la fois le mélange et
l’information annexe, et le système produit un lot de sources estimées.







Figure 1.1: Schéma synthétique de la séparation informée. Lors d’une étape d’encodage, les sources
et les mélanges sont disponibles. Au décodage, seuls les mélanges et l’information annexe sont
disponibles.
La séparation informée permet de garantir
une bonne séparation des sources, au prix de
l’envoi en plus des mélanges d’une informa-
tion annexe, ce qui nécessite un certain débit.
Pour distinguer ce cas fortement informé des autres
approches évoquées plus haut où l’information annexe
n’est pas calculée en utilisant les sources mais seulement
les mélanges ou l’intervention d’un utilisateur, j’ai in-
troduit dans cet exposé une distinction entre séparation
aveugle, semi-informée et informée qui est résumée dans
le tableau 1.1. Alors que la séparation aveugle, que je ne
traiterai pas dans cette étude, se caractérise par la fai-
blesse des hypothèses qu’elle fait sur les signaux mélangés, la séparation semi-informée utilise une
connaissance annexe pour restreindre le champ d’étude des signaux à séparer, de manière à amé-
liorer les performances de la séparation. Les paramètres des modèles y sont appris sur les seuls
mélanges, contrairement au cas de la séparation informée où les sources elles-mêmes peuvent être
utilisées pour produire une information annexe efficace, comme représenté en figure 1.1.
L’avantage crucial de l’approche informée est qu’elle permet de produire des sources séparées
qui sont systématiquement d’une très bonne qualité. Bien entendu, ce gain en performance se fait
au prix de la transmission d’une information annexe en plus des mélanges. Il est donc important
que cette information soit de petite taille de manière à ce que sa transmission corresponde à un
coût supplémentaire en débit faible par rapport à celui utilisé pour transmettre les mélanges. En
effet, sans cette propriété, autant transmettre directement les sources en les encodant avec des
techniques de compression classiques. Or, c’est bien le cas : les techniques que j’ai mises au point
pendant mon doctorat permettent de récupérer des sources d’une excellente qualité avec un débit
de l’ordre de 2kbps 8 par source, qui est à mettre en perspective par rapport aux 128kbps souvent
requis pour la transmission du mélange.
L’obtention de ces sources rend possibles toutes les applications de karaoké généralisé ou de
remixage évoquées plus haut.
8. kilobits par seconde
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Séparation aveugle (ACI) semi-informée informée
hypothèses sur les
sources – indépendantes– identiquement distri-
buées et non gaus-
siennes
– indépendantes






mixage – déterminé ou surdé-terminé (I ≥ J)
– type de mixage
connu
– type de mixage
connu




sur les mélanges sur les mélanges sur les mélanges et
les sources
Table 1.1: Nomenclature utilisée dans ce texte pour les différents types de séparation de sources.
1.3.2 Notations
Le problème de la séparation informée a été uniquement étudié dans le cas des signaux audio
régulièrement échantillonnés (T = Z). Pour présenter les méthodes de l’état de l’art, il est nécessaire
d’introduire les représentations Temps Fréquence (TF) des signaux. Plus de détail sur ce point
sera donné en sections 3.1 page 41 et 3.3 page 52. Pour l’instant, je me contenterai de présenter
brièvement la Transformée Fréquentielle à Court Terme (TFCT) s (·, ·) d’une forme d’onde s˜ (·).
Elle correspond au spectre de l’onde estimé localement autour de N positions d’analyse. Ainsi,
s (f, n) désigne le spectre de s˜ autour d’une fréquence ωf et de l’instant d’analyse tn. Souvent,
la transformée utilisée est la transformée de Fourier mais elle peut aussi être la transformée en
cosinus discrète, ou bien n’importe quel banc de filtres.
Dans le cas des signaux audio, la TFCT
d’un signal s˜ de dimension L × 1 se calcule
en découpant le signal en N trames de lon-
gueur identique L0 et régulièrement espacées,
avec entre elles un certain recouvrement. Le
spectre de chacune de ces trames est alors
calculé pour obtenir la TFCT s de s˜, de di-
mension F ×N , où F est le nombre d’indices
fréquentiels non redondants. s (f, n) est alors
le spectre de s˜ à l’index de fréquence f et
autour de l’instant tn.
Sous certaines conditions, la forme d’onde s˜ peut être
récupérée à partir de sa TFCT s. Cette étape implique
l’utilisation de techniques d’addition-recouvrement, clas-
siques en traitement du signal audio [5, 6, 40, 92] et qu’on
reverra plus tard en section 3.2.3 page 48.
Dans le cas de la TFCT de plusieurs sources, s (·, ·, j)
désignera la TFCT de la source s˜ (·, j) et s (f, n, ·) est le
vecteur de dimension J × 1 qui regroupe les TFCT de
chacune des sources au point TF (f, n) :
s (f, n, ·) = [s (f, n, 1) , . . . , s (f, n, J)]> .
Dans la suite de cet exposé, la notation vs désigne
le module au carré de la TFCT s, aussi appelé spectro-
gramme. Ainsi,
[vs (·, ·, j)]f,n = |s (f, n, j)|2
est le spectrogramme de la source j et
vs (f, n, ·) = [vs (f, n, 1) , . . . , vs (f, n, J)]>
l’ensemble des spectrogrammes des sources pour le point TF (f, n). On définit les spectrogrammes
des mélanges vx (·, ·, i) et vx (f, n, ·) de la même manière.
1.3.3 Parcimonie et inversion locale
Les premières méthodes proposées pour la séparation de sources informée par Parvaix [168,
166, 167] reposent sur deux hypothèses principales.
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La première hypothèse est que le mélange est linéaire instantané comme dans l’expression 1.2.4.
Puisque la TFCT est une transformation linéaire, ce modèle de mélange a son équivalent dans le
domaine fréquentiel :
∀ (f, n) , x (f, n, ·) = As (f, n, ·) . (1.3.1)
La deuxième hypothèse de ces méthodes est celle de parcimonie faite sur les signaux. Plus
précisément, elles supposent que parmi l’ensemble des coefficients de la TFCT s (·, ·, j) de chacune
des sources s˜ (·, j), il n’y en a que peu qui ont une énergie significative. Cette hypothèse est souvent
justifiée dans le cas des signaux audio, où l’énergie est concentrée dans des lignes harmoniques ou
bien dans des impulsions rythmiques. Ceci a déjà été montré et exploité par plusieurs auteurs dans
le domaine de la séparation [22, 91, 175] et a fait l’objet d’intenses recherches pour la compression
audio [33, 147, 146]. Dans la figure 1.2, j’ai affiché le log-spectrogramme log v (·, ·, j) de deux sources,
ainsi que sa distribution. Il est remarquable que seulement une faible proportion des points TF
présente une énergie significative. Pour les points TF où l’énergie de la source est importante, on
dit qu’elle y est active. Dans le cas contraire, on la dit inactive.
n
f
log−spectrogramme d’une source de voix (dB)






















distribution du log−spectrogramme (voix)
n
f
log−spectrogramme d’une source de rythmiques (dB)





















distribution du log−spectrogramme (rythmiques)
Figure 1.2: Affichage (gauche) et distribution (droite) des log-spectrogrammes d’une source de
voix chantée (haut) et de sons percussifs (bas). Comme on peut le constater, la proportion des points
qui ont une énergie importante (supérieure à 0dB par exemple) est faible, justifiant l’hypothèse
courante de parcimonie.
Dans ce cadre, la technique proposée par Parvaix fait l’hypothèse que dans chacun des points
TF (f, n), il y a au plus I sources actives. Cette hypothèse de parcimonie faible se distingue de
l’hypothèse habituelle de parcimonie forte [221] qui suppose que dans chaque point TF, seulement
une des sources est active. Dans le cas d’un mélange audio stéréophonique (I = 2), cela revient
à supposer que dans chaque point TF, au maximum 2 sources ont une énergie importante 9. Les
indices de ces sources actives sont rassemblés dans un ensemble d’indices I (f, n) ⊂ NJ . Les sources
inactives en sont le complémentaire I (f, n). Le nombre d’éléments de I (f, n), noté #I (f, n) est
inférieur à I :
∀ (f, n) , #I (f, n) ≤ I (1.3.2)
Supposons à présent qu’un codeur ait identifié I (f, n) et l’ait envoyé, en plus de la matrice
de mélange A, au décodeur. Dans la mesure où il n’y a que peu de possibilités pour le choix de
I (f, n), l’information annexe {I, A} à transmettre peut être codée très efficacement.
9. Ces hypothèses de parcimonie forte et faible se rejoignent dans le cas d’un seul mélange [168].
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Considérons à présent le décodage, ou l’étape de séparation. Pour un point TF donné, les
sources inactives I (f, n) peuvent être estimées comme étant nulles :
∀ (f, n) , ∀j ∈ I (f, n) , sˆ (f, n, j) = 0. (1.3.3)
En ce qui concerne les sources actives, l’hypothèse de parcimonie faible nous mène à un système
à résoudre beaucoup plus simple. En effet, les sources inactives, d’une énergie très faible, peuvent
être retirées du système d’équations 1.3.1, qui ne fait plus intervenir que les sources actives :
∀ (f, n) , ∀i, x (f, n, i) =
∑
j∈I(f,n)
Aijs (f, n, j) . (1.3.4)
Dans la mesure où on a supposé que #I (f, n) ≤ I, le système d’équations 1.3.4 est sur-
déterminé. Puisque le décodeur connaît A, ce système peut être inversé rapidement et on obtient
ainsi une estimée pour toutes les sources au point TF (f, n). Ces considérations justifient le nom
de séparation par inversion locale donné à la méthode.
Cette technique par inversion locale a été étendue dans plusieurs directions. Tout d’abord, les
indices des sources actives ont été tatouées dans les mélanges, de manière à ce que l’information
annexe composée des indices I (f, n) n’ait pas à être transmise indépendamment des mélanges. Cela
a été rendu possible par la mise au point récente par Pinel et al. d’une technique de tatouage audio
permettant d’embarquer de manière inaudible suffisamment de données dans un signal [173, 172].
Par ailleurs, il est fréquent que les indices des sources actives soient les mêmes d’un point TF à
ceux qui lui sont adjacents. Cette propriété peut être exploitée pour réduire le débit nécessaire à
la transmission des I (f, n) . Ensuite, il est intéressant de constater que dans le cas des mélanges
convolutifs et sous certaines conditions (voir la section 6.1), l’équation 1.3.1 reste valide, à la seule
différence que la matrice de mélange dépend de l’indice fréquentiel f considéré. La technique de
séparation locale peut donc être appliquée dans ce cas [136].
1.3.4 Codage spatial
Le contexte dans lequel je me suis placé au début de mon travail de thèse était résolument axé sur
la séparation de sources. Telle que je la concevais en commençant à travailler, la problématique que
je devais envisager concernait avant tout la séparation et les études émanant de cette communauté.
Cependant, il est vite apparu que le sujet de la séparation informée est en réalité un problème assez
proche de celui du codage multicanal 10[31, 104, 61, 60, 66, 15].
En effet, la structure d’une technique de séparation informée, telle que représentée en figure 1.1,
s’apparente exactement à celle d’un codeur-décodeur multicanal classique. Lors d’une première
phase de codage, les sources sont analysées de manière à générer un flux de données. Ce flux
de données est ensuite traité par un décodeur de manière à restituer fidèlement les sources. La
correspondance avec l’état de l’art dans le domaine du codage audio multicanal devient frappante
si on considère un instant la technique du codage spatial (Spatial Audio Coding, SAC [25, 103, 24,
31, 105]) telle que formalisée par le groupe de normalisation MPEG.
Le codage spatial SAC cherche à transmettre un signal audio s˜ de J canaux de manière com-
pressée. Pour ce faire, sa principale idée est de réduire ce signal en un signal x˜ disposant d’un
nombre réduit I (I ≤ J) de canaux pour la transmission, puis de récupérer le signal initial s˜
lors du décodage en utilisant une méthode de respatialisation, paramétrée par une information
annexe embarquée dans le flux de métadonnées 11 de x˜. Cette approche a de nombreux avantages.
Tout d’abord, elle permet une réduction du débit nécessaire à la transmission de s˜. En effet, il
est moins coûteux de transmettre I < J signaux. Ensuite, elle permet l’utilisation de techniques
déjà existantes pour la compression audio du signal x˜, telles que MPEG1-LayerIII (MP3 [146])
ou MPEG2-LayerIII (AAC [147]). Ce faisant, elle provoque une rétro-compatibilité de SAC sur
10. Je remercie Laurent Girin, Sylvain Marchand ainsi que Shuhua Zang de m’avoir mis sur la piste des
codeurs spatiaux, en cours de normalisation.
11. La plupart des standards de transmission prévoient un flux de métadonnées, qui permet d’embarquer dans le
signal transmis des données supplémentaires, dont la nature est à la discrétion de l’utilisateur. Dans le cas de la
musique, ces métadonnées contiennent habituellement des informations sur le morceau de musique.
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les encodeurs MPEG classiques, puisque l’utilisateur ne disposant pas d’un appareil équipé pour
récupérer s˜ à partir de x˜ peut au moins lire x˜. Cette propriété est très appréciable dans un contexte
de normalisation de standards de transmission.
Bien entendu, ces techniques nécessitent la définition d’un moyen de récupérer le signal initial
s˜ à partir de x˜. Le standard SAC utilise à cette fin une décomposition par un banc de filtres
suivie d’un traitement de respatialisation basé sur des critères spatiaux. Ces critères incluent la
différence de phase et d’intensité entre les différentes pistes de s˜, qui permettent de mettre au point
des filtres de respatialisation efficaces. Ces données constituent l’information annexe considérée par
SAC. Plus de détail sur ces systèmes pourront être trouvés dans [25, 24, 31].
Plus récemment, le codage spatial SAC a été étendu pour devenir le codage d’objets spatiaux
(Spatial Audio Object Coding, SAOC [104, 61, 60, 66, 15]). L’idée principale de SAOC demeure la
même que SAC, à savoir que les différentes ondes de s˜ sont mélangées pour obtenir le signal transmis
x˜. La différence entre SAC et SAOC demeure principalement conceptuelle : alors que SAC encode
une spatialisation, SAOC cherche à encoder des objets sonores. En conséquence, SAOC nécessite
une technique de séparation très efficace des objets pour éviter leurs interférences, alors qu’un
objectif de respatialisation était moins exigeant. C’est cependant la même approche globale pour
la séparation qui a été choisie lors du passage de SAC à SAOC, basée sur l’utilisation de critères
de différences de phase et d’amplitude entre canaux [104].
SAOC aborde le problème de la séparation
informée avec des techniques de codage. Je
l’ai initialement abordé avec des techniques
de séparation. Un des objectifs de ce texte
est de montrer que ces deux points de vue
peuvent se confondre.
Comme on le voit, les problématiques de SAOC, is-
sues de la communauté du codage audio, et celles de la
séparation de sources informée sont très similaires, pour
ne pas dire identiques : dans les deux cas, le problème est
la transmission des sources au décodeur, en passant par
la transmission de signaux de mélange et d’une informa-
tion annexe générée par un encodeur. Il est intéressant
de constater que le même problème a donc été abordé
indépendamment par deux communautés différentes. Un
des objectifs de mes travaux est de montrer qu’on peut en effet voir le problème de la séparation
informée comme un problème de codage, mais que des techniques à base de séparation de sources
sont extrêmement efficaces dans ce but.
1.3.5 Enjeux
Au début de mon travail de thèse, le problème de la séparation de sources informée tel qu’in-
troduit par Parvaix et Girin [168, 166, 169] était résolument nouveau. En parallèle, des efforts
de normalisation se faisaient déjà avec SAOC [104, 61, 60] dans le sens du codage d’objets audio
dans des mélanges. Le contexte était donc assez riche et les perspectives qui m’étaient ouvertes
étaient nombreuses.
Tout d’abord, les méthodes existantes faisaient des hypothèses assez fortes sur les signaux
sources. Si elle est raisonnable et permet d’obtenir de très bonnes performances, l’hypothèse faible
de parcimonie vue en section 1.3.3 et la technique associée d’inversion locale ont l’inconvénient
de provoquer la mise à 0 de nombreux coefficients TF des sources estimées, ce qui conduit à la
présence lors de l’écoute d’un bruit musical caractéristique [86]. La suppression de ce bruit passe
par l’introduction de modèles de séparation qui ne font plus d’hypothèses strictes de parcimonie,
tel que le formalisme gaussien que je présenterai en partie III.
Une autre perspective ouverte au début de mon travail était l’extension de la séparation informée
au cas où les mélanges ne sont plus nécessairement linéaires instantanés comme dans le modèle 1.2.4.
J’ai déjà souligné que la technique par inversion locale a été étendue depuis au cas des mélanges
convolutifs [134]. Cependant, de telles extensions n’étaient pas encore d’actualité au début de mon
travail. SAOC, quant à lui, demeure restreint au cas des mélanges linéaires instantanés [61, 104].
Une perspective ouverte était ainsi d’étendre la séparation informée à des cas de mélanges plus
complexes. On trouvera en partie II le détail des différents modèles que j’ai considérés pour le
mixage, qui incluent le cas linéaire instantané, le cas convolutif et le cas diffus.
Une des limitations des approches évoquées plus haut est qu’elles contrôlent elles-même l’étape
de mixage. En effet, à la fois dans SAOC et dans l’approche parcimonieuse de Parvaix, le mélange
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est généré à partir des sources grâce à une matrice de mélange ou à des filtres connus. Bien qu’il
soit clair que des mélanges très satisfaisants puissent être générés de cette manière, cette contrainte
demeure un frein fort à l’utilisation massive de ces techniques dans l’industrie musicale. En effet,
l’étape de mixage constitue un art maîtrisé par les ingénieurs du son et les mélanges obtenus
par des professionnels dépassent de très loin en qualité ceux obtenus par l’amateur, et à plus
forte raison ceux obtenus par un simple mélange linéaire instantané ou convolutif. D’une manière
générale, il serait désirable de pouvoir formaliser le problème de la séparation informée dans le cas
où les mélanges des sources sont imposés. Cela permettrait de pouvoir procéder à la séparation
des morceaux produits par les ingénieurs du son et d’ainsi appliquer la séparation informée aux
enregistrements du commerce. De telles applications ne sont pas prises en charge par les méthodes
existantes telles que SAOC (cf section 1.3.4) ou l’inversion locale (cf section 1.3.3). Nous verrons
que le formalisme que j’introduis permet de considérer ce cas de figure assez naturellement.
En fonction de l’application, on peut vou-
loir séparer les sources ou les images. Une re-
spatialisation de qualité nécessite des sources
tandis qu’une version karaoké ne nécessite
que de supprimer des images du mélange.
Une autre question ouverte au début de mon travail,
liée au point précédent, était la formalisation plus claire
de ce qu’est une source audio dans notre contexte. Si
certains semblaient considérer que les sources sont néces-
sairement monophoniques, d’autres dont je faisais partie
considéraient que les sources pouvaient être des signaux
multicanaux. En d’autres termes, la distinction précise
entre les sources et leurs images telle qu’introduite en
section 1.2.2 n’était pas encore claire, bien que de nombreux travaux aient déjà traité de la ques-
tion [50, 163, 47]. Dans ces conditions, le problème restait ouvert de savoir si la séparation informée
devait permettre la récupération des sources ou bien de leurs images. De plus, il y a de nombreux
cas de figures plus complexes envisageables, où les sources peuvent être observées sous forme d’un
signal multicanal à l’encodeur, mais doivent être récupérées sous forme ponctuelle (un seul ca-
nal) au décodeur. On verra que le formalisme que je présente permet de réunir tous ces objectifs.
On désignera simplement un certain nombre de sources comme devant être récupérées sous forme
ponctuelle, tandis que seules les images des autres seront restituées.
Un autre problème posé par la séparation informée est celui de ses performances bornées. La
plupart des techniques de séparation ne peuvent pas récupérer les sources originales en général avec
n’importe quelle précision, même si elles sont utilisées avec les paramètres optimaux. Ce phénomène
est connu comme l’existence de bornes dans la qualité des estimations, appelées performances
oracles. Dans le cas de l’inversion locale, cette limitation est introduite par la mise à zéro de
certains coefficients qui ne le sont pas réellement, même si la matrice de mélange est exactement
connue. Le formalisme gaussien que j’ai initialement proposé et qu’on verra en partie III souffre
lui aussi du même problème : on ne peut pas récupérer exactement les sources initiales avec ces
techniques, mais plutôt la meilleure approximation qui répond à un modèle. Ce phénomène est
réminiscent de ce qui se passe en audio dans le cas du codage paramétrique : quelle que soit la
qualité du modèle, le signal reconstruit ne pourra qu’appartenir à une certaine classe de signaux,
ce qui n’est pas forcément le cas de l’original [33].
À l’inverse, le codage multicanal enhanced-SAOC permet de passer outre cette limitation en
envoyant tout simplement l’erreur d’estimation elle-même au décodeur en utilisant pour cela un
codage de forme d’onde tel que AAC. De la même manière, une méthode hybride de l’inversion
locale consiste à transmettre les résiduels obtenus après séparation [170]. Ce faisant, il devient
garanti que l’augmentation du débit provoque nécessairement une meilleure qualité de restitution
des sources. Cependant, ce codage des résiduels est effectué a posteriori et ne prend pas en compte
l’étape de séparation. La question de l’optimalité d’une telle procédure était donc ouverte.
Le chaînon manquant entre la séparation informée et le codage multicanal m’a été suggéré
par Alexey Ozerov comme étant la théorie du codage de source 12. Comme on le verra au
chapitre 9, la séparation informée envisagée d’un point de vue Bayésien [110] conduit à considérer
la distribution a posteriori p (s˜ | x˜,Θ) des sources s˜ étant donnés les mélanges x˜ et l’information
12. Le codage de source [89], issu de la théorie de l’information [186], se concentre sur le problème d’encoder le
plus efficacement possible une variable aléatoire, disons s˜, caractérisée par sa distribution, ou modèle, p (s˜ | Θ), dont
Θ sont les paramètres. L’enjeu en est la compression efficace des données. Voir le chapitre 13.
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annexe Θ. En effet, cette distribution résume ce que l’on sait des sources après l’obtention de
l’information annexe et l’observation des mélanges.
La séparation informée par codage consiste
à encoder les sources en utilisant leur distri-
bution a posteriori. A l’opposé, un codage du
résiduel comme SAOC procède d’abord à une
séparation, puis encode l’erreur d’estimation
par un modèle perceptif indépendant du mo-
dèle de séparation, ce qui est sous-optimal.
L’approche initiale que j’ai proposée (voir chapitre 9)
choisit simplement comme estimées les sources les plus
probables dans p (s˜ | x˜,Θ). Ce faisant, la distorsion ob-
servée au décodeur correspond à la borne de Cramér-Rao
de cet estimateur. L’idée d’Ozerov sur laquelle nous
avons travaillé ensemble consiste à ne plus effectuer de
telle décision pour l’estimation, mais à plutôt utiliser la
théorie du codage pour représenter les sources en utili-
sant cette distribution a posteriori p (s˜ | x˜,Θ). Ce cas de
codage informé [207] permet de ne plus être borné en per-
formances, puisqu’une augmentation du débit disponible produit un meilleur codage des sources.
Par ailleurs, la transmission des résiduels ne nécessite pas celle d’un modèle supplémentaire, comme
c’est le cas de SAOC ou dans la méthode par inversion locale hybride. Je présenterai ces idées plus
en détail en partie IV.
1.4 Plan de l’exposé
La mise au point de méthodes efficaces pour la séparation informée et de leur cadre théorique
ont été deux activités que j’ai menées en parallèle durant l’ensemble de mon travail de thèse. Ainsi,
le formalisme théorique que j’ai considéré a été constamment augmenté pour pouvoir prendre en
compte des scénarios d’application de plus en plus variés. Cependant, j’ai choisi pour l’organisation
de ce mémoire de présenter mes contributions de manière thématique plutôt que chronologique.
Ainsi on trouvera quatre parties principales dans ce travail.
La première partie concerne la définition des processus gaussiens et les nombreuses approxi-
mations qu’on peut utiliser pour rendre ces modèles efficaces pour la régression. Elle contient
pour commencer une présentation en détail de ce modèle de sources dans le chapitre 2. Ensuite,
je montre comment certaines approximations peuvent permettre d’utiliser les processus gaussiens
pour modéliser de grandes quantités de données au chapitre 3. J’introduis alors deux modèles pa-
ramétriques de sources dans le cadre gaussien qui sont importants pour mon travail au chapitre 4
et je montre comment leurs paramètres peuvent être estimés à partir des observations.
Dans une deuxième partie, j’aborde le problème de la séparation de processus gaussiens
dans sa formulation générale, qui constitue le cœur théorique de cet exposé. Au chapitre 5, je
montre ainsi comment on peut séparer une somme de processus gaussiens, avant de m’attaquer
aux cas plus complexes des mélanges convolutifs et diffus au chapitre 6. Ces méthodes requérant la
connaissance de certains paramètres de séparation, je montre au chapitre 7 comment ils peuvent
être estimés à partir des mélanges, conduisant à ce que j’ai appelé une séparation semi-informée. Je
présente enfin au chapitre 8 deux applications de ce formalisme à des cas concrets que j’ai envisagés
au cours de mon travail, illustrant ainsi l’intérêt de l’approche.
Dans une troisième partie, ces modèles gaussiens pour la séparation sont appliqués au
cas informé. Au chapitre 9, je montre comment la connaissance a priori des sources s’intègre
naturellement dans le formalisme proposé. Les sources observées permettent de choisir correctement
les paramètres d’un modèle, qui sont transmis au décodeur et utilisés lors de la séparation. Aux
chapitres 10 et 11, nous verrons comment ces paramètres sont estimés, ce qui revient à étudier la
nature du codeur considéré. Enfin, le système complet sera évalué au chapitre 12 et comparé avec
les autres méthodes existantes.
Dans une quatrième partie, le problème de la séparation informé sera abordé sous l’angle
différent du codage de source. Ainsi, les méthodes de séparation informée présentées en deuxième
partie seront généralisées au cas où les sources ne sont plus estimées comme la seule moyenne de leur
distribution a posteriori, mais plutôt encodées en utilisant cette distribution. Dans le chapitre 13,
je présente les résultats de la théorie du codage de source nécessaires à la compréhension du codage
a posteriori. Au chapitre 14, j’introduis l’idée du codage a posteriori et je montre comment elle
permet d’aborder efficacement la question de la séparation informée. Au chapitre 15, je montre
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avec plus de détails comment cette idée peut être mise en pratique pour la réalisation d’un codeur
informé opérationnel. Enfin, le chapitre 16 présente une comparaison des performances du codage
informé par rapport aux variantes paramétriques de la troisième partie.
Pour finir, une partie de conclusion me permet de dresser un bilan général des résultats obtenus
pour chacune des parties de mon exposé au chapitre 17, avant d’esquisser au chapitre 18 certaines









Les processus gaussiens [140, 178, 185, 218] permettent de modéliser des fonctions. Or, la
plupart des signaux qu’on peut être amené à considérer en pratique sont des cas particuliers de
fonctions.
Par exemple, un signal audio peut être compris comme une fonction de Z dans R qui donne
la valeur (réelle) d’une forme d’onde pour chaque instant (discret) d’échantillonnage. De la même
manière, un ensemble de P séries temporelles est une fonction 1 de R×NP dans R qui donne pour
chaque couple (t, p) d’instant t et de numéro d’onde p la valeur de la pème onde à l’instant t.
Il est équivalent de considérer une fonction
g (t) définie sur T et à valeurs dans CJ , c’est-
à-dire à valeurs vectorielles, qu’une fonction
g˜ définie sur T × NJ et à valeurs dans C. Il
suffit en effet de poser g˜ (t, j) = [g (t)]j .
Les signaux financiers sont un autre cas de signaux
de la sorte, où P différents indices de valeurs boursières
évoluent conjointement au cours du temps. On verra au
chapitre 8 un exemple complexe de signal, correspondant
à la position spatiale au cours du temps des articulations
d’une personne qui danse. Si on considère P articulations
et que la position de chacune dans l’espace R3 est donnée
à des instants réguliers d’échantillonnage, le signal peut
être compris comme une fonction définie sur N × NP ×
N3 et à valeurs dans R. Ainsi, s˜ (n, a, 3) représente l’élévation (3ème coordonnée) de la aème
articulation du danseur à l’instant n (voir figure 8.3 page 104).
En géostatistiques, un signal donnera souvent la valeur d’une grandeur physique en fonction
du point de l’espace considéré, et sera donc une fonction de R3 dans R. Dans certains cas, cette
valeur peut dépendre du temps, auquel cas la fonction considérée sera définie sur R4 et à valeurs
dans R.
Les sources sont définies sur un ensemble
quelconque T. Les méthodes présentées
peuvent ainsi s’appliquer pour des cas inédits
de problèmes de séparation.
Dans tous les exemples précédents, l’objet principal
de l’étude peut ainsi être compris comme une fonction
qui est définie sur un espace quelconque T et qui prend
ses valeurs dans C. Dans tout cet exposé, T sera appelé
le domaine de définition des sources. Il s’agit d’un en-
semble quelconque. Ainsi, les signaux sources seront par
définition des fonctions de T dans C. Dans de nombreux
cas, elles sont à valeurs dans R.
Bien entendu, dans de nombreux cas pratiques, le domaine de définition T ne sera pas quel-
conque. La plupart du temps, il disposera d’une structure algébrique particulière que nous pourrons
exploiter. En particulier, T peut être un groupe, ce qui implique que ∀ (t, t′) ∈ T2, t− t′ ∈ T. C’est
par exemple le cas pour des séries temporelles ou pour des données spatiales. Comme on le verra
en section 2.5, cette propriété ouvre la voie à la considération de processus stationnaires. Cepen-
dant, de telles structures ne sont pas nécessaires à l’établissement du formalisme et sauf mention
contraire, le domaine de définition T sera supposé quelconque.
1. NP est l’ensemble des P premiers entiers naturels.
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Muni de la définition de l’objet mathématique à étudier, une fonction s˜ de T dans C, le praticien
est confronté à plusieurs problèmes concrets. Tout d’abord, il n’observe en général cette fonction
que pour un ensemble fini T = [t1, . . . , tL] de L positions dans T. Il n’a donc à sa disposition la
connaissance que de T et de :
s˜ (T ) = [s˜ (t1) , . . . , s˜ (tL)]> .
Son problème est alors souvent d’avoir une indication sur la valeur s˜ (T ′) de la fonction à
d’autres positions T ′ ∈ TL′ . Par exemple, dans le domaine de la prospection minière, on cherche
souvent à déduire la concentration du sol en pétrole à partir de relevés pris en un nombre très
limité de positions (à cause du coût élevé de chaque mesure). En traitement du signal audio, on
cherchera à reconstruire une forme d’onde abîmée localement par des bruits de craquement. En
analyse financière, on cherchera à estimer la valeur des signaux boursiers dans l’avenir à partir de
leur observation dans le passé. Tous ces problèmes portent communément les noms d’interpolation
ou d’extrapolation en fonction de la localisation des points de T ′ par rapport à ceux de T .
Un autre problème communément rencontré par le chercheur est que ses données observées sur
T présentent une incertitude, ou sont bruitées. Cela arrive en géostatistiques à cause d’incertitude
sur les appareils de mesure [44, 32] ou en télécommunications lorsque le signal observé a été déformé
lors de sa transmission. Dans ce cas, on considère habituellement que ce n’est pas le signal cible s˜
qui est observé, mais plutôt son mélange x˜ avec un signal parasite ˜ :
∀t ∈ T, x˜ (t) = s˜ (t) + ˜ (t) . (2.1.1)
L’objectif des traitements est souvent dans ce cas d’obtenir de bonnes estimées des valeurs de
s˜ (T ′) à partir de l’observation de x˜ (T ). Ces estimées peuvent être désirées aux points d’observation
(T ′ = T ), auquel cas on parle souvent de débruitage ou de lissage, ou bien en un ensemble T ′
quelconque de points. On parle souvent de régression, ou de Krigeage dans ces situations plus
générales.
Tous ces objectifs ne peuvent être atteints que si un modèle est disponible pour la fonction
s˜ étudiée, ainsi que pour le signal de bruit ˜ dans 2.1.1. En effet, si on ne suppose rien sur leur
nature, aucune prédiction en des positions non observées ne pourra nous sembler plus plausible
qu’une autre.
De nombreuses méthodes ont été proposées dans le but de modéliser la structure de la fonction
s˜ étudiée. Une première solution est de supposer qu’elle appartient à une certaine famille connue
de fonctions. Par exemple, on peut supposer que s˜ est linéaire, exponentielle ou trigonométrique si
son domaine de définition le permet. Dans ce cas, prédire sa valeur en n’importe quel point devient
équivalent à déterminer à partir des observations les paramètres qui la caractérisent, comme sa
pente, ses facteurs d’amortissement ou ses coefficients trigonométriques 2. Dans de nombreux cas,
un modèle paramétrique est efficace pour modéliser un phénomène, surtout quand certaines consi-
dérations physiques viennent supporter le choix du modèle. Par exemple, l’approche paramétrique
a été largement appliquée pour la modélisation de la forme d’onde glottique [67, 79, 102].
Cependant, il arrive dans certains cas que le modèle choisi ne corresponde pas aux données,
ou bien même que rien ne permette de privilégier un modèle plutôt qu’un autre. Dans ces cas,
l’approche paramétrique touche à ses limites et il devient essentiel d’utiliser un modèle qui permette
une plus grande souplesse. Dans ce travail, je vais me concentrer sur un autre formalisme où on
ne fait pas de telles hypothèses sur la nature globale de la fonction étudiée. En ce sens, on parle
d’approche non paramétrique. Sans rentrer encore dans les détails, son principe est d’assigner une
probabilité p (s˜ | H) à toutes les fonctions s˜ qui sont définies sur T et qui prennent leurs valeurs
dans C, c’est-à-dire à tous les éléments de CT.
Bien que toutes les fonctions se voient attribuer une probabilité, certaines seront considérées
comme plus plausibles. C’est le sens du lot d’hyperparamètres H, qui peut par exemple mener à
favoriser les fonctions lisses. La distinction entre la notion de paramètre et celle d’hyperparamètre
est subtile. Dans l’approche non paramétrique, rien n’oblige à considérer une quelconque fonction
comme impossible. Seule compte sa probabilité. Ainsi, un modèle non paramétrique ne contraindra
pas la fonction étudiée à être une droite ou une exponentielle, caractérisée par un lot de paramètres
2. C’est le principe de l’interpolation Lagrangienne.
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comme sa pente ou son amortissement. Par contre, toutes les fonctions possibles ne sont pas
également probables et les hyperparamètres permettent de préciser lesquelles sont plus plausibles
que d’autres, sans forcément en exclure pour autant 3.
Sans savoir si la fonction recherchée est li-
néaire ou exponentielle, on peut simplement
s’attendre à ce qu’elle soit dérivable. Com-
ment en choisir un modèle paramétrique ?
En figure 2.1 (a), j’ai illustré cette notion centrale de
distribution sur des fonctions avec un exemple qui favo-
rise les fonctions lisses. Ainsi, j’ai représenté 3 réalisa-
tions typiques de fonctions issues de cette distribution 4.
Conceptuellement, ce tirage est similaire à celui d’un dé.
La seule différence est qu’au lieu de tirer des éléments de
N6, on tire des éléments de RT.
La grande force du modèle adopté est qu’après l’ob-
servation des données s˜ (T ), les probabilités de toutes les fonctions sont mises à jour pour devenir
une probabilité a posteriori p (s˜ | T, s˜ (T ) ,H) qui favorise celles en accord avec les données. Dans
la figure 2.1 (b), j’ai ainsi représenté 3 réalisations de fonctions issues de cette distribution a pos-
teriori. On peut remarquer qu’elles ont toutes la particularité d’être à la fois lisses et de passer
par les points observés. Leur moyenne a posteriori donne une solution naturelle au problème de la
régression. Du fait de l’approche probabiliste adoptée, une incertitude sur les estimées est en outre
disponible.
Figure 2.1: Réalisations de processus gaussiens en utilisant (a) une distribution a priori sur les
fonctions et (b) la distribution a posteriori, i.e. mise à jour après observation de L = 3 mesures en
T = [1, 2, 3]. Le trait en pointillé correspond à la fonction moyenne et la zone grisée correspond à
2 fois l’écart type en chacun des points t.
Les processus gaussiens assignent des proba-
bilités à toutes les fonctions de T dans C, de
la même manière qu’une loi gaussienne as-
signe des probabilités à tous les réels.
Une telle approche probabiliste permet d’envisager
tous les problèmes de régression d’une manière natu-
relle. La principale difficulté pour la mettre en œuvre
est bien entendu de pouvoir attribuer une probabilité à
chaque élément d’un ensemble aussi grand que CT. C’est
sur ce point que les processus gaussiens interviennent
comme des distributions sur des espaces de fonctions
[140, 218, 185, 178]. Pour en comprendre intuitivement
le sens, on peut se représenter une fonction comme un vecteur de longueur infinie, qui donne une
valeur pour chacun des points de T. Un processus gaussien établit une distribution sur de telles
3. Ces subtiles différences sont discutées en détail dans [203]. Un modèle Bayésien non paramétrique n’impose
pas à la fonction étudiée d’appartenir à un espace de fonctions de dimension finie. Au contraire, il peut assigner une
probabilité non nulle à toutes les fonctions de l’espace. Il constitue ainsi une distribution a priori non dégénérée
[110].
4. On trouvera en annexe A la méthode utilisée pour la synthèse de processus gaussiens.
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données, de la même manière qu’une distribution gaussienne considère le cas de vecteurs d’une
longueur finie.
2.2 Définition
2.2.1 La distribution gaussienne
Considérons un instant un scalaire v ∈ R qui n’est pas observé et dont on ne connaît donc pas
la valeur. On peut quantifier notre incertitude à son sujet par le biais de sa densité de probabilité
p (v | H), oùH représente l’ensemble de nos connaissances 5. Pour un ensemble T ⊂ R, la probabilité
que v soit dans cet ensemble devient
P (v ∈ T | H) =
ˆ
v∈T
p (v | H) dv.
Dans toute la suite et pour des raisons de clarté, je parlerai souvent abusivement de probabi-
lités pour désigner des densités de probabilités. C’est en effet l’usage fréquent pour des variables
aléatoires à valeurs scalaires.
La question de la signification des probabili-
tés a fait l’objet de nombreuses études. Pour
ma part, je me bornerai à considérer une
probabilité p (v | H) comme la quantification
d’une certitude sur la valeur de v étant donné
un état H de connaissance [110].
Le choix d’une distribution particulière p (v | H) en
fonction de nos connaissances H n’est pas un problème
trivial. Ce problème a même fait l’objet d’une multitude
de travaux. Son enjeu est de produire une distribution
p (v | H) qui respecteHmais qui ne revienne pas non plus
à faire des hypothèses supplémentaires. Dans ce travail,
je considérerai la solution qui consiste à choisir p (v | H)
comme la distribution compatible avec H qui présente
l’entropie maximale [110].
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gaussienne, ou normale :
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Bien entendu, la distribution gaussienne est très connue. Je l’ai représentée en figure 2.2. Comme
on le sait, elle donne une plus grande densité de probabilité à la moyenne, tandis que sa largeur
est directement liée à la variance.












Distribution Gaussienne monodimensionnelle pour µ = 0 et σ2 = 1
Figure 2.2: Distribution gaussienne scalaire
La connaissance de la moyenne et de la variance d’une grandeur étudiée est un cas assez fréquent
et peut s’interpréter facilement. La moyenne indique la valeur autour de laquelle on s’attend à
trouver cette grandeur, tandis que la variance quantifie notre incertitude. Le praticien dispose
souvent en pratique d’une telle connaissance. En audio par exemple, les signaux sont la plupart
5. Pour des raisons de simplicité de l’exposé, je considère le cas de variables aléatoires dont la densité de proba-
bilité existe.
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du temps centrés (µ = 0) tandis que leur variance est liée à leur puissance. Le cas extrême d’une
variance nulle indiquerait une certitude sur la valeur v = µ.
Cette manière d’introduire la distribution gaussienne permet d’en expliquer l’usage omniprésent
dans les sciences quantitatives. Son succès est interprété depuis quelques décennies [110] comme
le signe de la validité du critère de maximum d’entropie pour le choix d’une distribution. Si on ne
connaît que la moyenne et l’écart à la moyenne d’une grandeur, alors la distribution gaussienne est
la plus permissive (au sens d’une entropie maximale) qui respecte cette connaissance.
Ces considérations permettent de justifier
l’usage de méthodes probabilistes sur des
données déterministes, c’est-à-dire où l’incer-
titude n’a pas de rôle à jouer pour peu qu’on
connaisse le mécanisme à l’œuvre. En effet,
l’approche Bayésienne des probabilités ne né-
cessite pas l’intervention du hasard dans le
processus étudié. Au contraire, la seule incer-
titude qu’elle envisage est celle de l’observa-
teur. Ainsi, face à des signaux déterministes,
ce sera le mécanisme à l’œuvre qui sera in-
connu, justifiant l’usage de méthodes proba-
bilistes.
Considérons à présent L variables scalaires al ∈ R
dont on ignore les valeurs. Dans ce cas, le vecteur a =
[a1, . . . , aL]> est un vecteur de dimension L × 1 qui re-
présente un point dans l’espace RL. Pour L = 2, c’est
un point du plan. L’approche probabiliste nous conduit
à choisir une densité de probabilité jointe p (a | H) =
p (a1, . . . , aL | H) pour décrire notre état de connaissance
sur la position de ce point. Ainsi, p (a | H) indique pour
chaque point de RL s’il est plausible que a s’y trouve.
De la même manière que dans le cas univarié, on peut
montrer que si on connaît la moyenne
µl = E [al]
de chacun de ses éléments et la covariance 6
k (l, l′) = E
[
(al − µl) (al′ − µl′)∗
]
entre al et al′ , alors la distribution au maximum d’entropie qui vérifie ces critères est la distribution
gaussienne multivariée. Elle s’écrit :











où µ = [µ1, . . . , µL]> est le vecteur moyenne et où [K]l,l′ = k (l, l′) est la matrice de covariance,
de dimension L× L. K−1 désigne l’inverse de K et |K| son déterminant 7. On dit alors que a est
distribué selon une loi gaussienne de moyenne µ et de matrice de covariance K et ceci se note :
a ∼ N (µ,K) .
Cette distribution est représentée en figure 2.3 pour le cas de L = 2. Les lignes de niveau
qu’on peut y voir indiquent que la distribution jointe p (a, b | H) privilégie les couples [a, b] qui se
situent dans certaines régions de l’espace : tout d’abord, on voit que plus un point est proche de la

















Les distributions marginales, ou a priori, p (a | H) et p (b | H) sont obtenues en sommant la
distribution jointe le long des axes :
p (a | H) =
ˆ
b
p (a, b | H) db. (2.2.3)
Dans le cas de la distribution gaussienne, une particularité des distributions marginales est
qu’elles sont elles-mêmes gaussiennes et obtenues en sélectionnant dans le vecteur moyen µ et la
matrice de covariance K de la distribution jointe les seules lignes et colonnes faisant intervenir les
variables considérées.
6. ·∗ désigne la conjugaison complexe.
7. Une autre caractérisation de p (a | µ,K) faisant intervenir la fonction génératrice est nécessaire en cas de
singularité de K.
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Distribution jointe p (a, b) pour ρ = 0.8



















p (b | a = 1.5)









p (a | b = −1.0)






. Distribution jointes, distributions marginales et conditionnelles.
La distribution marginale, ou a priori, de a
est la somme de la distribution jointe sur
l’axe b. Pour une distribution jointe gaus-
sienne, elle est gaussienne.
Dans notre exemple, on voit ainsi que la distribution
marginale de a est une gaussienne de moyenne nulle et de
variance unité, ce qui correspond bien à la distribution
jointe dont on n’a gardé que µ1 et K11. Cette propriété
se généralise. Soient La et Lb deux entiers naturels et a
et b deux vecteurs de RLa et de RLb . Supposons que leur











K (a,a) K (a, b)
K (b,a) K (b, b)
])
, (2.2.4)
où µa et µb sont les vecteurs moyens de a et b, de dimensions La × 1 et Lb × 1 respectivement,
tandis que K (a,a), K (b,a), K (a, b) et K (b, b) sont les différentes matrices de covariance de a
et b, de dimensions respectives La × La, Lb × La, La × Lb et Lb × Lb. On peut montrer qu’on a
alors :
a | H ∼ N (µa,K (a,a)) (2.2.5)
et
b | H ∼ N (µb,K (b, b)) . (2.2.6)
En observant la figure 2.3, on note que la distribution p (a, b | H) n’attribue pas la même valeur
à b pour toutes les valeurs de a. Cela est le signe que ces deux variables sont modélisées comme étant
dépendantes. Ainsi, la connaissance de l’une entraîne une modification de notre état de connaissance
sur l’autre. En effet, si on suppose que la valeur de a = 1.5 est observée, la distribution jointe nous
donne automatiquement une mise à jour de celle de b, appelée alors distribution conditionnelle, ou
a posteriori : p (b | a = 1.5,H). J’ai représenté cette distribution en trait rouge discontinu sur la
figure 2.3. Elle peut se comprendre comme une coupe de la distribution jointe selon l’axe a = 1.5.
En particulier, on remarque que la valeur la plus probable de b après observation de a = 1.5
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n’est plus 0, mais une valeur bien plus proche de 1.5, ce qui est cohérent du fait de la corrélation
forte supposée entre les deux variables. De la même manière, la distribution de a est modifiée par
l’observation de b = −1 pour devenir p (a | b = −1,H) représentée en trait noir discontinu sur la
figure 2.3.
Comme on peut le voir sur la figure, toute coupe de la distribution gaussienne reste une distri-
bution gaussienne. Cette propriété très forte se généralise en dimension quelconque. Si on considère
à nouveau la distribution jointe 2.2.4 de a ∈ RLa et b ∈ RLb , la distribution a posteriori de l’un de
ces vecteurs après observation de l’autre reste une distribution gaussienne, dont les moyennes et
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µpost = µa +K (a, b)K (b, b)
−1 (b− µb)
Kpost = K (a,a)−K (a, b)K (b, b)−1K (b,a)
(2.2.8)
sont le vecteur moyen et la matrice de covariance a posteriori de a après observation de b.
Comme on le verra en section 14.1.2, le
déterminant de la variance a posteriori
Kpost dans l’équation 2.2.8 est nécessaire-
ment moins grand que celui de K (a,a) : une
observation ne peut que réduire notre incer-
titude. Au pire, elle ne peut que laisser notre
connaissance sur a inchangée si a et b sont
indépendants, auquel cas K (a, b) = 0.
Les expressions 2.2.8 sont fondamentales et seront
mises en œuvre de très nombreuses fois dans ce docu-
ment. Elles permettent dans le cas gaussien de tirer parti
de l’observation de certaines variables pour en déduire
les valeurs les plus probables d’autres qui leurs sont cor-
rélées. Cette mécanique incorpore ainsi un phénomène
d’apprentissage : si p (a | H) représente notre état de
connaissance a priori sur a, la distribution p (a | b,H)
nous renseigne sur notre état de connaissance après ob-
servation de b, c’est-à-dire a posteriori. La particularité
de la distribution gaussienne est que la distribution a pos-
teriori se calcule facilement à partir de la distribution jointe et qu’elle est gaussienne.
Démonstration. Compte tenu du rôle central de ces expressions dans cet exposé, j’en rappelle
ci-dessous une démonstration rapide. Dans le but d’avoir des expressions concises, je montre ce
résultat pour des vecteurs aléatoires a et b de moyenne nulle 8 et je remplace exceptionnellement





































8. Les mêmes résultats sont obtenus pour des vecteurs de moyenne non nulle en remplaçant partout a par a−µa
et b par b− µb.
9. Le résultat 2.2.10, classique, fait intervenir le complément de Schur Kaa−KabK−1bb Kba deKbb dans la matrice
de covariance jointe.
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où Ia et Ib sont des matrices identité. L’expression 2.2.10 mène par simple substitution dans 2.2.9
à :

















et l’expression de p (a | b) est obtenue directement à partir de 2.2.11 en la divisant par :






On y reconnaît l’expression d’une densité de probabilité gaussienne dont moyenne et covariance
sont données par 2.2.8.
2.2.2 Processus gaussiens
Une distribution gaussienne concerne des vecteurs de longueur L finie, et donc des éléments
de CL. Un processus gaussien [140, 178, 218, 185] en est l’extension directe au cas de vecteurs de
dimension infinie, c’est-à-dire de fonctions. On peut le définir simplement [178] :
Définition 1. Un processus gaussien est une collection de variables aléatoires, dont tout ensemble
fini a une distribution jointe gaussienne multivariée.
Considérons un ensemble T et L points T = [t1, . . . , tL] de cet ensemble. Une fonction s˜ ∈ CT
de T dans C est un processus gaussien si pour tout L et pour tout T
s˜ (T ) = [s˜ (t1) , . . . , s˜ (tL)]>







 k (t1, t1) · · · k (t1, tL)... k (tl, tl′) ...




s˜ (T ) ∼ N (µ (T ) , K (s˜ (T ) , s˜ (T ))) ,
où µ (t) désigne la moyenne du processus en t ∈ T :
∀t ∈ T, µ (t) = E [s˜ (t)]
et k (t, t′) donne la covariance de s˜ (t) et s˜ (t′) :
∀ (t, t′) ∈ T× T, k (t, t′) = E [(s˜ (t)− µ (t)) (s˜ (t′)− µ (t′))∗] .
On dira alors que s˜ est un processus gaussien de fonction moyenne µ : T→ C et de fonction de
covariance k : T× T→ C. Ceci s’écrira :
s˜ ∼ PG (µ (t) , k (t, t′)) .
Si la fonction moyenne peut être comprise simplement comme la valeur autour de laquelle on
s’attend à trouver la valeur de la fonction, pour chaque point de l’espace, la fonction de covariance,
plus subtile, donne la corrélation qu’on s’attend à trouver entre ses valeurs en deux points de
l’espace. Par exemple, si la fonction s˜ est supposée lisse, cela signifie qu’on s’attend à une forte
corrélation entre deux points qui sont proches dans T. Dans ce cas, on pourra par exemple choisir
une fonction de covariance exponentielle carrée (EC) [140], donnée pour T = R par








Ce choix garantira en effet que les valeurs de la fonction en deux points proches auront une
forte covariance, tandis qu’elle tend vers 0 s’ils s’éloignent, provoquant leur indépendance. Ce
comportement est illustré en figure 2.5.
Si on augmente la longueur caractéristique λ dans l’équation 2.2.13, il faudra augmenter la
distance entre t et t′ pour que s˜ (t) et s˜ (t′) soient indépendants. Les réalisations typiques du
processus seront alors plus lisses. D’une manière générale, le choix d’une fonction de covariance
conditionne la géométrie des réalisations du processus gaussien correspondant [3]. En section 2.3,
je présenterai certaines catégories et exemples usuels de fonctions de covariance.
Comme on le voit, la fonction s˜ étudiée n’est pas supposée appartenir à un espace paramétré de
dimension finie. En effet, la définition même du processus ne considère aucune réalisation comme
réellement impossible. Tout au plus, elle pourra être considérée comme extrêmement improbable.
En ce sens, on n’a pas fait de modélisation paramétrique. Par contre, il va de soi qu’on ne considère
pas toutes les réalisations comme également probables. C’est le sens des fonctions de moyenne et
de covariance de permettre d’en préférer certaines aux autres. Si ces moyennes et covariances sont
dépendantes de la valeur de certaines grandeurs, comme k l’est de σ2 et λ dans l’équation 2.2.13,
alors on parle volontiers d’hyperparamètres [218, 178], de manière à insister sur le fait que ces
grandeurs n’imposent pas de restriction sur la nature de s˜, comme le font des paramètres clas-
siques. Dans cet exposé, on notera θ l’ensemble des hyperparamètres d’un modèle, et la fonction
de covariance sera alors notée k (t, t′ | θ) ou simplement k (t, t′) quand le contexte est clair.
L’utilisation de processus gaussiens dans des problèmes d’ingénierie remonte au moins aux tra-
vaux de Wiener dans le domaine du traitement des séries temporelles stationnaires [217] et à
Matheron [144] dans le domaine des géostatistiques, sous le nom de Krigeage, en hommage aux
travaux précurseurs menés par l’ingénieur en prospection minière Krige [126]. Cependant, ils ne
furent popularisés comme des modèles probabilistes non paramétriques puissants pour l’appren-
tissage automatique que bien plus tard [140, 218], lorsque leur lien avec les réseaux de neurones
fut établi [219]. C’est alors qu’ils bénéficièrent de l’attention constante d’une large communauté de
chercheurs [218, 185, 178, 140], intéressés par de telles méthodes à noyaux [184].
La caractérisation des fonctions de covariance comme des fonctions définies positives [1] (cf sec-
tion 2.3 page suivante), et donc des produits scalaires, a donné lieu à de multiples rapprochements
entre les processus gaussiens et les espaces Hilbertiens à noyaux reproduisants (Reproducing Kernel
Hilbert Spaces, ou RKHS en anglais), qui sont des objets mathématiques introduits dans les années
1940 par Aronszajn [8, 9], puis étudiés par de nombreux mathématiciens [20] et qui permettent
de modéliser des espaces Hilbertiens de fonctions. Certains chercheurs se sont attachés à étudier
la géométrie de tels espaces [3].
2.2.3 Régression
Dans les cas pratiques évoqués en section 2.1 on dispose de l’observation du signal étudié s˜
en un nombre fini L de points T = [t1, . . . , tL] de T. Cette observation peut de plus être bruitée,
conduisant à ne pas observer le signal recherché s˜ directement, mais plutôt un autre signal x˜ qui
lui est corrélé. L’objectif est de déduire de ces observations la valeur du signal s˜ en un ensemble
quelconque T ′ = [t′1, . . . , t′L′ ] de positions dans T. Je vais présenter la manière classique d’aborder
ce problème avec des processus gaussiens. Elle forme la base de l’utilisation de ces processus pour
la régression [218, 178, 185].
– Tout d’abord, le signal observé x˜ est supposé être la somme du signal utile s˜ avec un bruit
additif ˜ :
∀t ∈ T, x˜ (t) = s˜ (t) + ˜ (t) .
L’approche consiste à supposer que s˜ et ˜ sont deux processus gaussiens indépendants. Le
signal x˜, étant la somme de deux processus gaussiens, est lui-même un processus gaussien de
fonctions de moyenne et de covariance :{
µx˜ = µs˜ + µ˜
kx˜ = ks˜ + k˜
(2.2.14)
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– Ensuite, on choisit une fonction de moyenne et de covariance pour le signal utile ainsi que
pour le signal de bruit. Généralement, ce dernier est supposé être de moyenne nulle et de
fonction de covariance blanche :
k˜ (t, t′) = σ2δtt′ (2.2.15)
où δtt′ est le symbole de Kronecker, qui vaut 1 si et seulement si t = t′ et 0 sinon. En d’autres
termes, les valeurs de ˜ en deux points non identiques de T sont indépendantes : ˜ est supposé
blanc. L’observation x˜ correspond ainsi bien au signal s˜ bruité. Quant au signal utile s˜, on lui
choisit des fonctions de moyenne µs˜ et de covariance ks˜ qui correspondent à une connaissance
a priori.











K (s˜ (T ′) , s˜ (T ′)) K (s˜ (T ′) , x˜ (T ))
K (x˜ (T ) , s˜ (T ′)) K (x˜ (T ) , x˜ (T ))
])
où chacune des sous matrices de covariance s’exprime très simplement en fonction de ks˜ et
k˜. Par exemple, du fait de l’indépendance de s˜ et ˜, on a :




K (x˜ (T ) , x˜ (T )) = K (s˜ (T ) , s˜ (T )) +K (˜ (T ) , ˜ (T ))
– Enfin, on utilise les résultats 2.2.8 pour calculer la distribution de s˜ (T ′) | x˜ (T ) :





µpost = µs˜ (T ′) +K (s˜ (T ′) , x˜ (T ))K (x˜ (T ) , x˜ (T ))
−1 (x˜ (T )− µx˜ (T ))
Kpost = K (s˜ (T ′) , s˜ (T ′))−K (s˜ (T ′) , x˜ (T ))K (x˜ (T ) , x˜ (T ))−1K (x˜ (T ) , s˜ (T ′))
.
(2.2.16)
Cette distribution a posteriori nous donne à la fois une indication sur les valeurs les plus
probables de s˜ en chacun des points de T ′ par le biais de sa moyenne, mais également une
indication précieuse sur notre incertitude par le biais de sa matrice de covariance a posteriori.
Chaque élément de la diagonale deKpost nous donne la variance de notre estimée en un point
de T ′, et représente donc notre incertitude pour la valeur de s˜ autour de la moyenne estimée.
Bien entendu, nos estimées dépendront du modèle choisi pour s˜ et ˜. Par exemple, si σ est
choisi nul, cela signifie que l’observation n’est pas considérée comme bruitée et que notre estimée
passera nécessairement par les points observés. On est alors dans une situation d’interpolation.
On retrouve cet exemple en figure 2.1. Au contraire, on peut choisir σ plus ou moins grand pour
rendre compte d’une observation incertaine et également choisir différents hyperparamètres pour
ks˜. En figure 2.4, j’ai représenté les distributions a posteriori obtenues en utilisant la covariance
exponentielle carrée 2.2.13 pour ks˜, dont j’ai fait varier les hyperparamètres. On voit que les
distributions a posteriori correspondantes sont différentes. J’ai de plus représenté quelques tirages
de réalisations a posteriori, qui ont toutes la particularité de respecter les observations, tout en
correspondant au modèle choisi.
Dans le domaine des géostatistiques, ces différents traitements portent le nom de Krigeage
ordinaire [44, 32]. On verra en section 2.4 qu’il existe des techniques pour déterminer de manière
automatique la valeur des hyperparamètres de s˜.
2.3 Fonctions de covariance
Une fonction de covariance est une fonction de T × T dans C. Il s’agit donc d’une manière
générale d’un type particulier de noyau [184] qui donne la covariance k (t, t′) des valeurs de la
fonction étudiée en deux points de l’espace. Comme on l’a vu en section 2.2.2, elle est l’élément
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Figure 2.4: Régression avec des processus gaussiens. En (a), quelques réalisation du processus
gaussien choisi. En (b,c,d), distribution a posteriori de s˜ (T ′) pour différentes valeurs d’hyperpa-
ramètres. Les trois observations x˜ (T ) sont les points marqués d’une croix.
clé dans le choix d’un modèle de processus gaussien. Souvent en effet, la fonction moyenne µ est
choisie nulle après centrage des données. Comme souligné dans [178], la fonction de covariance
peut se comprendre intuitivement comme donnant la similarité qu’on s’attend à observer dans les
valeurs de la fonction étudiée en deux points quelconques. Ainsi comprise, il est cohérent qu’une
fonction de covariance telle que l’exponentielle 2.2.13 favorise les fonctions lisses. En effet, si deux
points t et t′ sont proches dans T = R, les valeurs de s˜ (t) et s˜ (t′) seront proches également du fait
de leur forte corrélation, ce qui correspond précisément à une notion de continuité. Pour être plus
précis, le choix de la fonction de covariance d’un processus gaussien conditionne la géométrie de
presque toutes ses réalisations [20, 3].
Dans cette section, je ne pourrai pas décrire l’ensemble de la très riche littérature qui porte
sur les différents types de fonctions de covariance possibles et sur leur connexion avec les objets
mathématiques puissants que sont les espaces Hilbertiens à noyau reproduisant. Je me contenterai
de décrire les résultats principaux et les exemples qui m’ont été le plus utiles dans mon travail.
En particulier, je ne ferai qu’évoquer rapidement le cas des domaines de définition T qui ne sont
pas des espaces euclidiens T *RD. Pour plus de détails sur les fonctions de covariance, on peut se
référer avec profit à [1, 140, 178, 20].
2.3.1 Caractérisation
Une fonction de covariance permet comme en 2.2.12 de construire la matrice de covariance des
valeurs du processus en un ensemble quelconque T de positions de l’espace. Or, une matrice de
covariance K est nécessairement définie positive, c’est-à-dire que toutes ses valeurs propres sont
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des réels positifs (ou nuls). En effet, si tel n’était pas le cas, il serait possible de mettre en évidence
un ensemble T ∈ TL ainsi qu’une combinaison linéaire des éléments de s˜ (T ) qui a une variance
négative, ce qui est impossible 10. C’est cette contrainte d’avoir une variance positive pour toute
combinaison linéaire des éléments de s˜ (T ) pour tout T qui impose à k de ne produire que des
matrices de covariance définies positives, pour tout T .
Une fonction de covariance k doit générer une
matrice de covariance K correcte pour tout
T ∈ TL, c’est-à-dire dont les valeurs propres
sont positives ou nulles. On dit que k doit
être définie positive.
De telles fonctions existent et portent le nom de fonc-
tions définies positives. Elles ont fait l’objet d’une at-
tention importante de la part de mathématiciens dès les
débuts du XXème siècle au sujet de l’étude des espaces
Hilbertiens à noyaux reproduisants [8, 9, 20]. Sans rentrer
dans des précisions au-delà de la portée de cet exposé, on
peut comprendre les RKHS comme des espaces de fonc-
tions qui offrent la même souplesse que les espaces Eucli-
diens classiques, c’est-à-dire qu’ils sont équipés d’un produit scalaire et d’une norme. Par ailleurs,
ces espaces sont définis par une propriété supplémentaire de reproduction qui permet d’exprimer
la valeur prise par une des fonctions de l’espace comme dépendant de ses valeurs ailleurs. Cette
propriété induit une certaine forme de régularité dans les fonctions étudiées. On montre alors qu’il
y a bijection entre l’ensemble des fonctions définies positives et l’ensemble des RKHS [20]. On
montre également qu’il y a une bijection entre les fonctions de covariance des processus gaussiens
et les fonctions définies positives [20, 1, 178].
Ainsi, toute fonction définie positive sur T× T peut être utilisée comme une fonction de cova-
riance valide pour un processus gaussien. Dans toute la suite de cette section, je vais considérer
le cas spécial T ⊂ RD parce qu’il est utile dans les applications que j’ai considérées. Cependant,
le formalisme étudié reste valide dans d’autres espaces où des fonctions définies positives existent,
comme l’ensemble des arbres [124, 199], des chaines de caractères [139], etc.
2.3.2 Opérations sur les fonctions de covariance
La question centrale posée par le praticien dans le choix d’une fonction de covariance est
l’interprétation de ses hyperparamètres et la géométrie qu’elle impose aux réalisations du processus
gaussien. Ce sont en effet sur la base de ces critères que s’effectue son choix. Cependant, pour être
valide, une fonction de covariance doit être définie positive et cette propriété peut sembler moins
intuitive. Comment choisir une fonction de covariance expressive qui soit valide ?
Plusieurs propriétés des fonctions de covariance viennent apporter une solution à ce problème.
Il est possible d’utiliser des fonctions de covariance connues et de les combiner pour obtenir des
fonctions de covariance valides. En particulier, pour deux fonctions de covariance k1 et k2 de
T× T→ C, on peut montrer [1, 184, 178] que leur somme
(t, t′) 7→ k1 (t, t′) + k2 (t, t′)
est une fonction de covariance. Cette propriété indique que la somme de processus gaussiens indé-
pendants est elle-même un processus gaussien, de même que toute combinaison linéaire de processus
gaussiens. De la même manière, leur produit
(t, t′) 7→ k1 (t, t′) k2 (t, t′) ,
est aussi une fonction de covariance. Si T = T1 × T2 est le produit tensoriel de deux ensemble,
comme T = R × NP évoqué en section 2.1, alors si k1 et k2 sont des fonctions de covariance sur
T1 × T1 et T2 × T2 respectivement, alors
((t1, t2) , (t′1, t′2)) 7→ k1 (t1, t′1) + k2 (t2, t′2)
ainsi que
((t1, t2) , (t′1, t′2)) 7→ k1 (t1, t′1) k2 (t2, t′2) (2.3.1)
10. Pour mettre en évidence une telle combinaison linéaire, il suffit d’utiliser la décomposition en valeurs propres
de K.
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sont des fonctions de covariance. On dit souvent de la fonction de covariance 2.3.1 qu’elle est
séparable en k1 et k2.
Un autre procédé utilisé fréquemment pour obtenir de nouvelles fonctions de covariance est
d’en utiliser des connues dans un espace de propriétés (features en anglais) Tf obtenu à partir de
T par une fonction de lien u : t ∈ T 7→ u (t) ∈ Tf . Ainsi, si k est une fonction de covariance valide
dans Tf ,
(t, t′) ∈ T 7→ k (u (t) , u (t′))
est une fonction de covariance valide dans T. Un tel procédé porte en anglais le nom de warping.
Il permet d’effectuer la régression dans un espace de caractéristiques, au lieu de l’espace initial T.
On verra en section 2.3.4 un tel exemple de construction d’une fonction de covariance.
2.3.3 Covariance exponentielle carrée
Le cas particulier 2.2.13 de la covariance exponentielle carrée (EC) pour T ⊂ R se généralise
très bien pour T ⊂ RD en choisissant :







où σ2 donne l’énergie du processus et où M est une matrice de dimension D × D semi-définie
positive dont les vecteurs propres donnent les directions principales de covariance et dont les
valeurs propres sont les inverses des longueurs caractéristiques le long de ces directions. On peut
montrer que l’équation 2.3.2 définit une matrice de covariance valide pour tout D.
La fonction de covariance exponentielle car-
rée produit des réalisations infiniment déri-
vables et donc très lisses. Ses paramètres per-
mettent de régler les échelles auxquelles se
font les variations.
Cette formulation 2.3.2 permet de considérer que la
fonction n’a pas un comportement identique dans toutes
les directions de T. Dans certaines applications, la lon-
gueur caractéristique peut très bien être assez grande
dans une direction de T, mais petite dans une autre. Par
exemple, en météorologie, on ne traite pas les longitudes
et latitudes de la même manière que l’élévation ou le
temps. Cette propriété est répercutée par le choix d’une
fonction de covariance k qui n’est pas isotrope, c’est-à-dire qui n’attribue pas la même valeur à
tous les couples (t, t′) séparés par la même distance |t− t′|. Cela se fait en choisissant les directions
caractéristiques comme les vecteurs propres deM et les longueurs caractéristiques comme l’inverse
des valeurs propres correspondantes. Si les vecteurs propres de M forment une base de T et que
ses valeurs propres sont égales, on a une fonction de covariance isotrope.
On ne connaît pas nécessairement la valeur de M qui va mener à un meilleur modèle. Par un
apprentissage en utilisant les techniques que j’évoquerai plus loin en section 2.4, on peut éliminer
de M les directions de T dont les longueurs caractéristiques sont trop grandes, parce que ces
directions n’influent que très peu sur les variations de la fonction étudiée. Cette approche porte
en anglais le nom d’Automatic Relevance Determination (ARD, [178]) et a été introduite pour
réduire la dimension du domaine de définition, ce qui revient au même que de faire de la sélection
de caractéristiques, une activité fréquente en apprentissage automatique [94].
En figure 2.5 (a, c), j’ai représenté des tirages de processus gaussiens qui utilisent 2.3.2 comme






que plus la longueur caractéristique λ est grande, plus les réalisations sont lisses, ce qui est cohérent
avec son interprétation comme la distance nécessaire à parcourir dans T pour que la valeur de la
fonction change significativement.
2.3.4 Covariance pseudo-périodique
La fonction de covariance périodique a été introduite dans [141] pour le cas T = R. Elle est
obtenue en utilisant la technique de warping présentée plus haut en section 2.3.2 sur la fonction
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ξ = 1.0, T0 = 5.0, λ = 8.0T0










ξ = 0.2, T0 = 10.0, λ = 10.0T0
























































































































Figure 2.5: Tirages de processus gaussiens de moyenne nulle et de covariance exponentielle (a, c)
ou pseudo-périodique (b, d) pour T = R (a, b) et T = R2 (c, d).
exponentielle carrée. La fonction de lien u considérée attribue à chaque instant de T = R une
position u (t) sur le cercle unité, et donc dans R2, appelée phase :






Dans le cas d’un signal périodique de période
T0, la fonction est corrélée à elle même toutes
les périodes. On doit donc comparer t et t′
ramenés à la même période.
La fonction exponentielle carrée 2.3.2 est alors appli-






∀ (t, t′) , kper (t, t′ | σ, T0, ξ) = kEC (uT0(t), uT0(t′) |Mξ, σ) ,
(2.3.3)
dont on peut donner une forme plus directe :
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Comme on le voit, cette fonction de covariance est périodique de période T0, provoquant la même
périodicité des réalisations du processus gaussien correspondant. Si l’hyperparamètre σ influe sur
l’énergie du signal et T0 sur la période du signal, le paramètre ξ est plus subtil : il indique la
stabilité de l’onde au sein de chaque période. S’il est élevé, les différents échantillons se trouvant
au sein d’une même période seront très corrélés. S’il est proche de 0, le motif qui se répètera sera
très accidenté. Il influe ainsi sur la richesse spectrale des réalisations du processus.
Dans de nombreux cas, les signaux considérés ne sont pas strictement périodiques. En traitement
du signal audio par exemple, on sait que les sons harmoniques sont seulement pseudo-périodiques,
c’est-à-dire périodiques avec des modulations lentes de leurs composantes harmoniques. En termes
de processus gaussien, on peut très simplement inclure cette connaissance dans le modèle en mul-
tipliant la fonction de covariance périodique 2.3.4 par une fonction exponentielle carrée de grande
longueur caractéristique, imposant ainsi que deux valeurs du signal trop éloignées l’une de l’autre
soient indépendantes, tout en permettant une corrélation périodique à court terme :
kpper (t, t′ | σ, T0, ξ, λ) = kper (t, t′ | σ, T0, ξ) kEC (t, t′ | 1, λ) . (2.3.5)
J’ai affiché cette fonction de covariance en fonction de t− t′ dans la figure 2.6 et des réalisations
de processus gaussiens ayant cette fonction de covariance en figure 2.5 (b).

















T0 = 2.0, l = 0.7, λ = 4.0T0
Figure 2.6: Fonction de covariance pseudo-périodique 2.3.4
Il est possible de généraliser la fonction de covariance pseudo-périodique 2.3.3 de nombreuses
manières pour l’appliquer dans T = RD. On peut à cette fin utiliser les différentes techniques vues
en section 2.3.2. Pour ma part, j’ai considéré une généralisation simple en prenant :














qui produit des réalisations dont la période est identique dans toutes les dimensions de T. On peut
multiplier cette fonction de covariance par la fonction EC pour modéliser des signaux pseudopé-
riodiques définis sur RD. J’ai représenté des réalisations de processus ayant une telle fonction de
covariance en figure 2.5 (d) pour T = R2.
2.3.5 Autres types de fonctions de covariance
Toutes les fonctions de covariance que j’ai considérées jusqu’à présent sont stationnaires, c’est-
à-dire qu’elles dépendent de t− t′. Ce n’est nullement une nécessité. Par exemple, la fonction qui
à deux éléments t et t′ de T = RD, vecteurs de dimension D × 1, associe
k (t, t′) 7→ t>Σt′
pour une matrice définie positive Σ de dimension D ×D est une fonction de covariance, c’est un
produit scalaire dans T. Elle a été utilisée avec succès dans des problèmes de classification d’images
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en utilisant des processus gaussiens. Dans ce cas, T est l’ensemble des images, et la fonction étudiée
associe chaque image à une catégorie particulière [184, 178].
Un autre exemple célèbre de fonction de covariance non stationnaire est celle construite par
Williams [219], qui établit un lien entre processus gaussien et réseaux de neurones 11. On peut éga-
lement généraliser la fonction de covariance EC pour qu’elle présente une longueur caractéristique
qui varie en fonction de la position considérée [178].
2.4 Apprentissage des hyperparamètres
2.4.1 Motivations
Dans cet exposé, je considèrerai toujours la
fonction moyenne µ connue. Une fonction
moyenne inconnue nécessite l’utilisation du
cadre plus général des fonction aléatoires in-
trinsèques [32].
Le choix de la fonction de covariance d’un processus
gaussien est un des éléments fondamentaux dans la mo-
délisation d’un signal. Cette fonction de covariance est
en général adaptable au signal étudié par le biais d’un
lot d’hyperparamètres. Comme je l’ai montré plus haut
en section 2.3, la modification de ces hyperparamètres in-
flue grandement sur l’allure des signaux modélisés. Ainsi,
avec la même fonction de covariance, un signal qui pourra
paraître probable avec un certain lot d’hyperparamètres deviendra très improbable avec un autre.
Un cas de figure très courant est celui où le choix de la fonction de covariance peut être justifié
par certaines connaissances a priori, mais où la valeur exacte des hyperparamètres est inconnue.
Ainsi, on peut par exemple savoir que le signal étudié manifeste une certaine régularité. Cette
connaissance justifie le choix d’une fonction exponentielle carrée vue en section 2.3.3. Cependant,
on peut ignorer les longueurs caractéristiques à utiliser.
Comme d’habitude, supposons qu’on observe la valeur s˜ (T ) de la fonction étudiée sur un
ensemble T = [t1, . . . , tL] de L points de l’espace T. Supposons qu’on connaisse la fonction de
covariance k (t, t′ | θ) et qu’on souhaite estimer la valeur θ? qui soit la mieux adaptée. Ce problème
porte le nom d’estimation des hyperparamètres. Plusieurs approches peuvent être suivies à cette
fin. Dans cette étude, je me focaliserai sur une estimation au maximum de vraisemblance.
2.4.2 Maximisation de la vraisemblance
Les processus gaussiens offrent une manière efficace d’apprendre les hyperparamètres à partir
de l’observation s˜ (T ). Comme on l’a vu en section 2.2.2, la probabilité de s˜ (T ) étant donnés µ, k
et θ, aussi appelée vraisemblance des observations, est donnée par :
p (s˜ (T ) | µ, k, θ) = N (s˜ (T ) ;µ (T ) ,Kθ) , (2.4.1)
où Kθ est la matrice de covariance, de dimension L× L. Le principe de l’estimation au maximum
de vraisemblance est de choisir θ qui maximise la vraisemblance des observations :
θ? = argmax
θ
p (s˜ (T ) | µ, k, θ) ,
ce qui est équivalent à minimiser l’opposé de son logarithme népérien 12 :
θ? = argmin
θ
− ln (p (s˜ (T ) | µ, k, θ)) . (2.4.2)
Dans le cas gaussien et pour des processus à valeurs dans R, l’équation 2.4.2 prend une forme
particulière, obtenue par la simple application du logarithme à l’expression 2.2.2 de la probabilité




2 (s˜ (T )− µ (T ))
HKθ (s˜ (T )− µ (T )) + 12 ln |Kθ|+
L
2 ln 2pi. (2.4.3)
11. On montre qu’un réseau de neurones d’une couche cachée constituée d’une infinité de neurones est un processus
gaussien.
12. Cette équivalence est due au fait que le logarithme est une fonction croissante.
13. Dans le cas de processus gaussiens à valeurs complexes, il suffit de remplacer L2 ln 2pi par L lnpi dans l’expres-
sion 2.4.3, ce qui ne change rien à l’estimation.
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Comme on le voit, le problème d’estimation des hyperparamètres devient alors un problème
standard d’optimisation, où l’objectif est d’estimer θ? qui minimise la fonction de coût 2.4.3. En
fonction de la covariance et de l’hyperparamètre considéré, ce problème peut avoir une solution
analytique ou pas. Il est fréquent d’utiliser pour la résolution de tels problèmes un algorithme
de descente de gradient [21, 23] et de nombreux auteurs ont présenté de telles méthodes par le
passé ainsi que diverses implémentations informatiques pour les fonctions de covariance les plus
rencontrées.
En section 4, je montrerai comment des algorithmes récents de factorisation en tenseurs non
négatifs peuvent être utilisés à cette fin, dans le cas particulier de signaux localement stationnaires
et régulièrement échantillonnés.
2.5 Le cas stationnaire
Dans cette section, je considère le cas d’un domaine de définition discret de dimension finie D :
T = ZD.
Ce cadre est très fréquent lorsqu’on considère des signaux régulièrement échantillonnés dans
RD. Bien que le cas général de T = RD soit compatible avec les développements qui suivent, il est
d’une inutile généralité pour les applications que je vais considérer.
Dans toute cette section, les réalisations des processus sont considérées sur un ensemble fini de
positions, assimilable à une grille régulière :
T = NL1 × · · · × NLD (2.5.1)
où Ld est le nombre de valeurs prises le long de la dème dimension. Par exemple, les positions des
différents pixels d’une image de dimension L1×L2 peuvent être comprises comme des éléments de
NL1 × NL2 .
Compte tenu du fait que toutes les réalisations sont envisagées sur le même ensemble fini T de
points de T, j’omettrai ici les indices correspondants de manière à alléger les notations. Ainsi, en
l’absence d’ambiguïté sur ce point, les formes d’ondes s˜ (T ) étudiées seront notées s˜.
2.5.1 Définition
Dans le cas où la fonction de covariance k (t, t′ | θ) considérée est une fonction de la différence
t− t′ entre ses arguments, on dit qu’elle est stationnaire. Dans ce cas, on note :
k (t, t′ | θ) = k (t− t′ | θ) (2.5.2)
La plupart des fonctions de covariance que j’ai données en exemple en section 2.3 sont station-
naires. Lorsque la covariance considérée est fonction de la norme ‖t− t′‖, on parle d’une fonction de
covariance qui est en plus isotrope. C’est par exemple le cas de la fonction exponentielle carrée 2.3.2
si la matrice M est l’identité.
Intuitivement, une covariance stationnaire dépend de l’éloignement des points considérés, et
non pas de leur position absolue. Les écarts à la moyenne d’un processus gaussien dont la fonction
de covariance est stationnaire seront ainsi similaires quelle que soit l’origine choisie pour T. Si en
plus sa moyenne est partout identique, ses réalisations auront partout la même allure, puisque leur
probabilité 2.2.12 devient indépendante de l’origine choisie pour T. On dit alors que le processus
est stationnaire au sens large (SSL).
Définition 2. Un processus gaussien est stationnaire au sens large si sa moyenne est constante et
si sa fonction de covariance est stationnaire.
Dans le cas des processus gaussiens à valeur dans R, qui correspond à la grande majorité des
applications, il n’y a pas de différence entre les notions de stationnarité stricte et de stationnarité
au sens large. On peut montrer qu’un processus gaussien s˜ à valeurs complexe sera strictement
stationnaire si et seulement si sa moyenne est constante et si E [(s˜ (t)− µ) (s˜ (t′)− µ)], en plus de
sa covariance 14, est une fonction de t−t′. Dans la suite de cet exposé, la stationnarité sera toujours
14. Noter l’absence de conjugaison complexe.
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entendue au sens large et je ne développerai donc pas ici la différence entre ces deux concepts.
2.5.2 Filtrage de Wiener (D = 1)
Avant d’introduire plus loin les résultats généraux sur les processus gaussiens stationnaires
pour D ≥ 1 quelconque, je propose d’en faire sentir l’intérêt dans le cas particulier des séries
temporelles (D = 1). Pour ce faire, une approche élégante est d’utiliser les propriétés asymptotiques
des matrices de Toeplitz [90] 15.
Si les théorèmes de Bochner et deWiener-
Khinchin présentés plus loin suffisent à jus-
tifier les traitements fréquentiels appliqués
aux processus gaussiens, je trouve l’approche
algébrique intuitive et elle n’est pas fréquem-
ment exposée.
Ainsi, considérons pour l’instant le cas de séries tem-
porelles (T = Z) et considérons le problème de la régres-
sion, posé plus haut en section 2.2.3. Je suppose alors que
le processus x˜ observé est la somme d’un signal s˜ et d’un
bruit additif ˜, tous deux indépendants et de moyenne
nulle, et qu’on connaît les fonctions de covariance ks˜ et
k˜ de s˜ et ˜, supposées toutes deux stationnaires. On a
donc :
∀t ∈ T, x˜ (t) = s˜ (t) + ˜ (t) ,
et
x˜ ∼ PG (0, ks˜ + k˜) .
Supposons enfin qu’on observe x˜ sur un ensemble T = NL de L points régulièrement espacés
et qu’on souhaite estimer s˜ sur le même ensemble T ′ = T . L’estimateur ̂˜s de s˜ est donc donné par
µpost dans 2.2.16 page 28 :
̂˜s = K (s˜, x˜)K (x˜, x˜)−1 x˜
= K (s˜, s˜) (K (s˜, s˜) +K (˜, ˜))−1 x˜
Du fait de la stationnarité de ks˜ et de k˜, K (s˜, s˜) et K (˜, ˜) sont des matrices de Toeplitz,
c’est-à-dire qu’elles sont de la forme :
K =

k (0) k (−1) k (−2) · · · k (− (L− 1))
k (1) k (0) k (−1) k (− (L− 2))
... k (1) k (0) . . .
...
k (L− 2) . . . . . . k (−1)
k (L− 1) k (L− 2) · · · k (1) k (0)
 .
On peut montrer que ces matrices bénéficient de certaines propriétés intéressantes [90]. En
particulier, lorsque L → ∞, elles deviennent équivalentes 16 à des matrices circulantes 17, c’est-à-
dire dont chaque ligne est obtenue de la précédente par un décalage circulaire vers la droite :
CL =

k (0) k (−1) k (−2) · · · k (− (L− 1))
k (− (L− 1)) k (0) k (−1) k (− (L− 2))
... k (− (L− 1)) k (0) . . . ...
k (−2) . . . . . . k (−1)
k (−1) k (−2) · · · k (− (L− 1)) k (0)
 .
Ces matrices circulantes sont totalement déterminées par leur première ligne :
kL = [k (0) , . . . k (− (L− 1))]> .
15. Je remercie Thomas Fillon pour m’avoir mis sur cette piste.
16. On dit que les séquences de matrices {KL}L et {CL}L sont équivalentes si lim
L→∞
|KL − CL| = 0, où |·| désigne
une pseudo-norme matricielle.
17. K est également circulante si k est périodique et si L est un multiple de sa période. Pour une raison de clarté
de l’exposé, j’omettrai de mentionner à chaque fois cette autre condition, qui joue cependant un rôle important dans
les analyses dites pitch-synchrones.
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On montre que WL forme une base orthonormée de RL, c’est-à-dire que :
WLW
H
L = IL, (2.5.4)
où WHL désigne la transposée Hermitienne de WL et où IL est la matrice identité de dimensions
L× L.
Un résultat fondamental dans notre contexte est que toutes les matrices circulantes sont diagona-
lisables dans la base de Fourier [90]. Plus précisément, on a :
CL = WHL ΛWL, (2.5.5)
où Λ = diag (WLkL) est une matrice diagonale dont les éléments sont ceux de la transformée de
Fourier discrète de kL. Par conséquent, pour L suffisamment grand, la matrice de covariance K
d’un processus stationnaire devient :
K ≈WHL diag (WLkL)WL
Considérons alors la transformée de Fourier discrète ŝ de ̂˜s qui se définit comme :
ŝ = F1
{̂˜s} = WL̂˜s,
son expression devient 18 :
WL̂˜s = WL (K (s˜, s˜) (K (s˜, s˜) +K (˜, ˜))−1 x˜)
≈ WLWHL diag (WLks˜)WL
(
WHL (diag (WLks˜) + diag (WLk˜))WL
)−1
x˜




ŝ ≈ F1 {ks˜}F1 {ks˜}+ F1 {k˜} · x (2.5.6)
où :
– a · b et ab représentent respectivement la multiplication et la division composante par com-
posante de a et b :







– x est la transformée discrète WLx˜ de x˜
Autrement dit, pour L suffisamment grand, l’estimée aux moindres carrés de s s’obtient simplement
composante par composante, ce qui implique que la complexité du calcul est en O (L), par contraste
avec la complexité en O (L3) requise par l’estimation en temporel 2.2.16. La forme d’onde ̂˜s
correspondante est obtenue par transformée de Fourier inverse WHL ŝ.
L’opération 2.5.6 porte le nom de filtrage de Wiener, en hommage à Norbert Wiener qui
fut le premier à la présenter dans le cadre du traitement des séries temporelles (D = 1) dans les
années 1940 [217]. Comme on le voit, il est d’une importance déterminante pour les applications
pratiques des processus gaussiens, puisqu’il permet de filtrer les signaux sans avoir à procéder à la
coûteuse inversion d’une matrice de covariance de rang plein.
18. où j’ai utilisé 2.5.4, 2.5.5 et le fait que (AB)−1 = B−1A−1 pour deux matrices A et B inversibles.
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2.5.3 Représentation spectrale pour D quelconque
Dans le cas d’un domaine de définition de dimension D ≥ 1 quelconque T = ZD, les mêmes
résultats peuvent être obtenus. Cependant, l’approche algébrique entreprise plus haut dans le cas
D = 1 n’y est plus aussi intuitive.
Une meilleure manière d’aborder le problème dans ce cas est de directement considérer la
transformée de Fourier s = FD (s˜) de la réalisation s˜ d’un processus gaussien stationnaire 19 :





où f>t est le produit scalaire des deux vecteurs f et t, tous deux de dimension D × 1. On montre
alors 20 que si la fonction de covariance k du processus gaussien s˜ considéré est stationnaire, on a :
Si s˜ est un processus gaussien de fonction de covariance k stationnaire, observé sur une grille
T = NL1 × · · · × NLD ,
alors, si tous les Ld sont suffisamment grands, on a :
E
[




0 si f 6= f ′
FD {k} (f) sinon
, (2.5.8)
où FD {k} désigne la transformée de Fourier de k. On a de plus :
E
[
(s (f)−FD {µ} (f))2
]
= 0.
Les composantes de s sont donc indépendantes et distribuées selon une loi circulaire gaussienne :








= Nc (s (f) | FD {µ} (f) , P (f)) (2.5.9)
Le fait que la matrice de covariance d’une série temporelle stationnaire se diagonalise dans la
base de Fourier est un cas particulier de 2.5.9 pour D = 1. Comme on le verra en section 2.5.4,
elle a en effet les mêmes conséquences en termes de simplification des calculs de régression, mais
dans le cadre beaucoup plus général des processus définis sur ZD. Ces résultats se formalisent par
le biais de deux théorèmes fondamentaux dans l’étude des processus gaussiens stationnaires.
Tout d’abord, le théorème deWiener-Khinchin stipule que la Densité Spectrale de Puissance
(DSP) P (f) d’un processus gaussien stationnaire est la transformée de Fourier de sa fonction de
covariance.
Ensuite, le théorème de Bochner stipule que les fonctions de covariance stationnaires sont
caractérisées par une transformée de Fourier réelle et positive : une fonction k (τ | θ) de T dans C





exp (i2pif · τ)P (f) (2.5.10)
où P est partout positive. Compte tenu du résultat du théorème deWiener-Khintchin, ce résul-
tat est cohérent puisqu’une densité spectrale de puissance ne se conçoit pas comme une quantité
19. Je rappelle que f désigne partout l’indice de fréquence dans une transformée discrète, et non pas une fréquence
exprimée en Hertz. Si les processus considérés sont à valeurs réelles, je considère de plus dans tout le texte que seuls
les indices correspondant à des fréquences positives sont conservés, puisque les valeurs de la transformée pour les
fréquences négatives peuvent en être déduites de manière déterministe.
20. Je remercie ici Maurice Charbit et Roland Badeau d’avoir eu la gentillesse de m’aider à redémontrer ces
résultats classiques.
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négative ou complexe. On a :
Une conséquence importante du théorème de Bochner est que toutes les fonctions de covariance
stationnaires dans T = ZD sont paramétrées par l’ensemble
Θ =
{
P | ∀f, P (f) ≥ 0 etF−1D {P} existe
}
des fonctions partout réelles et positives dans le domaine de Fourier. Chaque fonction P de la sorte
peut alors être entendue comme la densité spectrale de puissance d’un processus gaussien.
2.5.4 Filtrage optimal de Wiener (D quelconque)
De manière à illustrer l’avantage pratique de manipuler des processus stationnaires, je vais
considérer à nouveau le problème de débruitage d’une observation régulièrement échantillonnée,
vu dans le cas D = 1 en section 2.5.2.
Supposons donc que le processus x˜ observé n’est pas le signal recherché s˜, mais sa somme avec
un signal additif ˜, supposé indépendant de s˜ :
∀t ∈ T, x˜ (t) = s˜ (t) + ˜ (t) .
Si s˜ et ˜ sont tous les deux des processus gaussiens stationnaires de fonctions de covariance ks˜
et k˜, x˜ est également un processus gaussien stationnaire de moyenne µx˜ = µs˜ + µ˜ et de fonction
de covariance ks˜ + k˜.
S’il est observé sur un ensemble de points T régulièrement espacés de suffisamment grande
dimension, les résultats de la section précédente s’appliquent et tous les éléments du spectre s sont
indépendants, de mêmes que les éléments de x. Pour la suite, je noterai :
Ps (f) = FD {ks˜} (f)
P (f) = FD {k˜} (f)
les transformées de Fourier en dimension D des fonctions de covariance de s˜ et ˜ ainsi que
µs (f) = FD {µs˜} (f)
µ (f) = FD {µ˜} (f)
les transformées de Fourier des vecteurs moyenne. Puisque la moyenne d’un processus stationnaire
est constante, µs et µ sont identiquement nuls sauf en f = 0. La méthodologie classique consiste











Ps (f) Ps (f)
Ps (f) (Ps (f) + P (f))
])
,
ce qui conduit facilement à la distribution a posteriori de s (f) | x (f) grâce aux résultats 2.2.8
page 25 :
s (f) | x (f) ∼ Nc
(




µpost (f) = µs (f) +
Ps(f)





Si les données sont centrées, c’est-à-dire si µs˜ (t) = 0 et µ˜ (t) = 0, les équations (2.5.11) se








qui est la généralisation directe de 2.5.6 pour D quelconque.
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Ainsi, la valeur estimée sˆ (f) de s (f) étant donnés x et θ = {Ps, P, µs˜, µ˜} qui minimise
l’erreur quadratique moyenne 21 est obtenue en choisissant sˆ (f) = µpost (f) dans 2.5.11. La forme
d’onde estimée ˆ˜s peut alors être récupérée par une transformation de Fourier inverse de sˆ. Il est
remarquable que ces résultats soient valides quelle que soit la dimension D du domaine de définition
des signaux considérés.
Les opérations 2.5.11 ne font intervenir que
L opérations simples sur les transformées de
Fourier des signaux, et non pas l’inversion
coûteuse d’une matrice de covariance de di-
mension L × L. Pour une image de dimen-
sion N ×M , la méthode proposée implique
L = NM opérations dans le domaine spec-
tral, au lieu de l’inversion d’une matrice de
taille NM ×NM .
Cette technique est toujours communément appelée
filtrage (optimal) de Wiener. Bien qu’aucune difficulté
majeure n’apparaisse lorsqu’on considère le cas plus gé-
néral des signaux définis sur des espaces de dimension
quelconque D ≥ 1, il n’est pas si fréquent de trouver une
telle présentation dans la littérature.
Bien entendu, le filtrage de Wiener tel que je viens
de l’exposer nécessite la connaissance des DSP Ps et P
des processus s˜ et ˜. C’est souvent sur leur estimation à
partir de la seule observation de x˜ que se situe la véri-
table difficulté d’un problème de débruitage. Cependant,
il existe certains cas où ces DSP sont connues précisé-
ment. En particulier, le contexte de la séparation de sources informée, sur lequel je reviendrai en
partie III, est particulièrement favorable sur ce point.
2.6 Conclusion
Dans ce chapitre, j’ai tout d’abord cherché à montrer que dans beaucoup de domaines du
traitement du signal, les quantités étudiées peuvent être vues comme des fonctions scalaires, définies
sur des espaces qui varient en fonction du domaine d’application. Ainsi, si une série temporelle sera
définie sur R, une grandeur spatiale sera définie sur R2, etc.
La plupart du temps, la nécessité d’un traitement vient du fait qu’on n’observe la fonction
qu’en certains points, ou bien qu’on ne l’observe pas directement, mais une autre qui lui est liée.
Dans ces conditions, l’objectif est souvent de déterminer la valeur de la fonction d’intérêt partout
à partir des seules informations disponibles — on parle d’un problème de régression — ou bien
d’extraire sa valeur des observations, auquel cas on parle souvent de débruitage, ou de lissage.
Dans le but d’aborder ces problématiques, il est indispensable de modéliser ce qu’on entend
précisément par fonction. Une première approche dans ce but est d’établir un modèle paramétrique,
comme un modèle linéaire, exponentiel, etc. Pour ce faire, il est nécessaire d’avoir sur la fonction
une connaissance a priori suffisante, qui vient souvent de l’étude physique du problème considéré.
En l’absence d’une telle connaissance, on court le risque d’établir un modèle inadéquat pour le
phénomène étudié et d’ainsi obtenir des estimées mauvaises. Une deuxième approche, dite non-
paramétrique, consiste à ne plus supposer de forme fixe à la fonction étudiée, mais plutôt de se
concentrer sur des régularités locales comme sa continuité, sa dérivabilité, sa périodicité, etc.
Dans ce chapitre, j’ai présenté les processus gaussiens, qui sont un modèle très populaire pour
l’étude non paramétrique de fonctions. En effet, ils bénéficient de plusieurs propriétés avantageuses.
Tout d’abord, ils permettent de modéliser des fonctions scalaires définies sur n’importe quel do-
maine de définition. Ensuite, un processus gaussien est caractérisé par une fonction moyenne et une
fonction de covariance, qu’il est souvent possible de choisir selon le problème considéré. Enfin, ils
offrent une mécanique simple pour prendre en compte les observations et en tirer des conclusions
sur la valeur de la fonction étudiée aux points d’intérêt. Dans le cas où la fonction étudiée est sta-
tionnaire, j’ai rappelé que les traitements dans le domaine fréquentiel permettent de grandement
simplifier les calculs.
21. Puisque la distribution a posteriori est gaussienne, je rappelle que l’estimateur minimisant l’erreur quadratique
moyenne se confond avec la moyenne. De plus, la transformée de Fourier est un opérateur unitaire, ce qui garantit
qu’une estimée aux moindres carrés de s est équivalente à une estimée aux moindres carrés de s˜.
Chapitre 3
Approximations et modèles structurés
Pour alléger les notations, je considérerai dans ce chapitre que la fonction moyenne de tous les
processus gaussiens considérés est nulle. Comme on l’a vu, des fonctions moyennes non nulles (mais
connues) peuvent être prises en compte aisément, au prix d’une légère complication des notations.
Ce choix se justifie principalement par l’application des méthodes proposées au traitement des
signaux audio, qui sont centrés la plupart du temps. Il est de plus extrêmement classique dans la
littérature.
Dans mon travail de thèse, je ne me suis pas préoccupé du cas plus complexe où les fonctions
moyennes sont inconnues. Il fait l’objet d’un champ de recherche plus vaste, qui occupe de nombreux
travaux en géostatistiques [32, 44].
3.1 Approximations parcimonieuses
3.1.1 Processus gaussiens et complexité
Le maniement de processus gaussiens pour la régression, tel que je l’ai présenté en section 2.2.3
page 27, nécessite l’inversion de la matrice de covariance des observations pour procéder à l’in-
férence. S’il y a L observations, la matrice à inverser est donc de dimension L × L, ce qui peut
devenir prohibitif dans de nombreux cas. Par exemple, en traitement du signal audio, il est fréquent
qu’un signal soit constitué de plusieurs millions d’échantillons, ce qui rend impossible l’utilisation
des processus gaussiens telle que je l’ai présentée plus haut. Dans ce cas, il est nécessaire d’utiliser
certaines techniques permettant de réduire considérablement la complexité des traitements pour
pouvoir bénéficier des avantages de tels modèles.
Pour manipuler une observation de L points
comme la réalisation d’un processus gaus-
sien, il faut inverser une matrice de dimen-
sion L×L, ce qui est beaucoup trop pour de
nombreuses applications comme l’audio.
En effet, supposons qu’on étudie un processus gaus-
sien s˜ dont on connaît la fonction de covariance k. Le
processus observé n’est pas s˜, mais sa somme avec un
bruit additif ˜, dont on connaît la fonction de covariance
(généralement blanche k (t, t′) = σ2δtt′). Supposons que
x˜ est observé pour L points T = [t1, . . . , tL] de T. Cette
observation est regroupée dans le vecteur x˜ (T ) de di-
mension L× 1 :
x˜ (T ) = s˜ (T ) + ˜ (T ) .
Admettons enfin que l’on souhaite obtenir la distribution a posteriori des valeurs de s˜ en
un autre ensemble de L′ points T ′ = [t′1, . . . t′L′ ] de T. Comme souligné en section 2.2.3, cette
distribution est donnée par :






µpost = µs˜ (T ′) +K (s˜ (T ′) , x˜ (T ))K (x˜ (T ) , x˜ (T ))
−1 (x˜ (T )− µx˜ (T ))
Kpost = K (s˜ (T ′) , s˜ (T ′))−K (s˜ (T ′) , x˜ (T ))K (x˜ (T ) , x˜ (T ))−1K (x˜ (T ) , s˜ (T ′))
.
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Si L est très grand, la principale difficulté de l’approche réside dans l’inversion de la matrice
K (x˜ (T ) , x˜ (T )) de dimension L × L, requise pour le calcul de la moyenne et de la matrice de
covariance de 3.1.1. Comme je l’ai déjà indiqué en section 2.5, le cas où la fonction de covariance
considérée est stationnaire et où les observations sont régulièrement échantillonnées implique de
considérables simplifications des calculs. En effet, l’inférence peut dans ce cas se faire dans le
domaine fréquentiel et ne nécessite plus que O (L) opérations, auxquelles on doit rajouter les
O (L logL) opérations nécessaires à la transformation de Fourier et à son inverse. Cependant,
adopter un modèle stationnaire n’est pas toujours adéquat. Il revient à considérer que la densité
spectrale du signal est partout la même, ce qui n’est une bonne hypothèse que dans certains cas.
En traitement du signal audio par exemple, il est très rare qu’on puisse considérer qu’un signal ait
une DSP constante au cours du temps. En effet, le contenu spectral d’un enregistrement a toutes
les raisons d’évoluer constamment. De plus, il est fréquent dans les applications que la fonction
étudiée ne soit pas régulièrement échantillonnée sur son domaine de définition.
Dans le but de résoudre ce problème crucial de la complexité des traitements induits par
l’utilisation de processus gaussiens, de nombreux auteurs ont proposé des techniques dont la plupart
sont basées sur la notion de parcimonie. On peut distinguer les techniques basées sur l’introduction
de points support, que je vais présenter rapidement en section 3.1.2, des techniques basées sur
l’utilisation d’une fonction de covariance à support compact, que j’évoquerai en section 3.1.3.
3.1.2 Approches par points supports
De très nombreuses méthodes basées sur l’introduction de points supports 1 ont été suggérées
pour permettre l’utilisation des processus gaussiens dans le cas d’une très grande quantité de
données. Historiquement, elles furent proposées indépendamment les unes des autres, avant de
bénéficier d’un travail d’unification effectué par Quiñonero-Candela et Rasmussen dans [176]
qui a permis d’en identifier les points communs. Je me contenterai ici d’en présenter les principales
idées ainsi que quelques variantes populaires, sans rentrer dans des détails qui seraient hors de la
portée de ce texte. Cependant, le lecteur intéressé trouvera dans [178, 176] de nombreux pointeurs
vers la littérature.
Principe
Pour comprendre les approches par points supports, on peut tout d’abord considérer un instant
l’opération d’inférence standard 3.1.1. Le calcul de la distribution a posteriori p (s˜ (T ′) | s˜ (T ))
repose sur l’utilisation de la distribution jointe p (s˜ (T ) , s˜ (T ′)). C’est par conditionnement de
cette distribution par rapport à la distribution marginale p (s˜ (T )) des observations que se fait
l’inférence. Le réseau Bayésien correspondant est représenté en figure 3.1.
Figure 3.1: Réseau Bayésien correspondant à une inférence par processus gaussiens complète. Si
on suppose une covariance blanche pour , les observations x˜ (tl) ne sont liées qu’à la valeur latente
du signal s˜ (tl) à la même position. Les valeurs de s˜ sont quant à elles toutes reliées dans un réseau
dense de relations, représenté par le trait plein horizontal.
Comme on le voit, l’ensemble des variables s˜ (t) sont reliées entre elles, conduisant à la nécessité
d’inverser la matrice de covariance complèteK (x˜ (T ) , x˜ (T )) des observations. Une idée permettant
1. Inducing inputs en anglais
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de simplifier grandement les calculs [198, 197, 176] consiste à introduire un groupe de variables
aléatoires s˜ (U), par le biais duquel transite toute l’information entre s˜ (T ) et s˜ (T ′). Ces variables
s˜ (U) sont les valeurs prises par la fonction en un groupe U de LU points fixés, appelés points
supports.
En pratique, on introduit un ensemble U = [u1, . . . , uLU ] de LU  L points 2 de T, appelés
points supports, ainsi que le vecteur s˜ (U) de dimension LU×1 qui regroupe les valeurs du processus
sur les points supports :
s˜ (U) = [s˜ (u1) , . . . , s˜ (uLU )]
>
,
De manière à simplifier p (s˜ (T ) , s˜ (T ′)), on fait alors l’hypothèse que s˜ (T ) et s˜ (T ′) sont condi-
tionnellement indépendants étant donnés s˜ (U), c’est-à-dire :
p (s˜ (T ) , s˜ (T ′) | s˜ (U)) ≈ p (s˜ (T ) | s˜ (U)) p (s˜ (T ′) | s˜ (U)) . (3.1.2)
Les approches à points supports introduisent
un ensemble de points de T par lesquels tran-
site l’information des données d’apprentis-
sage s˜ (T ) vers les données de test s˜ (T ′).
Elles permettent ainsi de simplifier l’infé-
rence.
Cette hypothèse n’est pas suffisante à elle seule
pour éviter l’inversion de K (x˜ (T ) , x˜ (T )). Il est né-
cessaire pour cela d’introduire des approximations sup-
plémentaires, qui consistent à remplacer p (s˜ (T ) | s˜ (U))
et p (s˜ (T ′) | s˜ (U)) par des expressions q (s˜ (T ) | s˜ (U))
et q (s˜ (T ′) | s˜ (U)) qui mènent à des simplifications
de 3.1.1 :
p (s˜ (T ) | s˜ (U)) ≈ q (s˜ (T ) | s˜ (U))
p (s˜ (T ′) | s˜ (U)) ≈ q (s˜ (T ′) | s˜ (U)) (3.1.3)
On peut montrer que pour certains choix des q (· | s˜ (U)) dans 3.1.3, on obtient une distribution
a posteriori beaucoup plus simple à calculer que 3.1.1. Sans préciser les détails des calculs, je vais
à présent tâcher de présenter trois méthodes classiques de la littérature. Pour ce faire, je vais
comparer le graphe de dépendance qu’elles introduisent à celui présenté en figure 3.1.
Fully Independent Conditional
L’approximation Fully Independent Conditional 3 (FIC) [198, 176] est représentée en figure 3.2.
Elle consiste à supposer qu’étant donné s˜ (U), tous les éléments de s˜ (T ) et de s˜ (T ′) sont indépen-
dants, c’est-à-dire à avoir :
qFIC (s˜ (T ) | s˜ (U)) =
L∏
l=1
p (s˜ (tl) | s˜ (U)) (3.1.4)
qFIC (s˜ (T
′) | s˜ (U)) =
L′∏
l′=1
p (s˜ (t′l′) | s˜ (U)) . (3.1.5)
Intuitivement, l’approximation FIC permet de simplifier les calculs parce que tous les éléments
de s˜ (T ) et s˜ (T ′) sont supposés indépendants. La matrice de covariance à inverser pour procéder
à l’inférence devient diagonale dans ce cas, ce qui permet de réduire la complexité de O (L3) à
O (LU2).
Cependant, comme démontré dans [197], cette approximation ne donne de bons résultats que
si les points supports sont suffisamment denses dans T. En effet, si une position de test t′ ∈ T ′
est trop loin des points supports, l’estimée qui y sera faite sera de mauvaise qualité, même si de
nombreux points observés de T sont très proches de t′.
2. Il faut noter que les points supports ne sont pas nécessairement un sous ensemble des points observés T . La
question du choix de ces points, que je n’aborde pas ici, fait l’objet de recherches spécifiques [178].
3. Compte tenu de l’ancrage des termes en anglais dans l’usage, je n’ai pas trouvé bon de traduire le nom de ces
méthodes en français.
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Figure 3.2: Réseau Bayésien correspondant à l’approximation FIC. Si on suppose une covariance
blanche pour , les observations x˜ (tl) ne sont toujours liées qu’à la valeur correspondante du signal
s˜ (tl), mais contrairement au modèle complet, aucune des valeurs de s˜ (T ) et de s˜ (T ′) ne sont
reliées entre elles directement : elles sont toutes supposées indépendantes étant donné s˜ (U). Par
contre, tous les éléments de s˜ (U) sont reliés entre eux. Les rectangles, correspondant à la notation
en assiette (plate), indiquent que les motifs encadrés sont répétés L et L′ fois.
Partial Independent Training Conditional
Pour tâcher de palier à cet inconvénient, l’approximation Partial Independent Training Condi-
tional (PITC) a été proposée dans [197], qui vise à atténuer la forte hypothèse 3.1.4 d’indépendance
de tous les éléments de s˜ (T ) étant donné s˜ (U). Pour ce faire, l’idée consiste à regrouper les élé-
ments de s˜ (T ) en B blocs au sein desquels toutes les interdépendances sont conservées. Les blocs
sont construits de telle manière à regrouper des points proches dans T. Le réseau Bayésien corres-
pondant est représenté en figure 3.3.
La justification de ce modèle est présentée par Snelson comme un moyen d’introduire un
compromis entre une simplification globale telle que FIC et une approche purement locale qui
consisterait à n’utiliser pour la régression en un point donné t′ ∈ T que le bloc le plus proche
de t′. On peut en effet voir PITC comme un compromis entre ces deux approches, où une cer-
taine partie de l’information globale est conservée par le biais des points supports, mais où une
information locale reste manifeste au sein des différents blocs. La distribution p (s˜ (T ′) | s˜ (T )) cor-
respondante repose sur l’inversion d’une matrice qui n’est plus diagonale comme dans FIC, mais





où NB est le nombre de points dans chaque bloc.
Snelson constate cependant [197] que PITC ne se démarque que très peu en termes de perfor-
mances de FIC et ne permet pas réellement d’outrepasser les limitations dues à l’introduction des
points supports par lesquels transite toute l’information entre l’observation s˜ (T ) et les valeurs re-
cherchées s˜ (T ′). En effet, l’hypothèse d’indépendance conditionnelle force la moyenne a posteriori
à être une somme pondérée de LU contributions centrées sur les points supports, ce qui empêche
une modélisation correcte dès que la régression concerne des points plus éloignés. C’est donc le
principe même de supposer s˜ (T ) et s˜ (T ′) conditionnellement indépendants étant donnés s˜ (U) qui
est responsable de la limitation des performances.
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Figure 3.3: Réseau Bayésien correspondant à l’approximation PITC. Contrairement à FIC, les
observations ne sont plus toutes indépendantes étant donné s˜ (U). Au contraire, elles sont découpées
en B blocs au sein desquels tous les liens sont conservés, ainsi que ceux avec les variables de s˜ (U).
Partially Independent Conditional
De manière à remédier aux limitations introduites par l’hypothèse d’indépendance condition-
nelle 3.1.2, Snelson la remplace par un autre type d’indépendance. Au lieu de séparer concep-
tuellement s˜ (T ) et s˜ (T ′), l’approche Partially Independent Conditional (PIC) consiste à d’abord
regrouper l’ensemble des points observés T et recherchés T ′ en un ensemble Ttot = T ∪ T ′, puis
à découper Ttot en B blocs, supposés conditionnellement indépendants étant donnés les points
supports.
Figure 3.4: Réseau Bayésien correspondant à l’approximation PIC. On ne fait plus comme dans
FIC ou PITC de distinction entre T et T ′. L’ensemble des points sont regroupés en Ttot = T ∪T ′,
et c’est Ttot qui est découpé en blocs indépendants étant donné s˜ (U). Au sein de chaque bloc,
toutes les dépendances sont conservées. Il faut donc comprendre tbi ∈ Ttot et les x˜ (tbi) ne sont
observés que pour tbi ∈ T .
L’approximation PIC sort donc du cadre proposé par Quiñonero-Candela et Rasmussen
[176] dans le sens où si les points supports sont conservés, ils ne servent plus à séparer T de T ′.
Cependant, ses avantages sont multiples. Pour un point t′ ∈ T ′, la régression se fait en utilisant
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conjointement tous les points observés qui sont dans le même bloc que t′, mais aussi l’ensemble des
autres observations, qui n’interviennent que par le biais des points supports. De cette manière, PIC
fournit un réel compromis entre une régression complètement locale et l’utilisation de l’ensemble
des données d’apprentissage s˜ (T ). Sa complexité calculatoire est du même ordre de grandeur que
PITC.
PIC a cependant, tout comme PITC, l’inconvénient de ne pas garantir une estimation lisse,
même si la fonction de covariance considérée k implique des réalisations lisses pour le processus
gaussien. Ce fait peut n’avoir qu’une importance très secondaire dans beaucoup d’applications,
où l’essentiel est de parvenir à de bonnes estimations. Cependant, dans d’autres applications,
l’introduction de discontinuités dans les estimées est rédhibitoire. Dans le cas du traitement du
signal audio qui va nous intéresser principalement, la moindre discontinuité s’entend comme un
bruit désagréable et il est nécessaire de considérer d’autres techniques d’approximation.
3.1.3 Fonctions de covariance à support compact
Une direction de recherche indépendante des méthodes à points supports [206, 145] repose sur
l’utilisation de processus gaussiens munis de fonctions de covariance à support compact.
L’utilisation d’une fonction de covariance à
support compact permet d’obtenir une ma-
trice de covariance K (s˜ (T ) , s˜ (T )) creuse,
pour laquelle il existe des procédures d’in-
version rapides.
Si T est muni d’une norme ‖·‖, on dit qu’une fonction
de covariance k : T × T → R est à support compact
[85, 145] si k s’annule lorsque ses deux arguments sont
suffisamment loin l’un de l’autre. Formellement, k est à
support compact s’il existe E ∈ R+ tel que :
‖t− t′‖ > E ⇒ k (t, t′) = 0.
La particularité des fonctions de covariance à support compact est qu’elles conduisent à des
matrices de covariance K (s˜ (T ) , s˜ (T )) creuses, c’est-à-dire dont peu d’entrées sont non nulles.
L’intérêt de l’approche réside dans le fait qu’on dispose d’algorithmes rapides pour l’inversion de
matrices creuses [150]. Ainsi, les méthodes basées sur l’utilisation de fonctions de covariance à
support compact ne procèdent pas à des approximations de la procédure d’inférence comme celles
évoquées plus haut, mais donnent lieu à une inférence à la fois exacte et rapide.
Dans ces conditions, l’enjeu de telles approches est la mise au point de fonctions de covariance
à support compact. En effet, tronquer une fonction de covariance valide pour qu’elle soit nulle si
‖t− t′‖ est suffisamment grand ne conduit pas nécessairement à l’obtention d’une fonction définie
positive, ce qui est pourtant nécessaire pour une fonction de covariance.
Dans [206], Vanhatalo et Vehtari montrent par exemple que si T = RD, la fonction








(t− t′)>Ω (t− t′) < 1
0 sinon
est une fonction de covariance à support compact et peut donc être utilisée pour la régression par
processus gaussiens. Dans cette expression, Ω est une matrice définie positive de dimension D×D.
Cette fonction induit des réalisations presque partout continues et dérivables. Comme je l’ai évoqué
en section 2.3, elle peut être combinée avec d’autres fonctions pour modéliser un a priori particu-
lier sur le problème traité, où une dépendance à support borné se combine par exemple avec une
périodicité. D’autres auteurs ont introduit des fonctions de covariance à support compact dont on
trouvera un inventaire dans [85].
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Dans cette section, j’ai présenté les différentes approches explorées dans la littérature pour accélérer
la procédure d’inférence dans des modèles de processus gaussiens. Malgré leur efficacité significative,
ces modèles souffrent en effet d’une complexité algorithmique prohibitive lorsque le nombre L
d’observations devient important.
Pour résoudre ce problème, certains auteurs ont proposé des approximations parcimonieuses repo-
sant sur l’introduction de points supports, tandis que d’autres ont montré que l’utilisation d’un
certain type de fonctions de covariance permet de grandement simplifier les calculs. Bien entendu,
ces deux approches peuvent être combinées, comme dans [206], pour bénéficier de leurs avantages
respectifs.
3.2 Tramage
3.2.1 Cadre de travail
Lors de mon travail, j’ai été amené à faire le rapprochement entre le problème de la régression
par processus gaussiens et celui de la séparation de sources. Je présenterai plus avant ces rappro-
chements en partie II. L’essentiel pour l’heure est d’indiquer que les méthodes de l’état de l’art
que j’ai cherché à généraliser ont toutes la particularité d’effectuer la séparation dans le domaine
Temps-Fréquences (TF) [17, 30]. En pratique, les signaux sont découpés en trames, qui en sont des
sections de petite longueur (généralement un millier d’échantillons) et la séparation est effectuée
par un filtrage de Wiener 4 différent dans chaque trame.
Il m’est apparu que ce procédé de tramage offre une similarité frappante avec les approximations
PITC et PIC présentées plus haut. En effet, il revient à effectuer un découpage par bloc des données.
Cependant, ces méthodes ne sont pas équivalentes, parce que le tramage est souvent fait avec un
recouvrement entre les trames successives, alors que PITC et PIC considèrent des blocs distincts.
Dans ces conditions, je me suis interrogé sur la pertinence d’étendre ce procédé de tramage à un
domaine de définition T = RD plus large, et de le voir comme une méthode d’approximation pour
l’utilisation de processus gaussiens.
Il s’avère que le tramage bénéficie de propriétés intéressantes, en particulier la production
d’estimées lisses, au prix d’une sous-estimation de la variance a posteriori des résultats. Ce travail
s’insère dans un cadre de recherche prometteur, ouvert par certains travaux récents sur la séparation
de sources [127, 11] qui tentent de prendre en compte les dépendances déterministes entre les
échantillons de trames successives.
3.2.2 Opérateur de tramage (T = Z)
Si on considère un instant le cas d’une série temporelle s˜ régulièrement échantillonnée (T =
Z), les traitements sont la plupart du temps précédés d’une opération de tramage, dite aussi de
fenêtrage, qui consiste à extraire des portions successives du signal, de durée identique L0  L et
qui ont entre elles un certain recouvrement 5 ρ ∈ [0 1[. Soit
T0 = [0, . . . (L0 − 1)] ,
le tramage G {s˜} de s˜ peut se comprendre comme un signal, défini sur T0 × Z et donné par :
∀n ∈ Z, G {s˜} (·, n) = g · [s˜ (t)]t∈TG(n) (3.2.1)
où :
– TG (n) = {t ∈ T | t− nL0 (1− ρ) ∈ T0} est l’ensemble des échantillons de T apparaissant dans
la trame n.
– g est un vecteur de dimension L0×1, appelé fenêtre de pondération, par lequel sont multipliés
les éléments de chaque trame. Je supposerai pour des raisons de simplicité qu’aucun élément
de g n’est nul.
4. voir section 2.5 page 35
5. Les trames ne se recouvrent pas du tout si ρ = 0 et se recouvrent presque totalement si ρ est proche de 1.
Les choix classiques sont ρ = 0.5 ou ρ = 0.75. Je considérerai le cas général, en supposant cependant toujours que
(1− ρ)L0 est entier.
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Si un signal s˜ est observé sur un ensemble T = NL de points, son tramage G {s˜} est observé sur
TG = [0, . . . , (L0 − 1)]× [0, . . . , (N − 1)] ,
où N est le nombre de trames correspondant à T 6. Ainsi, le tramage d’une réalisation régulièrement
échantillonnée s˜ (T ) de s˜ est une matrice G {s˜ (T )}, de dimension L0 ×N .
Compte tenu des redondances introduites par le recouvrement des trames successives, le même
échantillon est représenté dans plusieurs trames. Par conséquent, une matrice quelconque Sˆ de
dimension L0 ×N n’est pas nécessairement le tramage d’un signal observé s˜ (T ).
La redondance des échantillons lorsqu’il y
a recouvrement implique que toute matrice
L0 × N n’est pas nécessairement le tramage
d’un signal. Ce n’est en effet pas le cas dès
que les contraintes induites par le recouvre-
ment ne sont pas respectées.
Cependant, il est important pour les applications de
pouvoir reconstruire le signal ̂˜s (T ) à partir d’un tra-
mage modifié Sˆ. En effet, après avoir modifié le tramage
G {s˜0 (T )} d’un signal s˜0 (T ) pour aboutir à Sˆ, on veut
pouvoir produire un signal résultat ̂˜s (T ) dans T . En
d’autres termes, il est important pour les applications
de disposer d’une inversion du tramage. Soit Sˆ une ma-
trice de dimension L0 ×N . Dans un article célèbre [92],
Griffin et Lim posent le problème comme celui de trou-
ver





G {s˜ (T )} (t, n)− Sˆ (t, n)
)2
(3.2.2)
et montrent que le signal recherché est donné par :










Sˆ (t− nL0 (1− ρ) , n) g (t− nL0 (1− ρ))
 (3.2.3)
où
NG (t) = {n ∈ Z | t− nL0 (1− ρ) ∈ T0} (3.2.4)
est l’ensemble des trames dans lesquelles l’échantillon t ∈ T apparaît dans le fenêtrage G. Cette
opération porte souvent le nom d’addition-recouvrement et on peut aisément constater que G−1 ◦G
est bien l’identité.
Même si l’exposé de ces résultats classiques peut aujourd’hui paraître superflu, ils prendront
une importance significative lorsque j’introduirai l’hypothèse locale en section 3.2.4.
3.2.3 Opérateur de tramage (T = RD)
Une contribution mineure de mon travail a été d’introduire une généralisation du tramage clas-
sique des signaux temporels au cas des signaux définis sur T = RD. L’intérêt de cette contribution
est de permettre d’appliquer aux signaux multidimensionnels les mêmes simplifications calculatoires
qu’aux signaux audio. Bien entendu, ces simplifications se font au prix de certains inconvénients,
sur lesquels je reviendrai plus loin.
L’introduction du tramage pour T = RD nécessite la généralisation des notations présentées
plus haut pour T = Z.
– De la même manière que pour T = Z, où chaque trame est un signal de longueur L0, chaque
trame pour T = RD sera définie sur un domaine de trame :
T0 = [0, . . . , L0,1]× · · · × [0, . . . , L0,D] (3.2.5)
où L0,d donne la longueur de T0 le long de la dème dimension. Soit
L0 = [L0,1, . . . , L0,D]> .
6. Pour des raisons de simplicité, je supposerai que L permet d’observer un nombre entier de trames. Un bourrage
par des 0 permet de le garantir si s˜ (T ) est trop court.
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– Les recouvrements ρ1, . . . ,ρD des trames le long de chacune des dimensions d de T seront
regroupés dans un vecteur ρ, de dimension D × 1
ρ ∈ [0 1[D .
– Une trame sera identifiée par son index n, qui est un élément de ZD :
n = (n1, . . . ,nD) ∈ ZD.
– L’ensemble des trames dans lesquelles apparaît l’échantillon t ∈ T sera noté :
NG (t) =
{
n ∈ ZD | (t− n ·L0 · (1− ρ)) ∈ T0
}
et on notera
TG (n) = {t ∈ T | (t− n ·L0 · (1− ρ)) ∈ T0}
l’ensemble des positions de T apparaissant dans la trame n.
– L’ensemble des trames correspondant à un ensemble de points T sera noté
NG = ∪t∈TNG (t) .
– La fenêtre de pondération g est une fonction de T0 dans R?.
Le tramage d’un signal s˜ de T→ C sera alors un signal G {s˜} de T0 × ZD → C, donné par :
∀ (t,n) ∈ T0 × ZD, G {s˜} (t,n) = g (t) s˜ (t+ n ·L0 · (1− ρ)) . (3.2.6)
Comme on le voit, l’expression 3.2.6 est la généralisation directe de 3.2.1. En effet, les notations
ne doivent pas éclipser la simplicité du procédé, qui consiste simplement à découper le signal en
trames de même taille, qui ont entre elles un certain recouvrement, et à multiplier chacune par la
fenêtre de pondération.
Si on observe un signal s˜ sur L positions T = [t1, . . . , tL] de manière à avoir une observation
s˜ (T ) de dimension L× 1, G {s˜ (T )} est obtenu comme l’observation de G {s˜} sur :
TG =
{




L’intérêt du tramage devient apparent si la taille L0 des trames est suffisamment petite pour
assurer que le nombre d’échantillons |TG (n)| de chaque trame n est petit devant L.
Dans le cas discret, si T = ZD, T0 = NL0,1 × · · · × NL0,D et si le signal s˜ est régulièrement




Si s˜ est une fonction de RD dans C, son tra-
mage G {s˜} est une fonction de T0×ZD dans
C, où T0 ⊂ T est le (petit) domaine sur lequel
est définie chaque trame.
Si on suppose à présent que certains traitements ont
conduit à effectuer une modification de G {s˜ (T )} de ma-
nière un produire un signal Sˆ observé sur TG , peut-on
récupérer le signal ̂˜s (T ) correspondant ? De la même ma-
nière que dans le cas unidimensionnel, tout Sˆ n’est pas
nécessairement le tramage d’un signal défini sur T, parce
que le recouvrement impose des contraintes sur la valeur
de certains échantillons du tramage.
Cependant, on peut appliquer la même méthodologie et généraliser le résultat de [92] dans
notre cas, pour rechercher :





G {s˜ (T )} (t,n)− Sˆ (t,n)
)2
. (3.2.8)
On montre que la solution à ce problème est donnée par :










Sˆ (t− n ·L0 · (1− ρ) ,n) g (t− n ·L0 · (1− ρ))
 , (3.2.9)
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qui n’est autre que la simple généralisation de la procédure d’addition-recouvrement au cas T =
RD. Si l’expression 3.2.9 peut paraître déroutante, l’opération correspondante est en fait assez
simple. Elle revient à remettre à sa place initiale chaque échantillon du tramage, en pondérant
sa contribution dans le résultat en fonction de g. Cette manœuvre permet d’avoir des transitions
douces entre les trames pour peu que g soit lisse, et d’ainsi éviter les discontinuités à leurs frontières.
On peut remarquer que G−1 ◦ G est toujours l’identité.
Cette procédure de reconstruction des signaux à partir de leur tramage se distingue de l’addition-
recouvrement telle que présentée initialement par Allen et Rabiner [5, 6, 40] pour des séries tem-
porelles régulièrement échantillonnées (D = 1). En effet, elle s’affranchit de la notion de fenêtre de
synthèse, distincte de la fenêtre d’analyse g. Pourtant, étant donné un tramage, on pourrait cher-
cher à utiliser une autre fenêtre gs pour garantir des transitions douces entre les trames, différente
de celle utilisée pour l’analyse. Une telle procédure est possible. Dans ce cas, l’expression 3.2.9
devient :









Sˆ (t− n ·L0 · (1− ρ) ,n) gs (t− n ·L0 · (1− ρ))
 , (3.2.10)
et on constate que les deux approches coïncident si gs = g. Même si la méthode de reconstruc-
tion 3.2.10 apparaît comme une heuristique plutôt que fondée sur la minimisation rigoureuse d’un
critère objectif comme peut l’être 3.2.9, nous verrons en section 6.1.3 un exemple où il est impor-
tant d’utiliser une fenêtre de synthèse différente de celle d’analyse. Dans tous les cas, G−1 ◦ G est
toujours l’identité.
3.2.4 Hypothèse locale
Muni de l’opération de tramage et de celle, complémentaire, d’addition-recouvrement, je peux
introduire une hypothèse simplificatrice forte, que j’appellerai indépendance des trames, ou encore
hypothèse locale.
Définition 3. Un signal s˜ de T = RD dans C est à trames indépendantes pour un tramage G si
ses différentes trames G {s˜} (·,n) sont indépendantes.
En termes probabilistes, l’hypothèse locale est équivalente à affirmer que :
p (s˜ (T ) | θ) ≈
∏
n
p (G {s˜ (T )} (·,n) | θ) .
où θ sont les hyperparamètres des distributions considérées. Si en plus de l’hypothèse de trames
indépendantes, on suppose que chaque trame est un processus gaussien défini sur T0 et à valeurs
dans C, alors s˜ est lui-même un processus gaussien. Se donner un processus gaussien s˜ à trames
indépendantes, défini sur T et à valeurs dans C revient ainsi à se donner un processus gaussien
G {s˜}, défini sur T0 × ZD, dont la fonction de covariance k est donnée par :
k ((t,n) , (t′,n′)) ≈ δnn′k (t, t′,n) . (3.2.11)
En pratique, on observe s˜ (T ), puis on cal-
cule son tramage G {s˜ (T )}. Enfin, on sup-
pose simplement que les différentes trames
sont indépendantes.
S’il est clair que 3.2.11 ne peut être qu’une ap-
proximation compte tenu de l’occurrence des mêmes
échantillons dans plusieurs trames, les procédures d’in-
férences telles que celles présentées en section 2.2.3
sont grandement simplifiées dans ce cas. Elles ne
font en effet plus intervenir la matrice de covariance
jointe K (s˜ (T ) , s˜ (T )) de toutes les observations, de
dimension L × L, mais les N matrices de covariance
K (G {s˜ (T )} (·,n) ,G {s˜ (T )} (·,n)) des différentes trames, qui sont chacune d’une dimension
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|TG (n)| × |TG (n)|, et donc beaucoup plus petites. Ainsi, l’hypothèse locale permet de réduire
énormément la complexité calculatoire d’un modèle de processus gaussiens.
Une autre propriété fondamentale de l’hypothèse locale est que si les trames sont modélisées
comme des processus gaussiens de fonctions de covariance dérivables et que g est elle-même déri-
vable, alors on peut montrer que la fonction de covariance de s˜ est dérivable également, conduisant
à des réalisations presque sûrement dérivables. Autrement dit, l’addition-recouvrement de fonctions
lisses reste lisse pour peu que la fenêtre de pondération soit bien conditionnée. Ce résultat est fon-
damental en audio, car il signifie que le signal résultant d’un traitement distinct dans les différentes
trames ne présentera pas de discontinuités gênantes à l’oreille, qui caractérisent les approximations
PIC ou PITC de la section précédente.
En figure 3.5, extraite de notre publication [131] sur la séparation de processus gaussiens,
j’ai représenté les performances comparées d’un modèle complet, de PITC et du tramage sur un
problème simple de régression par processus gaussiens. Il apparaît nettement sur cette figure que
le principal avantage du tramage, en plus du gain calculatoire qu’il représente, est l’obtention de
moyennes a posteriori lisses.
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Figure 3.5: Comparaison des résultats donnés par un modèle de processus gaussien complet (haut),
l’approximation PITC (milieu) et le tramage (bas) pour un problème très simple de régression, pour
un recouvrement de ρ = 0.9. On observe que le signal estimé par tramage est lisse et correspond
de manière fidèle au modèle complet, contrairement à PITC, qui présente certaines discontinuités.
Cependant, la variance a posteriori donnée par tramage est très nettement sous-évaluée, ce qui
n’est pas le cas pour PITC.
Tous ces avantages de considérer des trames indépendantes viennent au prix de plusieurs in-
convénients. Tout d’abord, cette hypothèse interdit de considérer des covariances non nulles sur
des échelles plus grandes que celles d’une trame. Par conséquent, le choix du domaine de définition
T0 des trames doit permettre d’inclure la majeure partie des dépendances, si on souhaite obtenir
de bonnes performances. Ainsi, plus T0 sera grand, plus l’estimation permettra d’inclure des dé-
pendances à long terme, mais plus l’estimation sera complexe, puisqu’elle mènera à l’inversion de
matrices de covariance de trames plus grandes.
En ce sens, cette hypothèse peut être rapprochée de l’utilisation de fonctions de covariance
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à support compact, telles qu’évoquées en section 3.1.3. En effet, si on se donne un processus
gaussien s˜, à trames indépendantes, le calcul de sa fonction de covariance
∀ (t, t′) , k (t, t′) = E [G−1 {s˜} (t)G−1 {s˜} (t′)?] (3.2.12)
est extrêmement similaire à ceux menés par Melkumyan et Ramos dans [145], où la “fonction de
base” devient ici la fenêtre de pondération g utilisée pour le tramage. Il est d’ailleurs remarquable
que ces auteurs utilisent pour g la fenêtre de Hann, extrêmement classique pour le tramage du
signal audio. Ce rapprochement n’est cependant pas explicité dans leur article.
Le tramage permet de réduire fortement la
difficulté des calculs car il permet de traiter
indépendamment des petites portions du si-
gnal. Il offre en outre l’avantage de produire
des reconstructions lisses. En contrepartie, il
conduit à une sous-estimation de la variance
a posteriori des estimées.
Une autre limite de l’hypothèse de trames indépen-
dantes apparaît clairement sur la figure 3.5. On voit que
si la moyenne a posteriori est bien estimée, il n’en va
pas de même pour la variance. En effet, lorsqu’on en-
visage l’expression 3.2.9 de l’addition-recouvrement en
dimension D, on s’aperçoit que supposer des trames in-
dépendantes alors qu’elles ne le sont pas revient à sous-
estimer la variance de l’estimée G−1. En effet, plus le
recouvrement est grand, plus le nombre de trames dans
lesquelles un échantillon donné t ∈ T apparaît sera grand.
Par conséquent, l’addition-recouvrement 3.2.9 prise en t sera modélisée comme la somme pondérée
d’un grand nombre de variables aléatoires indépendantes alors qu’elle est en fait la somme pondérée
de variables dépendantes. Sa variance sera ainsi sous-estimée.
Même si le tramage est une opération extrêmement classique en traitement du signal audio,
ses conséquences sur les modèles probabilistes pour la séparation de sources ont été largement
négligées jusqu’à très récemment. Dans [127], Le Roux et al. mettent au point des procédés pour
prendre en compte les dépendances déterministes entre les trames après traitement. Ce faisant, ils
ne s’attaquent pas au problème fondamental de leur prise en compte dans les prémices du modèle.
L’étude [11] de Badeau est un exemple où ce problème est explicitement abordé. Ce champ de
recherche semble aujourd’hui prometteur, et certains chercheurs du domaine s’attellent à tirer profit
des dépendances déterministes introduites par le recouvrement pour améliorer les performances de
la séparation de sources [118]. Je ne me préoccuperai pas plus avant de cette problématique pour
le reste de mon exposé, mais tirerai largement profit de l’hypothèse d’indépendance des trames.
3.3 Processus gaussiens localement stationnaires
3.3.1 Formalisation
Soit s˜ un signal défini sur T = RD et à valeur dans C. Comme vu plus haut en section 3.2, son
tramage G {s˜} est une fonction de T0 × ZD dans C. L’hypothèse de stationnarité locale suppose
que toutes les trames G {s˜} (·,n) de s˜ sont des processus indépendants stationnaires, définis sur T0
et à valeur dans C.
Définition 4. Un signal s˜ est localement stationnaire pour un tramage G s’il est à trames indé-
pendantes et si chacune de ses trames est un processus stationnaire.
Si on suppose en plus que chacune des trames est un processus gaussien défini sur T0, alors le
processus s˜ sera un processus gaussien localement stationnaire. La fonction de covariance k (t, t′,n)
d’une trame n donnée sera donc :
∀ (t, t′) ∈ T20, k (t, t′,n) = k (t− t′,n) .
Se donner un processus gaussien localement stationnaire s˜, défini sur T et à valeurs dans C
revient ainsi à se donner un processus gaussien G {s˜}, défini sur T0 × ZD, dont la fonction de
covariance k est donnée par :
k ((t,n) , (t′,n′)) = δnn′k (t− t′,n) .
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3.3.2 Représentation spectrale
Considérons à présent comme en section 2.5 que T = ZD et que s˜ est régulièrement échan-
tillonné. Soit s˜ (T ) une réalisation de ce signal et G {s˜ (T )} son tramage. Du fait de l’échantillonnage
régulier de s˜, chacune des N trames G {s˜ (T )} (·,n) est elle-même régulièrement échantillonnée sur
T0.
Une grandeur qui prendra dans la suite une importance significative sera la transformée de
Fourier de chaque trame de G {s˜ (T )}. Dans toute la suite de cet exposé, je la noterai 7 :
∀ (f ,n) ∈ F×NG , s (f ,n) = FD {G {s˜ (T )} (·,n)} (f) . (3.3.1)
Comme en section 2.5, seuls les indices fréquentiels f non redondants seront conservés. Ainsi,
si les signaux sont à valeurs réelles, seules les indices f correspondants à des fréquences positives
seront conservés. Sinon, tous les indices de la transformée de Fourier seront conservés. Dans tous les
cas, je désignerai par F l’ensemble des indices fréquentiels conservés par la transformée de Fourier
discrète.
La TFCT d’un signal s˜ (T ) est obtenue en
calculant le fenêtrage de s˜ (T ), puis en calcu-
lant sa transformée de Fourier dans chaque
trame. Il s’agit ainsi d’une fonction à la fois
de l’indice de fréquence f ∈ F et de l’index
de trame n ∈ NG
s porte le nom de Transformée de Fourier à Court
Terme (TFCT) de s˜ (T ). C’est un signal défini pour f ∈ F
et n ∈ NG 8.
On peut appliquer les théorèmes de Bochner et de
Wiener-Khinchin, évoqués en section 2.5, à chaque
trame de G {s˜ (T )}. Les principaux résultats correspon-
dants sont donnés en table 3.1.
On voit l’intérêt de l’hypothèse de stationnarité locale.
Elle permet de supposer que tous les éléments de la TFCT d’un signal sont indépendants, et donc
de les traiter isolément les uns des autres. Je vais illustrer cette propriété en section 3.3.3 lorsque
je présenterai le filtrage de Wiener généralisé. On peut noter que ce modèle est aussi appelé dans
la littérature modèle gaussien local [70, 210, 214]. Il est cependant rare que sa connexion avec un
modèle de formes d’ondes soit explicité comme c’est le cas ici et je n’ai pas connaissance d’une
étude le développant pour un domaine de définition T = ZD de dimension quelconque.
3.3.3 Filtrage de Wiener généralisé
Une fois de plus, je vais aborder le problème de régression déjà considéré en sections 2.2.3, 2.5.2
et 2.5.4, pour démontrer l’intérêt du modèle localement stationnaire pour des problèmes clas-
siques. Supposons que l’observation x˜ soit la somme d’un processus gaussien localement station-
naire (PGLS) s˜, de DSP Ps (f ,n) et d’un autre PGLS ˜ indépendant de s˜, de DSP P (f ,n). Du
fait de la linéarité de la TFCT, on a :
∀ (f ,n) , x (f ,n) = s (f ,n) +  (f ,n) ,
et on a par ailleurs :
– Tous les coefficients x (f ,n) sont indépendants, puisque c’est le cas de ceux de s et de , qui
sont par ailleurs indépendants entre eux.
– Chaque x (f ,n) a pour distribution :
x (f ,n) ∼ Nc (0, Ps (f ,n) + P (f ,n)) .
7. Pour des signaux de grande taille, je ne serai jamais intéressé par la simple transformée de Fourier FD {s˜ (T )}
des observations, mais plutôt par leur TFCT. A partir de ce point de l’exposé, la notation s désignera par conséquent
toujours la TFCT d’une forme d’onde s˜.
8. NG est l’ensemble des trames n ∈ ZD dans lesquelles apparaît au moins une fois un des points de T . Pour
D = 1, c’est tout simplement [0, . . . , (N − 1)] où N est le nombre de trames.
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1. La DSP P (f ,n) de la trame n de G {s˜} à l’indice discret de fréquence f est donnée par
P (f ,n) = FD {k (·,n)} (f) .
2. Si les trames sont suffisamment grandes, alors tous les éléments de s (f ,n) sont indépen-
dants. L’indépendance pour une trame donnée provient de la stationnarité, l’indépendance
pour des trames différentes provient de l’hypothèse locale.
3. De plus, on a :
s (f ,n) ∼ Nc (0, P (f ,n)) , (3.3.2)
où Nc est la distribution complexe circulaire 2.5.9 :
Nc
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4. Tous les points (f ,n) étant indépendants, l’opposé L (s˜ | P ) de la log-vraisemblance des
observations étant donnée la DSP P est donnée par :








qui vaut, à une constante additive indépendante de P près :














est la divergence d’Itakura-Saito [69, 71].
5. Puisqu’on a 3.3.3, étant donnée la TFCT s (f ,n) d’un processus gaussien localement sta-
tionnaire, l’estimation v (f ,n) de la DSP au maximum de vraisemblance est :
v (f ,n) = |s (f ,n)|2 , (3.3.5)
et est appelée spectrogramme de s˜ (T ).
Table 3.1: Propriétés de la représentation spectrale d’un processus gaussien localement station-
naire
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– La DSP de x˜ est donc la somme de celle de s˜ et de ˜ :
∀ (f ,n) , Px (f ,n) = Ps (f ,n) + P (f ,n) .
Dans ces conditions, on peut facilement montrer que la distribution a posteriori de s étant donné
x devient :
s (f ,n) | x (f ,n) ∼ Nc
(




µpost (f ,n) =
Ps(f ,n)
Ps(f ,n)+P(f ,n)x (f ,n)




Puisque cette distribution a posteriori est gaussienne, l’estimée aux moindres carrés de s étant
donné x est :
∀ (f ,n) , ŝ (f ,n) = Ps (f ,n)
Ps (f ,n) + P (f ,n)
x (f ,n) . (3.3.7)
L’opération 3.3.7 va prendre une importance déterminante dans toute la suite de cet exposé.
Elle permet de récupérer une estimée de la TFCT du signal recherché à partir de l’observation de
x, pour peu qu’on dispose des DSP Ps et P des signaux constituants x˜. Elle est souvent appelée
filtrage de Wiener généralisé, et est couramment utilisée en séparation de sources [30, 17]. Le signal
temporel ̂˜s est récupéré facilement par TFCT inverse, incluant une addition-recouvrement.
Un processus gaussien localement station-
naire et centré (PGLS) s˜ est complètement
déterminé par sa DSP Ps (f ,n) ≥ 0. La
somme de PGLS reste un PGLS, et ce mo-
dèle permet des opérations très rapides de
filtrage.
Il est remarquable que cette opération de filtrage ap-
porte les mêmes gains en complexité pour des processus
localement stationnaires que le filtrage de Wiener pour
les processus stationnaires. Si le modèle stationnaire n’est
souvent pas un bon choix, comme en audio (D = 1) où
la DSP du signal évolue constamment, le modèle loca-
lement stationnaire est quant à lui souvent un excellent
choix. Dans cette section, j’ai montré qu’on n’a que peu
à gagner à se restreindre au cas D = 1, puisque tous les
résultats s’appliquent de la même manière aux processus localement stationnaires définis sur ZD.
3.4 Conclusion
Dans ce chapitre, j’ai évoqué la grande complexité des calculs requis par toute tâche d’inférence
basée sur un modèle de processus gaussien, ainsi que quelques-unes des approches actuelles les plus
populaires pour leur simplification.
Dans ce contexte, j’ai introduit la technique du fenêtrage, ou tramage, qui est classique en
traitement des séries temporelles. Le tramage d’un signal consiste en la production d’un ensemble
de portions de taille réduite du signal, qui ont entre elles un certain recouvrement. Si on fait
l’hypothèse que ces trames sont des processus gaussiens indépendants, on peut effectuer les tâches
d’inférence indépendamment dans chacune, ce qui conduit à une simplification importante de la
complexité des calculs. Le signal original peut être récupéré par une technique simple d’addition-
recouvrement. J’ai montré que les liens entre cette approche et l’état de l’art sont importants.
Si on fait de plus l’hypothèse que le signal est un processus gaussien stationnaire dans chaque
trame, le modèle correspondant y gagne encore en simplicité, puisque les procédures d’inférence
peuvent être faites très simplement sur la TFCT du signal. On a vu qu’un PGLS est caractérisé
par sa DSP pour chaque trame, estimée par son spectrogramme.
Si ces résultats peuvent paraître classiques pour D = 1, une contribution de ce chapitre est de
les présenter dans leur généralité en dimension quelconque. On verra par ailleurs que ces dévelop-
pements me permettront en partie II d’introduire très simplement la séparation de PGLS.

Chapitre 4
Modèles de densités spectrales de
puissance
Dans ce chapitre, au lieu de considérer un seul processus gaussien s˜ défini sur T et à valeurs
dans C comme je l’ai fait dans la plupart des chapitres précédents, je vais utiliser les notations
introduites en section 1.3.2 pour envisager plutôt un groupe de J processus gaussiens indépendants
{s˜ (·, j)}j=1,...,J , tous définis sur T = ZD et dont je considérerai une réalisation {s˜ (T, j)}j=1,...,J
régulièrement échantillonnée sur L points T = [t1, . . . , tL] de T. Par extension, s˜ désignera le groupe
de processus, défini sur T × NJ et à valeurs dans C. De la même manière, toutes les grandeurs
définies plus haut pour un seul processus telles que sa DSP P ou son spectrogramme v sont
étendues au cas des groupes, et les notations restent les mêmes, à part l’introduction d’un indice
j supplémentaire, relatif à l’onde considérée.
Dans l’ensemble de ce chapitre, les processus sont supposés centrés (à moyenne nulle) et mo-
délisés comme des PGLS tels que définis en section 3.3.
4.1 Motivations et critère d’apprentissage
4.1.1 Modèles paramétriques de DSP
En section 3.3, j’ai montré qu’un PGLS est complètement déterminé par sa DSP P (f ,n) dans
chaque trame. De la même manière, J processus {s˜ (·, j)}j=1,...,J gaussiens localement stationnaires
et indépendants sont caractérisés par leur DSP P (f ,n, j). En effet, par application du théorème
de Wiener-Khinchin, la connaissance de cette DSP est équivalente à celle de la fonction de
covariance de chacun des J processus dans chaque trame et détermine ainsi complètement les
processus du groupe.
La plupart du temps, on ne connaît pas les DSP des processus étudiés, mais on dispose d’une
réalisation s˜. Cette observation permet d’estimer les DSP et comme on l’a vu en 3.3.5, l’estimation
au maximum de vraisemblance des DSP est donnée par le spectrogramme v, défini par :
∀ (f ,n, j) , v (f ,n, j) = |s (f ,n, j)|2 ,
où s est la TFCT de s˜. Ainsi, les opérations faisant intervenir la DSP des signaux, comme le
problème du débruitage considéré en section 3.3.3 peuvent être menées en utilisant leurs spectro-
grammes v au lieu de leur DSP P .
Cependant, le principal problème de cette approche est que le nombre de points (f ,n) est en
pratique comparable au nombre L d’observations 1, ce qui signifie que le nombre de paramètres
d’un PGLS est comparable au nombre de ses observations.
Bien que je présenterai ces problématiques plus loin, les applications pratiques des PGLS à la
séparation de sources que je vais considérer rendent indispensable la réduction du nombre de ces
paramètres. En effet, elles impliquent deux problématiques principales :
1. Pour L fixé, ce nombre varie en fonction du recouvrement choisi entre les trames.
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1. L’estimation des DSP des J signaux à partir de I observations. Pour peu que I < J , cette
estimation implique plus de paramètres que d’observations.
2. La transmission des DSP pour le codage. Dans ce cas, le problème n’est pas d’estimer des
DSP inconnues mais plutôt de transmettre des DSP connues à bas coût.
Les processus gaussiens localement station-
naires sont caractérisés par leur DSP. Si on
veut les utiliser en pratique, il est souvent
nécessaire d’en réduire la dimension.
Dans ces deux cas de figure, il est indispensable de
réduire le nombre de paramètres caractérisant les PGLS
étudiés. Pour comprendre l’approche adoptée, on peut
voir que les DSP P (f ,n, j) d’un groupe de J ondes se
comprennent comme une fonction de F×NG×NJ dans R+
où je rappelle que F etNG sont respectivement l’ensemble
des indices fréquentiels et des indices de trames de la
TFCT de chaque onde. Chacun de ces indices est un vecteur de dimension D 2. Le fait que P soit
à valeurs dans R+ est une conséquence du théorème de Bochner vu en section 2.5.3 page 38.
Au lieu de considérer comme paramètres du modèle les valeurs P (f ,n, j) prises par la DSP en
tout point (f ,n, j), on peut procéder à une approche paramétrique, et supposer que P appartient
à un ensemble P (· | θ) de fonctions de F × NG × NJ → R+, indexé par un lot de paramètres θ,
appelés paramètres de source dans la suite de cet exposé. On supposera ainsi que :
∀P ∈ RF×NG×NJ+ , ∃θ : ∀ (f ,n, j) , P (f ,n, j) ≈ P (f ,n, j | θ) (4.1.1)
Au lieu de devoir envoyer la valeur prise par
une droite en chaque point, il est plus efficace
d’en envoyer la pente et l’ordonnée à l’ori-
gine. Tel est le sens de l’approche paramé-
trique 4.1.1. Elle n’est bien sûr valable pour
cet exemple que si les données sont bien as-
similables à une droite.
L’intérêt fondamental de cette approche réside dans
le fait que si 4.1.1 est vérifiée, alors il suffit de transmettre
les paramètres de sources θ pour avoir la valeur appro-
chée de P en chaque point (f ,n, j) au lieu de transmettre
toutes ses valeurs directement. Si θ contient peu d’élé-
ments, la réduction du nombre de paramètres est consi-
dérable. On peut envisager plusieurs modèles de sources
P. Dans la suite de cet exposé, j’en considérerai deux
que je présenterai en sections 4.2 et 4.3. Le premier est
est valable pour D = 1 et est inspiré de techniques de
compression d’image tandis que le deuxième est basé sur une décomposition de P en facteurs non-
négatifs et vaut pour tout D.
La justification de l’utilisation d’un modèle paramétrique pour représenter un ensemble de DSP
de processus gaussiens localement stationnaires peut rappeler la discussion de la section 2.1, où
les processus gaussiens eux-mêmes ont été introduits comme une alternative possible à un modèle
paramétrique.
En ce sens, si les approches actuelles font l’hypothèse que les DSP des signaux sont membres
d’une famille paramétrique donnée (comme le modèle NMF), il me semble clair aujourd’hui qu’une
piste de recherche intéressante est de ne plus faire cette hypothèse simplificatrice pour plutôt
considérer que P est la réalisation d’un processus aléatoire, caractérisé par des hyperparamètres
pertinents. Certains auteurs ont déjà fait le premier pas dans cette direction [45, 149], mais les
modèles correspondants ne permettent encore que d’inclure des dépendances locales ou souffrent
d’une grande complexité calculatoire. La découverte de processus aléatoires à valeurs positives
suffisamment souples pour rendre compte de la diversité des DSP de signaux réels reste un enjeu
non résolu. Je ne me préoccuperai pas de cette idée pour la suite de ce document.
4.1.2 Apprentissage des paramètres
Étant donnée une famille P de modèles, la question centrale de l’approche paramétrique est celle
de la détermination des paramètres θ? qui permettent au mieux de rendre compte des observations
2. Pour une image par exemple, les fréquences sont spatiales et les trames situées dans le plan.
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s. En d’autres termes, si on dispose de l’observation s des TFCT d’un groupe de J PGLS, la
question se pose d’identifier le lot de paramètres θ? qui est le mieux susceptible de rendre compte
des observations s.
Le cadre théorique des processus gaussiens offre une manière élégante d’aborder ce problème.
Comme on l’a vu en section 3.3.2, l’opposé de la log-vraisemblance des observations s˜ d’un PGLS
est donnée par 3.3.3 page 54, qui devient pour J signaux indépendants 3 :





|s (f ,n, j)|2 | P (f ,n, j)
)
. (4.1.2)
Dans ces conditions, si on remplace P par P (· | θ) comme le suggère l’approche paramé-
trique 4.1.1, le problème de trouver θ? peut être abordé selon le critère du maximum de vrai-
semblance 4, et devient :
θ? = argmin
θ





d0 (v (f ,n, j) | P (f ,n, j | θ)) . (4.1.3)
L’être humain a une sensibilité acoustique re-
liée au logarithme de l’amplitude des sons
entendus [26] et non pas à leur valeur ab-
solue. Il est intéressant qu’une estimation
au maximum de vraisemblance d’un mo-
dèle gaussien mène à utiliser une divergence
proche d’une différence quadratique de log-
spectrogrammes.
Comme on le voit, quelle que soit la famille P de
modèles paramétriques choisie pour modéliser la DSP de
processus gaussiens localement stationnaires, l’apprentis-
sage d’un modèle de sources se comprend simplement
comme la recherche du modèle de DSP qui est le plus
proche du spectrogramme des observations. La seule sub-
tilité introduite par le modèle gaussien est que l’écart
entre ce spectrogramme et le modèle n’est pas mesuré en
utilisant une fonction classique comme l’erreur quadra-
tique, mais plutôt une distance spécifique, qui peut se
comprendre grossièrement (voir 10.3.3 page 134) comme
une erreur quadratique sur les logarithmes de ses opérandes.
Le problème de la recherche des paramètres de sources θ? qui rendent au mieux compte des
observations aboutit donc sur des bases probabilistes à la minimisation d’une fonction de coût 4.1.3.
Nous quittons alors les terres de l’analyse probabiliste pour résoudre un problème d’optimisation :
il s’agit de trouver la valeur θ? qui maximise la vraisemblance p (s | θ), dont on connaît l’expression
analytique 4.1.2. En fonction de la famille paramétrique P choisie, ce problème admet des solutions
plus ou moins directes à obtenir.
4.2 Modèle par compression d’images (CI) dans le cas D = 1
4.2.1 Modèle
Dans le cas des séries temporelles (D = 1), on a déjà vu que les spectrogrammes d’un groupe
de J DSP peuvent être compris comme un tenseur v de dimension F × N × J . La principale
idée qui guide cette section est que ce tenseur peut être vu comme un ensemble de J images de
même dimension F ×N . À ce titre, il peut être efficacement transmis en utilisant des algorithmes
de compression d’images. Partant de cette idée 5, j’ai proposé dans [137] d’utiliser des techniques
de compression d’images avec pertes appliquées sur les spectrogrammes des observations, comme
3. Je rappelle que d0 (x | y) = xy − log xy − 1 désigne la divergence d’Itakura-Saito.
4. Je ne considèrerai pas le critère du maximum a posteriori, qui permet en outre d’intégrer une distribution
a priori p (θ) sur la valeur des paramètres recherchés. Ce critère est utile lorsqu’on souhaite privilégier des paramètres
ayant certaines propriétés, en plus de leur seule adéquation avec les observations. Par exemple, on peut souhaiter
obtenir des décompositions NTF dont les activations ou les spectres de bases sont lisses [181, 69, 19, 46]. Je reviendrai
au chapitre 7 page 93 sur cette problématique.
5. C’est lors d’une discussion avec Laurent Girin à Grenoble que nous est apparue cette idée.
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l’algorithme JPEG ou JPEG2000 [216, 220], pour réduire le poids des paramètres du modèle
PGLS 6. L’idée sous-jacente est que s’il est possible de compresser une image par un facteur 100
sans que cela soit visible, la même approximation doit pouvoir donner des résultats intéressants si
l’image considérée est un spectrogramme.
De manière à formaliser cette approche, il me faut évoquer rapidement la structure globale
commune à la plupart des algorithmes de compression d’images. La première étape du traitement
consiste à découper l’image en trames. Pour JPEG, ces trames sont nécessairement de taille 8× 8,
tandis qu’elles sont de taille arbitraire pour JPG2000. Ensuite, chacune des trames subit une
transformation qui dépend de la méthode. Ainsi, on considère une transformée en cosinus discrète
(Discrete Cosine Transform, DCT, en anglais) pour les trames 8 × 8 extraites par JPEG tandis
qu’on utilise une transformée en ondelettes pour JPEG2000.
Dans tous les cas, siM est une image de dimension F×N , je désignerai par C {M} l’ensemble des
coefficients produits après tramage et transformation par la méthode considérée. Ainsi, pour JPEG,
C {M} regroupera des coefficients de DCT des trames 8 × 8 composant l’image M , tandis qu’il
regroupera des coefficients d’ondelettes pour JPG2000 [220]. Par ailleurs, C−1 désignera l’opération
inverse à C, qui reconstruit une image de taille F ×N à partir des coefficients de C {M}. De cette
manière, l’application successive de C et de C−1 ne produit aucune modification sur l’image :
C−1 {C {M}} = M.
Étant donné un algorithme de compression d’image, l’ensemble des paramètres θCI (Compres-




C {v (·, ·, j)} (4.2.1)
et regroupe simplement les coefficients produits par l’analyse indépendante des J spectrogrammes
des formes d’ondes.
Le modèle par compression d’image (CI) re-
vient en pratique à utiliser une compression
de type JPEG sur les spectrogrammes des si-
gnaux. D’un point de vue formel, le nombre
de paramètres de CI est très important, mais
ces paramètres sont très efficacement trans-
mis après une étape de quantification, qui en
annule la plupart.
Comme on peut le voir, les paramètres 4.2.1 du mo-
dèle CI ne sont pas moins nombreux que ceux de v,
contrairement à ceux du modèle NTF. Au contraire,
s’agissant simplement des coefficients d’une autre repré-
sentation des spectrogrammes, ils ont toutes les chances
d’être exactement aussi nombreux.
L’avantage de ce paramétrage apparaît lorsqu’on
considère que bien qu’ils soient aussi nombreux que le
nombre d’entrées de v, les éléments de C {M} peuvent gé-
néralement être considérés comme indépendants, ce qui
permet d’adopter une stratégie de quantification scalaire
pour les encoder au lieu d’une difficile quantification vectorielle, tout en atteignant des gains im-
portants en débit.
Je reviendrai plus en détail sur le problème de la quantification des paramètres du modèle CI
en section 10.3 page 133. Pour l’heure, il me suffira de dire qu’au lieu de compresser des images
correspondant aux spectrogrammes des observations, il faut plutôt compresser leurs logarithmes,
qui offrent une dynamique beaucoup moins importante et qui sont donc bien mieux encodés comme
une image d’un faible nombre de niveaux de gris. J’ai représenté en figure 4.1 le résultat de la
reconstruction d’un spectrogramme de voix par JPEG, après quantification de θCI en utilisant un
paramètre de qualité q = 10/100.
6. Cependant, l’utilisation de log v au lieu de v dans les traitements n’était justifié dans [137] que sur une base
empirique et non pas par les considérations plus rigoureuses de la section 10.3.1. L’utilisation de techniques de
compression d’images dans ce contexte a fait l’objet d’un dépôt de brevet dont je suis co-inventeur avec Laurent
Girin, Roland Badeau et Gaël Richard [83].













































Figure 4.1: Illustration du modèle CI. L’apprentissage et la quantification du modèle se fait
simplement par compression JPEG des log-spectrogrammes log v des observations. Le modèle θCI
seul produit une reconstruction sans perte. C’est sa quantification θ¯CI qui introduit un codage
efficace, en même temps qu’une erreur de reconstruction (d’après [137]).
4.2.2 Apprentissage des paramètres
Dans la mesure où le modèle CI est simplement une autre représentation inversible de v, on a :
θ?CI = C {v} . (4.2.2)
En effet, on a ainsi P (· | θ?CI) = v, qui minimise nécessairement 4.1.3. Bien entendu, la transforma-
tion C de n’importe quelle fonction bijective de v peut être envisagée avec les mêmes conséquences,
puisque v peut toujours être récupéré exactement dans ce cas. On verra en particulier en sec-
tion 10.3 page 133 qu’il est plus efficace de considérer les paramètres :
θ?CI = C {log v} , (4.2.3)
à la place de 4.2.2. Dans ce cas, v est reconstruit simplement par
v = P (· | θ?CI) = exp
(C−1 {θ?CI}) . (4.2.4)
4.3 Factorisation non négative (D quelconque)
4.3.1 Modèle
Le premier modèle de sources que je vais présenter porte le nom de factorisation non négative. Ce
modèle s’inscrit dans la continuité de travaux menés par une très large communauté de chercheurs
[34, 69, 19] sur le problème de la factorisation non négative de matrices ou de tenseurs (Nonnegative
Matrix/Tensor Factorization, NMF/NTF, en anglais). Le principe de ces approches est le suivant.
Considérons un tenseur 7 V de dimensions F ×N×J , dont toutes les entrées V (f, n, j) sont des
réels positifs. Il est souvent utile pour faire l’analyse de V de le décomposer comme un produit d’un
nombre réduit de facteurs. Ainsi, le modèle dit canonique, polyadique, NTF, ou encore nonnegative
PARAFAC pose :
∀ (f, n, j) , V (f, n, j) =
K∑
k=1
W (f, k)H (n, k)Q (j, k) , (4.3.1)
7. Un tenseur peut être compris comme un tableau à plusieurs entrées.
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où W , H et Q sont des matrices de dimensions F × K, N × K et J × K respectivement, pour
K ∈ N appelé nombre de facteurs, ou de composantes, selon la communauté. Ce modèle se distingue
du très classique PARAFAC [96] par le fait que toutes les matrices W , H et Q considérées sont
supposées ne contenir que des entrées positives. Lorsque J = 1, on parle de NMF parce que V est
une matrice dans ce cas, tandis qu’on parle plus volontiers de NTF dans le cas général.
En fonction du contexte applicatif, les matrices W , H et Q peuvent être interprétées diffé-
remment. Cependant, W sera souvent compris comme une collection de K motif s, ou formes de
base, dont H donnera l’activation pour chaque trame n, tandis que Q sera souvent compris comme
indiquant les coefficients de gain des motifs sur les J modalités de V . Quoiqu’il en soit, il est
remarquable que ce modèle ait des applications dans des domaines aussi différents que l’analyse
statistique de corpus de textes [106], l’analyse de données biomédicales [34], le débruitage et la
reconnaissance d’images [142, 128], la transcription polyphonique [19] ou enfin la séparation de
sources audio [69, 155, 163].
Cette popularité s’explique par l’existence d’algorithmes à la fois simples à implémenter et très
efficaces pour estimer W , H et Q à partir de la seule observation de V . Ces algorithmes ont été
introduits dans l’article célèbre de Lee et Seung [128] dans le cas J = 1 et ont fait l’objet d’un
constant effort de recherche depuis. Leurs propriétés de convergence ont fait l’objet de nombreux
travaux [13, 148, 71] et sont à présent établies sur des bases théoriques solides.
Dans ce texte, je propose d’utiliser une factorisation non-négative pour modéliser la DSP d’un
groupe de J processus gaussiens localement stationnaires définis sur ZD. Pour ce faire, j’étends la
notation habituelle 4.3.1 à des indices fréquentiels f et n de dimension D :
– Soit K ∈ N, appelé le nombre de composantes.
– Soit
{
{W (f , k) ∈ R+}f∈F
}
k=1,...,K
un ensemble de K bases spectrales.
– Soit
{
{H (n, k) ∈ R+}n∈NG
}
k=1,...,K
un ensemble de K activations, donnant l’amplitude
(positive) de chaque base spectrale sur chaque trame.
– Soit {Q (j, k) ∈ R+}(j,k)∈NJ×NK un ensemble de J ×K réels positifs, appelés gains.
Je propose dans cette étude d’utiliser un mo-
dèle NTF dans le cas général des PGLS dé-
finis sur ZD. Cette extension n’implique pas
de difficulté majeure : la seule différence à
la situation classique est que les indices fré-
quentiels f et les indices de trames n sont
des vecteurs de dimension D. Je ne présente-
rai cependant pas d’applications d’une telle
extension dans ce document.
Le modèle NTF que je considère pose alors :
PNTF (f ,n, j | θ) =
K∑
k=1
W (f , k)H (n, k)Q (j, k)
(4.3.2)
et est paramétré par :
θNTF = {W,H,Q} .
Comme on le voit, le modèle NTF revient à approxi-
mer la valeur de la DSP de chacune des J formes d’ondes
en chaque point (f ,n) comme une somme pondérée de
K formes spectrales. La matrice Q de gains peut s’en-
tendre comme donnant la répartition des formes spectrales sur les différentes ondes. On voit qu’en
plus de conduire à une paramétrisation intuitive, le modèle NTF permet de réduire le nombre de
paramètres d’un PGLS de JFN à
#θNTF = K (J + F +N) ,
ce qui constitue un gain considérable.
Comme on l’a vu en section 4.1, l’apprentissage d’un modèle de DSP pour un PGLS se fait en
minimisant la divergence d’Itakura-Saito entre le spectrogramme v des observations et PNTF .







v (f ,n, j) | PNTF (f ,n, j | θ)) . (4.3.3)
Dans le cas où D = 1, c’est-à-dire où les signaux considérés sont des séries temporelles, le
modèle 4.3.2 est équivalent à celui qu’on retrouve dans la littérature [75, 71, 34, 155, 69] sur le
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traitement du signal audio 8 et on retrouve les résultats déjà donnés dans [69, 19] que l’utilisation
de la divergence d’Itakura-Saito d0 et du spectrogramme de puissance v pour l’apprentissage
d’un modèle NTF correspondent à l’apprentissage au maximum de vraisemblance des paramètres
d’un PGLS. En figure 4.2, j’ai représenté un exemple de décomposition d’un spectrogramme d’en-
registrement audio (J = 1) par le modèle NMF. On trouvera un autre exemple d’utilisation du
modèle NTF (J = 3) en figure 10.3 page 139.
Figure 4.2: Illustration du modèle NMF. L’apprentissage du modèle se fait par décomposition
du spectrogramme v des observations en un produit WH de matrices non négatives. Ici, un enre-
gistrement de piano comporte deux notes, jouées alternativement puis simultanément. Un modèle
NMF peut décomposer ce spectrogramme comme le produit d’une matrice de bases spectrales W
par leurs activations H. (d’après Romain Hennequin [100])
D’autres configurations alternatives à 4.3.3 sont utilisées dans l’état de l’art pour la modélisation
audio par factorisation non-négative. En particulier, de nombreuses études [195, 196, 187] font
intervenir la divergence de Kullback-Leibler au lieu de celle d’Itakura-Saito et le module de
la STFT plutôt que son énergie. Cependant, il n’existe pas de modèle correspondant connu à ce
jour sur les formes d’ondes.
Ainsi, ces configurations ne peuvent être aujourd’hui entendues que comme des modèles d’images,
et l’étape de filtrage par laquelle ces études récupèrent des formes d’onde, similaire au filtrage de
Wiener généralisé 3.3.7 n’est pas justifiée théoriquement.
Il est cependant clair que leurs performances sont souvent comparables, voire meilleures, à celles
obtenues par l’utilisation de la divergence d’Itakura-Saito et du spectrogramme de puissance.
Mon expérience montre en effet que le choix de la divergence à utiliser où la puissance à laquelle il
faut élever le module de la STFT n’a pas une importance fondamentale sur la qualité des résultats
obtenus. Cependant, aucune explication théorique à ce phénomène n’est encore disponible.
4.3.2 Apprentissage des paramètres
Dans le cas du modèle NTF, l’apprentissage des paramètres optimaux θ?NTF est plus délicat que
pour le modèle CI. En effet, sauf situation exceptionnelle, aucun lot θ de paramètres 9 ne permettra
8. Je suis cependant, à ma connaissance, le premier à l’avoir exprimé pour J quelconque dans le cadre du
traitement du signal audio (D = 1) dans [130, 137]. La plupart des études se sont auparavant concentrées sur le cas
J = 1 (mono) ou J = 2 (stéréo).
9. Le modèle NTF peut devenir exact si on a affaire à des observations v de synthèse, ou bien si on considère
K = min (F,N). Aucun de ces deux cas n’a de réel intérêt pratique.
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d’obtenir exactement v = P (· | θNTF ), contrairement au modèle CI. Autrement dit, un modèle
NTF est nécessairement une approximation. Pour commencer, considérons données les TFCT s
d’un ensemble s˜ de J formes d’ondes, et leurs spectrogrammes v :
∀ (f ,n, j) , v (f ,n, j) = |s (f ,n, j)|2 .
La recherche des paramètres NTF θ?NTF qui maximisent la vraisemblance des observations est
donnée par 4.1.3, qui devient dans ce cas :
θ?NTF = argmin
θ







v (f ,n, j) |
K∑
k=1
W (f , k)H (n, k)Q (j, k)
)
. (4.3.4)
Historiquement, les considérations probabi-
listes menant à 4.3.4 ont attendu les travaux
de C. Févotte, N. Bertin et J.L. Dur-
rieu [69, 19]. Auparavant, la NMF/NTF
était déjà utilisée dans le cadre de l’analyse
de signaux audio mais se justifiait par des
considérations heuristiques.
Comme on le voit, l’apprentissage d’un lot de para-
mètres NTF qui maximise la vraisemblance des observa-
tions dans un modèle PGLS devient la recherche 4.3.4
des coefficients NTF θ?NTF = {W,H,Q} qui expliquent
au mieux le spectrogramme v des observations, lorsque
la fonction de coût utilisée est la divergence d’Itakura-
Saito. Ce problème a donné lieu à de très nombreuses
études [69, 19, 155, 163, 75, 71, 34] et il existe aujourd’hui
des algorithmes efficaces pour la recherche de θ?NTF . La
plupart de ces études sont focalisées sur le cas J = 1 ou
J = 2 et ne s’intéressent toutes qu’au cas D = 1. J’ai été le premier à ma connaissance à étendre
ces algorithmes au cas de J quelconque (dans [130, 137]) et de D quelconque (ce texte). Cependant,
de telles extensions sont immédiates et font intervenir exactement les mêmes principes que ceux
présentés dans la littérature.
Le principe des algorithmes minimisant 4.3.4 est d’identifier les paramètres θ?NTF par une
procédure itérative. Puisque la minimisation conjointe de 4.3.4 en fonction de {W,H,Q} est très
complexe, la stratégie adoptée est d’en effectuer alternativement une minimisation par rapport à
chacun des paramètres W , H, puis Q, les autres restants fixés, et d’itérer cette procédure jusqu’à
convergence. Plusieurs types de critères d’arrêt peuvent être considérés mais il est classique de
simplement effectuer un nombre fixé d’itérations.
La difficulté principale de l’optimisation d’un modèle NTF et sa distinction avec le modèle PA-
RAFAC [96] réside dans la contrainte de n’avoir que des entrées non-négatives pour les paramètres
W , H et Q. En effet, si on procédait à une descente de gradient classique [21], la stratégie pour
mettre un jour un des paramètres θp (par exemple une des entrées de W ) consisterait à choisir :
θp ← θp − α∂L (s˜ | θ)
∂θp
, (4.3.5)
où α > 0 serait un paramètre de pas, dont la valeur peut être fixée a priori ou bien dépendante
de l’itération selon une loi empirique ou encore être fonction de la dérivée seconde de L (s˜ | θ) si
cette dernière est disponible. Dans tous les cas, une application naïve de 4.3.5 avec un paramètre
α fixé peut conduire à des valeurs négatives pour θp, ce qui ne respecte pas la contrainte de non-
négativité. Une idée originale proposée par Lee et Seung dans leur article [128] est de ne pas
effectuer une telle mise à jour additive, mais de privilégier plutôt une mise à jour multiplicative,
dont le principe est le suivant.
Considérons une fonction f (x) à minimiser, définie sur R. Supposons que cette fonction soit
dérivable et qu’on connaisse l’expression de sa dérivée f ′ (x). La principale astuce des algorithmes
d’optimisation non négative repose sur une décomposition particulière de f ′, lorsque c’est possible,
comme la différence de deux termes positifs :
∀x ∈ R,

f ′ (x) = G+ (x)−G− (x)
G+ (x) > 0
G− (x) > 0
. (4.3.6)
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La mise à jour du paramètre x suggérée par [128] consiste alors à choisir :
∀x, x← xG
− (x)
G+ (x) . (4.3.7)
Ce procédé est illustré en figure 4.3 pour f (x) parabolique.






















Figure 4.3: Illustration du comportement des mises à jour multiplicatives pour la recherche du
point minimum de f (x). On suppose que la dérivée f ′ (x) est donnée par f ′ (x) = G+ (x)−G− (x)
avec G+ (x) et G− (x) positifs et connus. Dans tous les cas, la mise à jour multiplicative x← xG−(x)G+(x)
rapproche le point x du minimum de f .
Une des propriétés intéressantes de cette méthode de mise à jour est qu’elle garantie la non-
négativité de l’estimée, pour peu que le choix initial de x soit positif. En effet, le terme G
−(x)
G+(x) par
lequel x est multiplié est positif.
Les mises à jour multiplicatives de mo-
dèles non-négatifs minimisant la divergence
d’Itakura-Saito convergent rapidement et
sont faciles à implémenter. Leurs propriétés
de convergence ont été établies récemment.
Bien entendu, la question se pose de la convergence de
cette technique d’optimisation en fonction de la nature
de la fonction f . De nombreuses études ont porté sur
cette question dans le cas des fonctions de coût usuelles
et la décroissance du critère fut en premier établie [123]
pour une large famille de fonctions de coût convexes 10.
La question est cependant demeurée longtemps ouverte
dans le cas de la divergence d’Itakura-Saito d0. Si
toutes les études empiriques concluaient à la validité de la procédure, il a fallu attendre des études
très récentes pour démontrer que les mises à jour multiplicatives conduisent à la décroissance
du critère ([148, 12] et surtout [71]). En substance, on peut montrer que si f est la divergence
d’Itakura-Saito 11, la mise à jour multiplicative 4.3.7 correspond à l’application d’une procé-
dure de maximisation-égalisation. Dans tous les cas, ce que démontrent ces études n’est pas la
convergence des mises à jour multiplicatives vers un minimum global, mais la seule décroissance du
critère. Le problème se pose ainsi de l’existence de minima locaux, mais en pratique, ces méthodes
conduisent à de très bonnes estimées.
10. Les β−divergences pour β ∈ [1 2].
11. Ces résultats s’appliquent plus généralement à n’importe quelle β−divergence.
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Je vais à présent développer l’application de ce schéma d’optimisation au cas de la fonction
de coût 4.3.4, donc pour J et D quelconques. Je vais par exemple considérer l’exemple de la mise
à jour d’un des coefficients W (f0, k0) des paramètres NTF. Le cas des éléments de H et Q est
identique. Pour commencer, on peut montrer que :
∂d0 (x | y)
∂y
= y−2 (y − x) . (4.3.8)
Si on se rappelle que θ = {W,H,Q} et que la notation P (f ,n, j | θ) désigne
P (f ,n, j | θ) =
K∑
k=1
W (f , k)H (n, k)Q (j, k) ,
on a :





∂d0 (v (f ,n, j) | P (f ,n, j | θ))
∂P (f ,n, j | θ)





P (f0,n, j | θ)−2 (P (f0,n, j | θ)− v (f0,n, j))H (n, k0)Q (j, k0) ,
dont les termes peuvent être regroupés de manière à obtenir une décomposition du type de 4.3.6 :










P (f0,n, j | θ)−2 v (f0,n, j)H (n, k0)Q (j, k0)︸ ︷︷ ︸
G−(W (f0,k0))
.
Dans ces conditions, l’application du procédé de mise à jour multiplicative de W (f0, k0) peut
se faire par application directe de 4.3.7, de manière à obtenir :
W (f0, k0)←W (f0, k0)
∑
n,j P (f0,n, j | θ)−2 v (f0,n, j)H (n, k0)Q (j, k0)∑
n,j P (f0,n, j | θ)−1H (n, k0)Q (j, k0)
.
L’algorithme 4.1 donne la procédure complète d’estimation des paramètres NTF à partir de
l’observation de J formes d’onde régulièrement échantillonnées. Il est possible d’implémenter effi-
cacement ces opérations avec des multiplications matricielles, que j’ai données en détail dans [137].
On peut de plus considérer des implémentations de cet algorithme sur des systèmes parallèles et de
nombreuses techniques existent qui permettent de l’utiliser en pratique sur des signaux d’une taille
considérable. Une bonne référence sur ce sujet est [34]. J’ai de plus diffusé des implémentations de
cet algorithme pour D = 1 en Python (Licence LGPL) et en Matlab (licence BSD).
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Algorithme 4.1 Optimisation des paramètres du modèle NTF pour J et D quelconques. Dans
ces mises à jour, P (f ,n, j | θ) utilise toujours les dernières versions de W , H et Q disponibles.
Entrées :
– J signaux régulièrement échantillonnés s˜
– Paramètres ρ et T0 de tramage
– Nombre K de composantes NTF
– Nombre NI d’itérations
Initialisation
– Calculer la TFCT s des J signaux s˜
– Calculer le spectrogramme v des signaux :
∀ (f ,n, j) , v (f ,n, j) = |s (f ,n, j)|2
– Choisir une valeur initiale aléatoire non négative pour tous les paramètres dont on ne fournit
pas une valeur initiale.
Répéter NI fois






– ∀ (n0, k0) , H (n0, k0)← H (n0, k0)
∑
f,j
P(f ,n0,j|θ)−2v(f ,n0,j)W (f ,k0)Q(j,k0)∑
f,j
P(f ,n0,j|θ)−1W (f ,k0)Q(j,k0)
– ∀ (j, k) , Q (j0, k0)← Q (j0, k0)
∑
f,n
W (f ,k0)H(n,k0)P(f ,n,j0|θ)−2v(f ,n,j0)∑
f,n
W (f ,k0)H(n,k0)P(f ,n,j0|θ)−1
Sortie
– Retourner Q, W , H

Conclusion de la première partie
Dans la première partie de cet exposé, j’ai présenté les processus gaussiens. Un processus gaus-
sien est un espace probabiliste de fonctions définies sur un domaine de définition T quelconque et
à valeurs dans C. J’ai rappelé qu’un processus gaussien est la généralisation au cas des fonctions
de la distribution gaussienne, qui porte sur des vecteurs. Le principal intérêt de ce modèle est qu’il
ne contraint pas le signal à appartenir à une certaine famille paramétrique prédéterminée comme
celle des polynômes. Au lieu de cela, il est défini par ses fonctions de moyenne et de covariance,
qui viennent caractériser l’allure de ses réalisations, sans leur imposer une forme fixe. De manière à
illustrer la vaste étendue des types de signaux que les processus gaussiens permettent de modéliser,
j’ai considéré de nombreux exemples de fonctions de covariance et j’ai discuté de l’influence de leurs
hyperparamètres. Si la fonction de covariance d’un processus gaussien est stationnaire, j’ai rappelé
que la transformée de Fourier de ses réalisations a la propriété d’avoir ses différents éléments indé-
pendants et distribués selon une loi gaussienne dont la variance porte le nom de densité spectrale
de puissance (DSP) du processus correspondant.
Parmi les résultats présentés dans cette par-
tie, le matériel général sur les processus gaus-
siens, leur utilisation pour la régression et
l’apprentissage de leurs paramètres sont lar-
gement établis. L’extension des propriétés
des processus stationnaires au cas de D quel-
conque, quoique déjà établie, n’est pas cou-
ramment présentée dans la littérature.
J’ai de plus montré comment les processus gaussiens
peuvent être utilisés efficacement pour la régression en
section 2.2.3. Dans cette première présentation, aucune
hypothèse particulière n’a été faite sur la nature du do-
maine de définition T du processus, ce qui en fait un
modèle particulièrement général pour aborder ce genre
de problématique. Je suis alors revenu sur ce problème
plus tard en section 2.5.4 dans le cas où T est un groupe,
où la fonction de covariance considérée est stationnaire et
où les signaux sont régulièrement échantillonnés. Les cal-
culs bénéficient alors de simplifications importantes qui
les rendent particulièrement attractifs pour le lissage et la régression. Dans ce cas, la régression
prend le nom de filtrage optimal, ou filtrage de Wiener. On a vu de plus que ces résultats se
généralisent très bien au cas d’un domaine de définition T = ZD de dimension quelconque et ne
sont pas limités au cas classique des séries temporelles régulièrement échantillonnées (D = 1).
J’ai présenté le tramage et l’hypothèse locale,
classiques en audio, comme une technique gé-
nérale d’approximation dans des modèles de
processus gaussiens.
Malgré leur intérêt conceptuel et la facilité avec la-
quelle ils permettent d’apporter une solution à un pro-
blème de régression, les processus gaussiens sont pénalisés
par la lourde complexité calculatoire des procédures d’in-
férence correspondantes, qui nécessitent l’inversion d’une
matrice L × L, où L est le nombre d’observations. Dans
de nombreux cas, cette complexité est prohibitive. Dans
le but de simplifier les calculs, de nombreuses approxi-
mations ont été proposées dans la littérature. C’est ainsi que j’en ai présenté certaines, des plus
influentes, dans le chapitre 3, qui peuvent souvent se comprendre comme simplifiant le réseau
dense des dépendances considérées par le modèle gaussien. Pour ce faire, elles sélectionnent un
certain nombre de points supports, seuls points par lesquels transite l’information entre données
d’observations et de test.
C’est dans ce contexte que j’ai étendu la technique du tramage, courante en traitement des
séries temporelles, au cas général d’un domaine de définition Euclidien de dimension quelconque.
Le tramage revient à découper le signal en différentes zones géographiques appelées trames, qui ont
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entre elles un certain recouvrement. Le signal original peut être reconstruit aux moindres carrés à
partir d’un tramage par une opération d’addition-recouvrement.
Une fois le tramage défini, j’ai introduit l’hypothèse locale, qui consiste à ignorer les dépendances
entre trames. J’ai montré que cette hypothèse a plusieurs avantages. Tout d’abord, elle conduit à de
très importantes simplifications des calculs, puisqu’il suffit de procéder indépendamment à l’infé-
rence dans chacune des trames, avant de reconstruire le signal résultant par addition-recouvrement.
Un autre avantage de la méthode est que si les fenêtres de pondération utilisées pour le tramage sont
lisses, le signal reconstruit garde les propriétés de régularité de chacune de ses trames. En pratique,
l’hypothèse locale permet d’obtenir des estimées lisses, ce qui est crucial en audio. En contrepartie
de ces avantages, j’ai montré qu’elle produit une sous-estimation de la variance a posteriori.
La plupart des études mettant en œuvre les
processus gaussiens pour la séparation de
source se focalisent sur les séries temporelles
et commencent d’emblée par poser le modèle
PGLS. Il n’est qu’un cas particulier — mais
important — du formalisme proposé.
C’est alors que j’ai défini les processus gaussiens loca-
lement stationnaires (PGLS) comme des processus gaus-
siens à trames indépendantes dont chacune des trames
est stationnaire et centrée. Si le signal est régulièrement
échantillonné, on peut définir sa Transformée de Fou-
rier à Court Terme (TFCT), qui correspond à l’ensemble
des transformées de Fourier des différentes trames. Cette
TFCT a ainsi été définie pour une dimension D quel-
conque du domaine de définition, avec des notations si-
milaires à celles usuelles en audio. La seule différence du cas général est que les indices de fréquence
et de trame sont des vecteurs de dimension D × 1. Quoiqu’il en soit, une propriété cruciale des
PGLS est que tous les éléments de leur TFCT peuvent être considérés comme indépendants 12. En
pratique, cela signifie qu’il est possible de procéder à l’inférence sur des PGLS pour chacun de ces
points indépendamment des autres. Ce modèle permet de rendre compte efficacement de signaux
qui peuvent être considérés comme localement stationnaires, mais qui sont non-stationnaires glo-
balement. Si ce modèle est classique en traitement du signal audio, son extension au cas général
d’un domaine de définition T = ZD de dimension quelconque est originale.
Une fois le modèle PGLS établi, j’ai souligné le fait qu’il est paramétré par la DSP de chacune
de ses trames, qui donne la variance de chacun des éléments de sa TFCT. En pratique, ce nombre de
paramètres est considérable et il est nécessaire pour les applications de réduire leur nombre. Dans
ce but, on considère des modèles de DSP, dont le principe est d’approximer la DSP du processus
par une forme paramétrique plus simple. J’ai montré en toute généralité comment les paramètres
de tels modèles sont appris à partir d’observations.
Telle que je l’ai introduite, la NTF et l’algo-
rithme d’apprentissage correspondant fonc-
tionnent en dimension quelconque. Cette ex-
tension s’est faite très naturellement.
J’ai alors présenté la factorisation en tenseurs non-
négatifs (NTF) qui permet de réduire d’un ordre de gran-
deur le nombre de paramètres de la DSP, ainsi que le mo-
dèle par Compression d’Image (CI), qui consiste à mo-
déliser la DSP d’un PGLS comme une image à compres-
ser. Ma présentation du modèle NTF généralise naturelle-
ment sa restriction classique au cas des séries temporelles.
J’ai indiqué l’algorithme permettant d’apprendre les paramètres de tels modèles.
Pour compléter cette partie de présentation des processus gaussiens, on trouvera en annexe A
la procédure permettant de générer des réalisations d’un processus gaussien dont on connaît les
fonctions de moyenne et de covariance. Cette procédure de synthèse est celle que j’ai utilisée
tout au long de mon exposé pour présenter mes exemples. On peut remarquer que les propriétés
spectrales des processus gaussiens stationnaires m’ont permis de produire presque instantanément
des réalisations sur le plan, là où une synthèse naïve aurait nécessité des calculs d’une complexité
prohibitive.
12. Pour peu que les trames soient suffisamment grandes.
Deuxième partie




Cette partie est consacrée à l’utilisation des processus gaussiens comme des modèles perfor-
mants pour aborder le problème de la séparation de sources, que j’ai présenté en section 1.2.
La principale contribution de mon travail a été d’aborder la question en modélisant les sources
comme la réalisation de J processus gaussiens indépendants. De nombreuses techniques de l’état
de l’art [17, 30, 50, 53, 155, 163] peuvent elles aussi être comprises comme plaçant sur les sources
un a priori gaussien. Cependant, ces méthodes se focalisent sur le seul cas des séries temporelles
et sont restreintes aux processus gaussiens localement stationnaires, vus en section 3.3. Dans cette
partie, je me placerai dans le cas général où les sources sont des processus gaussiens indépendants
définis sur des espaces quelconques, ce qui aura pour conséquence d’étendre significativement la
portée du problème considéré.
J’ai choisi de structurer ma présentation en fonction de la nature du procédé de mixage, c’est-à-
dire en fonction de la manière dont les mélanges sont obtenus à partir des sources. Dans un premier
temps, je ne considèrerai dans le chapitre 5 que le cas où les mélanges sont des combinaisons linéaires
des sources. J’étendrai la discussion aux cas plus complexes des mélanges convolutifs et diffus au
chapitre 6.
Il est clair que l’ensemble de cette discussion contraste nettement avec les approches tradi-
tionnelles usitées pour la séparation aveugle de sources évoquées en section 1.2, comme l’Analyse
en Composantes Indépendantes [109, 38], où les connaissances disponibles sur les signaux à sé-
parer sont très parcellaires, pour ne pas dire inexistantes. En effet, je commencerai par supposer
dans les chapitres 5 et 6 que les fonctions de moyenne et de covariance de toutes les sources sont
connues. Si cette hypothèse de séparation informée peut sembler extrêmement forte, on verra dans
les parties III et IV qu’elle correspond à des scénarios applicatifs bien réels.
Cependant, j’aborderai la question de l’estimation de ces paramètres à partir de la seule ob-
servation des mélanges au chapitre 7. En effet, si la valeur précise des fonctions de covariance des
sources peut être inconnue, il est néanmoins courant de pouvoir supposer qu’elles appartiennent à
une certaine famille paramétrique comme celles évoquées plus haut en sections 2.3 page 28 et 4.3
page 61. Dans ce cas, je parlerai de séparation semi-informée et il est possible d’estimer les repré-
sentants de ces familles qui sont les mieux susceptibles d’expliquer l’observation des seuls mélanges
et d’ainsi procéder à la séparation. Cette approche est d’ailleurs celle employée par la plupart des
études récentes en séparation de sources audio.
Pour finir, je considèrerai brièvement deux applications du formalisme proposé pour la sépara-
tion semi-informée au chapitre 8. La première sera la séparation des rythmiques d’enregistrements
musicaux, tandis que la deuxième consistera à décomposer des données multidimensionnelles de





5.1 Un seul mélange linéaire instantané (I = 1)
Soit T un ensemble quelconque et s˜ un groupe de J processus gaussiens indépendants définis sur
T et à valeurs dans C, appelés sources. De la même manière que dans les chapitres précédents, s˜ (·, j)
désigne la jème source. Dans tout ce chapitre, je suppose connues les fonctions de covariance kj des
J sources, ainsi que leurs fonctions moyenne µj . Soit T = [t1, . . . , tL] un ensemble de L positions





s˜ (·, j) . (5.1.1)
Par conséquent, l’observation
x˜ (T ) = [x˜ (t1) , . . . , x (tL)]>
est constituée de la valeur de cette somme en chacun des points de T . Le signal x˜ est aussi appelé le
mélange. Du fait de la simplicité du modèle de mixage 5.1.1, on parle de mélange linéaire instantané.
Puisque x˜ est une somme de processus gaussiens, il est lui même un processus gaussien. De plus,
sa fonction moyenne et sa fonction de covariance sont les sommes de celles des sources. En effet,









Un problème de séparation de sources est caractérisé par le fait que l’objectif est de récupérer
les sources s˜ à partir de l’observation de x˜ (T ). En toute généralité, on peut vouloir récupérer la
valeur des sources en d’autres points T ′ = [t′1, . . . , t′L′ ] de T que ceux où leur mélange est observé.
La méthodologie pour résoudre ce genre de problème dans un contexte gaussien est toujours la
même que celle présentée aux sections 2.2.3, 2.5.2 et 2.5.4.
– Tout d’abord, on écrit la distribution jointe des sources en T ′ et des observations en T :
s˜ (T ′, 1)
...








j=1 µ˜j (T )
 ,

K1 (T ′, T ′) 0 0 K1 (T ′, T )
0 . . . 0
...
0 0 KJ (T ′, T ′) KJ (T ′, T )
K1 (T, T ′) · · · KJ (T, T ′)
∑J




où [Kj (T, T ′)]l,l′ = kj (tl, t′l′) est une matrice de dimension L×L′ et donne la covariance de
la source j entre les positions de T et de T ′.
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– Ensuite, on obtient la distribution a posteriori des sources étant donné le mélange en utilisant
simplement les résultats classiques des distributions gaussiennes, exposés en section 2.2.1 : s˜ (T
′, 1)
...
s˜ (T ′, J)















Kj (T, T )







′, T ′) 0 0
0 . . . 0










Kj (T, T )
−1 [ K1 (T, T ′) · · · KJ (T, T ′) ] (5.1.5)
– Dans la mesure où cette distribution a posteriori est gaussienne, les valeurs ̂s˜ (T ′, j) des
sources estimées qui minimisent l’erreur quadratique moyenne sont données simplement par
µpost dans 5.1.4.
Alors que les approches traditionnelles pour
la séparation de sources, de type ACI, per-
mettent de séparer des signaux dont on n’a
aucune connaissance a priori, le modèle gaus-
sien permet très simplement de séparer des
signaux dont les fonctions de covariance, ou
du moins la famille auxquelles elles appar-
tiennent, sont connues.
Si les expressions 5.1.4 et 5.1.5 peuvent paraître dé-
routantes, il n’en demeure pas moins qu’elles ne font in-
tervenir que des opérations matricielles très simples à
implémenter et que tous les paramètres de la séparation
sont donnés par les fonctions moyennes µj et les fonctions
de covariance kj des sources, sur lesquelles je n’ai fait
aucune hypothèse particulière. Comme on le voit, cette
procédure de séparation de sources est très générale et ne
suppose même pas une structure particulière pour le do-
maine de définition T considéré. Par conséquent, le choix
des processus gaussiens pour la modélisation des sources
permet d’effectuer la séparation de fonctions additives définies sur des domaines de définition
quelconques.
J’ai illustré ce cas simple de séparation de sources en figure 5.1 pour la séparation du mélange
de deux séries temporelles (T = R). Leurs fonctions de covariance sont des cas particuliers de celles
présentées en section 2.3 page 28. Dans cet exemple, j’ai illustré le cas où les sources sont estimées
sur les mêmes points que les observations, i.e. le cas T ′ = T . On constate que les estimées sont très
fidèles aux sources originales.
Il est remarquable que la méthode proposée permette d’inclure une large variété de connais-
sances a priori sur les signaux séparés. En effet, chaque source est caractérisée par ses fonctions
de moyenne et de covariance, ce qui laisse une marge considérable à l’utilisateur de cette technique
pour définir la nature des signaux à séparer. Évidemment, le calcul 5.1.4 fait intervenir l’inversion
d’une matrice de dimension L× L, ce qui peut être prohibitif dans de nombreux domaines appli-
catifs. Cependant, toutes les méthodes d’approximation vues au chapitre 3 peuvent être utilisées
pour simplifier cette opération. Je montrerai en particulier en section 5.3 comment les calculs sont
simplifiés si les sources sont des PGLS.
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Figure 5.1: Séparation du mélange linéaire instantané de deux processus gaussiens indépendants.
Les deux processus sont centrés et leurs fonctions de covariance k1 et k2 sont connues. k1 est la
fonction EC 2.2.13 page 26, tandis que k2 est la fonction de covariance pseudo-périodique 2.3.5
page 33. J’ai généré une réalisation de chacun des processus, puis je les ai sommées pour obtenir
le mélange. Comme on le voit, les sources estimées en utilisant 5.1.4 sont fidèles aux originales.
5.2 Mélange linéaire instantané multicanal (I quelconque)
Dans la section précédente, j’ai considéré le cas où l’unique mélange observé est la simple somme
des sources. Dans de nombreuses applications pratiques, on dispose non pas d’un seul mélange des
sources, mais de plusieurs. Par exemple, dans le cas de la séparation de sources audio, si notre
objectif est de séparer les différentes pistes audio présentes dans un morceau de musique, il est
bien plus fréquent de disposer d’un signal stéréophonique plutôt que d’un signal monophonique.
Dans ce cas, on parlera d’un mélange multicanal, par opposition au cas du mélange monocanal.
Tout au long de ce texte, I désigne le nombre de mélanges disponibles.
Dans un mélange linéaire instantané, Le mé-
lange pour chaque t ∈ T est une combinai-
son linéaire des sources à la même position.
Aij ∈ C peut se comprendre comme le gain
de la source j dans le mélange i.
Comme signalé en section 1.2.2, il est courant d’intro-
duire la notion d’image d’une source s˜ (·, j). Alors qu’une
source est par définition un signal monocanal, l’image
y˜ (·, ·, j) est un signal multicanal, défini sur T×NI . Dans




y˜ (·, ·, j) . (5.2.1)
Un processus de mélange, ou de mixage, comme cela a déjà été souligné en section 1.2.2 page 2,
se définit alors comme l’opération à partir de laquelle les différentes images y˜ (·, ·, j) sont obtenues
à partir des sources s˜ (·, j) correspondantes. Dans ce chapitre, je considère le cas très simple d’un
mélange linéaire instantané, pour lequel il existe une matrice A de dimension I × J , telle que :
y˜ (·, i, j) = Aij s˜ (·, j) . (5.2.2)
De cette manière, en combinant 5.2.2 et 5.2.1, on obtient
∀t ∈ T, x˜ (t, ·) = s˜ (t, ·)A>. (5.2.3)
On constate que le cas 5.1.1 est un cas particulier de 5.2.3 pour I = 1 et Aij = 1.
Les opérations de la section précédente peuvent être menées exactement à l’identique pour la
séparation d’un mélange multicanal. Pour alléger les notations, je supposerai que les sources s˜ (·, j)
sont toutes de moyenne nulle. Il est cependant entendu qu’une moyenne non nulle mais connue est
prise en compte aisément, comme dans la section précédente.
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Ainsi, je suppose toujours un domaine de définition T quelconque et J processus gaussiens
indépendant s˜ (·, j) définis sur T et à valeurs dans C. Leurs fonctions de covariance kj sont toujours
supposées connues 1. Les mélanges 5.2.3, en tant que combinaisons linéaires de processus gaussiens
sont eux-mêmes des processus gaussiens, et on peut une fois de plus écrire la distribution jointe
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où la matrice Kjointe, de dimension (JL′ + IL)×(JL′ + IL) est structurée de la manière suivante :
Kjointe =
[
K (s˜ (T ′, ·) , s˜ (T ′, ·)) K (s˜ (T ′, ·) , x˜ (T, ·))
K (x˜ (T, ·) , s˜ (T ′, ·)) K (x˜ (T, ·) , x˜ (T, ·))
]
,
où les matricesK (s˜ (T ′, ·) , s˜ (T ′, ·)),K (x˜ (T, ·) , s˜ (T ′, ·)),K (s˜ (T ′, ·) , x˜ (T, ·)) etK (x˜ (T, ·) , x˜ (T, ·)),
de dimensions respectives JL′ × JL′, IL× JL′, JL′ × IL et IL× IL, sont données par :
K (s˜ (T ′, ·) , s˜ (T ′, ·)) =
 K1 (T
′, T ′) 0 0
0 . . . 0
0 0 KJ (T ′, T ′)
 ,
K (x˜ (T, ·) , s˜ (T ′, ·)) =
 K1 (T, T
′)A11 · · · KJ (T, T ′)A1J
... . . .
...
K1 (T, T ′)AI1 · · · KJ (T, T ′)AIJ
 ,
K (s˜ (T ′, ·) , x˜ (T, ·)) = K (x˜ (T, ·) , s˜ (T ′, ·))H
K (x˜ (T, ·) , x˜ (T, ·)) =

∑J
j=1A1jKj (T ′, T ′)A∗1j · · ·
∑J
j=1A1jKj (T ′, T ′)A∗Ij
... . . .
...∑J
j=1AIjKj (T ′, T ′)A∗1j · · ·
∑J
j=1AIjKj (T ′, T ′)A∗Ij
 . (5.2.5)
Dans ces conditions, il est facile de déterminer la distribution a posteriori des J sources en T ′
étant donnés les I mélanges observés en T en procédant une fois de plus au conditionnement de la
distribution jointe 5.2.4 par rapport aux I observations x˜ (T, i). Pour ce faire, j’utilise encore les
résultats de la section 2.2.1 : s˜ (T
′, 1)
...
s˜ (T ′, J)
 |
 x˜ (T, 1)...
x˜ (T, I)
 ∼ N (µpost, Kpost) , (5.2.6)
avec
µpost = K (s˜ (T ′, ·) , x˜ (T, ·))K (x˜ (T, ·) , x˜ (T, ·))−1




Kpost = K (s˜ (T ′, ·) , s˜ (T ′, ·))
−K (s˜ (T ′, ·) , x˜ (T, ·))K (x˜ (T, ·) , x˜ (T, ·))−1K (x˜ (T, ·) , s˜ (T ′, ·)) . (5.2.8)
1. Ainsi que leurs fonctions moyennes, ici identiquement nulles.
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Dans le formalisme gaussien proposé, il existe
une dissociation complète du problème de la
séparation et de celui de la modélisation. Si
on dispose des hyperparamètres des sources
ainsi que des coefficients de la matrice de mé-
lange, on peut procéder efficacement à la sé-
paration.
Une fois de plus, puisque leur distribution a poste-
riori 5.2.6 est gaussienne, l’estimée des sources qui mi-
nimise l’erreur quadratique est simplement leur moyenne
a posteriori 5.2.7.
Évidemment, le calcul de 5.2.7 et 5.2.8 fait intervenir
l’inversion de K (x˜ (T, ·) , x˜ (T, ·)), qui est une matrice de
dimension IL× IL. Dans de nombreux cas de figures, la
complexité de ce calcul est prohibitive.
Cependant, il est remarquable que dans tout ce qui
précède, aucune hypothèse particulière n’ait été faite sur la nature du domaine de définition T des
sources, ni sur l’expression précise de leurs fonctions de covariance. Bien que ces résultats soient
classiques dans le cas de la séparation de séries temporelles [38], on voit qu’il est possible d’utiliser
ce formalisme gaussien dans des contextes jusqu’à présent inédits de séparation. On peut de plus
remarquer que les expressions ci-dessus sont valables quel que soit le nombre I de mélanges par
rapport au nombre J de sources. En d’autres termes, le formalisme gaussien proposé n’est pas
restreint au cas de la séparation sous-déterminée ou bien à celui de la séparation sur-déterminée.
5.3 Processus gaussiens localement stationnaires
Bien qu’elles permettent la séparation de processus gaussiens indépendants définis sur des
espaces quelconques et caractérisés par leurs seules fonctions de covariance et de moyenne, les
opérations proposées en section précédente souffrent d’une complexité calculatoire qui peut devenir
prohibitive si le nombre LI des observations est trop grand. Dans le cas des signaux audio, il
est fréquent d’avoir L ≈ 106. Par conséquent, ces techniques ne peuvent pas être utilisées telles
quelles 2.
Au chapitre 3, j’ai présenté plusieurs approximations permettant de rendre les calculs possibles
dans le cas d’un nombre très important de données. D’une manière générale, toutes les techniques
permettant de réduire la complexité de l’inférence dans des modèles de processus gaussiens peuvent
être mises à profit dans le formalisme proposé pour la séparation de sources. Ainsi, il est fréquent
de pouvoir considérer un cas particulier dans lequel le calcul de la distribution a posteriori des
sources 5.2.6 se simplifie.
Je vais à présent montrer que le modèle localement stationnaire, présenté en section 3.3 page 52,
est un tel exemple de cas particulier pour lequel la complexité des calculs passe de O (L3I3) à
O (IL log (L)) et est dominée par des opérations de transformées de Fourier, pour lesquelles il
existe plusieurs implémentations optimisées disponibles 3.
Je me place dans cette section dans le même cadre de travail qu’en section 3.3 page 52. Ainsi,
le domaine de définition des sources est T = ZD et les observations sont faites sur une grille T
de points régulièrement échantillonnés 2.5.1 page 35. Comme c’est souvent le cas, je considèrerai
qu’on souhaite estimer les sources aux mêmes points T ′ = T que les observations. Je supposerai
de plus que l’opérateur de tramage G considéré est connu, tel que défini en section 3.2 page 47.
Dans ces conditions, soit s˜ un groupe de J PGLS indépendants et centrés s˜ (·, j). Le signal
observé n’est pas s˜, mais plutôt un groupe x˜ de I formes d’onde, défini de la même manière
qu’en 5.2.3. Du fait de la linéarité à la fois du tramage et de la transformée de Fourier, l’équation
de mélange 5.2.3 se traduit à l’identique sur les TFCT x du signal observé x˜, comme cela a déjà
été évoqué en 1.3.1 :
∀ (f ,n) , x (f ,n, ·) = As (f ,n, ·) , (5.3.1)
où les notations ont déjà été définies en partie 1.3.2 page 9.
Compte tenu de l’indépendance des sources et du fait que pour un PGLS, tous les points (f ,n)
sont indépendants (voir section 3.3.2 page 53), l’estimation des vecteurs sources s (f ,n, ·), de
dimension J × 1, peut se faire indépendamment pour chaque point (f ,n). De plus, tous les
{x (f ,n, ·)}f ,n sont des vecteurs de dimension I × 1 indépendants entre eux et gaussiens.
2. On verra cependant au chapitre 8 que ce formalisme général peut s’avérer utile dans certaines applications.
3. La plupart des langages de calcul scientifique tels que Python ou Matlab disposent d’implémentations effi-
caces des transformées de Fourier.
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Une fois encore, la méthodologie adoptée pour estimer la distribution a posteriori des sources
consiste à tout d’abord exprimer la distribution jointe des sources et des mélanges :[
s (f ,n, ·)






diag (P (f ,n, ·)) diag (P (f ,n, ·))AH
Adiag (P (f ,n, ·)) Adiag (P (f ,n, ·))AH
])
, (5.3.2)
où P (f ,n, ·) est le vecteur de dimension J × 1 qui donne la densité spectrale de puissance des
J sources au point (f ,n). En vertu du théorème de Wiener-Khinchin, leur connaissance est équi-
valente à celle des fonctions de covariance des sources (voir section 2.5.3). Il est alors possible
de simplement déduire de 5.3.2 et des résultats de la section 2.2.1 l’expression analytique de la
distribution a posteriori des sources étant donné le mélange :
s (f ,n, ·) | x (f ,n, ·) ∼ Nc
(




µpost (f ,n, ·) = diag (P (f ,n, ·))AH
(
Adiag (P (f ,n, ·))AH)−1 x (f ,n, ·) (5.3.4)
et
Kpost (f ,n, ·, ·) = diag (P (f ,n, ·))
− diag (P (f ,n, ·))AH (Adiag (P (f ,n, ·))AH)−1Adiag (P (f ,n, ·)) (5.3.5)
L’état de l’art [17, 30, 45, 72, 69, 155] se
concentre exclusivement sur le cas des PGLS,
pourD = 1. Comme on le voit, les opérations
de séparation correspondantes sont directe-
ment applicables à D quelconque, et ce quel
que soit le modèle choisi pour les DSP P des
sources. C’est en cherchant le modèle tempo-
rel correspondant à ces méthodes que je suis
parvenu à la formulation plus générale qui
fait l’objet de cette partie.
Une fois encore, la distribution a posteriori des
sources étant gaussienne, la valeur estimée qui mini-
mise l’erreur quadratique est simplement donnée par leur
moyenne 5.3.4. Contrairement aux résultats de la section
précédente faisant intervenir l’inversion d’une grande ma-
trice de dimension LI×LI, le calcul de la moyenne 5.3.4
et de la covariance 5.3.5 a posteriori ne fait interve-
nir pour chaque point (f ,n) que l’inversion de la ma-
trice Adiag (P (f ,n, ·))AH , de dimension I × I, ce qui
constitue une réduction considérable de la complexité de
la méthode. De plus, les traitements dans chaque point
(f ,n) pouvant être effectués indépendamment, il est pos-
sible de largement paralléliser ces calculs. Une fois les
moyennes a posteriori calculées dans tous les points (f ,n), les sources estimées peuvent être ré-
cupérées simplement par transformée de Fourier inverse puis par addition-recouvrement, comme
suggéré en section 3.2.3. La complexité totale de ces opérations est dominée par les calculs des
transformées de Fourier, menant à un traitement d’une complexité totale 4de O (INF log (F )), ce
qui constitue une réduction particulièrement remarquable de la complexité initiale O (L3I3) du
calcul dans le cas général. Bien entendu, cette réduction de la complexité de la séparation a un
prix, puisqu’elle n’est valide que dans le cas où les sources peuvent être modélisées comme des
processus gaussiens localement stationnaires centrés et sont de plus régulièrement échantillonnées.
Tel est le cas des signaux audio, qui m’occuperont en parties III et IV.
De la même manière qu’en section précédente, les calculs ci-dessus sont valables quel que soit
le nombre I de mélanges par rapport au nombre J de sources et mènent donc à des solutions
opérationnelles à la fois dans le cas sous-déterminé (I < J) et sur-déterminé (I ≥ J). On peut
d’ailleurs remarquer que si A est inversible, 5.3.4 coïncide simplement avec A−1x (f ,n, ·). Dans
la littérature sur la séparation de sources, les développements ci-dessus sont désormais classiques
dans le cas des séries temporelles (D = 1) et pour un ou deux capteurs. On ne peut cependant pas
dire qu’il soit largement reconnu, même aujourd’hui, que le même modèle gaussien peut s’appliquer
4. Pour chacune des N trames de chacun des I mélanges, le calcul d’une transformée de Fourier rapide peut se
faire en O (F logF ) opérations si F est une puissance de 2.
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quelle que soit la détermination du problème et indépendamment du modèle choisi pour les DSP P
des sources. De plus, ce texte est à ma connaissance le premier à établir que les mêmes résultats sont
valides quelle que soit la dimensionD du domaine de définition des sources. Ce faisant, il établit une
connexion intéressante entre les techniques appliquées en traitement des séries temporelles pour la
séparation et celles utilisées en interpolation spatiale [44, 32]. Dans ce domaine, il est cependant
notable que les signaux ne peuvent que très rarement être considérés comme centrés, leurs fonctions
moyenne sont rarement connues et il arrive fréquemment qu’ils ne soient pas échantillonnés de
manière régulière. Malgré tout, ce sont les mêmes idées de mélanges de processus gaussiens qui y
sont à l’œuvre. D’ailleurs, le modèle de mélange linéaire instantané 5.2.3 a des similarités frappantes




Dans ce chapitre, je montre comment le modèle linéaire instantané présenté au chapitre pré-
cédent peut être étendu au cas de modèles de mélanges plus complexes. Les deux modèles que je
présente ici se comprennent comme autant de manières de définir le lien entre les J signaux sources
s˜ (·, j) et leurs images y˜ (·, ·, j), dont les mélanges observés sont la somme 5.2.1 :
∀i, x˜ (·, i) =
J∑
j=1
y˜ (·, i, j) .
Un modèle de mixage permet de préciser le
lien entre un processus source et son image.
Comme son nom l’indique, il n’est qu’un mo-
dèle qui rend compte d’une réalité complexe.
Lorsque je dirai que les sources sont mixées
de manière convolutive ou diffuse, je voudrai
bien sûr dire que leur mélange est modélisé
en utilisant une approximation convolutive
ou diffuse.
Si le modèle linéaire instantané 5.2.2 introduit une
relation linéaire très simple entre chaque source et son
image, il est possible d’envisager d’autres modèles de mé-
lange. Dans un premier temps, je présente en section 6.1
le modèle de mélange convolutif, classique en traitement
du signal audio et fréquemment utilisé en séparation de
sources dans ce domaine [155, 38, 50]. L’intérêt de ma
présentation par rapport à celles qu’on trouvera dans la
littérature réside principalement dans le fait que je pré-
sente ce modèle dans un contexte un peu plus général, où
le domaine de définition T des sources est ZD, et non pas
seulement Z. Cependant, il est clair que cette extension
ne se fait qu’au prix de très minimes complications des expressions et cela explique la concision de
ma présentation de ce modèle classique.
Dans un deuxième temps, je présenterai en section 6.2 le modèle diffus, aussi appelé modèle de
rang plein, récemment proposé par Duong et al. [50, 49, 47] dans un contexte de séparation de
sources audio. Ce modèle établit une rupture forte avec le modèle convolutif dans la mesure où le
lien entre une source et son image n’est plus supposé déterministe, mais probabiliste. En ce sens,
il permet une bien plus grande souplesse, au prix d’un plus grand nombre de paramètres. Une fois
encore, je présenterai ce modèle dans le cadre plus général des PGLS en dimension quelconque, et
je préciserai comment les images des sources peuvent y être récupérées à partir des mélanges.
6.1 Modèle convolutif
6.1.1 Motivations : le cas de l’audio (T = Z)
Lors de la production d’un morceau de musique à partir des différentes pistes qui le composent,
il est extrêmement fréquent d’appliquer aux pistes certains effets lors de la procédure de mixage,
en plus de leur latéralisation sur le plan stéréo ou dans l’espace spatial du format 5.1. Certains de
ces effets, comme l’égalisation, peuvent être modélisés comme un processus de filtrage. Dans ces
conditions, le ième canal y˜ (·, i, j) de l’image de la source s˜ (·, j), aussi appelé la contribution de la
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source j dans le ième mélange, est obtenu par :
∀t ∈ Z, y˜ (t, i, j) =
+∞∑
τ=−∞
aij (τ) s˜ (t− τ, j) , (6.1.1)
où aij est la réponse impulsionnelle du filtre de mélange de la source j vers le mélange i. L’opéra-
tion 6.1.1 est une convolution, notée ∗ dans la suite :
∀t ∈ Z, y˜ (t, i, j) = (aij (·) ∗ s˜ (·, j)) (t) .
La classification des différentes propriétés de l’opération de filtrage est un problème classique de
la littérature du traitement du signal. Dans la suite de cet exposé, je considèrerai toujours que
les filtres de mélange aij sont tels que 6.1.1 existe. À cet effet, je me restreindrai au cas simple et
suffisant (mais pas nécessaire) des filtres de mélange à réponse impulsionnelle finie (RIF), c’est-à-
dire pour lesquels
∃H ∈ N : ∀τ ∈ T, |τ | > H ⇒ aij (τ) = 0 (6.1.2)
où le plus petit H vérifiant 6.1.2 désigne l’ordre du filtre. Si on suppose en plus que le filtre est
causal, on a une réponse impulsionnelle nulle pour τ < 0.
Comme on le voit, le cas linéaire instantané 5.2.2 est un cas particulier de mélange convolutif
pour lequel H = 0.
Le modèle convolutif est assez adéquat pour modéliser un effet d’égalisation appliqué à des sons,
et très satisfaisant lorsqu’on cherche à simuler le parcours d’un son dans l’air ou sa propagation à
travers des matériaux. Il est également très utile pour rendre compte fidèlement du trajet acoustique
d’une source ponctuelle située à une position spatiale quelconque vers chacune des oreilles d’un
auditeur. Dans ce contexte, on parle volontiers de filtrage binaural, ou encore de spatialisation. Pour
peu que l’ordre H considéré soit suffisamment élevé, il peut aussi être adéquat pour la modélisation
de réverbération ou d’échos.
D’expérience, je dirais qu’un modèle convo-
lutif est satisfaisant dès lors qu’on cherche
à rendre compte d’une opération naturelle
appliquée à une source sonore ponctuelle
comme sa diffusion dans l’air ou sa transmis-
sion à travers certains matériaux. Il atteint
souvent ses limites dès lors que la source ne
peut plus être supposée ponctuelle ou que les
traitements considérés sont résolument arti-
ficiels, comme le cas d’une lourde réverbé-
ration, d’une distorsion, d’une compression
dynamique, etc.
En revanche, il arrive qu’un modèle convolutif ne
soit pas satisfaisant. On peut constater en observant son
expression mathématique 6.1.1 qu’il s’agit d’une opéra-
tion linéaire. Or, il arrive fréquemment dans la produc-
tion musicale que des traitements fortement non-linéaires
soient appliqués aux sources. Par exemple, il est extrême-
ment fréquent d’appliquer sur la voix une compression,
qui en réduit la dynamique au sein du mélange. De la
même manière, il est courant d’appliquer une distorsion
à un son de voix ou de guitare pour en modifier le timbre.
De tels traitements sont mal modélisés par une simple
convolution. Il faut avoir conscience de ce problème lors-
qu’on adopte un modèle convolutif pour rendre compte
du processus de mixage 1.
Cependant, le modèle convolutif reste central dans de
nombreuses méthodes de séparation de sources, parce qu’il permet des traitements particulière-
ment efficaces en termes de complexité calculatoire. On verra d’ailleurs au chapitre 12 que ses
performances pour la récupération des images sont souvent très satisfaisantes, même si le mélange
est fortement non linéaire. Dans tous les cas, il existe une communauté de chercheurs qui s’at-
telle aujourd’hui à la mise au point de modèles efficaces permettant de séparer des mélanges non
linéaires [202, 113, 2, 38].
1. La modélisation de mixages non linéaires complexes en audio reste encore aujourd’hui un enjeu scientifique
ouvert. Le fait que l’article récent de N. Stürmel sur le sujet [201] ait reçu un prix distinctif montre qu’il existe
une réelle demande pour des modèles plus fidèles du mixage musical tel qu’accompli par les professionnels.
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6.1.2 Séparation de mélanges convolutifs (T = ZD)
Dans cette section, je vais m’intéresser au cas général 2 de la séparation de sources définies
sur T = ZD, où le mixage est convolutif. Comme précédemment, je noterai s˜ un ensemble de J
processus gaussiens indépendants définis sur T et à valeurs dans C, dont les fonctions de moyenne
et de covariance sont notées µj (t) et kj (t, t′). Une fois encore, les I mélanges x˜ (·, i) sont modélisés
comme la somme instantanée des J images y˜ (·, ·, j) comme en 5.2.1 page 77. Je ferai à nouveau
l’hypothèse que toutes les fonctions moyenne µj sont nulles pour alléger les notations. Si tel n’est
pas le cas, on peut les prendre en compte facilement comme je l’ai fait en section 5.1.
L’opération de convolution 6.1.1 par laquelle les images sont obtenues à partir des sources dans
le cas T = Z des séries temporelles peut sans problème être généralisée au cas T = ZD et on a
alors :
∀ (t, i, j) , y˜ (t, i, j) =
∑
τ∈T
aij (τ) s˜ (t− τ, j) ,
noté comme en section précédente :
y˜ (t, i, j) = (aij (·) ∗ s˜ (·, j)) (t) , (6.1.3)
où aij (·) est encore ici appelé la réponse impulsionnelle du filtre de mélange de la source j vers le
mélange i. Une fois encore, je supposerai que 6.1.3 existe. A cet effet, je ferai de nouveau l’hypothèse
suffisante mais pas nécessaire que aij est à réponse impulsionnelle finie, en supposant 3 :
∃H ∈ N : ∀τ ∈ T, ‖τ‖∞ > H ⇒ aij (τ) = 0. (6.1.4)
Le plus petit H vérifiant 6.1.4 sera appelé l’ordre du filtre de mélange. Il définit une boule en
dehors de laquelle la réponse impulsionnelle aij est nulle.
En tant que combinaison linéaire de processus gaussiens, chaque image y˜ (·, ·, j) est elle-même
un processus gaussien défini sur NI × T à valeur dans C dont la moyenne est (aij ∗ µj) (t) = 0 et
dont la fonction de covariance kj ((i, t) , (i′, t′)) est donnée par :
∀ ((i, t) , (i′, t′)) , E [y˜ (t, i, j) y˜ (t′, i′, j)∗] = E[(∑
τ∈T
aij (τ) s˜ (t− τ, j)
)(∑
τ ′∈T





aij (τ) ai′j (τ ′)∗ kj (t− τ, t′ − τ ′)





) ∗ kj (·, ·)) (t, t′) , (6.1.5)
où aija∗i′j (t, t′) = aij (t) a∗i′j (t′) est le produit de aij et de a∗i′j , défini sur T × T. Comme on le
voit, la fonction de covariance de chaque image peut s’exprimer en fonction de celle de la source
correspondante et des réponses impulsionnelles de ses filtres de mélange.
Ainsi, j’ai établi que si les sources sont J processus gaussiens, l’image y˜ (·, ·, j) de chacune
est elle-même un processus gaussien dont j’ai donné les fonctions de moyenne et de covariance.
Si l’objectif du traitement est de récupérer ces images à partir de l’observation du mélange, le
même traitement que celui présenté en section 5.1 peut être utilisé. En effet, le mélange est par
définition 5.2.1 la somme instantanée des J images. Il suffit donc d’utiliser leurs fonctions de
moyenne et de covariance pour les séparer.
Par contre, si l’objectif est de récupérer non pas les J images y˜ (·, ·, j), mais les sources s˜ (·, j),
alors il est nécessaire encore une fois d’appliquer la méthodologie déjà rencontrée à chaque fois que
j’ai abordé un problème de régression en utilisant des processus gaussiens. Dans la mesure où le
cas que j’aborde à présent généralise l’ensemble de ceux vus précédemment en sections 2.2.3, 5.1
et 5.2, il me parait intéressant de le détailler encore.
2. Il est possible d’étendre cette discussion à des domaines de définition T bien plus généraux que ZD mais une
telle extension est au-delà de mes compétences actuelles en mathématiques fondamentales. Dans les applications
que je considère, le cas de T = ZD est de toute façon suffisant.
3. Pour τ = [τ1, . . . , τD] , vecteur de dimension D × 1, ‖τ‖∞ désigne la valeur la plus grande des τd.
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La séparation des images dans le cas convo-
lutif se ramène à celui de la séparation des
sources dans un mélange monocanal instan-
tané en remplaçant les fonctions moyenne
et covariance des sources par celles des
images 6.1.5.
Soient deux ensembles T et T ′ de L et L′ points de
T, respectivement. Je suppose qu’une réalisation x˜ (T, ·)
du mélange multicanal, de dimension IL×1 est observée
sur T et que l’objectif est d’estimer la valeur s˜ (T ′, ·), de
dimension JL′ × 1 des sources en T ′. Avant d’aller plus
loin, calculons la covariance kj ((i, t) , t′) entre une image
et la source correspondante :
kj ((i, t) , t′) = E
[












aij (τ) kj (t− τ, t′)
= (aij (·) ∗ kj (·, t′)) (t) . (6.1.6)
Munis des fonctions de covariance kj des sources et de l’expression 6.1.6, la distribution jointe
de vec x˜ (T, ·) et de vec s˜ (T ′, ·) est donnée par :[








où la matrice Kjointe, de dimension (JL′ + IL)×(JL′ + IL) est structurée de la manière suivante :
Kjointe =
[
K (s˜ (T ′, ·) , s˜ (T ′, ·)) K (x˜ (T, ·) , s˜ (T ′, ·))H
K (x˜ (T, ·) , s˜ (T ′, ·)) K (x˜ (T, ·) , x˜ (T, ·))
]
,
dont les sous-matrices K (s˜ (T ′, ·) , s˜ (T ′, ·)), K (x˜ (T, ·) , s˜ (T ′, ·)) et K (x˜ (T, ·) , x˜ (T, ·)), de dimen-
sions respectives JL′ × JL′, IL× JL′ et IL× IL, sont définies naturellement en fonction de kj et
de 6.1.6. En effet, du fait de l’indépendance des sources, on a par exemple :
E
[
x˜ (tl, i) s˜ (tl′ , j)∗
]
= kj ((i, tl) , tl′) .
Comme en section 5.2, on peut alors déterminer la distribution a posteriori de s˜ (T ′, ·) étant
donné x˜ (T, ·) et obtenir les mêmes expressions :






µpost = K (x˜ (T, ·) , s˜ (T ′, ·))H K (x˜ (T, ·) , x˜ (T, ·))−1 vec x˜ (T, ·) (6.1.9)
et
Kpost = K (s˜ (T ′, ·) , s˜ (T ′, ·))
−K (x˜ (T, ·) , s˜ (T ′, ·))H K (x˜ (T, ·) , x˜ (T, ·))−1K (x˜ (T, ·) , s˜ (T ′, ·)) . (6.1.10)
Étant donnés {kj}j , {aij (·)}i,j et x˜ (T, ·), l’estimée des sources qui minimise l’erreur quadra-




, qui peut vite
devenir prohibitive si les signaux observés sont de grande dimension.
Une fois encore, on voit que le formalisme gaussien permet de récupérer non seulement leurs
images, mais aussi les sources, à partir de l’observation d’un mélange convolutif, et ce quel que soit
le nombre relatif de sources J par rapport à celui des mélanges.
Il faut malgré tout souligner encore ici que tous les traitements présentés dans cette section se
distinguent nettement du cas de la séparation aveugle des sources, où très peu d’hypothèses sont
faites sur la nature des signaux. Ici au contraire, j’ai supposé qu’elles étaient des processus gaussiens
dont les fonctions de covariance sont connues. Une telle configuration peut paraître irréaliste mais
on verra qu’il n’en est rien dans le cas de la séparation informée en parties III et IV. Si elles
ne sont pas connues, il est encore possible de mettre à profit le formalisme gaussien et on verra
bientôt au chapitre 7 que ces paramètres peuvent être appris, si certaines connaissances a priori
les concernant sont disponibles.
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6.1.3 Processus gaussiens localement stationnaires
De la même manière que l’hypothèse de stationnarité locale a permis de grandement simplifier
les calculs dans le cas instantané en section 5.3 page 79 si les signaux sont régulièrement échantillon-
nés, on va voir ici que les mêmes simplifications se produisent dans le cas d’un modèle convolutif.
Je suppose donc la même configuration que dans le cas instantané vu en section 5.3 page 79, mais
les images des sources sont remplacées par leur version convolutive 6.1.3.
Je vais montrer que sous certaines conditions, le mélange convolutif de processus gaussiens
localement stationnaires se traduit dans le domaine fréquentiel par un mélange instantané similaire
à 5.3.1 page 79 pour lequel la matrice de mélange A dépend désormais de l’indice de fréquence
f considéré. Ces développements, désormais classiques, ont été proposés dans la littérature sur la
séparation de mélanges convolutifs dans [164] et repris récemment [155, 163].
Pour commencer, c’est une des propriétés de la transformée de Fourier discrète de transformer
une convolution circulaire en multiplication.
Si a et b sont deux vecteurs de dimension H×1, soit a~b leur convolution circulaire, définie par :
(a~ b) (n) =
∑
τ∈NH
a (τ) b ((n− τ) mod [H]) , (6.1.11)
où (n− τ) mod [H] est le reste de la division Euclidienne de n−τ par H (opération modulo). Dans
ces conditions, le théorème de la convolution circulaire indique que :
F {a~ b} = F {a} · F {b} .
Une propriété largement utilisée en pratique est que si il existe Ha  H tel que
∀n > Ha,a (n) = 0,
c’est-à-dire si un des vecteurs est bien plus court que l’autre (et ramené à la taille H par ajout de
zéros terminaux), alors on a :
F {a ∗ b} ≈ F {a} · F {b} . (6.1.12)
En d’autres termes, la convolution des vecteurs a et b est à peu près équivalente à une multiplication
dans le domaine fréquentiel, parce que dans ce cas, elle est très proche d’une convolution circulaire.
Les mêmes résultats se montrent en dimension quelconque, où la convolution circulaire 6.1.11 est
définie de manière analogue.
Par ailleurs, je vais montrer à présent que sous certaines conditions, on peut exprimer l’expres-
sion d’une trame G {x˜ (·, i)} (t,n) du ième mélange en fonction de celle du tramage G {s˜ (·, j)} des
sources. Pour ce faire, je reprends les mêmes notations que celles de la section 3.2.3 page 48 :


























aij (τ) (g (t) s˜ (t− τ + n ·L0 · (1− ρ) , j))
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En observant cette dernière expression et en la comparant à la définition du fenêtrage 3.2.6
page 49, on remarque que si on a :
∀ (t, τ) , g (t) = g (t− τ ) , (6.1.13)
autrement dit, si g peut être considérée comme constante sur le support de la réponse impulsionnelle
de aij , alors on a :
∀ (i, t,n) ∈ NI × T0 ×NG , G {x˜ (·, i)} (t,n) ≈
J∑
j=1
(aij ∗ G {s˜ (·, j)} (·,n)) (t) , (6.1.14)
où l’approximation survient du fait de l’inexactitude de l’expression 6.1.13. Pour peu que l’ordre H
de tous les filtres de mélange soit suffisamment petit devant la taille du domaine de définition T0
de chaque trame, l’approximation 6.1.14 est valide, ce qui signifie que le tramage d’une convolution
peut être approximé par la convolution du tramage.
Enfin, si H est suffisamment petit, on a vu que l’approximation 6.1.12 est également valide, ce
qui signifie que la TFCT x des mélanges est alors donnée par :
∀ (f ,n) , x (f ,n, ·) ≈ A (f) s (f ,n, ·) , (6.1.15)
où
[A (f)]i,j = FD {aij} (f) (6.1.16)
est une matrice de mélange dépendante de la fréquence.
On voit que sous certaines hypothèses, le cas du mélange convolutif peut se ramener à celui
des mélanges instantanés, où la matrice de mélange est différente selon la fréquence. Ce constat,
désormais classique en séparation de signaux audio [164, 155], est d’une importance pratique consi-
dérable. Il signifie en effet que :
la séparation de sources mélangées de manière convolutive peut être accomplie exactement de la
même manière qu’en section 5.3, en remplaçant la matrice de mélange A par A (f) défini en 6.1.16.
Le cas linéaire instantané (H = 0) est un cas particulier de 6.1.16, pour lequel la matrice de
mélange est constante en fonction de la fréquence.
Dans le cas convolutif, si les filtres de mé-
langes sont suffisamment courts et si la fe-
nêtre de pondération utilisée lors du fenê-
trage est constante ou évolue lentement à
l’échelle des filtres de mélange, alors le mé-
lange reste instantané pour les TFCT.
Il est clair que l’approximation 6.1.15 repose sur deux
hypothèses assez restrictives. La première est que les
filtres de mélange ont une réponse impulsionnelle suf-
fisamment courte 4. La deuxième est l’utilisation d’une
fenêtre d’analyse rectangulaire pour le tramage, ou tout
au moins d’une fenêtre qui varie peu sur le support de
la réponse impulsionnelle des filtres de mélange 5. Une
fenêtre rectangulaire ne permet pas de récupérer des si-
gnaux lisses par addition-recouvrement 3.2.9 page 49. En
effet, elle introduit des discontinuités entre les trames au moment de la reconstruction et il de-
vient nécessaire pour la synthèse des signaux d’utiliser une méthode faisant intervenir une fenêtre
de synthèse lisse, différente de celle d’analyse. La procédure d’addition-recouvrement utilisée est
alors 3.2.10.
De manière à prendre en compte le fait que l’équation de mélange 6.1.15 n’est qu’une approxi-
mation, Certains auteurs proposent [155, 50] de ne pas prétendre à son exactitude dans les calculs,
mais de plutôt la remplacer par :
∀ (f ,n) , x (f ,n, ·) = A (f) s (f ,n, ·) +  (f ,n, ·) , (6.1.17)
4. L’approximation est correcte pour des filtres d’un support environ 5 fois plus petit que celui des trames.
5. Je remercie Roland Badeau et Cédric Févotte de m’avoir aidé à l’identification précise des conditions
nécessaires pour que 6.1.15 soit vérifié.
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où  (f ,n, ·) est un bruit additif gaussien, dont la matrice de covarianceK (f ,n), de dimension I×
I, est supposée connue 6. Dans ces conditions, la matrice de covariance du mélange devient
K (x (f ,n, ·) ,x (f ,n, ·)) = A (f)diag (P (f ,n, ·))A (f)H +K (f ,n) , (6.1.18)
et la distribution a posteriori des sources s (f ,n, ·) est donnée par :
s (f ,n, ·) | x (f ,n, ·) ∼ Nc
(




µpost (f ,n, ·) = diag (P (f ,n, ·))A (f)H K (x (f ,n, ·) ,x (f ,n, ·))−1 x (f ,n, ·) (6.1.20)
et
Kpost (f ,n, ·, ·) = diag (P (f ,n, ·))
− diag (P (f ,n, ·))A (f)H K (x (f ,n, ·) ,x (f ,n, ·))−1A (f)diag (P (f ,n, ·)) (6.1.21)
Le terme de bruit additif dans 6.1.17 ne cor-
respond pas nécessairement à un bruit réelle-
ment ajouté lors du mixage. Il peut ne corres-
pondre qu’à la prise en compte d’une incer-
titude sur l’équation 6.1.15 ou à une erreur
de modélisation.
Puisque leur distribution a posteriori 6.1.19 est gaus-
sienne, les sources sont estimées aux moindres carrés par
leur moyenne a posteriori 6.1.20. Une fois encore, ces
conclusions sont valides quel que soit le nombre I de mé-
langes et le nombre J de sources et la dimension D du
domaine de définition des sources. Il est intéressant de
constater que l’introduction d’un bruit additif dans le
modèle 6.1.17 permet souvent de garantir l’inversibilité
de la matrice de covariance du mélange et ainsi de ré-
soudre les problèmes numériques posés par un éventuel mauvais conditionnement, ce qui arrive
fréquemment car de nombreuses valeurs de A (f) sont très faibles.
6.2 Modèle diffus
6.2.1 Motivations
L’approximation par laquelle un mélange convolutif 6.1.1 se traduit par un mélange linéaire 6.1.17
des TFCT repose sur des hypothèses assez restrictives. Non seulement l’hypothèse même d’un mé-
lange convolutif peut être discutable, comme on l’a vu en section 6.1.1, mais cette simplification
n’est valable que pour des filtres de mélange dont la réponse impulsionnelle est d’un ordre petit
devant la taille des trames. Or, il est fréquent dans de nombreuses applications pratiques que les
filtres de mélange n’aient pas une réponse impulsionnelle courte. C’est par exemple le cas en trai-
tement du signal audio lors de la présence d’une réverbération. De tels filtres ont fréquemment
des réponses impulsionnelles d’une durée proche de la seconde, ce qui est bien plus long que la
longueur d’une trame, habituellement de l’ordre de 50ms.
La prise en compte 6.1.18 d’une incertitude dans le modèle n’est souvent qu’un pis-aller dans la
mesure où si la covariance K (f ,n) du bruit additif devient importante, elle éclipsera la contribu-
tion des sources dans le calcul de la covariance 6.1.18 des mélanges, baissant d’autant la qualité de
l’estimation. Pour qu’un tel modèle de bruit soit efficace, l’expérience montre qu’il est important
qu’il corresponde à une réelle source de bruit, ou bien qu’il soit de faible variance.
Dans ces conditions,N. Duong et al. ont introduit récemment pour la séparation de sources [50,
49, 48, 47] un modèle de mélange significativement plus expressif, issu de la communauté de
l’acoustique probabiliste des salles [93] qui permet de prendre en compte des temps de réverbération
6. On verra au chapitre 7 qu’elle peut être apprise à partir des observations, comme les autres paramètres du
modèle.
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conséquents et des sources non ponctuelles. Ce modèle porte le nom de modèle gaussien de rang
plein. Dans cet exposé, je l’appellerai aussi modèle diffus. Comme on va le voir, il admet le mixage
convolutif 6.1.17 comme un cas particulier.
Il est fréquent que des filtres de mélange
réels ne respectent pas les hypothèses re-
quises pour les traitements présentés en sec-
tion 6.1.3.
Toujours en adoptant les notations des PGLS de
la section 5.3, le modèle diffus suppose que la cova-
riance K (y (f ,n, ·, j) ,y (f ,n, ·, j)) d’une image à un
point (f ,n) est donnée par :
K (y (f ,n, ·, j) ,y (f ,n, ·, j)) = P (f ,n, j)Rj (f) ,
(6.2.1)
où Rj (f) est une matrice définie positive de dimension I×I, appelée matrice de covariance spatiale
de la source j pour l’index de fréquence f . P (f ,n, j) désigne toujours la densité spectrale de la
source j au point (f ,n).
Dans le domaine de la séparation de sources audio, la plupart des études dont j’ai connaissance
qui font intervenir le modèle de rang plein [47, 50, 49, 52, 48, 51, 163] posent 6.2.1 en justifiant cette
hypothèse par l’invocation de travaux précurseurs en acoustique statistique portant sur l’étude de
longues réverbérations [93]. Ce modèle est de plus exprimé dans le domaine de la TFCT, ce qui
revient à le restreindre au cas des PGLS, alors que les idées qui le sous-tendent sont en fait assez
générales. Dans la section suivante, je propose de montrer comment le modèle diffus peut s’expliquer
par l’abandon de l’hypothèse de ponctualité des sources.
6.2.2 Formalisation
Jusqu’à présent, j’ai toujours supposé qu’un signal source était l’unique réalisation d’un proces-
sus gaussien défini sur T et à valeurs dans C. Dans ce cas, on parle de source ponctuelle. Cependant,
il est possible qu’en réalité, ce ne soit pas une seule réalisation de cette source qui soit observée
par le biais de son image, mais plusieurs. Dans ce cas, on parlera de sources diffuses et l’image
d’une source s’exprime alors comme la superposition de toutes les contributions provenant de ses
différentes réalisations, toutes supposées indépendantes.
Dans le cas d’une source sonore, la structure
vibrante ne se résume pas à un unique point
de l’espace et donc à une unique réalisation
du processus source. Au contraire, elle cor-
respond à tout un ensemble de telles réali-
sations, chacune mixée d’une manière diffé-
rente puisque située en un endroit particulier
de l’espace.
Soit s˜ (·, j) un des processus sources. Notons
{s˜ (·, q, j)}q=1,...,Q un ensemble de Q réalisations
de s˜ (·, j), toutes indépendantes et données sur tout T.
Pour un ensemble T de points de T, le modèle diffus re-
vient à supposer que l’image y˜ (T, ·, j) de la source est
la superposition des mélanges convolutifs des Q réalisa-
tions s˜ (·, q, j), par des filtres de mélanges fiq,j (τ) :
∀t ∈ T, y˜ (t, i, j) =
Q∑
q=1
(fiq,j (·) ∗ s˜ (·, q, j)) (t) . (6.2.2)
Dans le cas où la source s˜ (·, j) est un PGLS et si on
fait l’hypothèse que tous les filtres de mélanges fiq,j (τ) sont suffisamment courts, l’approxima-
tion 6.1.15 est valable et le modèle 6.2.2 peut s’exprimer dans le domaine de la TFCT comme :
y (f ,n, i, j) =
Q∑
q=1
Fiq,j (f) s (f ,n, q, j) , (6.2.3)
où s (·, ·, q, j) est la TFCT de la qème réalisation de s˜ (·, j), indépendante des autres. Fiq,j (f)
donne la réponse en fréquence du filtre fiq,j (τ), à l’indice f . Si on regroupe tous les {Fiq,j (f)}i,q
dans la matrice Fj (f), de dimension I×Q et qu’on note F·q,j (f) sa qème colonne, on peut calculer
simplement la matrice de covariance K (y (f ,n, ·, j) ,y (f ,n, ·, j)) de l’image de la source j prise
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au point (f ,n) :
K (y (f ,n, ·, j) ,y (f ,n, ·, j)) = E
[





F·q,j (f) s (f ,n, q, j)
) Q∑
q′=1
F·q′,j (f) s (f ,n, q′, j)
H

= P (f ,n, j)
Q∑
q=1
F·q,j (f)F·q,j (f)H (6.2.4)
= P (f ,n, j)Fj (f)Fj (f)H︸ ︷︷ ︸
Rj(f)
. (6.2.5)
Le résultat de la ligne 6.2.4 s’obtient si on suppose que toutes les réalisations sont indépendantes
et ont la même DSP. Comme on le voit, on retombe bien avec 6.2.5 sur le modèle diffus 6.2.1. On
peut remarquer en outre que cette définition de la matrice de covariance spatiale garantit sa
positivité.
Plusieurs remarques peuvent être faites sur ces résultats. Tout d’abord, si on ne considère
qu’une seule réalisation des sources (Q = 1), on voit que le modèle diffus se confond avec le
modèle convolutif. Cela parait naturel puisque ce dernier est restreint aux sources ponctuelles.
Plus précisément, on a alors :
Rj (f) = Aj (f)Aj (f)H , (6.2.6)
où Aj (f) est la jème colonne de la matrice de mélange A (f).
Ensuite, il faut souligner que chaque colonne de la matrice Fj (f) donne la répartition de la
réalisation correspondante vers les I canaux de l’image. Si certaines de ces colonnes sont colinéaires,
cela signifie que les points correspondants de la source proviennent de la même direction. A l’opposé,
si elles sont indépendantes et se répartissent uniformément sur CI , alors la source proviendra de
toutes les directions, et Rj (f) tendra vers la matrice identité. On peut interpréter de cette manière
l’ajout d’un bruit additif 6.1.17 dans l’équation de mélange du modèle ponctuel.
Ces considérations sur le modèle diffus peuvent être considérablement étendues. Pour commen-
cer, il n’est pas nécessaire de supposer que les sources sont des PGLS. L’idée de considérer l’image
comme la superposition de contributions provenant de plusieurs réalisations indépendantes de la
source ne dépend pas du modèle particulier choisi pour les sources. Par ailleurs, il est tout à fait
possible d’élargir le cas d’un nombre fini de sources ponctuelles Q au cas d’une source présentant
une densité de présence dans l’espace. Quoiqu’il en soit, ces extensions peuvent être abordées de
manière élégante en utilisant le formalisme des processus gaussiens.
6.2.3 Séparation dans le cas diffus
On a vu que le modèle diffus se traduit par l’hypothèse que le signal image est la résultante de
contributions provenant de plusieurs réalisations du processus source. Si les filtres de mélange Fj (f)
de ces réalisations, tels que définis en 6.2.3 sont connus, récupérer chacune d’entre elles revient à
procéder à une séparation dans le cas ponctuel tel qu’évoqué en section 6.1.3, à la seule différence
que les DSP des sources à séparer sont les mêmes et qu’il faut utiliser les colonnes de Fj (f) en
lieu et place des filtres de mélanges Aj (f).
Cependant, on considère la plupart du temps dans le cas d’un mélange diffus que l’objectif de
la séparation de sources est la récupération des seules images [47, 50, 51, 49, 52, 48]. Comme nous
l’avons déjà vu en section 6.1.2, cela se fait très simplement si on se rappelle que le mélange est
par définition la simple somme des images 5.2.1, ce qui se traduit dans le cas des PGLS par :
x (f ,n, ·) =
J∑
j=1
y (f ,n, ·, j) . (6.2.7)
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Puisqu’on connaît la matrice de covariance Rj (f) de chacune des images, leur distribution
a posteriori étant donné le mélange est :
 y (f ,n, ·, 1)...
y (f ,n, ·, J)
 | x (f ,n, ·) ∼ Nc (µpost, Kpost) , (6.2.8)
avec
µpost =
 P (f ,n, 1)R1 (f)...




P (f ,n, j)Rj (f)
−1 x (f ,n, ·) (6.2.9)
et
Kpost =
 P (f ,n, 1)R1 (f) 0 00 . . . 0
0 0 P (f ,n, J)RJ (f)

−
 P (f ,n, 1)R1 (f)...








P (f ,n, 1)R1 (f)H
)
, . . . ,
(
P (f ,n, J)RJ (f)H
) ]
. (6.2.10)
Comme d’habitude, les images recherchées sont estimées aux moindres carrés par µpost défini
en 6.2.9.
6.3 Conclusion
Dans ce chapitre, j’ai présenté deux extensions successives du modèle simple de mixage linéaire
instantané, vu au chapitre précédent. La première est le modèle convolutif et la deuxième le modèle
diffus. J’ai montré comment les sources, entendues comme des réalisations de processus gaussiens,
peuvent être estimées à partir de l’observation du mélange dans le cas convolutif et comment leurs
images peuvent être séparées dans le cas diffus.
Ma présentation de ces modèles complexes de mixage ne s’est pas restreinte au seul cas des
processus gaussiens localement stationnaires, comme c’est d’habitude le cas dans la littérature.
Puisqu’il est cependant très utile dans les applications, je l’ai aussi traité en détail, toujours pour
des sources définies sur ZD et non pas seulement pour des séries temporelles (D = 1) comme on le
fait habituellement 7. J’ai de plus montré que le modèle diffus se traduit en pratique par l’abandon
de l’hypothèse de source ponctuelle et je trouve que cette interprétation permet de mieux en saisir
la portée. Dans tous les cas, j’ai fourni l’expression complète de la distribution a posteriori des
signaux recherchés.
Comme on le voit, le formalisme gaussien offre une manière simple et efficace de séparer les
sources ou leurs images à la condition de connaître leurs fonctions de moyenne et de covariance 8
ainsi que le procédé de mixage. Si les valeurs précises de ces paramètres sont inconnues, il est
fréquent dans les applications pratiques d’avoir néanmoins à leur sujet certaines connaissances
a priori. On va voir à présent qu’il existe des techniques pour estimer ces paramètres à partir de
la seule observation des mélanges.
7. Il est cependant clair que cette prise en compte d’une dimension D quelconque du domaine de définition des
sources reste presque transparente du point de vue des expressions. Elle ne se traduit à vrai dire que par l’utilisation
de vecteurs de dimension D × 1 pour désigner les indices de fréquences f et de trames n.




7.1 Séparation aveugle, séparation informée
Lors de ma présentation des techniques de séparation mettant en œuvre le formalisme gaussien
aux chapitres 5 et 6, j’ai toujours supposé connues les fonctions de moyenne et de covariance des
sources, ainsi que les filtres de mélange dans le cas convolutif ou encore les matrices de covariance
spatiales dans le cas diffus. Comme on l’a vu, ces connaissances permettent de procéder à la
séparation des signaux d’une manière simple et directe.
Cependant, une telle hypothèse peut paraître extrêmement forte. Dans le domaine de la sé-
paration de sources, il est plus fréquent de se concentrer sur la configuration aveugle [38], bien
plus difficile et déjà évoquée en section 1.2.3, pour laquelle on ne suppose généralement qu’une
connaissance très restreinte sur les signaux à séparer. Lorsqu’aucune connaissance sur les sources
n’est disponible, on considère souvent qu’il est impossible de séparer des processus gaussiens.
Pourtant, le seul résultat négatif en la matière concerne les mélanges de processus gaussiens in-
dépendants et identiquement distribués (i.i.d.), c’est-à-dire dont les fonctions de covariance kj (t, t′)
sont données par :
kj (t, t′) = δtt′σ2j . (7.1.1)
En effet, en utilisant des résultats établis par Darmois en 1953 [41], Comon a démontré qu’il
est impossible de séparer des sources gaussiennes i.i.d. [37, 115, 39]. Partant de ce constat, une
partie de l’effort de recherche dans le domaine de la séparation de sources s’est porté sur le cas
de sources i.i.d. non gaussiennes, séparables en théorie. Pour des mélanges déterminés ou sur-
déterminés, l’Analyse en Composantes Indépendantes (ACI [114, 109, 38]) a été proposée pour
séparer des sources par l’exploitation des moments d’ordre supérieur 1. Cette technique, ainsi que
toutes les variantes et extensions qui en ont été proposées ont obtenu de grands succès dans de
nombreux domaines applicatifs [38].
Cependant, ni les résultats de Darmois, ni ceux de la communauté de l’ACI ne sont incompa-
tibles avec une hypothèse de gaussiannité faite sur les sources. En effet, ce ne sont que les sources
gaussiennes i.i.d. qui ne sont pas séparables : il est possible en théorie de séparer des processus
gaussiens, pour peu que leurs fonctions de covariance soient distinctes et différentes 2 de 7.1.1. Dans
le cadre de mélanges déterminés ou sur-déterminés, Belouchrani et al. ont par exemple proposé
l’algorithme SOBI (Second Order Blind Identification [16]), qui permet de procéder à la séparation
de processus gaussiens colorés, c’est-à-dire stationnaires au sens large et dont les échantillons sont
corrélés.
Dans le cas d’une séparation de sources sous-déterminée, on a vu en section 1.2.3 page 3 que
la seule identification de la matrice de mélange ne suffit plus, rendant inopérantes les techniques
classiques. Il est alors nécessaire pour procéder à la séparation de faire sur les sources des hypothèses
1. Pour une variable aléatoire x de moyenne µ et de variance σ2, les moments d’ordre supérieur correspondent
à E [(x− µ)p] pour p > 2. Si x est gaussienne, ils sont tous fonction de µ et σ et n’offrent pas d’information
supplémentaire.
2. Plus précisément, la séparation peut se faire si une source au maximum est gaussienne de fonction de cova-
riance 7.1.1.
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supplémentaires. Par exemple, pour ce qui est des processus gaussiens, même colorés, on ne peut
plus séparer les sources avec la seule matrice de mélange. En effet, en l’absence d’information,
n’importe quelles fonctions de covariance qui s’ajoutent pour former la covariance du mélange
fourniront des candidats valides pour la séparation et il y aura ainsi une multitude indénombrable
de manières possibles de séparer le mélange selon le formalisme gaussien.
Pour illustrer cette situation, imaginons un instant un unique mélange x˜ (t), qu’on suppose être
la somme instantanée de J processus gaussiens s˜ (·, j) indépendants, dont on ne connaît pas les
fonctions de covariance 3. On suppose simplement que les sources s˜ (·, j), tout comme le mélange,
sont des PGLS. Comme on l’a vu en section 2.5.3, la DSP Px (f ,n) du mélange est donc la somme
de celles des sources 4 Ps (f ,n, j) :
∀ (f ,n) , Px (f ,n) =
J∑
j=1
Ps (f ,n, j) . (7.1.2)
Muni de ce modèle 7.1.2 pour la DSP du mélange, on peut chercher à en déterminer les para-
mètres P ?s les plus vraisemblables en utilisant le formalisme présenté en section 4.1 page 57 :





vx (f ,n) | J∑
j=1
Ps (f ,n, j)
 , (7.1.3)
où vx (f ,n) est le spectrogramme du mélange. C’est à ce moment de la procédure qu’on se retrouve
coincé. En effet, n’importe quelle configuration de Ps telle que :
∀ (f ,n) , vx (f ,n) =
J∑
j=1
Ps (f ,n, j)
minimise 7.1.3 et le problème n’a donc pas de solution unique. On peut faire le même constat
d’échec du modèle gaussien pour la séparation aveugle sans faire l’hypothèse que les sources et les
mélanges sont des PGLS. Une fois encore, on se retrouvera comme en 7.1.3 avec plus de paramètres
à estimer que d’observations puisqu’il s’agira alors d’estimer des covariances kj (t, t′) quelconques
à partir de l’observation des x˜ (t).
Sans faire d’hypothèses sur les fonctions de
covariance et de moyenne des sources, c’est-
à-dire dans le cas aveugle, on ne peut pas
utiliser le formalisme gaussien pour la sépa-
ration.
Comme on le voit, ce que j’ai jusqu’ici présenté comme
une force du modèle gaussien, à savoir le fait qu’à partir
de sources gaussiennes, on obtient un mélange gaussien,
a été surtout senti comme sa principale faiblesse. Dit au-
trement, le caractère gaussien a surtout été vu comme
un état “absorbant” duquel l’ajout de nouvelles sources
gaussiennes ne fait pas sortir et à partir duquel il est
impossible à l’aveugle de distinguer les contributions de
plusieurs sources gaussiennes. Pour toutes ces raisons, les approches aveugles se sont focalisées sur
d’autres modèles, permettant une meilleure identifiabilité.
Cependant, s’il existe bien des cas de figure où on n’a réellement aucune information sur les
sources hormis la certitude que le signal observé est la somme de composantes indépendantes, il
est en fait plutôt fréquent de disposer de certaines connaissances a priori sur les signaux mélangés.
Je donne ci-dessous quelques exemples typiques de ce cas de figure :
– Il est fréquent de savoir dans une application de débruitage que le signal recherché est re-
lativement lisse et mélangé avec un bruit additif blanc. Comme on l’a vu en section 2.3, ce
genre de connaissance peut très bien se traduire par le choix d’une famille de fonctions de
covariance pour les deux signaux. Dans cet exemple, on peut choisir la famille EC définie
en 2.3.2 page 31 pour modéliser la première source et voir la deuxième comme un bruit additif
de fonction de covariance σ2δtt′ .
3. Je suppose pour simplifier la discussion que les moyennes sont supposées connues et nulles.
4. Cela est dû, comme en section 2.5.4 page 39, au fait que les Ps (f ,n, j) sont leurs variances pour le point (f ,n)
et s’ajoutent pour former la variance Px (f ,n) du mélange.
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– En audio, hormis le fait que les signaux sources sont très souvent correctement modélisés
comme des PGLS, il est clair qu’ils sont susceptibles de présenter de fortes redondances,
justifiant le choix d’un modèle paramétrique tel que le modèle NTF vu en section 4.3. Une
fois encore, le problème de l’estimation des fonctions de covariance des sources, ici des DSP,
devient celui de l’estimation d’un nombre bien plus restreint d’hyperparamètres.
– Les connaissances peuvent également porter sur le procédé de mélange, comme le modèle
diffus 6.2.1 page 90, qu’on justifie par exemple par des considérations physiques [50, 49].
Dans ce cas, même si les fonctions de covariance des sources sont inconnues, l’estimation
des paramètres du modèle est possible, grâce au couplage que le mixage introduit entre
les différents canaux du mélange 5. Bien entendu, le problème délicat de la convergence des
algorithmes d’estimation y demeure centrale.
– Il est possible d’imaginer de nombreux autres types d’informations disponibles sur les signaux
à séparer, sous la forme de données annexes qui y sont liées et qu’on peut voir comme
fournissant autant de variables explicatives au phénomène complexe qu’on cherche à séparer.
En audio, un thème de recherche porteur est par exemple la prise en compte de partitions pour
aider la séparation [80, 95, 101, 100, 191]. Il est également envisageable d’utiliser des bases de
données d’apprentissage pour apprendre certains modèles à utiliser lors de la séparation [162].
En particulier, on peut chercher à séparer un morceau en utilisant de nouvelles pistes séparées
produites par des musiciens qui en ont fait une reprise [81].
– Enfin, il est possible de faire intervenir un utilisateur dans le processus de séparation [156,
57, 77], capable de remédier aux insuffisances d’un modèle et de l’orienter vers une solution
de meilleure qualité. Développer des formalismes capables de faire intervenir une interaction
homme-machine est un enjeu fort dans certains domaines comme dans le traitement du signal
sonore, où les professionnels sont très demandeurs de techniques paramétrables sur lesquelles
ils peuvent agir pour obtenir de meilleurs résultats.
Lors de mon travail à Audionamix, j’ai ap-
pris qu’il est souvent plus efficace d’inclure
de bonnes connaissances a priori pour la sé-
paration que d’utiliser un modèle plus com-
plexe.
D’une manière générale, il parait clair aujour-
d’hui [214, 163] que toute prise en compte d’information
disponible conduit à un gain en performance. On parle
alors volontiers de séparation informée.
En tout état de cause, s’il s’avère inefficace dans le
cas aveugle sous déterminé et i.i.d., le formalisme gaus-
sien que je présente prend tout son sens dans le cas in-
formé.
7.2 Formalisation
Le point commun de tous les exemples que j’ai donnés plus haut peut se comprendre dans le
formalisme gaussien comme permettant de restreindre le nombre des possibilités pour les fonctions
de moyenne et de covariance des sources. Pour la suite de cet exposé, je considèrerai le cas simple
où les fonctions moyennes sont supposées connues. Un traitement similaire faisant intervenir des
fonctions moyennes dont on suppose une forme paramétrique est fréquent dans le domaine des
géostatistiques [44, 32], mais je ne le considèrerai pas dans mon exposé.
Dans une séparation semi-informée, les pa-
ramètres de modèles gaussiens sont rempla-
cés par des représentants de modèles para-
métriques.
De manière formelle, je dirai que l’apport d’une infor-
mation a priori permet de remplacer la fonction de cova-
riance quelconque kj (t, t′) d’une source par un membre
kj (t, t′ | θj) d’une certaine famille paramétrique connue.
De cette manière, le problème de l’estimation des kj de-
vient celui, considérablement mieux posé en général, de
l’estimation des paramètres θj . Dans l’exemple de sépa-
ration représenté en figure 5.1 page 77, seuls 5 hyperpara-
mètres sont nécessaires pour séparer des centaines d’observations. J’utiliserai le terme de séparation
5. Dans la mesure où la seule hypothèse faite dans [49] sur les sources est qu’elles sont des PGLS, cette technique
peut bien se ranger dans les méthodes aveugles, à l’instar de l’ACI qui suppose aussi connu le type de mélange.
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de sources semi-informée pour désigner ce cas de figure où l’information permet seulement de res-
treindre la généralité des modèles par lesquels on rend compte des sources, par contraste avec le
cas de la séparation fortement informée, que j’introduirai plus tard aux parties III et IV, pour
lequel les paramètres peuvent en plus être appris à partir des sources elles-mêmes.
Dans le cas d’un mélange instantané et unique (I = 1) de PGLS par exemple, si on suppose
qu’une information a priori est disponible qui permet de supposer que les DSP des sources sont
membres de J familles paramétriques Pj , le problème insoluble 7.1.3 devient celui de la recherche






vx (f ,n) | J∑
j=1
Pj (f ,n | θj)
 , (7.2.1)
qui peut avoir une solution, en fonction de la nature des modèles Pj . Il est remarquable que la
plupart des méthodes basées sur des modèles gaussiens en séparation de sources mono-capteur [18,
17, 30, 75, 55, 56, 101] se concentrent sur un problème du type de 7.2.1, avec des choix particuliers
pour les modèles de sources Pj .
Une extension prometteuse de ce formalisme
serait de ne pas considérer qu’un a priori per-
met de remplacer les fonctions de covariance
par un modèle paramétrique, mais plutôt
qu’elles sont la réalisation de processus aléa-
toires dont on cherche alors les hyperpara-
mètres à partir des observations [45].
Dans le cas de mélanges plus complexes ou lorsque
plusieurs mélanges sont observés (I > 1), l’information
disponible peut également concerner la nature du pro-
cessus de mixage. Elle peut tout d’abord permettre de
trancher entre les différents types de modèles de mixage
présentés aux chapitres 5 et 6. Ensuite, dans le cas convo-
lutif, il est fréquent de supposer que les sources ont des
directions spatiales disjointes mais stables à la fois sur
l’ensemble des indices fréquentiels f et des trames n, ce
qui permet de les séparer. De tels a priori sont en effet
équivalents à fournir pour chaque source un vecteur de direction dj ∈ CI auquel tous les Aj (f)
sont colinéaires, réduisant d’autant le nombre de paramètres à estimer. De la même manière, le
modèle diffus permet d’inclure une incertitude supplémentaire sur cette direction d’une source, par
l’introduction d’un paramètre de diffusion, caractérisant l’écart attendu de l’observation à cette
direction centrale [47, 49, 50]. La simple hypothèse que de telles directions existent permet à elle
seule de rendre l’estimation des paramètres du modèle plus facile.
Comme on le voit, la présence d’une information peut souvent se traduire dans le cas gaussien
par une réduction importante du nombre de paramètres à estimer et d’ainsi sortir de l’impasse de
la situation aveugle. Il est très fréquent qu’une telle information soit disponible et l’objet de ce
travail est de mettre en lumière le fait que le formalisme gaussien est idéal pour prendre en compte
un très large ensemble de connaissances dans les modèles de séparation.
La présentation faite du formalisme de séparation par l’utilisation de processus gaussiens aux
chapitres 5 et 6 a visé à montrer que si les paramètres du modèle sont connus, la séparation se fait
de manière intégrée et efficace.
Par conséquent, le formalisme gaussien présente une disjonction complète entre le problème de
l’estimation des paramètres des sources et celui de leur séparation étant donné le mélange. Cette
disjonction est une des propriétés très avantageuses de l’approche.
Je vais maintenant donner la méthodologie générale par laquelle ces paramètres peuvent être
estimés à partir du mélange.
7.3 Estimation des paramètres à partir du mélange
Pour peu qu’une information a priori permette de remplacer les fonctions de covariance kj
par des représentants de familles paramétriques kj (t, t′ | θj) dont le nombre de paramètres est
suffisamment faible, l’ensemble des modèles présentés aux chapitres 5 et 6 pour la séparation de
6. Les familles paramétriques Pj ne sont pas nécessairement différentes.
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sources peut faire l’objet d’une estimation des paramètres étant donné le mélange seulement. Dans
ce cas, je parlerai de séparation semi-informée. La méthodologie dans ce but est toujours la même.
Dans le cas semi-informé, l’information an-
nexe permet de réduire le nombre de para-
mètres à apprendre, mais leur estimation se
fait à partir des mélanges.
Comme je l’ai souligné à de nombreuses reprises, tous
les modèles de mixage que j’ai présentés produisent des
mélanges qui sont des processus gaussiens si tel est le
cas des sources. Si cette propriété, on l’a vu, est un in-
convénient dans le cas aveugle, elle est intéressante dans
le cas semi-informé. Pour chaque modèle de mixage, j’ai
donné l’expression explicite de la matrice de covariance
des mélanges. Les entrées de cette matrice de covariance
dépendent à la fois des fonctions de covariance des sources et des paramètres de mixage. Dans le
le cas où ces fonctions dépendent d’un certain lot Θ d’hyperparamètres, la matrice de covariance
du mélange, que je noterai KΘ, dépendra donc également de ces paramètres.
On peut appliquer exactement à l’identique le formalisme vu en section 2.4.2 page 34 pour
l’apprentissage de Θ, appliqué cette fois au cas des mélanges x˜. Ainsi, on cherchera le lot Θ? de
paramètres qui maximisera la vraisemblance des observations :
Θ? = argmax
Θ
p (x˜ (T, ·) | Θ) . (7.3.1)
Si une distribution a priori p (Θ) est en outre disponible, le problème peut s’exprimer également
comme un problème de maximum a posteriori :
Θ? = argmax
Θ
p (x˜ (T, ·) | Θ) p (Θ) . (7.3.2)
Quoiqu’il en soit, le cadre gaussien permet de donner à ces expressions une forme analytique,
puisque la vraisemblance p (x˜ (T, ·) | Θ) des mélanges s’exprime en fonction de leur matrice de co-






x˜ (T, ·)HKΘx˜ (T, ·) + ln |KΘ|+ L ln 2pi
]
, (7.3.3)
auquel s’ajoute un terme − ln p (Θ) dans le cas d’un maximum a posteriori 7.3.2.
Comme on le voit, l’estimation des paramètres Θ du modèle peut simplement être vue comme
un problème d’optimisation dont la fonction de coût est donnée par la vraisemblance des mé-
langes [214, 29]. Il existe de nombreuses études portant sur l’estimation des hyperparamètres d’un
modèle gaussien. Le lecteur intéressé pourra avec profit se référer à [178, 140, 185] pour des résu-
més synthétiques du sujet. En fonction de la nature des familles paramétriques kj (t, t′ | θj) et du
modèle de mixage choisi, le problème 7.3.3 peut avoir ou pas une solution analytique ou encore
disposer de propriétés de convexité intéressantes. Il faut ici remarquer que l’ensemble des fonc-
tions de covariances présentées en section 2.3 ainsi que des modèles résumés au chapitre 3 peuvent
être utilisés pour modéliser des sources, ainsi que toutes celles qu’on peut trouver dans la littéra-
ture [1, 124, 199, 139, 145, 206, 198, 197, 176].
Dans le but de résoudre le problème 7.3.3 dans le contexte particulier de la séparation de
sources, il est également fréquent [50, 72, 155, 47] d’introduire explicitement les sources s˜ (T, ·) ou
les composantes de leurs images y˜ (T, ·, j) comme autant de variables latentes, en particulier dans
le cas où un modèle complexe de mixage est utilisé. En effet, le cadre probabiliste devient alors
propice à l’application de l’algorithme d’Espérance-Maximisation (EM) [42], qui permet de trouver
un minimum (local) ) à 7.3.3.
Dans le cas très étudié en audio où les sources sont des PGLS, le problème admet souvent une
expression plus simple, comme on l’a vu en 7.2.1 pour un unique mélange instantané (I = 1). Des
exemples remarquables d’études pour la séparation de la voix rentrant dans ce cas de figure ont
été proposés par Durrieu et al. et peuvent être trouvés dans [55, 56].
7. Comme pour 2.4.3 page 34, l’expression 7.3.3 est valide pour des processus à valeurs réelles. Pour des processus
à valeur dans C, il faut remplacer L ln 2pi par 2L lnpi dans 7.3.3.
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La conjonction de l’utilisation du formalisme
gaussien et d’informations a priori rend pos-
sible l’utilisation d’un vaste outillage proba-
biliste permettant d’estimer les hyperpara-
mètres des sources et de mixage à partir du
mélange.
La conjonction d’un modèle de factorisation de DSP
et du modèle de mélange convolutif a également fait l’ob-
jet de travaux célèbres [155, 72], tandis que l’utilisation
du même modèle NTF de sources combiné à un proces-
sus de mixage diffus constitue ce qu’on peut aujourd’hui
considérer comme l’état de l’art dans le domaine de la
séparation de sources audio [7, 163].
Enfin, la prise en compte d’informations annexes
comme la partition des signaux présents dans des mélanges musicaux a elle aussi fait l’objet de
travaux prometteurs dans le cadre gaussien [101]. Elle se traduit souvent par l’utilisation d’un
modèle NTF comme celui présenté en section 4.3, pour lequel chaque composante k correspond à
une note, dont la partition permet de spécifier les activations en fonction des trames [65, 64]. Des
modèles plus complets permettent de s’affranchir de la nécessité d’avoir un alignement parfait du
morceau considéré avec sa partition [191].
Dans le cadre du traitement du signal audio,
le formalisme gaussien est à ma connaissance
le seul à permettre une séparation efficace sur
des morceaux entiers, composés de dizaines
de millions d’échantillons.
Ainsi, il existe un nombre important de modèles
considérés dans la littérature qui peuvent se comprendre
comme des cas particuliers de séparation semi-informée
de processus gaussiens. Dans ces modèles, les fonctions
de covariance des sources sont supposées être membres de
familles paramétriques, dont les paramètres sont estimés
par maximisation de la vraisemblance des mélanges. En
fonction du processus de mixage considéré et des familles
particulières de fonctions de covariance, la procédure d’optimisation présente certaines simplifica-
tions qui sont exploitées pour aboutir à une estimation efficace.
Dans la plupart des cas, les études se restreignent au cas de mélanges de PGLS pour D = 1.
Le formalisme général proposé permet de réunir la plupart de ces approches comme autant de
manifestations d’une stratégie commune. On constate donc que la séparation semi-informée prend
une importance de plus en plus considérable dans la littérature, puisqu’elle permet d’inclure des
connaissances dans des problèmes d’une grande complexité, qu’aucune approche aveugle n’avait
permis d’aborder jusqu’à présent.
Quoi qu’il en soit, une fois les paramètres Θ? des sources et du mélange estimés, il suffit
pour procéder à la séparation de remplacer les expressions des fonctions de covariance et celles
des paramètres de mixage par les représentants k (t, t′ | θj) et Aj (f) ou Rj (f) trouvés et de
procéder au filtrage de Wiener correspondant. Cette procédure de séparation bénéficie en outre
d’un caractère d’optimalité, puisque c’est elle qui minimise l’erreur quadratique des estimées étant
donnés le mélange et le modèle choisis.
Chapitre 8
Applications semi-informées
Dans cet exposé, j’ai présenté le formalisme gaussien pour la séparation de sources. Dans ce
but, j’ai montré comment les sources ou leurs images peuvent être récupérées efficacement à partir
des mélanges, pour peu que leurs fonctions de moyenne et de covariance soient connues. S’il arrive
fréquemment que ces fonctions ne soient pas connues précisément, on a vu au chapitre 7 qu’une
connaissance a priori à leur sujet est néanmoins souvent disponible, ce qui permet de les approcher
comme des membres de familles paramétriques. Dans ces conditions, il devient possible d’estimer
la valeur des paramètres qui les caractérisent à partir de la seule observation des mélanges et donc
de procéder à la séparation. De manière à le distinguer du cas de la séparation aveugle, ou aucune
connaissance a priori n’est supposée sur les sources, j’ai appelé ce cas de figure le cas semi-informé.
Dans la mesure où le cas d’application que
j’ai décidé de développer en détail est celui de
la séparation informée, présentée plus loin,
je n’évoque ici que deux applications de la
séparation semi-informée.
Le cas semi-informé est important dans les applica-
tions et il a donné lieu à de très nombreuses études dont
j’ai mentionné certaines au chapitre 7. En effet, il per-
met d’estimer des sources à partir de leur mélange si cer-
taines connaissances à leur sujet sont disponibles. Dans
un souci de concision, j’ai décidé de ne me concentrer
dans cet exposé que sur deux des cas particuliers de sé-
paration semi-informée que j’ai abordés au cours de mon
doctorat. Dans le premier, qu’on trouvera en section 8.1, je montre comment il est possible de très
simplement procéder à la séparation des sons percussifs d’enregistrements musicaux en utilisant le
modèle gaussien. Dans le deuxième, que je présente en section 8.2, on verra qu’une séparation par
processus gaussiens permet l’analyse de signaux complexes de captation de mouvements.
À ces études, il faudrait rajouter celles effectuées en partenariat avec Zafar Rafii [138], dans
laquelle nous procédons à la séparation de la voix d’enregistrements musicaux, en faisant certaines
hypothèses sur les DSP des signaux à séparer, ainsi que celles menées avec Benoit Fuentes [78]
sur la séparation supervisée.
8.1 Séparation de rythmiques
8.1.1 Problématique
Dans cette section, j’applique le formalisme gaussien pour la séparation de sources au cas de la
séparation des sons de rythmiques d’enregistrements musicaux polyphoniques. Par conséquent, les
signaux considérés sont régulièrement échantillonnés et leur domaine de définition est T = Z.
La séparation des signaux percussifs d’enregistrements polyphoniques est une tâche difficile qui
a déjà donné lieu à plusieurs études [99, 82, 73, 48]. Son objectif est de parvenir à séparer les
rythmiques des autres sons présents dans un morceau de musique. Ce faisant, elle rend possible
certains traitements, comme le rehaussement de la section rythmique d’un morceau ou bien l’ap-
plication d’effets audio uniquement sur l’accompagnement mélodique. Je supposerai que l’objectif
du traitement est la séparation de deux images : la première correspondra aux sources rythmiques,
la deuxième aux sources non rythmiques.
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En section 8.1.2, je présente le modèle par lequel j’ai abordé ce problème et je le mets brièvement
en perspective par rapport aux autres méthodes de l’état de l’art. En section 8.1.3, je donne les
résultats d’une étude comparative avec la technique proposée par Gillet et Richard dans [82].
8.1.2 Modèle
Les I mélanges observés x˜ (t, ·) sont supposés être formés par mélange linéaire instantané d’un
groupe s˜ de Jp + Jm processus gaussiens indépendants. Alors que les premières Jp sources cor-
respondent aux sons percussifs, les autres Jm sources correspondent aux sons non-percussifs, que
j’appellerai mélodiques. Ces sources sont mixées pour obtenir un mélange multicanal x˜ observé :
∀ (t, i) , x˜ (t, ·) = s˜ (t, ·)A>
où A est la matrice de mélange (réelle) des sources, de dimension I × (Jp + Jm). Comme cela est
très souvent valide pour des signaux audio, je suppose que toutes les sources de s˜ sont des PGLS.
Ainsi, les résultats de la section 5.3 page 79 s’appliquent et on a :
∀ (f, n) , x (f, n, ·) = As (f, n, ·) .
Dans ces conditions, la DSP Px du mélange est obtenue facilement par :
∀ (f, n, i) , Px (f, n, i) =
Jp+Jm∑
j=1
A2ijPs (f, n, j) .
où Ps désigne la DSP des sources. Comme on le voit, la DSP du mélange est simplement obtenue
comme une combinaison linéaire de celle des sources, comme on pouvait s’y attendre compte tenu
du modèle de mélange linéaire instantané choisi.
Dans un cadre de séparation semi-informée, je vais à présent choisir un modèle pour la DSP
des sources. Dans cette étude, je choisis pour chaque source un modèle très simple : je suppose sa
DSP constante d’une trame à l’autre, à un coefficient amplificateur près qui dépend de la trame
considérée. L’idée sous-jacente est de considérer chaque source comme un son qui présente un
timbre stable, mais qui est activé ou pas au cours du morceau. Je pose ainsi :
∀ (f, n, j) , Ps (f, n, j) = W (f, j)H (n, j) , (8.1.1)
avec W et H deux matrices non-négatives de dimension F × (Jp + Jm) et N × (Jp + Jm), où je
rappelle que F et N désignent respectivement le nombre d’indices fréquentiels et de trames des
TFCT des signaux. Par conséquent, la DSP des mélanges est donnée par :
∀ (f, n, i) , Px (f, n, i) =
Jp+Jm∑
j=1
A2ijW (f, j)H (n, j) . (8.1.2)
Si on pose
Qij = A2ij ,
on reconnaît en 8.1.2 un modèle NTF pour le mélange, identique à celui présenté en section 4.3 et
adopté dans de nombreuses études [100, 75, 69, 155]. Son apprentissage peut donc être mené en
utilisant sur le mélange l’algorithme 4.1, présenté en section 4.3.2.
Comme on le voit, aucune distinction particulière n’a pour l’instant été faite entre les sources
percussives et les sources mélodiques, auxquelles j’ai assigné le même modèle. C’est sur ce point
que peuvent se distinguer les différentes études qui adoptent un modèle NTF pour effectuer la
séparation de rythmiques [82, 99, 131]. Alors que dans [99], Hélen et Virtanen effectuent d’abord
une décomposition NMF et regroupent a posteriori les composantes rythmiques par classification
des formes spectrales W obtenues par rapport à celles apprises sur une base de données, Gillet
et Richard démontrent dans [82] de meilleures performances avec le même genre d’approche, à
la différence que l’algorithme NMF est initialisé en utilisant des spectres appris sur une base de
données d’enregistrements percussifs 1 plutôt qu’aléatoirement. Dans tous les cas, les composantes
correspondant aux sources mélodiques sont initialisées aléatoirement.
1. Telle qu’ENST Drums www.tsi.telecom-paristech.fr/aao/?p=152
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Alors que la plupart des études de l’état de
l’art mettant en œuvre un modèle NMF se
sont plutôt focalisées sur l’utilisation d’un
a priori concernant les formes spectrales uti-
lisées, j’ai constaté qu’il est souvent plus ef-
ficace de disposer d’une bonne initialisation
des paramètres d’activation H. Depuis la pu-
blication [131] correspondant au modèle que
je présente ici, plusieurs études [156, 65, 64]
ont fait le même constat.
Dans cette expérience, plutôt que de me focaliser
sur la matrice W , qui contient les formes spectrales des
sources, très variables d’un morceau à l’autre, je me suis
plutôt intéressé à la signification des entrées de la ma-
trice H de leurs activations. L’entrée H (n, j) peut être
comprise comme le gain de la source j pour la trame n.
Pour une source percussive, elle est donc liée à la présence
d’une percussion dans cette trame. Une bonne manière
d’initialiser cette valeur est de simplement utiliser un dé-
tecteur d’onsets, tel que celui présenté dans [58]. En effet,
un détecteur d’onsets est un algorithme capable d’identi-
fier où une transition soudaine est présente, comme une
percussion dans un contexte musical. Pour ce faire, il produit pour chaque trame une valeur com-
prise entre 0 et 1 appelée fonction d’onset, que j’ai utilisée comme initialisation pour les activations
H des sources percussives dans l’algorithme 4.1. Puisque l’algorithme de [58] est capable de pro-
céder à une détection d’onsets selon plusieurs bandes de fréquence, j’ai mis à profit cette propriété
pour initialiser différemment des sources correspondant à des percussions graves et à des percus-
sions aigües. Les activations des sources mélodiques, ainsi que les formes spectrales W de toutes
les sources, sont initialisées aléatoirement. En figure 8.1, j’ai représenté un exemple de fonction de






























































Spectrogramme du melange et onsets aigus
Figure 8.1: Exemples de détections d’onsets. Pour un fichier sonore monophonique donné, j’ai
superposé le spectrogramme du signal avec la fonction d’onset retournée par l’algorithme [58]. En
haut, la détection est faite sur la bande de fréquence [20 ; 300]Hz. En bas, pour la bande [10 ; 15]kHz.
Ces valeurs sont utilisées pour l’initialisation du modèle NTF 8.1.2.
Une fois les paramètres du modèle NTF appris, il ne reste plus qu’à utiliser les résultats de
la section 6.2.3 page 91 pour procéder à la séparation. En effet, notre objectif est de récupérer la
102 CHAPITRE 8. APPLICATIONS SEMI-INFORMÉES
somme des images des Jp sources percussives. On obtient des images ŷ (f, n, ·,NJP ) estimées dont
l’expression est :
ŷ (f, n, ·,NJP ) =








Ps (f, n, 1)AjA>j
−1 x (f, n, ·) .
Si j’ai présenté les études [99, 82] comme
mettant en œuvre le formalisme gaussien, ce
n’est pas ainsi que le problème y est formulé,
mais plutôt sur une base heuristique.
En utilisant l’expression 8.1.1 des DSP Ps des sources
et en remplaçant Aij par
√
Qij , l’estimée ŷp (·, ·, i) de la
TFCT du ième canal de la somme des images des sources
percussives peut donc se réécrire de manière plus concise :







· x (·, ·, i) ,
(8.1.3)
oùM1···P désigne la sous-matrice formée des P premières
colonnes d’une matrice M quelconque, tandis que Qi,1···JP désigne le vecteur de dimension 1× Jp,
formé des Jp premières entrées de la ième ligne de Q. Comme on le voit, l’expression 8.1.3 est très
simple à calculer et fait intervenir O (FN) opérations. Les estimées temporelles y˜p (t, ·) de l’image
percussive s’obtiennent alors facilement par TFCT inverse.
8.1.3 Résultats
Figure 8.2: Évaluation de la qualité de la
séparation pour l’extraction de la piste de
rythmique (en haut) et de la piste mélodique
(en bas). Plus les scores sont élevés, plus le
résultat est bon (d’après [131]).
La méthode proposée a été testée sur 10 extraits d’une
durée de 30 secondes, échantillonnés à 44.1kHz et ti-
rés de la base de données QUASI pour la séparation
de sources 2. Ces extraits sont de plusieurs genres mu-
sicaux différents : pop, electropop, rock, reggae et bossa.
Pour chacun d’entre eux, les pistes séparées sont connues
et utilisées à des fins d’évaluation des résultats de sé-
paration. Cependant, l’algorithme de séparation n’a ac-
cès qu’à leur mélange. De manière à pouvoir appliquer
l’algorithme [82] sur les mêmes données, j’ai considéré
le cas d’un mélange monophonique pour les évaluations
(I = 1). En moyenne, l’amplitude relative des sources
percussives dans le mélange par rapport aux sources mé-
lodiques a été défini à −6dB.
Pour l’évaluation, j’ai comparé les performances de
la méthode proposée avec celle de [82], en utilisant les
métriques de BSSEval [212], désormais classiques dans le
domaine de la séparation de sources audio. Ces métriques
incluent le rapport Source à Distorsion (SDR), le rapport
Source à Artéfacts (SAR) et enfin le rapport Source à In-
terférence (SIR), sur lesquels je reviendrai plus tard en
section 12.1.2 page 150. Pour l’heure, il me suffit de men-
tionner qu’elles peuvent être comprises comme différents
types de rapports signal à bruit des sources estimées par
rapport aux sources originales. Plus les scores sont éle-
vés, plus la séparation est bonne. Les résultats de cette
évaluation sont donnés sur la figure 8.2.
Sur la figure 8.2, on peut constater que l’approche proposée parvient très bien à séparer le signal
percussif, dans un nombre considérable de genres différents de musique. En outre, elle permet de
récupérer correctement le signal mélodique. Une propriété intéressante de cette technique est qu’elle
2. http://www.tsi.telecom-paristech.fr/aao/en/2012/03/12/quasi/
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est assez rapide, puisqu’elle permet d’effectuer à la fois l’estimation des paramètres et la séparation
en 30s environ pour un extrait de 30s, alors que 300s sont nécessaires pour [82]. J’ai diffusé une
implémentation en Matlab et en Python de cette méthode, ainsi qu’une interface utilisateur
permettant de la mettre en œuvre facilement.
8.2 Analyse de mouvements de danse
8.2.1 Problématique
Le Grand Challenge Huawei/3DLife 3 porte sur un scénario d’enseignement de la danse, où
le cours est donné en ligne par un professeur professionnel de salsa. Il est accompagné d’une
base de données multimodale très riche, composée d’enregistrements synchronisés provenant d’un
réseau de caméras et de microphones, d’une captation par une Microsoft Kinect, de capteurs
d’inertie fixés aux sujets, etc. [62]. Les mouvements du professeur et des élèves doivent être analysés
automatiquement et affichés sous la forme d’avatars dans un environnement en ligne, permettant
une interaction entre les participants.
Dans ce scénario, un objectif important des traitements est la reconnaissance et l’analyse des
pas de danse effectués par un élève. L’accomplissement de cette tâche permet au professeur de
détecter d’éventuelles erreurs ainsi que de suggérer des améliorations. Il est possible d’aborder
ce problème comme la décomposition de la chorégraphie observée en mouvements élémentaires,
de manière à simplifier sa classification dans une base de données de chorégraphies de référence.
Certaines études reliées à cette problématique ont été menées dans la littérature. Dans [190, 189],
les auteurs introduisent une segmentation des mouvements basée sur l’analyse de la musique jouée
lors de leur exécution. Cette segmentation produit une séquence de mouvements élémentaires.
Dans [143], une représentation fréquentielle du mouvement est obtenue par le biais d’une analyse
en ondelettes. Enfin, une décomposition en valeurs propres est utilisée dans [43] qui a pour objectif
la décomposition hiérarchique du mouvement de danse.
Dans [133], nous nous sommes attachés à montrer que le formalisme gaussien pour la sépara-
tion de sources semi-informée fournit un angle d’approche intéressant pour la décomposition d’un
mouvement en composantes élémentaires. Il est en effet possible d’interpréter une chorégraphie
observée comme un mélange de composantes indépendantes et il est alors légitime de chercher à
estimer ces composantes par des techniques de séparation de sources. On verra que le formalisme
gaussien permet très facilement d’incorporer dans le modèle des connaissances a priori sur ces
composantes à extraire, rendant possible la séparation d’un phénomène particulier.
Le reste de cette section est structuré de la manière suivante. Pour commencer, je présente en
section 8.2.2 les données sur lesquelles nous avons cherché à effectuer une séparation. Ensuite, je
précise en section 8.2.3 le formalisme gaussien par lequel nous avons abordé le problème. Enfin,
je donne quelques résultats préliminaires en section 8.2.4, où on constate que l’approche proposée
permet de correctement identifier des mouvements élémentaires à partir de la captation Kinect.
3. http://www.acmmm12.org/3dlife-huawei-challenge-realistic-interaction-in-onlinevirtual-environments/
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8.2.2 Données articulatoires 3D
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Figure 8.3: Position des 17 articulations
d’un danseur pour une trame donnée.
Les images de profondeur enregistrées par la Micro-
soft Kinect sont exploitées par le biais de la biblio-
thèque OpenNI SDK2 4. Cette API 5 implémente une
fonction de suivi qui permet d’obtenir la position au cours
du temps de P = 17 articulations du danseur, dont la
tête, le cou, le torse, les épaules, les coudes, les poignets,
les hanches, les genoux et les pieds. Sur la figure 8.3,
j’ai affiché sous forme de squelette la position de toutes
ces articulations pour une trame donnée d’un des enre-
gistrements du corpus. C’est l’ensemble de ces données
articulatoires en 3D que nous avons utilisé pour l’analyse
du mouvement.
Dans le cadre général que je me suis fixé dans ma
présentation des processus gaussiens en partie I, les si-
gnaux étudiés sont des fonctions, définies sur un espace
quelconque et à valeurs dans C. Dans notre cas particu-
lier, les données articulatoires observées donnent, pour
chaque trame et chacune des P articulations sa position
dans l’espace. Ainsi, on peut définir le signal z˜ observé








et à valeurs dans R. Ainsi, x˜ ((230, 8, 3)) donnera l’éleva-
tion (3ème coordonnée z) de la 8ème articulation pour la
230ème trame, c’est-à-dire pour le point (230, 8, 3) de T. Un point de T sera désigné indifféremment
t ou (n, a, d).
Le travail présenté ici a été effectué en colla-
boration avec Angélique Drémeau et Slim
Essid, que je remercie de m’avoir impliqué
dans cette étude. Le contenu de cette section
est largement inspiré de notre article com-
mun [133].
Pour chaque enregistrement du corpus, on dispose
d’une observation z˜ (T ) composé de N trames, pour les-
quelles on a la position spatiale de toutes les articulations.
On a donc L = 3NP .
8.2.3 Modèle
À l’équilibre, un danseur a une position qui dépend
de sa morphologie et qui est indépendante du temps. Je
noterai x˜0 (a, d) cette position, qui donne l’emplacement
spatial au repos de chaque articulation. Lors du mouve-
ment, on peut voir le signal z˜ observé comme la somme de la position d’équilibre et d’un terme de
mouvement x˜ :
∀ (n, a, d) ∈ T, z˜ (n, a, d) = x˜0 (a, d) + x˜ (n, a, d) . (8.2.2)
En pratique, pour une observation z˜ donnée, x˜0 est pris comme la moyenne sur l’ensemble des
trames de la position de chaque articulation :
x˜0 (a, d) = En [z˜ (n, a, d)] ,
ce qui permet de considérer, après centrage des données, qu’on observe directement le terme de
mouvement x˜.
4. www.openni.org
5. Application Programming Interface
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Le modèle simple que nous avons proposé dans [133] revient à considérer que x˜ est la somme
de J composantes latentes s˜ :
∀t ∈ T, x˜ =
J∑
j=1
s˜ (t, j) . (8.2.3)
Autrement dit, le mouvement observé est modélisé comme la résultante de J mouvements
élémentaires qui s’ajoutent pour former l’observation. Dans le contexte de l’analyse d’une choré-
graphie, cette hypothèse se justifie en disant que des mouvements rythmiques à différentes échelles
de temps se superposent pour former le mouvement final. Dans l’exemple d’application que nous
avons envisagé, nous avons cherché à extraire J = 4 composantes latentes de l’observation. La pre-
mière correspond aux variations lentes de la position du danseur autour de l’équilibre. La deuxième
et troisième correspondent à des mouvements périodiques à long terme et à court terme respecti-
vement, tandis que la dernière est imprévisible temporellement et peut donc être vue comme un
terme d’hésitation.
Contrairement au cas audio, les signaux ex-
traits ne sont pas réellement émis par des
sources. Ce sont plutôt des composantes la-
tentes, utilisées à des fin d’analyse des si-
gnaux.
Les J composantes latentes sont supposées être des
processus gaussiens indépendants, de moyennes nulles et
de fonctions de covariance kj (t, t′), connues. Munis de
ces informations, les résultats de la section 5.1 peuvent
être utilisés directement, en prenant T ′ = T , pour obtenir
une estimation des composantes pour tous les points T
observés.
La définition des fonctions de covariance des compo-
santes est le seul élément encore manquant pour pouvoir appliquer le formalisme gaussien à ce
problème de séparation de sources. Dans ce travail assez préliminaire, les fonctions de covariance
considérées sont séparables, comme défini en section 2.3 page 28 et sont données par :
kj ((n, a, d) , (n′, a′, d′)) = ktempj (n, n′) kartj ((a, d) , (a′, d′)) ,
où ktempj est une covariance temporelle, qui ne dépend que de l’écart de trame entre les points
considérés, tandis que kartj est une covariance articulatoire, qui ne dépend que des deux articula-
tions et dimensions considérées.
La covariance temporelle choisie pour toutes les composantes est la fonction pseudo-périodique 2.3.5
page 33, représentée en figure 2.6 et dont je rappelle ci-dessous l’expression :
k
temp







Comme on l’a vu en section 2.3.4, cette fonction permet de modéliser des signaux pseudo-
périodiques de période Tj , où lj correspond à un paramètre de stabilité au sein de chaque période,
tandis que λj est une longueur caractéristique, telle que deux points séparés de plus de 2λj trames
peuvent être considérés comme indépendants. Enfin, σj est un paramètre d’énergie, donnant l’am-
plitude attendue de chaque composante.
– La première composante j = 1 rend compte des mouvements lents du danseur autour de son
point d’équilibre et on ne lui suppose pas de périodicité particulière. Par conséquent, nous
avons choisi T1 = ∞ et l1 = ∞ pour annuler la composante périodique et se ramener à la
fonction EC 2.2.13 page 26. Par contre, la longueur caractéristique λ1 est prise assez grande,
de manière à forcer le signal correspondant à avoir une corrélation à long terme. Puisque la
fréquence d’échantillonnage de la Kinect est de 30 trames par secondes, une valeur λ1 = 70
est adéquate.
– Les composantes j = 2 et j = 3 correspondent à des mouvements périodiques. En effet,
le danseur est en général synchronisé avec la musique et nous avons supposé qu’une par-
tie de son mouvement au moins tâchera d’en suivre le rythme. Par conséquent, nous avons
choisi T2 = 8b et T3 = 4b, où b désigne la pulsation du morceau sur lequel est effectuée la
chorégraphie. Cette pulsation peut soit être celle indiquée dans la base de données accom-
pagnant les enregistrements, soit être extraite du signal musical en utilisant un algorithme
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spécialisé [117]. Pour permettre une grande variabilité des composantes au sein d’une période,
les paramètres de stabilité l1 et l2 ont reçu la valeur assez faible de 0.1. Les longueurs carac-
téristiques λ1 et λ2 ont été choisies de telle manière à avoir une dépendance des échantillons
sur quelques périodes seulement.
– Le choix des hyperparamètres de la dernière composante ont été pris de telle manière à ce
qu’elle devienne équivalente à la fonction blanche σ2δnn′ , permettant de modéliser un signal
décorrélé temporellement.
La fonction de covariance articulatoire indique la corrélation attendue entre la localisation spa-
tiale des articulations, indépendamment du temps. Certaines considérations physiques pourraient
être introduites ici de manière à en choisir une expression analytique comme pour la covariance
temporelle, mais nous avons choisi dans [133] une autre stratégie, basée sur une courte procédure
itérative.
Dans cette technique, kartj est d’abord initialisée par la fonction blanche δ(a,d)(a′,d′) et les
composantes s˜ sont ainsi estimées en se basant uniquement sur leur structure temporelle. Ensuite,
munis de ces premières estimées, nous avons choisi d’utiliser pour kartj ((a, d) , (a′, d′)) la corrélation
empirique de s˜j (·, a, d) et de s˜ (·, a′, d′) :
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] . (8.2.4)
Avec cette nouvelle expression de la covariance spatiale de chaque composante, nous avons
procédé à une deuxième séparation de l’observation, donnant le résultat final.
8.2.4 Résultats et perspectives
La stratégie décrite plus haut a été appliquée à plusieurs captations Kinect de mouvements
de danse. Elle permet de décomposer le mouvement renvoyé par OpenNI comme une somme de
4 mouvements élémentaires qui correspondent bien aux attentes. Une illustration de cette décom-
position est donnée en figure 8.4 pour une des coordonnées d’une des articulations d’un danseur.
Comme on peut le constater, les 4 composantes extraites présentent bien les caractéristiques dési-
rées : la première, très lisse, donne les lentes variations, tandis que les deux suivantes, périodiques,
permettent de constater que c’est surtout à l’échelle de la mesure qu’est synchronisée la danse. La
dernière composante peut être interprétée comme donnant les fluctuations aléatoires du danseur
autour de ses déplacements réguliers.
Il est possible d’envisager de nombreuses applications à une telle décomposition dans le cadre
de l’analyse de mouvements de danse. Dans notre étude préliminaire [133], nous avons considéré
un problème de lissage, qui consiste à supprimer des observations les erreurs de suivi de l’algo-
rithme d’OpenNI, ou bien à corriger les hésitations du danseur. Nous avons simplement abordé
ce problème par la suppression de la composante aléatoire des observations. Il faut noter qu’un tel
traitement n’est pas équivalent à un simple filtrage passe-bas des signaux, puisque des mouvements
rapides sont bel et bien conservés dans les composantes périodiques. J’ai illustré un tel traitement
en figure 8.5. Il est possible de modifier les paramètres de l’analyse de manière à favoriser l’isolation
de certains phénomènes qu’on cherche à mettre en lumière.
Si cette étude est résolument préliminaire, elle démontre néanmoins l’intérêt d’avoir proposé
un formalisme aussi général pour la séparation de sources, qui peut être réutilisé à l’identique dans
des cas de séparation encore inédits. On peut noter en outre qu’une telle approche permet non
seulement la séparation, mais également l’interpolation des données ou la prédiction, puisque rien
n’oblige l’inférence à être effectuée sur les mêmes points que ceux de l’observation. Une conséquence
directe de cette remarque est qu’il est possible avec le même modèle de déterminer la valeur de
certaines articulations étant données d’autres, ou bien de prédire leur position sur des trames non
observées. En outre, ces prédictions sont accompagnées d’une estimation de leur incertitude, par
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Figure 8.4: Exemple de décomposition obtenue pour l’élevation du pied gauche de Thomas, un
des sujets de l’expérience (d’après [133]).
le biais de la matrice de covariance a posteriori.
Appliquer de tels modèles pour l’étude du mouvement me paraît une direction prometteuse et
je pense que leur extension à des mixages complexes tels que ceux décrits au chapitre 6 permettrait
d’introduire une notion de déphasage entre les articulations, qui semble importante par exemple
pour l’étude de la marche ou de la course.
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Figure 8.5: Illustration d’une correction du suivi d’OpenNI. À gauche, l’observation initiale, sur
laquelle on peut constater une position non naturelle des bras. À droite, le signal filtré pour la
même trame, où les bras ont repris une position réaliste (d’après [133]).
Conclusion de la deuxième partie
Durant mon travail, j’ai assimilé la sépara-
tion de sources à la recherche de leur distribu-
tion a posteriori étant donnés les mélanges.
Une contribution théorique de mon travail a été de
montrer que les processus gaussiens peuvent être utilisés
dans toute leur généralité comme un a priori intéressant
pour décrire les signaux sources en vue de leur séparation.
Ainsi, j’ai assimilé dans toute cette partie le problème de
la séparation de sources à celui de l’identification de leur
distribution a posteriori étant donnés les mélanges. En
effet, une telle distribution résume notre état de connaissance sur les sources après l’observation
des mélanges et si une estimée est nécessaire, des critères de décision classiques peuvent être
appliqués sur la distribution a posteriori.
Dans un premier temps, j’ai supposé les fonctions de moyenne et de covariance des processus
sources connues.
Le premier cas de figure qui m’a intéressé dans le chapitre 5 est celui où on a accès à un seul signal
de mélange (I = 1), qui est simplement la somme des J sources. Dans ces conditions, j’ai considéré
le problème assez général où l’objectif est de déterminer la valeur des sources en certains points
de l’espace étant données les valeurs de leur mélange en d’autres. Cette formulation généralise ce
qu’on appelle habituellement un problème de régression, où le mélange est constitué d’un signal
utile auquel s’ajoute un bruit. Dans ce contexte, j’ai montré que les processus gaussiens offrent
une solution naturelle au problème de la séparation, puisqu’il est facile de calculer la distribution
a posteriori des sources.
Après ce premier contact avec la séparation de processus gaussiens, j’ai envisagé le cas un peu
plus complexe où plusieurs mélanges des sources sont disponibles (I > 1). Pour commencer, j’ai
supposé que chaque mélange est une combinaison linéaire différente des sources, et que la procédure
de mixage est donc donnée par une matrice de mélange, que j’ai supposée connue pour commencer.
Dans ces conditions, j’ai montré que la procédure de séparation vue pour le cas monocanal se
généralise très bien à ce cas multicanal. Une fois encore, j’ai envisagé le problème dans toute sa
généralité comme la recherche de la valeur des sources en certains points alors que les mélanges
sont observés en d’autres.
Un cas particulier important de ces procédures de séparation est constitué par celui de la
séparation de PGLS. J’ai donc repris les équations obtenues dans les sections précédentes pour
montrer que si on cherche à séparer les sources sur les mêmes points que ceux observés et qu’elles
sont des PGLS régulièrement échantillonnés, alors les calculs se simplifient grandement. J’ai ainsi
abouti à l’expression de la distribution a posteriori des TFCT des sources, faisant ainsi le pont
avec les expressions classiques de la littérature.
S’il est pratique pour les calculs de considérer que les mélanges sont des combinaisons linéaires
des sources, une telle hypothèse peut s’avérer assez limitative en pratique. J’ai ainsi argumenté
en faveur de modèles de mixage permettant de mieux modéliser le lien entre sources et mélanges.
La stratégie dans ce but consiste à modéliser les I mélanges comme la somme de J signaux
images. Chaque image est composée de I signaux, qui correspondent à la contribution de la source
correspondante dans chacun des mélanges. Le modèle instantané est un cas simple où chaque image
est obtenue en pondérant le signal source par différents gains constants dans chaque mélange. En
toute généralité, un processus de mixage est un modèle qui établit le lien entre une source et son
image.
En prenant l’exemple de l’audio où il est fréquent que les mélanges soient produits par un
109
110 CHAPITRE 8. APPLICATIONS SEMI-INFORMÉES
filtrage des sources, j’ai motivé l’introduction du modèle de mélange convolutif dans le chapitre 6.
Dans ce modèle, l’image de chaque source est obtenue comme la convolution d’une réalisation de
cette source par I filtres différents, un par canal de mélange. Cette idée se généralise sans problème
au cas des signaux définis sur des espaces Euclidiens de dimension quelconque.
C’est ainsi que j’ai abordé le problème de la séparation de sources dans le cas assez général où
les différents mélanges observés sont produits par mixage convolutif des sources et où on souhaite
estimer ces sources en des points différents de ceux où les mélanges sont observés. J’ai montré que
les expressions correspondantes se trouvent sans difficulté particulière, bien qu’elles soient assez
complexes à mettre en œuvre sur le plan calculatoire.
Compte tenu de son importance dans les applications, j’ai ensuite considéré le cas particulier des
mélanges convolutifs de PGLS. Si le support des filtres de mélange est suffisamment petit devant
la taille des trames, que la fenêtre de pondération utilisée est approximativement constante sur le
support des filtres et que la transformée fréquentielle utilisée est celle de Fourier, j’ai montré que
la séparation d’un mélange convolutif peut être effectuée de la même manière que dans le cas d’un
mélange instantané, à la différence que la matrice de mélange dépend de la fréquence considérée.
Ce résultat est connu dans la littérature, mais j’ai montré qu’on n’a rien à gagner à se restreindre
au cas des séries temporelles, puisqu’il est valable en dimension quelconque.
J’ai présenté trois modèles de mixages clas-
siques : l’instantané, le convolutif et le dif-
fus. Pour chacun, j’ai donné les expressions
explicites des distributions a posteriori des
sources étant donnés les mélanges, pour le
cas général et pour le cas PGLS.
Une fois le modèle de mixage convolutif établi, je me
suis penché sur le modèle diffus, introduit récemment
dans la communauté de la séparation de sources audio.
En général, ce modèle est présenté pour les seuls PGLS.
Plutôt que de supposer un lien déterministe entre source
et image comme le font les modèles instantanés et convo-
lutifs, le modèle diffus caractérise simplement l’image
d’une source par une matrice de covariance spatiale dé-
pendante de la fréquence, qui établit un lien probabiliste
entre les valeurs prises par ses différents canaux. Le mixage ponctuel en est un cas particulier, pour
lequel cette covariance spatiale dégénère en une relation déterministe.
Plutôt que de me contenter d’une telle définition, j’ai montré que l’image d’une source mixée
de manière diffuse peut se comprendre comme la superposition d’une multitude de réalisations
indépendantes de cette source, chacune mixée de manière ponctuelle. Il apparait donc que ce
formalisme permet de modéliser des sources diffuses, c’est-à-dire des sources qui ne peuvent pas
se réduire à un seul point vibrant. Cette discussion permet d’étendre le modèle diffus hors du seul
contexte des PGLS.
Une fois ce modèle présenté, j’ai abordé le problème de la séparation de sources mixées de
manière diffuse. J’ai ainsi montré que dans le cas des PGLS, il est facile de déduire la distribution
a posteriori des images des sources pour peu que les paramètres du modèle soient connus. Ce
faisant, j’ai généralisé les résultats obtenus auparavant pour le seul cas des séries temporelles. Cela
dit, cette extension s’est faite très naturellement.
On peut appliquer le formalisme gaussien
pour séparer des sources dont on n’observe
que les mélanges, moyennant certaines hypo-
thèses. J’ai appelé semi-informée cette confi-
guration et j’en ai présenté deux exemples.
Pendant toute cette discussion sur la séparation de
processus gaussiens, j’ai supposé connus les paramètres
du modèle, dont les fonctions de moyenne et de cova-
riance des sources ainsi que les filtres de mélange ou les
covariances spatiales, selon le modèle considéré. Je suis
alors revenu sur cette hypothèse très forte au chapitre 7,
pour montrer qu’il est en fait possible d’estimer ces pa-
ramètres à partir de la seule observation des mélanges.
Cela est rendu possible dès lors que certaines hypothèses sont faites sur les familles paramétriques
auxquelles appartiennent les fonctions de covariance des sources ou bien sur le type de mélange
considéré. Dans ce cas semi-informé, le problème peut s’exprimer comme la recherche des hy-
perparamètres qui maximisent la vraisemblance des mélanges observés. J’ai évoqué les différentes
approches suggérées dans la littérature pour mener à bien ce travail d’estimation.
De manière à mettre en pratique ce formalisme général de la séparation de processus gaussiens,
j’ai considéré dans le chapitre 8 deux exemples où l’objectif est d’effectuer une séparation à partir
de la seule observation des mélanges. C’est ainsi que j’ai démontré l’efficacité de l’approche pour
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la séparation de rythmiques à partir d’enregistrements musicaux, ainsi que pour la décomposition
de mouvements de danse en composantes élémentaires. Dans ces deux cas très différents, c’est la
même logique qui sous-tend les calculs et il est intéressant de constater que le même formalisme







Cette partie, ainsi que la suivante, est consacrée au détail de mes travaux dans le domaine de la
séparation informée de signaux audio, que j’ai déjà introduite brièvement en section 1.3 page 7. La
principale différence de la séparation informée par rapport à la séparation aveugle ou semi-informée
réside dans le fait que les paramètres de séparation peuvent y être appris à partir des sources à
séparer elles-mêmes, plutôt qu’à partir du seul mélange. Ce cas de figure se comprend volontiers
comme un problème de codage, résumé en figure 1.1 page 8. Dans une première phase d’encodage,
on dispose à la fois des sources et du mélange et on peut générer une information annexe. Dans
une deuxième phase de décodage où les sources ne sont plus disponibles, on peut utiliser à la fois
le mélange et l’information annexe pour les récupérer.
Ma thèse s’est déroulée dans le cadre du pro-
jet DReaM (ANR-09-CORD-006-03), por-
tant sur l’écoute active de la musique. La
séparation informée en est une composante
forte.
Lorsque j’ai débuté ma thèse, la seule technique de
séparation informée disponible était l’inversion locale et
ses variantes, présentée en section 1.3.3 et proposée par
Parvaix et Girin [169, 170, 167]. Si les liens entre sé-
paration informée et codage multicanal étaient pressen-
tis [170], ils n’étaient pas encore clairement identifiés.
Dans ce contexte, un des objectifs de ma thèse était d’étu-
dier la question et de proposer des techniques innovantes
pour la séparation informée dans le cadre du projet DReaM 6. Ce projet, financé par l’Agence
Nationale de la Recherche, a regroupé plusieurs équipes scientifiques provenant de laboratoires
différents, dont le GIPSA-lab 7 à Grenoble, l’Institut Langevin à Paris, le LaBRI 8 à Bordeaux et
enfin Télécom ParisTech. C’est une riche collaboration scientifique qui nous a permis au fil des ans
de comprendre la séparation de sources informée comme une instance particulière d’un problème
de codage audio multicanal.
Plusieurs techniques de séparation informée ont émergé au cours de mon doctorat [87, 200] au
sein même des équipes du projet DReaM. Je me suis pour ma part assez tôt concentré sur un
modèle gaussien, que je vais présenter ici. Il est entendu que cette présentation bénéficie de trois
années de maturation et d’échanges avec les autres membres du consortium, que je tiens encore à
vivement remercier pour leur aide et le partage de leurs idées. Considérer comme je vais le faire
ici que la séparation informée est une technique de codage multicanal paramétrique particulière
(parametric audio coding) est une idée originale d’Alexey Ozerov, qui a eu la gentillesse de
constamment me faire part de ses lumières sur la problématique du codage audio. Par ailleurs, j’ai
eu la chance de voir mon travail sur la séparation informée paramétrique déjà repris et étendu par
Gorlow et al. dans [88] pour le cas des sources ponctuelles.
Cette partie est structurée de la manière suivante. Tout d’abord, je vais montrer au chapitre 9
comment le formalisme gaussien que j’ai présenté dans les parties I et II peut être mis à profit très
naturellement pour la séparation informée paramétrique. J’y présenterai une formalisation originale
du problème de la séparation informée, qui étend considérablement celles qu’on peut trouver dans
la littérature. Le problème de l’estimation et du codage des paramètres sera abordé en deux temps.
Au chapitre 10, je me concentrerai sur le cas simple où le mixage diffus présenté en section 6.2
n’intervient pas. Le cas général sera abordé au chapitre 11. Enfin, je proposerai une évaluation du
système proposé dans le chapitre 12.
6. Le Disque Repensé pour l’Écoute Active de la Musique, http://dream.labri.fr
7. Le GIPSA-lab esr le laboratoire de recherche Grenoble, Images, Parole, Signal et Automatique




Processus gaussiens et séparation
informée
Dans toute la suite de cet exposé, les signaux considérés sont des enregistrements audio ré-
gulièrement échantillonnés et sont donc des fonctions définies sur T = Z et à valeurs dans R.
On considère comme en partie II que les I mélanges x˜ (·, i) sont la somme des J images des
sources y˜ (·, ·, j) :
∀ (t, i) , x˜ (t, i) =
J∑
j=1
y˜ (t, i, j) ,
où le lien entre une image y˜ (·, ·, j) et le processus source correspondant s˜ (·, j) est donné par le
modèle de mixage choisi, comme on l’a vu aux chapitres 5 et 6. Si l’image est produite par filtrage
linéaire d’une seule réalisation de la source, on parle de mélange convolutif. Si elle est produite par
filtrage linéaire de plusieurs réalisations indépendantes de cette source, je parlerai plus volontiers
d’un mixage diffus. Dans toute la suite de mon exposé, je considèrerai que les sources sont des
PGLS indépendants.
Dans le cas particulier de la séparation informée, on dispose dans une première phase d’encodage
de la connaissance des réalisations non seulement des mélanges x˜, mais également des sources. Lors
de cette phase, on peut produire une information annexe utilisée lors d’une deuxième phase de
décodage, où l’objectif est de récupérer certains des signaux mixés.
9.1 Formalisation
Un des premiers problèmes qui va m’occuper dans cette partie est la formalisation des différentes
configurations pouvant survenir dans un problème de séparation informée. La formalisation que je
propose dans cette section est une généralisation de celles qu’on peut trouver dans les différentes
études relatives à la séparation informée [169, 170, 167, 87, 130, 137], ou même de celles relatives
au codage audio multicanal [104, 61], qui n’en considèrent toutes que des cas particuliers.
Je propose d’identifier trois dimensions principales pour caractériser un problème particulier de
séparation informée. Tout d’abord, celle de la nature des sources observées, qui sont ponctuelles ou
diffuses. Une deuxième caractérisation du problème concerne la nature du mixage de ces sources
dans les mélanges. Enfin, on peut être intéressé par la récupération des signaux sous la forme de
sources ponctuelles ou d’images. Je vais préciser maintenant ces différents éléments, qu’on trouvera
résumés sur la figure 9.1 page suivante.
9.1.1 Signaux observés : sources ponctuelles et sources diffuses
Tout d’abord, parmi les J processus sources, il y en a Sp ≤ J dont on ne dispose que d’une seule
réalisation. Je parlerai alors de sources observées ponctuelles s˜p (·, j). Les Sd = J − Sp autres sont
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Figure 9.1: Exemple de configuration pour la séparation informée. Les processus sources s˜ (·, ·)
sont des objets mathématiques. Au codeur, les sources Sp = {1, 2, 3} sont observées sous forme
ponctuelle, tandis que les sources Sd = {4, 5} sont observées sous forme diffuse. Lors de la pro-
duction du mélange et indépendamment de la manière dont elles sont observées au codeur, les
sources Mc = {3, 4} sont mixées de manière convolutive, tandis que les sources Md = {1, 2, 5}
sont mixées de manière diffuse. Enfin, l’objectif du traitement est de récupérer les sources Zs =
{2, 3, 4} sous forme ponctuelle et les sources Zy = {1, 5} sous forme d’images. De plus, aucune
source n’est à ignorer pour la séparation (Z∅ = ∅). On peut noter que les sources à récupérer sous
forme ponctuelle sont bien soit mixées de manière convolutive, soit observées sous forme ponctuelle
au codeur : Zs ⊂ (Sp ∪Mc). Dans le cas de la source 2 ∈ Zs ∩ Sp ∩Md, c’est la source ponc-
tuelle observée au codeur qu’on cherche à estimer, puisque son mixage diffus fait qu’il n’y a pas
d’unique réalisation menant à son image dans le mélange, mais une multitude, comme on l’a vu en
section 6.2.2..
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uniquement disponibles sous la forme d’un mixage diffus des processus sources correspondants.
Je parlerai alors de sources observées diffuses s˜d (·, ·, j). Chacune de ces sources diffuses est un
ensemble de I signaux.
Par analogie avec le mixage diffus présenté en section 6.2, une source diffuse s˜d (·, ·, j) sera ainsi
définie comme un mixage diffus d’un des processus source s˜ (·, j). Ainsi, la covariance d’une source
diffuse sd (f, n, ·, j) pour un point (f, n) donné s’écrira :
E
[
sd (f, n, ·, j) sd (f, n, ·, j)H
]
= P (f, n, j)Robsj (f) , (9.1.1)
où P (f, n, j) est la DSP du processus source s˜ (·, j) correspondant au point (f, n), tandis que
Robsj (f) désigne la matrice de covariance spatiale, de dimension I × I, de l’observation de cette
source à l’encodeur 1, à la fréquence f . Dans la suite, je désignerai par Sp et Sd l’ensemble des
indices des sources observées au codeur de manière ponctuelle et diffuse, respectivement.
Une source est un processus, il s’agit d’un ob-
jet mathématique. On observe à l’encodeur
des réalisations des sources. Pour une unique
réalisation on parle de source ponctuelle tan-
dis qu’on parle de source diffuse pour l’obser-
vation de plusieurs réalisations.
Avant d’aller plus loin, une courte discussion s’impose
ici sur l’avantage de considérer des sources diffuses. Une
telle source est caractérisée par deux propriétés impor-
tantes. La première est qu’elle présente les mêmes varia-
tions de DSP sur ses différents canaux et la deuxième est
que ces canaux présentent une corrélation donnée par la
matrice Robsj (f), qui dépend de la fréquence et qui rend
compte d’un processus de mixage complexe d’un unique
processus source s˜ (·, j). Si une de ces deux propriétés
n’est pas respectée par un signal source multicanal observé, il est inutile d’adopter un modèle de
source diffuse pour le modéliser :
– Si les différents canaux du signal en question ne présentent manifestement pas la même DSP,
à une spatialisation près, alors il sera mal modélisé comme une source diffuse.
– Si les différents canaux du signal sont manifestement produits par des processus physiques
distincts, même si leur DSP est la même, il n’est pas très avantageux de le modéliser comme
une source diffuse. En effet, la principale force du modèle diffus est de tenir compte des
dépendances a priori entre les canaux d’un signal. Cette force disparaît si ces canaux sont
indépendants.
Certains signaux musicaux multicanaux,
comme la section rythmique, sont souvent
mal modélisés comme une seule source de
covariance spatiale constante. On se ramène
alors au cas de I sources ponctuelles indépen-
dantes a priori. Certains modèles de sources
comme NTF peuvent de toute façon rendre
compte des redondances dans les DSP des
différentes sources.
Une stratégie que j’ai souvent utilisée dans les ap-
plications consiste à tout simplement ignorer le fait que
certains groupes de signaux sont relatifs à la même source
et à les considérer comme I sources ponctuelles indépen-
dantes, en augmentant simplement Sp. Cette stratégie a
l’avantage de la simplicité puisqu’elle permet de simpli-
fier l’apprentissage du modèle, mais elle a l’inconvénient
de nécessiter un modèle indépendant pour la DSP des
différents canaux de ces sources, menant à une informa-
tion annexe plus conséquente. Cependant, si on utilise un
modèle de sources NTF, ce coût supplémentaire est né-
gligeable, puisqu’il suffit alors de rajouter (I − 1)K pa-
ramètres à la matrice de gains Q du modèle pour chaque source diffuse ainsi transformée en I
sources ponctuelles. Si on utilise le modèle par compression d’images, le coût en débit est plus
important.
1. Il faut bien souligner ici que cette matrice de covariance spatiale de l’observation est différente de celle Rj (f)
de l’image de la source dans le mélange, qu’on verra plus loin. Elles ne seront identiques que si la source diffuse
observée est sommée telle quelle dans le mélange.
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9.1.2 Mixages convolutifs ou diffus
Après une première caractérisation des problèmes de séparation informée portant sur la nature
des signaux sources observés au codeur, une deuxième porte sur la nature du mixage, ou plutôt sur
la nature du modèle rendant compte du mixage. Indépendamment de la manière dont ils sont obser-
vés au codeur, chacun des j processus sources s˜ est mixé de manière à produire son image y˜ (·, ·, j)
dans le mélange. Je considèrerai que ce mixage est soit convolutif, soit diffus. Je désignerai par Mc
et Md le nombre de sources mixées de manière convolutive et diffuse, respectivement. Les indices
correspondants seront rassemblés dans les ensemblesMc etMd.
Comme on le voit, une source dont on dispose d’une observation ponctuelle au codeur peut être
mixée de manière diffuse, et une source observée sous forme diffuse au codeur peut être mixée de
manière ponctuelle, rendant possible son estimation ponctuelle au décodeur. On a alors :
∀j ∈ Mc, E
[
y (f, n, ·, j)y (f, n, ·, j)H
]
= P (f, n, j)Aj (f)Aj (f)H︸ ︷︷ ︸
Rj(f)
, (9.1.2)
∀j ∈ Md, E
[
y (f, n, ·, j)y (f, n, ·, j)H
]
= P (f, n, j)Rj (f) , (9.1.3)
où les notations sont les mêmes que celles de la section 6.2 page 89. Quatre situations possibles
émergent, en fonction du type d’observation et du type de mixage, qui sont résumées en table 9.1.




La seule réalisation sp (f, n, j) observée
au codeur est aussi notée s (f, n, j).
Elle est mixée de manière convolutive,
donnant lieu à l’image y (f, n, ·, j),
dont la covariance est donnée
par 9.1.2.
(On peut estimer s ou y au décodeur.)
Au codeur, on observe une
réalisation sp (f, n, j) de la source.
L’image de cette source dans le
mélange est notée y (f, n, ·, j), et est
caractérisée par la covariance 9.1.3, où
Rj (f) donne la covariance spatiale
dans le mélange.




Au codeur, on observe sd (f, n, ·, j),
formée de I canaux et dont la
covariance est donnée par 9.1.1, avec
une matrice de covariance
spatiale Robsj (f).
On suppose qu’une autre
réalisation s (f, n, j) existe de la
source, non observée, qui est mixée
pour donner lieu à l’image y (f, n, ·, j),
dont la covariance est donnée
par 9.1.2.
(On peut estimer s ou y au décodeur.)
On observe sd (f, n, ·, j), formée de
I canaux et dont la covariance est
donnée par 9.1.1, avec une matrice de
covariance spatiale Robsj (f).
L’image de cette source dans le
mélange est notée y (f, n, ·, j), et
caractérisée par la covariance 9.1.3, où
Rj (f) donne la covariance spatiale
dans le mélange qui est distincte
de Robsj (f) dans le cas général.
(On peut estimer y au décodeur.)
Table 9.1: Différentes configurations de séparation informée en fonction du type des sources ob-
servées et du type de mixage.
Il est important de noter que dans le formalisme que je propose, les réalisations des sources qui
conduisent aux mélanges observés après mixage ne sont pas nécessairement les mêmes que celles
qui conduisent aux signaux observés à l’encodeur. Je ne supposerai que ce sera le cas que pour les
sources observées de manière ponctuelle et mixées de manière convolutive, auquel cas on aura :
∀j ∈ Sp ∩Mc, sp (f, n, j) = s (f, n, j) .
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Pour les autres, les sources observées ne correspondent pas aux mêmes réalisations que les sources
mixées. Cela permet de rendre compte du fait qu’on puisse vouloir récupérer sous forme ponctuelle
une source observée au codeur sous forme diffuse, pour peu qu’on suppose qu’elle soit mixée dans
les mélanges de manière ponctuelle. Bien entendu, il faut voir là un artifice mathématique par
lequel on peut rendre compte de beaucoup de cas de figure complexes. En général, ce sont bien les
signaux observés au codeur qui font l’objet d’un mixage et qui donnent lieu aux mélanges.
Quoiqu’il en soit, pour toutes les sources mixées de manière convolutive (j ∈ Mc), je note-
rai s (f, n, j) leur réalisation qui donne lieu après mixage à l’image y (f, n, ·, j) dans le mélange,
dont la matrice de covariance est donnée par 9.1.2. Pour celles qui sont en plus observées de ma-
nière ponctuelle au codeur, je supposerai que cette réalisation est celle observée au codeur : on
aura sp (f, n, j) = s (f, n, j).
Par ailleurs et comme on le verra aux chapitres 10 et 11, je propose d’aborder non seulement le
cas où les paramètres de mixage sont connus mais aussi celui où il faut les estimer.
9.1.3 Signaux à récupérer
Enfin, une troisième caractérisation des problèmes de séparation informée porte sur les signaux
qu’on souhaite récupérer au décodeur. Certains des signaux mixés sont à estimer sous la forme de
sources ponctuelles et d’autres sous la forme d’images. Je considèrerai en outre qu’on puisse ne pas
être intéressé par la séparation de tous les signaux. Soit Zs l’ensemble des Zs indices des sources
ponctuelles à estimer et Zy celui des Zy signaux à récupérer sous forme d’image, avec Zs∩Zy = ∅.
Les autres Z∅ = J − Zs − Zy sources, dont les indices sont rassemblés dans Z∅ = NJ \ (Zs ∪ Zy)
ne sont pas à séparer.
Dans l’approche que je propose, il y a certaines contraintes qui font qu’on ne peut pas récupérer
sous forme ponctuelle n’importe quelle source. En effet, si on n’a pas observé un processus source
sous forme ponctuelle au codeur et si son mixage dans le mélange est diffus, alors je considèrerai que
cette source ne peut être récupérée que sous la forme d’image. Je n’ai d’ailleurs pas connaissance
d’une quelconque étude qui permettrait une telle procédure. Il est cependant possible d’aborder
ce problème en séparant d’abord l’image de cette source, puis en tâchant de manière aveugle d’en
reconstruire une version ponctuelle. Ce problème non trivial 2 pourrait être abordé sous l’angle de
la synthèse de processus gaussien, présentée en annexe A. Dans les autres cas, on peut récupérer
les sources soit sous une forme ponctuelle, soit sous la forme d’image.
Il est intéressant de constater que le formalisme proposé permet de récupérer des sources ponc-
tuelles dans deux situations jusqu’alors inédites. Tout d’abord, même si elles sont observées de
manière diffuse au codeur, on peut en estimer une réalisation ponctuelle si leur mixage est ponc-
tuel. Dans ce cas, c’est la réalisation unique s (·, ·, j) menant à l’image qu’on cherche à estimer.
Ensuite, si elles sont observées sous forme ponctuelle sp (·, ·, j) à l’encodeur, alors on peut toujours
chercher à estimer sp (·, ·, j) à partir du mélange, même si c’est par un modèle diffus qu’on modélise
la production de l’image y (·, ·, ·, j) dans le mélange.
L’ensemble des cas de figure où il est possible d’estimer une réalisation ponctuelle des sources
peut se résumer en disant qu’il faut avoir :
Zs ⊂ (Sp ∪Mc) . (9.1.4)
Formellement, l’objectif de la procédure est alors de permettre au décodeur d’estimer pour chaque
point (f, n) le vecteur z (f, n, ·), de dimension (Zs + IZy)× 1, défini par :
z (f, n, ·) =
 s (f, n,Zs ∩Mc)sp (f, n,Zs ∩Md ∩ Sp)
y (f, n, ·,Zy)
 , (9.1.5)
où s (f, n,Zs ∩Mc) est un vecteur formé des éléments de s (f, n, ·) dont l’indice est dans Zs∩Mc.
De la même manière, sp (f, n,Zs ∩Md ∩ Sp) désigne le vecteur des sources ponctuelles observées au
2. On peut toujours, de manière brutale, effectuer la moyenne des canaux d’une image pour récupérer un signal
monophonique. Cette procédure simple est exposée au risque d’interférences destructives.
122 CHAPITRE 9. PROCESSUS GAUSSIENS ET SÉPARATION INFORMÉE
codeur dont l’indice est dans Zs∩Md∩Sp. Si un de ces ensembles est vide, le vecteur correspondant
est vide également. y (f, n, ·,Zy) se définit pareillement comme le vecteur de dimension IZy × 1,
composé de la concaténation des {y (f, n, ·, j)}j∈Zy :












où Z(j)y est le jème élément de Zy. Une fois les TFCT des signaux recherchés estimés, les signaux
temporels correspondants peuvent être récupérés par transformée de Fourier inverse et addition-
recouvrement.
9.1.4 Approche gaussienne pour la séparation informée
L’approche adoptée dans cette partie consiste à modéliser chaque source comme un processus
gaussien localement stationnaire et à assimiler l’information annexe Θ aux paramètres requis par
la séparation de processus gaussiens, telle que présentée en partie II.




{P (f, n, j)}f,n,j , {Rj (f)}f,j , {Uj (f)}j∈Zs∩Sp∩Md
}
, (9.1.7)
où P désigne l’ensemble des DSP des sources, {Rj (f)}f,j sont les matrices de covariance
spatiale des images, données soit sous la forme générale 9.1.3 si leur mixage est diffus, soit
par le biais des filtres de mélange s’il est convolutif. Dans ce dernier cas, on peut également
transmettre les réponses impulsionnelles des filtres.
Les filtres {Uj (f)}j∈Zs∩Sp∩Md dits de formation de voie, que je n’ai pas encore abor-
dés, permettent de récupérer sous forme ponctuelle des sources observées au codeur sous
forme ponctuelle, mais mixées de manière diffuse. Je reviendrai sur ce point en section 9.2.
La manière de construire Θ au codeur à partir des observations est précisée aux chapitres 10 et 11
– Le décodeur paramétrique, muni de l’information annexe Θ et des mélanges, peut déterminer
les meilleures estimées ẑ (f, n, ·) des signaux recherchés selon le critère de l’erreur quadratique
moyenne :
ẑ (f, n, ·) = K (z (f, n, ·) ,x (f, n, ·))K (x (f, n, ·) ,x (f, n, ·))−1 x (f, n, ·) , (9.1.8)
où l’expression des différentes matrices de covariance dépend des paramètres Θ du modèle. Je
reviendrai sur ce point en section 9.2, mais on peut d’ores et déjà remarquer que cette procédure
de séparation est d’une faible complexité : O (NFI3) et peut donc aisément être implémentée
pour fonctionner en temps réel sur des appareils disposant d’une puissance de calcul limitée.
Comme on le voit, le système que je propose pour la séparation informée revient simplement à
transmettre à l’algorithme de séparation les grandeurs dont il a besoin pour récupérer de manière
optimale les signaux recherchés selon le critère de l’erreur quadratique moyenne. En termes simples,
ces grandeurs vont s’avérer être les spectrogrammes des sources ainsi que les paramètres de mélange.
Au décodeur, un filtrage de Wiener généralisé permet d’effectuer la séparation.
Cette formulation soulève plusieurs problématiques importantes. Tout d’abord, il faut définir la
procédure de séparation à mettre en œuvre au décodeur pour récupérer les signaux recherchés à
partir des mélanges et de l’information annexe. Comme on peut le voir dans l’expression 9.1.8, cela
se fera par le biais d’une séparation similaire à celles présentées en partie II. Cette procédure fait
cependant intervenir quelques subtilités, liées au nombre conséquent des cas de figures envisagés.
J’évoquerai ce point en section 9.2.
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Ensuite, l’information annexe 9.1.7 contient bien trop de paramètres pour être d’une réelle utilité
pratique. En effet, un encodage naïf de Θ impliquerait des débits très importants pour sa transmis-
sion du codeur au décodeur, compte tenu des JFN coefficients des DSP P (f, n, j) des sources. En
somme, il serait plus avantageux de directement inclure les signaux séparés dans Θ, ce qui serait
un constat d’échec pour la séparation informée. Fort heureusement, il existe des stratégies que je
vais bientôt présenter en section 9.3 pour rendre l’approche très efficace en termes de coûts de
transmission.
Par conséquent, le choix 9.1.7 pour l’information annexe n’a pas d’intérêt pratique. En revanche,
il a un intérêt théorique important, puisqu’il est celui qui mène aux meilleures performances qu’on
puisse atteindre en utilisant ce modèle 9.1.8 de séparation. Dans la littérature, ce genre de configura-
tion idéale pour un modèle particulier est traditionnellement appelée une configuration oracle [213].
Ainsi, le lot 9.1.7 de paramètres pour l’information annexe portera le nom de configuration oracle
dans cette étude.
9.2 Séparation au décodeur
Si on suppose connue l’information annexe 9.1.7, la séparation au décodeur peut se faire na-
turellement en utilisant le formalisme gaussien qui m’a occupé dans la partie II. Pour obtenir la
distribution a posteriori de z (f, n, ·) étant donné le mélange x (f, n, ·), il est nécessaire de définir
les matrices de covariance suivantes 3 :
– Covariance de z :
K (z (f, n, ·) , z (f, n, ·)) = E
[




diag (P (f, n,Zs)) 0
0 blockdiag
(














 M1 0 00 . . . 0
0 0 MQ
 . (9.2.1)
– Covariance du mélange :
K (x (f, n, ·) ,x (f, n, ·)) = E
[





P (f, n, j)Rj (f) , (9.2.2)
– Enfin, la covariance entre z et x, de dimension (Zs + IZy)× I, est :
K (z (f, n, ·) ,x (f, n, ·)) = E
[
z (f, n, ·)x (f, n, ·)H
]
. (9.2.3)
Cette matrice est formée par la concaténation verticale de plusieurs groupes de matrices de
covariance de différents signaux avec les mélanges.
1. Tout d’abord, les matrices de covariances {K (s (f, n, j) ,x (f, n, ·))}j∈Zs∩Mc des sources
ponctuelles à estimer qui sont mixées de manière convolutive et des mélanges, chacune
de dimension 1× I :
∀j ∈ Zs ∩Mc, K (s (f, n, j) ,x (f, n, ·)) = P (f, n, j)Aj (f)H .
3. Lorsque j ∈Mc, Rj (f) est construit à partir de Aj (f) par Rj (f) = Aj (f)Aj (f)H .
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2. Ensuite, les matrices de covariances {K (sp (f, n, j) ,x (f, n, ·))}j∈Zs∩Sp∩Md des sources
ponctuelles à estimer qui sont observées sous forme ponctuelle à l’encodeur mais mixées
de manière diffuse, chacune de dimension 1× I :
∀j ∈ Zs ∩ Sp ∩Md, K (sp (f, n, j) ,x (f, n, ·)) = E
[
sp (f, n, j)x (f, n, ·)H
]
.
Cette covariance n’est pas donnée comme dans le cas précédent par P (f, n, j)Aj (f)H ,
puisqu’il n’existe pas de tel filtre de mélange Aj (f) pour une source mixée de manière
diffuse. Je propose de modéliser cette covariance par :
E
[
sp (f, n, j)x (f, n, ·)H
]
= Uj (f)> P (f, n, j)Rj (f) , (9.2.4)
où Uj (f), vecteur de dimension I × 1, sera appelé un filtre de formation de voie, inclus
dans l’information annexe.
3. Enfin, les Zy matrices de covariance {K (y (f ,n, ·, j) ,x (f ,n, ·))}j∈Zy des images à
estimer et des mélanges.
∀j ∈ Zy, K (y (f, n, ·, j) ,x (f, n, ·)) = P (f, n, j)Rj (f) .
Muni de l’expression de ces trois matrices de covariance, la distribution a posteriori de z étant
donné x est donnée par :






µpost = K (z (f ,n, ·) ,x (f ,n, ·))K (x (f ,n, ·) ,x (f ,n, ·))−1 x (f ,n, ·) (9.2.6)
et
Kpost = K (z (f ,n, ·) , z (f ,n, ·))
−K (z (f ,n, ·) ,x (f ,n, ·))K (x (f ,n, ·) ,x (f ,n, ·))−1K (z (f ,n, ·) ,x (f ,n, ·))H . (9.2.7)
La tâche du décodeur est donc de construire les différentes matrices de covariance requises pour
la séparation, et d’inverser pour chaque point (f, n) une matrice de dimension I × I, en général
petite (un cas classique est celui des mélanges stéréophoniques pour lesquels I = 2). La complexité
totale de cette phase de séparation au décodeur est donc de O (FNI3). Pour référence ultérieure,
j’ai consigné les opérations correspondantes dans l’algorithme 9.1.
9.3 Modèles de sources et de mixage
Sans considérer pour l’instant le problème de l’estimation de leurs valeurs que j’aborderai au
chapitre 10, considérons pour commencer le nombre des différents constituants de l’information
annexe 9.1.7 afin de déterminer ceux dont l’encodage entraîne un coût important en termes de
débit.
Il apparaît tout d’abord que le nombre FI (Mc + IMd) des paramètres de mixage {Rj (f)}j,f
ne dépend pas de la longueur des signaux. On peut donc considérer que leur transmission du codeur
vers le décodeur ne pose pas vraiment de problème en comparaison du débit nécessaire à l’encodage
d’un morceau de quelques minutes. La charge en débit correspondante est en effet la plupart du
temps faible. Cependant, si on dispose des réponses impulsionnelles aij (τ) des filtres de mélange,
de longueur H < F , il est avantageux de les transmettre de préférence aux réponses fréquentielles
puisque dans ce cas le nombre des paramètres de mixage devient HIMc + FI2Md et qu’il est
moins coûteux d’encoder des valeurs réelles que des valeurs complexes. Par ailleurs, les mêmes
remarques tiennent aussi pour le nombre de paramètres correspondants aux filtres de formation de
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Algorithme 9.1 Décodeur gaussien paramétrique pour la séparation informée.
Entrées :
– I signaux régulièrement échantillonnés de mélange x˜
– Paramètres ρ et L0 de tramage
– Famille paramétrique P utilisée pour les DSP des sources
– Flux binaire de l’information annexe
Initialisation
– Construire la TFCT x des mélanges
– Construire l’information annexe Θ =
{
θ , {Rj (f)}f,j , {Uj (f)}j∈Zs∩Sp∩Md
}
à partir de son flux
binaire
Séparation
– Construire les matrices K (z (f ,n, ·) ,x (f ,n, ·)) et K (x (f ,n, ·) ,x (f ,n, ·)) selon 9.2.3 et 9.2.2
page 123
– Estimer les signaux z en appliquant 9.2.6 page ci-contre pour chaque point (f, n)
– Récupérer les formes d’ondes correspondantes z˜ par TFCT inverse
Sortie
– Retourner z˜
voie {Uj (f)}f,j∈Zs∩Sp∩Md , qu’on peut également transmettre sous forme de réponse impulsion-
nelle. Dans tous les cas, je n’envisagerai pas d’autre stratégie particulière dans la présente étude
pour réduire le nombre de ces paramètres de mixage, considérant que les débits correspondants
sont satisfaisants pour les applications.
Pour un morceau stéréo de 3mn composé
de 2 sources diffuses et de 3 sources ponc-
tuelles dont les filtres de mélange sont d’un
ordre H = 200, une quantification en
32 bits de chaque scalaire réel conduit à
un débit pour les paramètres de mixage
de 0.3kbps/source, sans tenir compte du gain
apporté par un codage entropique ultérieur.
Ceci est très faible devant le débit requis par
les autres paramètres du modèle, de l’ordre
de 5kbps.
On remarque par contre que le nombre de paramètres
contenus par Θ dans 9.1.7 est très largement dominé par
la valeur des JFN coefficients des DSP des sources, qu’on
ne peut pas encoder de manière naïve par quantification
scalaire sans aboutir à des débits prohibitifs. Cependant,
j’ai montré au chapitre 4 qu’il existe des modèles per-
mettant de réduire énormément le nombre de paramètres
requis pour la modélisation de la DSP d’un groupe de si-
gnaux. La stratégie adoptée dans ma thèse a consisté à
utiliser de tels modèles de sources en lieu et place des véri-
tables DSP et ainsi à simplement remplacer P dans 9.1.7
par un modèle de sources P (· | θ) :
P (f, n, j) = P (f, n, j | θ) . (9.3.1)
Pour le même exemple, si on choisit un mo-
dèle NTF à K = 20 composantes, le nombre
de paramètres de sources passe de JFN ≈
1.3 × 107 à K (J + F +N) ≈ 1.1 × 105, soit
une diminution de deux ordres de grandeur.
Il est remarquable que n’importe quel modèle de
sources puisse être utilisé à ce stade, paramétré par un
ensemble θ de paramètres et qui permet d’obtenir une es-
timation de la DSP P (f, n, j) de chaque source à chaque
point TF par application de 9.3.1.
Lors de mon travail, je me suis contenté des deux mo-
dèles NTF et CI que j’ai présentés au chapitre 4 page 57,
mais il est entendu qu’une réduction encore plus impor-
tante du nombre de paramètres de l’information annexe peut être obtenue en utilisant des modèles
plus sophistiqués tels que ceux présentés en [53, 163].
Une fois le modèle P (· | θ) de sources choisi, il s’agit d’en estimer les paramètres θ et de pro-
céder à leur quantification de manière à pouvoir transmettre l’information annexe du codeur vers
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le décodeur. J’envisagerai cette problématique plus avant au chapitre 10.
Dans tous les cas, l’information annexe oracle 9.1.7 est remplacée en pratique par :
Θ =
{
θ , {Rj (f)}f,j , {Uj (f)}j∈Zs∩Sp∩Md
}
, (9.3.2)
où θ désigne le lot de paramètres de sources, à partir desquelles il est possible de reconstruire une
approximation P (f, n, j | θ) de la DSP des signaux par le biais d’un modèle de sources P (· | θ)
donné.
Au niveau du décodeur, l’utilisation d’un modèle de sources différent de celui de la configu-
ration oracle ne pose pas de problème particulier. En effet, muni de cette nouvelle information
annexe 9.3.2, il est simple de procéder à la séparation en remplaçant l’expression exacte P (f, n, j)
par son approximation P (f, n, j | θ) dans les expressions menant aux estimées. La complexité de
ce traitement au décodeur est la même que dans la configuration oracle.
9.4 Un codage paramétrique
Il est intéressant d’établir ici un parallèle 4 entre l’expression 9.1.8 page 122 des sources estimées
au décodeur et l’utilisation de modèles paramétriques dans le codage audio à bas débit [33].
Dans un codeur paramétrique, on suppose que le signal à encoder est un représentant d’une
famille paramétrique connue. Le rôle de l’encodeur est d’identifier ce représentant à partir de
l’observation du signal, et d’encoder les paramètres correspondants. Au décodeur, le signal est
reconstruit en utilisant les paramètres produits par l’encodeur. Par exemple, il est courant de
modéliser un signal de voix comme produit par filtrage autorégressif d’une combinaison de signaux
périodiques d’excitation, qui correspondent aux cycles vibratoires de la glotte. Cette idée a conduit
à l’élaboration de plusieurs formats d’encodage très populaires des signaux vocaux, dont CELP,
MELP et leurs nombreuses variantes [33].
Si on fait l’hypothèse que le signal est une
droite, il est bien plus efficace de le décrire
avec sa pente et son ordonnée à l’origine plu-
tôt qu’en cherchant à décrire chacun de ses
échantillons. C’est le principe d’un codeur
paramétrique.
L’intérêt d’un codeur paramétrique est qu’il est sou-
vent moins coûteux, en termes de débit, de transmettre
les paramètres d’un modèle génératif que de trouver un
moyen de reconstruire fidèlement n’importe quelle forme
d’onde. En effet, le nombre de paramètres des modèles
utilisés pour le codage est généralement assez faible, ce
qui permet de les transmettre très efficacement. De plus,
si on sait que les signaux à compresser seront toujours
d’un type particulier, il est intéressant de tirer parti de
cette connaissance pour réduire le débit nécessaire à leur encodage.
L’inconvénient de ces codeurs est que si le signal à encoder n’obéit pas au modèle paramétrique
choisi, la distorsion introduite par l’encodage sera très forte. En effet, le signal produit au décodeur
est par construction un représentant de la famille paramétrique considérée. Si le signal observé est
très mal modélisé par cette famille, il est inévitable d’avoir une très mauvaise qualité de recons-
truction au décodeur. Dans les codeurs de la parole, il est par exemple classique d’utiliser deux
modèles différents pour les portions voisées et les portions non voisées, qui ne sont pas le fruit du
même processus physique de synthèse. Il est alors crucial de fidèlement identifier quelles portions
du signal sont voisées et quelles portions ne le sont pas, de manière à ne jamais utiliser le mauvais
modèle lors de l’encodage. En cas d’erreur, le signal reconstruit perd beaucoup en intelligibilité.
Un autre exemple classique d’inadéquation d’un signal aux modèles est celui de la musique, qui
est très mal compressée par un codeur paramétrique de voix. Cela se comprend aisément par le
constat que la musique présente souvent une multitude de fréquences fondamentales simultanées,
ce qui n’est pas pris en compte dans les codeurs spécifiques à la voix.
4. Je remercie Alexey Ozerov de m’avoir indiqué ce parallèle.
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Le système proposé repose sur un modèle gé-
nératif où les sources sont des PGLS, mixés
dans les signaux de mélanges. Leurs estimées
sont données par une forme paramétrique.
En ce sens, il se rapproche d’un codeur para-
métrique.
Or, le système que je propose dans cette partie pour
la séparation informée est bien un modèle paramétrique
des signaux sources. En effet, l’expression 9.1.8 des esti-
mées montre que les signaux encodés ne peuvent pas être
quelconques, mais doivent correctement obéir au modèle
de sources et doivent donc être des PGLS dont la DSP
est correctement modélisée par P (· | θ). De plus, les si-
gnaux mélangés à partir desquels la séparation est effec-
tuée doivent être formés à partir des signaux sources selon le modèle de mixage choisi et en utilisant
les paramètres de mixage utilisés pour la séparation. Cet encodage paramétrique des sources est
cependant d’un genre nouveau, puisqu’il est conditionné à l’observation d’un mélange x˜, commun
à la fois à l’encodeur et au décodeur, par opposition aux codeurs traditionnels, qui ne supposent
pas une telle observation commune.
Ce système bénéficie ainsi des mêmes avantages et souffre des mêmes inconvénients que les
codeurs paramétriques classiques. Comme on le verra au chapitre 12, il permet des débits pour la
transmission des sources de l’ordre de 1− 5kbps/source, ce qui est très faible pour la transmission
de signaux musicaux et très intéressant pour les applications d’écoute active envisagées.
Son principal inconvénient est que les signaux estimés ne peuvent pas être identiques aux
signaux originaux, quel que soit le débit disponible pour la transmission de l’information annexe 5.
En d’autres termes, les performances de cette approche paramétrique sont bornées. Deux raisons
principales peuvent être évoquées pour expliquer ce fait.
En premier lieu, quand bien même le modèle choisi serait parfaitement respecté par les signaux,
l’expression 9.1.8 ne garantit que la minimisation en moyenne de l’erreur quadratique, et non pas la
récupération exacte des signaux mélangés. La covariance a posteriori correspondante 9.2.7 n’est en
effet pas nulle, ce qui indique clairement que le modèle ne prétend pas à une quelconque certitude
sur les estimées.
En outre, le système repose sur plusieurs approximations qui peuvent ne pas être respectées
exactement en pratique :
– Les signaux sources sont supposés être des processus gaussiens localement stationnaires. Bien
que cette hypothèse se justifie souvent, elle demeure une approximation. On a vu en effet
en section 3.3 que le recouvrement entre les trames interdit en toute rigueur de supposer les
différents points TF comme indépendants, ce qu’on fait pourtant dans les traitements.
– Lors de l’utilisation du modèle convolutif, on suppose l’exactitude des modèles de mixage 6.1.15
et 6.2.1. Cependant, ces modèles reposent sur certaines approximations qui peuvent ne pas
être respectées. En particulier, il est courant d’avoir des filtres de mélange dont les réponses
impulsionnelles ne sont pas finies. Dans ce cas, les modèles de mixage utilisés ne sont qu’une
approximation.
– Quand on remplace les DSP des signaux sources par leur approximation paramétrique en 9.3.1,
on commet inévitablement une erreur qui produit un écart entre les signaux originaux et leur
approximation 9.1.8.
Malgré toutes ces causes possibles de défaillance, le modèle de séparation paramétrique que je
propose dans cette partie est à la fois simple à implémenter, offre des bonnes performances et
conduit à des débits extrêmement compétitifs pour la séparation informée. Le rapprochement
effectué ici entre ce système et les codeurs paramétriques permet de bien cerner à la fois les forces
et les limites de l’approche.
9.5 Structure de la chaine de traitement
Pour conclure ce chapitre introductif sur l’approche paramétrique que je propose pour la sé-
paration informée, je vais préciser l’architecture du système correspondant, que j’ai représentée en
figure 9.2.
5. Sauf cas exceptionnels assez irréalistes en pratique.
128 CHAPITRE 9. PROCESSUS GAUSSIENS ET SÉPARATION INFORMÉE
Figure 9.2: Structure du système de séparation informée paramétrique. L’information annexe Θ
est produite après analyse conjointe à l’encodeur des sources et des mélanges, puis utilisée au
décodeur pour estimer les sources à partir des mélanges.
– Le codeur dispose de la connaissance des mélanges, des sources ponctuelles et des sources
diffuses. Muni de ces informations, il produit dans un premier temps l’information annexe Θ.
Dans un deuxième temps, cette information annexe est encodée, de manière à générer un flux
annexe, entendu comme une suite de bits transmise au décodeur en plus des mélanges. La
version quantifiée de l’information annexe est notée Θ¯.
– Le décodeur récupère à la fois les mélanges et le flux annexe et commence par décoder le
flux pour reconstruire l’information annexe quantifiée Θ¯. Lorsqu’il dispose des mélanges x
et de Θ¯, il procède à la séparation en estimant les signaux z recherchés par 9.2.6, où les
matrices de covariance utilisées sont définies en section 9.2 en utilisant Θ¯ en lieu et place des
paramètres de sources et de mixage.
Cette architecture étant posée, il me reste à préciser en détail les deux traitements principaux
effectués par le codeur : l’estimation et l’encodage de l’information annexe. Ce point fait l’objet
des deux chapitres suivants.
Chapitre 10
Codeur informé paramétrique
(Sd = Md = 0)
Dans ce chapitre, je vais m’intéresser aux traitements effectués par l’encodeur dans le système
paramétrique. De manière à simplifier mon exposé, j’ai décidé d’aborder le problème de l’estimation
de l’information annexe en deux temps. Pour commencer, je vais considérer dans ce chapitre le cas
où aucune source n’est observée au codeur sous forme diffuse, ni mixée de manière diffuse dans
le mélange, conduisant à Sd = Md = 0. Ce cas constitue l’état de l’art dans le domaine de la
séparation informée et généralise déjà tous les systèmes dont j’ai connaissance. En effet, il permet
en premier lieu les mélanges convolutifs, alors que de nombreux systèmes existants sont restreints
aux mélanges linéaires instantanés 1 [170, 130, 167, 87]. De plus, il inclut à la fois la récupération
des images et des sources ponctuelles, une propriété que je n’ai pas encore rencontrée chez un autre




θ , {Aj (f)}j,f
}
, (10.0.1)
et se réduit donc aux paramètres de sources θ et aux filtres de mélange A.
Comme on l’a vu en section 9.1, il est tou-
jours possible de se ramener au cas Sd = 0 en
assimilant chaque source diffuse à I sources
ponctuelles.
Comme souligné en figure 9.2, cet encodeur a deux
tâches principales à effectuer : l’estimation de l’informa-
tion annexe et son encodage. Dans un premier temps,
j’aborderai en section 10.1 la question de la stratégie gé-
nérale adoptée pour l’apprentissage de l’information an-
nexe. On y verra qu’au lieu de s’atteler à un apprentissage
discriminant, optimal mais complexe compte tenu de la
paramétrisation du problème, la stratégie adoptée sera
générative, plus simple et permettant de découpler l’apprentissage des paramètres de sources et de
mixage. Une fois cette stratégie établie, je montrerai comment on peut apprendre les paramètres
en section 10.2. C’est alors seulement que j’aborderai le problème de leur encodage en section 10.3.
Je terminerai en section 10.4 par un résumé des opérations effectuées par l’encodeur paramétrique
dans le cas Sd = Md = 0.
10.1 Approche discriminante ou générative
L’objectif de l’apprentissage est de produire l’information annexe Θ? qui sera la plus susceptible
de conduire à des bonnes estimées des sources au moment du décodage. Dans un cadre probabiliste,
1. Cette affirmation doit être cependant tempérée par le fait que la plupart peuvent être étendus au cas convolutif
en considérant simplement qu’il est équivalent à un mixage instantané dont la matrice de mélange varie en fonction
de la fréquence. Cela a été démontré dans l’évaluation commune [134] que nous avons menée et dont on trouvera
les résultats au chapitre 12.
2. Dans le cas ponctuel, il faut cependant remarquer qu’on peut très bien remixer les sources avec leurs filtres de
mélange pour obtenir les images. Il serait donc équivalent de récupérer toutes les sources sous forme ponctuelle pour
remixer ensuite celles dont on souhaite les images. L’intérêt de l’approche n’apparaîtra clairement que lorsqu’on
considérera le cas des mélanges diffus au chapitre suivant.
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cet apprentissage peut se formuler comme la recherche de Θ? qui maximise la vraisemblance des
signaux recherchés dans leur distribution a posteriori p (z | x,Θ) étant donnés les mélanges et Θ :
Θ? = argmax
Θ





log (p (z (f, n, ·) | x (f, n, ·) ,Θ)) (10.1.1)
où on a vu en section 9.2 que pour chaque point TF, la distribution a posteriori p (z (f, n, ·) | x (f, n, ·) ,Θ)
des sources est gaussienne, de moyenne µpost (f, n) défini en 9.2.6 et de covariance Kpost (f, n)
















∣∣∣Kpost (f, n)∣∣∣ . (10.1.2)
Comme on le voit, la recherche de l’information annexe par l’encodeur peut ainsi être présen-
tée comme un problème d’optimisation. La minimisation de l’expression 10.1.2 conduit au choix
de Θ qui produit les meilleures sources estimées par séparation du mélange. En effet, c’est lui qui
conduit à la distribution a posteriori dans laquelle les vraies sources sont les plus probables. Cette
méthode d’apprentissage ne se préoccupe pas tant de rendre compte du processus génératif par
lequel les sources sont produites puis mixées pour former les mélanges, mais plutôt de la meilleure
manière de récupérer les signaux recherchés compte tenu des mélanges. En ce sens, on peut s’inspi-
rer du vocabulaire couramment utilisé dans le domaine de la classification automatique [184, 178]
et parler ici d’un apprentissage discriminant de l’information annexe, par opposition à un appren-
tissage génératif, qui rechercherait plutôt l’information annexe qui permet au mieux d’expliquer la
production des données.
En classification, un apprentissage discrimi-
nant cherche à modéliser la meilleure ma-
nière de directement classer les données, tan-
dis qu’un apprentissage génératif cherche à
expliquer au mieux le processus de synthèse
des données.
Malheureusement, le problème posé par 10.1.2 se
heurte à plusieurs difficultés importantes. Tout d’abord,
les signaux z recherchés ne sont pas nécessairement ob-
servés au codeur. Ce n’est le cas que si on souhaite récu-
pérer uniquement des sources ponctuelles (Zy = 0), au-
quel cas z = s. Même dans ce cas, le problème 10.1.2 pré-
sente une complexité importante et je ne l’ai pas abordé
dans le cadre de mon travail. De mon point de vue, la
raison pour laquelle cette optimisation est si complexe
réside dans le fait que toute sa paramétrisation repose sur une compréhension résolument géné-
rative de la nature des signaux, où les paramètres de sources θ régissent la synthèse de s, tandis
que les paramètres de mixage rendent compte de la production des mélanges x à partir de s. Pour
qu’une approche discriminante telle que 10.1.1 conduise à des calculs plus simples pour le codeur,
je pense qu’il m’aurait fallu directement modéliser les sources comme produites par un filtrage des
mélanges, et chercher les filtres qui permettent au mieux de les expliquer 3. Je laisse cependant une
telle étude à des prolongements de mon travail.
Dans ces conditions, j’ai fait le choix de plutôt m’orienter vers un apprentissage génératif de
l’information annexe, beaucoup plus simple. Un tel apprentissage ne cherchera pas à maximiser
la vraisemblance des sources dans leur distribution a posteriori, mais plutôt à rendre compte
correctement de la procédure de synthèse à la fois des sources et des mélanges compte tenu du
modèle. En termes probabilistes, cela peut s’écrire comme la recherche de l’information annexe Θ?
qui maximise la vraisemblance p (s,x | Θ?) des signaux observés à l’encodeur, conduisant à un
nouveau problème d’optimisation :
Θ? = argmax
Θ
p (s,x | Θ) ,
3. Cette approche discriminante est celle que m’a indiquée Roland Badeau comme piste initiale au cours de la
première semaine de mon doctorat. Ce sont des résultats prometteurs mettant en œuvre l’approche générative qui
ont détourné mon attention de cette excellente idée jusqu’à ce jour.
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qui peut se simplifier compte tenu de l’indépendance conditionnelle entre les mélanges x et les
paramètres θ si les sources s sont connues :
Θ? = argmax
Θ
p (s | θ)︸ ︷︷ ︸
sources
p (x | s, A)︸ ︷︷ ︸
mixage
. (10.1.3)
Comme on le voit, les problème à résoudre devient très similaire à celui déjà présenté en
section 7.3, avec l’importante différence qu’à présent, les sources sont connues, en plus des mélanges.
En figure 10.1, j’ai représenté cette différence de perspective entre une approche discriminante et
une approche générative pour l’apprentissage de l’information annexe.
Comme on le voit, dans un apprentissage génératif, la détermination de l’information annexe Θ
peut se faire en deux temps. Tout d’abord, on détermine les paramètres θ du modèle paramétrique
des DSP qui maximisent la vraisemblance p (s | θ) des signaux sources. Ensuite, on estime les
paramètres A qui permettent au mieux d’expliquer les mélanges x comme un mixage convolutif
des sources.
10.2 Apprentissage de l’information annexe
10.2.1 DSP des sources
Le premier problème auquel fait face l’encodeur paramétrique est celui de l’estimation des




p (s | θ) .
J’ai déjà abordé cette problématique en section 4.1 page 57 dans le cas très général où il s’agit
d’apprendre les paramètres d’un modèle paramétrique P (· | θ) quelconque et j’ai donné sa solution
explicite pour les deux modèles de sources NTF et CI que je considèrerai dans les applications.
L’apprentissage des paramètres d’un modèle NTF se fait en utilisant l’algorithme 4.1 page 67,
tandis que le modèle CI est optimisé par une simple transformation des (log-)spectrogrammes des
sources selon 4.2.3 page 61.
10.2.2 Paramètres de mixage
Le deuxième problème d’apprentissage à considérer est celui de l’estimation des filtres de mé-
lange 4. Comme on l’a vu en section 6.1.3 page 87, le mélange convolutif de PGLS peut être
approximé dans le domaine de la TFCT par un mixage linéaire instantané, dont la matrice de
mélange A (f), de dimension I × J , dépend de l’indice de fréquence f considéré :
∀ (f, n) , x (f, n, ·) = A (f) s (f, n, ·) .
Dans le cas où à la fois les sources et les mélanges sont connus, il est possible d’estimer Â (f) qui
minimise l’erreur quadratique moyenne entre Â (f)s (f, n, ·) et x (f, n, ·) en utilisant des techniques
classiques de régression linéaire [116] :




x (f, n, ·) s (f, n, ·)H
(
s (f, n, ·) s (f, n, ·)H
)−1
. (10.2.1)
Les estimées 10.2.1 permettent d’obtenir les matrices de mélange Â (f) qui expliquent au mieux
les mélanges comme des combinaisons linéaires des sources selon le critère de l’erreur quadratique
4. De nombreuses techniques de la littérature supposent ces filtres de mélange connus. Une telle configuration
est bien entendu possible dans le formalisme que je propose.
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moyenne. Si on sait que le mixage n’est pas convolutif mais plutôt linéaire instantané comme ceux





x (f, n, ·) s (f, n, ·)H
(
s (f, n, ·) s (f, n, ·)H
)−1
. (10.2.2)
Un inconvénient de cette approche est qu’elle ne permet pas la prise en compte d’une éventuelle
connaissance sur l’ordre H de la réponse impulsionnelle aij (τ) des filtres de mélange, hormis dans
le cas H = 0 pour un mélange instantané. L’avantage d’estimer des réponses impulsionnelles plutôt
que des matrices de mélange fréquentielles réside principalement dans la diminution correspondante
du nombre de paramètres de mixage, qui passe de FIJ à HIJ .
Dans le cas où ce sont les réponses impulsionnelles des filtres qui doivent être estimées, il est
possible soit de considérer une transformée de Fourier inverse des réponses fréquentielles obtenues
par 10.2.1, soit d’utiliser une technique classique qui consiste à exprimer l’équation temporelle de
mélange convolutif





aij (τ) s˜ (t− τ, j) (10.2.3)
sous la forme d’une multiplication matricielle
x˜ (·, i) = S˜A˜, (10.2.4)
où S˜ est une matrice de dimension (L+H)×JH contenant lesH versions retardées {s˜ (t− τ, j)}τ=0,...H−1
des sources 5 et A˜ est une matrice de dimension JH × I contenant les réponses impulsionnelles des
filtres de mélange. Ces matrices sont construites très simplement à partir des signaux sources s˜ et
des réponses impulsionnelles aij (·) des filtres de mélange, comme indiqué sur la figure 10.2.
Figure 10.2: Structure des matrices (a) S˜ et (b) A˜ par lesquelles un mélange convolutif en tem-
porel 10.2.3 peut s’exprimer comme un produit matriciel 10.2.4.
5. L désigne toujours la longueur des signaux.
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Dans ces conditions, on peut appliquer la même méthode que précédemment pour l’estimation
de la matrice A˜, de manière à obtenir :
̂˜A = (S˜HS˜)−1 S˜H x˜, (10.2.5)
où x˜ désigne la matrice de dimension (L+H) × I contenant les observations temporelles des
mélanges, auxquelles on a adjointH zéros finaux 6. L’expression des réponses impulsionnelles aij (τ)
se déduit facilement de l’estimée 10.2.5.
10.3 Quantification et encodage
Une fois les paramètres de sources θ et de mixage A estimés, on dispose de tous les éléments
nécessaires pour construire l’information annexe 10.0.1. De manière à pouvoir transformer cette
information annexe en un flux binaire de données susceptible d’être envoyé au décodeur, il est






Comme je l’ai déjà signalé en section 9.3 page 124, le coût en débit dû à une quantification
scalaire naïve des paramètres de mixage A est assez faible, compte tenu du fait que le nombre de
ces paramètres ne dépend pas de la longueur du signal traité. Par conséquent, la stratégie que j’ai
adoptée dans mes travaux pour les transmettre au décodeur a simplement consisté à leur appliquer
une quantification uniforme sur 32 bits, puis à encoder la série de codes résultants en utilisant un
codage de Huffman [108] (voir section 13.1.3 page 169).
Le problème de la quantification et de l’encodage des paramètres de sources θ est plus délicat.
Compte tenu du fait que leur nombre dépend de la longueur du morceau de musique considéré, il
est important de parvenir à une stratégie efficace pour leur encodage.
La stratégie que j’ai adoptée pour l’encodage
des paramètres θ a reposé sur une heuris-
tique, jusqu’à ma collaboration avec Alexey
Ozerov, qui lui a donné une base théo-
rique solide à l’occasion de notre article com-
mun [161]. Dans cette partie, je donne une
autre justification théorique, peut être plus
simple, de cette heuristique.
Au cours de mon travail sur la séparation informée,
je ne me suis pas préoccupé tout de suite de la théorie
sous-jacente au problème de l’encodage des paramètres
de sources. La stratégie que j’ai adoptée dans ce but
ainsi que pour la création du flux binaire correspon-
dant a longtemps reposé sur des heuristiques [130, 137].
Pour le cas du modèle NTF, j’ai ainsi simplement pro-
cédé à une quantification uniforme sur 32 bits des pa-
ramètres θ = {W,H,Q} du modèle, suivie d’un enco-
dage de Huffman. Dans le cas du modèle CI [130, 136],
la stratégie adoptée a consisté à quantifier puis encoder
les paramètres θCI 4.2.3 en utilisant simplement les compresseurs d’image standards, de type
JPEG [216], appliqués sur les log-spectrogrammes des sources. Ces heuristiques se sont avérées
déjà très efficaces, parvenant à des débits de l’ordre de 1− 5kbps/source 7.
Ce n’est que lors de mon travail en commun avec Alexey Ozerov que nous nous sommes posés
la question des bases théoriques de cette étape de quantification puis d’encodage des paramètres
de sources, dans le cadre général du codage informé que je présenterai en partie IV. D’une manière
intéressante, ces développements ont principalement permis de montrer que les heuristiques suivies
jusqu’alors étaient très proches de la manière optimale de procéder. En section 10.3.1, je vais
présenter une justification simple de la stratégie générale choisie pour la quantification du modèle,
avant de l’appliquer au modèle CI en section 10.3.2, puis au modèle NTF en section 10.3.3, pour
lequel je préciserai aussi les différentes méthodes d’encodage que j’ai considérées.
10.3.1 Critère de quantification
Dans cette section, je suppose identifié le modèle de source θ qui permet au mieux de rendre
compte des signaux sources s observés. La principale hypothèse que je ferai ici sera d’assimiler
6. On peut aussi envisager de tronquer s˜.
7. Pour le modèle NTF, le débit dépend principalement du nombre K de composantes. Pour le modèle CI, il
dépend du coefficient de qualité utilisé lors de la compression des log-spectrogrammes des sources.
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simplement le spectrogramme des sources v (f, n, j) avec la valeur paramétrique de leurs DSP,
donnée par le modèle P (f, n, j | θ) 4.1.1 :
∀ (f, n, j) , v (f, n, j) ≈ P (f, n, j | θ) . (10.3.1)
Cette hypothèse se justifie simplement en remarquant que c’est précisément l’objectif de l’ap-
prentissage de θ que de minimiser l’écart entre le spectrogramme et le modèle, comme on l’a vu
en section 4.1 page 57. On peut remarquer que dans le cas du modèle CI, qui n’est rien d’autre
qu’une transformée du spectrogramme, l’approximation 10.3.1 est une égalité stricte.
Dans ces conditions, l’objectif de la quantification peut se comprendre comme la détermination
des valeurs θ¯ des paramètres quantifiés qui maximisent à nouveau la vraisemblance des sources. La














v (f, n, j) | P (f, n, j | θ¯)) ,
où d0 (a | b) est la distance d’Itakura-Saito 3.3.4 page 54 entre a et b. La différence est qu’au lieu
d’utiliser le spectrogramme v des observations, je suggère d’utiliser à la place le modèle P (· | θ),









(P (f, n, j | θ) | P (f, n, j | θ¯)) . (10.3.2)
Trouver une manière de quantifier θ qui minimise une telle expression est difficile. Une astuce
dans ce but est de voir que si ses deux opérandes sont proches, la distance d’Itakura-Saito peut
être approximée par une erreur quadratique entre leurs logarithmes. En effet, lorsque a ≈ b, on a :

















= (log a− log b)
2
2 , (10.3.3)
où cette approximation provient d’un développement limité du deuxième ordre u ≈ 1 + log u +
1
2 (log u)







logP (f, n, j | θ)− logP (f, n, j | θ¯))2 , (10.3.4)
qui est beaucoup plus facile à mettre en œuvre. En effet, si on décide de mettre en œuvre une
procédure de quantification scalaire, c’est une quantification uniforme de logP (f, n, j | θ), de pas
constant ∆θ qui minimise l’erreur quadratique.
Ainsi, je viens de montrer moyennant certaines approximations qu’une manière adéquate de quan-
tifier θ conduit à une quantification uniforme de logP (· | θ). On va voir à présent que dans les
deux cas d’un modèle CI ou NTF, cela peut être accompli simplement.
10.3.2 Modèle par compression d’image
Tel que je l’ai présenté en section 4.2, le modèle CI fait intervenir un tramage des spectro-
grammes suivi d’une transformation spectrale comme la transformée de Fourier discrète ou une
transformée en ondelettes. Une particularité de ce genre de transformées et de leurs inverses est
qu’elles sont basées sur la multiplication du signal par une matrice orthonormée 8, qui a la propriété
très intéressante dans notre contexte de préserver la norme Euclidienne 9.
8. Une matrice W est orthonormée si WWH est l’identité.
9. La norme euclidienne ‖a‖ d’un vecteur a est la racine carrée de la somme des carrés de ses entrées.
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Soient en effet a et b deux vecteurs de dimension L × 1 et W une matrice orthonormée de
dimension L× L. On a :
‖Wa−Wb‖ = ‖W (a− b)‖ = ‖a− b‖ .







∥∥C−1 {θ} − C−1 {θ¯}∥∥ ,






∥∥θ − θ¯∥∥ .
Par conséquent, pour peu que le modèle CI considéré fasse intervenir des transformées orthonor-
mées appliquées aux log-spectrogrammes des sources et qu’on procède à une quantification scalaire
des paramètres, c’est une quantification uniforme de θ qui est adéquate pour produire θ¯.
La procédure à suivre pour utiliser le modèle CI de manière optimale serait d’encoder tous les
log-spectrogrammes des sources avec un algorithme de type JPEG, modifié de telle manière à ce
que la quantification des coefficients spectraux soit uniforme.
Ce n’est en effet pas le cas de JPEG, qui fait intervenir un pas de quantification plus grand
pour les grandes fréquences spatiales, partant du constat que la vision humaine est moins sensible
à l’introduction de distorsion aux emplacements des transitions sur une image. En utilisant les
compresseurs JPEG standards dans [137], j’ai ainsi utilisé une méthode de quantification sous-
optimale, mais néanmoins assez efficace et extrêmement facile à appliquer.
Une fois la quantification effectuée et compte tenu du fait que les différents coefficients de θ¯
peuvent être considérés comme indépendants, on peut appliquer un algorithme de codage entro-
pique pour générer le flux binaire correspondant. Dans mon travail, j’ai simplement utilisé celui
intégré dans les codeurs d’images que j’ai selectionnés.
10.3.3 Modèle NTF 11













W (f, k)H (n, k)Q (j, k)− log
K∑
k=1
W¯ (f, k) H¯ (n, k) Q¯ (j, k)
)2
, (10.3.5)














logW (f, k)H (n, k)Q (j, k)− log W¯ (f, k) H¯ (n, k) Q¯ (j, k))2 , (10.3.6)




) ≤ Φ (θ¯, θ) .
Maintenant, si on se souvient que le bruit de quantification est de moyenne nulle, que logab =
loga+ log b et qu’on suppose que les coefficients de W , H et Q sont quantifiés indépendamment,
10. Je rappelle que C−1 désigne l’ensemble des opérations par lesquelles l’approximation est reconstruite à partir
des paramètres dans le modèle CI. Ces opérations font principalement intervenir des transformées fréquentielles
inverses.
11. La discussion qui suit sur la quantification et l’encodage des coefficients du modèle NTF est extraite de notre
article [161].
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les termes croisés dans 10.3.6 s’annuleront en moyenne, pour peu que K ×min (J, F,N) soit suf-
fisamment grand. En effet, le bruit de quantification de Q est par exemple indépendant de celui









logW (f, k)− log W¯ (f, k))2 + (logH (n, k)− log H¯ (n, k))2
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logW (f, k)− log W¯ (f, k))2 + 1
N
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logQ (j, k)− log Q¯ (j, k))2 ] (10.3.7)
A l’examen de 10.3.7, on voit que si on fait le choix de quantifier indépendamment les coefficients
du modèle NTF, il faut utiliser une compression logarithmique. De plus, on peut constater que les
termes de W , H et Q apparaissent dans 10.3.7 pondérés de manière différente. Par conséquent, de
manière à minimiser 10.3.7, W , H et Q doivent être divisés par la racine carrée de ces poids avant
quantification uniforme par le même pas de quantification ∆θ. Alternativement, ils peuvent être
quantifiés de manière uniforme en utilisant des pas de quantification différents.
Pour quantifier indépendamment les coefficients θ = {W, H, Q} du modèle NTF, il faut appliquer
un compresseur logarithmique suivi d’une quantification scalaire en utilisant les pas de quantifica-










où ∆θ est un pas de quantification commun pour le modèle.
Dans [130, 137], j’ai procédé à la quantifi-
cation uniforme de W , H et Q directement,
plutôt que de leur logarithme. Une telle pro-
cédure est donc sous-optimale à la lumière
de ces développements, ce qui a été confirmé
expérimentalement dans [161]. Pour l’enco-
dage des paramètres du modèle, j’ai consi-
déré un encodage de Huffman et l’utilisation
d’un modèle de mélange de gaussiennes.
Ces résultats contrastent avec l’heuristique que j’avais
choisie pour [130, 137], où ces coefficients étaient quan-
tifiés sans compression logarithmique préalable. On peut
aussi mettre en perspective ces développements par rap-
port à ceux de Nikunen et al. dans [151, 152], qui pro-
posent d’utiliser un compresseur à loi µ, qui se com-
porte de manière logarithmique pour µ élevé. De plus,
nous avons montré que les pas de quantification des pa-
ramètres W , H et Q se déduisent simplement d’un para-
mètre ∆θ commun, alors que [151, 152] procèdent à une
optimisation expérimentale de chaque pas de quantifica-
tion.
Une fois les paramètres NTF quantifiés, ils sont prêts à être encodés. Dans mon travail, j’ai
considéré deux types d’encodage. Le premier est un codage de Huffman [108], le deuxième est un
codage par modèle de mélange de gaussienne (MMG). Dans ce deuxième cas, abordé dans [161],
nous avons considéré pour chaque matrice W , H et Q un MMG à 2 états, appris au sens du
maximum de vraisemblance sur logW , logH et logQ ce qui produit en tout 15 paramètres à
transmettre au décodeur (2 moyennes, 2 variances et 1 poids pour chacune de ces trois matrices).
Il y a des avantages et des inconvénients à considérer l’une ou l’autre de ces techniques d’enco-
dage. Si un encodage de Huffman est optimal, il nécessite la transmission d’un dictionnaire, ce
qui peut être coûteux par rapport au faible nombre de paramètres requis par le MMG. Dans la
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figure 10.3, j’ai représenté un exemple de modèle NTF appris sur trois sources audio ainsi que le
MMG correspondant.
10.4 Algorithme de codage
De manière à conclure ce chapitre sur l’encodeur du système de séparation informée que je
propose pour Sd = Md = 0, j’ai résumé dans l’algorithme 10.1 les opérations correspondantes. Cet
algorithme sera testé et évalué au chapitre 12.
Algorithme 10.1 Encodeur paramétrique pour la séparation informée selon le modèle gaussien,
dans le cas Sd = Md = 0.
Entrées :
– I signaux régulièrement échantillonnés de mélange x˜
– J signaux régulièrement échantillonnés de sources s˜
– Paramètres ρ et L0 de tramage
– Famille paramétrique P utilisée pour les DSP des sources (incluant K pour le modèle NTF)
– Pas de quantification ∆θ à utiliser pour le modèle de DSP des sources
– Filtres de mélanges s’ils sont connus. Leur ordre H au cas échéant.
Initialisation
– Construire les TFCT x et s des mélanges et des sources
Modèle de sources θ
– Si P est le modèle NTF
– Estimer le modèle de sources θ = {W, H, Q} en utilisant l’algorithme 4.1
– Quantifier uniformément logW , logH et logQ en utilisant les pas de quantification 10.3.8
– Encoder les paramètres en utilisant un codage de Huffman ou un MMG comme décrit en
section 10.3.3
– Si P est le modèle CI
– Compresser les log-spectrogrammes des sources en utilisant un algorithme de codage d’image
(idéalement, utiliser une quantification uniforme au lieu de la quantification perceptuelle in-
tégrée dans les codeurs standards)
Modèle de mélange
– Si les filtres de mélange sont inconnus, utiliser les résultats de la section 10.2.2 pour les estimer
– Les quantifier de manière uniforme sur 32 bits et utiliser un encodage de Huffman
Sortie
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Figure 10.1: Les différentes dépendances probabilistes suggérées par (a) une approche discrimi-
nante et (b) une approche générative. On cherche en réalité à maximiser la vraisemblance des
signaux recherchés z dans leur distribution a posteriori, selon (a). En pratique, on optimise plutôt
un modèle génératif (b), plus simple.
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Figure 10.3: Spectrogrammes de trois sources v (f, n, j) (première ligne), leurs approxima-
tions P (f, n, j | θ) (deuxième ligne) selon un modèle NTF à K = 9 composantes dont les ma-
trices W , H et Q sont représentées sur la troisième ligne. En quatrième ligne sont présentés les
histogrammes de logW , logH et logQ ainsi que les MMG correspondants (d’après [161]).

Chapitre 11




Dans le chapitre précédent, j’ai présenté le codeur paramétrique pour le cas particulier où aucun
signal considéré ne fait intervenir de mixage diffus, ni dans les signaux observés au codeur, ni lors
de la production des mélanges, ce qui se traduit par Sd = 0 etMd = 0. En conséquence, le problème
de l’estimation des paramètres à inclure dans l’information annexe s’est retrouvé considérablement
simplifié. En effet, les signaux ponctuels à récupérer se confondent dans ce cas avec ceux observés
au codeur (sp = s). Ensuite, il est facile d’utiliser les résultats de la section 4.1 page 57 pour
estimer les paramètres θ de sources. Les paramètres de mixage, réduits à des filtres de mélange, sont
obtenus facilement par des techniques classiques de régression linéaire. Enfin, il n’est pas nécessaire
d’estimer de quelconques filtres de formation de voie, puisqu’on a alors Zs ∩ Sp ∩Md = ∅.
Dans un article de Nicolas Stürmel dont
je suis un des co-auteurs [201], nous avons
cherché à modéliser le mixage tel qu’effectué
en studio. Le modèle convolutif y apparaît
clairement comme souvent insuffisant. L’in-
clusion du modèle diffus dans le cadre qui y
est proposé reste une piste de recherche.
Il y a cependant des inconvénients à se restreindre
ainsi au cas des seuls mélanges convolutifs. Comme on
l’a vu en section 6.1 page 83, ce n’est qu’au prix de
l’hypothèse assez restrictive de filtres de mélange courts
que l’assimilation 6.1.15 d’un mélange convolutif à un
mélange instantané en fréquentiel est correcte. En sec-
tion 6.2, j’ai présenté le formalisme diffus comme per-
mettant justement de prendre en compte des filtres plus
réalistes. Si un mixage ponctuel peut parfois déjà pa-
raître discutable dans un contexte de propagation acous-
tique [47, 50, 49, 93] où il est pourtant justifié par des considérations physiques, il est à plus forte
raison souvent irréaliste dans un contexte de production musicale, où l’opération de mixage peut
faire intervenir des filtres d’une longueur considérable en raison d’une forte réverbération ou d’échos
lointains ainsi que certains traitements non linéaires comme des compressions, qui sont autant de
causes d’écarts à un simple modèle ponctuel.
C’est dans le but de pallier à ces inconvénients du modèle ponctuel que j’en ai présenté la
généralisation diffuse en section 6.2. Je propose maintenant d’inclure cette extension dans le sys-
tème de séparation de sources informée paramétrique. Cela pose un certain nombre de problèmes
techniques. En premier lieu, l’apprentissage des modèles de sources ne se fait pas de manière aussi
simple. Ensuite, l’estimation des paramètres de mélange est un peu plus complexe. Enfin, il est
nécessaire d’estimer les filtres de formation de voie pour les sources de Zs ∩ Sp ∩Md. Dans cette
étude, je propose une approche simplifiée et sous-optimale pour l’ensemble de ces problèmes, en
attendant que des travaux ultérieurs viennent leur donner une solution plus adéquate.
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11.1.2 Stratégie adoptée
La prise en compte du mixage diffus intro-
duit des difficultés techniques au codeur. J’en
propose ici une approche simplifiée.
La stratégie globale que je propose pour l’encodeur
paramétrique dans le cas général est résumée en fi-
gure 11.1 page ci-contre. De la même manière que dans
le cas Sd = Md = 0, j’adopte pour le cas général une ap-
proche générative plutôt qu’une approche discriminante.
Cela se justifie d’autant plus ici que les signaux recher-
chés ne sont pas nécessairement observés à l’encodeur 1.
Il s’agira ainsi de déterminer l’information annexe Θ qui maximise :
p (sp, sd,x | Θ) ,
qu’on peut approximer comme :
p (sp, sd,x | Θ) ≈ p (sp, sd | θ) p
(
x | θ, {Aj (f)}f,j∈Mc , {Rj (f)}f,j∈Md
)
. (11.1.1)
Pour l’optimisation du modèle de sources θ, je choisis de l’apprendre uniquement à partir des
observations sp et sd, alors qu’il intervient aussi dans la vraisemblance des mélanges. Mais même
ainsi, le problème n’est pas trivial compte tenu du fait que les sources Sd sont observées par le biais
d’un mélange diffus. Je propose alors de découpler cet apprentissage de θ en deux étapes. Tout
d’abord, j’estimerai les DSP P (f, n, j) de toutes les sources, puis ce n’est qu’alors que j’estime-
rai θ à partir de P . En d’autres termes, dans une première étape, j’estimerai les spectrogrammes
des sources et dans une deuxième étape j’estimerai les paramètres permettant de correctement les
approcher. Ce découplage est sous-optimal, parce qu’il serait possible de plutôt apprendre directe-
ment θ à partir des observations 2. Cependant, il rend les optimisations correspondantes beaucoup
plus simples. Je présenterai l’estimation de P à partir des observations en section 11.2 et celle des
paramètres de sources en section 11.3.
Une fois θ appris, les paramètres de mixage seront déterminés par la seule observation des
mélanges et de θ comme je le montrerai en section 11.4. Cette approche contraste donc avec la
technique du chapitre 10 qui mettait plutôt en œuvre les mélanges et les sources. Cette différence
se justifie par le fait que dans le cas général, les signaux sources menant aux mélanges ne sont
pas nécessairement connus. S’ils le sont (Sd = 0), alors on peut utiliser cette connaissance pour
mettre au point d’autres méthodes d’apprentissage similaires à celles du chapitre précédent. Je
n’aborderai pas cette question ici.
Enfin, comme on peut le constater, les filtres de formation de voie permettant d’estimer les
sources de Zs ∩ Sp ∩ Md au décodeur, n’interviennent pas dans ce critère génératif 11.1.1. Je
suggère donc de les apprendre indépendamment à partir de l’observation de s˜p (·,Zs ∩ Sp ∩Md)
et de x˜ ainsi que de leur covariance 9.2.4, comme je le montrerai en section 11.5.
11.2 DSP des sources
La DSP des sources observées de manière
ponctuelle est estimée trivialement par le
spectrogramme des observations. Celle des
sources diffuses nécessite un algorithme ité-
ratif.
Dans cette partie, j’aborde le problème de l’esti-
mation des DSP des sources par le biais des signaux
observés. Pour les sources ponctuelles sp, on a vu en
section 3.3.2 page 53 et plus particulièrement en 3.3.5
page 54 que cela se fait très simplement en choisissant
comme estimées les spectrogrammes v des signaux cor-
respondants, entendus comme le module au carré de leurs
TFCT.
1. Je rappelle que c’était déjà le cas pour Sd = Md = 0 si Zy 6= 0, c’est-à-dire si certaines sources étaient à
récupérer sous forme d’images.
2. Dans le cas du modèle NTF, on peut par exemple utiliser à cet effet les techniques proposées dans [7, 163].
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Figure 11.1: Stratégie générale proposée pour l’apprentissage de l’information annexe à partir des
observations dans le cas général.
Dans cet exemple, on a J = 7 sources, dont les 4 premières sont observées de manière ponctuelle et
les trois suivantes de manière diffuse, conduisant à Sp = {1, 2, 3, 4} et Sd = {5, 6, 7}. On suppose
que les sourcesMc = {1, 2, 5, 6} sont mixées de manière convolutive et les sourcesMd = {3, 4, 7}
sont mixées de manière diffuse. Enfin, les sources 3 et 4 sont à récupérer de manière ponctuelle
alors qu’elles sont mixées de manière diffuse, d’où Zs ∩ Sp ∩Md = {3, 4}.
La stratégie adoptée est la suivante : d’abord, on estime les DSP P (f, n, j) des sources. Je détaille
cette opération en section 11.2. Ensuite, on apprend les paramètres des sources à partir de ces
DSP estimées. Cette étape est décrite en section 11.3. Muni de ces paramètres de sources et des
mélanges, on apprend les paramètres de mixage. Cette étape est présentée en section 11.4. Enfin,
on estime les filtres de formation de voie pour les sources de Zs ∩ Sp ∩ Md à partir de leurs
observations ponctuelles et des mélanges. Je montre comment en section 11.5.
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Pour le cas des sources observées sous forme diffuse, l’estimation des DSP est moins triviale.




sd (f, n, ·, j) sd (f, n, ·, j)H
]
= P (f, n, j)Robsj (f) ,
où Robsj (f) est la matrice de covariance spatiale de l’observation sd (·, ·, ·, j) pour l’indice de
fréquence f . On dispose de l’observation de sd, mais à la fois P (·, ·, j) et Robsj sont inconnus. Si
on suppose l’une de ces grandeurs connues, il est cependant facile d’estimer l’autre aux moindres
carrés. Il est donc possible de mettre au point l’algorithme itératif 11.1, simple à implémenter et
qui permet de déterminer à la fois P (f, n, j) et Robsj (f). Il faut noter qu’une régularisation peut
être nécessaire dans l’implémentation de cet algorithme en cas de faible valeurs pour Pˆ lors de la
mise à jour de R̂obsj , ce qui arrive en cas de silence des sources.
Algorithme 11.1 Estimation P̂ (f, n, j) de la DSP et des matrices de covariance spatiales R̂obsj (f)
d’un processus à partir de l’observation de son image sd (f, n, ·, j) produite par mixage diffus.
Entrées :
– TFCT sd (f, n, ·, j) d’une source diffuse j, de dimension F ×N × I.
Initialisation :
– Définir P̂ (f, n, j) = 1I
∑I
i=1 |sd (f, n, i, j)|2
Répéter jusqu’à convergence :





– pour chaque (f, n), P̂ (f, n, j)← 1I sd (f, n, ·, j)H R̂obsj (f)−1 sd (f, n, ·, j)
Sortie :
– P̂ (·, ·, j) et R̂obsj
11.3 Paramètres de sources
Comme on l’a vu en section 4.1 page 57, les paramètres de sources θ sont appris par ap-
proximation des spectrogrammes v des sources. Ici, je propose de les apprendre en utilisant les
mêmes techniques, à la différence que les spectrogrammes v des observations sont remplacés par
les estimées P̂ des DSP des sources, obtenues à l’étape précédente.
Dans le cas où on n’observe que des sources ponctuelles (Sd = 0), on retombe bien sur la
stratégie optimale vue en section 10.2.1, puisque les estimées des DSP coïncident alors avec les
spectrogrammes. Dans le cas contraire, l’intérêt de l’approche est de permettre l’utilisation des
mêmes algorithmes pour l’apprentissage des modèles de sources.
11.4 Paramètres de mixage
Lorsqu’on dispose des paramètres θ de sources et donc des modèles P (· | θ) de DSP corres-
pondants, il s’agit de déterminer les paramètres de mixage {Aj (f)}f,j∈Mc et {Rj (f)}f,j∈Md
permettant au mieux de rendre compte des mélanges x observés. Pour simplifier les notations,
je désignerai par θM les paramètres de mixage :
θM =
{
{Aj (f)}f,j∈Mc , {Rj (f)}f,j∈Md
}
La stratégie adoptée dans ce but repose sur l’application d’un algorithme de type Espérance-
Maximisation (EM, [42]), fortement inspiré des travaux [155, 50], qui reposent eux-mêmes sur les
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travaux précurseurs menés par Feder etWeinstein dans [68]. Dans cet algorithme, les variables x
observées sont complétées par un lot de variables latentes non observées y de manière à former
l’ensemble {x, y} des données complètes 3. Dans notre cas, ces variables latentes sont simplement
constituées des images des sources. Dans la mesure où le mélange s’obtient de manière déterministe
comme la somme des images y, les données complètes considérées seront simplement y et il apparaît
que notre problème devient exactement équivalent à celui considéré dans [50] (section 3.3), à la
différence que les DSP P (· | θ) des sources ne sont pas à estimer puisqu’on les suppose déjà estimées
et fixées.
Dans ces conditions, je propose d’appliquer exactement le même algorithme que celui proposé
par Duong et al. en introduisant cependant une petite modification, qui consiste à estimer dans
un premier temps toutes les matrices de covariance spatiale Rj (f) sous la forme de matrice à rang
plein I lors de l’étape de Maximisation, et de les décomposer sous la forme Aj (f)Aj (f)H lorsque
cela est nécessaire (pour j ∈MC) seulement dans un deuxième temps. Cela permet de s’affranchir
de la nécessite d’introduire un bruit additif dans le modèle pour pallier à d’éventuelles instabilités
numériques. L’algorithme 11.2 page suivante résultant permet d’estimer les paramètres de mixage.
11.5 Filtres de formation de voie (sources ponctuelles mixées de
manière diffuse)
Comme je l’ai expliqué en section 11.1.2, les filtres de formation de voie
{Uj (f)}f,j∈Sp∩Md∩Zs
ne sont pas inclus dans les paramètres qu’une approche générative peut optimiser. Je propose ainsi
de les estimer indépendamment, une fois tous les autres paramètres de Θ déterminés. Pour ce
faire, il suffit de considérer la principale expression 9.2.4 page 124 où ils interviennent comme la
covariance entre les réalisations ponctuelles observées des sources de Sp∩Md∩Zs et les mélanges :
E
[
sp (f, n, j)x (f, n, ·)H
]
= Uj (f)>Rj (f)P (f, n, j) .




sp (f, n, j)y (f, n, ·)H
]
= Uj (f)> E
[
y (f, n, ·, j)y (f, n, ·, j)H
]
,
ce qui indique que Uj (f) n’est rien d’autre que le vecteur permettant d’esimer sp (f, n, j) à partir
de l’image y (f, n, ·, j) aux moindres carrés. Si on suppose fixée l’estimée yˆ (f, n, ·, j) de l’image,
obtenue par filtrage de Wiener des mélanges, on peut estimer Uj (f) :




sp (f, n, j) yˆ (f, n, ·)H
(




où je rappelle que ·∗ désigne la conjugaison complexe et ·H la conjugaison Hermitienne (conjuguée
transposée). Si on désire plutôt transmettre ces filtres de formation de voie sous la forme de réponses
impulsionnelles, on peut appliquer une transformée de Fourier inverse aux filtres estimés par 11.5.1.
11.6 Conclusion
Au cours des différentes sections de ce chapitre, j’ai proposé une heuristique pour l’apprentissage
dans toute sa généralité de l’information annexe du système de séparation informée paramétrique
présenté au chapitre 9. La quantification et l’encodage des paramètres ainsi appris peut se faire en
utilisant les mêmes techniques que celles présentées en section 10.3.
3. Je rappelle que si les sources (ponctuelles ou diffuses) sont observées, leurs images y dans le mélange ne le
sont pas.
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Algorithme 11.2 Estimation des paramètres de mixage θM =
{
{Aj (f)}f,j∈Mc , {Rj (f)}f,j∈Md
}
à partir du modèle θ des DSP des sources et des mélanges x.
Entrées :
– TFCT x (f, n, ·) des mélanges
– Paramètres θ des DSP des sources (alternativement, leur version quantifiée θ¯)
– EnsemblesMc etMd des sources mixées de manière convolutive ou diffuse, respectivement.
Initialisation :
– Définir tous les Rj (f) comme une matrice diagonale de dimension I × I
Répéter jusqu’à convergence :
– Étape d’estimation : pour chaque (f, n, j) :
1. K (x (f, n, ·) ,x (f, n, ·)) = ∑Jj=1 P (f, n, j | θ)Rj (f)
2. Calcul du gain “de Wiener”
Gj = P (f, n, j | θ)Rj (f)K (x (f, n, ·) ,x (f, n, ·))−1
de dimension I × I
3. Estimée des images :
ŷ (f, n, ·, j) = Gjx (f, n, ·)
4. Estimée des covariances des images :
K̂ (y (f, n, ·, j) ,y (f, n, ·, j)) = ŷ (f, n, ·, j) ŷ (f, n, ·, j)H + (II −Gj)P (f, n, j | θ)Rj (f) ,
où je rappelle que II est la matrice identité de dimension I × I.
– Étape de maximisation : pour chaque f et chaque j :





2. Si j ∈Mc :
a) Calculer la décomposition en valeurs propres de Rj (f).
b) Définir Aj (f) comme le vecteur propre de Rj (f) associé à la plus grande valeur
propre λmax, multiplié par
√
λmax.
c) Rj (f)← Aj (f)Aj (f)H
Sortie :
– {Aj (f)}f,j∈Mc et {Rj (f)}f,j∈Md
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Ce chapitre présente une technique complète
d’estimation de l’information annexe, dans le
cas général envisagé au chapitre 9. Il est pro-
bable que des travaux ultérieurs viendront
améliorer la technique proposée, basée sur
des heuristiques.
Contrairement au cas plus simple envisagé au cha-
pitre précédent et dont j’ai considéré des cas particuliers
dans [130, 137], l’heuristique que je viens de présenter ne
bénéficie pas de garanties d’optimalité, puisqu’elle repose
sur une série d’approximations qui mériteraient d’être
étudiées de plus près et au cas échéant remplacées au pro-
fit de techniques plus adéquates. En revanche, elle offre
une solution assez simple au problème du calcul de l’in-
formation annexe au niveau de l’encodeur dans un nombre très considérable de configurations, qui
englobe l’ensemble des cas de figure abordés dans la littérature mais qui inclut aussi de multiples
variantes inédites.
De manière à clôturer ce chapitre sur l’encodage de l’information annexe dans le cas général,
je résume dans l’algorithme 11.3 l’ensemble des opérations que je viens de décrire et qui sont à
implémenter au niveau du codeur. Les opérations effectuées au décodeur, présentées dans l’al-
gorithme 9.1 page 125, restent inchangées. Cet algorithme sera mis en œuvre dans l’évaluation
présentée au chapitre 16.
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Algorithme 11.3 Encodeur paramétrique pour la séparation informée selon le modèle gaussien,
cas général.
Entrées :
– I signaux régulièrement échantillonnés de mélange x˜
– Sp signaux régulièrement échantillonnés : sources ponctuelles s˜p
– Sd groupes de I signaux régulièrement échantillonnés : sources diffuses s˜d
– Paramètres ρ et L0 de tramage
– Famille paramétrique P utilisée pour les DSP des sources
– Pas de quantification ∆θ à utiliser pour le modèle de sources
– Paramètres de mixage s’ils sont connus
– Ensemble Zs, Zy et Z∅ des signaux désirés au décodeur
Initialisation
– Construire les TFCT x et s des mélanges et des sources observées
DSP des sources
– Pour les sources sp, estimer leurs DSP par leurs spectrogrammes
– Pour les sources sd, utiliser l’algorithme 11.1
Modèle de sources θ
– Si P est le modèle NTF
– Estimer le modèle de sources θ = {W, H, Q} en utilisant l’algorithme 4.1 où on remplace v
par les DSP estimées à l’étape précédente
– Quantifier uniformément logW , logH et logQ en utilisant les pas de quantification 10.3.8
– Encoder les paramètres en utilisant un codage de Huffman ou un MMG comme décrit en
section 10.3.3
– Si P est le modèle CI
– Compresser les log-DSP des sources en utilisant un algorithme de codage d’image (idéalement,
utiliser une quantification uniforme au lieu de la quantification perceptuelle intégrée dans les
codeurs standards)
Modèle de mélange
– Utiliser l’algorithme 11.2 pour estimer {Rj (f)}f,j∈Md et {Aj (f)}f,j∈Mc
– Les quantifier de manière uniforme sur 32 bits et utiliser un encodage de Huffman
Filtres de formation de voie
– Si cela est nécessaire (j ∈ Zs ∩ Sp ∩Md), estimer ces filtres en utilisant 11.5.1
– Les quantifier de manière uniforme sur 32 bits et utiliser un encodage de Huffman
Sortie



















Dans ce chapitre, je présente les résultats des différentes campagnes d’évaluation que j’ai menées
au cours de mon travail de doctorat sur le système proposé de séparation informée paramétrique.
Ce travail d’évaluation s’est opéré sur les trois années durant lesquelles je me suis intéressé à
cette problématique et a été effectué dans le cadre de plusieurs publications [130, 137, 134]. Ce
sont les résultats publiés dans [134] que je vais détailler tout particulièrement ici. Cette évaluation
est le fruit de la collaboration de l’ensemble des partenaires académiques du projet DReaM et
constitue un état des lieux assez complet sur les performances et les débits que peuvent atteindre
les systèmes paramétriques actuels. Il s’agit à ma connaissance de l’unique évaluation commune
et complète de plusieurs systèmes de séparation informée sur la même base de données et avec les
mêmes métriques. Je tiens à remercier ici tous ses participants pour leur enthousiaste collaboration.
12.1 Métriques
12.1.1 Qualité de séparation : principes généraux
L’évaluation de la séparation de sources est un problème non trivial qui a fait l’objet de plusieurs
travaux. En premier lieu, une manière naturelle d’évaluer les résultats d’une séparation est de faire
appel à une campagne d’évaluation perceptive, c’est-à-dire de demander à de nombreux sujets
dans une situation d’écoute contrôlée de quantifier leur opinion sur la qualité des sons obtenus
après séparation. En effet, seules de telles études permettent d’évaluer rigoureusement le véritable
objectif de la séparation, qui est de permettre de récupérer des sources séparées qui soient agréables
à entendre. Quantifier les critères selon lesquels un humain juge qu’un son est de bonne qualité
est une tâche très difficile et il est toujours mieux de faire appel à une campagne d’évaluation
perceptive lorsque cela est possible. C’est par exemple une étape obligée dans la définition de
standards de compression audio [146, 147].
Si l’idéal serait d’avoir recours à une éva-
luation perceptive de la séparation, de telles
évaluations sont difficiles à réaliser. C’est
pour cette raison que des métriques objec-
tives comme celles de BSSEval ou PEASS
ont été proposées.
Malheureusement, les évaluations perceptives souffrent
d’un inconvénient majeur : elles sont d’une grande diffi-
culté de mise en œuvre. Pour qu’elles soient faites dans de
bonnes conditions, il est en effet nécessaire de faire appel
à de nombreux sujets, d’évaluer les scores sur une large
quantité de données et enfin de procéder à un encadre-
ment strict des conditions d’écoute. De telles procédures
sont souvent coûteuses à mettre en place et requièrent
énormément d’investissement pour être menées à bien.
Je n’ai malheureusement pas eu le temps de réaliser une telle campagne d’évaluation durant ma
thèse.
Pour pallier à la difficulté de faire appel à une évaluation perceptive pour l’évaluation de la
séparation, plusieurs chercheurs se sont concentrés sur l’établissement de métriques permettant une
évaluation objective [212, 59]. De telles métriques ont le grand avantage de simplement nécessiter
l’application d’algorithmes qui aboutissent à la production d’un score. Elles sont donc très faciles à
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utiliser dans un contexte d’évaluation, d’autant plus que des implémentations librement utilisables
en sont disponibles. Le principe d’une évaluation objective de la séparation de sources est le suivant.
En premier lieu, une évaluation objective d’un algorithme de séparation nécessite la disponibilité
de plusieurs morceaux musicaux dont on dispose de l’ensemble des pistes séparées. Pour un morceau
donné, c’est en effet en comparant les pistes séparées avec les originales qu’on peut produire un score
estimant la qualité de la séparation. De plus, la configuration informée requiert la connaissance
des sources au codeur pour pouvoir être appliquée. La disponibilité de tels corpus est encore très
restreinte et j’ai eu la chance de bénéficier en primeur de la base de données QUASI 1, qui contient
les pistes séparées d’une quinzaine de morceaux de musique ainsi que leurs mélanges. Je reviendrai
sur ce point en section 12.3.
Dans le cadre de mon travail sur la séparation informée, j’ai utilisé deux métriques principales.
La première, le SDR (Signal to Distortion Ratio) provient de la bibliothèque BSSeval [212], très
utilisée dans la communauté de la séparation de sources audio. La deuxième, le PSM (Perceptual
Similarity Measure, [107]) provient de la communauté du codage audio.
12.1.2 BSSEval
La bibliothèque BSSEval (Blind Source Separation Evaluation) permet d’évaluer les perfor-
mances de la séparation de sources audio. Si on dispose d’un lot de sources originales et d’un lot
de sources estimées, elle renvoie pour chaque source un ensemble de trois métriques permettant
d’évaluer la qualité de la séparation, qui s’expriment toutes trois en décibels (dB) :
– Le SDR (Signal to Distortion Ratio) peut se comprendre comme un rapport moyen entre
la source estimée et l’erreur d’estimation. En ce sens, elle se rapproche d’un simple rapport
signal à bruit. Cependant, ce n’est pas la source estimée telle que renvoyée par l’algorithme
de séparation qui est utilisée pour calculer la métrique mais plutôt sa version filtrée qui
permet au mieux de la rapprocher de la source originale 2. L’idée derrière cette technique
d’estimation est de ne pas pénaliser une séparation qui serait parfaite à un filtre près.
– Le SIR (Signal to Interference Ratio) permet de quantifier la quantité d’interférences entre
les sources dans les estimées, c’est-à-dire à quel point on entendra les autres sources quand
on écoutera une des pistes séparées.
– Le SAR (Signal to Artefacts Ratio) cherche à quantifier la quantité d’artéfacts présents dans
les pistes séparées, comme le bruit musical, introduit par la mise à zéro de nombreux points
TF dans les estimées, qui conduit à de brusques changements de phases et d’amplitudes des
signaux, désagréables à l’oreille.
Cette bibliothèque d’évaluation fait aujourd’hui l’objet d’un consensus dans le domaine de la sé-
paration de sources audio, pour plusieurs raisons. Tout d’abord, il a été montré [125] que parmi
l’ensemble des métriques disponibles pour l’évaluation de la séparation de sources, ce sont celles
de BSSEval qui sont le mieux corrélées avec les résultats d’évaluations perceptives. Bien que ce
résultat doive être tempéré par les récentes recherches accomplies dans [59] qui tendent à montrer
que de nouvelles métriques puissent être plus avantageuses sur ce point, il reste clair que leur va-
lidité est généralement acceptée. Une deuxième raison du succès de BSSEval est qu’il s’agit d’une
technique d’évaluation relativement rapide, quoique loin d’être instantanée. Pour un extrait d’en-
viron 20 secondes composé de 5 sources, il faut environ 5 secondes pour mener à bien l’évaluation.
Enfin, un avantage déterminant pour la large diffusion de ces métriques a été la mise à disposition
pour tous par Emmanuel Vincent de scripts Matlab implémentant ces méthodes 3.
12.1.3 PEMO-Q
Un des principaux inconvénients des métriques de BSSEval dans le contexte qui nous occupe
est qu’elles ont été mises au point pour évaluer la séparation aveugle et non pas la séparation infor-
1. http://www.tsi.telecom-paristech.fr/aao/en/2012/03/12/quasi/
2. au sens des moindres carrés
3. http://bass-db.gforge.inria.fr/bss_eval/
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mée. En effet, un problème qui est apparu lorsque nous nous sommes intéressés à la comparaison
entre elles des différentes techniques de séparation informée est qu’elles obtenaient toutes d’excel-
lents scores avec BSSEval, qui n’étaient vraisemblablement pas corrélés avec la qualité perceptive
ressentie par les auditeurs lors de tests informels.
Les techniques de séparation informée per-
mettent de minimiser des distorsions quadra-
tique du type de celles considérées par BSSE-
val, sans nécessairement conduire à des gains
perceptifs. Pour cette raison, j’ai utilisé PSM,
qui est une mesure de qualité issue de la com-
munauté du codage.
La principale raison de cette faiblesse est simple : l’ap-
proche informée permet de produire des pistes séparées
qui minimisent la distorsion quadratique entre les sources
originales et les estimées. Ce faisant, elles maximisent les
métriques de BSSEval, sans nécessairement produire des
pistes séparées d’une qualité parfaite. On touche ainsi
aux limites d’une évaluation basée sur des critères qua-
dratiques, bien connues dans le domaine du codage audio.
Pour cette raison, j’ai décidé dans [134, 136, 161] de
ne plus me restreindre aux métriques de BSSEval, mais
de leur adjoindre une métrique classique dans l’évaluation de la qualité des codeurs audio : PSM
(Perceptual Similarity Measure), issue de la bibliothèque PEMO-Q [107]. Le mode d’utilisation
de cette métrique est le même que pour BSSEval : à partir d’une source originale et d’une source
estimée, un algorithme retourne un score représentatif de la qualité de l’estimation. Cette fois, le
score est compris entre 0 (médiocre) et 1 (identique).
Une métrique telle que PSM, à la différence de celles de BSSEval, a été spécifiquement mise
au point pour produire des scores qui imitent ceux donnés par des humains lorsque les attentes en
terme de qualité sont très élevées, ce qui est le cas dans un contexte de codage. Dans la mesure
où les pistes séparées obtenues par les techniques informées sont toutes de très bonne qualité,
l’utilisation d’une telle métrique se justifie. Dans mes évaluations, j’ai utilisé l’implémentation de
PSM qu’on peut trouver dans [59].
12.1.4 Débit total et courbes de débit-qualité
En dehors de l’évaluation de la qualité de la séparation, il est primordial pour une technique
de séparation informée d’également prendre en compte le débit nécessaire à la transmission de
l’information annexe Θ du codeur vers le décodeur, que j’appellerai “débit total” par la suite. Dans
tout cet exposé, le débit total se définit comme le nombre total de bits requis pour transférer
l’information annexe Θ, divisé par la durée en secondes des mélanges. Il sera fréquent d’exprimer
ce débit en kilobits par seconde et par source, de manière à pouvoir le comparer aux grandeurs
habituelles pour des codeurs audio standards 4.
L’importance de prendre en compte le débit dans l’évaluation de la séparation informée apparaît
lorsqu’on se souvient qu’elle s’apparente à un type particulier de codage audio (voir section 9.4
page 126). En conséquence, ce n’est qu’à la lumière de l’évolution de la qualité de restitution
des sources séparées en fonction du débit qu’on peut juger de la performance d’une méthode de
séparation informée. Si le critère de qualité retenu dans ce but est l’erreur quadratique moyenne,
cette relation débit-qualité est appelée la courbe débit-distorsion et joue un rôle fondamental dans
la théorie du codage de source [89], sur laquelle je reviendrai en section 13.1 page 167. Dans notre
cas, je considèrerai plutôt les courbes débit-SDR et débit-PSM.
12.2 Normalisation sur un corpus
Dans l’exposé des métriques objectives retenues pour l’évaluation en section 12.1 ci-dessus, on
a pu remarquer que chaque source séparée de chaque mélange produit un score SDR et un score
PSM. Face à l’abondance de ces scores dans le cas d’une évaluation de grande ampleur, un problème
de synthèse de ces résultats se pose de manière aigüe.
Sur un même mélange, la stratégie courante consiste à moyenner les scores obtenus pour les
différentes sources. Par contre, moyenner des scores de qualité tels que SDR ou PSM obtenus sur
4. On peut noter que je n’exprimerai pas ici le débit total en kbps/source/mélange, comme je l’ai fait dans [130,
137]. Cela ne se justifiait que par la manière particulière de transmettre l’information annexe que j’ai considérée
dans ces études.
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différents mélanges est une façon très discutable de résumer la qualité moyenne de séparation. En
effet, l’expérience montre que tous les mélanges ne sont pas d’une égale complexité à séparer. Si
un mélange est composé de peu de sources ou de sources dont le support fréquentiel est disjoint,
alors il sera facile de procéder à une séparation et les scores obtenus seront très bons. Au contraire,
si un mélange est constitué de nombreuses sources ou de sources qui se superposent fortement sur
le plan temps-fréquence, alors la séparation sera plus difficile. Si on attribue le même poids à tous
les scores de séparation obtenus indépendamment de cette difficulté de séparation, ce n’est somme
toute pas la technique de séparation qu’on évalue, mais la complexité de la tâche.
Face à ce problème, plusieurs stratégies sont possibles. Si le nombre de mélanges considérés est
faible, il est toujours possible de représenter les résultats pour chacun indépendamment de ceux
des autres. C’est ce qui est souvent fait dans les campagnes d’évaluations [208, 209] et c’est ce
que j’ai fait moi-même dans [130]. Si cette représentation a l’avantage de la simplicité, elle conduit
souvent à des tableaux de chiffres dont l’interprétation est difficile.
Le δSDR et δPSM se définissent comme l’écart
entre les scores de la séparation évaluée et
ceux de la configuration oracle. Ces mé-
triques compensent les larges variations des
scores absolus et permettent de moyenner les
performances entre extraits.
De manière à pouvoir moyenner les performances de
séparation obtenues sur plusieurs morceaux, j’ai introduit
dans [137] l’idée de ne plus considérer les scores SDR et
PSM absolus, mais de plutôt considérer leur écart δSDR
et δPSM avec ceux obtenus lorsque l’information annexe
est celle de la configuration oracle 9.1.7 page 122. Il est
remarquable en effet que les performances obtenues par
la configuration oracle donnent une indication très fidèle
de la complexité du problème de séparation, en même
temps qu’une borne supérieure des performances atteignables par une séparation paramétrique.
De plus, j’ai remarqué que la variabilité entre les scores δ obtenus pour différents mélanges est bien
plus faible que celle des scores absolus, rendant possible la comparaison entre différents mélanges.
Pour chaque fichier considéré et chaque configuration de qualité, j’ai ainsi obtenu un score δSDR
et δPSM , conduisant à l’obtention d’un nuage de points comme celui représenté en figure 12.1. De
manière à pouvoir représenter cet ensemble de résultats sous une forme synthétique, j’ai utilisé
une technique de lissage non-paramétrique 5, qui m’a permis de produire une seule courbe débit-
δSDR et débit-δPSM pour chaque technique, qui résume d’une manière assez fiable l’évolution de
la qualité de séparation obtenue par une technique par rapport au score de la configuration oracle
gaussienne, en fonction du débit total.
12.3 Données
12.3.1 Nature des données
La configuration informée requiert la connaissance des sources au codeur pour pouvoir être
appliquée. De la même manière, une évaluation objective nécessite elle aussi ces sources.
S’il est clair que les sources sont connues au moment de l’étape de production en studio d’un
morceau de musique et qu’elles sont conservées ultérieurement, les usages font qu’elles sont ja-
lousement gardées par les professionnels et les ayant-droits qui les considèrent souvent comme
un trésor qu’il ne faut pas divulguer. En conséquence, il est difficile de réunir des grands cor-
pus qui rassemblent des morceaux mixés accompagnés des pistes séparées qui les composent.
La principale campagne internationale d’évaluation des performances de séparation aveugle de
sources (SIgnal Separation Evaluation Campaign, SISEC), organisée depuis 2007 6 par Emma-
nuel Vincent [208, 209] a l’avantage de permettre une comparaison internationale et objective
5. La technique utilisée est LOESS [36]. Elle estime localement les coefficients d’une droite aux moindres carrés
pondérés. Elle fut mise au point spécialement dans le but de produire des courbes synthétiques à partir de nuages
de points.
6. J’ai participé à SISEC en 2011 avec Zafar Rafii [177]. Nos performances ont été très honorables. Il est
regrettable cependant qu’aucune campagne d’évaluation n’existe encore qui porte sur la séparation de morceaux
entiers.
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Figure 12.1: Exemple d’un nuage de points lissé en utilisant LOESS [36].
des différents algorithmes de séparation aveugle mais elle ne fait pour l’instant intervenir que 4
extraits de trente secondes dans la tâche portant sur la séparation de musique.
La base de données QUASI que j’ai utilisée
pour mon évaluation a avant tout été rendue
possible par la gracieuse mise à disposition
sous licence libre de leurs pistes séparées par
des artistes tels que Another Dreamer,
Shannon Hurley, Ultimate NZ Tour,
Jim Big Ego, Phoenix, Glen Phillips,
Farka Touré ou Nine Inch Nails. Qu’ils
soient ici remerciés pour ce geste très appré-
cié.
Il est possible de trouver sur Internet des pistes sé-
parées qui circulent entre passionnés et qui proviennent
souvent de jeux musicaux tels que Guitar Hero ou
Rock Band. Cependant, il n’est pas possible de les uti-
liser officiellement, ne serait-ce qu’à des fins de recherche,
parce que leurs licences d’exploitation de le permettent
pas. Fort heureusement, un nouveau type de licences se
développe depuis quelques années qui permet l’exploita-
tion et la diffusion du contenu musical à titre gracieux. Il
existe ainsi une communauté grandissante d’artistes qui
placent leurs œuvres sous une licence Creative Com-
mons ou Licence Art Libre, qu’on peut comprendre
pour faire court comme l’équivalent des licences GPL ou
LPGL en informatique 7. Ainsi, il a été possible de réunir une quinzaine de morceaux avec toutes
leurs pistes séparées, exploitables à des fins scientifiques. La base de données QUASI 8 est composée
d’une quinzaine de morceaux complets, dont on dispose de toutes les pistes séparées, échantillon-
7. J’invite le lecteur intéressé à se renseigner sur les subtilités afférentes à ces types de licences et à l’alternative
qu’elles représentent au système actuel de propriété intellectuelle des créations artistiques. Des bons pointeurs pour
commencer sont les sites officiels correspondants www.creativecommons.org et http://artlibre.org. Je me suis
beaucoup investi personnellement dans la promotion de ces licences au court de ces dix dernières années et je ne
peux que constater leur importance dans un contexte scientifique où elles sont les seules aujourd’hui à permettre la
disponibilité de données d’évaluation pour la séparation de sources audio.
8. http://www.tsi.telecom-paristech.fr/aao/en/2012/03/12/quasi/
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nées à 44.1kHz ou 48kHz. Il s’agit à l’heure actuelle de la base de données la plus complète dans
le domaine. Elle contient des morceaux de genres différents, qui vont du reggae à la bossa nova en
passant par le rock, l’electro-pop et l’industriel.
12.3.2 Mélanges
Hormis les sources, ou pistes séparées, il est nécessaire de disposer des mélanges à partir des-
quels se fera la séparation. À partir des pistes séparées, deux approches principales sont possibles :
– On peut réaliser un mixage de laboratoire, qui consiste à produire les images des sources
en appliquant des filtres de mélange connus. C’est en général la stratégie adoptée dans les
études de séparation de sources audio [168, 166, 169, 170, 167, 165, 78, 101, 209]. Bien que ces
mixages ne correspondent pas aux usages des professionnels de la musique, il faut noter qu’ils
peuvent être de très bonne qualité. Ils se caractérisent en outre par le fait que les mélanges
ne subissent pas de post-production.
– On peut réaliser un mixage réaliste des sources, au sens d’un mixage qui correspond aux
usages des professionnels. Dans ce cas, les mélanges sont produits en utilisant des logiciels
professionnels (DAW, Digital Audio Workstation) et sont d’une qualité perceptive supérieure.
Par contre, ils ne respectent pas exactement les hypothèses faites par les méthodes de sépa-
ration et leurs paramètres sont généralement inconnus voire difficiles à modéliser. La base de
données QUASI contient de nombreux exemples de mixages professionnels. Rares sont pour
l’instant les études qui mettent en œuvre de tels mélanges dans les évaluations [130, 137, 201].
Si la deuxième option a l’attrait du réalisme par rapport aux applications visées, elle a l’inconvénient
de ne pas être prise en charge par l’ensemble des techniques existantes. J’ai moi-même considéré
le cas de mixages réalistes dans plusieurs évaluations publiées [130, 137] et je renvoie le lecteur à
ces publications pour plus de détails.
Les mixages considérés sont linéaires ins-
tantanés et convolutifs. Je remercie Syl-
vain Marchand d’avoir rendu possible cette
opération de mixage de laboratoire, en four-
nissant à la fois la base de données des filtres
de mélange et l’implémentation en Matlab
permettant de l’exploiter.
De manière à permettre une comparaison de toutes les
techniques de séparation informée disponibles à l’heure
actuelle, il a été nécessaire de se restreindre aux confi-
gurations de mixage que toutes permettent de traiter.
En conséquence, il a été choisi de se concentrer exclu-
sivement sur deux types de mixages de laboratoire. Le
premier est un mixage linéaire instantané, tel que décrit
au chapitre 5. Le deuxième est un mixage convolutif, dé-
crit au chapitre 6. Dans ce deuxième cas, les filtres de
mélange sont connus et d’une réponse impulsionnelle de
longueur H = 200. Ils proviennent de la base de données CIPIC [4] de filtres de spatialisation par
fonction de transfert de tête (Head Related Transfer Function).
L’évaluation a ainsi porté sur un extrait de 30 secondes de chacun des morceaux de la base
de données, pour lequel deux mixages sont disponibles : le premier est linéaire instantané tandis
que le deuxième est convolutif avec des filtres de mélange de longueur H = 200. Dans la suite,
les filtres de mélange sont supposés connus par les techniques de séparation, puisque cette
connaissance est nécessaire à certaines d’entre elles.
12.4 Configurations testées
L’ensemble des configurations permises par le formalisme que j’ai proposé au chapitre 9 est
large. Je n’ai malheureusement pas eu le temps de pouvoir toutes les tester et d’ainsi compléter
totalement l’évaluation du système proposé. Plusieurs raisons viennent expliquer ce constat. Tout
d’abord, cette formulation générale est venue assez tard au cours de mon travail, lorsqu’il est devenu
possible d’avoir sur le problème un recul suffisant pour formaliser ses différents cas de figure.
Ensuite, chaque campagne d’évaluation est l’objet de plusieurs semaines de calculs en continu,
principalement liés à l’obtention des scores SDR et PSM.
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L’évaluation a porté sur 14 extraits de 30 se-
condes, mixés de deux manières différentes
et avec 10 configurations différentes de qua-
lité. Les scores correspondants ont été cal-
culés pour 6 techniques de séparation infor-
mée paramétrique. En tout, j’ai calculé pour
cette campagne les scores de séparation de
plus de 8000 sources.
Ainsi, je ne présenterai ici en détail que des résultats
de séparation informée paramétrique pour le cas Sd =
Md = 0 et l’encodeur évalué est donc celui présenté au
chapitre 10 9. De plus, certaines des méthodes sont limi-
tées à la récupération des sources ponctuelles. Pour pou-
voir comparer entre elles les performances, on ne considè-
rera donc que le cas Zy = 0. On peut noter toutefois que
c’est le cas complémentaire Zs = 0 où ce sont les images
des sources qu’on souhaite récupérer qui m’a occupé pour
les évaluations qu’on trouvera dans [130, 137].
Malgré ce bémol sur le nombre de configurations permises par le modèle qui n’ont pas encore
fait l’objet d’une étude complète complète, il faut noter que la portée de la présente évaluation,
résumée dans [134], est inédite. Chacune des 6 techniques comparées [137, 87, 200, 167, 223],
auxquelles s’ajoute la configuration oracle, a été testée sur les 14 extraits de la base pour deux
types de mixage et 10 configurations différentes de qualité pour l’information annexe. En tout, cela
a mené au calcul d’environ 8000 scores pour chaque métrique, nécessitant plusieurs semaines de
calcul et de mise en forme des résultats.
Sur les 6 techniques évaluées, 2 sont des variantes de l’approche que je propose pour la sépa-
ration informée. La première correspond à l’utilisation du modèle de sources CI et la deuxième à
l’utilisation du modèle NTF. Pour la première, l’algorithme de compression d’images utilisé pour la
quantification des log-spectrogrammes est JPEG [216] et les différents débits testés correspondent
à 10 paramètres de qualité JPEG différents, de 2 à 70. Pour la deuxième, les dix paramètres de
qualité correspondent à un nombre grandissant de composantes K dans le modèle NTF. La quan-
tification des paramètres a été effectuée dans le domaine linéaire et l’encodage par l’algorithme de
Huffman, comme cela a été fait dans [137] et non pas comme cela est suggéré en section 10.3.3. Il
faut noter que dans tous les cas, l’évaluation du débit s’est faite d’une manière tout à fait réaliste,
en constatant simplement la taille du fichier d’information annexe correspondant.
12.5 Résultats
12.5.1 Configuration oracle et temps de traitement
Pour commencer, je vais ici donner les scores obtenus par la configuration oracle. Ces résul-
tats permettent de valider ou d’infirmer le formalisme gaussien que je présente pour la séparation
informée, puisqu’ils constituent une borne supérieure aux performances qu’on peut atteindre en
utilisant le système paramétrique proposé. Les pistes séparées sont obtenues en utilisant l’algo-
rithme 9.1 page 125 avec l’information annexe de la configuration oracle 9.1.7 page 122, qui revient
à utiliser les spectrogrammes originaux des sources pour la séparation.
Pour chacun des 14 extraits de la base et pour chacune des configurations de mixage, instan-
tanée ou convolutive, on trouvera en figure 12.2 page suivante les scores PSM et SDR obtenus
par une séparation oracle. En plus des performances de la configuration oracle, on trouvera sur
cette même figure une représentation des temps de calculs à l’encodage et au décodage observés
pour l’implémentation testée des différentes techniques de séparation. Ces figures permettent de se
donner une idée de la complexité relative des opérations effectuées par les codeurs et décodeurs des
différentes techniques. Il est cependant clair qu’aucune des techniques testées n’a bénéficié d’une
implémentation optimisée et ces durées de traitement sont données à titre indicatif.
12.5.2 Courbes débit-qualité
Après les performances de la configuration oracle données, on trouvera ces courbes débit-δPSM
et débit-δSDR pour les mélanges instantanés et convolutifs sur la figure 12.3 page 157.
9. J’ai cependant mis en œuvre celui présenté au chapitre 11 dans le contexte du codage informé, comme on le
verra au chapitre 16.
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Figure 12.2: En haut : performances obtenues sur les 14 extraits de la base par la configuration
oracle de l’information annexe, dans le cas d’un mixage instantané et d’un mixage convolutif. La
première figure donne les scores PSM et la deuxième les scores SDR de l’oracle. En bas : distribution
des durée d’encodage et de décodage observées par les implémentations actuelles des différentes
techniques évaluées (d’après [134]).
12.6 Discussion
12.6.1 Performances de la configuration oracle
Les résultats donnés plus haut peuvent donner lieu à de multiples remarques. Tout d’abord,
les performances obtenues par la configuration oracle confirment ce que j’ai dit en section 12.2
sur la variabilité de la difficulté du problème de séparation en fonction de l’extrait considéré. On
remarque en effet sur cette figure que les performances absolues obtenues par l’oracle en termes
de PSM et de SDR sont variables d’un extrait à l’autre. Il est donc bien nécessaire de prendre
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Figure 12.3: Courbes de débit-qualité obtenues par les différentes techniques de séparation para-
métrique considérées. Chacune de ces courbes correspond au lissage par LOESS [36] d’un nuage
de points de plus de 500 éléments. (d’après [134]).
en compte cette difficulté variable dans l’interprétation des scores obtenus. Par exemple, un score
SDR de 7dB sur l’extrait 8, difficile, pourra être considéré comme très bon, tandis qu’il est moyen
pour l’extrait 2, considérablement plus simple à séparer. Ce constat justifie l’introduction des
métriques différentielles δSDR et δPSM et présente un intérêt méthodologique, puisqu’il n’est pas
encore largement admis que des scores de séparation ne peuvent pas être simplement moyennés.
Dans le même ordre d’idées, on constate une baisse générale des performances de séparation
pour les mélanges convolutifs par rapport aux mélanges instantanés. Cette baisse est de quelques
dB pour les scores SDR obtenus par la configuration oracle et de quelques pourcents pour le score
PSM. Bien qu’elle demeure toute relative, il me semble intéressant de la souligner. De mon point
de vue, elle s’explique principalement par le fait que même dans le cas d’un mélange contrôlé en
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laboratoire, l’équation de mélange 6.1.15 page 88 sur laquelle repose la séparation de mélanges
convolutifs de PGLS demeure une approximation, contrairement à celle 5.2.3 page 77 du mélange
instantané, qui est exacte.
Quoi qu’il en soit, les performances obtenues par la configuration oracle consignées en figure 12.2
sont excellentes. Dans le cas d’un mélange instantané tout comme dans celui d’un mélange convo-
lutif, les scores PSM obtenus ne sont jamais inférieurs à 0.8 et peuvent donc être qualifiés de très
bons. Ceux obtenus dans le cas instantané sont plutôt proches de 0.9 en général. Lors de tests
informels d’écoute, la qualité des sources séparées obtenues est excellente et très largement suffi-
sante pour la plupart des applications envisagées. Ce résultat très fort vient confirmer la validité
du formalisme proposé pour la séparation informée.
12.6.2 Courbes de débit-qualité des méthodes proposées
Les méthodes proposées sont désignées par MMSE-NMF et MMSE-JPG dans les figures 12.2
et 12.3. Elles correspondent à l’utilisation du modèle de source NTF et CI, respectivement.
Un premier constat qu’on peut faire à la vue des résultats présentés en figure 12.3 est que les
performances obtenues par ces méthodes sont toujours inférieures à celles de la configuration oracle,
qui correspondent à la ligne horizontale d’ordonnée δSDR = δPSM = 0. Ce résultat était attendu
puisque ces techniques de séparation reposent sur l’utilisation d’approximations pour le modèle de
sources P (· | θ) qui ne peuvent être plus fidèles que l’utilisation des véritables spectrogrammes faite
par l’oracle. Quel que soit le débit disponible, les méthodes paramétriques proposées ne permettent
pas de dépasser un certain seuil de performances. Même si ce seuil est très bon, cela constitue un
inconvénient de l’approche, comme je l’ai souligné en section 9.4 page 126. Il est remarquable que
ce constat s’applique à toutes les techniques évaluées, même si MVDR+PP [87] ou la variante de
l’inversion locale présentée dans [223] présentent une borne plus élevée.
Les méthodes paramétriques que je propose
produisent d’excellentes sources séparées à
un débit de 1− 10kbps/source.
Malgré cet inconvénient de l’approche paramétrique
d’offrir des performances bornées, les débits obtenus et
la qualité de séparation correspondante sont tout à fait
remarquables. On voit en effet sur la figure 12.3 que les
débits totaux observés pour la transmission de l’infor-
mation annexe s’échelonnent d’environ 1kbps/source à
50kbps/source pour les algorithmes que je propose. Bien
entendu, la zone d’utilisation la plus intéressante est constituée par les débits les plus faibles. Il
est intéressant de constater que pour des débits inférieurs à 7kbps/source, ce sont les méthodes
que j’ai implémentées qui présentent les meilleures courbes de débit-qualité. Ce résultat doit ce-
pendant être tempéré par le fait que beaucoup des différences entre les méthodes sur ce point
sont plutôt relatives à l’implémentation qu’à des limitations intrinsèques. En particulier, plusieurs
d’entre elles peuvent bénéficier de la très bonne compressibilité du modèle de sources NTF ou JPG
pour améliorer leurs résultats 10.
Enfin, si on considère un instant les durées d’encodage et de décodage des modèles de sources
NTF et CI, présentées en figure 12.2, comme un critère à prendre en compte en pratique, il
apparaît que si le modèle CI produit des sources séparées d’une qualité légèrement moins bonne
sur le plan perceptif, il est d’une incomparable rapidité d’encodage par rapport au modèle NTF.
Si cela est dû en partie à la maturité des implémentations de l’algorithme de compression JPEG
par rapport à mon implémentation Matlab de l’algorithme 4.1 page 67, il n’en demeure pas moins
que la complexité de ce dernier est intrinsèquement beaucoup plus grande que celle de CI. Ces
considérations peuvent avoir leur importance lorsqu’il s’agit de faire un choix sur la technique à
implémenter dans un système industriel. Quel que soit le modèle choisi, on peut remarquer que le
décodage se fait très rapidement pour les deux modèles 11.
10. J’ai transmis à tous les partenaires du projet DReaM ainsi que diffusé largement sur Internet les algorithmes
permettant d’apprendre ces modèles sur des signaux observés.
11. Depuis cette évaluation, Shuhua Zhang a eu la gentillesse de me transmettre sa propre implémentation du
décodeur implémentant l’algorithme 9.1 page 125, plus rapide d’un ordre de grandeur par rapport à celle dont je
présente les performances ici.
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12.6.3 Comparaison avec les autres techniques
Si on veut mettre en perspective les résultats obtenus par les méthodes paramétriques que
je propose par rapport à ceux des autres techniques des partenaires académiques de DReaM,
plusieurs constats s’imposent.
En premier lieu, il apparaît clairement que le domaine de la séparation informée paramétrique
offre aujourd’hui des méthodes implémentables en pratique qui permettent la récupération au dé-
codeur de sources séparées de qualité pour un débit de l’ordre de 5kbps/source. Quand on considère
que les techniques originales proposées par Parvaix en [169, 167] nécessitaient un débit de l’ordre
de 64kbps pour 5 sources mixées en mono, on mesure l’ampleur des progrès accomplis en quelques
années. Je note d’ailleurs que la technique d’inversion locale évaluée ici a bénéficié depuis les travaux
de Parvaix d’un important travail d’optimisation et d’amélioration accompli par Shuhua Zhang
et Laurent Girin 12. Ainsi, toutes les approches s’avèrent aujourd’hui compétitives en termes de
débit par rapport à l’encodage indépendant des sources par un compresseur audio classique. Cela
vient confirmer la validité générale de l’approche informée.
Ensuite, si elles offrent d’excellentes performances, on peut noter que les techniques para-
métriques que je propose ne bénéficient pas, loin s’en faut, de la meilleure qualité objective de
séparation à tous points de vue. Alors que l’inversion locale démontre de meilleurs scores SDR,
l’approche MVDR+PP présente de meilleurs scores PSM. Comme on l’a vu en section 1.3.3, les
bonnes performances de l’inversion locale en termes de SDR se font au prix de la présence dans
les estimées d’un bruit musical, ennuyeux pour certaines applications 13. Quant à la technique
MVDR+PP [87], il s’agit d’une technique itérative basée sur une formation de voie à distorsion
minimale [27].
La technique ISSIR de reconstruction itérative a souffert dans cette évaluation du fait qu’elle
se concentre sur le cas des mélanges monophoniques (I = 1) et qu’elle n’exploite donc pas comme
les autres l’information spatiale pour la séparation. Une évaluation dans sa configuration optimale
d’utilisation I = 1 aurait démontré dans ce cas sa supériorité par rapport à la technique que je
propose ici [200].
12.6.4 Comparaison avec SAOC
J’ai cherché à inclure des implémentations
optimisées de SAOC dans les évaluations. À
ma connaissance, aucun encodeur SAOC op-
timisé n’est encore disponible sur le marché
et aucun des chercheurs travaillant sur ce
standard que j’ai contactés ne m’a répondu
positivement.
On peut être surpris du fait que le système de codage
SAOC [104, 61, 153, 60, 66] n’ait pas fait l’objet d’une
évaluation au même titre que les autres systèmes pro-
posés, compte tenu de la similarité de sa problématique
avec celle de la séparation informée. Je suis le premier à
regretter ce manque, mais j’ai dû m’y résoudre du fait
de l’absence d’implémentations disponibles d’un codeur
SAOC optimisé et du manque de temps manifeste des
différents auteurs travaillant sur ce système à qui j’ai pro-
posé une collaboration.
On peut cependant établir sur un plan théorique plusieurs constats sur les similitudes et les diffé-
rences entre le système paramétrique proposé et SAOC. Tout d’abord, les procédures de séparation
de SAOC sont basées sur le même formalisme gaussien que celui que j’ai exploité ici [61, 153, 15, 66].
En conséquence, les techniques de séparation considérées dans SAOC apparaissent comme très
proches de celles que je considère moi-même. Cependant, le système que je propose se distingue de
SAOC par plusieurs points importants :
– Les représentations temps-fréquence que j’ai utilisées contiennent un nombre F de bandes en-
viron 10 fois supérieur à celui considéré par SAOC. Alors qu’une cinquantaine de bandes sont
12. Non seulement la version évaluée ici permet un débit variable, mais elle offre des performances considérablement
supérieures.
13. Le bruit musical produit par l’inversion locale peut néanmoins souvent être considéré comme très raisonnable
et a été beaucoup réduit dans [223] par l’abandon de la mise à zéro pure et simple des sources “inactives”.
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suggérées pour SAOC [61, 15], j’en utilise en général 512. Cette différence a son importance,
puisqu’elle permet une très bonne séparation des différentes sources, dans la mesure où les
recouvrements spectraux sont bien plus courants sur 64 bandes que sur 512. On pourrait bien
sûr utiliser autant de bandes de fréquences dans SAOC que dans le système que je propose,
mais cela mènerait à des débits prohibitifs, ce qui m’amène à mon deuxième point.
– SAOC ne considère pas de modèle de sources permettant d’encoder les dépendances à long
terme des DSP. En fait, il est restreint à l’utilisation d’un modèle à très court terme dont les
paramètres sont les DSP moyennes des signaux sur chaque bande de fréquence considérée,
directement quantifiées et encodées par des techniques ad-hoc. Le formalisme que je suggère
permet au contraire d’utiliser n’importe quel modèle pour la DSP des sources, dont le modèle
NTF, très puissant, qui permet d’énormément réduire la redondance dans les paramètres à
transmettre. Sa force en pratique est de parvenir à encoder sur 6kbps/objet pour 512 canaux
ce que SAOC encode pour 64 canaux.
– SAOC est restreint aux mélanges linéaires instantanés alors que l’approche que je propose, on
l’a vu, permet une grande souplesse dans la modélisation du processus de mixage. De plus, on
ne peut pas étendre SAOC aux mélanges convolutifs puisque cela reviendrait à ne pouvoir ac-
cepter que des filtres de mélange extrêmement courts pour que l’approximation 6.1.15 page 88
soit exacte, compte tenu de la grande largeur de chaque bande de fréquence considérée.
– Les débits totaux considérés par SAOC s’avèrent à peu près équivalents à ceux démontrés
par les systèmes évalués, bien que les techniques proposées permettent des débits inférieurs.
[61] évoque en effet le chiffre de 3kbps/source/canal de mélange auxquels s’ajoute un coût
fixe de 3kbps. Pour un mélange stéréo composé de 5 sources, cela correspond à un débit total
de 6.6kbps/source. Il serait bien sûr nécessaire de pouvoir évaluer la qualité correspondante
des sources séparées de manière à pouvoir tirer une conclusion, ce qui ne m’a pas été possible
en l’absence de codeur disponible ou de signaux obtenus après séparation par SAOC.
– Contrairement à l’approche que je propose dans cette partie, SAOC inclut un module de co-
dage du résiduel [66, 61, 60], qui permet de ne pas être restreint à des performances bornées.
Il s’agit donc d’un avantage de SAOC sur le système proposé ici. Ce système est cependant
ad-hoc puisqu’il procède à l’encodage par MPEG2-AAC de l’erreur de reconstruction des
sources [61, 66, 60]. Je reviendrai plus longuement sur cette idée en section 14.3.2, lorsque
j’aborderai le codage informé.
En tout état de cause, il faut nuancer ces trois premiers points par le fait que SAOC est apparu
très tôt : les premiers travaux dans cette direction datent de 2007. Les modèles que je propose ont
bénéficié du travail effectué depuis par une large communauté de chercheurs dans le domaine de la
séparation de sources et de la modélisation paramétrique des DSP de signaux audio. SAOC était
alors déjà en cours de normalisation. De manière à être juste dans l’appréciation de la situation,
je pense qu’on peut voir le modèle proposé comme mettant en œuvre les idées déjà présentes dans
SAOC en les généralisant à un cadre applicatif plus large.
12.6.5 Conclusion générale
Cette évaluation assez complète de plusieurs techniques paramétriques de séparation informée a
permis de mettre en lumière plusieurs faits marquants.
– Les débits requis pour une bonne séparation informée paramétrique s’échelonnent entre
1kbps/source et 10kbps/source.
– La qualité des sources estimées est bonne.
– Les performances de toutes les méthodes paramétriques sont bornées et elles ne permettent donc
pas d’applications haute-fidélité. Par contre elles sont tout à fait adéquates à des applications
d’écoute active.
– Les durées d’encodage sont variables en fonction des méthodes, mais le décodage peut être
effectué en temps réel.
Conclusion de la troisième partie
En partie précédente, j’ai introduit un formalisme général pour la séparation de sources. Dans
cette partie, j’en ai considéré une configuration originale, appelée séparation informée. Le principe
de la séparation informée est de pouvoir utiliser des paramètres qui ont été appris sur les sources à
séparer elles-mêmes. Une telle situation peut se produire dans un contexte de codage-décodage, où
les sources ne sont disponibles qu’à la première étape de codage, durant laquelle des paramètres
peuvent être calculés. Le décodeur, muni de la seule connaissance des mélanges et de ces paramètres,
peut effectuer une séparation pour récupérer les sources.
La formalisation faite des différentes configu-
rations de séparation informée permet d’en-
visager tous les cas de figure considérés dans
la littérature.
Pour commencer, je me suis efforcé dans le chapitre 9
de formaliser les différentes configurations rencontrées
dans le domaine de la séparation informée. Ainsi, j’ai dis-
tingué trois composantes majeures dans la caractérisation
d’un tel problème. Tout d’abord, j’ai mis en lumière le
fait que chaque signal observé au codeur peut être mono-
canal ou multicanal. Dans le premier cas, je l’ai modélisé
comme la réalisation du processus source et dans le deuxième cas comme une image diffuse de
cette source. Ensuite, chaque source fait l’objet d’un mixage en vue de la production des mélanges.
Ainsi, j’ai envisagé la possibilité pour chaque source d’être mixée de manière convolutive ou diffuse.
Enfin, une tâche de séparation informée se caractérise par la nature des signaux qu’on souhaite
récupérer au décodeur : on peut souhaiter récupérer les sources ponctuelles, par exemple en vue
d’une respatialisation, ou bien se contenter des images des sources si l’objectif est de les supprimer
du mélange comme c’est le cas dans une application de type karaoké.
Une fois cette formalisation établie, j’ai montré que les techniques présentées dans la partie
précédente fournissent une solution naturelle à l’ensemble de ces problématiques. J’ai ainsi montré
qu’au décodeur, on peut utiliser à l’identique les résultats de mon étude sur la séparation de
processus gaussiens pour récupérer les sources. Le travail du décodeur consiste alors simplement à
choisir pour estimées des sources leur valeur la plus probable a posteriori. Cette séparation suppose
que l’information annexe calculée au codeur est constituée des différentes DSP des sources ainsi
que des paramètres de mixage. Il se trouve que le codeur peut très facilement estimer ces valeurs,
puisqu’il dispose des signaux sources.
Pour effectuer une séparation de PGLS, le
décodeur a besoin des DSP des sources, qui
sont lourdes à encoder. J’ai proposé de les
approcher de manière à pouvoir les trans-
férer efficacement. La séparation se fait en
estimant les sources par leur valeur la plus
probable a posteriori.
Malheureusement, il n’est pas possible de transférer
facilement du codeur vers le décodeur une quantité aussi
importante de paramètres que la valeur de la DSP de
chaque source pour chaque trame et chaque fréquence.
En conséquence, j’ai montré qu’il est possible de mettre
en œuvre les différents modèles prévus à cet effet et
que j’avais présentés en première partie. Si on utilise un
tel modèle pour les DSP des sources, il devient possible
de compresser très efficacement l’information nécessaire
pour que le décodeur puisse effectuer la séparation.
Pour obtenir un système opérationnel de séparation informée utilisant le modèle gaussien pro-
posé, il ne reste donc plus qu’à expliquer comment le codeur peut procéder à l’apprentissage des
différents paramètres nécessaires à la séparation. J’ai commencé par aborder ce problème dans le
chapitre 10 dans un cas particulier où tous les mixages considérés sont convolutifs. Ce faisant, j’ai
montré comment les paramètres de sources et de mixage peuvent être appris et comment il faut
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les encoder pour produire une information annexe à transférer au décodeur qui soit la plus petite
possible.
Une fois ce cas particulier des seuls mixages convolutifs traité, je me suis penché sur le cas
général dans le chapitre 11 qui permet de prendre en compte toutes les configurations permises par
la formalisation envisagée. Dans ce cas général, l’architecture du codeur que j’ai proposée permet
d’estimer les différents paramètres et de les transmettre efficacement au décodeur.
Enfin, j’ai procédé dans le chapitre 12 à une large campagne d’évaluation pour laquelle les
différentes approches de séparation informée existantes dans la littérature ont été comparées sur
le même corpus et en utilisant les mêmes métriques. Cette évaluation a permis de montrer que les
systèmes actuels sont très efficaces pour récupérer au décodeur des sources séparées de qualité en
utilisant pour l’information annexe des débits de l’ordre de 5−10kbps/source. Parmi ces systèmes,
ceux que j’ai proposés se comportent de manière exemplaire.
J’ai établi un lien original entre les systèmes
existants de séparation informée et le codage
audio paramétrique.
Quoiqu’il en soit, cette large campagne d’évaluation a
permis de constater que si ces systèmes s’avèrent souvent
très efficaces, il souffrent tous d’un inconvénient majeur :
leurs performances sont bornées. En effet, il est impos-
sible avec une telle approche de la séparation informée
de dépasser les meilleures performances que l’algorithme
de séparation envisagé peut atteindre. Quelle que soit la
valeur de cette borne, qui peut dépendre de la méthode de séparation choisie, il sera impossible au
système considéré de la dépasser.
J’ai interprété ce résultat en établissant un lien original entre ces systèmes de séparation in-
formée et les codeurs audio paramétriques. Tous deux font en effet l’hypothèse que les signaux
à récupérer obéissent parfaitement au modèle choisi. Si le modèle sous-jacent à un codeur audio
paramétrique repose la plupart du temps sur des hypothèses portant sur la nature des signaux à
coder, celui des systèmes de séparation informée suppose en somme que les mélanges et les sources
sont parfaitement décrits par les paramètres choisis, ce qui est faux en général.
Pour cette raison, j’ai nommé paramétriques tous les systèmes informés qui se contentent au
décodeur d’effectuer une séparation des mélanges avec des paramètres calculés et transmis par le
codeur.
Quatrième partie




Dans la partie précédente, j’ai proposé un système de séparation informée dont on a vu en
section 9.4 qu’il est équivalent à un codeur audio paramétrique. En effet, il commence par faire
sur les sources à compresser l’hypothèse qu’elles sont correctement expliquées selon un modèle
particulier. Ensuite, les paramètres de ce modèle sont estimés au codeur et utilisés au décodeur
pour reconstruire le signal.
Le modèle supposé sur les sources dans ce codeur audio paramétrique ne porte pas comme c’est
d’habitude le cas [33] sur une forme particulière des données à transmettre. Au lieu de cela, il
suppose connu à la fois au codeur et au décodeur un ensemble de signaux appelés mélanges. Muni
de ces signaux, il repose sur l’hypothèse qu’ils sont correctement modélisés comme un mixage des
sources à transmettre 14. C’est en structurant de manière paramétrique la covariance entre sources
et mélanges qu’est rendu possible le codage des sources : elles sont estimées au décodeur de manière
paramétrique par séparation des mélanges aux moindres carrés.
Dans un codeur audio paramétrique classique, c’est lorsque le signal à compresser n’obéit pas
correctement au modèle de production choisi qu’apparaissent de fortes distorsions sur les signaux
reconstruits. De manière analogue, ce sera ici lorsqu’on ne peut plus considérer que les mélanges
s’expliquent correctement comme un mixage des signaux sources selon les paramètres choisis. Cela
peut arriver si les paramètres sont mal estimés, si le modèle de mixage est inadéquat ou bien
si les mélanges ne sont vraiment pas produits par mixage des sources. Dans tous les cas, outre le
risque d’une inadéquation avec le modèle et donc de la présence d’une forte distorsion, la limitation
fondamentale d’un codeur paramétrique est qu’il présente des performances bornées, dépendantes
du signal à encoder. Quel que soit le débit disponible pour l’encodage, il ne sera pas possible en
général d’atteindre n’importe quelle qualité. J’ai mis en évidence cet inconvénient de toutes les
techniques paramétriques évaluées au chapitre 12 : à partir d’un certain débit, leurs performances
ne s’améliorent plus. Cela peut être gênant dans des applications où une haute-fidélité est requise,
pour lesquelles il est désirable de pouvoir garantir une certaine qualité des signaux séparés, ce qui
n’est pas possible en l’état.
Je remercie Alexey Ozerov pour l’im-
pulsion très importante qu’il a donnée à
mes travaux et pour la source d’inspiration
constante que nos discussions ont représenté
pour moi. Ce qui suit est un résumé de nos
articles communs sur le sujet [160, 136, 161].
Dans cette partie, la problématique de la séparation
informée de sources audio est considérablement étendue.
En fait, on va voir à présent qu’il est possible de la consi-
dérer comme une instance particulière d’application de la
théorie du codage de source [89] et d’en déduire une nou-
velle manière d’aborder le problème qui bénéficie d’avan-
tages importants. Cette extension permet principalement
de garantir une qualité de séparation aussi bonne que
désiré, pour peu qu’un débit suffisant soit disponible. À
contrario, elle permet de garantir une performance optimale pour un débit donné.
Le codage de source se concentre sur la manière optimale de transmettre un message caractérisé
par ses propriétés statistiques depuis un codeur vers un décodeur en minimisant à la fois un critère
de distorsion et le débit nécessaire à la transmission. En substance, le codage de source est le
formalisme théorique qui s’attache à donner des bornes au débit minimal auquel on peut espérer
transmettre fidèlement les réalisations s˜ d’un processus source, caractérisées par une distribution
de probabilité p (s˜ | Θ). Elle fournit en outre des méthodes qui permettent d’atteindre ces bornes
14. Une approche discriminante telle qu’évoquée en section 10.1 page 129 supposerait plutôt que les sources sont
formées à partir des mélanges par filtrage.
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dans certains cas et constitue ainsi la clé de voûte de tous les systèmes modernes de communication
numérique.
Le chaînon manquant entre séparation informée et codage de source m’a été indiqué par
Alexey Ozerov qui, au courant de mes travaux, m’a suggéré d’orienter mes recherches dans
la direction suivante. Si on suppose connue une information x˜ à la fois au codeur et au décodeur,
le codage informé consistera à appliquer les résultats du codage de source pour la transmission
de s˜, à la différence que la distribution considérée pour l’encodage sera p (s˜ | x˜, Θ) et non plus
seulement p (s˜ | Θ). Je formaliserai cela plus en détail en section 14.1.1 page 183, mais on peut
montrer que la connaissance de x˜ permet en général de réduire le débit nécessaire à la transmission
de s˜. Pour peu que x˜ apporte beaucoup d’information sur s˜, le gain correspondant en débit sera
considérable. Au pire, x˜ est indépendant de s˜, auquel cas la situation se ramène au codage de
source classique.
Comme on s’en doute, le choix des notations dans cette courte présentation est délibéré : le
formalisme de séparation de processus gaussiens que j’ai présenté en partie II fournit précisément
une telle distribution a posteriori p (s˜ | x˜, Θ) des sources étant donnés les mélanges. La portée de
ce constat est grande, parce qu’il ouvre les portes à l’utilisation d’une théorie extrêmement mature
telle que celle du codage de source pour la résolution du problème posé par la séparation informée.
Cette partie est organisée de la manière suivante. Au chapitre 13, je présente la théorie du
codage de source. Cette théorie est appliquée au cas particulier où les mélanges sont connus à la
fois au codeur et au décodeur au chapitre 14. Je détaille la structure du codeur et du décodeur
correspondants au chapitre 15 et le système est évalué au chapitre 16, où j’en démontre la supériorité
sur le système paramétrique de la partie précédente 15.
15. Tout au long de cette partie, D désigne un réel positif appelé distorsion et non plus la dimension du domaine
de définition des signaux, qui est fixée à 1 dans tous les cas.
Chapitre 13
Codage de source
Dans ce chapitre, je vais présenter les résultats de la théorie du codage de source importants
pour la suite de mon exposé. Je me limiterai ici à la présentation de certains principes généraux
importants et de certains résultats particuliers utiles pour la compréhension et l’implémentation
de la méthode de codage proposée. La présentation simplifiée de la théorie débit-distorsion faite
aux sections 13.2 et 13.3 est inspirée des notes de cours de Bastiaan Kleijn [120] sur le sujet.
Il faut avant tout voir ce chapitre comme résumant les bases théoriques nécessaires à la com-
préhension de la technique de codage des sources informée par leurs mélanges, que je décrirai plus
loin aux chapitres 14 et 15. Le lecteur désireux de trouver une présentation solide et complète de
cette théorie peut consulter le texte classique [89] disponible gratuitement en ligne 1.
13.1 Variables discrètes
13.1.1 Entropie et théorème du codage de source
Soit s une variable aléatoire à valeurs dans un ensemble fini CN = {c1, . . . , cN} de N éléments.
Je noterai s une de ses réalisations et je suppose connue la loi de probabilité de s :
∀cn ∈ CN , Ps (n) = P (s = cn) .
L’entropie de s, notée H (s), est définie par :
H (s) = −
N∑
n=1
Ps (n) log2 Ps (n) , (13.1.1)
et s’exprime en bits ou en nats si on utilise plutôt le log naturel dans sa définition. H (s) peut se
comprendre comme l’incertitude qu’on a sur la valeur de s avant son observation. L’entropie d’une
variable aléatoire discrète est nécessairement positive. Ceci se vérifie facilement en considérant
que ∀n, Ps (n) ≤ 1.
Par exemple, si C1 est composé d’un seul élément c dont la réalisation est certaine, il n’y a
aucune incertitude sur la valeur s = c. Dans ce cas, on vérifie que H (s) = 0. À l’opposé, si CN
est constitué de N éléments équiprobables (Ps (n) = 1N ), alors l’incertitude sur la valeur de s
est maximale. On vérifie en effet qu’on a dans ce cas H (s) = log2N bits et que l’entropie d’une
variable aléatoire discrète ne peut pas être plus grande.
Supposons maintenant qu’un informateur ait pu observer la valeur de s et souhaite nous l’indi-
quer de la manière la plus concise possible. Pour ce faire, nous conviendrons ensemble d’un code.
Par définition, un code associe à chaque élément cn ∈ CN une suite de 0 et de 1 de longueur rn
qui portera le nom de symbole. Le problème qu’aborde la théorie du codage de source est de trou-
ver le code qui permet de réduire au maximum la longueur moyenne R du symbole par lequel
1. ee.stanford.edu/~gray/it.pdf
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rnPs (n) . (13.1.2)
Puisqu’il s’agit d’un nombre de bits moyen par symbole, R peut se comprendre comme le débit
moyen par symbole. En outre, on conviendra d’un code sans ambigüité, c’est-à-dire pour lequel
chaque symbole permet d’identifier de manière unique un élément de CN .
C’est le sens du théorème du codage de source que de faire le lien entre le débit moyen mini-
mal R? qu’on peut effectivement atteindre et l’entropie de la variable aléatoire considérée :
H (s) ≤ R? ≤ H (s) + 1. (13.1.3)
Ce résultat parait intuitif : si l’incertitude est faible quant à la valeur prise par s, le symbole
se réduira la plupart du temps à une courte confirmation du résultat attendu. Si au contraire
l’incertitude est grande, il y aura besoin de plus d’informations pour décrire le message. Le fait
que l’entropie s’exprime en bits se comprend alors : elle est directement liée à la longueur moyenne
des symboles binaires nécessaires au codage de réalisations indépendantes d’une variable aléatoire
discrète.
13.1.2 Entropie conditionnelle et information mutuelle
Considérons à présent deux variables aléatoires discrètes s et x à valeurs dans le même en-
semble fini CN et s et x une de leurs réalisations. Supposons qu’on connaisse leur probabilité
jointe 2 p (s,x | Θ). On peut définir de la même manière qu’en 13.1.1 leur entropie jointe H (s, x),
qui correspondra à l’incertitude portant sur la valeur jointe (s,x) avant observation. On aura
encore H (s, x) ≥ 0.
L’entropie conditionnelle vérifie H (s | x) ≤
H (s) et le théorème du codage de
source 13.1.3 s’applique pour le codage
de s | x. Donc, si x est connu au codeur
et au décodeur, prendre en compte cette
connaissance ne peut que baisser le débit
nécessaire à la transmission de s. C’est
le principe du codage a posteriori qu’on
reverra au chapitre suivant.
Puisqu’on connaît la probabilité jointe p (s,x | Θ), on
connaît aussi la probabilité conditionnelle 3 p (s | x,Θ).
Une grandeur importante dans ce contexte est l’entro-
pie conditionnelle H (s | x) de s sachant x, qui se définit
comme :
H (s | x) = −
∑
s,x∈CN
p (s,x | Θ) log2 p (s | x,Θ) .
(13.1.4)
L’entropie conditionnelle s’interprète comme l’incerti-
tude qui demeure en moyenne sur la valeur s si la réali-
sation de x est observée. Il s’agit encore d’une grandeur
positive. Par exemple, si la valeur s s’obtient de manière
déterministe à partir de x, on aura H (s | x) = 0. À l’opposé, si x et s sont indépendantes, on
aura H (s | x) = H (s).
On peut montrer le résultat important suivant :
H (s, x) = H (x) +H (s | x) , (13.1.5)
où toutes les grandeurs sont positives, ainsi que :
H (s | x) ≤ H (s) ,
qui se comprend aisément puisque cela signifie que l’incertitude qu’on a sur la valeur de s ne peut
que baisser si on connaît celle de x. Au pire, elle reste identique si s et x sont indépendantes.
2. Comme d’habitude, Θ désigne un lot d’hyperparamètres caractérisant au cas échéant la distribution p (s,x | Θ).
3. p (s¯ | x¯,Θ) s’obtient à partir de p (s¯, x¯ | Θ) en ne gardant que les entrées pour lesquelles x¯ = x¯ et en les
normalisant pour qu’elles somment à 1. Voir la section 2.2.1 page 22.
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Une dernière grandeur très importante pour la suite est celle d’information mutuelle I (s, x), qui
se définit simplement comme :
I (s, x) = H (s)−H (s | x)
= H (x)−H (x | s) . (13.1.6)
– L’information mutuelle I (s, x) entre deux variables aléatoires peut donc se comprendre comme
mesurant la réduction moyenne d’incertitude sur la valeur de s apportée par la connaissance
de x et vice-versa.
– Il s’agit d’une grandeur positive :
I (s, x) ≥ 0.
1. Si elle est nulle, alors H (s) = H (s | x) et la connaissance de x n’aura pas d’intérêt parti-
culier pour le codage de s. Dans ce cas, s et x sont indépendantes.
2. Si au contraire elle n’est pas négligeable, alors il sera intéressant de prendre en compte une
éventuelle connaissance de x pour coder s, parce que le théorème du codage de source nous
indique dans ce cas que le débit nécessaire est plus petit.
13.1.3 Codage sans perte
Considérons toujours une variable aléatoire discrète s à valeurs dans un ensemble discret CN ,
dont la loi de probabilité Ps (n) est connue. Supposons qu’on dispose d’une séquence sL de L
réalisations indépendantes de s à encoder :
sL = [s1, . . . sL] . (13.1.7)
Le théorème du codage de source nous indique que le débit moyen minimal R? pour le faire
vérifie 13.1.3. Cependant, il n’indique pas de manière pratique comment réaliser un tel codage et
c’est le champ de recherche du codage sans perte qui s’attelle à fournir une réponse concrète à
cette question. D’une manière générale, le principe d’un codeur sans perte est d’attribuer à une
valeur très probable un symbole court et un symbole plus long à une valeur peu probable. Ainsi,
les symboles émis sont d’une longueur R définie en 13.1.2 minimisée en moyenne.
Je considère deux techniques de codage sans
perte : le codage de Huffman et le codage
arithmétique. Le premier est utilisé pour
coder des réalisations indépendantes d’une
même variable aléatoire. Le deuxième est uti-
lisé pour l’encodage de longues séquences de
réalisations indépendantes de variables qui
n’ont pas forcément la même loi.
Il existe de nombreuses manières connues de mettre
au point des codes permettant d’atteindre la borne 13.1.3
pour des séquences à encoder asymptotiquement longues.
Dans cette section, j’évoque les deux principaux algo-
rithmes mis en œuvre dans le cadre de mon travail, qui
sont le codage de Huffman et le codage arithmétique.
Dans la mesure où ces algorithmes sont omniprésents
dans l’informatique moderne, je ne les présenterai pas en
détail mais je renvoie le lecteur intéressé à la consultation
d’un des nombreux livres, articles, ou sites internet qui
leur sont consacrés 4.
Codage de Huffman L’algorithme de Huffman [108], déjà évoqué en section 10.3, est optimal
dans le sens où on démontre qu’il est impossible de mettre au point un code non ambigu présentant
une longueur moyenne R par symbole plus courte que celle obtenue par cet algorithme.
Dans la mesure où il s’agit de l’algorithme de codage le plus connu et que de très nombreuses
présentations en sont faites dans la littérature, je n’en détaillerai pas le principe outre mesure. Je
me contenterai d’indiquer qu’il nécessite une étape préliminaire de construction d’un dictionnaire à
4. Les pages Wikipédia http://en.wikipedia.org/wiki/Huffman_coding et http://en.wikipedia.org/wiki/
Arithmetic_coding me semblent de bons points de départ.
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partir de la probabilité Ps (n) de la source, qu’il faut transmettre au décodeur. Ce dictionnaire in-
dique le symbole correspondant à chaque valeur possible de la source s. Les étapes d’encodage et de
décodage consistent simplement à remplacer les valeurs observées par leur code et réciproquement.
Les avantages et les inconvénients de la procédure sont résumés dans le tableau 13.1.
Les avantages d’un encodage de Huffman
– Il est optimal : on ne peut pas mettre au point un code présentant une longueur moyenne plus
courte.
– Les procédures d’encodage et de décodage sont simples.
Les inconvénients d’un encodage de Huffman :
– Il nécessite la construction d’un dictionnaire donnant le symbole attribué à chaque réalisation
possible de la variable. La taille de ce dictionnaire peut devenir prohibitive si on considère des
variables vectorielles.
– À chaque valeur possible, on associe un symbole qui a un nombre entier de bits. Cela peut être
gênant si l’entropie de la variable aléatoire est faible.
– Il est nécessaire de transmettre le dictionnaire du codeur vers le décodeur.
– Toutes les valeurs à encoder doivent être des réalisations indépendantes de la même variable
aléatoire.
Table 13.1: Avantages et inconvénients d’un encodage de Huffman
Codage arithmétique Le codage arithmétique [180, 171] est une procédure spécifiquement
conçue pour l’encodage de séquences sL du type de 13.1.7, plutôt que de réalisations sl particulières.
Il se démarque de l’encodage de Huffman par le fait qu’il n’attribue pas un symbole indépendant
à chaque élément de la séquence, mais que c’est plutôt à sL dans son ensemble qu’il attribue une
représentation binaire.
Le principe du codage arithmétique peut se comprendre simplement si on introduit la fonction
de répartition Fs (cn), ou Fs (n) d’une variable aléatoire discrète s, illustrée en figure 13.1.





































Figure 13.1: Loi de probabilité Ps (cn) et la fonction de répartition Fs (cn) correspondante.
Définition 5. Soit s une variable aléatoire discrète à valeurs dans un ensemble discret CN =
{c1, . . . , cN}, de loi de probabilité Ps (cn). Sa fonction de répartition Fs (cn) ∈ [0 ; 1] est donnée
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par :




que je noterai indifféremment Fs (cn) ou Fs (n).
Le principe du codage arithmétique peut être introduit en considérant pour commencer une
seule réalisation s de s. Muni de la fonction de répartition, on voit bien sur la figure 13.1, qu’à
chaque valeur cn pour s correspond un unique intervalle
[Fs (n− 1) ; Fs (n)] ⊂ [0 ; 1] ,
où on a pris soin de définir Fs (0) = 0. On peut donc identifier de manière unique une réalisation s =
cn de s par le centre qn de cet intervalle :
qn =
Fs (n− 1) + Fs (n)
2
où il suffit pour l’encoder d’arrondir la représentation binaire de qn à une précision en bits de
d− log2 (Fs (n− 1)− Fs (n))e+ 1 = d− log2 Ps (cn)e+ 1, (13.1.8)
dans la mesure à cela garantit qu’aucun autre {qn′}n′ 6=n n’a la même représentation. La longueur
moyenne du code correspondant sera donc de :
R = 1 +
N∑
n=1
Ps (n) d− log2 Ps (n)e ,
ce qui donne :
H (s) + 1 ≤ R ≤ H (s) + 2.
On voit que cette manière d’encoder une seule réalisation s offre une longueur moyenne en bits
moins bonne que la borne théorique 13.1.3 et en particulier moins bonne qu’un codage de Huffman.
L’intérêt de cette approche apparaît si au lieu de considérer une seule réalisation s de la variable
aléatoire, on en considère une séquence sL, dont tous les éléments sont indépendants. Même s’il
est grand, il y a un ensemble fini CLN de NL séquences possibles et puisqu’on suppose que tous
les éléments d’une séquence sont indépendants, on peut calculer la probabilité d’une séquence








P (sl) . (13.1.9)
On définit alors une nouvelle variable aléatoire discrète sL de loi définie en 13.1.9, dont sL est






arithmétique de la séquence consiste à la décrire dans son ensemble comme le centre de l’intervalle
de [0 ; 1] correspondant à sL pour la fonction de répartition F
sL
. Soit k l’indice de sL dans CLN .
De manière identique à 13.1.8, la précision en bits nécessaire à identifier cet intervalle de manière
unique parmi tous les autres est de :⌈− log2 (FsL (k − 1)− FsL (k))⌉+ 1
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Si la distribution de tous les sl est identique, on voit que le débit moyen R =
Rtot
L nécessaire à
l’encodage de chaque élément de la séquence vérifie asymptotiquement :
lim
L→∞
R = H (s) .
En d’autres termes, un encodeur arithmétique permet asymptotiquement d’atteindre la limite théo-
rique 13.1.3 pour l’encodage de séquences.
De manière intéressante, il n’est pas nécessaire de supposer que tous les éléments sl de la séquence
sont des réalisations de la même variable aléatoire, mais juste qu’ils sont indépendants.
Dans le cas où chaque élément sl de la séquence est une réalisation d’une variable aléatoire sl dont
on connaît la loi Pl (·), on montre [224] que le débit effectif moyen Rl pour chaque symbole est de :
Rl = − log2 Pl (sl) . (13.1.10)
Comme on le voit, le codage arithmétique devient très intéressant lorsqu’on considère l’encodage
d’une longue séquence sL de réalisations indépendantes de variables aléatoires discrètes, chacune
définie par une loi de probabilité connue.
Pour une raison de concision de mon exposé, je ne précise pas la manière d’implémenter une
telle procédure d’encodage, qui présente des enjeux pratiques importants liés à la précision finie




de chaque séquence possible
est extrêmement faible. De telles difficultés peuvent cependant être surmontées parfaitement en
pratique par des astuces de remise à l’échelle et l’encodage arithmétique est couramment utilisé
dans des applications [224, 158, 159, 161].
Pour finir, je résume les avantages et les inconvénients du codage arithmétique dans le ta-
bleau 13.2 et cela conclut cette présentation du codage de sources discrètes.
Les avantages d’un encodage arithmétique
– Il permet l’encodage d’une séquence sL = [s1, . . . , sL] de réalisations indépendantes de variables
aléatoires de lois différentes Pl (·).
– On montre que cet encodage peut se faire de manière séquentielle, où on fournit à l’algorithme
chaque symbole sl de la séquence ainsi que la loi Pl (·) de la variable aléatoire dont il est une
réalisation.
– Asymptotiquement, le débit effectif Rl pour l’encodage de chaque symbole d’une séquence sL
est donné en bits par :
Rl = − log2 P (sl) .
Les inconvénients d’un encodage arithmétique :
– Il nécessite la connaissance de la distribution Pl (·) de chaque symbole.
– Les procédures d’encodage et de décodage sont délicates à implémenter.
Table 13.2: Avantages et inconvénients d’un encodage arithmétique
13.2 Théorie débit-distorsion
13.2.1 Entropie différentielle et information mutuelle
La notion d’entropie peut se généraliser au cas où la variable aléatoire considérée s est à va-
leurs dans RJ et non pas dans un ensemble discret CN . La notion équivalente dans ce cas est
celle d’entropie différentielle. Supposons une fois de plus qu’on connaisse la densité de probabi-
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lité p (s | θ) de s. L’entropie différentielle de s, notée h (s), est donnée par :
h (s) = −
ˆ
s∈RJ
p (s | θ) log p (s | θ) ds
= −Es [log p (s | θ)] . (13.2.1)
Compte tenu du fait que je me concentrerai bientôt exclusivement sur le cas des densités
gaussiennes pour lequel 13.2.1 est défini, je supposerai que cette intégrale existe. J’utiliserai souvent
le terme d’entropie pour désigner l’entropie différentielle lorsque le contexte est clair. Comme on le
voit, la définition 13.2.1 de l’entropie différentielle de variables à valeurs continues est similaire à
celle 13.1.1 de l’entropie de variables discrètes. En particulier, on peut montrer qu’une translation
laisse l’entropie différentielle inchangée.
Cependant, leurs propriétés diffèrent significativement. En particulier, l’entropie différentielle
d’une variable aléatoire continue peut être négative. De plus, le théorème du codage de source 13.1.3
ne se généralise pas tel quel dans le cas continu.
On peut montrer que l’entropie d’une variable aléatoire distribuée selon une loi gaussienne multi-
variée de matrice de covariance K est donnée (en bits) par :





où |K| est le déterminant de K.
L’information mutuelle I (s, x) entre deux variables aléatoires continues à valeurs dans RJ se
définit de la même manière qu’en 13.1.6 :
I (s, x) = h (s)− h (s | x) . (13.2.3)
Une propriété intéressante de cette quantité est qu’elle est toujours positive, même dans le cas de
variables aléatoires continues :
I (s, x) ≥ 0.
L’information mutuelle I (s, x) entre deux variables s et x dans le cas continu peut être in-
terprétée de la même manière que dans le cas discret comme quantifiant la réduction moyenne
d’incertitude qu’apporte l’observation de l’une sur l’autre. Pour le montrer, je vais considérer
l’exemple suivant, important pour la suite de cet exposé.
Exemple. Soient s et x deux variables aléatoires conjointement gaussiennes et corrélées, telle
que x est la somme de s avec bruit additif  gaussien :
x = s+ .


















On peut utiliser les résultats 2.2.8 exploités déjà de très nombreuses fois dans cet exposé pour
montrer que la distribution a posteriori de s étant donné x est :











174 CHAPITRE 13. CODAGE DE SOURCE
Calculons à présent l’information mutuelle I (s, x) entre s et x en utilisant l’expression 13.2.2 de
l’entropie différentielle d’une variable aléatoire gaussienne :
























où j’ai utilisé en 13.2.4 le fait que l’entropie différentielle est invariante par translation. Comme on
le voit à l’examen de 13.2.5, si la variance σ2 du bruit additif devient très grande devant celle de
s, alors l’information mutuelle entre s et x tend vers 0. Dans le cas contraire, elle grandit jusqu’à
devenir infinie si x = s.
13.2.2 fonction débit-distorsion
Soit s une variable aléatoire à valeurs dans RJ dont on connaît la densité de probabilité p (s | Θ)
et soit
sL = [s1, . . . , sL]
un ensemble de L réalisations indépendantes de cette variable aléatoire, c’est-à-dire tel que :
p
(
sL | Θ) = L∏
l=1
p (sl | Θ) .
Supposons qu’un observateur connaisse cet ensemble sL de L réalisations indépendantes de s
et qu’il souhaite transmettre ces valeurs à un tiers. Dans la mesure où chacune de ces variables est
réelle, il n’est pas possible dans le cas général de le faire sans erreur en un temps fini 5. C’est ce
qui explique le fait que le cas des variables aléatoires continues ne se règle pas de la même manière
que celui des variables discrètes par un théorème de codage de source sans perte analogue à 13.1.3.
Cependant, des solutions apparaissent si on est prêt à accepter une distorsion dans la recons-
truction du message transmis. Par exemple, on peut considérer que pour l’application envisagée,
il sera suffisant de connaître les 10 premières décimales de chaque sl plutôt que sa valeur réelle.
Dans ce cas, la situation devient radicalement différente, puisqu’on est prêt à se contenter d’une
reconstruction
sL = [s1, . . . , sL]
qui ne prend qu’un nombre fini de valeurs possibles (ici, 1011L pour L variables comprises entre 0
et 1 dont on souhaite les 10 premières décimales).
Ces considérations justifient d’introduire une opération de quantification, par laquelle on asso-
cie au message initial sL à valeurs dans
(
RJ
)L un message quantifié sL, qui prend ses valeurs dans
un ensemble discret CLJ de points de reconstructions, avec CJ ⊂ RJ un ensemble discret de réels.
Présenté de cette manière, l’objectif de la théorie débit-distorsion devient de déterminer quel
débit on peut espérer atteindre pour le transfert de sL si on se donne une distorsion moyenne
maximale à respecter entre le message original et sa reconstruction. Pour formaliser ces deux
objectifs contradictoires, je vais préciser successivement ce qu’on entend par distorsion et par
débit :




qui quantifie l’écart entre le message
original sL à transmettre et sa reconstruction sL. Il s’agit d’une grandeur positive qui s’annule
si ses deux opérandes sont égales. On peut définir des fonctions de distorsion de nombreux








d (sl, sl) ,
5. On connaît le temps qu’il faut pour énumérer toutes les décimales de pi...
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c’est-à-dire qui peuvent se décomposer comme la somme des L distorsions individuelles des



















– Par ailleurs, on appellera débit le nombre moyen de bits par échantillon nécessaire à la trans-
mission de sL. Si Rtot est le débit total, on définira le débit moyen par symbole par R =
Rtot
L .
Le deuxième objectif de l’opération de quantification sera de permettre un débit R minimal.
Étant donnée la distribution p (s | Θ) de la source, on définira la fonction débit-distorsion R (D)
comme indiquant pour chaque distorsion D le débit moyen par symbole minimal requis asymptoti-
quement pour transmettre une séquence de réalisations indépendantes avec une distorsion moyenne
inférieure ou égale à D.
Pour définir formellement cette fonction débit-distorsion [120, 89], il est nécessaire de définir
l’étape de quantification par laquelle on assigne un échantillon quantifié s à une réalisation s de la
source. En toute généralité, elle peut se définir comme une probabilité conditionnelle p (s | s). Au
cas où une reconstruction s est associée de manière déterministe à une réalisation s selon :
s = Q{s} , (13.2.7)
cette probabilité devient triviale : p (s | s) = δ (s,Q{s}).
A présent, si on désigne par B (D) l’ensemble des quantifications qui permettent une distorsion
moyenne inférieure à D :
B (D) = {p (s | s) | E [d (s | s)] ≤ D} , (13.2.8)
alors le théorème du débit-distorsion indique que :
R (D) = inf
p(s|s)∈B(D)
I (s, s) . (13.2.9)
Pour une quantification p (s | s) donnée, si elle appartient à B (D), elle produit par construc-
tion 13.2.8 une distorsion moyenne inférieure à D. Par ailleurs, les reconstructions s qu’elle pro-
duit ne peuvent pas être transmis avec un débit moyen inférieur à I (s, s). En effet, le théorème
du codage de source 13.1.3 indique que ce débit est minoré par l’entropie H (s¯). Or, cette entropie
vérifie :
H (s) ≥ H (s¯)−H (s | s)
= I (s, s) (13.2.10)
et I (s, s) constitue donc bien une borne inférieure au débit possible. Dans le cas où la quantification
est déterministe 13.2.7, on a H (s | s) = 0 et cette borne est stricte. La réciproque est en revanche
moins immédiate, qui établit que R (D) constitue une borne inférieure au débit moyen nécessaire
à l’encodage de séquences asymptotiquement longues. J’admettrai ce résultat fort de la théorie du
codage de source. On démontre par ailleurs que la fonction de débit-distorsion est décroissante en
fonction de D.
Un autre résultat très important que j’admettrai aussi est que si elle est une borne inférieure
aux débits qu’on peut espérer pour une distorsion donnée, on démontre qu’il existe des procédures
déterministes de quantification du type de 13.2.7 capables de l’atteindre. Malheureusement, les
preuves impliquées ne sont pas constructives et la mise au point de procédures de quantification
permettant de se rapprocher de la borne reste un domaine de recherche important. De plus, ces
résultats tiennent surtout asymptotiquement, c’est-à-dire lorsque la longueur L des séquences à
coder devient suffisante.
Une autre grandeur théorique importante reliée à la fonction débit-distorsion R (D) est la
fonction distorsion-débit D (R) : elle indique pour un débit R donné quelle distorsion minimale
on peut espérer atteindre asymptotiquement par une procédure de quantification. On montre que
D (R) est simplement l’inverse de R (D) dès lors que R (D) est strictement décroissante [120].
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13.2.3 Le cas gaussien scalaire pour une distorsion quadratique
La fonction débit-distorsion 13.2.9 définit une borne inférieure au débit qu’on peut espérer
atteindre asymptotiquement pour le codage de séquences de réalisations indépendantes d’une va-
riable aléatoire s continue, dont on connaît la densité de probabilité p (s | Θ). Comme le suggère sa
définition 13.2.9, elle ne s’exprime en général pas sous la forme d’une expression analytique simple.
Il y a cependant certains cas où une expression simple de la fonction débit-distorsion est dis-
ponible. Fort opportunément pour nous, c’est ce qui se passe si s est une variable gaussienne et si
le critère de distorsion d est l’erreur quadratique. Puisque c’est précisément le cas pratique qui va
nous intéresser, je donne ici les résultats correspondants.
Dans le cas d’une variable aléatoire gaussienne scalaire (J = 1) de variance σ2, on montre [120]









si D ≤ σ2
0 si D ≥ σ2
(13.2.11)
D (R) = σ2 exp (−2R) . (13.2.12)
On constate que le débit moyen nécessaire pour transmettre la valeur d’une variable gaussienne
avec une distorsion supérieure à sa variance est nul. Ceci se comprend aisément dans la mesure où
la variance se définit comme la distorsion de la variable autour de sa moyenne. Si D ≥ σ2, il suffit
de toujours choisir la moyenne comme reconstruction et on obtient une quantification qui respecte
la contrainte. Aucun débit n’est alors nécessaire, si on suppose moyenne et variance connues au
décodeur. Les fonctions R (D) et D (R) d’une variable gaussienne scalaire sont représentées en
































Figure 13.2: fonctions débit-distorsion R (D) (à gauche) et distorsion-débit D (R) (à droite) pour
une variable aléatoire gaussienne scalaire de variance σ2 = 1, avec une échelle logarithmique pourD.
On a simplement D (R) = 1R(D) . Il est possible en théorie d’atteindre asymptotiquement n’importe
quel couple (D,R) au-dessus de ces fonctions.
13.2.4 Le cas vectoriel gaussien pour une distorsion quadratique
Considérons à présent le cas d’une variable gaussienne vectorielle s = [s1, . . . , sJ ]>. Je suppose
pour commencer que tous les sj sont indépendants, de variance σ2j . On montre [120] que dans ce
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Ces relations s’interprètent en disant que pour une variable sj , si sa variance est inférieure à
D, alors il ne sera pas nécessaire de dépenser du débit pour la transmettre puisque reconstruire sa
moyenne sera suffisant. Pour les variables telles que σ2j > D, le débit est réparti en fonction de
σ2j
D :
plus la variance d’une variable sera grande devant D, plus il sera nécessaire de lui attribuer du
débit pour la transmettre correctement.
On établit une expression analytique simple
pour la fonction débit-distorsion dans le cas
de variables aléatoires gaussiennes multiva-
riées.
Dans le cas où les variables sj sont corrélées, la dis-
tribution jointe p (s | Θ) est une gaussienne multivariée
dont je noteK la matrice de covariance. On peut se rame-
ner au cas précédent en considérant non pas la quantifi-
cation directe des sj , mais plutôt celle de la transformée
de Karhunen-Loeve de s. Plus précisément, puisque la
matrice K est définie positive, on peut en effectuer une
décomposition du type :
K = UΛUH ,
où U est une matrice orthonormée et Λ = diag [λ1, . . . , λJ ] est diagonale. On définit alors la
transformée de Karhunen-Loeve de s par :
K (s) = UHs,
















Or, on a vu en section 10.3.2 qu’une transformée orthonormale laisse la distorsion quadratique
moyenne inchangée. Donc on se ramène au cas précédent en quantifiant K (s) au lieu de s et en
utilisant les valeurs propres λj en lieu et place des variances individuelles σ2j .
13.2.5 Conclusion
La théorie débit-distorsion permet d’identifier le débit minimal théorique requis pour trans-
mettre une variable quantifiée présentant avec le message original une distorsion moyenne maxi-
male donnée. À contrario, elle permet aussi d’obtenir la distorsion moyenne minimale qu’on peut
espérer atteindre à débit fixé.
Dans le cas gaussien, on dispose d’une expression analytique simple de ces deux fonctions débit-
distorsion R (D) et distorsion-débit D (R), indiquant les bornes sur les performances de codage
qu’on peut espérer atteindre. C’est précisément ce cas gaussien qui sera exploité dans la suite pour
le système que je propose de codage informé par les mélanges.
En effet, on verra au chapitre suivant que ces considérations permettent de fournir une réponse
élégante à la question du débit minimal nécessaire à la récupération au décodeur de signaux qui
soient d’une qualité donnée. On peut d’ores et déjà sentir que cette qualité ne sera plus bornée
par des estimateurs oracle, mais que la distorsion pourra au contraire être rendue arbitrairement
petite, pour peu que le débit disponible soit suffisant. Ceci contraste nettement avec les limitations
de l’approche paramétrique présentée en partie III.
13.3 Théorie haute-résolution
La théorie débit-distorsion présentée en section 13.2 fournit des bornes absolues sur les perfor-
mances qu’on peut espérer d’un système de codage de variables aléatoires continues. En ce sens,
elle est intéressante pour les applications car elle permet de déterminer le régime de fonctionnement
limite qu’il est théoriquement possible d’atteindre, indépendamment d’une quelconque procédure
de quantification adoptée, potentiellement sous-optimale. Ainsi, une approche pourra bénéficier de
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bornes théoriques très intéressantes sans qu’un système de codage opérationnel soit encore dispo-
nible qui permette de les atteindre. Une telle théorie permet en somme d’identifier des directions
intéressantes de recherche.
Cependant, lorsqu’il s’agit de mettre au point des stratégies concrètes d’encodage, la théorie
débit-distorsion s’avère moins intéressante. Bien qu’elle garantisse qu’il est possible asymptotique-
ment d’atteindre les bornes qu’elle précise en utilisant une procédure déterministe de quantification,
elle n’indique pas une manière concrète de le faire. On souhaiterait disposer d’une théorie qui nous
indique des procédures effectives de quantification qui permettent à la fois de se rapprocher de
la fonction débit-distorsion et de s’affranchir de la considération de séquences asymptotiquement
grandes.
13.3.1 Motivations et simplifications
La théorie haute-résolution (ou hypothèse haute résolution) fournit une approche simple pour
déterminer des approximations utiles de la fonction débit-distorsion en même temps qu’une mé-
thode concrète pour l’atteindre si les débits considérés sont suffisamment élevés. Je considèrerai
ici le seul cas d’une quantification scalaire, c’est-à-dire appliquée à la réalisation s d’une variable
aléatoire s à valeurs dans R dont on connaît la densité de probabilité p (s | Θ). De plus, je me
limiterai à la distorsion quadratique.
La théorie haute-résolution se concentre sur un type particulier de quantification, dite quanti-
fication régulière et illustrée en figure 13.3.
Figure 13.3: Quantification régulière : R est découpé en N intervalles adjacents Vn. Pour chacun,
on choisit un point de reconstruction cn. La quantification s¯ = Q{s} d’une observation est le point
de reconstruction de l’intervalle auquel appartient s. Ici, Q{s} = c10.
Tout d’abord, on se donne une suite croissante {xn} de N+1 réels, avec x0 = −∞ et xN = +∞
qui définit N intervalles Vn adjacents, aussi appelés cellules :
∀n = 1, . . . , N, Vn = [xn−1 ; xn] ,
et on note ∆n = xn − xn−1 la longueur de chacune de ces cellules. Ensuite, pour chaque cellule,
on choisit un réel cn ∈ Vn appelé point de reconstruction.
Une quantification régulière Q consiste à assigner à une observation s quelconque le point de
reconstruction ck de la cellule à laquelle elle appartient. On note
s = Q {s}
La loi de probabilité de s peut se calculer à partir de celle de s :
P (s = cn) =
ˆ
s∈Vn
p (s | Θ) ds. (13.3.1)
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Le débit moyen minimal R requis pour encoder s obéit au théorème du codage de source 13.1.3,
puisqu’il s’agit d’une variable aléatoire discrète.
Étant donnée une quantification régulière Q, l’hypothèse fondamentale de la théorie haute-
résolution est qu’au sein de chaque cellule n donnée, la densité de probabilité p (s | Θ) reste
constante :
∀s ∈ Vn, p (s | Θ) ≈ p (cn | Θ) .
On peut interpréter cette hypothèse en voyant qu’elle devient valide lorsque les cellules sont petites
devant les variations de p (s | Θ), et donc nombreuses. Sous cette hypothèse, de nombreux résultats
très intéressants sont démontrés [120] :
– La distorsion Dn minimale par cellule est atteinte si cn est le centre de la cellule Vn




– Si on veut minimiser l’entropie H (s), (entropie contrainte)
1. il faut choisir un pas de quantification constant
∀n, ∆n = ∆. (13.3.3)
2. l’entropie H (s) est liée à ∆ par :
∆ = 2−H(s)+h(s), (13.3.4)
3. ce qui donne en utilisant 13.3.2 :
H (s) = h (s)− 12 log 12D, (13.3.5)
où H (s) est directement relié au débit nécessaire à l’encodage de s en vertu du théorème
de codage de source 13.1.3.
Chercher à minimiser l’entropie H (s) des réalisations quantifiées revient à minimiser le débit
nécessaire pour leur transmission. En conséquence, sous hypothèse de haut-débit, cette configu-
ration dite à entropie contrainte démontre que c’est une quantification uniforme qui permet de
minimiser à la fois la distorsion et le débit d’une variable aléatoire scalaire de densité de probabi-
lité quelconque. Ce résultat sera central dans la suite de mon exposé, puisqu’il fournit une stratégie
très simple pour procéder à l’encodage.
On peut noter que dans le cas gaussien, on a
d’après 13.2.11 et 13.3.5 :








≈ R (D) + 0.25. (13.3.6)
La fonction débit-distorsion sous hypothèse
haute-résolution et en utilisant une quan-
tification scalaire est supérieure d’envi-
ron 0.25bits à la fonction théorique R (D).
Souvent, on cherche plutôt en pratique à optimiser les
performances à bas débit. On pourrait alors s’interroger
sur l’intérêt d’une approximation qui tient lorsqu’ils sont
élevés. Il est cependant établi expérimentalement que les
procédures d’encodage correspondant à l’hypothèse de
haute-résolution donnent des performances effectives très
bonnes, même à bas débit [224, 158, 159].
13.3.2 Encodage
d’une séquence de vecteurs gaussiens
De manière à illustrer l’intérêt de l’hypothèse haute-
résolution, je vais mettre en pratique les résultats ci-
dessus de quantification à entropie contrainte au cas
gaussien qui m’occupera durant toute la suite de mon
exposé.
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La théorie haute-résolution est appliquée à
l’encodage optimal d’une séquence de L vec-
teurs gaussiens indépendants dont on connaît
les moyennes et matrices de covariance.
Supposons qu’on observe une séquence sL de L réali-
sations indépendantes de variables gaussiennes multiva-
riées :
sL = {s1, . . . , sL} ,
où chaque sl est un vecteur de dimension J × 1 dont on
connaît la moyenne µl et la matrice de covariance Kl, de dimension J×1 et J×J , respectivement :
sl ∼ N (µl,Kl) .
L’objectif est d’encoder sL de manière à garantir une distorsion moyenne inférieure à D et à
minimiser le débit moyen nécessaire pour transmettre cette information.
Sous hypothèse de haute-résolution, la méthode à adopter dans le cas J = L = 1 est d’effectuer
une quantification uniforme, comme le suggère la discussion plus haut. En sortie, on obtient une
valeur quantifiée, dont l’entropie est donnée par 13.3.6. Il sera dur en pratique d’encoder de manière
optimale cette seule réalisation.
Dans le cas J > 1 et L > 1, c’est-à-dire où chaque sl est un vecteur, on peut appliquer
la même stratégie qu’en 13.2.4 pour en décorréler les composantes en utilisant la transformée de
Karhunen-Loeve. Cette approche conduit à l’obtention de JL variables gaussiennes indépendantes.
Même si des variables aléatoires sont indé-
pendantes, la manière optimale de les quan-
tifier est d’utiliser une quantification vec-
torielle. Ici, j’utiliserai une stratégie sous-
optimale classique qui consiste à utiliser des
quantifications scalaires indépendantes.
Même si des variables aléatoires sont indépendantes,
la manière optimale de les quantifier est d’utiliser une
quantification jointe, c’est-à-dire vectorielle [158]. Ce ré-
sultat de la théorie de la quantification est illustré en
figure 13.4. Cependant, la mise en place d’une telle procé-
dure est difficile en pratique et on choisit souvent d’avoir
plutôt recours à une quantification indépendante de cha-
cune des variables.
Figure 13.4: Pour deux variables aléatoires indépendantes x et y, la procédure optimale de quanti-
fication est vectorielle, telle que représentée à gauche. La procédure qui consiste à quantifier chaque
variable indépendamment, comme représenté à droite, est sous optimale. Elle est cependant très
simple à implémenter et donc couramment utilisée en pratique.
Si on décide de procéder à une quantification indépen-
dante de chacune des composantes après transformée de Karhunen-Loeve, alors sous hypothèse de
haute-résolution et à entropie contrainte, la stratégie optimale pour le faire est d’encoder chacune
de ces variables par un quantificateur uniforme.
Dans tous les cas, après quantification, on obtient JL variables quantifiées (et donc discrètes),
dont on peut calculer analytiquement la loi de probabilité. La situation devient alors propice
à l’utilisation d’un encodeur arithmétique pour coder l’ensemble de cette séquence et le débit
correspondant est très proche des bornes théoriques pour peu que JL soit grand, ce qui sera
souvent le cas en pratique. Ces opérations sont résumées dans l’algorithme 13.1 page suivante, qui
a déjà été présenté plusieurs fois dans la littérature [224, 158, 159, 161].
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Algorithme 13.1 Algorithme optimal de quantification à entropie contrainte d’une séquence
de L réalisations indépendantes de variables aléatoires gaussiennes multivariées dont moyennes et
covariances sont connues au codeur et décodeur, sous hypothèse de haute-résolution et d’utilisation
d’une quantification scalaire.
Entrées
– Séquence sL :
sL = {s1, . . . , sL}
où chaque sl est un vecteur de dimension J × 1.
– Vecteur moyenne µl et matrice de covariance Kl caractérisant la distribution gaussienne de
chaque vecteur sl
– Distorsion moyenne maximale D souhaitée, ou alternativement le pas de quantification ∆ =√
12D d’après 13.3.2.
Pour chaque l = 1, . . . , L
– Calculer la décomposition de Kl en valeurs propres :
Kl = Uldiag ([λl1, . . . , λlJ ])UHl
– Calculer la transformée de Karhunen-Loeve ξl de sl − µl :
ξl = UHl (sl − µl)
Sa jème entrée ξlj est distribuée selon une loi gaussienne centrée de variance λlj :
ξlj ∼ N (0, λlj) .
– Pour chaque j = 1, . . . , J :







Je désigne par CN = {cn}n∈N les points de reconstruction correspondants.
– La loi de probabilité Plj (·) de la variable discrète ξlj est donnée par 13.3.1 :
∀n, Plj (cn) =
ˆ cn+ ∆2
cn−∆2
N (ξ | 0, λlj) dξ, (13.3.7)
Encodage arithmétique
– ξ est une séquence de LJ réalisations indépendantes ξlj de LJ variables discrètes dont on connait
les LJ lois Plj (·). On peut appliquer un encodage arithmétique sans perte pour l’encoder, vu en
section 13.1.3.




, donné en 13.3.7. Le débit
total est donné, en bits, par la fonction débit-distorsion opérationnelle [122, 159] :
Rs (D) = − log2 p
(
sL
)− LJ2 log2 12D (13.3.8)
Reconstruction après décodage
– Après décodage, on dispose de tous les ξlj .
– La reconstruction sl de chaque sl est donnée par
sl = Ulξl + µl (13.3.9)
et présente une distorsion inférieure à D.
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13.3.3 Applications pour le codage audio
L’algorithme présenté plus haut permet un encodage optimal d’une séquence de vecteurs gaus-
siens. Pour conclure ce chapitre sur le codage de source, je vais à présent montrer brièvement
comment l’algorithme 13.1 peut être utilisé en pratique pour l’encodage de signaux audio.
Soit s˜ (·) un signal audio, qu’on modélise comme un PGLS. Sa TFCT s (f, n) est une matrice
de dimension F × N . Pour chaque point (f, n), s (f, n) est une variable gaussienne scalaire (de
dimension 1 × 1) et on a vu en section 3.3 que tous les {s (f, n)}f,n sont indépendants dans le
modèle PGLS.
Supposons à présent qu’un modèle de source P (· | θ) soit disponible, qui permette de poser 6 :
s (f, n) ∼ Nc (0,P (f, n | θ)) .
On peut appliquer directement l’algorithme 13.1 pour le codage de s˜, dans la mesure où s peut
être compris comme une séquence de NF variables aléatoires gaussiennes indépendantes 7. Cette
application a été considérée dans [158, 159].
6. Voir les sections 3.3 page 52 et 4.1 page 57.
7. Si la transformée fréquentielle utilisée est celle de Fourier, on code indépendamment sa partie réelle et sa partie
imaginaire, indépendantes. On a donc plutôt une séquence de 2FN variables à encoder, en imposant pour chacune
une distorsion maximale de D2 .
Chapitre 14
Codage informé par les mélanges
Dans ce chapitre, j’applique la théorie du codage de source présentée au chapitre précédent
dans une situation originale où le codeur et le décodeur disposent de la même donnée tierce,
exploitée pour le codage. Je présente les principes généraux de cette situation de codage de sources
a posteriori et de son cas particulier de séparation informée par codage.
Dans un premier temps, je montre en section 14.1 sur la base de la théorie du codage de source
que la prise en compte de données tierces connues à la fois du codeur et du décodeur peut produire
un gain théorique en débit pour la transmission d’une information. Ce gain en débit est directement
lié à l’information mutuelle entre sources et données tierces. J’ai appelé cette configuration codage
de sources a posteriori 1.
Dans ce chapitre, j’introduis CISS comme
un formalisme puissant pour la séparation
de sources informée, qui généralise les ap-
proches paramétriques présentées en partie
précédente. CISS est le fruit de ma collabo-
ration avec Alexey Ozerov et a été pré-
senté pour la première fois dans [160], puis
dans [136, 161].
En pratique, pour qu’un codeur a posteriori soit effi-
cace, il est nécessaire de disposer d’une distribution des
sources a posteriori qui exploite l’information mutuelle
entre sources et données tierces. C’est ainsi que j’intro-
duis en section 14.2 le cas particulier où les sources sont
des processus gaussiens et où les données tierces sont des
mélanges de réalisations de ces processus. Dans ce cas,
l’ensemble de la discussion de la partie II peut être mis
à profit pour fournir des distributions a posteriori des
sources étant donnés leurs mélanges, utilisables pour un
codage a posteriori. C’est ainsi que j’introduis la sépara-
tion informée par codage, (CISS, Coding-Based Informed Source Separation) qui fait l’objet de la
suite de cette partie.
En section 14.3, je mets en perspective cette nouvelle approche pour la séparation informée
avec celle proposée en partie III et je montre qu’elle en est une généralisation. Je la compare
également aux techniques telles que SAOC qui mettent en œuvre une étape de codage du résiduel
et je montre que CISS bénéficie de ce point de vue de propriétés d’optimalité intéressantes. Je
conclus sur quelques perspectives relatives à CISS, en particulier sur la possibilité d’y inclure une
fonction de distorsion perceptive.
14.1 Codage de sources a posteriori
14.1.1 Principes généraux
Dans le chapitre précédent, on a vu que la théorie du codage de source offre le cadre idéal par
lequel aborder une situation classique de communication 2, représentée en figure 14.1. Un codeur
observe la réalisation s d’un processus source, caractérisée par une distribution p
(
s | Θ¯) dont on lui
fournit les paramètres quantifiés Θ¯. Son objectif est de transmettre à un décodeur le flux binaire
1. Dans la littérature, cette configuration porte également le nom de codage de Berger-Flynn-Gray [222, 207].
2. Dans toute cette étude, je considère que le flux binaire est transmis sans erreur du codeur vers le décodeur et
donc que le canal de transmission est idéal. En conséquence, je ne m’intéresse pas au problème du codage de canal.
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le plus petit possible permettant de reconstruire une approximation s¯ qui présente avec s une
distorsion minimale.
Figure 14.1: Situation classique de codage de source. Un codeur observe la réalisation s d’une
source ainsi qu’un lot de paramètres quantifiés Θ¯ décrivant la distribution de la source. Il procède
dans un premier temps à la quantification du signal. Ensuite, le signal et le modèle quantifiés sont
encodés et transmis au décodeur. Après décodage du modèle, le décodeur procède au décodage du
signal quantifié et produit un signal reconstruit s¯.
Comme on le voit sur la figure 14.1, le flux binaire transmis du codeur vers le décodeur se
décompose comme la combinaison d’un flux binaire modèle, permettant de reconstruire Θ¯, et d’un
flux binaire signal, permettant de reconstruire s¯ en conjonction avec la distribution p
(
s¯ | Θ¯). Le
débit total Rtot se décompose ainsi comme la somme du débit modèle RΘ et du débit signal 3 Rs :
Rtot = RΘ +Rs. (14.1.1)
En utilisant les résultats théoriques et pratiques de la théorie débit-distorsion, j’ai montré au
chapitre 13 qu’il est possible de garantir une distorsion moyenne entre le signal original s et sa
reconstruction s¯ inférieure à une valeur D donnée, tout en utilisant à cette fin un débit signal
minimal. On établit de plus les bornes de performance de ce genre de système sous la forme d’un
débit en deçà duquel on ne peut pas garantir une distorsion moyenne inférieure à D. La question
délicate de la répartition optimale d’un débit total entre signal et modèle sera évoqué rapidement
en section 15.2. Je peux me contenter pour l’instant d’en dire qu’une fois estimé, le modèle est
encodé indépendamment du signal.
Je propose à présent d’étudier une variante de ce schéma de communication, illustrée en fi-
gure 14.2, que j’appellerai codage de source a posteriori, aussi appelé codage de Berger-Flynn-
Gray dans la littérature [222, 207]. La subtilité introduite par le codage a posteriori par rapport
au codage classique réside dans le fait que le codeur et le décodeur disposent de la connaissance
à l’identique d’une donnée tierce x, modélisée comme la réalisation d’une variable aléatoire x. On
suppose ainsi qu’un même signal x est disponible à la fois à l’encodeur et au décodeur, sans qu’il
soit nécessaire de considérer son transfert de l’un vers l’autre 4.
De la même manière que dans le cas classique, l’objectif du codeur est de générer un flux binaire
de débit minimal qui permette au décodeur de produire une reconstruction s¯ de s dont la distorsion
moyenne est inférieure à un seuil. Alternativement, on pourra chercher à produire une distorsion
minimale à débit fixé.
Si on songe au diagramme à haut niveau de la séparation informée présenté en figure 1.1 page 8,
on s’aperçoit qu’elle peut se comprendre comme un problème de codage a posteriori pour lequel
l’information tierce x correspond aux mélanges des sources. Avant de considérer ce cas de figure plus
longuement en section 14.2, je vais commencer par montrer les avantages du codage a posteriori.
3. Dans les calculs, les débits sont donnés en bits. Ce n’est que lors des évaluations que je ramène ces débits
totaux à une unité du type kbps/source comme au chapitre 12.
4. On peut envisager le problème d’aussi encoder x, mais je ne le considèrerai pas dans cet exposé.
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Figure 14.2: Situation de codage a posteriori, ou de codage de Berger-Flynn-Gray. Par rapport
à la situation classique de la figure 14.1, le codeur et le décodeur observent tous deux la même
donnée tierce x. Dans cette situation de codage a posteriori, toute l’analyse probabiliste mise en
œuvre peut supposer donnée la connaissance de x. Ainsi, la distribution des sources p
(
s | Θ¯) peut
être remplacée par une distribution a posteriori p
(
s | x, Θ¯) des sources étant donné x.
14.1.2 Gain en débit d’un codage a posteriori
Dans le cas de la séparation informée, la don-
née tierce x est constituée des mélanges des
sources. En toute généralité, x est simple-
ment la réalisation d’une variable aléatoire x.
Supposons que s soit une variable aléatoire vectorielle
de dimension J . Le principal argument en faveur du co-
dage a posteriori par rapport à un codage de source clas-
sique réside dans la réduction de débit que la connais-
sance de l’information tierce x peut permettre pour la
transmission de s¯. Il semble en effet intuitif que si on dis-
pose d’une information corrélée avec les signaux sources,
alors le débit nécessaire pour leur transmission sera plus faible. Cette intuition se vérifie de manière
triviale sous hypothèse de haute résolution à entropie contrainte, puisque l’entropie H (s¯ | x) du
message à transmettre est alors donnée non plus par 13.3.5, mais par :
H (s¯ | x) = h (s | x)− J2 log 12D. (14.1.2)
Dans la mesure où I (s, x) = h (s) − h (s | x) ≥ 0, ce débit est nécessairement plus faible
que H (s¯) et il est donc intéressant de prendre en compte la connaissance de x pour procéder à
l’encodage de s. Au pire, s et x sont indépendants, auquel cas h (s) = h (s | x) et on se ramène
au codage de source classique. Ce résultat peut s’illustrer dans le cas gaussien qui va m’intéresser
particulièrement.
On a vu en section 13.2.1 que l’entropie d’une variable aléatoire gaussienne multivariée s de








Pour peu que s et x soient conjointement gaussiens, s | x est gaussien également, de matrice
de covariance Kpost. On peut ainsi calculer le gain en débit provoqué par la prise en compte
de la connaissance de x comme H (s¯) − H (s¯ | x), qui est nécessairement positif puisqu’il s’agit
de I (s¯, x). Sous hypothèse de haute-résolution et à entropie contrainte, ce gain en débit s’obtient
en utilisant 14.1.2 et 13.3.5 :
I (s¯, x) = H (s¯)−H (s¯ | x) = h (s)− h (s | x) = 12 log
 |K|∣∣∣Kpost∣∣∣
 ≥ 0.
Cette discussion permet en passant de prouver que le déterminant de
∣∣∣Kpost∣∣∣ est nécessairement
plus petit que celui de |K|. Ce constat s’applique à l’ensemble des distributions a posteriori vues
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en partie II. De manière intéressante, on a vu que ce résultat est immédiat à démontrer en utilisant
des arguments issus de la théorie de l’information, mais moins trivial lorsqu’on l’envisage sous un
angle algébrique.
On quantifie facilement le gain en débit pro-
voqué par la prise en compte de x dans le cas
gaussien sous hypothèse haute-résolution. Ce
gain est important si la source s à trans-
mettre présente avec x une corrélation non
négligeable.
Dans le cas J = 1, on peut reprendre l’exemple
page 173 dans un contexte de codage a posteriori. Dans
cet exemple, x est donné comme la somme de s avec un
bruit additif  indépendant de s. On a vu que dans ce







sous hypothèse de haute-résolution à entropie contrainte,
il vient :








Comme on le voit, si la variance σ2 du bruit additif est grande devant celle de la source à trans-
mettre, le gain en débit provoqué par la prise en compte de l’observation x devient négligeable.
En revanche, il devient très important lorsque la variance de ce bruit est faible devant σ2s .
Sans faire l’hypothèse de haute résolution, on peut s’interroger sur la relation entre la fonction débit-
distorsion conditionnelle R (D | x) dans un cas de codage a posteriori par rapport à celle R (D) d’un
codage de source classique, vue en section 13.2.2. Ces développements ont fait l’objet de certains
travaux théoriques [222, 207], et il est mentionné dans ces publications que R (D | x) ≤ R (D).
Je n’ai trouvé nulle part de démonstration rigoureuse de cette affirmation, mais je conjecture qu’il
sera en fait intéressant de prendre en compte la connaissance de x pour le codage de s dès lors
qu’on peut exprimer p (x | s, s¯) comme le produit de deux fonctions f1(x, s) et f2 (x, s¯) :
p (x | s, s¯) = f1 (x, s) f2 (x, s¯) .
En effet, cette condition est nécessaire et suffisante [179] pour avoir :
I (s, s¯ | x) ≤ I (s, s¯) (14.1.3)
quelle que soit la distribution jointe p (s, s¯). Or, c’est par I (s, s¯ | x) au lieu de I (s, s¯) qu’est défi-
nie la fonction débit-distorsion conditionnelle R (D | x) [207]. Dans les applications généralement
considérées comme celle qui nous préoccupe ici, la variable x est indépendante de s¯ étant donné s :
p (x | s, s¯) = p (x | s) ,
et 14.1.3 s’applique donc.
14.2 Codage informé par les mélanges
14.2.1 Principes
Si on l’aborde sous l’angle du codage de source, le problème de la séparation informée que
j’ai présenté en section 1.3 page 7 se comprend comme un cas particulier de codage a posteriori.
Nous avons appelé cet angle d’approche la séparation informée par codage (CISS : Coding Based
Informed Source Separation [160, 136, 161]). En effet, on a vu qu’un scénario de séparation informée
se déroule en deux temps.
Durant l’étape de codage, on dispose des signaux sources s à transmettre ainsi que de leurs
mélanges x. On produit alors une information annexe Θ qu’on envoie à un décodeur. Le décodeur,
muni de Θ et de x seulement, produit une estimée s¯ des sources. Si on adopte un formalisme
probabiliste pour exprimer les distributions p (s | x,Θ) des sources s étant donnés les mélanges x,
ce problème devient équivalent à celui du codage a posteriori illustré en figure 14.2.
La principale différence avec l’approche paramétrique vue en partie III est qu’à présent, la
distribution a posteriori p (s | x,Θ) n’est plus calculée dans le but de produire une seule estimée sˆ
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selon un critère comme le maximum a posteriori ou l’erreur quadratique minimale 5. En effet, on
a vu en partie III qu’une telle approche présente des performances bornées. Cela se comprend
puisqu’elle ne peut pas garantir une distorsion inférieure à la borne de Cramér-Rao de l’estimateur
qu’elle utilise 6.
La séparation informée est un cas de codage
a posteriori où la donnée tierce est constituée
des mélanges des sources.
Au lieu de cela, cette distribution p (s | x,Θ) est utili-
sée pour procéder à un codage optimal des sources s. L’in-
térêt de la manœuvre réside dans le fait qu’on peut main-
tenant garantir que les sources reconstruites présentent
avec les originales une distorsion moyenne inférieure à un
seuil donné, tout en ayant minimisé le débit requis pour
la transmission de l’information annexe correspondante 7.
14.2.2 Distributions a posteriori des sources
La partie I de cet exposé a porté sur la présentation d’un modèle de source puissant, selon
lequel les signaux observés s˜ sont des réalisations de processus gaussiens. J’ai montré que ce
modèle est suffisamment flexible pour rendre compte d’une large diversité de formes d’ondes tout
en permettant de caractériser un processus par un nombre restreint de paramètres θ par le biais
d’une distribution p (s˜ | θ).
L’approche par codage nécessite d’observer
au codeur les signaux à récupérer au déco-
deur. Je me restreins ici au cas simple où
ce sont des sources ponctuelles observées qui
doivent être récupérées.
En partie II, j’ai montré selon plusieurs modèles de
mixage que des mélanges de processus gaussiens de-
meurent des processus gaussiens et qu’il est possible d’ob-
tenir facilement les distributions p (s˜ | x˜,Θ) des sources
étant donnés leurs mélanges 8. Tout l’effort déployé dans
cette partie II sur le thème de la séparation de proces-
sus gaussiens n’avait somme toute comme objectif que
l’établissement de ces distributions a posteriori dans de
nombreuses configurations possibles du formalisme proposé. Le fait qu’on puisse en déduire la va-
leur des sources la plus probable a posteriori n’en est toujours apparue que comme un corolaire.
L’intérêt d’avoir présenté l’objectif de la séparation de sources comme le calcul de telles distribu-
tions a posteriori est qu’il m’est à présent possible de les mettre toutes en œuvre dans un contexte
de codage.
Selon la formalisation du chapitre 9 des problèmes de séparation informée, je me restreindrai
pour la suite au cas où toutes les sources sont observées au codeur sous forme ponctuelle (Sd = 0),
où tous les mixages sont ponctuels (Md = 0) et où toutes les sources sont à récupérer sous forme
ponctuelle (Zy = 0). Dans ces conditions, le modèle utilisé est celui de la section 6.1 page 83.
14.2.3 Codage a posteriori de PGLS
Dans le système que je propose, les sources sont modélisées comme des PGLS. Tous les vec-
teurs {s (f, n, ·)}f,n de leurs TFCT sont donc supposés indépendants. On peut par conséquent les
considérer comme une séquence de NF vecteurs indépendants de dimension J × 1 dont chacun est
caractérisé par une distribution gaussienne. Cette distribution est soit la distribution a priori :
s (f, n, ·) | θ ∼ Nc (0,diagP (f, n, · | θ)) = Nc
(
µprior (f, n, ·) ,Kprior (f, n, ·, ·)
)
ou a posteriori :
s (f, n, ·) | x (f, n, ·) ,Θ ∼ Nc
(
µpost (f, n, ·) ,Kpost (f, n, ·, ·)
)
5. qui se confondent dans le cas gaussien.
6. Cette borne de Cramer-Rao est donnée analytiquement dans le cas gaussien par la matrice de covariance de
la distribution a posteriori.
7. Alternativement, on peut garantir la distorsion la plus petite possible à débit fixé pour un modèle de source
et de mixage donnés.
8. 5.1.3, 5.2.6, 5.3.3, 6.1.8, 6.1.19, 6.1.19, 6.2.8, 9.2.5 sont toutes des exemples rencontrés au cours de ce texte de
telles distributions a posteriori des sources étant donnés les mélanges.
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avec µpost (f, n, ·) et Kpost (f, n, ·, ·) définis par 6.1.20 et 6.1.21 page 89 respectivement 9.
Le cadre est alors propice à l’utilisation des résultats de la section 13.3.2 pour l’encodage de la
séquence des s (f, n, ·) en utilisant l’une ou l’autre de ces distributions pour chacun des éléments de
la séquence. Quoiqu’il en soit, le codage a posteriori se fait alors, comme le codage a priori, selon
les opérations décrites par l’algorithme 13.1 page 181. Sous hypothèse de haute-résolution il permet
de garantir que la reconstruction s¯ des sources au décodeur présente une distorsion inférieure à
un seuil donné D, tout en minimisant le débit nécessaire à sa transmission. L’étape d’encodage
arithmétique mise en jeu a été décrite en section 13.1.3 page 169. Étant données les sources esti-
mées s¯ (f, n, ·), les formes d’ondes recherchées sont calculées au décodeur par TFCT inverse.
On peut déduire de ces considérations les différentes étapes requises par une architecture de
codage a posteriori :
1. Étant donnés les signaux sources et mélanges, estimer le modèle Θ et le quantifier pour
obtenir Θ¯.
2. En utilisant le formalisme de séparation de PGLS vu en partie II, déduire pour chaque (f, n)
la moyenne µpost (f, n, ·) et la covariance Kpost (f, n, ·, ·) de la distribution p
(
s | x, Θ¯).
3. Choisir une distorsion moyenne D à ne pas dépasser.
4. Encoder la séquence des NF vecteurs s (f, n, ·) dans un flux signal en utilisant l’algo-
rithme 13.1. Le débit-signal correspondant est noté Rs.
5. Adjoindre le flux modèle, de débit RΘ, qui permet la reconstruction du modèle Θ¯.
6. Au décodeur, reconstruire Θ¯, puis les sources en utilisant 13.3.9 avec les composantes ξl
quantifiées.
14.3 Un changement de perspective
14.3.1 Le cas paramétrique
Dans cette section, je propose de montrer que l’approche paramétrique détaillée en partie III
peut s’expliquer comme un cas particulier de codage a posteriori.
Dans l’approche paramétrique, la procédure de codage se limite à estimer puis encoder les para-
mètres Θ¯ de l’information annexe par lesquels les distributions a posteriori p
(
s (f, n, ·) | x (f, n, ·) , Θ¯)
peuvent être reconstruites au décodeur. La procédure de décodage se résume alors à estimer les
sources par leur moyenne a posteriori. En d’autres termes, le codeur paramétrique fait intervenir
un débit signal nul (Rs = 0) et tout le débit requis pour le transfert de l’information annexe est
donc compris par le débit modèle
Rtot = RΘ.
On peut voir ce régime de fonctionnement comme optimal sous un angle de codage de sources
dès lors qu’on est prêt à tolérer une distorsion supérieure à la plus grande de toutes les valeurs
propres des matrices K (f, n, ·, ·) définies en 6.1.21 page 89.
Pour le montrer, commençons par définir :
K (f, n, ·, ·) = Ufndiag [λfn,1, . . . , λfn,J ]UHfn
comme la décomposition en valeurs propres de K (f, n, ·, ·). Soit
Dparam ≥ Dlim = maxf,n,j λfn,j
un réel positif plus grand que la plus grande de toutes les valeurs propres λfn,j .
Chaque élément s (f, n, ·) de la séquence à encoder étant distribué selon une loi gaussienne
de moyenne µ (f, n, ·) et de covariance K (f, n, ·, ·), je peux appliquer à chacun les résultats de
9. On peut ici mettre en œuvre n’importe laquelle des autres distributions a posteriori rencontrées en partie II
pour la séparation de PGLS.
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la section 13.2.4 page 176 pour déduire le débit moyen minimal requis pour avoir une distorsion















La théorie débit-distorsion nous indique que le débit minimal théorique pour reconstruire les sources
avec une distorsion moyenne de Dparam est nul, pour chaque (f, n). Cela se comprend aisément
en considérant que les λfn,j correspondent aux variances des signaux à encoder. Il suffit donc de
choisir leur moyenne comme estimées pour avoir une distorsion de λfn,j , inférieure à la distorsion
demandée. Par contre, pour toute valeur plus petite que Dlim, le débit requis sera strictement
positif. On peut déduire de cette discussion le résultat suivant :
Le cas paramétrique peut être conçu comme un cas particulier de CISS pour lequel on tolère une
distorsion maximale plus grande que la plus grande des valeurs propres de tous les K (f, n, ·, ·). Si
on cherche une distorsion plus petite avec le même modèle probabiliste de sources et les mêmes
paramètres Θ¯, il faut avoir recours à des méthodes de codage et ne plus estimer les sources par
leur simple moyenne a posteriori.
Il faut cependant tempérer ce résultat par le constat que CISS nécessite la disponibilité à
l’encodeur des signaux à récupérer au décodeur. Or, tous les cas de figures supportés par le codeur
paramétrique et présentés au chapitre 9 ne rentrent pas dans ce cadre. En particulier, on a vu au
chapitre 11 que le codeur paramétrique permet d’estimer des signaux sources non observés comme
c’est le cas pour une source diffuse mixée de manière convolutive 10. Si l’application met en jeu
ce cas de figure, on ne pourra pas avoir recours à CISS pour de telles sources. Il faut cependant
garder à l’esprit que dans de nombreux cas, récupérer les signaux observés au codeur sera l’objectif
à atteindre.
14.3.2 Codage informé ou codage du résiduel ?
Comme je l’ai déjà évoqué, certaines techniques de séparation informée de l’état de l’art mettent
en œuvre une étape de codage. C’est par exemple le cas de la technique hybride proposée dans [170]
ou bien de SAOC [61, 66]. Dans tous les cas, on peut comprendre la stratégie correspondante de
la manière suivante.
Le codage de source n’a été utilisé en sépara-
tion informée que pour transmettre l’erreur
d’estimation, indépendamment de l’étape de
séparation. Une telle approche est sous-
optimale.
Pour commencer, un système de séparation informée
paramétrique est utilisé pour récupérer des estimées sˆ des
sources. Pour SAOC, ce système ressemble à celui que
j’ai présenté en partie III, avec toutes les réserves qu’on
peut faire sur ce point et mentionnées en section 12.6.4
page 159. Pour [170], la méthode paramétrique utilisée
est l’inversion locale, présentée en section 1.3.3 page 9.
Ce n’est que dans un deuxième temps qu’un algorithme
classique de codage de forme d’onde est utilisé, pour transmettre l’erreur d’estimation s− sˆ. Pour
ce faire, on considère l’utilisation d’un codeur de forme d’onde bas-débit AAC [147], appliqué
indépendamment à l’erreur d’estimation faite sur chaque source. Toutes ces techniques procèdent
donc à un codage du résiduel.
Contrairement à une technique de codage du résiduel où ce sont les erreurs d’estimation qui
font l’objet d’un codage, CISS procède directement à l’encodage des signaux sources eux-mêmes.
C’est la distribution utilisée pour cet encodage qui dépend des mélanges. Cette remarque a trois
conséquences importantes qui marquent la supériorité au moins théorique de CISS sur une ap-
proche de codage du résiduel :
10. Par contre, il est possible d’utiliser CISS pour le codage de sources ponctuelles mixées de manière diffuse, pour
peu qu’on souhaite les estimer telles qu’observées au codeur. Je ne me préoccuperai pas de ce cas de figure ici.
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– CISS ne nécessite pas le transfert vers le décodeur de paramètres supplémentaires décrivant
la distribution des signaux résiduels. Ceux nécessaires à la séparation sont suffisants. Dans
une approche informée utilisant le codage de résiduel, les paramètres de séparation de sources
ne sont plus utilisés lors de l’étape de codage et ce sont d’autres paramètres qui sont estimés,
utilisés et transmis par un codeur tel que AAC.
On peut voir CISS comme une technique de codage de résiduel pour laquelle ce sont les
mêmes paramètres qui régissent la séparation paramétrique et la distribution des signaux
résiduels.
– Contrairement à des techniques de codage du résiduel qui encodent indépendamment chacune
des erreurs d’estimation, CISS exploite les corrélations a posteriori des sources pour leur
encodage, ce qui correspond à un gain important en pratique. Pour le comprendre, on peut
considérer le cas simple d’un seul mélange produit par la somme de deux sources. Étant
donné le mélange, il n’est nécessaire que de coder l’une d’entre elles, puisque l’autre peut être
récupérée par soustraction de la source codée du mélange. CISS considère le cas général de
toute corrélation a posteriori des sources.
– Bien que je n’aie pas encore évoqué ce point (je le ferai en section suivante), on peut d’ores
et déjà noter que CISS permet d’effectuer un codage perceptif des sources en utilisant leur
distribution a posteriori. Cela se fait en pratique en pondérant différemment la distorsion uti-
lisée en fonction du point (f, n) [174, 205]. Dans une telle approche, c’est bien la perception
des sources elles-mêmes qu’on prend en compte pour l’encodage. Au contraire, une technique
de codage du résiduel applique le modèle perceptif non pas aux sources, mais à l’erreur de
reconstruction. Or, rien ne garantit qu’avoir une différence imperceptible sur les résiduels
conduise à une différence imperceptible entre sources originales et estimées, ni l’optimalité
de cette approche quand bien même ce serait le cas.
Ces trois points montrent la supériorité conceptuelle de CISS par rapport à une technique de
codage du résiduel.
Dans la mesure où il permet de garantir un
débit minimal pour une distorsion fixée quel-
conque, CISS apparaît comme un candidat
idéal dans de nombreux scénarios de sépara-
tion informée, en particulier ceux nécessitant
une qualité de restitution garantie.
Cependant, il reste entendu que des considérations
pratiques peuvent justifier l’utilisation conjointe d’une
séparation paramétrique suivie d’un encodage du rési-
duel. En particulier, il est possible de disposer d’une tech-
nique de séparation informée efficace mais qui ne conduit
pas à l’obtention immédiate d’une distribution a poste-
riori p
(
s | x, Θ¯), indispensable pour CISS. C’est le cas
de l’inversion locale envisagée dans [170]. Dans cette si-
tuation, il est clair qu’un codage du résiduel reste une
option tout à fait valable 11.
Ceci étant dit, il faut noter que l’utilisation de la distribution a posteriori pour l’encodage
des sources plutôt qu’une distribution a priori ne conduit pas à une complexité notablement
plus grande de CISS par rapport à des algorithmes de codage de source tels que ceux considérés
dans [157, 121, 159], qui peuvent opérer en temps réel 12.
14.3.3 Perspectives : codage perceptif
Le principal défaut de CISS tel que je l’ai présenté jusqu’à présent par rapport à un codeur
audio classique réside dans le fait que la distorsion considérée entre le signal original s et sa
reconstruction s¯ est l’erreur quadratique. Ainsi, ce n’est qu’en fonction de ce critère que j’ai jusqu’à
présent développé le formalisme de codage de sources a posteriori qu’est CISS. Or, il est bien connu
qu’un tel critère ne rend compte que passablement de la différence perçue par l’ouïe humaine entre
un son et sa reconstruction [205]. C’est pour cette raison que de multiples méthodes de codage
11. On peut également remarquer qu’il est possible d’appliquer CISS en utilisant une autre technique de séparation
que les méthodes suggérées ici, pour peu qu’elle conduise à l’obtention d’une distribution a posteriori des sources.
De ce point de vue, il est tout à fait possible d’entrevoir des applications de CISS pour lesquelles le modèle de source
a posteriori est différent de tous ceux présentés en partie II.
12. au décodage tout au moins.
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de source ont été mises au point qui permettent de minimiser le débit pour d’autres fonctions de
distorsion [174, 157, 129] et qui ont été utilisées pour le codage de signaux audio [157, 76].
CISS permet d’intégrer de manière naturelle
les avancées récentes —et moins récentes—
en codage de source qui utilisent des fonc-
tions de distorsion perceptives.
De mon point de vue, c’est un des principaux avan-
tages de CISS d’établir sur des bases solides un lien entre
le problème de la séparation informée et celui du codage
de source. C’est ainsi que toute avancée significative dans
le domaine du codage de source audio pourra être utili-
sée de manière directe dans le cadre de CISS. L’algo-
rithme 13.1 page 181 d’encodage utilisé en pratique en
est un exemple. Il en va de même pour le codage percep-
tif.
Je ne présenterai pas plus avant dans cet exposé l’utilisation de fonctions de distorsion per-
ceptives dans CISS, qui fait l’objet de travaux en cours et que nous avons déjà évoqué dans [161].
Je note cependant que ces extensions ne présentent pas de difficulté particulière compte tenu des
récentes avancées effectuées dans le domaine et je souligne encore une fois le fait qu’un codage
perceptif effectué dans le cadre de CISS garantira une bonne reconstruction des sources elles-
mêmes, contrairement à un codage perceptif du résiduel, qui ne pourra que garantir une bonne
reconstruction perceptive de l’erreur d’estimation, ce qui est différent.

Chapitre 15
Codeur et décodeur informés
Après en avoir présenté le principe sur des bases plutôt théoriques au chapitre précédent, je
précise dans ce chapitre les opérations effectuées en pratique par le codeur et le décodeur CISS,
en vue de leur implémentation. Dans la mesure où l’estimation du modèle est très similaire à celle
effectuée dans le cas paramétrique et que la technique de codage met en œuvre l’algorithme 13.1
déjà évoqué, je me contenterai ici d’organiser ces éléments pour les rassembler dans un algorithme
concret d’encodage et de décodage.
Figure 15.1: Codeur CISS. Les différents blocs constituant ce codeur incluent l’estimation et la
quantification du modèle, ainsi que la quantification et l’encodage des sources en utilisant leur
distribution a posteriori.
En figure 15.1, j’ai représenté la structure générale du codeur CISS. Ce codeur dispose de la
connaissance des signaux sources s à encoder ainsi que des signaux mélanges x.
Ces deux tenseurs, de dimensions respectives F ×N ×J et F ×N ×I sont les TFCT des formes
d’onde s˜ et x˜ correspondantes, de dimension L× J et L× I. Alternativement, on peut considérer
l’utilisation d’une transformée fréquentielle différente de la TFCT telle que la transformée en
cosinus discrets (MDCT) ou bien en toute généralité la sortie d’un banc de filtres composé de F
bandes. Ces alternatives peuvent permettre de produire moins de points (f, n) à encoder que la
TFCT et une représentation réelle au lieu de valeurs complexes, conduisant à des débits plus
compétitifs. Cependant, il faut prendre garde au fait que l’approximation 6.1.15 page 88 :
∀ (f, n) , x (f, n, ·) ≈ A (f) s (f, n, ·)
sur laquelle repose la séparation de mélanges convolutifs de PGLS en section 6.1.3 ne tient pas
nécessairement pour ces transformées, sauf dans le cas d’un mélange linéaire instantané. Au besoin,
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le modèle de séparation peut être revu 1, mais je supposerai ici simplement que les résultats de la
section 6.1.3 sont valables, ce qui suppose soit un mélange instantané, soit un mélange convolutif
avec l’utilisation d’une TFCT pour les signaux.
Muni des TFCT des signaux, la première tâche que doit effectuer le codeur CISS est l’estimation
du modèle de source a posteriori, c’est-à-dire du modèle Θ qui définit la distribution p (s | x,Θ).
J’aborde cette question en section 15.1. Une fois le modèle Θ estimé, la question se pose du débit
RΘ¯ qu’on doit allouer à son transfert par rapport au débit signal Rs et donc de la manière de
quantifier Θ pour produire Θ¯. Ce point sera traité en section 15.2. Une fois le modèle quantifié
disponible, je montrerai en section 15.3 comment les résultats de la section 13.3.2 page 179 peuvent
être utilisés pour procéder à l’encodage des sources. Enfin, l’opération de décodage sera précisée
en section 15.4.
15.1 Estimation du modèle Θ
Comme on peut le constater à l’examen de la figure 15.1, ce qu’on appelle modèle dans le cadre
de CISS correspond à ce qui était appelé information annexe pour une technique de séparation
informée paramétrique en partie III. En effet, dans le cas paramétrique, le débit signal Rs est
nul, ce qui a pour conséquence le fait que l’information transmise du codeur vers le décodeur se
confond avec les paramètres Θ du modèle. C’est par le biais de ce modèle Θ qu’est disponible la
distribution p (s | x,Θ), commune aux deux approches. Dans le cas de CISS, le débit signal Rs se
rajoute au débit modèle RΘ pour former le flux annexe total, de débit Rtot. Le modèle considéré






Sous hypothèse haute-résolution à entropie contrainte, le débit total Rs (D | Θ) nécessaire pour
le codage a posteriori des sources est la somme des débits requis pour le transfert de la séquence
des JFN vecteurs s (f, n, ·) en utilisant leur distribution p (s (f, n, ·) | x (f, n, ·) ,Θ). Ce débit est
donné par la fonction de débit-distorsion opérationnelle 2 [122, 161] donnée par 13.3.8 page 181 :
Rs (D | Θ) = − log2 p (s | x,Θ)−
JFN
2 log2 12D. (15.1.1)
L’estimation du modèle Θ par un codeur
CISS est identique à celle d’un codeur pa-
ramétrique présentée en chapitres 10 et 11.
À distorsion fixée, cette estimation se justi-
fie cependant pour CISS selon un critère de
minimisation du débit.
Par conséquent, de manière à minimiser le débit né-
cessaire à l’encodage des sources en utilisant leur distri-
bution a posteriori, l’estimation du modèle Θ doit se faire
de manière à maximiser p (s | x,Θ), indépendamment de
la distorsion. Comme on le voit, la problématique relative
à l’estimation du modèle est exactement la même dans le
cas de CISS que dans le cas paramétrique. J’ai en effet
déjà consacré les chapitres 10 et 11 à la question de l’es-
timation au maximum de vraisemblance des paramètres
du modèle Θ, appelés alors information annexe. Dans le cas de CISS, on peut donc appliquer
exactement les mêmes procédures. J’ai remarqué expérimentalement que dans le cas où le mélange
est convolutif, il est important d’utiliser de préférence l’algorithme 11.3 pour l’estimation de Θ.
Dans le cas d’un mélange instantané, utiliser l’algorithme présenté au chapitre 10 est suffisant.
Quoi qu’il en soit, je note que les implémentations que j’ai considérées ne procèdent pas réel-
lement à la maximisation de p (s | x,Θ), mais plutôt à celle de p (s,x | Θ). J’ai justifié ce choix
en section 10.1 lorsque j’ai montré qu’il correspond à un point de vue génératif d’apprentissage,
plus simple, et non pas à un apprentissage discriminant, optimal mais difficile dans notre contexte.
1. Pour une MDCT, on peut envisager d’utiliser un modèle HR-NMF tel que présenté dans [11] qui permet de
rendre compte des dépendances induites par un filtrage entre les valeurs adjacentes d’une MDCT.
2. Il faudrait remplacer 2JFN par JFN en cas de transformée fréquentielle réelle telle que la MDCT. Il faut
faire attention ici au fait que pour que F et N soient identiques entre une MDCT et une TFCT, il faut que le
recouvrement de la TFCT soit de 0.5.
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Comme je l’ai déjà évoqué alors, c’est une piste intéressante de recherche que de paramétrer diffé-
remment qu’en 6.1.19 page 89 la distribution p (s | x,Θ), de manière à permettre l’apprentissage
optimal de Θ. Une telle approche discriminante pourrait très naturellement s’insérer dans le cadre
de CISS.
15.2 Compromis entre débit signal et débit modèle 3
Une fois les paramètres du modèle estimés, il est important de déterminer la manière de les
encoder qui permet à la fois de les transmettre à débit RΘ¯ réduit, mais qui autorise malgré tout un
encodage des sources efficace en utilisant la distribution p
(
s | x, Θ¯) plutôt que p (s | x,Θ). De plus,
il est important de déterminer une stratégie efficace permettant de choisir les paramètres libres du
modèle, tels que le nombre de composantes pour le modèle NTF ou la qualité de compression pour
le modèle CI.
Sous hypothèse de haute résolution, le débit
optimal R?Θ à allouer au modèle est indépen-
dant de la distorsion.[122]. Il reste à déter-
miner comment quantifier le modèle à débit
donné et ensuite la valeur précise de ce débit
optimal.
Des travaux récents dans le domaine du codage de
source [122, 157, 158, 159] se sont précisément penchés
sur cette question délicate de la manière optimale d’esti-
mer et de quantifier les paramètres d’un modèle de source
en vue du codage. Ce qui suit est un condensé de ce qui
apparait aujourd’hui comme la stratégie optimale en la
matière.
Un des résultats forts de la théorie haute-résolution
dans ce contexte et qui a une importance déterminante
pour la suite de cette section est qu’on montre que le débit optimal R?Θ à allouer au modèle est
indépendant de la distorsion [122]. Ce résultat étant donné, il reste à déterminer de quelle manière
il faut quantifier le modèle pour RΘ fixé et quelconque, et ensuite comment on peut déterminer le
débit optimal R?Θ.
Soit donc RΘ quelconque. Le débit total nécessaire au codage des sources se décompose comme
la somme de RΘ et du débit nécessaire au codage des sources en utilisant des paramètres quanti-
fiés Θ¯ :
Rtot = RΘ +Rs
(
D | Θ¯) .




induit par l’utilisation des paramètres quanti-








D | Θ¯)−Rs (D | Θ)
= log2
p (s | x,Θ)
p
(
s | x, Θ¯) (15.2.1)
Pour un débit modèle RΘ fixé 4, l’objectif de la quantification devient donc de minimiser le
critère 15.2.1, de manière à réduire Rtot. Malheureusement, compte tenu de l’expression com-
plexe 6.1.19 page 89 de la distribution a posteriori, cette optimisation est difficile pour la mise au
point de procédures simples de quantification du modèle.
La stratégie adoptée dans [161] a consisté une fois encore à remplacer les distributions a poste-
riori dans 15.2.1 par les distributions jointes p (s,x | Θ) et p (s,x | Θ¯) correspondantes. Ce choix
se justifie une fois encore en invoquant un point de vue génératif pour l’apprentissage plutôt qu’un
3. Cette discussion sur l’encodage du modèle est issue de l’article [161] d’Ozerov, Liutkus et al.
4. En particulier pour le débit modèle optimal R?Θ encore inconnu à ce stade.
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p (s | θ) p (x | s, A)
p
(
s | θ¯) p (x | s, A¯)
= log2
p (s | θ)
p
(
s | θ¯) + log2 p (x | s, A)p (x | s, A¯) (15.2.2)
où on reconnaît un premier terme qui ne dépend que du modèle de source θ et un deuxième qui ne
dépend que des paramètres de mixage A. Lorsque j’ai évoqué l’encodage de l’information annexe
en section 10.3, j’ai souligné le fait que la transmission des paramètres de mélange A ne provoque
pas un débit très important à l’échelle d’un morceau, puisque leur nombre de dépend pas de la
longueur des signaux considérés. Par conséquent, j’ai effectué une simple quantification à haute
résolution de A sur 32 bits. Dans la suite, je peux donc considérer comme négligeable le deuxième
terme de 15.2.2, avec p(x|s,A)
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P (f, n, j | θ¯) − log P (f, n, j | θ)P (f, n, j | θ¯) − 1
)
. (15.2.4)
On montre après quelques hypothèses raison-
nables que la quantification optimale du mo-
dèle pour CISS obéit aux mêmes contraintes
que dans le cas paramétrique. On peut donc
appliquer les procédures de la section 10.3.
L’approximation menant à la ligne 15.2.4 provient de
l’hypothèse raisonnable que les deux erreurs relatives de
modélisation et de quantification formant le deuxième
terme de la ligne 15.2.3 sont décorrélées et qu’au moins
une des deux est de moyenne nulle [122, 161]. Dans ces
conditions, on voit que Ψ ne dépend plus de s mais uni-
quement de θ et de θ¯. On peut en outre reconnaître dans
l’équation 15.2.4 la divergence d’Itakura-Saito, et le pro-









(P (f, n, j | θ) | P (f, n, j | θ¯)) ,
où on reconnaît le même critère que celui défini en 10.3.2 page 134 dans le cas paramétrique, à la
différence qu’il a cette fois été justifié sur des bases plus solides. Dans tous les cas, les stratégies
discutées en section 10.3.1 pour l’encodage des paramètres des modèles CI et NTF, respectivement,
restent valables dans le cas de CISS.
Je viens de montrer qu’on peut établir la meilleure manière de quantifier les paramètres du
modèle, à débit RΘ fixé. Il reste à présent à déterminer quelle est la valeur R?Θ optimale de ce débit,
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dont la théorie haute-résolution démontre l’existence et l’indépendance vis-à-vis de la distorsion.
En d’autres termes,on cherche maintenant une stratégie permettant de choisir les paramètres librès
du modèle comme le nombre de composantes pour NTF ou la qualité de compression d’image pour
CI.
Toujours sous hypothèse haute-résolution et muni à présent de la manière optimale de quantifier
le modèle, le coût total Rtot (D) requis pour l’encodage des sources devient, en utilisant 15.1.1 :
Rtot (D) = RΘ +Rs
(
D | Θ¯)
= RΘ − log2 p
(
s | x, Θ¯)− JFN2 log2 12D. (15.2.5)
Puisque la théorie débit distorsion prédit que le débit modèle optimal RΘ est indépendant de la






= RΘ − log2 p
(
s | x, Θ¯) . (15.2.6)
L’encodage optimal à haute résolution du
modèle est celui qui mène à la minimisa-
tion de 15.2.6. En pratique, on peut aussi
choisir la quantification Θ¯ qui conduit aux
meilleures distorsions pour des débits ciblés
dans les applications.
La stratégie adoptée pour l’optimisation du modèle
consiste ainsi à calculer 15.2.6 pour plusieurs paramètres
de quantification du modèle, et à choisir ceux qui mini-
misent cette valeur. C’est en effet eux qui conduiront aux
meilleurs débits sous hypothèse haute-résolution.
On peut remarquer que pour un débit modèle RΘ
fixé, la fonction 15.2.5 de débit-distorsion opérationnelle
sous hypothèse de haute-résolution est simplement une





revient ainsi à trouver la configuration qui produit la plus basse de ces courbes.
Si les débits d’utilisation ciblés ne correspondent pas nécessairement à ceux pour lesquels l’ana-
lyse haute-résolution ci-dessus est pleinement opérationnelle, une stratégie alternative est de tout
simplement choisir les paramètres quantifiés qui mènent expérimentalement à la meilleure distor-
sion pour les débits visés par l’application. Par ailleurs, cette optimisation peut soit être faite pour
chaque fichier à encoder, soit une fois pour toutes sur une base de données d’apprentissage.
15.3 Algorithme de codage de source
Une fois les paramètres du modèle Θ¯ estimés et quantifiés, on peut calculer la distribution
a posteriori p
(
s (f, n, ·) | x (f, n, ·) , Θ¯) du vecteur de sources s (f, n, ·), de dimension J × 1, pour
chaque point (f, n). Compte tenu du modèle PGLS choisi, cette distribution est gaussienne et
donnée par l’expression 6.1.19 page 89. De plus, tous ces vecteurs sont supposés indépendants.
Par conséquent, on dispose à ce stade d’une séquence de NF vecteurs complexes indépendants,
dont on connait les distributions : une gaussienne complexe circulaire de moyenne µpost (f, n, ·)
définie en 6.1.20 et de covariance Kpost (f, n, ·, ·) définie en 6.1.21 page 89. Dans ces conditions,
leur partie imaginaire Im [s (f, n, ·)] et leur partie réelle Re [s (f, n, ·)] sont indépendantes, de même
covariance Kpost (f, n, ·, ·) et de moyennes Im
[








On peut donc considérer le signal à encoder comme une séquence de 2NF vecteurs gaussiens
réels dont on connait moyenne et covariance. Tout indique alors l’utilisation de l’algorithme 13.1
de codage d’une séquence de vecteurs gaussiens, optimal sous hypothèse haute-résolution.
On peut résumer l’ensemble des opérations menées par le codeur CISS dans l’algorithme 15.1.
15.4 Algorithme de décodage
Les opérations menées lors du décodage d’un flux de donnée CISS sont beaucoup plus simples
qu’à l’encodage. Elles consistent à recevoir le flux, décoder le modèle Θ¯ et utiliser les distribu-
5. Dans le cas où la représentation fréquentielle utilisée est réelle, on n’a pas à concaténer comme ici les deux
séquences des parties réelles et imaginaires pour l’encodage.
198 CHAPITRE 15. CODEUR ET DÉCODEUR INFORMÉS
Algorithme 15.1 Opérations effectuées par un encodeur CISS.
Entrées
– Signaux source s˜ et mélanges x˜, de dimensions L× J et L× I.
– Paramètre de qualité du modèle : K et ∆θ pour NTF, qualité JPEG pour CI.
– Distorsion moyenne maximale autorisée D.
Initialisation
– Calculer les TFCT s et x de s˜ et x˜, de dimensions F ×N × J et F ×N × I.
Apprentissage et codage du modèle de sources
– Pour le modèle NTF, apprendre le modèle de source θ en utilisant l’algorithme 4.1. L’encoder en
utilisant une des techniques vues en section 10.3.3. Par exemple par codage de Huffman d’une
quantification uniforme des logW , logH, logQ.
– Pour le modèle CI, effectuer une compression de chaque log-spectrogramme log v (·, ·, j) des
sources en utilisant l’algorithme JPEG et le paramètre de qualité choisi. Idéalement, éviter
d’utiliser la quantification perceptuelle de JPEG mais une quantification uniforme.
– Dans tous les cas, construire les DSP estimées P (· | Θ¯) des sources.
Apprentissage et codage du modèle de mixage
– Apprendre les filtres de mélange en utilisant les techniques proposées dans 10.2.2 ou 11.4.
– Les quantifier uniformément sur 32 bits et les encoder en utilisant un codage de Huffman.
Calcul des distributions a posteriori des sources et codage arithmétique
– Pour chaque point (f, n), calculer la distribution a posteriori p
(
s (f, n, ·) | x (f, n, ·) , Θ¯) se-
lon 6.1.19.
– Utiliser ces distributions pour appliquer l’algorithme de codage 13.1 à la séquence des parties
réelles et imaginaires de s (f, n, ·), en utilisant D2 comme seuil de distorsion.
Sortie
– Flux binaire correspondant au modèle quantifié Θ¯ ainsi qu’aux sources quantifiées s¯.
tions p
(
s | x, Θ¯) alors disponibles pour décoder le flux signal, comme cela est résumé dans l’algo-
rithme 15.2. Les algorithmes 15.1 et 15.2 seront testés et évalués au chapitre 16.
Pour finir ce chapitre sur le détail des traitements effectués par le codeur et le décodeur CISS, je
mentionne qu’en cas de singularité des matrices de covariance a posteriori des sources obtenues
selon 6.1.21, il peut y avoir des problèmes en pratique. En effet, une singularité de la matrice de
covariance peut conduire à une probabilité nulle pour certaines observations et donc à des soucis
numériques lors du codage arithmétique de la séquence.
Une telle situation peut tout d’abord survenir si la distribution a posteriori des sources décrit
mal les observations. Cela peut arriver si le modèle de source n’est pas suffisamment précis ou
si le modèle de mélange convient mal au mixage réellement effectué. Il est par ailleurs possible
que la matrice de covariance a posteriori soit singulière. Par exemple, si le mélange est la simple
somme des sources, il n’est nécessaire que de coder J − 1 sources, puisque la dernière est donnée
par soustraction des autres du mélange. Cela se traduit par une matrice de covariance a posteriori
singulière.
Pour prendre en compte cette possibilité, une stratégie simple que j’ai utilisée a été de toujours
considérer :
λˆfn,j = max (, λfn,j) , (15.4.1)
où  est un réel positif, fixé à une faible valeur comme  = 10−5.
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Algorithme 15.2 Opérations effectuées par un décodeur CISS.
Entrées
– Signaux de mélanges x˜, de dimensions L× I.
– flux binaire signal et modèle
Initialisation et décodage du modèle
– Calculer la TFCT x de x˜, de dimension F ×N × I
– Décoder le flux binaire modèle de manière à reconstruire le modèle quantifié Θ¯
Décodage des sources
– Pour chaque point (f, n), construire les distributions p
(
s (f, n, ·) | x (f, n, ·) , Θ¯), comme des
gaussiennes de moyenne µ¯post (f, n, ·) et de covariance K¯post (f, n, ·, ·) définies en 6.1.20 et 6.1.21
page 89 respectivement, dont les dimensions sont J × 1 et J × J .
– Calculer la décomposition en valeurs propres de K¯post (f, n, ·, ·) :
K¯post (f, n, ·, ·) = Ufndiag [λfn,1, . . . , λfn,J ]UHfn,
où Ufn est de dimension J × J
– Décoder le flux binaire source comme produit par l’encodage arithmétique d’une séquence de
2NFJ scalaires Re
[




ξ¯ (f, n, j)
]
, distribués selon des lois gaussiennes centrées
de variance λfn,j .
– Reconstruire les signaux sources comme :
s¯ (f, n, ·) = Ufnξ¯ (f, n, j) + µ (f, n, ·) .
– Reconstruire les signaux sources estimés s˜ par TFCT inverse.
Sortie





Dans ce chapitre, je présente les résultats des différentes campagnes d’évaluation que j’ai menées
sur le système CISS et qui ont fait l’objet de plusieurs publications [160, 136, 161]. Alors que l’étude
expérimentale de [160] a surtout consisté à montrer la validité de l’approche CISS proposée sous
forme de tests préliminaires, celles menées dans [136] et [161] sont plus approfondies et sont basées
sur la même méthodologie que celle présentée au chapitre 12 dans le cas paramétrique.
CISS a été évalué sur la même base de don-
née que les systèmes paramétriques de la par-
tie III, en utilisant les mêmes métriques.
Les performances de CISS ont été testées sur un en-
semble de 7 extraits musicaux de 30 secondes, échan-
tillonnés à 44.1kHz et dont on dispose de toutes les pistes
séparées monophoniques. De ces pistes séparées ont été
produits des mélanges. Dans un premier cas, les sources
ont simplement été sommées pour produire l’unique mé-
lange (I = 1). Dans le deuxième cas, les sources ont été
mixées dans des mélanges stéréophoniques (I = 2) soit de manière instantanée, soit en utilisant les
mêmes filtres de mélange HRTF 1 que pour l’évaluation du système paramétrique en section 12.3.2
page 154.
De la même manière que pour le cas paramétrique, les métriques considérées sont δSDR et δPSM ,
présentées en section 12.2 page 151 et qui permettent d’évaluer les performances relatives du
système proposé par rapport à une séparation paramétrique dans sa configuration oracle 9.1.7
page 122. Il y a deux intérêts principaux supplémentaires à considérer ces métriques différentielles
dans le cas de CISS, en plus de leur propriété de normalisation d’une difficulté de séparation
variable. Le premier est qu’elles permettent de voir que CISS a des meilleures performances que
le système paramétrique dès lors que ces scores sont positifs. En effet, δSDR > 0 ou δPSM > 0
indique une qualité meilleure que la borne supérieure atteignable par le système paramétrique. Le
deuxième avantage est qu’utiliser les mêmes métriques sur les mêmes données rend possible une
comparaison des résultats de l’évaluation.
Dans le cas d’un seul mélange instantané (I = 1), j’ai également procédé à l’évaluation des
performances de CISS si la représentation fréquentielle utilisée est la TFCT ou bien la MDCT.
Tous les débits qu’on trouvera dans cette évaluation sont les débits théoriques calculés en uti-
lisant l’expression 15.2.5 page 197 du débit total. En effet, je ne dispose pas d’une implémentation
concrète d’un codeur arithmétique tel que celui requis par l’algorithme 13.1 page 181 d’encodage
d’une séquence de vecteurs gaussiens. Il est cependant admis dans la littérature que les implémen-
tations de tels codeurs permettent d’effectivement atteindre les performances théoriques [76]. Ceci
a été vérifié informellement par Alexey Ozerov qui dispose d’une telle implémentation réservée à
un usage privé. Je réserve cependant à l’analyse de vrais flux binaires le soin d’indiquer dans quelle
mesure les performances obtenues en pratique sont identiques aux valeurs théoriques données ici.
1. Head Related Transfer Function : ce sont des filtres de mélange de longueur impulsionnelle H = 200, permet-
tant une spatialisation réaliste des sources dans l’espace stéréophonique. La base de donnée utilisée est HRIR [4].
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Enfin, les résultats sont encore présentés ici sous la forme de courbes débit-qualité, obtenues en
effectuant un lissage par LOESS [36] du nuage de points (Rtot, δSDR) obtenu sur l’ensemble des
fichiers de la base.
16.2 Choix des paramètres du modèle
J’ai procédé aux évaluations de CISS pour le seul modèle de sources NTF. Le système résultant
est nommé CISS-NTF et dispose de deux paramètres de modèle que l’utilisateur doit régler et qui
sont :
– Le nombre K de composantes du modèle NTF
– Le pas de quantification ∆θ à utiliser pour la quantification du modèle NTF si on considère
la quantification MMG vue en section 10.3.3 page 135.
Le choix d’un couple (K,∆θ) produit un lot de paramètres quantifiés Θ¯ auquel correspond un
débit de modèle RΘ. Dans l’évaluation de CISS-NTF faite dans [161], nous avons étudié en détail
les différentes approches permettant de choisir ces paramètres. Dans cette section, je présente les
résultats de cette étude, faite sur des mélanges monophoniques (I = 1) obtenus comme la simple
somme des sources.
En utilisant le critère fourni par l’analyse
haute-résolution faite en section 15.2, les pa-
ramètres optimaux pour le modèle NTF sont
de 5 composantes par source, avec un pas de
quantification de ∆θ = 0.1 pour l’encodage
des logW , logH et logQ.
La première manière de choisir le lot (K,∆θ) que j’ai
envisagée est celle présentée en section 15.2 page 195
qui repose sur la théorie haute-résolution. Pour chaque
fichier, on peut calculer le score 15.2.6 page 197 pour
toutes les combinaisons (K,∆θ) et choisir comme para-
mètres optimaux ceux qui produisent la plus petite valeur
pour ce critère. Ainsi, pour chacun des 7 fichiers considé-
rés, j’ai calculé ce score pour toutes les combinaisons de
couples (K,∆θ) avec :
– K/J = [2, 3, 4, 5, 10, 15, 20, 30] : nombre de composantes NTF par source, soit 8 possibilités.
– ∆θ = [1.8, 0.5, 0.13, 0.04, 0.01] : pas de quantification du modèle NTF, soit 5 possibilités.
Sur la figure 16.1, j’ai représenté la moyenne sur les 7 fichiers testés des scores ainsi obtenus pour
chacune des 8×5 = 40 combinaisons (K,∆θ) considérées. De cette analyse, il ressort qu’en moyenne,
sur l’ensemble de la base, les paramètres optimaux selon la théorie haute-résolution sont K/J ≈ 5
composantes NTF par sources pour un pas de quantification ∆θ ≈ 0.1. On peut mettre ce résultat
en perspective avec celui donné dans [155], où c’est la valeurK/J = 4 qui avait été trouvée optimale
pour une séparation semi-informée 2 utilisant le modèle NTF. Il semblerait donc que ce sont des
valeurs similaires des paramètres qui conviennent au codage ou à la séparation des sources.
En parallèle de cette optimisation théorique des paramètres du modèle, j’ai aussi mené une
optimisation expérimentale. Pour chaque fichier de la base et chacune de ces 8× 5 configurations
(K,∆θ) pour le modèle (et donc pour les Θ¯ et RΘ correspondants), j’ai calculé le débit requis
par CISS pour 11 valeurs différentes de distorsion logarithmiquement espacées entre D = 0.7 et
D = 310, conduisant pour chaque fichier à la valeur du débit total Rtot (K,∆θ, D) pour chacune
des 8× 5× 11 configurations de CISS-NTF correspondantes 3.
À partir de ces observations, j’ai considéré 5 différentes stratégies pour le choix des para-
mètres (K,∆θ) :
2. Au sens précisé au chapitre 7 d’une méthode qui fait des hypothèses fortes sur la structure des DSP des
sources, mais qui en apprend les paramètres sur les seuls mélanges.
3. Cette étude a mené au calcul des scores des pistes séparées des 7 morceaux pour 8×5×11 = 440 configurations
différentes de CISS, pour chacune des représentations TFCT et MDCT considérées. Cela correspond à près de 10000
combinaisons possibles de CISS, pour lesquelles j’ai calculé tous les scores δPSM et δSDR. Ce travail a nécessité
plusieurs mois de calculs.
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15.2.6 obtenus en moyenne pour l’ensemble des 280 configura-




JFN log2 12D0. Comme on le voit, les paramètres optimaux sont dans l’ensemble K/J ≈ 5 com-
posantes par source et ∆θ ≈ 0.1.
– [Opt-HR-avg] Le lot (K,∆θ) qui minimise la distorsion à haut débit sur l’ensemble de la
base est déterminé. Une fois cette valeur apprise, on la fixe pour l’utilisation de CISS-NTF.
De manière intéressante, les valeurs trouvées par cette étude expérimentale sont similaires à
celles trouvées par l’analyse théorique : K/J ≈ 5 et ∆θ ≈ 0.1.
– [Opt-LR-avg] Identique à [Opt-HR-avg], hormis le fait que c’est le lot (K,∆θ) qui minimise
la distorsion à bas débit (Rtot ≤ 5kbps) sur l’ensemble de la base qui est choisi. Dans ce
cas, on constate que moins de composantes NTF sont requises avec K/J ≈ 2, mais qu’elles
doivent être quantifiées avec une précision similaire de ∆θ ≈ 0.1. Ce comportement signifie
qu’à très bas débit, il vaut mieux utiliser un modèle des sources un peu moins bon mais
pouvoir dépenser plus de débit sur l’encodage du signal.
– [Opt-HR-mix] Pour chaque fichier, on identifie le lot (K,∆θ) qui minimise la distorsion à
haut débit. Une fois cette valeur apprise, on la fixe pour ce fichier.
– [Opt-LR-mix] Identique à [Opt-HR-mix], sauf que l’optimisation se fait à bas débit.
– [Opt-System] Pour chaque débit et chaque fichier, on garde le lot de paramètres (K,∆θ)
qui donne la distorsion la plus faible. Cette stratégie est optimale, mais elle conduit à la
nécessité d’effectuer énormément de calculs pour l’encodage d’un seul fichier. Je l’utilise sur-
tout comme une borne en fonction de laquelle comparer les performances des autres stratégies.
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On trouvera les courbes débit-qualité obtenues par chacune de ces 5 stratégies de choix des para-
mètres, lissées sur l’ensemble de la base, en figure 16.2 page suivante.
Je reviendrai sur l’allure générale de ces courbes en section suivante. Pour l’heure, je me contente
de discuter des performances relatives constatées pour les différentes stratégies de choix des pa-
ramètres. En observant la figure 16.2, on constate pour commencer que le gain en performance
engendré par l’optimisation des paramètres fichier par fichier est faible (stratégies [Opt-(H/L)R-
mix]) par rapport à une optimisation globale (stratégies [Opt-(H/L)R-avg]). De plus, toutes ces
courbes sont assez proches des performances du système optimal [Opt-System]. Il s’agit d’une
bonne nouvelle dans la mesure où une stratégie d’optimisation globale permet en pratique de fixer
une fois pour toutes les paramètres K/J et ∆θ sans procéder à de nouvelles optimisations pour le
traitement d’un fichier inconnu.
Au vu des résultats de la figure 16.2, il paraît clair par ailleurs que la question d’une optimi-
sation à bas débit ou à haut débit dépend de l’application visée. Comme on peut le constater,
les optimisations à haut débit ne peuvent pas fonctionner à des débits inférieurs à 2kbps/source,
qui correspond à la portion irréductible RΘ allouée au modèle. Les optimisations à bas débit, au
contraire, se contentent de modèles plus petits et peuvent descendre jusqu’à 500 bits/s/source.
En termes de performance, on constate que jusqu’à 7kbps/source environ, les performances des
configurations optimisées à bas débit sont légèrement meilleures que les autres pour δSDR. Par
contre, les performances de la stratégie [Opt-HR-avg] s’avèrent toujours supérieures pour δPSM ,
suggérant une meilleure qualité perceptive. La différence est cependant faible.
Enfin, la figure 16.2 permet de comparer l’influence de la technique d’encodage des paramètres
NTF. Dans le système Wiener-NTF-2011, les paramètres NTF sont encodés de la même manière
que dans [130], c’est-à-dire par une quantification uniforme des paramètresW , H et Q, puis par un
encodage de Huffman. J’ai montré en section 10.3.3 page 135 que cette stratégie n’est pas optimale
puisque sur une base théorique, on montre que ce sont plutôt les logW , logH et logQ qui doivent
être quantifiés uniformément. Le système Wiener-NTF-log-Q implémente une telle stratégie, suivie
d’un encodage par modèle de mélange de gaussiennes d’un pas ∆θ = 0.1. On constate que les per-
formances de cette méthode sont bien meilleures et permettent de gagner presque 15kbps/source
en débit pour la même distorsion.
En conséquence, de bons choix de paramètres à utiliser dans le cas du modèle NTF pour CISS
sont :
– Pour une utilisation à bas débit (Rtot < 2kbps/source) : paramètres fixés àK/J = 2 et encodage
par MMG avec ∆θ = 0.1.
– Pour une utilisation à haut débit (Rtot > 2kbps/source) : paramètres fixés à K/J = 5 et
encodage par MMG avec ∆θ = 0.1, qui sont ceux obtenus également par une analyse haute-
résolution.
16.3 Résultats
Ayant montré qu’il est possible d’optimiser une fois pour toutes les paramètres à haut ou bas
débit selon les applications et qu’il faut les quantifier après une compression logarithmique, je
peux aborder la question des performances relatives de CISS-NTF par rapport aux techniques
paramétriques proposées en partie III et désignées par Wiener-NTF-2011 ou Wiener-JPG-2011 en
fonction du modèle de sources NTF ou CI choisi. Une fois encore, Wiener-NTF-2011 correspond
ici à la technique d’encodage de [130], où le modèle est quantifié sans compression logarithmique.
Cette comparaison a fait l’objet de deux études distinctes, présentées dans [161] et [136]. Dans
la première, nous nous sommes concentrés sur le cas d’un seul mélange (I = 1), obtenu comme une
simple somme des sources. Les distributions a posteriori utilisées sont donc celles de la section 5.3
page 79. Nous nous sommes aussi intéressés dans ce cas à l’influence du choix de la représentation
fréquentielle utilisée : TFCT ou MDCT. Les résultats de cette étude sont donnés en figure 16.3
page 206.
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Figure 16.2: Courbes de débit-qualité obtenues par les différentes stratégies de choix de paramètres
pour CISS. On voit qu’en pratique, l’optimisation à bas débit [Opt-LR-avg] fournit un bon
compromis entre la performance et la complexité d’utilisation : il suffit de fixer K/J = 2 et
∆θ = 0.1. Wiener-NTF-2011 et Wiener-JPG-2011 désignent la technique paramétrique proposée
en partie III avec les modèles de source NTF et CI, respectivement. Pour Wiener-NTF-2011, les
paramètres NTF W , H et Q sont quantifiés uniformément comme dans [130]. Pour le système
Wiener-NTF-log-Q, ce sont les logW , logH et logQ qui sont quantifiés uniformément comme le
suggère l’analyse théorique en section 10.3.3 (d’après [161]).
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Figure 16.3: Courbes de débit-qualité obtenues sur un mélange monocanal (I = 1) linéaire instan-
tané, par les deux stratégies d’optimisation globale des paramètres [Opt-HR-avg] et [Opt-LR-avg]
de CISS-NTF en utilisant une représentation TFCT ou MDCT. La valeur de référence 0 est le
score obtenu par l’oracle paramétrique en TFCT. Les scores des techniques paramétriques Wiener-
NTF-2011 et Wiener-JPG-2011 sont aussi représentés. Chaque courbe correspond au lissage par
LOESS [36] d’un nuage de points. Les gains en performances produits par CISS sont très impor-
tants, à tous débits (d’après [161]).
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Dans la deuxième étude [136], j’ai considéré le cas de mélanges stéréophoniques (I = 2) obte-
nus soit par mixage instantané, soit par mixage convolutif de la manière précisée en section 12.3.2
page 154. Pour CISS-NTF, j’ai choisi K/J = 3 composantes par source et une quantification uni-
forme sur 32 bits des paramètres compressés logarithmiquement, suivie d’un encodage de Huffman.
Les résultats correspondants sont donnés en figure 16.4.


















































Figure 16.4: Courbes de débit-qualité obtenues sur des mélanges multicanaux (I > 1) mixés de
manière linéaire instantanée ou convolutive. Les scores de Wiener-NTF-2011 et CISS-NTF sont
représentés. Chaque lot de points indique les résultats obtenus pour un morceau donné. Les gains
en performances produits par CISS sont encore très importants, à tous débits (d’après [136]).
16.4 Discussion
Des résultats des figures 16.3 et 16.4, plusieurs points forts émergent.
Tout d’abord, les performances de CISS ne sont pas bornées. On constate en effet qu’un gain
en débit provoque nécessairement une augmentation de la qualité des résultats. Cela est naturel
en vue de la fonction de débit-distorsion opérationnelle 15.2.5 page 197 donnée par la théorie
haute-résolution :
Rtot = RΘ − log2 p
(
s | x, Θ¯)− JFN log2 12D,
qui prévoit une dépendance linéaire entre le débit et la distorsion en dB pour des hauts débits.
Ce comportement est clairement visible sur l’ensemble des courbes débit-qualité de CISS. Un des
avantages majeurs de CISS est donc de pouvoir garantir une distorsion quelconque, pour peu que
le débit disponible soit suffisant.
208 CHAPITRE 16. ÉVALUATION
Ensuite, les performances de CISS dépassent très rapidement celles de l’oracle paramétrique
(δSDR > 0 ou δPSM > 0). Selon le critère SDR, ce dépassement s’opère dès 2kbps/source, tandis
qu’il se produit plus tard pour δPSM , vers 10kbps/source 4.
CISS apparait comme largement plus per-
formant que les système paramétriques éva-
lués au chapitre 12. Il faut cependant tem-
pérer ce constat par le fait que je ne dispose
pas encore d’un codeur CISS effectif, puisque
tous les débits calculés sont théoriques et non
pas obtenus par une véritable implémenta-
tion de l’algorithme 13.1 d’encodage arith-
métique. Cependant, de tels codeurs ont été
implémentés par le passé [76], qui atteignent
leurs performances théoriques.
Quoiqu’il en soit, pour un débit d’environ 5kbps/source,
les performances de CISS dépassent celles de Wiener-
NTF-2011 et de Wiener-JPG-2011 d’au moins 10dB de
SDR et d’au moins 0.1 en PSM, ce qui est considé-
rable. Cet écart ne fait qu’augmenter avec le débit et on
constate que le gain minimal en distorsion à débit équi-
valent est de 5dB de SDR à l’avantage de CISS, pour des
débits inférieurs à 2kbps/source. Quand on met en pers-
pective ces résultats par rapport à ceux du chapitre 12 où
les systèmes paramétrique Wiener-NTF et Wiener-JPG
sont apparus comme déjà compétitifs, on mesure l’intérêt
qu’il y a à considérer de préférence CISS pour la sépara-
tion informée.
Comme on peut le constater sur la figure 16.3, les
avantages de CISS se confirment pour des mélanges stéréophoniques, qu’ils soient instantanés ou
convolutifs. Dans le cas convolutif, c’est l’algorithme 11.2 page 146 d’estimation des paramètres
de mixage qui a été utilisé. Pour le cas instantané, on constate par ailleurs sur la figure 16.3
qu’à bas débit, on obtient de meilleures performances si on utilise la MDCT comme représenta-
tion temps-fréquence 5. Cela se comprend par le fait que la MDCT produit une représentation qui
est réelle d’une part et d’autre part qu’elle est à décimation critique, contrairement à la TFCT
qui présente des redondances. Cependant, le cas des mélanges convolutifs ne peut pas se traiter
avec la MDCT selon les techniques présentées en section 6.1.3 page 87, puisque l’approxima-
tion x (f, n, ·) ≈ A (f) s (f, n, ·) ne tient pas dans ce cas. Rien n’empêche cependant de considérer
d’autres modèles plus puissants qui permettent de rendre compte d’un mixage convolutif avec la
MDCT 6.
En conclusion, cette évaluation permet d’énoncer les différents avantages et inconvénients de
CISS par rapport à une approche paramétrique 7, regroupés dans le tableau 16.1.
4. Dans la mesure où le SDR s’apparente à un critère quadratique, il s’agit d’une métrique très proche de celle
optimisée par CISS. Cela explique ce retard de PSM. La prise en compte d’une distorsion perceptive peut se faire
de manière naturelle avec CISS et fait l’objet de recherches en cours.
5. Il serait même attendu d’obtenir aussi de meilleures performances pour la MDCT à haut débit dans le cas d’un
mélange instantané. Je pense que ce n’est pas ce que j’ai observé à cause d’une valeur trop élevée de  dans 15.4.1
page 198 choisie pour la MDCT par rapport à celle choisie pour TFCT. Je n’ai pas eu le temps de vérifier cette
hypothèse.
6. Je pense en particulier au modèle HR-NMF [11].




– A tout débit, les performances de CISS sont largement supérieures à celles d’un système para-
métrique basé sur le même modèle de source.
– Les performances de CISS ne sont pas bornées et dépassent très rapidement celles des estimateurs
paramétriques oracles.
– Le système CISS présenté permet de traiter des mélanges multicanaux convolutifs.
– Il est possible de déterminer pour un débit fixé quelle sera la distorsion moyenne observée et
réciproquement de déterminer le débit nécessaire pour garantir une distorsion donnée.
– CISS peut être étendu naturellement pour l’optimisation d’une distorsion perceptive et non plus
quadratique.
– Le principe du codage a posteriori qu’exploite CISS n’est pas limité au formalisme gaussien pré-
senté aux parties I et II. Tout nouveau modèle probabiliste permettant d’obtenir une distribution
a posteriori des sources peut être utilisé.
Inconvénients de CISS
– L’utilisation de CISS en pratique nécessite l’implémentation d’un encodeur arithmétique enco-
dant une suite de scalaires gaussiens selon l’algorithme 13.1.
– Telle que présentée, la procédure de codage de CISS fait appel à un apprentissage génératif sous-
optimal. Il pourrait être intéressant de considérer un autre modèle permettant un apprentissage
discriminant.
– Il ne parait pas évident de générer avec CISS un flux binaire compatible avec le standard SAOC.
Table 16.1: Avantages et inconvénients de CISS

Conclusion de la quatrième partie
De manière à outrepasser les limites intrinsèques des systèmes paramétriques pour la séparation
informée, j’ai montré qu’un angle d’approche adéquat est celui de la théorie du codage de source.
En effet, cette théorie se concentre sur la façon la plus concise de coder un signal de telle manière
à ce que sa reconstruction présente avec l’original une distorsion inférieure à un seuil donné.
Le codage arithmétique permet d’encoder
des séquences de variables aléatoires dont les
lois sont différentes.
Pour commencer, j’ai présenté dans le chapitre 13 les
différents résultats de la théorie du codage de source qui
m’ont été utiles dans mon travail. Ainsi, j’ai rappelé les
définitions générales de l’entropie et de l’information mu-
tuelle pour des variables aléatoires discrètes. J’ai aussi
rappelé le théorème du codage de source, qui établit un
débit minimal limite nécessaire au codage sans perte d’une variable aléatoire discrète. Ensuite,
j’ai présenté deux algorithmes classiques de codage sans perte permettant asymptotiquement d’at-
teindre cette borne. Si j’ai évoqué très rapidement le codage de Huffman, classique, je me suis
attardé plus longtemps sur le codage arithmétique. J’ai insisté en particulier sur le fait que contrai-
rement à l’algorithme de Huffman, le codage arithmétique permet d’encoder de manière asympto-
tiquement optimale une séquence de réalisations indépendantes de variables aléatoires discrètes de
lois différentes.
C’est alors que je me suis intéressé à la théorie débit-distorsion, qui est le pendant du théorème
du codage de source pour les variables continues, c’est-à-dire à valeurs dans R. Cette théorie
établit des bornes absolues de débit en deçà desquelles il est impossible de garantir une distorsion
moyenne inférieure à un certain seuil. J’ai commencé par rappeler la définition générale de cette
fonction débit-distorsion, avant d’en donner les expressions analytiques pour des variables aléatoires
gaussiennes.
La théorie débit-distorsion indique les bornes
absolues en débit en deçà desquelles on
ne peut pas garantir une distorsion infé-
rieure à un seuil donné. La théorie haute-
résolution fournit une manière pratique d’at-
teindre cette limite lorsque le débit considéré
devient suffisamment grand.
Si elle permet d’établir des bornes absolues en per-
formance pour un système de codage de réalisations de
variables aléatoires continues, la théorie débit-distorsion
permet rarement de déterminer une démarche concrète
pour atteindre ces bornes, bien qu’elle démontre que
de telles démarches existent. Pour cette raison, j’ai pré-
senté la théorie haute-résolution, qui en fournit un contre-
poids pratique. Sous hypothèse de distorsion suffisam-
ment faible, on peut déduire de nombreux résultats qui
mènent à une manière concrète de procéder à la quantifi-
cation des signaux à transférer. Pour faire court, si on dispose de suffisamment de débit, la théorie
haute-résolution démontre que le débit à allouer aux paramètres de la distribution des sources est
constant et qu’il faut quantifier de manière uniforme les signaux à transmettre pour minimiser
le débit. Dans le cas gaussien, on établit en outre des bornes de débit-distorsion opérationnelles,
valables pour ces régimes de fonctionnement.
De ces considérations, j’ai déduit l’algorithme optimal par lequel il est possible d’encoder une sé-
quence de vecteurs indépendants, dont chacun est la réalisation d’une variable aléatoire gaussienne
multivariée dont on connait la loi. Cet algorithme procède d’abord à une décorrélation de chaque
vecteur par une transformée de Karhunen-Loeve, puis à une quantification uniforme de toutes les
composantes ainsi décorrélées. Enfin, un codage arithmétique permet d’encoder optimalement la
séquence de ces valeurs quantifiées.
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Le codage a posteriori est identique au co-
dage de source, à la différence que la distri-
bution utilisée pour encoder les sources est
conditionnée à la connaissance au codeur et
au décodeur d’une même information tierce.
Une fois la théorie du codage de source présentée,
j’ai montré dans le chapitre 14 comment la séparation
informée peut être vue comme une instance particulière
d’un problème de codage, dit codage de Berger-Flynn-
Gray, pour laquelle à la fois le codeur et le décodeur dis-
posent de la même connaissance d’une information tierce.
J’ai appelé codage a posteriori ce cas de figure spécial et
j’ai montré qu’il est intéressant pour le codage de prendre en compte cette information tierce de
manière à réduire le débit nécessaire. J’ai de plus établi que dans le cas gaussien, le gain en débit
d’un codage a posteriori sera d’autant plus grand que l’information tierce sera corrélée à la source
à transmettre.
En pratique, le codage a posteriori revient à ne pas utiliser leur distribution p (s) pour encoder
les sources, mais plutôt leur distribution a posteriori p (s | x), où x est l’information tierce. Dans le
cas de la séparation informée, l’information connue à la fois au codeur et au décodeur est constituée
des mélanges des sources. Dans ces conditions, on peut utiliser n’importe laquelle des distributions
a posteriori données par l’analyse du problème de séparation dans le but d’encoder les sources. Le
système correspondant a été nommée séparation informée par codage (CISS).
J’ai montré que cette idée d’encoder les sources en utilisant un algorithme classique de codage
et leur distribution a posteriori présente de nombreux avantages. Tout d’abord, elle généralise la
configuration paramétrique qui se comprend comme le simple choix de la moyenne a posteriori pour
encoder les sources, ce qui est optimal si la distorsion tolérée est très grande. Ensuite, elle présente
l’avantage de disposer de performances non bornées, puisqu’il suffit de rajouter un peu de débit
pour garantir une meilleure distorsion. En outre, elle procède à une distribution optimale du débit
entre modèle et signal et indique des bornes de fonctionnement qu’un utilisateur peut exploiter pour
définir un débit à utiliser. Enfin, elle permet d’utiliser les accomplissements récents du domaine du
codage de source, en prenant par exemple en compte un critère perceptif de distorsion.
Si les idées derrière CISS sont séduisantes, il a fallu considérer les opérations concrètes que
le codeur et le décodeur correspondants doivent effectuer. C’est ainsi que j’ai montré dans le
chapitre 15 que moyennant certaines hypothèses raisonnables, l’estimation d’un modèle pour CISS
peut se faire de la même manière que dans le cas paramétrique, ce qui m’a permis d’utiliser dans
ce but les mêmes algorithmes.
Ensuite, j’ai abordé le problème de la répartition optimale à choisir entre le débit permettant
de transmettre les paramètres des distributions a posteriori et le débit requis pour transmettre les
source encodées. En utilisant des résultats récents de la théorie haute-résolution, j’ai montré que
cette optimisation peut se faire automatiquement et j’ai indiqué la manière opérationnelle de la
mener. J’ai conclu sur le détail des algorithmes de codage et de décodage CISS.
Pour finir, j’ai procédé dans le chapitre 16 à une large évaluation des performances de CISS
sur les mêmes données et en utilisant les mêmes métriques que pour l’évaluation des systèmes
paramétriques. C’est ainsi que j’ai procédé à des tests poussés des performances théoriques de
CISS dans le cas de mélanges monophoniques, stéréophoniques, instantanés ou convolutifs.
Sur une large évaluation, CISS permet d’ob-
tenir des excellentes estimées des sources dès
0.5kbps/source et dépasse les bornes théo-
riques des systèmes paramétriques proposés
dès 2kbps/source.
Les résultats de ces évaluations sont extrêmement en-
courageants, dans la mesure où CISS tient ses promesses
d’offrir des performances non bornées qui sont au pire
les mêmes à débit signal nul que celles des systèmes
paramétriques correspondants. Ainsi, CISS dépasse les
bornes théoriques des systèmes paramétriques considé-
rés dès 2kbps/source en termes de distorsion quadratique
et dès 7kbps/source en termes de distorsion perceptive,
alors même que ce n’est pas ce second critère qui est optimisé par la version actuelle.
Lorsqu’on considère que les scores obtenus par ces bornes théoriques des systèmes paramétriques
sont déjà excellentes, on mesure tout l’intérêt qu’il y a à envisager CISS comme une méthode de








La première partie de cet exposé est consacrée à la présentation du formalisme des processus
gaussiens, que j’ai mis en œuvre tout au long de mon doctorat.
Une première contribution mineure de mon travail dans ce domaine est la présentation faite
de ces modèles en partie I. S’il existe d’excellents livres ou articles introductifs sur le sujet en
anglais, je n’ai pas trouvé d’exposé détaillé et en français des processus gaussiens dans un cadre
aussi général que celui que j’ai considéré ici.
Mes contributions portant sur les processus
gaussiens portent sur l’hypothèse de trames
indépendantes et la généralisation de proces-
sus gaussiens localement stationnaires à une
dimension quelconque du domaine de défini-
tion des sources.
Ensuite, s’ils reposent sur des théorèmes classiques du
traitement du signal tels que le théorème de Bochner
et de Wiener-Khinchin, il est peu courant de trouver
énoncées les propriétés blanchissantes de la transformée
de Fourier sur la représentation spectrale d’un processus
gaussien en dimension quelconque.
Par ailleurs, le tramage et le modèle des Proces-
sus gaussiens Localement Stationnaires (PGLS), omni-
présents dans les applications considérées en parties III
et IV, ont fait l’objet d’une introduction originale comme des méthodes d’approximation pour la
régression par processus gaussiens. De ce point de vue, je les ai mises en perspective par rapport
aux autres approches proposées dans la littérature. L’extension naturelle du modèle PGLS en di-
mension quelconque a permis d’envisager des applications de séparation et de synthèse de signaux
aléatoires définis sur des espaces à haute dimension.
J’ai introduit le modèle à factorisation non négative pour des PGLS définis en dimension quel-
conque. Si cette généralisation s’est faite naturellement, elle demeure originale. J’ai présenté l’algo-
rithme d’optimisation correspondant, utilisable pour l’apprentissage efficace des hyperparamètres
de PGLS. De plus, j’ai introduit le modèle par compression d’image, qui permet de compresser
efficacement la DSP d’un signal audio.
Toutes ces contributions parcellaires portant sur le formalisme gaussien se trouvent soit dans
ce texte, soit dans les publications issues de mon travail sur la séparation de processus gaussiens,
que je vais aborder à présent.
17.2 Séparation de processus gaussiens
La principale contribution théorique de mon travail dans le domaine de la séparation de sources
a été de considérer dans toute leur généralité les processus gaussiens comme un modèle de sources
intéressant en vue de la séparation. Si ces modèles ont déjà fait l’objet de recherches très nombreuses
dans la littérature bien avant le début de mon travail, ils étaient surtout envisagés dans le cas de
PGLS définis sur Z, c’est-à-dire de signaux audio.
Ainsi, j’ai montré tout au long de la partie II comment il est possible de séparer des réalisations
de processus gaussiens définis sur des espaces quelconques dont on connaît les hyperparamètres. Ce
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travail a fait l’objet d’une publication [131] aux IEEE Transactions on Signal Processing
et d’une communication [132] à la conférence internationale IEEE Statistical Signal Proces-
sing (SSP 2011). Ces résultats permettent d’utiliser les processus gaussiens pour aborder des
configurations inédites du problème de séparation de sources.
J’ai présenté dans toute leur généralité les
processus gaussiens comme un modèle de
source adéquat pour effectuer de la sépara-
tion.
Si les modèles de mixages instantanés et convolutifs
sont largement établis pour l’audio, j’en ai considéré l’ex-
tension naturelle au cas d’un domaine de définition de di-
mension quelconque pour les sources. La présentation ori-
ginale du modèle diffus, récemment introduit par Duong
et al. qui est faite en section 6.2 page 89 modélise l’image
d’une source comme la résultante des mixages convolu-
tifs de plusieurs réalisations indépendantes du même processus. Ce modèle a également été étendu
en dimension quelconque. Sur ce sujet de la modélisation des procédures de mixage effectuées en
studio, je suis par ailleurs co-auteur de l’article [201] de Nicolas Sturmel, présenté à la 132ème
conférence de l’Audio Engineering Society (AES).
Le problème de l’apprentissage des paramètres du modèle gaussien à partir des seuls mélanges
en vue de la séparation a fait l’objet de nombreux travaux dans le domaine de la séparation de
sources ces dernières années. Je me suis moi-même intéressé à plusieurs problèmes de ce type au
cours de ma thèse. Ainsi, j’ai étudié la séparation de rythmiques d’enregistrements musicaux [131],
la décomposition de mouvements de danse [133], et la séparation de la voix d’enregistrement
musicaux [138, 78]. Pour des raisons de concision de mon exposé, je n’ai présenté dans ce texte que
les deux premières de ces problématiques, au chapitre 8.
17.3 Séparation informée paramétrique
Dans le domaine de la séparation informée, présenté en partie III, j’ai proposé l’utilisation du
modèle gaussien comme alternative au système d’inversion locale proposé par Parvaix et al.
S’il est apparu que SAOC utilise des techniques similaires au système que j’ai proposé, on a vu
que l’approche originale que je présente repose sur l’utilisation de modèles de sources plus complexes
et sur la prise en compte de procédures de mixage qui dépassent le seul modèle instantané.
J’ai introduit l’utilisation de modèles de
sources complexes pour la séparation para-
métrique basée sur hypothèse gaussienne. La
formalisation générale du problème est origi-
nale.
Par ailleurs, la formalisation faite du problème de la
séparation de sources informée et de ses différentes confi-
gurations que j’ai présentée au chapitre 9 englobe tous les
cas de figure dont j’ai connaissance et qui ont été consi-
dérés auparavant dans la littérature. Il en inclue en plus
quelques nouveaux, en particulier par la prise en compte
de mixages diffus.
L’utilisation d’une première technique de séparation
de sources informée mettant en œuvre le modèle NTF a fait l’objet d’une communication [130] à la
conférence internationale Latent Variable Analysis and Independent Component Ana-
lysis (LVA/ICA 2010). J’y ai présenté les principales idées de la séparation informée paramétrique
mettant en œuvre le modèle NTF.
L’utilisation du modèle CI dans un contexte de séparation informée a fait l’objet d’un dépôt
de brevet [83] dont je suis un des co-auteurs. La présentation d’une première version du système
paramétrique complet que je propose a fait l’objet d’une publication [130] à Signal Processing.
Enfin, j’ai organisé une vaste campagne d’évaluation des systèmes de séparation paramétrique
existants en date de février 2012. Cette campagne d’évaluation a fait l’objet d’une communication
[134] à la conférence internationale European Signal Processing Conference (EUSIPCO
2012)
17.4 Séparation informée par codage
Faire le lien entre séparation informée et codage de sources est une idée originale d’Alexey
Ozerov sur laquelle nous avons beaucoup travaillé ensemble durant mon doctorat. Le système
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CISS 1 qui résulte de cette collaboration est basé sur l’utilisation de techniques de codage de
sources qui mettent en œuvre les distributions a posteriori fournies par la séparation. Il offre un
cadre théorique puissant dans lequel la qualité des sources reconstruites peut être garantie et le
débit total minimisé.
CISS est une idée d’Alexey Ozerov, que
nous avons développée ensemble.
Notre travail sur CISS nous a conduit à présenter une
première étude [160] sur le sujet à la conférence inter-
nationale IEEE Workshop on Applications of Si-
gnal Processing to Audio and Acoustics (WAS-
PAA 2011). Ce travail préliminaire a utilisé un modèle de
sources très basique et a surtout servi à valider l’intérêt
de l’approche.
L’utilisation de modèles de sources plus poussés et de mixages complexes a fait l’objet de deux
études plus approfondies.
La première [136] a porté sur l’utilisation de CISS dans le cas de mélanges multicanaux convo-
lutifs avec le modèle de source NTF. Elle a été présentée à la conférence internationale European
Signal Processing Conference (EUSIPCO 2012).
La deuxième est un article de revue [161] soumis aux IEEE Transactions on Audio Speech
and Language Processing, qui porte sur une analyse théorique poussée de CISS et sur une
évaluation approfondie de ses performances dans le cas d’un mixage monophonique instantané et
du modèle NTF pour les sources.
17.5 Publications
Durant les trois années de mon doctorat et en comptant les articles dont je suis deuxième
auteur, mes publications incluent trois articles de revue, dix articles de conférence et un brevet.
Par ailleurs, j’ai organisé avec Gaël Richard, Manuel Moussallam et Benoit Fuentes
une session spéciale sur la séparation informée à la conférence internationale European Signal
Processing Conference (EUSIPCO 2012), dont j’ai été membre du comité technique.
17.5.1 Articles de revue
– A. Liutkus, R. Badeau, and G. Richard, Gaussian processes for underdetermined source
separation, IEEE Transactions on Signal Processing 59 (2011), no. 7, 3155 –3167
– A. Liutkus, J. Pinel, R. Badeau, L. Girin, and G. Richard, Informed source separation through
spectrogram coding and data embedding, Signal Processing 92 (2012), no. 8, 1937 – 1949
– A. Ozerov, A. Liutkus, R. Badeau, and G. Richard, Coding-based informed source separation:
Nonnegative tensor factorization approach, IEEE Trans. on Audio, Speech and Language
Processing (2012)
17.5.2 Articles de conférences
– A. Liutkus and P. Leveau, Separation of music+effects sound track from several international
versions of the same movie, Audio Engineering Society Convention 128, May 2010
– A. Liutkus, R. Badeau, and G. Richard, Informed source separation using latent components,
9th International Conference on Latent Variable Analysis and Signal Separation (LVA/ICA’10)
(St Malo, France), 2010
– A. Liutkus, R. Badeau, and G. Richard, Multi-dimensional signal separation with gaussian
processes, Proc. of IEEE Conf. on Statistical Signal Processing (SSP2011) (Nice, France),
2011
– A. Liutkus, Z. Rafii, R. Badeau, B. Pardo, and G. Richard, Adaptive filtering for mu-
sic/voice separation exploiting the repeating musical structure, IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), mars 2012, pp. 1 –4
1. Coding-Based Informed Source Separation.
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– N. Sturmel, A. Liutkus, J. Pinel, L. Girin, S. Marchand, G. Richard, R. Badeau, and L. Dau-
det, Linear mixing models for active listening of music productions in realistic studio condi-
tions, 132th AES convention, Budapest, in press, 2012
– A. Liutkus, S. Gorlow, N. Sturmel, S. Zhang, L. Girin, R. Badeau, L. Daudet, S. Marchang,
and G. Richard, Informed source separation : a comparative study, Proceedings European
Signal Processing Conference (EUSIPCO 2012), August 2012
– A. Ozerov, A. Liutkus, R. Badeau, and G. Richard, Informed source separation: source coding
meets source separation, IEEE Workshop Applications of Signal Processing to Audio and
Acoustics (WASPAA) (New Paltz, New York, USA), October 2011
– B. Fuentes, A. Liutkus, R. Badeau, and G. Richard, Probabilistic model for main melody ex-
traction using constant-Q transform, Proceedings IEEE Int. Conference on Acoustics, Speech
and Signal Processing (ICASSP’2012), 2012
– A. Liutkus, A. Dremeau, D. Alexiadis, S. Essid, and P. Daras, Analysis of dance movements
using Gaussian processes, ACM Multimedia Grand Challenge, September 2012
– A. Liutkus, A. Ozerov, R. Badeau, and G. Richard, Spatial coding-based informed source
separation, Proceedings European Signal Processing Conference (EUSIPCO 2012), August
2012
17.5.3 Brevet
– L. Girin, A. Liutkus, G. Richard, and R. Badeau, Procédé et dispositif de formation d’un
signal mixé numérique audio, procédé et dispositif de séparation de signaux, et signal corres-
pondant, Demande de brevet no. B10/3035FR / GBO, October 2010, Institut Polytechnique
de Grenoble et Institut Télécom, Télécom ParisTech
Chapitre 18
Perspectives
Mon travail a permis de fournir certaines approches alternatives pour aborder le problème
délicat de la séparation de sources. Il s’inscrit cependant dans l’effort de recherche global d’une
large communauté. Ce n’est en effet que grâce aux études menées par mes collègues actuels et
passés dans le domaine que me sont venues les idées que j’ai exposées ici. J’espère qu’à son tour,
mon travail pourra ouvrir la voie à de nouvelles études intéressantes.
Dans ce court chapitre, j’indique certaines pistes de recherche dans le prolongement naturel de
mon travail.
18.1 Modèles non paramétriques de DSP
Dans le cas important où les signaux sources peuvent être modélisés comme des processus
gaussiens localement stationnaires (PGLS), on a vu que le problème de la séparation de formes
d’ondes se ramène souvent à une séparation de spectrogrammes. Il s’agit en effet de manière
schématique d’expliquer les spectrogrammes des mélanges comme la somme des DSP des sources.
Dans tout ce travail, j’ai fait l’hypothèse qu’il est possible d’approximer les DSP des sources
selon une forme paramétrique donnée. En particulier, le modèle linéaire NTF considère que ces
DSP sont correctement assimilées au produit d’un nombre limité de facteurs. Si cette approche s’est
avérée efficace dans de nombreux cas et en particulier pour la séparation informée, il reste clair que
si on considère le spectrogramme d’une véritable source audio, il est en fait assez rare qu’on puisse
réellement le comprendre comme la somme de plusieurs matrices de faible rang. Évidemment, cette
hypothèse est valable en première approximation, mais si on cherche à procéder à une séparation,
il est nécessaire d’introduire plus de souplesse dans le modèle.
Dans ce but, on a vu que certaines études se sont concentrées sur des modèles paramétriques
plus complexes [53, 163]. Malgré tout, ces modèles restent limités dans le sens où il est toujours
possible, voire probable, qu’en pratique les DSP sortent des carcans rigides que leur imposent ces
modèles paramétriques.
Modéliser la DSP d’un PGLS comme la réa-
lisation d’un processus aléatoire permettrait
d’introduire une plus grande souplesse dans
les modèles.
Or, c’est précisément le sens d’un modèle non paramé-
trique d’éviter de forcer les données à obéir à un modèle
rigide fixé. C’est d’ailleurs ainsi que j’ai introduit les pro-
cessus gaussiens en partie I comme un puissant modèle
non-paramétrique de formes d’ondes.
En conséquence, je pense qu’une piste intéressante de
recherche dans le formalisme que j’ai présenté pour la
séparation est de considérer la DSP P (·, ·, j) d’une source comme la réalisation d’un champ aléatoire
P (·, ·, j | θ), paramétré par un lot d’hyperparamètres θ. Cette formulation permettrait par exemple
de considérer des modèles de DSP localement stationnaires, paramétrés par leurs variogrammes [32,
44].
Certaines études pionnières dans ce domaine ont déjà été proposées, qui modélisent la DSP
des signaux sources comme la réalisation de champs Gamma [45] ou comme une somme infinie de
bases spectrales [149].
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18.2 Abandon de l’hypothèse locale
L’hypothèse locale, que j’ai présentée en section 3.2.4, suppose que les différentes trames d’un
signal sont indépendantes. Or, il est manifeste que cela est faux en toute rigueur, puisque les
trames présentent entre elles un certain recouvrement. De plus, dans le cas où le signal contient des
composantes sinusoïdales stables, une forte dépendance entre les trames successives peut apparaître.
L’hypothèse locale suppose une indépen-
dance entre les trames. Elle est fausse à cause
du recouvrement des trames adjacentes et
des composantes sinusoïdales qui sont stables
d’une trame sur l’autre.
Récemment, certaines études se sont intéressées à ce
point dans le but d’améliorer les performances des sys-
tèmes de séparation [127, 11]. Dans ce domaine, la prise
en compte des dépendances entre trames successives per-
met en effet de réduire le champ des possibles et donc
donne toutes les chances à une séparation d’obtenir des
meilleurs résultats.
Par ailleurs, il me semble clair que dans une perspec-
tive de codage, l’hypothèse locale est sous-optimale. Elle revient en effet à encoder de nouveau
pour chaque point temps-fréquence une information qui est déjà présente en partie dans les trames
adjacentes. Je pense qu’une direction de recherche intéressante est donc la prise en compte de ces
dépendances dans un système de codage de source, qu’il soit a priori ou a posteriori comme CISS.
En pratique, l’abandon de l’hypothèse locale se traduit par la nécessite de modéliser les dépen-
dances entre les valeurs adjacentes de la TFCT des signaux. Le principal défi à relever dans ce
contexte est la complexité encore élevée des algorithmes correspondants.
18.3 Mélanges modifiés ou compressés
Dans l’ensemble de ma discussion sur la séparation informée aux parties III et IV, j’ai toujours
considéré que c’est exactement le même mélange qui est disponible au codeur et au décodeur. En
particulier, j’ai toujours supposé que le mélange observé au décodeur est la somme des images des
sources :
∀ (t, i) , x˜ (t, i) =
J∑
j=1
y˜ (t, i, j) . (18.3.1)
Cette hypothèse permet de fidèlement rendre compte de la plupart des cas de figures où le mélange
x est obtenu comme un mixage des sources. En effet, ce n’est en général pas à l’équation 18.3.1 qu’il
faut attribuer d’éventuelles faiblesses, mais plutôt à la manière dont est modélisé le lien entre les
processus sources s˜ (·, j) et leurs images y˜ (·, ·, j). Si j’ai présenté plusieurs manières de formaliser
un tel lien aux chapitres 5 et 6, il est entendu que ces modèles ne sont que des approximations
de la complexe réalité des procédures de mixage telles qu’effectuées en studio. De nouvelles études
viendront sûrement proposer à l’avenir de nouveaux moyens de rendre compte de ce lien, sans
fondamentalement remettre en cause l’hypothèse qu’un mélange est la somme des images des
sources.
La situation devient différente si ce n’est plus le mélange original x˜ qu’on observe, mais plutôt
une version modifiée. Dans ce cas en effet, il n’est plus garanti que l’expression 18.3.1 reste valide.
Par exemple, on peut considérer une modification classique où le mélange est manipulé après
mixage par une opération dite de post-production, qui consiste à le faire passer par une chaine de
traitement plus ou moins complexe et qui peut faire intervenir des effets fortement non linéaires.
Comme Nicolas Stürmel l’a montré dans notre article commun [201], il est souvent possible de
répercuter ces post-traitements sur les images des sources, de manière à se ramener à 18.3.1. Dans
ce cas, il est nécessaire de pouvoir prendre en compte ces répercussions dans le modèle de mixage.
Un autre cas de figure particulièrement courant de modification du mélange après mixage est
celui de sa compression par un codeur audio tel que MPEG-1-layerIII (MP3 [146]) ou MPEG-2-
LayerIII (AAC [147]). En effet, j’ai supposé partout qu’au décodeur, c’est le mélange original qui
est observé. Or, il serait intéressant de pouvoir considérer qu’au lieu du mélange original, c’est une
version compressée dont dispose le décodeur. Cette configuration est en effet importante dans les
applications compte tenu de l’importance grandissante que prennent les formats numériques dans
la diffusion de la musique.
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C’est l’objet de travaux en cours que de tâcher de prendre en compte la dégradation infligée
aux mélanges dans la procédure de codage informé. Plusieurs pistes de recherche me semblent
prometteuses dans ce but.
Tout d’abord, le codage avec perte des mélanges pourrait être intégré au modèle comme l’ajout
d’une opération non linéaire appliquée à chaque élément TF de x (f, n, ·) après mixage. Ce faisant, le
modèle deviendrait équivalent à un modèle non-linéaire a posteriori (Post Non-Linear mixing [202,
2, 38]).
Par ailleurs, on peut envisager d’adapter CISS pour le cas de mélanges compressés. En cas
d’une forte dégradation du mélange en un point TF, le modèle probabiliste utilisé pour encoder les
sources pourrait être le modèle a priori p (s (f, n, ·) | Θ). Dans le cas contraire, on pourrait utiliser
la distribution a posteriori p (s (f, n, ·) | x (f, n, ·) ,Θ). J’envisage de procéder à la décision entre
les deux sur la base de l’amplitude du mélange en chaque point TF. De cette manière, on évite la
transmission d’une variable indicatrice supplémentaire.
18.4 Apprentissage discriminant du modèle
Un défaut des systèmes proposés pour la séparation de sources informée que j’ai déjà souligné
en section 10.1 page 129 est que l’apprentissage du modèle au codeur ne se fait pas en optimisant
la vraisemblance a posteriori des sources dans la distribution estimée, mais plutôt la distribution
jointe des sources et des mélanges, ce qui correspond à une approche d’apprentissage générative,
par opposition à une approche discriminante.
Plutôt que de modéliser conceptuellement
les mélanges comme produits à partir des
sources, l’approche discriminante modélise-
rait les sources comme produites à partir des
mélanges. Si ce modèle ne correspond pas au
processus génératif conduisant aux données
observées, il correspond au problème qu’on
veut véritablement résoudre.
De manière à pouvoir mettre en œuvre un ap-
prentissage discriminant, je pense qu’il faudrait établir
une nouvelle paramétrisation de la distribution a pos-
teriori p (s | x,Θ) des sources étant donnés les mé-
langes qui s’affranchisse de la compréhension des mé-
langes comme produits à partir des sources. Au lieu de
cela, il faudrait plutôt modéliser les sources comme pro-
duites à partir des mélanges, de manière à pouvoir opti-
miser plus facilement les paramètres.
Un tel modèle probabiliste discriminant pourrait être
utilisé en séparation informée paramétrique ou par CISS.
Il offrirait l’avantage fort de permettre un apprentissage optimal des paramètres de séparation, à
défaut de correspondre à un modèle de la production réelle des données.
18.5 CISS perceptif
Pour finir, il est certain que le système CISS de séparation informée par codage que j’ai présenté
en partie IV présente des propriétés très attractives qui méritent de plus amples développements.
En l’état, deux principaux points me semblent importants à aborder à court terme concernant
CISS.
Même si elle sont déjà très bonnes, les perfor-
mances de CISS pourraient être améliorées
par l’utilisation d’une distorsion perceptive.
Tout d’abord, il est nécessaire d’en réaliser une implé-
mentation concrète, de manière à vérifier que les perfor-
mances théoriques présentées en partie IV sont atteintes
en pratique. Il est établi dans la littérature [76] que c’est
bien le cas, mais je voudrais m’en assurer.
Ensuite, la fonction de distorsion que j’ai considérée
est l’erreur quadratique. Il est bien établi que dans le but
d’effectuer un codage de signaux audio, il vaut mieux considérer d’autres distorsions pondérées
perceptivement [205, 174, 129]. Fort heureusement, de telles extensions de CISS ne posent au-
cun problème conceptuel, puisque les algorithmes de codage correspondants existent déjà dans la
littérature et qu’il suffit de les appliquer au cas d’un codage a posteriori.
Cependant, je suis curieux de mesurer l’impact de la prise en compte d’une distorsion perceptive
dans les scores PSM obtenus par CISS.
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18.6 Séparation informée par des reprises
Une piste de recherche très intéressante déjà abordée dans [81] et que je n’ai pas détaillée dans
ce texte est la possibilité d’informer la séparation par des imitations des sources à séparer. Dans
un contexte musical, s’il est souvent difficile d’obtenir les véritables pistes séparées des morceaux,
il est en revanche plus aisé d’en obtenir une imitation, réalisée par des musiciens.
Le problème de la séparation informée par
des reprises consiste à chercher à séparer d’un
morceau des sources dont on dispose d’une
imitation.
Pour avoir déjà abordé informellement cette question,
il parait clair que son enjeu est d’arriver à profiter de cette
connaissance sans pour autant supposer une structure
ou un timbre de l’original exactement identiques à ceux
de la reprise. Cette problématique rejoint celle que j’ai
considérée dans cet exposé d’une séparation informée par
des connaissances annexes, mais la dépasse dans le sens
où les signaux observés ne sont pas ceux utilisés pour former les mélanges.
Je conjecture qu’une approche intéressante à ce problème serait d’introduire un nouveau type
de processus de mixage qui permet de considérer l’image d’une source comme produite à la fois
par un filtrage, mais aussi et surtout par un découpage non séquentiel.
Annexe A
Synthèse de processus Gaussiens
A.1 Générer un vecteur gaussien
Dans cette section, je vais présenter rapidement la procédure générale utilisée dans tout ce
texte pour la synthèse de processus gaussiens. Comme on l’a vu plus haut, ces modèles reposent
sur l’hypothèse qu’un nombre fini quelconque d’échantillons du processus a une distribution jointe
gaussienne multivariée. Que l’on considère une distribution a priori 2.2.12 page 26 ou une distri-
bution a posteriori 2.2.8 page 25 d’un vecteur d’échantillons s˜ de dimension L×1, on aboutit dans
tous les cas à une expression du type :
s˜ ∼ N (µ,K) , (A.1.1)
où µ est un vecteur moyenne, de dimension L× 1, tandis que K est une matrice de covariance, de
dimension L×L. Dans ces conditions, si on cherche à générer des réalisations de processus gaussiens,
il faut être capable de générer des vecteurs gaussiens, puisque tout ensemble fini d’échantillons d’un
processus gaussien est un tel vecteur.
Dans ce but, il suffit d’effectuer une décomposition de Cholesky de la matrice K, c’est-à-dire de
trouver une matrice M triangulaire inférieure dont les éléments diagonaux sont des réels positifs,
telle que :
K = MMH . (A.1.2)
Une telle décomposition est en effet nécessairement possible, puisque la définition même des
processus gaussiens assure que la matrice K est définie positive. Dans ces conditions, si on note
comme en Python ou Matlab
r = randn (L, 1)
un vecteur de dimension L× 1 dont toutes les entrées sont indépendantes et distribuées selon une
loi gaussienne centrée N (0, 1), on peut constater que
s˜ = µ+Mr (A.1.3)
est bien distribué selon A.1.1. En effet :





−µµH = ME [rrH]MH = K, puisque tous les éléments de r sont indépendants et
distribués selon une loi gaussienne de variance 1.
En pratique, il arrive que des problèmes numériques empêchent la décomposition de Cholesky de
K. Cela peut arriver lorsque la fonction de covariance produit une matrice de covariance singulière,
ce qui est possible parce qu’une fonction de covariance n’a pas à garantir la stricte positivité de K,
mais seulement son caractère semi-défini positif. Dans ces conditions, il est possible que l’outil de
calcul formel utilisé refuse d’effectuer la décomposition A.1.2. Une manière simple de contourner ce
problème est de plutôt considérer une décomposition en valeurs singulières de K (Singular Value
Decomposition, SVD, en anglais) :
K = UΛV, (A.1.4)
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où Λ = diag ([λ1, . . . , λL]) est une matrice diagonale. Une telle décomposition ne pose de problème
dans aucun cas. Dans la mesure où K est définie positive, on a U ≈ V H , et les résultats ci-dessus
restent valables pour
s˜ = µ+ U
√
Λr.
C’est en utilisant cette procédure que j’ai généré la plupart des figures de cette partie. Une
fois de plus, il est remarquable que cette technique de synthèse ne fasse aucune hypothèse sur le
domaine de définition T du processus considéré. Seuls sont nécessaires le vecteur µ et la matrice
K. Bien entendu, il reste clair que la décomposition de Cholesky A.1.2 ou la SVD A.1.4 sont des
opérations dont la complexité en O (L3) peut devenir prohibitive si L est très grand. Dans le cas
d’un processus défini sur T = R2 comme ceux présentés en figure 2.5 page 32, on peut facilement
aboutir à L = 200× 200 = 40000, ce qui rend la technique présentée ici inutilisable. Une première
alternative est de considérer la synthèse d’un tramage du signal recherché suivie d’une addition-
recouvrement, comme définis en section 3.2 page 47. Une deuxième est d’exploiter les propriétés
des signaux stationnaires, si la fonction de covariance considérée est stationnaire 1.
A.2 Le cas stationnaire
Dans le cas où la fonction de covariance considérée est stationnaire et où on souhaite synthétiser
un processus gaussien centré sur une grille de points régulièrement échantillonnés, les résultats de
la section 2.5.3 peuvent être mis à profit pour réduire la complexité de la synthèse de O (L3) à
O (L logL), dominée par le calcul de transformées de Fourier discrètes. Supposons ainsi que T = ZD
et qu’on se donne une grille T de points dans T comme en 2.5.1 page 35. La fonction de covariance
k (t− t′), stationnaire, est supposée connue ainsi que sa transformée de Fourier discrète FD {k}.
En section 2.5.3 page 38, on a vu que les coefficients de la transformée de Fourier discrète s de s˜
sur T sont indépendants et qu’on a :
∀f, s (f) ∼ Nc (0,FD {k} (f)) .
Ainsi, pour générer une réalisation de s˜, il suffit de générer un bruit blanc gaussien r sur T ,
en calculer la transformée de Fourier discrète, et la multiplier point par point par
√FD {k}. La
forme d’onde correspondante s’obtient par transformée de Fourier inverse :
s˜ = F−1D {FD {k} · FD (r)} .
En figure A.1, j’ai représenté un exemple du procédé pour un processus défini sur T = Z2, dont
la fonction de covariance est l’exponentielle carrée 2.3.2 page 31. Bien qu’on ait L = 250000, la
synthèse de ces réalisations est effectuée en une fraction de seconde.
On a déjà vu plus haut en section 2.3 page 28 de nombreux autres exemples de réalisations de
processus gaussiens.
1. Une troisième possibilité, que je ne présenterai pas ici pour une raison de concision de l’exposé, est de considérer
la synthèse séquentielle du signal, pour laquelle la distribution de chaque portion est conditionnée aux échantillons
déjà générés, en utilisant les résultats 2.2.8 page 25.






















Figure A.1: Illustration d’une synthèse de processus gaussien de fonction de covariance EC. Le
nombre de points générés est L = 500× 500 = 250000.
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