ABSTRACT The vector approximate message passing (VAMP) soft frequency-domain equalizer (SFDE) has been proposed for turbo equalization. It consists of an inner soft equalizer (ISE) and an inner soft slicer (ISS), which iteratively exchange block-wise extrinsic information to improve the equalization performance, analogous to the outer turbo iteration between a soft equalizer and a soft decoder. However, a comparison of the VAMP-SFDE with other types of self-iterative SFDEs, including the self-iterative block-wise soft interference cancellation (SI-BSIC) SFDE and the generalized approximate message passing (GAMP) SFDE, is lacking. Moreover, comprehensive performance analysis for the VAMP-SFDE is yet to be performed. In this paper, relations among the VAMP-SFDE, the SI-BSIC-SFDE, and the GAMP-SFDE are first revealed. After that, the performance analysis is provided for the VAMP-SFDE and it leads to an improved semi-adaptive damping (SAD) scheme for maintaining the independence between the ISS and ISE. The resulting SAD-VAMP-SFDE shows improved mean square error (MSE) evolution curves compared with the original VAMP-SFDE. The SAD-VAMP-SFDE-based turbo equalization outperforms those using the SI-BSIC-SFDE or GAMP-SFDE and approaches the matched filter bound (MFB) over low signal-to-noise ratio region. To further demonstrate its superiority, the SAD-VAMP-SFDE is employed to enable a near-capacity transceiver design, which adopts the serial concatenation of an irregular convolutional code and a unity-rate code on the transmitter side.
I. INTRODUCTION
Turbo equalization is a well-known receiver technique for combating the inter-symbol interference (ISI) [1] . It generally consists of a soft-input soft-output (SISO) equalizer and an SISO decoder, which iteratively exchange extrinsic information to improve the detection performance. For a given channel coding scheme, the soft equalizer determines the performance of the turbo equalization. The maximum a posterior (MAP) [2] or the minimum mean square error (MMSE) soft
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equalizers are optimal, in the sense that they glean as much information about transmitted symbols as possible based on the received signal and the a priori information from the soft decoder. Even though, both schemes are impractical in complexity for high-order modulations and/or long multipath channels.
In [3] , a low-complexity soft equalizer was designed with the idea of soft interference cancellation (SIC) followed by linear filtering. It is essentially a linear minimum mean square error (LMMSE) equalizer with the a priori knowledge about equalized symbols available [4] . The initial SIC scheme [3] - [6] employing the a priori information from the decoder has been named the SIC-I, and it has been improved by the SIC-II and SIC-III [7] . The SIC-II simultaneously utilizes the a priori information of undetected symbols and the a posterior information of detected symbols for soft interference construction, as the equalization progresses [8] , [9] . Because the a posterior decision generally has a higher fidelity than the a priori decision, the SIC-II leads to a better equalization performance than that of the SIC-I. The SIC-III is similar to the SIC-II, except that the a posterior decisions are fed back in a block-wise fashion. It achieves a better complexity-performance tradeoff than the SIC-II and is a special case of the more general self-iterative block-wise SIC (SI-BSIC) scheme [10] , [11] , for which the a posterior decision feedback is repeated multiple times to achieve incremental gain.
Despite enhanced SIC schemes, the aforementioned LMMSE soft equalizer is in general suboptimal due to its linear constraint, and there is still a performance gap from an optimal MMSE soft equalizer. To narrow the performance gap while maintain a reasonable complexity, approximate Bayesian methods have been adopted to design soft equalizers in the last decade. The approximate message passing (AMP) [12] , [13] and the generalized AMP (GAMP) [14] , [15] are two typical examples. Both methods are self-iterative in nature and to decouple the information exchanged over self-iterations, an Onsager correction [12] , [16] is introduced. Their self-iterative behavior is characterized by a state evolution (SE) curve [14] , [16] . The GAMP has been employed to implement a soft frequency-domain equalizer (SFDE) [17] - [20] . The original (G)AMP algorithm assumes a large mixing matrix with independent identically distributed (i.i.d.) Gaussian entries [14] , [16] , which may not be satisfied for an equalization problem. In order to overcome the limitation of AMP and accommodate general matrices, improved algorithms including the unitary transformation-based AMP (UT-AMP) [21] , the vector AMP (VAMP) [22] , [23] and the orthogonal AMP (OAMP) [24] , have recently been proposed. The VAMP and OAMP belong to expectation propagation (EP)-type algorithms [25] , which have enabled many iterative receivers [26] - [31] . In particular, a VAMP-SFDE has been proposed in [28] .
The VAMP-SFDE, however, was not thoroughly investigated. First, the connection between the VAMP-SFDE and other self-iterative SFDEs including the SI-BSIC-SFDE and GAMP-SFDE, is yet to be revealed. Second, because practical channel matrices may not be Gaussian and rightrotationally invariant, effectiveness of the SE prediction as well as convergence performance for the VAMP-SFDE remains unclear. By addressing aforementioned questions, this paper makes the following contributions:
• First, relations among the VAMP-SFDE, GAMP-SFDE [17] , and SI-BSIC-SFDE, are revealed. It shows the SI-BSIC-SFDE is a simplified variant of the VAMP-SFDE and the GAMP-SFDE has a similar mechanism to the VAMP-SFDE except for the Onsager correction.
In terms of complexity, the three SISEs are comparable.
• Second, the SE analysis is performed for the VAMP-SFDE, and it leads to a semi-adaptive damping (SAD) scheme for improving the convergence and robustness of the VAMP-SFDE. The performance of the resulting VAMP-SFDE with SAD, named SAD-VAMP-SFDE hereafter, is then evaluated within turbo equalization. Both extrinsic information transfer (EXIT) and bit error rate (BER) results show the SAD-VAMP-SFDE outperforms the GAMP-SFDE and the SI-BSIC-SFDE.
• Third, a transmission scheme adopting the SAD-VAMP-SFDE based turbo equalization is designed. It introduces a unity-rate code (URC) precoding in addition to the channel coding. The channel encoder is an irregular convolutional code (IrCC) [32] , designed by matching the EXIT curve of the concatenation of the SAD-VAMP-SFDE and URC decoder. Such a transmitter design leads to a turbo equalization with three-fold iterative processing on the receiver side. The overall performance of the proposed transmission system is only 1.3 dB from the optimal performance under severe ISI channels. The rest of this paper is organized as follows. In Section II, the system model for a single-carrier block transmission is introduced, followed by a revisit of the VAMP-SFDE and a comparison among the VAMP-SFDE, SI-BSIC-SFDE, and GAMP-SFDE. In Section III, an SE analysis of the VAMP-SFDE leading to the SAD scheme is first presented. Afterwards, the performance of the resulting SAD-VAMP-SFDE is extensively investigated via numerical simulations. Section IV demonstrates a transmission system design using the SAD-VAMP-SFDE based turbo equalization, and Section V concludes the paper.
Notations: The (·) T and (·) H denote the transpose and Hermitian, respectively. The E(·) and Var(·) take the expectation and variance operations. For a matrix A, [A] ij represents the j-th element of the i-th row. For a vector x, [x] i represents its i-th element, Diag(x) returns a diagonal matrix with diagonal elements given by x. A complex Gaussian vector x ∈ C N with a mean m and a covariance matrix C is denoted as x ∼ CN (m, C). The I is an identity matrix of proper size.
II. SYSTEM MODEL AND THE VAMP-SFDE
A single-carrier block transmission with cyclic prefix (CP) is considered. At the transmitter, an information bit sequence is encoded, interleaved, then grouped into size-M tuples {c n }.
, is mapped to a symbol x n taken from a 2 M -ary constellation M = {α 1 , α 2 , . . . , α 2 M }.
At the receiver, the received time-domain signal over one block is given as
where into the a priori symbol probabilities P a , and the SBC is a symbol-to-bit convertor translating the extrinsic mean-vector r 1,K +1 and average-variance γ −1
into extrinsic bit LLRs L e E ). 
Due to the CP, for which 
Applying the DFT matrix on both sides of (2) as in [17] , one obtains the following frequency-domain model
where z = Fy, and it is easy to verify w = Fw obeys the same distribution as w. Based on (3), the VAMP-SFDE is revisited and compared with other self-iterative SFDEs.
A. THE VAMP-SFDE REVISIT
In Fig. 1 , a turbo equalization scheme adopting the VAMP-SFDE [28] is shown. From the figure, the VAMP-SFDE consists of an inner soft equalizer (ISE) and an inner soft slicer (ISS). For the ISS, its input a priori symbol probabilities, P a (x n = α i ), are computed by the BSC with the a priori bit log-likelihood-ratios (LLRs), L a E (c q n ), coming from the SISO decoder as
where the symbol α i maps to a size-M bit tuple
The P a (x n = α i ) together with the extrinsic mean vector r 1,k and average variance γ −1 1,k from the ISE are used to compute the a posterior symbol probability, P(x n = α i ), based on which the a posterior mean-vector x 1,k and the average variance η −1 1,k of x are conveniently obtained. After that, the output of the ISS is obtained by applying the Onsager correction as
The ISE is actually identical to the soft LMMSE equalizer with a concise derivation of the extrinsic information [6] . The a posterior mean-vector x 2,k of the ISE is computed as
where D k is a diagonal matrix with its n-th diagonal
, the output of the ISE to the ISS is obtained as
where the Onsager correction is again applied. In the final K -th self-iteration, the ISE outputs the extrinsic mean-vector r 1,K +1 and average variance γ −1
1,K +1 , with which the extrinsic bit LLRs are computed in the SBC unit as (8) , as shown at the bottom of this page. The self-iteration of the VAMP-SFDE is summarized in Algorithm 1.
B. COMPARISON WITH OTHER SELF-ITERATIVE SFDEs 1) SI-BSIC-SFDE
For the SI-BSIC-SFDE derived from the SIC-III [7] , the a posterior soft decisions are repeatedly fed back in a blockwise fashion. It is easy to verify the SI-BSIC-SFDE is equivalent to the VAMP-SFDE with γ 1,k ≡ 0, such that γ 2,k = η 1,k , r 2,k = x 1,k in lines 4-5 of Algorithm 1. The ISS thus outputs the a posterior information instead of the extrinsic information over self iterations, and the final output r 1,K +1 may not be independent of the initial input x 1,0 . In other words, the independence constraint is not met, which may affect the convergence of an SI-BSIC-SFDE based turbo equalization.
2) GAMP-SFDE
To facilitate the comparison with the VAMP-SFDE given in Algorithm 1, the ISE of original GAMP-SFDE [17] is purposely presented in the LMMSE form in Algorithm 2. It can be verified this alternative form of the GAMP-SFDE in Algorithm 2 is equivalent to that in [17] . Compare with the VAMP-SFDE, the GAMP-SFDE has no Onsager correction for the ISS. As to the ISE, the GAMP-SFDE introduces an
Algorithm 1 Self Iteration of the VAMP-SFDE
2:
8:
as seen in line 7 of Algorithm 2, where the e k accounts for the equalization error z − SF x 2k over all previous self-iterations (see line 8 in Algorithm 2). The GAMP-SFDE Onsager correction, however, is problematic under channels with severe frequency selectivity. In such cases, some diagonal elements of S defined after (2) thus S H (I − ν k ) approach zero. As a result, the corresponding equalization errors in e k cannot be effectively incorporated via the Onsager correction term g. The GAMP-SFDE therefore reduces to the SI-BSIC-SFDE.
3) COMPLEXITY COMPARISON
A brief complexity comparison is performed for the VAMP-SFDE, the GAMP-SFDE [17] , the LMMSE-SFDE obtained as the VAMP-SFDE with no inner iterations (K = 0), and the SI-BSIC-SFDE. A size-N FFT operation incurs N 2 log 2 N complex multiplications (CMs), and the exp(·) operation is calculated via a piecewise linear function. The incurred number of CMs and real multiplications (RMs) are compared in Table 1 for the aforementioned soft equalizers. It is clear the VAMP-SFDE, the GAMP-SFDE, and the SI-BSIC-SFDE are comparable in complexity.
III. PERFORMANCE ANALYSIS VIA NUMERICAL SIMULATIONS
A single-carrier block transmission system, which has a block size N = 1024 and a CP length L cp = 10, is considered. It employs a rate-1/2 recursive systemic convolutional (RSC) code with a generator polynomial (3, 2) 8 and the Log-MAP soft decoding [33] .
A. SE ANALYSIS AND SEMI-ADAPTIVE DAMPING (SAD) SCHEME
The MSE evolution of the VAMP algorithm over selfiterations can be predicted by the SE equations [22] , which are also applicable to the VAMP-SFDE and omitted here for brevity. According to [22] , when the linear mixing matrix (H in (2) Fig. 2 , where the MD-6, MD-8, and Proakis-C channels manifest severe frequency selectivity, The a priori LLRs of the VAMP-SFDE were artificially generated based on the a priori mutual information I E in set as 0.8 [35] , [36] . The simulated MSE in the k-th self-iteration was calculated as MSE = E x 2,k − x 2 .
The results are shown in Fig. 3 , where the blue curves corresponding to the VAMP-SFDE are discussed first. Under the mild Proakis-A channel, the simulated MSE curve of the VAMP-SFDE agrees very well with the predicted one, even though the underlying channel matrix H is not rightrotationally invariant. Under remaining channels with high frequency selectivity, however, the simulated MSEs deviate from the SE predictions and eventually diverge as the selfiteration continues.
For AMP-type algorithms, damping technique has proved to be an effective way to address the aforementioned divergence issue [37] - [39] . Herein, an improved damping setting is introduced for the VAMP-SFDE under severe channels. Specifically, lines 2 and 8 of Algorithm 1 are modified as VOLUME 7, 2019 follows [
where θ ∈ (0, 1] is a damping factor. A smaller θ corresponds to a larger damping and there is no damping if θ = 1. It is difficult, if not impossible, to derive an optimal damping factor. Instead, one resorts to numerical solutions. In Fig. 4 , MSEs of the VAMP-SFDE as functions of the damping factors are depicted under multiple channels. In the simulations, the number of self-iterations for the VAMP-SFDE was 4 and a QPSK modulation was adopted. From the figure, a good choice of the damping factor shall fall in the range of [0.65, 0.70], despite the channel conditions. Based on the observations, we propose a heuristic SAD scheme which adaptively selects the damping factor as follows
• Initialize a damping set: = {0.65, 0.67, 0.70}, where an intermediate value, 0.67, is included in addition to the two end points;
• Define a cost function: J (θ ) = z − SF x 1,k 2 , where x 1,k is from (9);
• Determine the optimal damping factor that minimizes the cost function as: The SE analysis for the SAD-VAMP-SFDE is shown in Fig. 3(b), 3(c) and 3(d) . Compared with the VAMP-SFDE without damping, the SAD-VAMP-SFDE addresses the divergence issue, despite a decreased convergence speed. The simulated MSEs agree well with the SE predictions in initial 3-4 self-iterations, and stay constant afterwards. The reason is that the circulant channel matrix H does not meet the right-rotationally invariant requirement, leading to a short constraint length and thus limited iterative gain.
B. CONVERGENCE AND PERFORMANCE OF TURBO EQUALIZATION
In this subsection, we investigate the convergence and performance of four turbo equalization schemes employing the LMMSE-SFDE, the SI-BSIC-SFDE, the GAMP-SFDE, and the SAD-VAMP-SFDE, respectively.
1) CONVERGENCE INVESTIGATION
The EXIT chart is a powerful tool to investigate the convergence of turbo equalization [40] . When the independence constraint is met, it can predict the iterative trajectory and performance. However, a violation of the independence constraint will make the actual trajectory deviate from the predicted path [35] , [41] . The satisfaction of the independent constraint of a soft equalizer can be measured by the correlation between its input a priori information and output extrinsic information [42] . Before the EXIT chart results are demonstrated, a numerical analysis on the correlation of the SISEs is first provided. In the simulation, BPSK modulation and the MD-6 channel were used and the SNR was 7 dB. At the receiver, the input a priori LLRs to the soft equalizer was artificially generated based on transmitted bits and noise variance [35] . The correlation values, ρ d , between the output extrinsic LLR at position i and the input LLR at position i + d were then computed. Simulation results are shown in Fig. 5 , where the sample number of each Monte Carlo simulation was set to 3000 and the number of self-iterations was 4.
The correlation ρ 0 at d = 0 reflects the satisfaction of the independent constraint. As expected, ρ 0 = 0 for the LMMSE-SFDE as the independent constraint was completely met, whereas the SI-BSIC-SFDE has the largest ρ 0 value. The GAMP-SFDE produces a moderate ρ 0 , with the help of Onsager correction. The ρ 0 of the SAD-VAMP-SFDE approaches zero, attributed to the proposed SAD scheme and Onsager corrections. The correlation ρ d at d = 0 indicates the information of a given bit gleaned from its neighbors. Clearly, all three self-iterative SISEs outperform the LMMSE-SFDE in this regard.
Next, the EXIT chart results are presented in Fig. 6 , where the MD-6 channel and QPSK modulation were adopted for simulations. Obviously, the trajectories of the LMMSE-SFDE and the SAD-VAMP-SFDE agree well with their EXIT curves regardless of E b /N 0 (i.e. the SNR per bit) conditions, attributed to the satisfaction of the independent constraint.
For the SI-BSIC-SFDE and GAMP-SFDE, however, their trajectories deviate from the EXIT curves. At a low E b /N 0 , the iterative trajectory of the SI-BSIC-SFDE doesn't progress with more turbo iterations, despite a wide tunnel. In summary, the EXIT chart results match the correlation results in Fig. 5 .
2) BIT ERROR RATE (BER) PERFORMANCE
For QPSK transmissions over the Proakis-C, MD-6 and MD-8 channels, BER performances of turbo equalization schemes with different soft equalizers are compared in Fig. 7 , where the matched filter bound (MFB) is also included as a performance reference. In particular, turbo equalization employing the damped GAMP-SFDE [37] is also included for comparison. The damped GAMP-SFDE is achieved by changing lines 2 and 8 of Algorithm 2 as follows
where the damping factor θ G is chosen as θ G = 0.98 √ 4/κ, with κ being the peak-to-average ratio of s [37] . The number of inner iterations was set to 4 for the three SISEs, and the number of outer turbo iterations was 50.
Obviously, turbo equalization using SISEs significantly outperforms that using the LMMSE-SFDE in general. The proposed SAD-VAMP-SFDE consistently performs best among all SISEs, despite the channel condition. The VAMP-SFDE performs well under the Proakis-C channel while suffers performance divergence with the MD-8 channel. The divergence has already been observed in Fig. 3(d) and it is caused by the inaccurate extrinsic information exchanged between the ISS and ISE due to the violation of the rightrotationally invariant requirement under severe channels. The damped GAMP-SFDE achieves consistent performance gain over the original GAMP-SFDE.
In Fig. 8 , the BERs are plotted as a function of the number of turbo iterations to compare the convergence speed. Clearly, at the same SNR condition, the SAD-VAMP-SFDE converges faster than other SISEs. This observation indicates the SAD-VAMP-SFDE excels also in the convergence speed in addition to the performance.
Last, the impact of the self-iteration number on the performance of the VAMP-SFDE and SAD-VAMP-SFDE based turbo equalization schemes is demonstrated in Fig. 9 , where the MD-6 channel has been simulated. For the VAMP-SFDE, the turbo equalization performance nevertheless decreases as the self iteration continues over the low E b /N 0 region, which coincides with the result in Fig. 3(c) . With the help of the SAD, the performance of the SAD-VAMP-SFDE based turbo equalization keeps improving with the self-iteration number, verifying the effectiveness of self-iterative mechanism for a soft equalizer.
IV. NEAR-CAPACITY TRANSCEIVER DESIGN BASED ON THE SAD-VAMP-SFDE
The SAD-VAMP-SFDE has proved to be a preferred SISE for practical use. In this section, a near-capacity transceiver design is proposed and it adopts the SAD-VAMP-SFDE based turbo equalization on the receiver side.
Let
denote the EXIT equation of a soft decoder. According to the rate property [43] , the rate of the channel code is approximated by
the EXIT equation of a soft equalizer and the area under this EXIT curve is
it is possible to achieve error-free transmission at an information rate up to [32] , [40] 
where the constellation parameter M denotes the number of bits per symbol. In Fig. 10 , R max curves as a function of E b /N 0 for the SAD-VAMP-SFDE and the LMMSE-SFDE under the MD-6 channel with QPSK modulation are shown, and the result for the optimal MAP equalizer is also included as the approximate uniform input capacity [32] , [44] of the MD-6 channel. From the figure, for a target maximum information rate of 1 bit/s/Hz, the SAD-VAMP-SFDE based iterative receiver is only 0.5 dB away from an optimal MAP receiver. Next, we focus on the design of a rate-1 2 channel code for a system employing QPSK modulation with the assumption that the symbol rate equals to the bandwidth. We start the discussion by first introducing a unity-rate code (URC) between the channel encoder and the constellation mapping. The purpose is to make the EXIT curve of the combination of the SAD-VAMP-SFDE and URC decoder approach (1, 1) point, such that the performance of the channel decoding can be maximized.
A. URC PRECODING
As shown in Fig. 6(d) , the endpoint of the SAD-VAMP-SFDE EXIT curve cannot reach the (1, 1) point under the MD-6 channel at a low SNR. This is due to the finite memory of the ISI channel, which leads to a poor distance spectrum affecting the decoding performance [1] . This fact motivates us to introduce a precoder with infinite memory between the channel encoder and the ISI channel so as to improve the distance spectrum. A URC with generator polynomial G(D) = 1/(1 + D) was chosen. An interleaver ( 2 ) for randomizing the extrinsic outputs of the URC decoder was placed between the URC encoder and the constellation mapper, leading to a transmitter design shown in the upper half of Fig. 11 . Corresponding to such a transmitter design, a threefold iterative receiver system [40] , [45] as shown in the bottom half of Fig. 11 , is adopted. The inner two-fold iterative subsystem made up of the SAD-VAMP-SFDE and the URC decoder is named the SAD-VAMP-SFDE-plus-URCD. The EXIT curves of the SAD-VAMP-SFDE-plus-URCD at E b /N 0 of 5.2 dB and 6.0 dB are shown in Fig. 12 , where the number of iterations between the SAD-VAMP-SFDE and the URC decoder was set to 3. At E b /N 0 = 5.2 dB, A E = 0.5138 which is barely larger than the coding rate 0.5 so it is theoretically possible to achieve error-free detection if the channel coding is properly designed. 
B. MATCHING IRREGULAR RECURSIVE CONVOLUTIONAL CODE
To approach the capacity, the irregular convolutional code (IrCC) is chosen as it can adjust the shape of its EXIT curve to match that of the SAD-VAMP-SFDE-plus-URCD in turbo equalization. The IrCCs have been widely used in many applications including the near-capacity MMSE turbo equalization [45] , [46] , cooperative multi-user communications [47] , and space-time block code designs [48] , [49] , etc.
The IrCC is designed as a weighted combination of a set of 17 subcodes with different rates. The k-th subcode has a coding rate r k = 0.1 + (k − 1) × 0.05 and a weighting coefficient ω k ∈ [0, 1]. Given a target rate R IrCC C , the following equality shall be met 
The EXIT curve of the matched IrCC is plotted in Fig. 12 , where the tunnel between the SAD-VAMP-SFDE-plus-URCD EXIT curve at E b /N 0 = 5.2 dB and the IrCC EXIT curve is very slim as expected. Due to the length limitation of the interleavers ( 2 15 bits for both 1 and 2 ) leading to non-Gaussian distributed a priori LLRs [40] , [50] , the actual trajectory does not pass the tunnel at E b /N 0 = 5.2 dB. Instead, the trajectory at a higher E b /N 0 of 6 dB is shown in Fig. 12 . Obviously, it converges to the (1, 1) point, despite a deviation from the EXIT curves.
C. PERFORMANCE
The performance of the proposed system with three-fold iterative receiver scheme in Fig. 11 was investigated and compared with the original system with two-fold iterative receiver in section III. For the simulations, the MD-6 channel and QPSK modulation were adopted and the maximum number of the turbo iterations was set as 50. The results are shown in Fig. 13 , where the performance of a near-capacity transceiver system obtained by replacing the SAD-VAMP-SFDE with the optimal MAP equalizer in Fig. 11 is also included as a reference. From the figure, the performance gain of proposed system over the original system was obvious attributed to the specifically designed URC and IrCC. At the BER level of 10 −5 , the proposed systems adopting the MAP equalizer and the SAD-VAMP-SFDE are 0.65 dB and 0.80 dB away from their approximate uniform input capacities, respectively. The performance loss is due to the gap between the matched IrCC and a perfect channel coding [51] as well as the limited interleaver lengths [40] , [50] .
In summary, the proposed system with the SAD-VAMP-SFDE is only 1.3 dB from the approximate uniform input capacity achieved via an ideal channel coding and the MAP equalizer.
V. CONCLUSION
The self-iterative vector approximate message passing (VAMP) soft frequency-domain equalizer (SFDE) was revisited. First, it was compared with other self-iterative soft equalizers (SISEs), including the self-iterative block-wise soft interference cancellation (SI-BSIC) SFDE and the generalized approximate message passing (GAMP) SFDE. It was shown the SI-BSIC-SFDE is a simplified variant of the VAMP-SFDE and the GAMP-SFDE has a similar structure to the VAMP-SFDE except for the Onsager correction term in the extrinsic information computation. In terms of complexity, the VAMP-SFDE is comparable to the other two SISEs. Second, state evolution (SE) analysis was performed for the VAMP-SFDE, and it led to an improved semi-adaptive damping (SAD) setting. The resulting SAD-VAMP-SFDE together with the GAMP-SFDE and SI-BSIC-SFDE, were then compared via EXIT chart analysis and bit error rate (BER) within the scope of turbo equalization. Under highly frequencyselective channels, the proposed SAD-VAMP-SFDE outperforms the other SISEs and approaches the matched filter bound (MFB) over lower SNR region. Last, a near-capacity transceiver scheme was proposed. It included a URC precoding in addition to a matching IrCC channel coding at the transmitter and employed a three-fold iterative detection scheme on the receiver side. It achieved considerable performance gain over a transmission system without specific design of the channel coding. 
