Abstract. In this short article, we shall try to find an explicit formula for Maslov index of triangles joining intersections points of three half-dimensional tori in the symmetric product of a surface. The method will also yield a formula for the intersection number of such a triangle with the flat diagonal in the symmetric product. We shall also show how having a nice Heegaard diagram suffices to get a combinatorial count for the triangle map.
Introduction
In [3] , Peter Ozsváth and Zoltán Szabó introduced Heegaard Floer homology for closed 3-manifolds. There are various versions, but all of them involved counting number of points in the reparametrised moduli space, coming from Maslov index 1 discs joining certain intersection points. In [4] , Jacob Rasmussen gave a formula, depending only on the combinatorial information coming from a 2-chain in the Heegaard diagram representing such a disc, which related the intersection number of the disc with the flat diagonal in a certain symmetric product, with its Maslov index. Robert Lipshitz gave a cylindrical reformulation of the whole theory in [1] , and using Rasmussen's formula, he was able to determine the Maslov index of such discs.
However in [2] , Ozsváth and Szabó showed that given a cobordism between two 3-manifolds, there is an induced map on the Heegaard Floer homologies. This again involves counting number of points in the moduli space, coming from Maslov index 0 triangles joining three intersection points in some symmetric product. Such triangles can again be represented by 2-chains in the Heegaard diagram, and we try to get a formula to determine the Maslov index of such triangles.
In Section 2, we shall give the general setting for the whole construction, fix many notations, and explicitly write down our formula. In Section 3, we shall state and prove many properties of Maslov index and of our formula. In Section 4, we shall prove the main result that our formula actually does compute the Maslov index, in Section 5, we shall explicitly do a computation, and finally in Section 6, we shall give an application.
Setting
Let (Σ, α, β, γ, w) be the given pointed Heegaard diagram. Throughout the article, g will denote the genus of Σ, and k will denote the number of α circles (which is also the number of β or the number of γ circles). We shall often denote the individual circles as α 1 , α 2 , . . . , α k , though the numbering is mostly arbitrary. The (k − g + 1) tuple of basepoints is denoted by w = (w 1 , w 2 , . . . , w k−g+1 ), one in each connected component of Σ \ α or of Σ \ β or of Σ \ γ. The most common case is k = g.
These α, β and γ circles give three k-dimensional tori T α , T β and
A triangle joining x, y and z is a map U from the closed unit disc D to Sym k (Σ), mapping 1 to y, e 2π 3 to z, e 4π 3 to x, the arc from 1 to e 2π 3 to T α , the arc from e 2π 3 to e 4π 3 to T β , and the arc from e 4π 3 to 1 to T γ . Often by triangle we mean homotopy classes of such triangles, where the homotopy is through triangles with same boundary conditions. Given x, x ′ ∈ T β ∩ T γ , a bigon joining x to x ′ is a map U x from the unit disc D to Sym k (Σ) mapping (−1) to x, 1 to x ′ , the positively oriented arc from (−1) to 1 to T β and the other arc to T γ . Given a triangle U joining x, y and z, and a bigon U x joining x to x ′ , we have a triangle, often denoted by U + U x joining x ′ , y and z. We have similar results for bigons joining y to y ′ or bigons joining z to z ′ . Such triangles and bigons are often represented by 2-chains on Σ. The coefficient of the 2-chain in a component of Σ \ (α ∪ β ∪ γ) is the intersection number of the disc U with {a point in the region}×Sym k−1 (Σ). For g > 2, the 2-chain is enough to recover U.
Given a 2-chain φ, let a(φ) (resp. b(φ), c(φ)) denote ∂φ |α (resp. ∂φ |β , ∂φ |γ ). Let
Given an 1-chain a supported on α, and another 1-chain b supported on β, we can define b.a as follows. Orient all the β circles, and fix an orientation on Σ. This gives four possible directions to translate b, such that after small translations in each of the directions, no end point of a lies on the translate of b, and no endpoint of the translate lies on a. Thus we can define the intersection of each of the translate with a, and b.a is the average of the four. This is clearly seen to be well-defined. We can similarly define c.b or a.c, for some 1-chain c supported on γ.
A point x ∈ T β ∩T γ is given by a k-tuple of points in Σ as x = (x 1 , x 2 , . . . , x k ). Define µ x i (φ) to be the average of the local coefficients of φ on the four sides of x i , and define µ x (φ) = µ x i . We can define µ y (φ) and µ z (φ) similarly. We define e(φ) to be Euler measure of the domain. If we fix a metric under which all intersections among α, β or γ are at right angles and the circles themselves are geodesics, then e(φ) is ). For a 2-chain φ to represent a bigon joining x to x ′ , we must have ∂b(φ) = x ′ − x (and hence ∂c(φ) = x − x ′ ). Similarly for φ to represent a triangle connecting x, y, z, we must have ∂b(φ) = x − z and ∂a(φ) = z − y. We remark here that it is often useful to remember that ∂a(φ) α∩β = z = z i . Given a 2-chain φ in Σ, representing either a bigon or a triangle, let µ(φ) denote its Maslov index, and i(φ) denote its intersection with the flat diagonal in the symmetric product. Note that both are well defined, as each depends only on the homotopy class of the triangle or the bigon.
For a triangle φ, we define µ After fixing orientation on Σ and on the β circles, for each point on the β circles, we have four well defined corners, NE, NW, SW, SE, and we can translate b(φ) slightly in each of these four directions to get
By travelling along b N E from NE corner of z to NE corner of x, we see that, {coefficient of φ at NE corner of x}={the coefficient of φ at NE corner of y}−b N E .(a + c). We have similar results for the other corners, and taking averages, we get
If ψ denotes a bigon joining z to z ′ , then by a similar argument we have µ z (ψ) = µ z ′ (ψ) − b(ψ).a(ψ). Thus from Lipshitz's formula [1] , we have µ(ψ) = e(ψ) + 2µ z + b.a, and from Rasmussen's formula [4] , we get i(ψ) = 2µ z + b.a − e(ψ). Also, if φ is a triangle joining x, y, z, then φ + ψ denotes a triangle joining x, y and z ′ , and we know that µ(φ + ψ) = µ(φ) + µ(ψ) and i(φ + ψ) = i(φ) + i(ψ). Similar properties hold for µ ′ and i ′ .
Proof. We know e(φ + ψ) = e(φ) + e(ψ), so for either statement, we only need to prove
We can come from z to x along b(φ), and this gives µ
.a(ψ) finishes the proof. Now, let us do a small isotopy on α circles to get α ′ . Let α t denote the isotopy with α 0 = α and α 1 = α ′ . We require the isotopy to satisfy α t = α near α ∩ β and α ∩ γ. Then a triangle φ (by which we also mean a 2-chain φ representing a triangle) joining x, y, z in (Σ, α, β, γ) naturally gives a triangle φ ′ in (Σ, α ′ , β, γ) joining x, y, z. Proof. In the symmetric product, u = φ ′ − φ is a bigon joining y to z with one part of the boundary lying in T α and the other part of boundary in T α ′ . We can define µ(u) and i(u) and they satisfy
. We can trivialise the tangent bundle to Sym k (Σ) near u, and using the fact that the tangent subspaces of T α and T α ′ are the same near y and z, we have µ(u) = 0.
Note that the flat diagonal does not intersect T α t for all t ∈ [0, 1], and u = ∪ t∈[0,1] a(φ t ) where by abuse of notation a(φ t ) denotes the boundary of the triangle φ t in the symmetric product restricted on T α t . Thus i(u) = 0.
It is interesting to note that µ ′ and i ′ have similar properties.
Proof. The isotopy α t can be thought of a finite sequence of steps, where at each step, exactly one of the following happens. We either don't change the topology of the picture, or we increase the number of intersection points between α i and β i by 2, or we increase the number of intersection points between α i and γ i by 2.
In the first case, µ ′ and i ′ clearly do not change, and since µ ′ and i ′ are symmetric, the other two cases are similar. So we only do the third case.
Since α = α ′ near x and y, the local coefficients near x and y don't change, and we
. By drawing an extra γ circle as in Figure 1 , it is an easy verification that e doesn't change.
In both the cases, similar properties hold for isotopies of β and γ circles. Finally let us do a very special case. Let φ (as a 2-chain) be a disjoint union of k embedded triangles which joins x, y and z. Then we know that µ(φ) = i(φ) = 0. , µ x (T ) = µ y (T ) = 1 4 . As the triangles are disjoint, so b.a is additive. We get µ
Proof. Fix an orientation on Σ and all the γ circles. Take a point just above y i on α i , and draw an embedded path from that point to a β i , which stays close to γ i , and spirals away from it, and is homotopic to −c i (φ) (the homotopy being relative to α i and β i and in a small neighbourhood of γ i ). Make a finger at α i near the starting point, and push it along this path all the way. Whenever it encounters other α circles, push them alongwith, and whenever it encounters β circles, make it intersect. Let z ′ and z ′ . Also note that the isotopy of the α circle did not change α near the original intersection points, and hence φ in H gives a 2-chain φ ′ in H ′ also joining x, y and z, and with the same values of µ, µ ′ , i, i ′ . Let ψ be the bigon joining y ′ to y, supported in the small neighbourhood of γ, with c(ψ) = c(φ) − c(u). This bigon exists from the very construction of the isotopy.
This shows that c(φ
, and so φ ′ − u − ψ is a bigon joining z ′ to z. If m denotes either µ or µ ′ , and if ι denotes either i or i ′ , we have,
. This completes the proof.
It is quite clear that such methods can be generalised to find Maslov index and intersection number of squares and pentagons and so on. Let us quickly set up the notations, and give an outline of the general case. In a genus g surface Σ, let there be k of each of α i circles, i running from 1 to n. So in Sym k (Σ g ), there are n half-dimensional tori T α i . An "engon" φ is a map from a disc with n marked points p 1 , p 2 , . . . , p n on its boundary (the points being in that order with the positive orientation) to Sym k (Σ), such that the arc from p i to p i+1 maps to T α i . We denote the corresponding 2-chain in Σ also by φ. Let a i (φ) = ∂φ |α i . Also let µ p i denote the point measure of the image of p i in Σ. Now we are ready to state the general formula.
Proof. After doing some isotopies as in the previous proof, we get a 2-chain φ ′ in a different Heegaard diagram, with µ(φ) = µ(φ ′ ) and i(φ) = i(φ ′ ), such that φ ′ = u + ψ, where u is a triangle supported near α 1 circles, connecting p 1 , p 2 and a new point q ∈ T α 2 ∩ T α n , and ψ denotes a map from a disc with (n − 1) marked points q, p 3 , . . . , p n on the boundary to the symmetric product, with the arc from q to p 3 mapping to T α 2 and the arc from p n to q mapping to T α n . Thus we have µ(φ) = µ(u) + µ(ψ) and
By an induction on n, we can assume µ(ψ) = e(ψ)+µ q (ψ)+µ
.a 2 (u) finish the induction.
An example
Let φ be a triangle joining x, y and z, and P be a triply periodic domain. Then φ + P is also a triangle joining x, y and z, and from the absolute grading formula in [2] , we get, µ(φ + P ) − µ(φ) = 2n w (P ) + c 1 (sw(φ+P )) 2 −c 1 (sw(φ)) 2 4 . The right hand side simplifies to 2n w (P ) + c 1 (s w (φ)), P + P 2 , where by a horrible abuse of notation, P denotes both the cohomology class and the homology class in this expression.
But we have from [2] , c 1 (s w (φ)), P = e(P ) + #(∂P ) − 2n w (P ) + 2σ(φ, P ), where σ denotes the dual spider number. Thus we get, µ(φ + P ) − µ(φ) = e(P ) + #(∂P ) + 2σ(φ, P ) + P 2 . We shall now check directly that our formula satisfies this. We have already seen that our formula is symmetric in x, y, z, so we use a more symmetric version where µ = e + (µ x + µ y + µ z ) + (µ x (P )) + (b(φ).a(P ) + b(P ).a(φ) + b(P ).a(P )). From the way the cohomology class of P is defined, we directly see that P 2 = (b.a)(P )(= (c.b)(P ) = (a.c)(P )). Thus we only need to show that 2 3 (µ x (P )) + 1 3 (b(φ).a(P ) + b(P ).a(φ)) − #(∂P ) = 2σ(φ, P ).
To calculate σ(φ, P ), we can choose the interior points x ′ , y ′ and z ′ to be very close to x, y and z respectively. Let us calculate σ with respect to x ′ . Choose pathsb andc from x ′ to b(φ) and c(φ) respectively to be very small and supported near x. Choose a pathã from x ′ to a(φ) running parallel to c(φ). Then n x ′ (P ) +b.{translate of b(P )}+c.{translate of c(P )}= µ x (P ) − (#(∂P |α )). We could have instead chosenã to be parallel to −b(φ), and would have had b(φ).a(P ) instead of −c(φ).a(P ). Adding, we get 2σ(φ, P ) = 2µ x (P ) − #(∂P ) + b(φ).a(P ) − c(φ).a(P ). We get similar expressions from y ′ or z ′ , and on averaging we get 2σ(φ, P ) = 2 3
(µ x (P )) + (b(φ).a(P ) + b(P ).a(φ)) − #(∂P ). This completes the verification.
An application
Let us call a Heegaard diagram to be nice, if all the regions except the one containing the basepoint w are either 2-gons, 3-gons (positively oriented or negatively oriented) or 4-gons (4-gons could be bicoloured or tricoloured). We show, following methods from [5] , that the count of holomorphic triangles in such cases, is combinatorial. We shall use the words "bigons" or "triangles" to denote the holomorphic objects in the symmetric product, and "n-gons" to denote regions in the Heegaard diagram.
We choose a complex structure on the symmetric product sufficiently close to one coming from Σ. Let φ be a triangle connecting x, y and z, and which avoids basepoint w. For the moduli space of φ to be non-empty, φ must have non-negative coefficient everywhere, and i(φ) ≥ 0. . Thus equality must hold throughout, and i(φ) = 0. We also see that φ is tiled by 4-gons and exactly k positively oriented 3-gons.
Thus φ can be actually represented by k maps from the triangle to Σ. Let φ i denote the i-th map, connecting x i , y i and z i , and let α i , β i and γ i be the circles passing through those points. Since moduli space of φ is the product of the moduli spaces of φ i , so for the moduli space of φ to be non-empty, each of these moduli spaces have to be non-empty. Thus each φ i has to be a positive domain with i(φ i ) ≥ 0. Thus the previous theorem applies (with k = 1) and i(φ i ) = 0 and φ i is tiled by 4-gons and one positively oriented 3-gon. To understand the moduli space of φ, it is enough to understand the moduli space of each of φ i . We shall in fact show, the moduli space of each φ i (and hence φ) has exactly one point. To show this, we prove below that φ i is an embedded triangle. Note however, φ in general will not be a disjoint union of k embedded triangles.
Theorem 6.2. With conditions as above, φ i is an embedded triangle.
Proof. Let φ i denote the 2-chain and let f i denote the map from the triangle T to Σ (so image of f i is φ i ). Since the pullback of the moduli space in the moduli space of T is 0-dimensional, so there are no double points, and f i maps boundary of T to boundary of φ i . So f i is a local diffeomorphism. Look at the preimages of α, β and γ arcs in the triangle T . They give a cell decomposition of T . By abuse of notation, we shall call the preimages of the α (resp. β, γ) as α (resp. β, γ) arcs. Under the pullback metric, these arcs are again geodesics, and intersect each other at right angles, and thus each region in T must have non-negative e. Thus any γ arc (by which we mean a preimage of a γ arc) that enters T through an α arc must leave T through a β arc, or else some region has negative e. Also there cannot be closed loops, for then the complement has negative e. Thus by an easy induction, we see that the tiling on T must be such that all the arcs are parallel to the boundary sides, with a 3-gon in the middle, tri-coloured 4-gons on its three sides extending all the way to the sides of T , and bicoloured 4-gons near the three corners of T (as shown in Figure 2 ). It is clear that f i maps interior of each 1-cell in T to the interior of an 1-cell in Σ diffeomorphically. From the local diffeomorphism condition, it follows that f i also maps interior of each 2-cell diffeomorphically to interior of some 2-cell in Σ. Thus f i can be regarded as a PL map.
If f i is not injective, then since the map is a PL map, some 2 vertices p, q of T map to the same point. All the vertices of T are naturally grouped into 3 groups based on which corner of T they are close to, and p and q have to be from the same group. Let us assume both p and q are on the intersections of (preimages of) α and β arcs in T . If we move along α arc starting from f i (p) = f i (q), its preimages also move along α arcs starting from p and q. There are two cases.
If q moves opposite to the direction in which p moved (they are moving on parallel lines, the notion of opposite being the natural one), then they also have to move in the opposite direction along β arcs for f i to be orientation preserving. Now consider the sub-square S whose two diametrically opposite corners are p and q. The two 1-chains in ∂S from p to q map to the same arc in Σ, but with opposite orientation. If any side of S has even number of 1-cells, it is very easy to construct a point on the 1-skeleton of S whose neighbourhood does not map diffeomorphically to a neighbourhood of its image. Otherwise, we can find an elementary subsquare S ′ (one whose 1-skeleton is ∂S ′ ), such that f i restricted to S ′ has similar boundary conditions. Since f i restricted to the interior of S ′ , is a diffeomorphism, this is a contradiction. If q moved in the same direction as p moved, then they have to move in the same direction even if we move them along the β arcs. Then we can move one of p and q (say q) to a vertex of the 3-gon in T . Then we have a vertex of the 3-gon, and some other vertex mapping to the same point in Σ, but since the 1-skeleton near these points do not look the same locally in T , so f i cannot be a PL map, a contradiction.
So in either case, we see that f i is an embedding.
Conclusion
We note that the observation of the previous section will only be of importance if there is an actual algorithm to get a nice Heegaard diagram to represent the 2-handle additions along framed links in a three manifold.
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