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NEURAL NETWORKS BASED NON-UNIFORM SCALAR QUANTIZER DESIGN WITH 
PARTICLE SWARM OPTIMIZATION 
 
 










Quantization is a crucial link in the process of digital 
speech communication. Non-uniform quantizer such as 
the logarithm quantizers are commonly used in practice. 
In this paper, a companding non-uniform quantizer is 
designed using two neural networks to perform the 
nonlinear transformation. Particle swarm optimization is 
applied to find the weights of neural networks such that 
the signal to noise ratio (SNR) is maximized. Simulation 
results on different speech samples are presented and the 
proposed quantizer design is compared with the logarithm 





Quantization is the representation of a large set of 
information elements with a much smaller set. It is an 
important issue in speech coding. Before the speech 
signal is coded to transmit in the digital channel, the 
original sound signal sequence x(n) should be quantized 
into y(n) with certain bit rate. In this process, some 
information is inevitably lost, unless the quantization bit 
rate is infinite. Thus, the key task of quantization design is 
to minimize this loss. Two categories of criterions are 
applied to evaluate the information loss, namely 
subjective criterion and objective criterion. Subjective 
criterion is how human perceives about the quantized 
result, i.e. how the quantized signal sounds to human ears. 
Objective criterion is quantization distortion as SNR or 
sum squared error [1, 2]. Although the ultimate goal for 
speech processing should satisfy the listeners’ ears, 
subjective experiments like MOS (Mean Opinion Score) 
are expensive to implement and subjective modes are far 
from mature. Therefore objective criterion like the SNR is 
used more widely in speech processing research.  
 
Generally, non-uniform quantization causes less 
information loss than uniform quantization, because 
normally the histogram of speech signal amplitudes is not 
even. One approach to design non-uniform quantizer is to 
change the amplitude distribution with a nonlinear 
transformation, perform uniformly quantization, and then 
apply the inverse transformation. Multilayer perceptrons 
(MLPs) feedforward neural networks are known as universal 
approximators [3] and are therefore appropriate to carry out 
the nonlinear transformations for the non-uniform quantizer. 
The desired quantized output is bound to change as the 
transformation changes; therefore, it is not proper to use 
supervised learning like the backpropagation algorithm to 
train the MLPs.  
 
Particle Swarm Optimization (PSO) is a population based 
evolutionary optimization technique developed J. Kennedy 
and R. Eberhart in 1995, inspired by the social behavior of 
bird flocking or fish schooling [4]. PSO shares a lot of 
similarities with other evolutionary computation techniques 
like Genetic Algorithm (GA), but PSO doesn’t utilize 
crossover or mutation operation; rather, it has memory and 
tracks the best solution achieved in the past. PSO is attractive 
because it has few parameters to adjust and it gets to better 
result in a faster and less computation-consuming way 
compared to many other methods. During the past few years, 
PSO has been shown successful for many applications. 
Several papers discuss how to apply PSO in training neural 
networks and their advantages [5].  
 
Particle swarm optimization is applied in this paper to find 
optimal weights for the MLPs that carry out the nonlinear 
optimal transformations. With proper fitness function which 
represents quantization distortion like the SNR or even some 
more subjective measurements, PSO can find the optimal 
nonlinear transformation for the companding non-uniform 
quantizer design.  
 
The rest of the paper is organized as follows. The non-
uniform scalar quantizer and proposed design using MLPS 
are described in Section 2.  Section 3 describes the 
application of PSO for the MLPs’ weight updates. The results, 
comparison and discussions are given in Section 4. Finally, 
the conclusions and the future work are given in Section 5. 
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2. NON-UNIFORM SCALAR QUANTIZER 
 
A scalar quantizer of size N is a mapping from a real 
number x∈R into a finite set Y i.e. codebook containing 
N output values (also known as reproduction points or 
codewords) yi [2]. The quantization can be denoted as 
Q(•): 
 
                                  ))n(x(Q)n(y =                  (1) 
 
with its bit rate or resolution defined as: 
 
         NlogR 2=                                 (2) 
 
Uniform quantization is not, in general, the most effective 
way to achieve good performance. For a given number of 
quantizing intervals, taking into account the input 
probability density, non-uniform spacing of the decision 
levels can yield lower quantizing noise and less sensitivity 
to variations in input signal statistics. There are two 
approaches to design optimal non-uniform quantizer, i.e. 
to find the optimum quantization codebook. One is an 
iterative procedure for the exact solution based on the 
amplitude probability density function of the signal. 
Lloyd algorithm is based on this approach and widely 
used. However, it is computationally intensive. The other 
approach is to compress the input signal x with a non-
linear transformation c(•), quantize the compressed signal 
c(x) using a uniform quantizer and expand the quantized 
signal Q (c(x)) with another non-linear transformation, 
that is the inverse of c(•)[1].The block diagram of this 
companding (compressing and expanding) non-uniform 
quantizer is shown in figure 1. 
 





Figure1. Basic structure of non-uniform quantizer 
In practice, a widely used non-uniform quantizer, the 
logarithm quantizer, has the structure of figure 1. The 
compressor is logarithm transformation and the expander 
is exponential transformation. The North American PCM 
standard µ-Law logarithm quantization (µ = 255) is given 
by (4) and (5). 
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For the first approach, a complete new iterative procedure 
should be run when the quantization resolution changes. 
For the logarithm quantizer, it works well only with big 
quantization resolution. By using MLPs trained with PSO to 
perform the nonlinear transformations, it is possible to design 
an optimal non-uniform quantizer which works well with a 
certain bit rate range and causes less information loss than the 
logarithm quantizer. The structure of this MLP based 










MLP 1 MLP 2  
 
Figure 2. MLP based non-uniform quantizer  
 
Compared with figure 1, “Compressor” and “Expander” are 
replaced by MLP 1 and MLP 2 respectively. The activation 
functions of the MLP hidden layers are sigmoid functions. 
The MLPs are each of size 1×3×1 with a bias in the input and 
hidden layer, thus 10 weights per MLP. Conceptually, the 
second MLP should perform exact the inverse transformation 
of the first so its weights are fixed when the first MLP’s 
weights are fixed. However, in this paper, all the 20 weights 
(MLP 1 and MLP 2) are to be searched for with PSO 
simultaneously. For one thing, it is easy to implement. 
Moreover, it might produce better result if the second MLP 
performs a slightly different function from the exact inverse 
function. This can be viewed as an improvement over the 
original definition of companding non-uniform quantizer: the 
second nonlinear transformation doesn’t have to be exactly 




3. MLP TRAINING WITH PSO 
 
Like most evolutionary computation techniques, PSO starts 
with a population of solutions, usually called particles, 
randomly selected from the solution space and searches for 
the optima determined by the fitness function. Each particle 
representing one potential solution flies in the search space 
with a velocity adjusted according to the best position in its 
own flying experience (pbest) and the best position in all its 
companions’ flying experience (gbest) or the best position in 
its neighbors’ flying experience (lbest). 
 
The general gbest version PSO is applied in this paper and 
the procedure is as follows: 
 
1) Initially assign a population of particles with random 
positions (potential solutions) and velocities in d dimensions 
in the problem space. The initial pbest for each particle is set 
as its original position. Calculate the desired optimization 
fitness function for the each particle and store the value. 
Find the best fitness among all particles and store the 
value and its corresponding position as initial gbest. 
 
In this paper, a population size of 25 is used. Each particle 
is a 20 dimensional vector representing the weights of the 
two MLPs. The fitness function is determined by the 
quantization SNR of different bit rates. The fitness 
function is given in the next section. 
 
2) Update each particle’s velocity V and position X 
according to (6) and (7) respectively. 
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                     )1k(V)k(X)1k(X ++=+    (7) 
 
Where w is the inertia weight, c1 and c2 are cognitive and 
social acceleration constants. In order to restrict the 
particles from traveling out of the solution space, a limit 
Vmax is usually placed on the velocity. When the velocity 
exceeds this limit in any dimension, the value is set as the 
limit.  Vmax of 5 works well in this study. 
 
3) Update pbest and gbest based on each particle’s new 
position. Compare each particle’s fitness evaluation with 
its pbest’s fitness. If current fitness is better than pbest’s, 
then the set pbest to be the particle’s current location and 
store the fitness value. Find the best fitness evaluation for 
each particle’s pbest. If the value is better than gbest’s 
fitness, then store this value and set gbest to be the 
location of pbest corresponding to this value. 
 
4) Repeat steps 2) and 3) until a criterion is met. The 
criterion is usually the maximum number of iterations, 
sufficiently good fitness of gbest or tolerable convergence 
of all particles. 
 
Inertia weight w in (6) improves the performance of 
particle swarm optimization algorithm [6] and in many 
applications is decreased linearly from about 0.9 to 0.4 
during a PSO search. 
 
To insure the convergence of the particle swarm 
optimization, it might be   necessary to use a constriction 
factor [7]. Equation (6) is changed to (8). 
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It is interesting to point out that although initial PSO 
applications often set Vmax at about 10~20% of the dynamic 
range on each dimension, the limit on Vmax tends to be 
conceptually unnecessary by introducing the constriction 
factor. It is suggested in [8] that limit Vmax to the dynamic 
range of dimension as a rule of thumb. Anyway, there is no 
limit on the dynamic range of the weights of the MLP neural 
networks in this paper. 
 
The parameters used in the PSO algorithm in this study are 
set as follows: i) in (9), φ increases from 4.05 to 4.25 so that 
K decreases from 0.8 to 0.6; ii) in (8), c4 = c3 = 0.5φ; and     
iii) in (6): w = K, c1 = Kc3 and c2 = Kc4. 
 
 
4. RESULTS AND DISCUSSIONS 
 
In this study, SNR is used in the simulation as the fitness 
PSO function to evaluate the quantization result. SNR is 
defined as: 
 
          
)]n(y)n(xvar[
)]n(xvar[log10SNR 10 −⋅=        (10) 
 
where x(n) is the original speech signal sequence, y(n) is the 
output of the non-uniform quantizer and var(•) stands for 
variance. For different resolution, (10) will results in different 
SNRs. To insure that the MLP based non-uniform quantizer 
designed with PSO works well for a wide bit rate range, from 
3 to 8, the fitness function used in PSO search is given by 
(11). 
 








=         (11) 
 
where SNR for each bit rate is calculated according to (10). 
SNR is roughly in direct ratio to the quantization bit rate. By 
dividing by the bit rate, each SNR is roughly “normalized” to 
the same level and thus has equal effect on the overall fitness. 
 
Three different short pieces of speech of different people 
sampled at 8 KHz and of different duration shown in figures 
3 to 5 are used for simulation. 1200 samples extracted 
randomly from the three speech signals are used as training 
data for the MLPs. The amplitudes plot for the training data is 
shown in figure 6. The training results are shown in Table 1 
and figure 7.  This simulation results on the training data 
demonstrates that by training the MLP with PSO, the neural 
network based optimal non-uniform quantizer design 
performs better than the logarithm quantizer. 
 



















Figure 3. Speech signal #1 amplitude plot 




















Figure 4. Speech signal #2 amplitude plot 
 
Figure 5. Speech signal #3 amplitude plot 
 
 


















Figure 6. Training speech signal amplitude plot 
 
Table 1. Comparison of SNR of the logarithm and the MLP 
quantizers for different bit rates on the training data speech 
sample (figure 6) 
 
SNR of Training Data 






3 7.78 14.32 6.54 84.09% 
4 13.39 20.00 6.61 49.40% 
5 19.54 25.92 6.38 32.67% 
6 25.81 31.10 5.29 20.48% 
7 31.02 35.23 4.21 13.58% 
8 32.99 37.85 4.86 14.71% 
(*Abs  and Rel – absolute and relative improvement of MLP 
over log quantizer) 













dashed line : log quantizer
solid line : MLP based quantizer
 
Figure 7. SNR of the logarithm quantizer and the MLP based 
optimal quantizer with different bit rates 


















Based on the MLP 1 and MLP 2 weights obtained from 
training data (figure 6), the MLP based non-uniform 
quantizer is evaluated on the speech samples #1, #2 and 
#3 and their SNRs are given in Tables 2, 3 and 4 
respectively. 
 
Table 2. Comparison of SNR of the logarithm and the 
MLP quantizers for different bit rate on speech sample #1 
 









3 2.84 4.89 2.05 71.80% 
4 10.14 11.77 1.63 16.01% 
5 15.81 17.96 2.15 13.63% 
6 20.95 23.51 2.56 12.20% 
7 24.60 28.97 4.37 17.78% 
8 26.30 33.35 7.05 26.81% 
 
Table 3. Comparison of SNR of the logarithm and the 
MLP quantizers for different bit rate on speech sample #2 
 







3 7.55 9.01 1.46 19.35% 
4 13.65 15.04 1.39 10.14% 
5 19.37 19.65 0.28 1.42% 
6 24.72 25.80 1.08 4.38% 
7 28.52 31.30 2.78 9.74% 
8 30.46 35.39 4.93 16.21% 
 
Table 4. Comparison of SNR of the logarithm and the 
MLP quantizers for different bit rate on speech sample #3 
 
SNR of Speech Sample III 
Quantizer Improvement  
Quantization 
Bit Rate 
Log MLP Abs Rel 
3 7.58 14.83 7.25 95.78% 
4 13.38 20.68 7.30 54.53% 
5 19.49 26.36 6.87 35.23% 
6 25.87 31.53 5.66 21.88% 
7 31.40 35.55 4.15 13.20% 
8 33.22 37.93 4.72 14.20% 
 
The SNRs for the speech sample #1 is surprising low for the 
3 bits. A careful look at its amplitude plot tells that its mean 
value is not zero. This causes problem in (10) – the variance 
should be better replaced by the second momentum for this 
sample. The SNRs for the third speech samples is high 
because its amplitude plot shows that it has many high value 
of amplitude and the amplitudes distribute more regularly 
than the other two samples. Anyway, for most SNRs, the 
MLP based companding non-uniform quantizer designed by 
PSO renders significant better results than the logarithm 





This paper has presented an optimal non-uniform scalar 
quantizer design based on neural networks trained using 
particle swarm optimization. Two MLPs perform the 
nonlinear compressing and expanding function in this 
companding quantizer. A global best version of PSO with 
constriction factor are used to find the optimal weighs for the 
MLPs. Simulation results on real speech samples shows that 
with this approach, quantization SNR are improved for a 
range of bit rates.  For future involves trying the local best 
version of PSO; also subjective factors might be introduced 
in the PSO fitness function to improve the perceptual acoustic 
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