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Multiparameter dimensional groups of transformations are applied to a system of 
quasilinear hyperbolic partial differential equations along with their auxiliary con- 
ditions. It is shown that for such a class of problems the similarity characteristic 
relationship can be stated and the location of the wavefront in terms of similarity 
variable can be determined. Two theorems are stated and their proofs given. 
Furthermore, it is shown that similarity transformation is one-to-one and onto. 
Similarity analysis of two problems, arising in wave propagation in nonlinear-non- 
homogeneous rods, is presented in the light of theory presented in the paper. 
c 1986 Academic Press. Inc. 
1. INTRODUCTION AND BACKGROUND THEORY 
With the aim of constructing a theory of integrating ordinary differential 
equations, Sophus Lie investigated continuous groups of transformations 
systematically in the later part of the ninteenth century [ 11. Since its incep- 
tion Lie’s work has had profound affect in its implications both on 
mathematical and physical sciences. Based on the works of Sophus Lie, 
Ovsiannikov [2, 33 made use of infinitesimal group of transformations to 
construct continuous groups under which a given partial differential 
equation is invariant. These groups, in general, lead to the determination of 
similarity transformations of the equations under consideration. 
A simpler approach, more convenient from the point of view of solution 
of partial boundary value problems in Engineering, is provided by the use 
of dimensional groups of transformations. Birkhoff [4] was one of the first 
to apply these groups to the similarity solution of problems in 
Hydrodynamics. Birkhoffs work was further extended for application to 
partial differential equations by Morgan and Michal [S, 61. Moran and 
Gaggioli [7] and later Moran and Marshek [S] extended the analysis and 
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results to boundary and initial value problems in Fluid Mechanics. 
Seshadri and Singh [9] made use of the similarity characteristic 
relationship at the wavefront in the case of wave propagation in a non- 
linear elastic rod to reduce the system to a two point boundary value 
problem. 
In this paper quasilinear hyperbolic partial differential equations of 
second order are considered to show that conformal invariance of such 
equations under a multiparameter-dimensional group of transformations 
implies the conformal invariance of their characteristics. This analysis leads 
to similarity characteristic relationship which is used in turn to formulate a 
boundary condition at the wavefront. Furthermore, it is shown that 
similarity transformation is one-to-one and onto. Some examples for 
application to the problem of unidirectional wavemotion are given at the 
end. 
In the theoretical background the central feature of dimensional- 
similarity analysis is the use of a continuous r-parameter group of transfor- 
mations [lo] 
z;=fi(z,, z, )...) z,; A,, A* )...) A,), (i= l)...) n) (l.la) 
and the absolute invariants rc’s which satisfy, 
42, , .&Y.., Z,) = n(Z,, 2, )...) Z,). (l.lb) 
The A’s of (1. la) are a set of parameters of which more is said later. The 
variables Zi of (l.la) correspond to the variables appearing in the set of 
governing equations under consideration, i.e., correspond to the variables 
of a set of differential equations and its associated boundary and/or initial 
conditions. 
The first step in the application of the group-theoretic approach to 
dimensional-similarity analysis is the establishment of a group under the 
transformations of which the set of governing equations is invariant in 
form. Next, the absolute invariants of the group are used to express the 
governing equations in terms of a less number of variables. 
Experience reveals that for a wide range of problems in engineering and 
sciences a sufficiently general group of transformations is provided by a 
subclass of r-parameter groups (l.la) with the form [ 1 l] 
Zi = A-y.. . ‘q?Z, (i = l,..., n). (1.2) 
Many of the manipulative difficulties inherent in the foregoing approach 
are eliminated by initiating an analysis with a group of transformations 
with the form of (1.2). With (1.2) the initial objective is merely to establish 
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restrictions imposed upon the exponents yisr (a = I,..., r) by a given set of 
governing equations in order that the set be invariant in form. 
In the engineering applications each of the variables in any set of govern- 
ing equations under consideration is regarded as being in one of three dis- 
tinct categories: (i) dependent, (ii) independent, (iii) physical. For instance, 
the position and time coordinates, x, y, z, t may be identified as indepen- 
dent variables; components of displacement vector and stress tensor may 
be identified as dependent variables, and finally the density p, material con- 
stants E, v may be identified as physical variables or parameters. 
In recognition of the foregoing three categories for variables, the class of 
r-parameter groups (1.2) can be written somewhat more explicitly. Thus 
consider r-parameter groups with the form 
,I 
Z.=A~‘-A”/~Z. 
J r J 
(j= l,..., n 2 l), (1.3) 
G,: 
S,: 
I 
xk = API.. . AfkrX, (k = l,..., m 2 l), (1.4) 
r, = A ;‘” . . . A’“y r I (I= l,..., p 2 O), (1.5) 
G?E~: ‘\ [ 
ai.zj 
1 [ 
a?, 
(yjy”l . . . a@J”m = CAP -A%1 1 (yJ.,...(jQirn ’ (1.6) 
where l<A= f &<K, (1.7) 
k=l 
and /I,% = aj,, - C & hka (a = l,..., r). (1.8) 
k 
In the above Z’S are associated with the dependent variables of a set of 
governing equations and are differentiable functions of the xk up to any 
required order, the Ys are associated with the independent variables, and 
Y’s are associated with the physical parameters, 1 6 Y d m + p, and each of 
the group parameters A, (u = l,..., Y) is a positive real variable and S, form 
an r-parameter subgroup of G,. If the transformations of the partial 
derivatives of the 2, with respect o the Xi are appended to those of (1.3) 
(1.4), (1.5), it can be shown that the resulting set of transformations also 
forms a continuous r-parameter group. The new groups constructed in this 
manner are called enlargement of the group G, and are denoted by 
GF,..., G,Ek according as the transformations of the first, second,..., kth order 
of partial derivatives of the Z, are added successively to those of G,. 
Further, it is to be understood that the parameters A, are to be essential 
[lo]. Thus, to give an example, if in the transformations of some group the 
parameters A, and A, would always occur as the product [A, A,], they 
would then be replaced by a single essential parameter, say A. For S,, and 
hence G,, to involve Y essential parameters it is both necesary and sufficient 
78 FRYDRYCHOWICZ AND SINGH 
for the rank of the ([m + p] x r) matrix BC, obtained by augmenting 
(m x r) matrix B = [hka] with (p x r) matrix C= [c,,], to be r [ll], where 
BC = [“:,;;:::; ;j, k = 1, 2 ,..., m, I= 1, 2 ,..., p. 
The matrix C is assumed to have rank s, s < Y. The assumption about r, 
1 < r < m + p, given above is clear now because of essential parameters 
C8, 111. 
The earlier discussion [ll] has suggested the importance of the role of 
invariant solution of a generalized dimensional analysis. One of the prin- 
cipal results of [ 111 is summarized in Theorem 1, which is formulated here 
in terms of an r-parameter group (1.3)-( 1.8). 
THEOREM 1. If the function I, is absolutely invariant in form under an 
r-parameter group of transformations (1.3t( 1.5); i.e., if 2, = I, (X, ,..., X, ; 
Y 1 ,..., Y,) transforms to Zj = I, (X, ,..., X,,, ; P, ,..., F,,), then 
(i) Z, = Zj(.. . ) is equivalent to a relationship in fewer variables, 
nj(<j, xl 9..*3 x,; Yl,..., y,, 
= Fj(nl(xl >...Y xm; yl 2...9 yp),...~ 71c.5(x1 5...3 xm; yl >*..Y yp)h 
(1.9) 
wherein 
o=[m+p-r]>O and {Z7,, z ,,..., x6) 
are independent absolute invariants of (1.3)-( 1.5). 
(ii) IfS = 0 in (1.3)-(1.5), there exist constants {K,} such that 
17,= K,. (1.10) 
Theorem 1 plays the role of the well known Pi-Theorem of conventional 
dimensional analysis [ 121. 
In Theorem 1 the [m + p - r] independent absolute invariants z6 can be 
given by expressions of the form 
7cp= [A-,]“~‘- [Xm-p [Yy-p-. [Y,]“~P, (1.11) 
where p = l,..., [m+ p- r] and the sets (B,,; C,,) provide linearly 
independent solutions for 
5 Bpkbka: + 5 C,/C,a = 0, 
k=l I=1 
(1.12) 
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while the I7, (j= l,..., n) have the form 
~j=([Z,]A~1.~.[Z,]A~~[X,]B~1~..[~,]Bi”[y1]~I..~[yp]~p}, (1.13) 
where the sets {A,; B,; Cj,} provide linearly independent solutions to 
f AjYaya + i Bjkbkz + f Cj/C, = 0. (1.14) 
y=l &=I /=l 
It is noted that the pz’s in (1.11) and ( 1.13) are absolute invariants of the 
group G,., that is, functions such that under the transformations (1.3)-( 1.5), 
I7(X, )...) Tm ; F, ,...) Fp ; 2, )...) Z,) 
= II(‘Y, )..., x,; Y, )...) Yp; z, )...) Z,). 
(1.15) 
For the proof of the Theorem 1 see [ 5, 8, 111. The Zl’s are also termed as 
dimensionless products. 
For applications very important is the case when the rank r of the matrix 
BC associated with an r-parameter group (1.3)(1.5) is greater than the 
rank s of the matrix C, i.e., r > s. In this case we have the following theorem 
PI: 
THEOREM 2. If and only if r > s, the set of [n + m + p - r]-independent 
absolute invariants required by Theorem 1 may be obtained in the form, 
17/=zj[~E]“I~.~~ [X,-pm [Y,]“,’ .. . [ Y,-p, ( j = I,..., n), (1.16) 
~,=X,[X,Jr~~...[X,]~~m[Y,]Yn’...[yr]ynr, (a= l,..., [m+s-r]), 
(1.17) 
it,= Yp[Y,]“PL.-[Ys]~~‘, (P = t-s + 1 I,...~ PI, (1.18) 
wherein E= [m+s-r+ l]<m and the sets {/ii,, Ai,; r,,, y,,,; 6,,) 
provide linearly independent solutions to 
(j=L...,n), (1.19) 
b 01 
b 02 I II =-- bbr (a = l,..., [m + s - r]), (1.20) 
409 114 l-6 
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C 0, I (‘pl i dP<,, ccy2= - (‘1’2 I.1 I.1 (P = cs + 1 I,..., p). 01 = I c <or C P’ (1.21) 
From the Theorem 2 we see that for special case p = s there is no absolute 
invariant determined solely from physical variables. 
We can also observe that when Theorem 1 is applied via (1.3)-( 1.5) for 
which r = s, the outcome of the application can only lead to a reduction in 
the number of physical variables, and cannot lead to a reduction in the 
number of independent variables. In the case when Y > s it is clear from 
Theorem 2 that the number of independent variables 7i in F, is fewer than 
the number of independent variables in the original relationship Ii. For the 
proof of theorem 2 see [S]. 
DEFINITION 1. fi, is termed a similarity variables whenever at least one 
of the exponents f,% (c( = E,..., m) is nonzero; and is termed a normalized 
variable whenever each of the exponents r,, is zero. 
In the further discussion only the case when r > s is to be considered, i.e., 
when the similarity transformation for (1.3))(1.5) under G, can be 
obtained. 
2. QUASILINEAR PARTIAL DIFFERENTIAL EQUATIONS OF 
ORDER 2 WITH Two INDEPENDENT VARIABLES 
Definition 2 [S]. By a differential form of the kth-order in m indepen- 
dent variables is meant a function, usually in class C’” or greater, of the 
form 
II/(x I,..., xmr Yl,.“, Y, ,..., & ,..., -&, 
I m 
(2.1) 
whose arguments are the variables x1,..., x,, functions yr,..., y, dependent 
on them, and the partial derivatives of yj with respect to xi up to the kth 
order, j = 1,.2 ,..., n, i = 1, 2 ,..., m. 
DEFINITION 3 [7]. Consider a differential form II/, whose arguments 
5 1 ,..., tP are the variables x1 ,..., x,, functions y, ,..., y,, and the derivatives 
thereof up to the kth order. $ is said to be conformally invariant under Ggt 
if 
$([I ,..., L&J = F(51,..., 5,; A,, . . . . A,) $(51,... > 5,), (2.2) 
where + is exactly the same function of the 5’s as it is of the es and F is 
some function of the t’s and the parameters A’s, 
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A partial differential equation of order Y is quasilinear if and only if it is 
linear in the rth-order derivatives of the unknown function 4. Thus a 
quasilinear second-order equation with two independent variables x, t has 
the form 
@d+2a 824 
‘11 ax2 12 -+a22 $+B=O, (2.3) 
where all, a12, u22, and B are suitably differentiable real functions of x, t, 
0, @/ax, and a&%. With each quasilinear second-order equation (2.3) are 
associated the characteristic curves x = x(r), t = t(r), z = z(r) on the 
solution surface z = 4(x, t) such that t = t(x) satisfies the following equation 
-2a,, $+az2=0. (2.4) 
Now let us take the class of r-parameter groups with the form (1.3)-(1.8) 
for n = 1, m = 2. Thus the following theorem holds: 
THEOREM 3. If the quasilinear partial differential equation of second 
order, (2.3), is conformally invariant under r-parameter groups of transfor- 
mations (1.3)-( 1.8) then the equation of characteristics (2.4) is conformally 
invariant under the same groups of transformations, too. 
ProoJ The r-parameter group G, (1.3)-(1.5) for our case has the 
following form: 
G,: 
I 
x= A:” . . Afkj’, 
s,: - 
f= ,@I.. . @rt, 
Y,=AT” . . . A C/r yr / (I= I,..., p>O), 
while the enlargements of the group G, are given below: 
(2.5) 
(2.8) 
Transformations (2.5) to (2.10) constitute the group GF. 
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Making the use of relations (2.5)-(2.7) the differentiable real functions - - - 
all> a12, az2, and B can be expressed as follows: 
and in the same manner 
-( 
a$ a$ 
al2 X, i$, r 7 ax’ at 
84 a4 x, t, 4, - --; A,, A2 ,..., A, ax’ at , (2.12) 
ii22 
a$ a$ X,i$,,,-- 84 84 ax’ ai x,t&--,--;A ,,..., ax at (2.13) 
(2.14) 
(2.15) 
It turns out in the following that whenever the differential form (2.3) is 
invariant under the enlargement group G,Ez (2.5)-(2.10) then the differential 
forms aU (i, j= 1,2) and B are invariant under Gf;2, too. 
Making use of (2.6)-(2.15) the differential form (2.3), written in the 
“bar” variables, can be transformed as follows: 
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The representation (2.16) is conformally invariant under the enlargement 
group G,E (2.5)-(2.10) if the following relations hold: 
~(lal1--2611)~~12~2612). . . A(Ul,-Zbl,) I 
=~~~11-b~~~bz~)~1”~2-b~2~bz2)...~(~1,~b~r-b2,) 
r 
= A ‘,“I I - 2h ‘A PI, ~ 26x3 . . . A (01, ~ 2bzJ 
r , (2.17) 
and simultaneously there has to exist a function F such that 
(2.18) 
a,2 (2.19) 
az2 (2.20) 
B(-,im,~~)=F~...)B(x, t,@,zg). (2.21) 
From the definition 3 and relations (2.18)-(2.21) we see that the differen- 
tial forms ati (i, j= 1, 2) and B are conformaliy invariant under G,E2. The 
relations (2.17) are satisfied if and only if 
b,, = b,, (a = l,..., Y) (2.22) 
and for any 
al, (I2 = l,..., v). 
Coming to the differential form (2.4) and making use of (2.18 b-(2.22), we 
obtain the following relation 
-2a d’+, 
‘2 dc? 22 
=F(...)a,,A, 2(bzl~bll)A:(bzz~b1z)...A2(bZr~b,,) , 
+F(...)a,,=F(...) (2.23) 
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where F(...) is the same as given in (2.18). From Definition 3 it follows 
that the differential form (2.4) is conformally invariant under GF2. This 
proves Theorem 3. 
3. QUASILINEAR HYPERBOLIC PARTIAL DIFFERENTIAL EQUATIONS OF 
ORDER 2 WITH Two INDEPENDENT VARIABLES 
Let us consider the quasilinear hyperbolic partial differential equation of 
order 2 with two independent variables 
c+2a a% 
‘11 ax2 12 a++22 $+B=O, x20, t>o, (3.1) 
where aV (i, j = 1, 2) and B are initially differentiable real functions of x, t, 
u, au/ax, and &Jib, subjected to a boundary condition 
g (x=0, t)=Lu,(t), t > 0, (3.2) 
or 
24(x = 0, t) = Lu,( t), t >o, (3.2a) 
with the condition at the wave front as 
24(x = x,(t), t) = 0, t > 0, (3.3) 
where x = x,(t) defines the wavefront, and 
u(x, t) = 0 for x>x,, t>O, 
and initial conditions 
u(x, t = 0) = 0, x>o 
g (x, t=O)=O, x > 0. 
(3.4) 
(3.5) 
(3.6) 
The hyperbolic partial differential equation (3.1) has two distinct families 
of real characteristic described by the equation 
(3.7) 
where a,la22 - a$ < 0. Since waves propagate with a finite velocity c, it 
follows that any point more distant than characteristic rossing the point 
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(0,O) from the boundary given by (3.7), is not affected by the presence of 
boundary condition and we therefore need not consider this region any 
further. Hence, the condition (3.4) will be satisfied identically and we shall 
chiefly treat the region in which the boundary condition (3.2) takes effect. 
Let us assume that the differential form given by (3.1), boundary con- 
dition (3.2) and initial conditions (3.5) and (3.6) are conformally invariant 
under an r-parameter groups of transformations G,, (2.5), and its 
enlargements (2.6k(2.10). We know that the rank of the matrix BC is 
Y < 2 + p. Theorem 3 indicates that auxiliary condition (3.3) does not give 
any further restriction on the parameters A, ,..., A,. Thus, we note then that 
for such formulation of the problem the similarity transformation can be 
obtained. Theorems (1) and (2) indicate the manner in which it can be 
done and the conditions which must be satisfied by the exponents. Follow- 
ing Theorem 2 let us express the similarity transformation in the general 
form as 
q(x, t) = L,xV, x > 0, t >o, (3.8) 
u(x, t) = LtYF(Y/), t > 0, (3.9) 
where c(, /I, y, L, L, are constants and the function F(q) is differentiable up 
to order 2, which gives the restrictions on the parameters a, p, y. These 
restrictions cannot be imposed precisely at this stage. The main problem 
now is to determine the similarity-characteristic relationship. 
For this we will make use of the Theorem 3, characteristic equation (3.7) 
and relations (3.8) and (3.9). Since 
(3.10) 
thus, we can write from (3.9) and (3.8) 
= WC ?Y WI), F(v)). (3.11) 
Hence, taking into account the property that the constant of integration in 
(3.11) for the characteristic passing through x = 0, t = 0 equals zero, 
x(t) = M,(t, % F(v), f,Yrl)), (3.12) 
where MI is an indefinite integral for M. On the basis of (3.3), (3.9), and 
Theorem 3, the relation (3.12) on the wave front assumes the form 
x,(t) = M,(t, VW, F(v,)). (3.13) 
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On the other hand, from (3.8) 
(3.14) 
Combination of the equation (3.13) with (3.14) gives 
VW = M,(L, Ll? 4 A Y, r,, F(?,)). (3.15) 
Thus, the location of qw on the wavefront has been stated. We can easily 
observe that if the characteristic equation (3.7) does not depend on U, 
&@x, au/at, then Mi depends on t and q only and g, in (3.15) is given 
explicitly. However, in a general case qw in (3.15) is given implicitly. Also, it 
may be noted that the relation (3.15) can be obtained only for partial dif- 
ferential equation of hyperbolic type and gives further restrictions on 
parameters involved in the governing equation. The illustration of the 
above procedure will be given by a couple of examples in the next part. 
Now, we look for the similarity representation for partial boundary 
value problem, given by (3.1 t(3.6), under the similarity transformations 
(3.8) and (3.9). Making the use of these similarity transformations the 
derivatives of the function U(X, t) can be expressed as 
g (x, t)=aLL:l”tY+Bi”rl’“-“l”F(rl), (3.16) 
$(x, t)=a2LL:/atY+2Blall(“-1)/9 
[ 
~~-‘“F(~)+s”-l),~F”(~)], (3.17) 
f& t)=LtY-‘CyF(Yl)+P~Fol)l, (3.18) 
g (x, t) = Lr2[y(y - 1) F(n) + /I(j? + 2y - 1) qF(q) + p’@(n)]. (3.19) 
Substitution (3.16)-(3.19) into the quasilinear hyperbolic partial differential 
equation (3.1) leads, in general case, to a nonlinear ordinary differential 
equation of second order with variable coefficients which can be expressed 
in the form 
G(a, B, Y, L L,, rl, F(v), f.‘(v), F’(vl)) = 0, OQ?G:r,, (3.20) 
where qw is given by relation (3.15). It may be noted also that in many 
cases the Eq. (3.20) becomes linear for which it is not difficult to find the 
exact solution. This is the fundamental advantage of similarity transfor- 
mation. 
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To solve the ordinary boundary value problem we have to state the 
boundary conditions for it. The relation (3.8) implies that the point x = 0 is 
transformed onto the point q = 0 (the problem requires a, /?, y to be of 
suitable order and, indeed, they satisfy this requirement). Now, taking into 
account (3.18) and (3.9) the boundary conditions (3.2) and (3.2a) become, 
respectively, 
F(o)=; u,(t) t’-7, (3.21) 
and 
F(0) = u,(t) t--B. (3.22) 
But F(q = 0) is a number, thus the function u,(t) has to have the following 
form: 
q)(t) = t’ ‘, t>o (3.23) 
for boundary condition (3.2) and 
ug( t) = P, t>o (3.24) 
for boundary condition (3.2a). 
The Theorem 3 and transformation (3.9) imply that boundary condition 
on the wavefront, (3.3), becomes 
~~‘(vl=%~)=o, (3.25) 
where qW is given by (3.15). The initial conditions (3.5) and (3.6) are 
satisfied identically and do not give any more restrictions. Finally, the par- 
tial boundary value problems (3.1 t(3.6) is reduced to the ordinary boun- 
dary value problem, 
G(a, B, Y, L, L, II, f’(v), f”(v), p;“(v)) =O, O<YGrlW, (3.26) 
F(q = 0) = 6, 6 #O, (3.27) 
flrl= ?w) = 0, (3.28) 
where uW is described by (3.15). Now we state the following theorem: 
THEOREM 4. If the function F(q) is the solution of similarity represen- 
tation of boundary value problem, 
G(a, A Y, L L, v, F(v), f”(v), f”‘(rl)) = 0, Od?drl,, (3.29) 
F(q=O)=6, 6 #O, (3.30) 
F(v = v,) = 0, (3.31) 
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then the function 
u(x, t) = Lt’F(q) (3.32) 
is the solution of the hyperbolic partial boundary value problem 
G 
1 
c 
xlud&c ah a% =. 
-- 
’ ’ ’ ax’ at’ dX2’ axat’ at2 1 ’ 
(3.33) 
(x=0, t) or u(x = 0, t) = Lu,(t), t > 0, (3.34) 
u(x = x,(t), t) = 0, t > 0, (3.35) 
u(x, t = 0) = 0, x > 0, (3.36) 
g (x, t = 0) = 0, x > 0. (3.37) 
Where, in the above 
r/ = L, XV, x20, t >o, (3.38) 
is similarity variable, n must satisfy similarity-characteristic relationship, CC, 
/I, y, 6, L, L, are constants of similarity transformation and representation 
(with suitable restrictions), u,,(t) satisfies the restriction (3.23) or (3.24) and 
further the differential form G, together with auxiliary conditions, is confor- 
mally invariant under r-parameter continuous group of transformation 
(2.5). 
Proof. From the previous analysis it follows that the characteristic of 
quasilinear hyperbolic partial differential equation (3.33) passing through 
x = 0, t = 0 is described by (3.38) as 
where m = -,!? and v], is given by (3.15). This curve gives the location of 
the wavefront. Thus, in the (x, 1) space the domain of the partial boundary 
value problem (3.33t(3.37) is the set A, Fig. 1. For further developments 
we will make use of a few lemmas which are stated and proved below. 
LEMMA 1. The set 2X can be expressed in the form 
‘a= u A,, 
VET 
(3.40a) 
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%* -\ 
“\ 
0 x Ol 77 pw ; 
FIG. 1. The mapping f: R + T (x, t) space onto q space. 
where 
T= (0, II,,>, 
A()= ((0, t): GO}, 
A rl#O= 
i 
(x, t):L, f=q, x>o, t>o 
1 
) 
(3.40b) 
(3.4Oc) 
(3.40d) 
and U,,TA, is the union ofsets A,, Y]E T [13]. 
Proof: Let us take (x,,, to) E Cu. If (x0, t) = (0, lo), then (x0, to) E A,, i.e., 
(x0, ~OMJ,,T A,. Suppose that (x0, to) & A,, then from the definition of 
set ‘LI 
O<L, $60,>, (3.40e) 
and consequently (x0, to) E A,,, where 
ro= L, 5. (3.40f) 
0 
Hence. 
TIC u A,. W&3) 
rltT 
On the other hand, for any r] E T we have 
(3.40h) 
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which implies that 
‘;l(v E 7’) (A, = ‘U), (3.4Oi) 
and consequently 
U A,dI. VET 
(3.4Oj) 
The inclusions (3.4Og) and (3.4Oj) give 
5!l= u A,. 
7tT 
(3.40k) 
Thus, Lemma 1 has been proved. 
LEMMA 2. For any two subsets A,,,, A,, c ‘?I, whenever ‘1, # qz then the 
intersection of A,,, and A,, is empty. 
ProoJ: Suppose that qr, t/* E T, q1 # q2 and A,, n A,, # 0. Then, there 
exists a, = (x,, to) such that a, E A,, and a, E A,,. But this implies that 
and (3.41a) 
which gives 
YII =Ijz. (3.41b) 
The relation (3.41b) gives the contradiction to the above assumption. 
Lemma 2 has thus been proven. 
Now we introduce the following: 
DEFINITION. The subsets family ‘$I generated by 2l is the family of cur- 
ves belonging to ‘8 and crossing each characteristic exactly at one point, 
i.e., 
‘%={A,:~ET} (3.42) 
(Fig. 1). 
LEMMA 3. The mapping f: ‘% + T, defined as 
f(A,) = rl> 
is one-to-one and onto. 
(3.43a) 
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Proof The property onto of the mapping f follows directly from the 
definition of the set A, (see Lemma 1) and the indexed family of sets ‘R 
Now, suppose that A,, #A,,. Then, following Lemma 2, q, # q2, i.e., 
f(A,,) #fM,,). (3.43b) 
Thus, the mapping f is one-to-one. Lemma 3 has been proven. 
Lemma 3 states a very important property of the similarity transfor- 
mation, namely, the similarity transformation maps boundary conditions 
(3.34) and (3.35) of the partial boundary value problem onto boundary 
conditions (3.30) and (3.31) of the ordinary boundary value problem, 
respectively. 
Coming back to the proof of Theorem 4. The proof will be given by con- 
tradiction. Suppose that the function U(X, t), (3.32), is not the solution of 
partial boundary value problem. Then, there are three possible cases: 
(a) function u(x, t)= LtYF(q) does not satisfy the boundary con- 
dition (3.34), or 
(b) function u(x, t) = LP’F(r]) does not satisfy the boundary con- 
dition (3.35), or 
(c) the function u(x, t) = LtyF(q) does not satisfy Eq. (3.33) 
Case a. As indicated, in this case 
i 
24(x=0, t) or 2 (x=0, t) 
i 
# {Lty, LP-‘}. (3.44) 
On the basis of Lemma 3, (3.44) becomes 
(Lt’F(q=O), Lyr’F(q=o)j # {LP, LF’J, (3.45) 
or 
{~(r=O),~(vl=O)}f{1,~}. (3.46) 
Because the mapping f is one-to-one and onto it means that function F(q) 
does not satisfy the boundary condition (3.30). Thus, function F(q) is not 
the solution of the ordinary boundary value problem (3.29)-(3.31). This is 
the contradiction with the assumption of Theorem 4. 
In a similar manner we obtain a contradiction with the assumption of 
Theorem 4 in the case (b). Case (c) is more complicated. Suppose the 
function u(x, t) is not a solution of the partial differential equation (3.33). 
Thus, there exists a point (x,, to) E A,, c 2I such that 
G, xo, to, 4x,, to),; (xc,, to) ,..., 2 (x0, to) 
> 
#o. (3.47) 
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Taking into account the similarity transformations and their properties 
(Lemma 1, 2), it can be easily verified that 
(-42, A “J, L, L, 5 ~(1, F(G), F(v,!, F”(rlo)) f0, (3.48) 
where 
‘lo=f(A,,) and YIOET (3.49) 
The inequality (3.48), together with (3.49), indicates that the function F((rl) 
does not satisfy the Eq. (3.29) over the interval (0, r,). This is the con- 
tradiction with the assumption of Theorem 4. Theorem 4 has thus been 
proven. 
4. ANALYSIS OF SOME EXAMPLES 
PROBLEM 1. Let us consider the following hyperbolic quasilinear partial 
differential equation 
q >O, ~20, t 20, Eo, p, q, n-constants, (4.la) 
subjected to the auxiliary conditions 
$x=0, t)= Py1, t > 0, V,., 6 ,-constants, (4.lb) 
u(x > x,(t), t) = 0, t > 0, (4.lc) 
u(x, t = 0) = 0, x > 0, (4.ld) 
g (x, t=O)=O, x 3 0, (4.le) 
where x,(t) describes the wavefront. This system of equations arises for 
wave propagation in nonlinear-nonhomogeneous rods [ 14). First, we look 
for multiparameter groups of transformations under which system (4.1) is 
invariant. To begin, consider a six-parameter continuous groups of trans- 
formations in the form 
s,I x_=A.x, 
i[- 
i= A,t, 
G,: &=A,&, iV=A,pq, P, = A ,,, I’,., (4.2) 
ii= A,u, 
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where A’s are not to be regarded as independent, that is, S, must constitute 
a subgroup of G, which depends upon the same number of parameters as 
G,. G, may be enlarged via 
(GF - G,): (4.3) 
It turns out that the system (4.1) is conformally invariant under the group 
of transformation GF, provided 
The substitution of (4.4) into (4.2) gives the following 4-parameter group of 
transformations under which the system (4.1) is conformally invariant: 
,f=A,X, i=A,t, 
G,: 
&=&,& iT=A,m 
~=A~~(4~1)A(1+Y-~~4)/(l~4)AY/(1~4,A24/(Y~I)U 
x P , 
The matrix BC, (1.8a), has the form 
with the rank r = 4, i.e., the parameters A’s in (4.5) are essential. It is also 
clear that the rank of the matrix C is s = 3 < r and Theorem 2 indicates 
that the similarity transformation is available in the above boundary value 
problem (4.1); and because p = s (see (1.5)) there is no absolute invariant 
determined solely from physical variables. Following Theorem 2, and tak- 
ing into account matrix BC, (4.6), the absolute invariants for S4 and G4 are 
given by expressions of the form 
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G,: 
x(I +Y--“Y)I(I +41 
tm , 
(l-4) m=1+6,-, 
l+q 
Iz,=ut- m+up1. c 
(4.7a, b, c) 
(4.7d) 
Hence, the similarity transformation of the problem (4.1) has the form 
u(x, 2) = vrP’+lF(q), (4.8a) 
rj=K 
$1 +Y-“YMl +Y) 
tM ’ 
1 + q - nq > 0, q > 0, m > 0, (4.8b, c, d, e) 
where q 5 72,) F(q) E Z7, and K and m are constants given by (4.7b, c). 
Making use of (3.16), (3.18), (3.13) and (4.8), after some algebra, the 
similarity-characteristic relationship (3.15) takes the form 
where 
(4.9) 
From (4.9) we see that in the problem of wave propagation in a nonlinear- 
nonhomogeneous rod subjected to time-dependent velocity impact the 
similarity-characteristic relationship is given implicitly, however, for linear- 
nonhomogeneous case wherein qW, = (2 -n)/2, it is given explicitly. The 
similarity representation (3.20) becomes 
x F(rl) - b(6, + 1) F(v) = 0, OQrlGVW, (4.11a) 
where qW is given by (4.9). The boundary condition (3.21) on the basis of 
(4.lb) assumes the form 
F(a=O)=&, 
1 
(4.1 lb) 
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and the condition on the wave front is 
F(q = VW) = 0. (4.1 lc) 
Similarity representation (4.9)-(4.11) is a nonlinear boundary value 
problem, which can be solved numerically for the values of q away from 
unity. However, for simpler cases: (a) linear nonhomogeneous case with 
time-dependent velocity impact (q = l), (b) linear homogeneous case 
(q = 1, n = 0), and (c) nonlinear homogeneous case with constant velocity 
impact (n = 0, 6 = 0), the solutions of the system (4.9)-(4.11) are available 
in an exact form. For instance, the solutions in cases (a) and (b) are given 
in [14] and have the form: 
Case a (Linear Nonhomogeneous Case). 
F,(r,) F,(r) -- FArl,.) F,(v) 3 I Ody6qw= 9 (4.12) 
and under the condition that the parameters 6 and n must satisfy the 
inequalities 
(n-4)-2(2-n)6, <0 and n< 1, (4.13) 
where the functions F,(q) and F,(q) assume the form 
F,(v)= l+ f v2s(2-1 ) 
5 = 1 n “s! 
X(b,+1)6,(b,-1)(k5-2)~~+5-(2s-3)][6,-2(s-1)] 
(3-n)(5-2n)...[(2-n)s+n-l] ’ 
(4.14a) 
F,(v) =v (2-2nM-n) 
i 
1 + f gs(2-n)ss, 
s=l 
*:ly > 
x((6,+&)(6,-l+- (3 - 2n) 
x ‘.. x 6, -2(s- 1)+2 
L 2-n 1 
x 6,-(2s-l)+& 
L Ii [(2-n)s+ l-n] I , (4.14b) 
409!114’1-7 
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Case b (Linear Homogeneous Case). 
F(?) = j& (1 -q)‘+h, O<r/<l, 6,> -1. (4.14c) 
I 
On the basis of Theorem 4 the function u(x, t)= Vrt61fiF(q) is the 
solution of partial boundary value problem (4.1). Indeed, it is not difficult 
to check that the function U(X, t) satisfies partial differential equation (4.la) 
and auxiliary conditions (4.lb)-(4.le) [ 141. 
Case c (Nonlinear Homogeneous Case). Nonlinear homogeneous case 
was considered in [9]. 
The solution for similarity representation has a form 
F(u)= l-9, 06qGl. q>o, (4.15) 
and after inverse transformation it can be easily verified that u(x, t) satisfies 
boundary value problem (4.1). 
PROBLEM 2. Let us consider linear partial differential equation 
n a% a% 
x gg=z) x > 0, r 2 0, n-constant, 
subjected to the auxiliary conditions 
a(x = 0, T) = fJy2, r > 0, a,; 6, - constants, (4.16b) 
c(x 2 x,(t), t) = 0, t >o, (4.16~) 
fJ(x, z=O)=O, x > 0, (4.16d) 
x, z=O)=O, x 3 0, (4.16e) 
where x,(t) describes the wavefront, r = c0 t, c0 -constant. The above 
system of equations arises for wave propagation in linear non- 
homogeneuous rods subjected to time-dependent stress impact [ 151. 
It can be easily shown that starting from G,, a four-parameter con- 
tinuous groups of transformations 
G,: 
S,: 
1 
X = A,x, 5= ATq 
a,.= A,o,., (4.17) 
c?=Aocr, 
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the system of equations (4.16) is conformally invariant under Gp, an 
enlargement of (4.17), provided 
A, = [A.J(2-n)‘2, (4.18a) 
A, = A,c[A,]62(2-n)‘2. (4.18b) 
The substitution (4.18) into (4.17) gives the following 2-parameter groups 
of transformations under which the system (4.16) is conformally invariant: 
1 
s,: 
i 
1= A,x, f= [A,]wmT 7 
G2: Cc = A,<a,., (4.19) 
0 = [AxI 62(2 ~ n ,/2/j B( o. 
The matrix BC has the form 
/- 1 
1 0 
2-n 
2 O. 
(4.20) 
0 1 
With the rank r = 2, i.e., the parameters A’s are essential. The rank of the 
matrix C is s = 1 < r, i.e., the similarity transformation can be determined 
for the boundary value problem (4.16); and because p =s, there is no 
absolute invariant determined solely from physical variables. Following 
Theorem 2, and taking into account matrix BC, (4.20), the absolute 
invariants for S2 and G2 are given by expressions of the form 
1 
i 
X(2-n)12 
s,: I?,=---- 
G,: 
(4.21a) 
7 ’ 
17 = c7-62ap’ I (’ . (4.21b) 
Hence, the similarity transformation for the system (4.16) assumes the form 
44 z) = O,fy(?), (4.22a) 
x(2 ~ nw2 
rl= n < 2, (4.22b) z ’ 
where q=tir, f(q)zII,. 
Making the use of (3.16), (3.18), (3.13), and (4.22), the similarity-charac- 
teristic relationship (3.15) assumes the form 
2-n 
?,=-, 2 
n < 2, (4.23) 
98 FRYDRYCHOWICZ AND SINGH 
i.e., qW is given explicitly. The similarity representation (3.20) on the basis 
of the equation of motion (4.16a) becomes 
a[(2 - 4’ - 4~~1 f”(r) + [18v2(& - 1) - n(2 - ~11 f’(v) 
- 4%(& - 1) Yff(v) = 0, 06q6qn (4.24a) 
The boundary condition (4.16b) on the basis of (3.22) has the form 
f(rl=O)=l, (4.24b) 
and the condition on the wavefront becomes 
f(r=rl,)=O, 
2-n 
VW= -, nc2. 2 
(4.24~) 
The solution of the similarity representation (4.24a), (4.24b), (4.24~) is 
given in [ 151 and has the form 
f(v) =h(ri)-$gjf2(s,. 
2-n oGq<r/,=2. (4.25) 
2 11’ 
The parameters n.and 6, have to satisfy the conditions 
n+2n6,-46,<0, n < 2,6, is a nonnegative integer, (4.26a) 
and 
n+2nd,-46,<0, 
1 
n<2,n#2--,6,isnot, (4.26b) 
s 
a nonnegative integer and s is a positive integer. The functions f,(q) and 
f2(q) in (4.25) assume the form 
f,(v)= 1 + f v2.? 
S*(&- 1)(6,-2)~.~(6,-2(s- 1)(6,- (2S- 1)) 
*=l s!(2-n)” (1 -n)(3-2n)... [(2-n)s- l] ’ 
fXr)=yI 2’(2-n) 1 + f +s(2--jl)iS, (4.27) 
?=I 
x((c+)(6,- 1-$4(3-n)) 
>( 
8,-3-A (5-2n) 
x ... x 
( 
6,-2(A)-& 
> 
x 6,-(2&s- I,-& 
( 1’ 
[(2-n)s+ l] 
I 
(4.28) 
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On the basis of Theorem 4 the function 0(x, t) = a,?‘f(q) is the solution of 
the partial bounary value problem (4.16), which can be easily verified [ 151. 
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