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Abstract
The aim of the research carried out during this Ph.D. was to create an open source
numerical model able to simulate every kind of harbour and offshore structure, both
fixed and floating. The code implemented was able to reproduce a physical wave tank
and can be used during the design phase as an integration to physical tests.
The Computational Fluid Dynamic tool, OpenFOAM, was used as a starting point to
develop the new code, furthermore the boundary condition IHFOAM tool was applied to
generate and absorb waves. In order to reproduce deep water conditions, the code was
improved with new boundary conditions and a new turbulent model. Furthermore an
additional numerical restraint was implemented in the solver interDyMFOAM for rep-
resenting a realistic mooring line when simulating floating structure with OpenFOAM.
The new numerical tool was calibrated and validated thanks to a comparison with ex-
perimental tests. Different applications of the code are illustrated in the present work,
as floating breakwater, horizontal and vertical floating cylinders, hit by waves and cur-
rents, with various mooring settings. Furthermore, the way to generate coupled waves
and currents was explained and shown. Results of all the tests carried out were promis-
ing; showing good agreement with theoretical values and physical tests.
An application to a real study case was finally shown; a floating wind turbine was de-
signed for an offshore area in Mazara del Vallo, (Sicily, Italy) and its response to wave
loads was analysed with the new code. In this way, the feasibility of an offshore floating
wind park in the Mediterranean Sea was studied.
The real case application demonstrated the model can be helpful in the design phase
and it can be used for a wide range of applications, from harbour floating piers to off-
shore structures. Moreover, this methodology, with active absorption, lead to reduce
the domain covered by the 3-D model and to simulate the interaction between sea states
and structures in competitive times and computational costs.
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1Introduction
1.1 Numerical Modeling of Floating Structures
Floating structures play an important role in the world today, they are used for many
purposes such as: substructures for oil and gas rig (Fig. 1.1 and 1.2), harbour piers
(FIg. 1.3), breakwater (Fig.1.4) . Each of them may have its own and different function
and they can be installed in shallow water or in deep water. The floating structures
installed in either shallow or deep water possess similar technical features and problems
caused by sea loads and the corresponding mooring systems tensions, and the impor-
tance of the station keeping. Floating systems are particularly suited for deepwater:
the Floating Production Storage and Oﬄoading (FPSO), Semi-submersible, Tension
Leg Platform (TLP) and Spar. Floater types might be distinguished by several charac-
teristics such as functions, stability, motions, load or volume capacities, transportability,
reusability. Each has a significant difference in terms of design drivers, performance,
construction and installation. FPSOs have a relatively shallow draft, but a large water-
plane area. They provide a large area for process facilities, and large storage volumes.
Semi-submersibles have a small waterplane area and a moderate draft. Spars have a
very deep draft and a moderate to small waterplane area. Since each platform requires
significantly different design considerations, the design of each is covered in a separate
subsection herein. Hull stability and structural design are relatively generic and are
described under specific subsections (12).
Furthermore, climate change and the associated sea level rise has caused a change
in the policies of governments around the globe, impulsing the move from fossil fuels to
renewable energies. The European Union has been one of the leaders in this process by
presenting in 2010 an ambitious plan within the framework of the Europe 2020 strategy
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Figure 1.1: Floating oil and gas rig.
to limit the effects of climate change. By 2020, the greenhouse gas emissions should be
a 20% lower than 1990 levels, a 20% of energy should come from renewable sources, and
there should be an increase in the energy efficiency of 20%. To achieve these targets the
blue energy field and, in particular, the research on renewable energy resources has been
developing in recent years covering different types of wave and current energy converters
and wind turbines, that are mainly floating structures.
On the other hand, floating structures are chosen more frequently because they are
more environmentally friendly and because of the necessity to exploit resources from
offshore and deep water areas. Resources nowadays are not anymore just oil and gas,
we need to utilise more and more renewable energies, which are numerable. They can
be classified in four major categories according to its nature: geothermal, hydroelectric,
biomass and solar. Energy coming from the sun can be harvested directly and indirectly.
Direct solar energy is divided into two main categories, photovoltaic: taking advantage
of the semiconductor properties of silicon, and thermal, in which sun beams are focused
onto a reduced area. This energy, concentrated in the form of heat, is then stored in a
fluid, typically water.
Wind energy is an indirect form of solar energy. Energy coming from the sun is
distributed irregularly throughout the planets surface, reaching its maximum at lati-
tudes near the equator and decreasing gradually as moving away from it. This causes
remarkable pressure differences in the atmosphere, which in turn creates winds, trying
2
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Figure 1.2: Transportation of Floating wind turbine foundation.
Figure 1.3: Floating breakwater example.
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Figure 1.4: Floating breakwater concept.
to displace huge amounts of air from high pressure regions towards low pressure regions.
When winds blow over the water surface, part of its energy is transferred to the water
by friction thus, generating waves. Again, energy in waves (2 − 3kW/m2) is denser
than both, wind and solar. Even though most of solar irradiation energy is lost in this
transmission chain, the gain in energy density is a factor that should attract expectation
for future energy harvesting. Waves are generated far from the coasts, where wind and
storms constantly blow over the fetch and then travel vast distances with practically
no loss of energy. As a result, it becomes a very constant source of energy, there is no
need of site-specific climatic events in order to ensure the presence of waves. As waves
reach the shore may have been generated a few days ago and thousands of miles away.
Furthermore, wave energy is a highly predictable resource, nowadays wave propagation
computer models provide an accurate forecast of incoming waves up to a week in ad-
vance. Above 2/3’s of the planet surface is covered by oceans and approximately 1/2
of the world’s population lives within a 100km from the coast. Furthermore, electricity
demand and wave seasonal variability match quite well, specifically in northern coun-
tries where peaks occur during late autumn and winter. The great availability of the
resource is another factor to take into account when estimating its potential. In addi-
tion, very low environmental impact has been proved to occur when installing. Due to
its reduced size and its typical deployment location (offshore) visual impact is naught
as well as other impacts for the majority of other human activities, the only exception
could be with ship routing (FIgures 1.5, 1.6 and 1.7).
Similar considerations, concerning the same advantages when moving offshore, can
4
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Figure 1.5: Different wave energy converter concepts.
Figure 1.6: Pelamis wave energy converter.
Figure 1.7: Ocean Power Technology wave energy converter.
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Figure 1.8: Floating wind turbine, with TLP substructure.
be done for wind resources. Wind turbines were initially designed for installing on land
and they had a rapid increase in term of number of wind turbines installed and maximum
wind power capacity (25). However, this rapid increase encountered several obstacles
such as a substantial environmental impact, the limitation of being high-capacity and
making large wind farms. So, the attention moved to offshore sites, a less restrictive
installation area. Offshore wind turbines are classified largely into two categories, fixed
or floating according to how the turbine tower is supported. Differing from the fixed-
type, the floating wind turbine is under the concept design stage because several core
technologies have not fully settled down (41), particularly the maintenance of dynamic
stability against irregular wind, wave and current loads (20). In order to secure the
dynamic stability of floating off-shore wind turbines, the station keeping becomes crit-
ical (77). Because of this essential requirement, these offshore wind turbines require
additional equipments like substructure, mooring lines or tension legs and anchors, if
compared to the fixed ones. Many different types of floating structures can be adopted,
they are classified according to how the draft control is generated, such as submerged,
TLP (tension-leg platform) (Fig. 1.8), spar-types (46) (37) (Fig. 1.9 and 1.10), and
barge-type. However, all have some features in common such as the station keeping and
the vertical and rotational oscillation control of them are secured by a combined use of
the buoyancy force and the tension of mooring lines or tension legs.
The dynamic response of a floating wind turbine to wind and wave excitations is
usually evaluated in terms of rigid body degrees of freedom of the structure, where
horizontal movements are related to the station keeping, surge and sway are largely
6
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Figure 1.9: Hywind floating wind turbine, Statoil desing.
Figure 1.10: Hywind floating wind turbine, Statoil desing.
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Figure 1.11: Physical test of a wind turbine in IH Cantabria wave basin.
influenced by the mooring system, and the other degrees of freedom are mainly affected
by the floating platform characteristics. This dynamic response and the best substruc-
tures design and the best mooring systems set up have to be evaluated for each site
and wind turbine so the design process becomes more and more challenging. Building
a structure in deep waters requires high standards and the analysis needs experiments.
Scaled physical modelling in a laboratory (Fig. 1.11) is still the key method in the design
of ocean structures. Usually small-scale prototypes have been tested in a wave basin
(56) (80) (23). This approach can reduce the uncertainty of the structural response of
a structure and it is especially necessary when the structures are non-conventional or
present three-dimensional effects. Nevertheless, this approach presents certain limita-
tions: intrusive measuring devices, scale effects and high costs (in time and money) of
the experiments.
These studies can also be carried out in an analytically/numerically way with
the simplified wind turbine geometry and the analytically derived wind/wave loads
(79)(45)(39)(17), or by the combined use of CFD, hydro, FSI (fluid-structure inter-
action) or/and MBD (multibody dynamics) codes (88)(37)(36). In case of numerical
simulation, 3D full Navier-Stokes equations were rarely used because extremely long
slender mooring lines not only require a large simulation domain but cause high turbu-
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lence flow around them (34).
Besides, in order to obtain accurate numerical results, the model must be validated
to prove that it is capable of reproducing the processes of interest. Moreover, if the
model depends on calibration parameters, they need to be adjusted. In either case this
is to be performed by comparing the model results with experimental results. In con-
clusion, numerical modelling must be regarded as a tool complementary to the physical
modelling. The combined use of both techniques can help to identify the pros and cons
of each method as there are processes that can only be replicated experimentally or nu-
merically because of their time or space requirements. Within this symbiotic framework,
numerical modelling unveils its full potential with two main roles: assisting with the
pre-design of the physical experiments, and extending the experimental database with
detailed results after validation (26). Furthermore; numerical modelling is significantly
cheaper than physical experiments and it can be applied as a tool to characterise the
hydrodynamics around the structure beforehand to highlight the zones of interest, to
find the most suitable places where the measuring devices can be placed, to anticipate
problems or even to select the most relevant cases to be tested physically. Once numeri-
cal models have been validated, they can be applied to extend the database, simulating
different wave conditions and structural alternatives at the same time. Moreover, the
new cases can be run at prototype scale, avoiding scale effects, hence, reducing the
uncertainty linked to this kind of calculations.
In conclusion, it is possible to say that advanced numerical modelling of sea loads
and floating structures interaction still offers a wealth of challenges and research op-
portunities. This thesis is devoted to overcome some of the most pressing challenges
to make three-dimensional numerical modelling available for the offshore and harbour
engineering community.
1.2 Structure of the Thesis
The present document is structured as follows: This introductory chapter serves to high-
light the topics studied in this thesis, stressing the advantages that three-dimensional
numerical modelling could offer to the design of floating offshore and coastal structures.
In Chapter 2; a review of the state of knowledge in numerical modelling of waves in-
teracting with structures is presented. First, the literary review focuses on the different
types of models, comparing the pros, cons and limitations of each approach. Then it
9
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defines the objectives of the present work according to the gaps found in state of the art.
In Chapter 3; OpenFOAM, the computational fluid dynamics (CFD) code used in
this study is illustrated. Full details are given on the equations solved and how the
model operates. Next comes the description of the boundary conditions that have al-
ready been developed for wave generation and absorption in IHFOAM tool.
Chapter 4 is devoted to the new features developed and added to the code to achieve
the proposed goals. I.e. a new turbulence model and new boundary conditions for gen-
erating and absorbing waves in deep water and a new mooring system equation added
to the code.
In Chapter 5; all the tests carried out to calibrate and validate the new code are
illustrated, and the capabilities of it are demonstrated. First, the interaction between
a floating caisson and waves is tested. Next, simultaneous wave and current generation
is showed and different floating structures are tested.
Chapters 6 is where the previous methodology is incorporated into a global method-
ology that enables the simulation of wave interaction with real floating structures. The
new methodology is applied to a floating offshore wind pilot park situated in Mazara
del Vallo, Sicily, Italy.
Finally, the conclusions of all the work are discussed in Chapter 7, analysing the
results obtained for the initial objectives.
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2.1 Objectives of the Thesis
As listed in the previous chapter, numerical modelling plays a very important role when
designing floating structures, both at harbours and offshore. Open source Computa-
tional Fluid Dynamics codes are not yet in a ready to use state, there is not at the
moment a unique code able to analyse the entire floating system, from the structure
response to the mooring systems tensions. So the aim of my Ph.D. research was to
implement and validate a tool able to simulate the entire floating system and to assist
offshore and harbour engineers during the design phase. In other words, the objectives
of this work was to fill the gaps that have been found in previous studies and to enhance
features that currently the code used, i.e. OpenFOAM, has, in order to make it a fully
validated and ready to be applied tool in the design process of real coastal structures
tool.
The objectives of this work and the methodology to achieve them are listed below.
The first objective was to prepare a numerical wave basin to test every kind of
coastal, harbour and offshore structure. To do that, OpenFOAM has been chosen,
because it is an open source and suitable to be implemented and improved. Then in
order to create and absorb waves IHFOAM tool was selected because it had already the
active wave absorption included, that is very useful to reduce domain sizes. This tool
however, has been validated just for shallow and intermediate water conditions.
So, for this work the first thing to do was to check the feasibility of it in deep water
11
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and to adjust it, because at the end, the model has to be universal, able to simulate
any kind of sea state conditions, all over the relative water depth regimes.
To achieve this goal new boundary conditions were implemented in IHFOAM in
order to generate and absorb wave in deep water conditions too. After several validation
tests, wave decay phenomena was observed, so a new turbulence model was studied and
added to OpenFOAM and IHFOAM in order to avoid this problem.
These new numerical features were validated with analytical and experimental tests,
as it demonstrated their efficiency.
At the end of this part the numerical wave basin was ready to use for every kind of
sea state and water depth simulation.
The second objective of the thesis was to create an OpenFOAM based tool able to
represent a floating system, both the structure and the mooring lines hit by waves.
At present, all CFD simulations concerning these type of structures have been carried
out by other specific and licensed codes.
The already implemented features in OpenFOAM were tested and checked in order
to know which parts needed improvements. Floating bodies simulations were considered
in the code, but not yet ready for ocean engineering purposes. So the first step to achieve
this objective was to couple floating bodies setting with wave generation and absorption.
After that the way to represent mooring systems in the code was evaluated. As it
was implemented, it didn’t work properly, so a new mooring equation was added to the
solver and validated with experimental tests.
The results showed very good agreements, so the second goal was reached. The new
code was able to represent real floating anchored structures in both shallow and deep
water.
Finally, the code was ready to work as a physical wave basin, the last thing was
to apply it the simulations to real structures at prototype scale and demonstrate the
forcefulness and potentiality of it. For this last objective, a floating wind turbine was
analysed and simulated for an offshore site in the Mediterranean Sea.
In this way, it was demonstrated that the model would be suitable for a wide range
of applications, from harbour floating piers to offshore spar buoys. Furthermore, the
possibility of simulating real structures opens new perspectives for design purposes.
The new methodology, with active absorption, lead to reduce the domain covered
by the 3D model and to simulate the detailed interaction between sea states and the
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structure in competitive times. Generally three-dimensional models present long run-
times and they require intensive computational resources. Therefore in order to obtain
the most suitable conditions to integrate the model in real designs is by reducing both,
so the numerical model can be integrated in the design process of floating structures.
By achieving this objective the engineers benefit from an advanced tool to assist in
making decisions and to obtain more optimal designs.
2.2 State of art
The numerical simulation of free surface flow problems is a challenging topic, let alone
with the presence of a moving structure, however, it has been of considerable importance
to the development of offshore structures. Several types of models are commonly seen
in numerical simulation of the non-linear waves and wave-structure interaction. These
models can be categorised as, either, Boussinesq, potential flow, or Navier-Stokes-type
models, referring to the governing equations driving the model. Boussinesq-type models
have been widely used to solve free surface flows since the computational costs are
reasonable and the accuracy of the approximation of water waves is valid for linear and
weakly nonlinear waves, given that the wavelength is large compared to the water depth.
A review of the developments of these types of models, as well as the description of a
state-of-the-art model, is given by Madsen et al. (48). Potential flow theory has been
very successful in modelling the wave loading on offshore structures and has become
a standard tool in ocean engineering. The potential solver WAMIT is based on linear
and second-order potential theory and is considered one of the best of its class. This
is just one of the industries many state-of-the-art numerical models which are based
on the potential flow theory, two other good examples are AQUAPLUS and AEGIR.
These potential flow models in general well equipped to calculate first and second order
wave loads and fluid-structure interaction at acceptable computational costs. They are
very useful for demonstrating the initial feasibility of a floating structure. For instance
by identifying the natural frequencies of the system, which, in order to minimise the
dynamic response, need to be placed away from the wave spectrum. However, for
the investigation of the strongly nonlinear hydrodynamics phenomena involved with
wave-structure interaction during extreme wave events, the potential flow theory is
inadequate and fully non-linear numerical methods are required. The advancements
in computational power in the last years have paved the way for fully nonlinear CFD
models. These solve the Navier-Stokes equations in combination with the continuity
13
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equations to compute strongly nonlinear wave loads, fluid-structure and in some models
it is even possible to simulate surface effect such as wave breaking. The Navier-Stokes-
type models can either be meshless or grid-based, each of these types has its own
advantages and disadvantages. A major distinction between the two is the need for an
additional equation to describe the free surface. In a grid-based model the Navier-Stokes
equations by themselves are unable to fully describe the interface of a two-phase flow.
Therefore, an additional equation needs to be introduced. Methods for describing the
free surface in multiphase flows can be categorized as Lagrangian-type surface methods
and Eulerian-type volume methods, also referred to as surface tracking and surface
capturing methods. The surface tracking methods are based on a representation of the
free surface by special marker points, this allows for explicit tracking of the interface.
Interpolation is used to approximate the points between marker points. The advantage
of this approach is that the position of the interface is known and that the interface
remains sharp as it is advected across the domain. However, these models experience
problems when simulating coalescence and breakup of the interface, so, for instance
when a droplet of water is dropped into a bucket filled with water, or more apt, when
wave spray is caused by a large wave colliding with an offshore structure.The most
widely used surface tracking method is the level-set method developed by Osher et
al. (60). Here, the interface is defined as a zero level of a signed distance function
from the interface. To distinguish between the fluids on either side of the interface a
negative sign is attached to the distance function for one of the fluids. The level-set
methods are conceptually simple, relatively easy to implement and yielding accurate
results. However, the method is known to experience loss of mass when the interface
is significantly deformed or when there is considerable vorticity. In contrast to surface
tracking methods, the surface capturing methods support an implicit tracking of the
free surface of a two-phase flow. These approaches mark the fluid on either side of the
interface, either by massless particles or by an indicator function. One of the drawbacks
of these techniques is that the exact position of the interface is not known explicitly
and special techniques are needed to reconstruct the interface. The most widely used
surface capturing method is the Volume of Fluid (VoF) method (29). Here, a scalar
indicator function between zero and one, known as volume fraction is used to distinguish
between two different fluids. The free surface is treated as the transitional layer between
the two fluids. Due to the diffusive nature of this method, special interface compression
techniques are developed to maintain the sharpness of the interface. A major advantage
of this method is that, in contrary to the level-set method, it is mass conserving and a
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far more robust approach to when it comes to the simulation of coalescence and breakup
of the interface. Navier-Stokes-type models coupled with a VOF method for capturing
the free surface are a commonly seen combination in the field of fluid mechanics. They
form one of the more robust methods for simulating the highly nonlinear phenomena
caused by fluid-structure interaction during extreme wave events. A couple of state-
of-the-art commercial software CFD packages are based on the combination of these
two models. Note that these software packages are generally not single purpose, but
instead designed for a broader spectra of fluid mechanics problems. There are many
researches in which commercial software was utilised for the analysis of floating offshore
structures, as STAR-CCM+, a commercial CFD package, developed by CD-Adapco
and ComFLOWis another commercial state-of-the-art, Navier-Stokes/VOF solver. In
addition to commercial software packages, some open-source models are available which
can be of great scientific value if they have a progressive community. Open Field
Operation And Manipulation (OpenFOAM), is an excellent example of such an open
source CFD package. The standard OpenFOAM software package is distributed with
a large number of solvers and utilities to cover a wide range of problems. Due to the
open-source nature of OpenFOAM, it is possible for users to write their own codes and
solvers for their specific problems or to modify the existing solvers.
15

3OpenFOAM
3.1 Introduction
Floating structures are widely adopted in offshore engineering, because the necessity to
exploit resources from offshore is increasing. For example, floating wind turbine tech-
nology would open up a large majority of the continental shelf as a wind power resource.
Floating oil-platform technology can provide a basis for design; however further study
is required as the floating systems need to be stable, structurally sound, and economical
(76). Understanding the behaviour of a floating structure in a real sea state is as diffi-
cult as important to determine its performance and resistance (40) (62). Designing new
floating structures engineering requires detailed knowledge of forces, flow directions and
velocities, rotations and displacements. Traditionally, this was done in towing tank,
but in the last years computational fluid dynamic (CFD) methods developed to a stage,
where they become interesting, not only from a financial but also from a performance
point of view, as an extra input or a full alternative to the experiments. Several dodes
have been implemented, one of the opensource is OpenFOAM: it offers a possibility to
include a modern CFD method without expensive investments into the design process.
3.2 Computational Fluid Dynamics
Since for most complex flow situations an analytic solution is not available, ruleof-
thumbs are not detailed enough and experiments are expensive, computer generated
solutions become more and more popular with increasing computational power and
better mathematical models. Computational fluid dynamic (CFD) is a branch of fluid
mechanics that uses numerical analysis and algorithms to solve and analyze problems
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that involves fluid flows. The fundamental bases of almost all CFD problems are the
NavierStokes equations. The finite volume method (FVM) is a common approach used
in CFD codes, as it has an advantage in memory usage and solution speed, especially
for large problems, high Reynolds number turbulent flows, and source term dominated
flows (like combustion).
3.2.1 Governing Equations
In the finite volume method, the governing partial differential equations are recast in
a conservative form, and then solved over discrete control volumes. This discretization
guarantees the conservation of fluxes through a particular control volume. The RANS
equations, which include continuity and mass conservation equations, are the governing
mathematical expressions which link pressure and velocity. The assumption of incom-
pressible fluids has been used, which is applicable for most coastal engineering practical
problems.
5U = 0 (3.1)
∂ρU
∂t
+5(ρUU)−5(µeff 5 U) = −5 p∗ − gX 5 ρ+5U 5 µeff + σk5 α (3.2)
where ρ is the density, which is calculated as presented in Eq. 3.4, U is the velocity
vector; p* is the pseudo-dynamic pressure; g is the acceleration of gravity; X is the
position vector. The last term on the right is the effect of surface tension: σ is the
surface tension coefficient; k is the curvature of the interface and it is calculated as
follows:
k = 5 5α| 5 α| (3.3)
and α is the indicator function, which will be commented later. Finally µeff is the
efficient dynamic viscosity, which takes into account the molecular dynamic viscosity
plus the turbulent effects: µeff = µ+ ρ νturb. The newly introduced νturb is the turbulent
kinetic viscosity, and it is given by the chosen turbulence model (as described in the
next section). The different fluids are identified by the indicator function α which is
bounded between 0 and 1. α =0 means air phase, and α =1 water phase. A value of
0.5 would thus mean the cell is filled with equal volume parts of both fluids. Intensive
18
3.2 Computational Fluid Dynamics
properties of the flow like the density ρ are evaluated depending on the species variable
α and the value of each species ρb and ρf :
ρ = αρf + (1− α)ρb (3.4)
The transport equation for α is:
∂α
∂t
+5(Uα) = 0 (3.5)
The interface between the two fluids requires special treatment to maintain a sharp
interface, numerical diffusion would otherwise mix the two fluids over the whole domain
(27). More information on general CFD methods can be found in (83). OpenFOAM
makes use of an artificial compression term (5 Ucα (1 -α)), instead of using a com-
pressing differencing scheme. This approach is conservative and takes non-zero values
only at the interface. Furthermore the flow is not compressed if Uc is normal to the
interface 5 α, which points towards greater values of α, and therefore from the air to
the water phase. This yields the final expression:
∂α
∂t
+5Uα+5Ucα(1− α) = 0 (3.6)
in which |Uc| = min[cα |U|, max(|U|)], where the user can specify factor cα. By
default it takes value 1, but it can be greater to enhance the compression of the interface.
The boundedness of such equation is achieved by means of a especially designed solver
called MULES (multidimensional universal limiter for explicit solution). It makes use
of a limiter factor on the fluxes of the discretised divergence term to ensure a final value
between 0 and 1 (27).
3.2.2 Turbulence modeling
The Reynolds stresses have to be modeled, when a RANS method is used. Most turbu-
lence models are based on the eddy viscosity concept where the effect of the turbulence
on the flow processes is described by an increased viscosity. The Reynolds stresses are
then defined by the so called Boussinesq Hypothesis which is represented by Equations
below, where k is the turbulent kinetic energy.
τij = −ρu′iu′j = µi(
∂Ui
∂xj
+
∂Uj
∂xi
)− 2
3
kρδij (3.7)
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k = −1
2
u′iu
′
j (3.8)
µt = −ρCµL
√
2k = CµLV (3.9)
µt is the turbulent viscosity and can be written as above including the constant Cµ,
the turbulent velocity V and the length scale for large-scale turbulent motion L. To cal-
culate V and L it is necessary to express k and µt. The different approaches to do this
divide the models into algebraic, zero-equation, one-equation and two-equation models,
which are all linear eddy viscosity models. Industry standard and the most widely used
models are the two-equation models, because it is quite simple to implement these kinds
of RANS equations into a CFD program. It is basically the same code as for laminar
flow, but has two differences:
- µeff = µ + µt
- Solving of two transport equations extra.
In this work, both the k- model and the k-ω model have been used, maybe the
most used and known method in CFD simulations. Talking about the first one, based
on the fact that kinetic energy is dissipated into internal energy at high Re another way
of computing the turbulent length is using the turbulent dissipation (= 3k/2L). This
turbulent model is based on the equation:
µt = −ρCµk
2

(3.10)
Instead, in the k-ω model, the eddy viscosity, νt, is given by:
νt =
k
ω
(3.11)
3.2.3 OpenFOAM
OpenFOAM (Open Field Operation And Manipulation) is a free and open source finite
volume CFD toolbox originally developed at the Imperial College by (31) and (72). It
is a cell-centred finite volume framework for computational fluid dynamics supporting
unstructured polyhedral meshes. OpenFOAM consists in a bundle of libraries and codes
to solve complex problems such as turbulence, fluid flows, electromagnetics, chemical
reactions, combustion... It also features applications to pre- and post- process, including
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mesh generation tools (e.g. blockMesh, snappyHexMesh), setting and modifying field
values, mesh decomposition and sampling data . It is prepared to run cases in parallel,
allowing an easy set up and a straightforward calculation method (59).
The code is written in C++ and is object oriented. Unlike commercial codes Open-
FOAM is not a black box, the user can control and modify each of the steps of the
solving process by changing the source code. This is a great advantage, since several
modules include data conversion from and to commercial CFD codes (Ansys, Fluent,
CFX) or formats (VTK), allowing cross validations. Other extended capabilities are
added by third party programmes. The most representative case is undoubtedly Kit-
ware’s ParaView, which is the main programme used for postprocessing purposes since
it has two specific readers for native OpenFOAM data. As mentioned above, meshing
tools are included in OpenFOAM: blockMesh and SnappyHexMesh. Starting with a
block structured mesh that defines the extensions of the domain, created by the means
of the first tool, SnappyHexMesh then can include automatically any .stl file (stereo
lithography), which describe the geometry of modelled objects. The solver then starts
to split all cells close to the .stl surface. When the refinement is finished, all cells inside
the .stl are removed. The user defines the outside with a Cartesian coordinate before-
hand. Specific refinement regions (boxes, cylinders or spheres) can be assigned. It is
useful to emphasize specific parts of the domain, like the area around the floating struc-
ture. Furthermore, SnappyHexMesh incorporates many parameters to ensure a good
quality mesh. To adapt the changing computational domain when simulating moving
bodies, different algorithms are available. OpenFOAM supports mesh morphing six
degree of freedom (6-DoF) body motion. A 6-DoF solid body can be specified through
a boundary condition on a patch prescribing the boundary of the solid body. With
the dynamic mesh method the mesh quality around the body is preserved without per-
forming expensive remeshing even when simulating arbitrary angles of rotation. Mesh
deformation can mathematically be considered as a map between the domain D, which
represents the configuration at a certain time t with a boundary B, and D’ at times
later (33) (32). The idea is to move the points on the body and the cells neighbouring
it, as it is not possible to move only a few points in the mesh without destroying the
shape of the cells, the neighbouring points needs to be moved as well, this is done by the
motionFvSolvers by a diffusion algorithm. The mesh update that follows right after the
implementation of the movements resets the mesh and it is therefore crucial to assign
the accumulated displacement at each step. In version 2.3.0, the one adopted in this
study, the rigid body motion framework uses a specialized motion solver, which works
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with an interpolation of displacement and rotation based on the distance to the object
to move. The interpolation method is spherical linear interpolation, or Slerp, which
enforces smoothness and the distance function has a cosine profile to preserve shape of
cells close to the moving surface.
3.2.3.1 Dynamic Mesh Approach
The fluid structure interaction (FSI), in OpenFOAM, is managed through the dynamic-
MotionSolverFvMesh. This solver morphs the mesh around a specified set of boundaries.
The meshing motion is calculated based on the pressures on those boundaries. In turn,
the dynamicMotionSolverFvMesh provides feedback to the fluid simulation. It alters
the velocity boundary conditions (U field) on the included boundaries to specify the
local velocity of the defined body. This mesh control is almost exclusively used to solve
problems involving rigid body motion.
Moreover, when simulating moving bodies, to adapt the changing computational
domain , different algorithms are available in CFD models. OpenFOAM supports mesh
morphing six degree of freedom (6-DoF) body motion. A 6-DoF solid body can be spec-
ified through a boundary condition on a patch prescribing the boundary of the solid
body. With the dynamic mesh method, the mesh quality around the body is preserved
without performing expensive remeshing even when simulating arbitrary angles of ro-
tation. The mesh deformation problem can be stated as follows. Let D represent a
domain configuration at a given time t with its bounding surface B and a valid compu-
tational mesh. During a time interval ∆t, D changes shape into a new configuration D’.
A mapping between D and D’ is sought such that the mesh on D forms a valid mesh on
D’ with minimal distortion of control volumes (32). As it is not possible to move only
a few points in the mesh without destroying the shape of the cells, the neighbouring
points needs to be moved as well, and this is done by the motionFvSolvers by a diffusion
algorithm.
Polyhedral FVM discretises the space by splitting it into convex polyhedra bounded
by convex polygons. Temporal dimension is split into time-steps and equations are
solved in a time-marching manner. Having resolved the issues of discretisation support
and data mapping, it remains to determine the motion of mesh points in response to
prescribed boundary motion, ideally in an automated manner. The overriding criterion
for the success of automatic mesh motion is mesh validity: an initially valid mesh must
remain valid after deformation. In terms of FVM metrics, this condition reduces to
positivity of cell volumes and face areas, preservation of cell and face convexness and
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Figure 3.1: Dynamic Mesh Approach in OpenFOAM.
mesh non-orthogonality bounds. Also while the mesh is deforming, the quality mesh
parameters have to be kept in the correct range, as Face and cell aspect ratios, the cell
volumes, the mesh non-orthogonality and the skewness.
Furthermore, dynamic mesh refinement allows to refine the cells in a coarse mesh
at specific regions, the moving ones, that requires smaller cells (Fig. 3.1). It is a good
way to get accurate results with reduced computational time in comparison to a total
refined static mesh. The coarse mesh should be refined enough to give an accurate result
outside the region that requires small cells. In two-phase flow, the refinement should be
on the interface between the fluids because of the steep gradients in the volume fraction
function and potentially the material properties of the fluid system, and if a floating
structure is simulated, the refinement has to be around it too.
The solver employed in this study is the interDyMFoam. It solves the three di-
mensional Reynolds Averaged Navier Stokes (RANS) equations for two incompressible
phases using a finite volume discretisation and the volume of fluid (VOF) method and
it handles dynamic meshes (DyM stands for it). Hence it can simulate floating body
movements or dynamic mesh refinement along the free surface. On the fluid-structure
interface a moving wall boundary condition is applied for the fluid velocity field in order
to ensure the no-slip condition. The spatial discretisation is based on arbitrarily un-
structured meshes which consist of arbitrary convex polyhedral cells. These cells have
to be continuous, which means they do not overlap with each other. The main control
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over time step is the Courant number, which represents the portion of a cell that the
flow will transverse due to advection effect in one time step. The Courant number has
the following form for the one dimensional case (15):
Co =
∂tU
∂x
(3.12)
where, ∂t is the maximum time step, ∂x is the cell size in the direction of the
velocity and U is the magnitude of the velocity at that location. To ensure stability of
the model and improve accuracy, the maximum value of the Courant number should be
1 throughout the whole domain; in this work, the Courant number was set below 0.3
for all the tests.. Based on the computational mesh, the Navier Stokes equations are
subsequently discretized into a set of algebraic equations, which are pressure and velocity
equations in the PIMPLE algorithm (59). The PIMPLE algorithm is composed of an
implicit momentum predictor and several pressure velocity correctors. In the PIMPLE
loop, the velocity equations are firstly solved by using the velocity and pressure fields
of the previous time step, known as momentum predictor. The velocity and pressure
are corrected several times afterwards to satisfy mass conservation. Many methods
are offered by OpenFOAM to solve the set of linear equations, such as the geometric
algebraic multi grid (GAMG) and faster diagonal incompletecholesky (FDIC) methods.
Additionally, there are several built-in numerical schemes in OpenFOAM to discretize
terms that may be found in a PDE, such as derivative terms. The Standard Gaussian
finite volume integration method, which based on summing values on cell faces, is usually
used to get higher accuracy of the integrations for derivative terms. The values on cell
faces are interpolated from cell centres. There are several interpolation schemes, such as
central differencing, upwind differencing and blended differencing methods, are provided
for users to choose on a case-by-case basis. The time integration of the 6 DOF body
motion ordinary differential equations (ODE) is performed using a special symplectic
integrator, which is characterized as a leapfrog time integration method. This ensures
the correct two-way coupling between the body motion and the transient solution of
the flow equations.
This solver adopts an adaptive time step depending on the Courant number. To
choose the new time step, a maximum Courant number is calculated from the flow
conditions, using U and ∂t from the previous time step.
To work with interDyMFoam, many parameters have to be defined. The mass
properties of the entire body, the centreOfMass is the centroid of the Body, in the world
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coordinate system at initial position. The momentOfInertia defines the moment of the
inertia of the body in the three principal axes (x, y, z).
Three solver types can be selected: Newmark and CrankNicolson, that are second
order implicit solvers, and symplectic that is a second order explicit solver. More infor-
mation is available on the OpenFOAM source documents. Here, the Newmark solver
was adopted.
The boundary conditions must be set with specific keywords to use the information
from the 6DoF solver. This provides the feedback. The surface velocities from the 6DoF
Body are supplied as boundary conditions to the fluid solver. The velocity condition
is specified as a movingWallVelocity. The uniform value of zero only applies to the
initialization. The boundary will be overwritten with calculated velocity values from
the 6DoF solver on the next timestep and going forward. The pointDisplacement is
necessary for the mesh morphing. This must be set to type of "calculated". This will
tell the mesh morpher to look at the 6DoF solver results to perform the morphing.
Specifically, the library writes a field file called pointDisplacement and another field
called pointMotionU. These are used to perform the mesh morphing. They can also be
viewed as an output. The pressure field is specified as a zeroGradient. This is typical
for normal wall boundaries.
The motions of floating bodies are computed by the native rigid body solver that
uses a nested explicit leap-frog time step within each PIMPLE loop. Resulting forces
and moments are collected from integration of the pressure force, pn, and shear force
vector s over the body surface S.
Here FM is the mooring force and position vectors rCM and rCS denote the vector
from the centre of mass to the mooring attachment point and the centre of each surface
panel respectively.
InnerDistance and outerDistance parameters have to be specified too. These control
how the sixDof solver morphs the mesh. Anything within the innerDistance directly
moves the mesh nodes as a rigid body. Between the innerDistance and outerDistance,
the mesh nodes are morphed. Outside the outerDistance, no morphing occurs.
3.2.4 IHFOAM
To generate waves and currents in the numerical wave tank, IHFOAM boundary condi-
tion tool based on OpenFOAM, developed by the Environmental Hydraulics Institute,
IH Cantabria, Santander, Spain was applied. IHFOAM (27) is an open source numer-
ical model to simulate waves and wave interaction with coastal structures. IHFOAM
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solves the three-dimensional Reynolds Averaged Navier - Stokes (RANS) equations, for
two incompressible phases (water and air) using the Volume of Fluid (VOF) technique
to track the water surface. It incorporates a set of algorithms to generate and absorb
waves at the boundaries without the use of relaxation zones, speeding-up the simula-
tions and ensuring a correct representation of the wave-induced hydrodynamics in the
numerical domain. Moreover, it supports a large number of turbulence models (e.g. k-,
k- SST and LES). The features that make this model unique include wave generation
and active wave absorption (27) working at static and moving boundaries. Therefore,
the computational cost does not noticeably increase, unlike for internal methods.
Based on the experience achieved with Navier-Stokes models simulating waves only,
it is concluded that accounting for wave reflection is relevant not only at the generation
boundary but also at the inner boundary where there is a need to cancel out reflected
waves generated as a consequence of the interaction of waves with solid or porous bodies.
Both features need to be treated simultaneously not only at the waves- current genera-
tion boundary but also at every boundary of the numerical domain. There are mainly
two techniques to simulate waves in numerical Navier-Stokes models. The first makes
use of a Dirichlet-type boundary condition for the velocity field at the inflow boundary
to create a wave-current flow field. Free surface is also defined at that boundary. The
second makes use of an internal flow generator, which induces an increase of mass or
momentum in the domain to generate the target combined waves and current flow.
Active wave absorption is needed to absorb the waves incident to the wave paddles,
which will reflect back into the domain, otherwise. This system prevents an unbounded
increase in the agitation, that will contaminate the results. In order to perform the
absorption, the position of the paddles is corrected every time step according to a
given feedback. There are different techniques available in literature depending on the
feedback used, for example, the measured free surface elevation at each paddle (74) or
in front of them (14), or even the force acting on the wavemaker (73). The absorption
procedure developed in IHFOAM is based on a two-dimensional approach that appears
in (74), the same applied in (27). The underlying assumption is linear theory in shallow
water (i.e. nondispersive waves), although more sophisticate approaches are available
in literature (85) to account for wave dispersion. The starting point is a simple digital
filter, as follows:
Uc = −
√
g
h
ηfn (3.13)
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where Uc is the correction velocity that will absorb the incident wave, positive when
pointing towards the inside of the domain; g is the acceleration due to gravity; h is
the water depth; ηf is the free surface elevation incident to the boundary, calculated
by subtracting the measured (actual) elevation at the wavemaker from the target (ex-
pected) one; and n is a unit vector normal to the boundary and pointing inwards to
the domain. As it can be noted, the bold variables indicate vectors. Therefore, the
correction velocity will yield the following correction in paddle displacement (∆Xc):
∆Xc = U c∆t (3.14)
The negative sign in Eq. 3.13 indicates that to absorb a wave crest (ηf > 0) the
velocity must be negative, causing a paddle movement that stretches the domain towards
the outside.
The Dirichlet-type boundary conditions can indistinctly work with both static or
dynamic meshes. The model uses a modified version of the OpenFOAM standard in-
terFoam solver. In this work, IHDYMFOAM was used, it is the version of IHFOAM
which handles dynamic meshes (DYM stands for Dynamic Mesh). The wave generation
tool was already validated by (27) so here the validation was not needed.
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4First Approach to Floating Bodies
Simulations with OpenFOAM
4.1 Model Set Up
In offshore deep waters, many floating concepts have been proposed to capture the
abundant wind potential available. Out of the many solutions suggested, the major
ones are the spar buoy, TLP, semisubmersible and barge type floaters. In the present
study, the modeled system is a simplification of the systems mentioned before, also
the water depth is limited, in order to lighten computational domain and make easier
to test several configurations. The total system is modeled using one mass connected
through a mooring line, to represent the concept of a TLP. In 3D space, the platform
has six DOFs, surge, sway, and heave translations and the corresponding rotations of
roll, pitch, and yaw. All the DOFs are coupled to each other. As the tendon mass is
small compared to the mass of the floater, the inertia and hydrodynamic forces from
the tendons are neglected in the equations of motion. The 6DOF model of OpenFOAM
is used to simulate the motion of a rigid body in response to pressure and shear force
exerted by the fluid, as well as to additional forces defined by the user, e.g. mooring line
force. The model calculates the resultant force and moment acting on the body due to
all influences, and solves the governing equations of rigid body motion to find the new
position of the rigid body. The impact of this motion is transferred to the computational
mesh. Hence at each time step of the solution algorithm, the fluid-structure boundary
surface is displaced and reoriented in accordance with the total hydrodynamic plus
external forces and torques on the structure. The solver of OpenFOAM adopted is
interDyMFoam.
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Figure 4.1: Geometry of the numerical wave tank.
4.1.1 Geometry and Mass Properties
In order to validate numerical results with McCormick experiments (52), the modelled
structure is a vertical floating cylinder with a diameter of 0.2 m, a 1.5 m height, with
a draft of 1 m and a mass of 31.42 kg. The centre of mass is located at the bottom of
the cylinder and the radius of gyration are: Ix=Iy=0.87 m and Iz=0.07 m. Two kinds
of tests were performed: i) free decay tests, in order to assess and validate the code
with literature results (52), ii) simulation of the cylinder floating body forced by regular
waves. In the first free decay test, the cylinder was unmoored in order to replicate
McCormick data, then the moored one was simulate, and the same setting was adopted
in wave-structure interaction simulations. In these last tests, the body was anchored
to the bottom with a vertical mooring line, modeled as linear spring, with negligible
bending stiffness. The numerical wave tank was 1.5 m deep and 2.5 m x 26 m wide.
4.1.2 Computational domain and settings
The computational mesh of the fluid domain was an unstructured hexahedral mesh. In
the z direction, in order to better capture the free surface, the cell size was 0.0125 m,
in x and y direction was 0.05 m. Around the body the mesh size was refined in all
directions, by the means of snappyHexMesh tool, in order to better capture the motion
of the body. The total number of cells in the mesh was roughly 877500 cells. The
structure of the domain and the global mesh can be seen in the Figures 4.2, 4.3 and
4.4. The time step was set as 0.01 sec, but adjustable time step with a Courant number
limit of 1 was used.
4.2 Free decay tests in heave
To evaluate the capabilities of OpenFOAM in simulate floating structures, hydrostatic
validation were performed through free decay tests in heave. The linear motion for a
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Figure 4.2: Computational domain.
Figure 4.3: Mesh refinements around free surface level and cylinder.
Figure 4.4: Zoom on the Mesh refinements around free surface level and cylinder.
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purely heaving floating cylinder, in calm water, can be analytically predicted by the
solution of the following homogeneous equation, where the time rate of change of linear
momentum of a body must equal the sum of the external forces on the body:
(m+ awz)
d2z
dz2
+ (brz + bvz)
dz
dt
+ (ρgAwp +Nks)z = 0 (4.1)
As calm water conditions are considered, external forces are 0. awz is the added
mass, brz is the radiation damping coefficient, bvz is the viscous damping coefficient,
Awp is the waterplane area when the body is at rest, ks is the effective mooring spring
constant of each line and N is the number of lines (52).
The most relevant hydrodynamic parameters are natural period, Tnz, and damping
ratio, ∆z, (1)(2). Their equations are listed below. The natural heaving frequency is
mathematically represented by
ωn =
2pi
Tnz
=
√
ρgAwp +Nks
m+ awz
(4.2)
Tnz is the natural heaving period. Awp for a vertical cylinder can be approximately
calculated as pia2. The critical damping coefficient is:
bcz = 2
√
(ρgAwp +Nks)(m+ awz) (4.3)
The logarithmic decrement is:
ln(
Zj
Z(j + 1)
) = pi
∆z√
1−∆z2 (4.4)
The resonant damping ratio is:
∆z =
bz
bcz
=
brz + bvz
2(ρgAwp +Nks(m+ awz))
=
ln(
Zj
Z(j+1)
)√
pi2 + [ln(
Zj
Z(j+1)
)]2
(4.5)
The viscous damping coefficient can be considered as:
bvz =
1
2
ρCdAd (4.6)
The added mass can be found as
awz =
ρgAwz +Nks
ω2nz
−m (4.7)
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Figure 4.5: OpenFOAM simulation results of free decay test for the unmoored and moored
cylinder.
4.2.1 Numerical Results
As written before, for this test, firstly the unmoored cylinder was implemented, in order
to reproduce exactly the experimental data reported in (52). As it is possible to see
in Table 4.1, OpenFOAM hydrodynamic parameters from the simulation agreed well
with the experimental data. Second and third oscillation amplitudes were considered
as Z1 and Z2 respectively, and then the hydrodynamic parameters were calculated and
compared to the experimental ones. The imposed initial displacement, Z0 , was 0.3
m. Then, the moored cylinder was simulated. The line stiffness, ks, was set to 308
N/m. That value was calculated considering a line force equal to the difference between
the weight and the buoyancy of the object. As shown in the Figure 4.5 and from
hydrodynamic parameters, the natural damped period, Td, decreased and the critical
damping coefficient, bcz, increased, as predictable from analytical expressions. In fact,
the natural damped period is inversely proportional to the mooring restoring force
(N*ks), instead the damping coefficient is directly proportional to that force (Eqs. 4.13
and 4.14).
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Hydrodynamic Experimental Data OpenFOAM data OpenFOAM data
parameters (McCormick, 2009) unmoored cylinder moored cylinder
Z1 (m) 0.22 0.211 0.226
Z2 (m) 0.17 0.16 0.18
Td (s) 2.12 2.08 1.47
ωdz(rad/sec) 2.96 3.02 4.28
ln(Z j/Z j+1) 0.258 0.277 0.23
∆z 0.082 0.088 0.072
ωnz(rad/sec) 2.97 3.03 4.29
awz(kg) 3.43 2.09 2.13
bcz(Nsec/m) 207.28 203.26 287.57
bz(Nsec/m) 16.95 17.83 20.78
brz(Nsec/m) 1.08 1.14 1.32
Table 4.1: Results from experimental and numerical data for the heaving vertical cylinder.
4.3 Wave-Structure Interaction
After the validation of the code in calm water, wavefloating body interaction was sim-
ulated. The wave generation boundary condition, IHFOAM, a specific tool able to
replicate laboratory wave maker, developed by IH Cantabria (27) (28), was included
in OpenFOAM. In this way, the behaviour of the floating cylinder, hit by waves, was
analyzed. Here, the body was moored to the bottom, with the same settings explained
previously.
4.3.1 Numerical Results
For this study, two different regular wave conditions were generated:
-Wave1: wave height, H=0.25 m and wave period, T=1.5 sec;
-Wave2: wave height, H=0.3 m and wave period, T=2 sec.
These wave parameters were chosen to see the different responses of the cylinder when
it is moved i) by a wave with a period equal to its natural damped period (Wave1)
and ii) by a wave with a greater period (Wave2), Fig. 4.6. In order to keep unchanged
the wave steepness, wave heights, associated with those periods, were calculated. As
example of wave gauges signals, in Fig. 4.7, Wave1 simulation results are reported.
Results of both simulations can be seen in the Figures 4.6, 4.7 and 4.8: wave heights
and cylinder heave displacements are plotted. To analyze the interaction between the
floating cylinder and waves, the Response Amplitude Operator (R.A.O.) and phase
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Figure 4.6: Wave gauge 1 signals in Wave2.
difference between the two series were calculated. These parameters are reported in
Table 4.2 for each wave condition. It is possible to see that the Wave1 conditions
induced larger movements, as the R.A.O. is 0.584. Instead, Wave2, with the period
bigger than the floater’s natural damped one, created smaller movements.
Figure 4.7: Heave displacements and wave signals in Wave1.
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Figure 4.8: Heave displacements and wave signals in Wave2.
Case H (m) T (s) R.A.O. Phase difference
Wave1 0.25 1.5 0.584 -0.05
Wave2 0.3 2 0.375 0.02
Table 4.2: Results from numerical data for wave-cylinder interactions.
Another output of CFD model is video animation, in Figure 4.9 it is reported a
snapshot series from Wave1 simulation.
4.4 Conclusions
The aim of this work was to validate OpenFOAM capability in simulating floating
structureswave interaction, a topic for which this code was not implemented yet. We
did it by the means of comparison between numerical results and experimental data, and
we found out good agreements. So it is possible to conclude that OpenFOAM, with the
wave generation tool IHFOAM, it is a valid and realible instrument to model not only
coastal processes (28) or fixed offshore structures (13), but also floating bodies-wave
interactions. One of the problem could be the dynamic mesh approach to moving parts
of the domain, but thank to that simulations, it was possible to understand that for
moored structures that have limited displacements this approach can manage perfectly
that kind of tests. This innovative application with OpenFOAM represents the first step
to develop a numerical wave tank where it is possible to study wave- floating structure
interaction, as an extra input or a full alternative to the experiments in design process.
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Figure 4.9: Chronological series of snapshots from the Wave1.
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5New Developments of the
Numerical Code
5.1 Introduction
The numerical code used in this work was OpenFOAM with IHFOAM tool, as already
explained in the previous chapter. This code was not applied yet to offshore studies,
and it had not been set up and validated for deep water conditions. So, when this work
started, some problems in terms of wave generation and absorption came out. As the
aim of this Ph.D. was to implement a numerical wave tank able to simulate every kind
of sea conditions, I initially dealt with these issues. New boundary conditions were
developed and added to IHFOAM tool, then a different turbulent model was imple-
ment in OpenFOAM. Furthermore, a new numerical restraint was added to the solver
interDyMFOAM, in order to be able to represent a real mooring line effect on floating
strucures.
All that numerical implementations and respective tests done to validate the new
code are illustrated in the following section.
5.2 New Boundary Conditions for Deep Water
IHFOAM solves the three-dimensional, two-phase Reynolds Averaged Navier-Stokes
equations, namely, continuity of mass and linear momentum, as described in chapter
3. Two-phase flow is treated by means of the VOF method following equation, which
allows the tracking of the free surface.
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IHFOAM has been widely validated and used for coastal processes, but never for
offshore applications. For the aim of this research, deep water conditions had to be
simulated with IHFOAM, and some problems were pointed out, as the generation and
absorption were not working well and wave height had a decay along the numerical chan-
nel. So, in order to achieve the proposed goals, some improvements needed concerning
the boundary conditions of IHFOAM.
In order to discern exactly what was going wrong in deep water simualtions, many
different tests in a simple wave flume were carried out. The first thing that was figured
out was that generation in deep-water needed always a ramping time of at least 3 times
the wave period, as it was not necessary for shallow and intermediate water conditions.
The tests were performed for shallow, intermediate and deep water conditions, both
in laminar and turbulent ways, below all the features are listed, H stands for the wave
height, T for the wave period and L for the wave length:
-Shallow water:
shallow1: H=0.12 m, T=1.6 sec, h=0.5 m, L=10.86 m
shallow2: H=0.24 m, T=1.6 sec, h=0.5 m, L=10.86 m
12 free surface gauges were inserted along the channel, the position from the begging
of the flume are here listed: G1=0.5m, G2=1m, G3=2.5m, G4=5m, G5=8m, G6=10m,
G7=14m, G8=16m, G9=20m, G10=22m, G11=25m, G12=29.5m.
-Intermediate water:
intermediate1: H=0.083 m, T=1 sec, h=0.3 m, L=1.37 m
intermediate2: H=0.04 m, T=1 sec, h=0.3 m, L=1.37 m
9 free surface gauges were inserted along the channel, the position from the begging of
the flume are here listed: G1=0.2m, G2=0.5m, G3=0.8m, G4=1m, G5=1.5m, G6=2m,
G7=2.5m, G8=3m, G9=3.5m.
-Deep water:
deep1: H=0.025 m, T=0.75 sec, h=0.547 m, L=0.87 m
deep2: H=0.05 m, T=0.75 sec, h=0.547 m, L=0.87 m
16 free surface gauges were inserted along the channel, the position from the beg-
ging of the flume are here listed: G1=0.2m, G2=0.5m, G3=0.3m, G4=1m, G5=1.5m,
G6=2m, G7=2.5m, G8=3m, G9=3.5m, G10=4.3m, G11=4.9m, G12=5.5m, G13=6m,
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Figure 5.1: Shallow1, free surface signals from gauges 1, 2, 3, 4, 5, 6. Blue line corresponds to
the laminar simulation, red line to the turbulent one.
G14=6.8m, G15=7m, G16=7.5m.
Free surface signals are plotted from Figures 5.1 to 5.14.
Looking at that tests, we had the confirmation that the generation and absorption
for deep water was not working well. So we decided to go on also with the development
of a new boundary condition. The implementation of a new boundary condition to
actively absorb in deep water conditions was done by the changing the formula of the
correction of the velocity in both inlet and outlet patches. That velocity equation
contains the celerity expression:
∆u = − c
η
∆y (5.1)
As for shallow water, it was calculated with shallow water approximation, now, for
deep water, it is with the corresponding approximation:
c =
gT
2pi
(5.2)
∆u = (h− η) gT
2piη
(5.3)
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Figure 5.2: Shallow1, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
Figure 5.3: Shallow2, gauges1, 2, 3, 4, 5, 6. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
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Figure 5.4: Shallow2, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
Figure 5.5: Intermediate1, gauges 1, 2, 3, 4, 5, 6. Blue line corresponds to the laminar
simulation, red line to the turbulent one.
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Figure 5.6: Intermediate1, gauges 7, 8, 9. Blue line corresponds to the laminar simulation, red
line to the turbulent one.
Figure 5.7: Intermediate2, gauges1, 2, 3, 4, 5, 6.Blue line corresponds to the laminar simulation,
red line to the turbulent one.
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Figure 5.8: Intermediate2, gauges 7, 8, 9. Blue line corresponds to the laminar simulation, red
line to the turbulent one.
Figure 5.9: Deep1, gauges 1, 2, 3, 4, 5, 6. Blue line corresponds to the laminar simulation, red
line to the turbulent one.
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Figure 5.10: Deep1, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
Figure 5.11: Deep1, gauges13, 14, 15, 16. Blue line corresponds to the laminar simulation, red
line to the turbulent one.
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Figure 5.12: Deep2, gauges1, 2, 3, 4, 5, 6. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
Figure 5.13: Deep2, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
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Figure 5.14: Deep2, gauges 13, 14, 15, 16. Blue line corresponds to the laminar simulation,
red line to the turbulent one.
Then, all the tests were carried out again with this new implementation, and it re-
sulted that the generation and absorption worked properly for the deep water conditions
too. The wave shape was improved and the damping was quite neglected. Hereby com-
parisons between simulation with the old and new deep water absorption are reported
below from Figures 5.15 to 5.20.
Thanks to all those tests, and the new implemented boundary conditions, IHFOAM
tool can now generate and absorb all the water depth regimes. It is, nevertheless, useful
to remind that, when simulating in deep-water conditions, the ramping time has to be
larger and the choice of turbulence model has a great influence on the results, because
as shown in the figures, turbulence terms can change both period and shape of waves.
5.3 New Turbulence Model
Numerous numerical modelling of wave-induced force on offshore structures and wave
run-up are reported in literature. Many of these compared numerical results with ana-
lytical and experimental results. Lara et al. (44) presented a numerical simulation of a
pile group subjected to waves using the IHFOAM toolbox. Only numerical results were
presented which indicated that IHFOAM is a capable toolbox for analysing wave run-up
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Figure 5.15: Deep1 new condition, gauges1, 2, 3, 4, 5, 6. Blue line corresponds to the shallow
water absorption simulation, red line to the deep water one.
Figure 5.16: Deep1 new condition, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the
shallow water absorption simulation, red line to the deep water one.
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Figure 5.17: Deep1 new condition, gauges 13, 14, 15, 16. Blue line corresponds to the shallow
water absorption simulation, red line to the deep water one.
Figure 5.18: Deep2 new condition, gauges1, 2, 3, 4, 5, 6. Blue line corresponds to the shallow
water absorption simulation, red line to the deep water one.
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Figure 5.19: Deep2 new condition, gauges 7, 8, 9, 10, 11, 12. Blue line corresponds to the
shallow water absorption simulation, red line to the deep water one.
Figure 5.20: Deep2 new condition, gauges 13, 14, 15, 16. Blue line corresponds to the shallow
water absorption simulation, red line to the deep water one.
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around and wave-induced forces on offshore piles. On the other hand, Ransley et al.
(67) compared numerical results with experimental data for extreme wave impacts on
a fixed truncated circular cylinder. In that case, the numerical solution was obtained
without turbulence modelling but the authors expect that it plays an important role in
wave-structure interaction. El Safti et al. (18) presented a hybrid 2D-3D CFD model
to investigate wave forces on piled structures. In this study, turbulent effects were in-
corporated by using a one-equation eddy-viscosity Sub-Grid Scale (SGS) Large Eddy
Simulation (LES) model. Paulsen et al. (64) analysed strong nonlinear forces caused
by steep or breaking waves and ringing loads due to steep nonlinear waves. Turbu-
lence modelling was excluded because the forces acting on the monopile were mainly
inertia dominated. A fair agreement was found between numerical and experimental
data. Chen et al. (13) investigated nonlinear wave interactions with offshore structures
for different wave conditions. More recently, Kamath et al. (38) reported CFD results
of wave interaction with multiple vertical cylinders. They performed simulations using
a k-ω turbulence model and observed unphysical wave damping based on RANS tur-
bulence modelling. Therefore, both eddy viscosity limiters and free surface turbulence
damping at the interface were applied. This unphysical wave damping caused by RANS
turbulence modelling is not only observed during CFD simulations of monopiles. Sev-
eral other authors also reported wave damping when using CFD for wave modelling (50)
(30) (82) (19). Therefore, turbulence modelling was omitted and no indication of the
influence of turbulence on wave run-up was given. However, some authors reported the
necessity of using a turbulence model. For example Higuera et al. (27) applied both k-
and k-ω SST turbulence models since they are widely used. Furthermore, turbulence
modelling is needed in the case of significant vortex shedding or when wave breaking
occurs. This can happen when irregular waves are generated, then energy is transferred
between the different frequencies increasing the wave height at a particular time instant
and at a certain location.
As found in literature and with all the tests carried out and showed previously, we
understood that turbulence had a relevant influence on wave shape along the numerical
simulation, so new turbulence model was implemented in OpenFOAM in order to try
to avoid wave shape deformations and height decay.
Reynolds-Averaged Navier-Stokes (RANS) turbulence modelling is performed by
applying the k-ω SST model. Sometimes, this RANS approach causes excessive wave
damping (i.e. a significant decrease in wave height over the length of the numerical
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wave flume). Therefore, a buoyancy term is implemented in the turbulent kinetic en-
ergy (TKE) equation of the k-ω SST model. The idea of adding a buoyancy term is
taken from (81) who modify the k-model to simulate buoyant plumes. For water waves,
the density is discontinuous at the free water surface resulting in an infinite density gra-
dient. However, when a Volume of Fluid (VoF) method is applied for wave modelling,
the density gradient is smeared out over several cells leading to a continuous change in
density around the air-water interface. Consequently, the change in density around the
interface between water and air is similar to the change in density observed in fire flows.
As a result of implementing a buoyancy term, an overall stable wave propagation model
without significant wave damping over the length of the flume is obtained, as can be
observed in figures 5.21 - 5.26.
The numerical domain and mesh setting are the same used in the new boundary condi-
tions test (section 5.2).
Turbulent effects are incorporated in the RANS Eqs. 5.1 and 5.2 by solving one or
more additional transport equations to yield a value for the turbulent kinematic viscosity
νt. The k-ω SST turbulence model is applied in all the simulations presented. k-ω
SST has shown good results in literature to simulate the flow around circular cylinders
and two-phase flows. For example, Rahman et al. (66) mentioned that the k-ω SST
turbulence model is much more recommendable for high Reynolds numbers in a uniform
free stream flow passing a 2D cylinder. Moreover, it has an adequate boundary layer
treatment. The incompressible k-ω SST model for a single fluid is a two- equation model
(53) and is formulated in OpenFOAM as:
∂k
∂t
+
∂ujk
∂xj
−
∂[(ν + σkνt)
∂k
∂xj
]
∂xj
= Pk − ρβ∗ωk (5.4)
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−
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∂ω
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]
∂xj
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γ
νt
G− βω2 + 2(1− F1)σω2
∂ω
∂k
∂xj
∂ω
∂xj
(5.5)
where k is the turbulent kinetic energy, Pk is the production term of k, ν is the
kinematic viscosity, νt is the turbulent kinematic viscosity, ω is the specific dissipation
rate, S is the mean rate of strain of the flow, β*= 0.09, a1 = 0.31, F1 and F2 are blending
functions.
Alternative turbulence models, such as k- and k-ω, were also tested in this study but
they caused more wave damping over the length of the wave flume compared to k-ω SST.
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Furthermore, application of LES obliges very fine grids in order to resolve 80 % of the
turbulence resulting in longer simulation times. Therefore, RANS modelling with the
k-ω SST model is selected. However, even the original k-ω SST model causes significant
wave damping. This damping is triggered by an increase in turbulent viscosity around
the interface between water and air. This increase is induced by the large production of
turbulent kinetic energy, k, in that zone. The production of k is linked to the velocity
gradient which is large around the interface between water and air due to the large
density ratio (1000/1). Two important insights are made according to the original k-ω
SST model implemented in OpenFOAM (Eqs. 5.4 and 5.5).
The first one is already reported by Brown et al. (9). None of the incompressible
solvers implemented in OpenFOAM, including two-phase flow, explicitly comprise the
density. Only the turbulent kinematic viscosity νt is modelled rather than the dynamic
viscosity µt = ρνt. In a two-phase flow, the density varies around the interface between
water and air which should therefore be included in the turbulence equations.
As mentioned in (81), a buoyancy term is needed in order to take the varying density
around the air-water interface into account. The buoyancy term is only included in the
turbulent kinetic energy (TKE) equation based on the Standard Gradient Diffusion Hy-
pothesis (SGDH) where the density ratio is neglected. This density ratio is 1000/1 for
water and air and could lead to instabilities in the solution method of this study. More-
over, Van Maele et al.(81) reported that the influence of buoyancy on the TKE-equation
is negligible if the SGDH is used. However, neglecting buoyancy in the TKE-equation is
influencing the results significantly. The more advanced Generalized Gradient Diffusion
Hypothesis (GGDH) leads to failing simulations during this research due to an instabil-
ity in the TKE-equation. Based on those two insights, a modified kω SST model (16)
is implemented in OpenFOAM to prevent significant wave damping over the length of
the wave flume. Firstly, the density ρ is explicitly implemented in both Eqs. 5.4 and
5.5 of the kω SST turbulence model to take its variability around the air-water inter-
face into account. Secondly, a buoyancy term Gb described by the SGDH (Eq. 5.8),
is added to the TKE-equation 5.4. The final equations for this buoyancy-modified kω
SST turbulence model are formulated as follow:
∂ρk
∂t
+
∂ρujk
∂xj
−
∂[ρ(ν + σkνt)
∂k
∂xj
]
∂xj
= ρPk +Gb − ρβ∗ωk (5.6)
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Gb = − νt
σt
∂ρ
∂xj
gj (5.8)
in which the buoyancy term Gb is treated implicitly, the scalar σt = 0.85 and vector
g = [0; 0; -9.81] m/s2. The value of σt decides how much buoyancy is modelled and is
kept constant during all the simulations presented. The purpose of including a buoy-
ancy term in this study is to suppress the turbulence level at the free water surface, i.e.
in the zone where a vertical density gradient exists. Because of the implicit treatment
of the buoyancy term Gb in the TKE-equation, the very large vertical density gradient
near the free water surface drives the turbulent viscosity νt to zero.
In order to validate the new turbulent model, the same tests carried out before were
re-run and analysed.
So called Deep1 had the following settings:
H=0.025 m
T=0.75 s
h=0.457 m
The numerical wave channel was 8.1 m long, and 13 gauges were positioned along it.
The comparisons between the new implemented model and the standard one are
shown from Figures 5.21 to 5.23. In Figures 5.24, 5.25 and 5.26, the influence of the
buoyancy term Gb is highlighted.
It was possible to pointed out that for deep water conditions, that new turbulent
model, is very important and influent on the wave shape and it is able to reduce the
wave damping along the numerical channel.
Finally, thank to new boundary conditions and new turbulent model, IHFOAM is
totally able to generate and absorb every kind of waves and it can be used for all coastal
and offshore applications.
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Figure 5.21: Deep1, comparison between standard k-ω SST turbulent model (red line) and
the new one (blue line), gauges 1, 2, 3, 4, 5, 6.
Figure 5.22: Deep1, comparison between standard k-ω SST turbulent model (red line) and
the new one (blue line), gauges 7, 8, 9, 10, 11, 12.
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Figure 5.23: Deep1, comparison between standard k-ω SST turbulent model (red line) and
the new one (blue line), gauges 13, 14, 15, 16.
Figure 5.24: Deep1, influence of the different new terms in the new k-ω SST turbulent model,
gauges 1, 2, 3, 4, 5, 6. Grey line corresponds to the standard model, blue line to the new one,
red line to the new one just with ρ term.
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Figure 5.25: Deep1, influence of the different new terms in the new k-ω SST turbulent model,
gauges 7, 8, 9, 10, 11, 12. Grey line corresponds to the standard model, blue line to the new
one, red line to the new one just with ρ term.
Figure 5.26: Deep1, influence of the different new terms in the new k-ω SST turbulent model
gauges 13, 14, 15, 16. Grey line corresponds to the standard model, blue line to the new one,
red line to the new one just with ρ term.
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5.4 Wave and Current Generation
Non-linear wave-current interaction is analysed in this work by means of the use of
Reynolds Averaged Navier-Stokes equations. The numerical analysis has been carried
out using IHFOAM, a two-phase flow solver built on OpenFOAM platform, tracking the
free surface evolution by means of a VOF technique. A new set of boundary conditions
to generate and absorb combined waves and currents has been derived and implemented.
The method presents important advantages compared to alternative existing techniques,
since it does not increase the computational domain reducing the computational costs.
The new implementation has been first validated with laboratory experiments for both
rough and smooth beds found in the literature. Collinear waves following and opposing
a current are simulated with a high degree of accuracy when compared to experimental
results.
The method used to generate waves and current is an update of the boundary con-
ditions presented by Torres et al.(78) and Higuera et al.(28). The new development
presents a procedure to generate and absorb waves directly at the numerical domain
boundaries. It has a number of advantages over alternative techniques, such as the in-
troduction of artificial damping regions, as it does not increase the size of computational
domain subsequently reducing the computational cost.
Two main modifications have been introduced in order to adapt the existing method-
ology to the combined generation of wave and current. They are related to the definition
of the inflow/outflow boundary conditions and the active wave absorption to cancel out
reflected waves in the domain.
Regarding the first, in this work the method proposed by Higuera et al.(28) for
wave generation only has been improved and simplified. Besides the combined action
of waves and currents is numerically simulated by adding flow velocities linearly. Waves
can be represented by linear or nonlinear wave theories and current is considered to
be uniformly distributed in the vertical. While forcing the model with a velocity dis-
tribution using a non-linear wave and current interaction theory may be more generic,
several papers have not shown relevant improvements in flow prediction. Moreover,
considering a depth-uniform current profile in the vertical requires the introduction of
a regularisation zone in which non-linear wave and current interaction is developed and
additionally the vertical velocity profile can accommodate to the bottom characteris-
tics, either smooth or rough. One of the important issues to take is the definition of the
flow velocity profile at the boundary. Because most of the existing wave theories are
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based on small amplitude waves and potential flow theory, the flow field is only defined
from the seabed to the still water level (SWL). Fluid particle velocities above the SWL
need to be inferred. Although existing theories can provide wave kinematics above the
trough by means of a modification of linear theory to account for the non-linearity of the
waves due to their high amplitude, they are not considered in the current work. Linear
superposition of flow velocity from waves and currents with these theories could yield an
excessive particle velocity inducing wave breaking and modifying target wave-current
conditions at the inflow boundary. The method proposed here presents a modification
of the Dirichlet-type boundary condition for wave generation-only proposed by Higuera
et al.(28). The new method simplifies and makes the approach more consistent by elim-
inating the dependency of the boundary conditions on the zones established in (28).
Velocity, for both wave and current is defined from the bottom to the crest location.
Since the wave theory is not specified above the SWL, velocity defined at z=0 is kept
constant to the wave crest avoiding wave breaking when waves and current are gen-
erated simultaneously. This procedure is applied if the free surface is above the SWL
(h>0). If the free surface is below the SWL (h<0), velocity is defined according to the
wave theory used. This approach is in agreement with the boundary conditions used
for the VOF method.
For collinear waves and currents propagating in the same direction, the angular wave
frequency can be written as follows:
σwc = σw + U cλ (5.9)
where λ is the wave number (2pi/L, with L standing for wave length), σw is the wave
angular frequency in absence of current (
√
gλtanhkλ) and σwc is the modified angular
wave frequency due to the presence of a current. It is defined as:
σw = 2pi/T r (5.10)
where Tr is the wave period of a wave propagating on a current. Uc stands for a
uniform in depth current velocity flowing in the same direction as the waves. In the
following tests, that method is applied and the wave period is re-calculated for each
case.
The new method presented here introduces flow condition as a linear superposition
of waves and current. Then, inflow mass flow rate minflow of a wave propagating over a
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current can be written as follows:
minflow = αρwUwch = αρw(U c + Uw)h (5.11)
where Uwc stands for combined wave-current velocity and Uw for wave velocity. The
single-phase function (α) is included in equation (5.11) to account for the mass flow rate
corresponding to water phase only. Since wave is defined to travel on a current, wave
period in absence of current needs to be modified using equation (5.10) and Tr is used.
This is a particular aspect of the new implementation presented in this work, which is
needed when using Direchlet boundary conditions for wave-current generation. It has
not been reported in previous works in literature which would need to apply the wave
period correction. Other generation methods do not need to modify wave period since
they use a different generation procedure for waves and current, an internal wave maker
and a Direchlet type boundary condition for wave and current respectively.
A new active absorption boundary condition is implemented here to deal simulta-
neously with waves and current. It can be applied at both the inflow and the outflow
boundaries to allow waves leaving the domain. The method introduces a modification
of the inflow boundary condition according to the adjustment of the inflow mass flux.
It is obtained by analyzing the existing mismatch along the simulation between the
target flow conditions at the boundary and the actual flow in the numerical flume due
to reflection. It is a dynamic method which allows to cancel out reflected wave-current
flow along the simulation. Consequently, it can be applied for both regular and random
wave conditions without restrictions to wave theory. At the inflow boundary, inflow
mass flux is superimposed with the flux corresponding to the reflected waves from the
inner domain. At the outflow boundaries, velocity for waves and current are matched
to cancel out flow leaving the domain.
5.5 New Numerical Mooring Implementation for Floating
Structures
The station keeping system is one of the most significant part of an offshore structure.
Basically, two classes of mooring systems can be adopted: slack or tension cables. Ten-
sion lines are designed to minimize the wave-induced motions of the structure, whereas
slack moorings are designed to reduce the loads on the structure. In slack mooring, the
orientation of the mooring line depends on the cable weight and any current that might
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exist, the line tension is due to the net weight and the length of the line. In tension
mooring system, the geometry of the deployed mooring line is essentially rectilinear.
The force on the line depends on both the buoyancy of the moored body and the mass
density of the cable (20) (12). In this paper, all the experiments and simulations were
carried out for tension mooring lines, so always no slack conditions were considered.
The effect of the mooring system has great influence on resultant forces and movements
of floating structures, but the response of mooring cable is nonlinear. So that part of
the design is as critical as difficult to predict, analyze and simulate.
To numerically simulate mooring sytems dedicated commercial softwares are avail-
able, as, for example, Orcaflex and MooDy, that can be coupled to CFD code, like
OpenFOAM. Otherwise, the aim of this work is to show a standalone OpenFOAM code
able to simulate both the floating structures and the mooring systems.
Mooring systems within OpenFOAM can be modelled by means of numerical re-
straints. A simple linear numerical restraint is already included in the main code re-
leased by OpenFOAM, but the approach cannot consider a total real response of taut
lines. A previous work by Paci et al.(61) applied this approach, called linearSpring,
to simulate a simple moored freely heaving floating cylinder. The results have been
further elaborated and used as starting point for the present work, where a new ten-
sion mooring system implementation, in OpenFOAM, is illustrated and validated. As
explained in the previous paragraphs, in this code, to simulate moored floating bodies,
it is possible to use the numerical restraint linearSpring, that depends on stiffness and
damping coefficients, and on the restLength, the length of the cable when the body is
at rest position. It takes into account the real response of a tension line, that is not
a classical spring (as the linear spring implemented in standard OpenFOAM). The re-
straint equation has been changed to reproduce the effect of a mooring cable, it always
pulls in order to keep the structure at the initial position. So, the restraint force has
to be nullified whenever the spring is going to react in the opposite way, pushing. To
obtain that, numerically, the restrain force is set equal to zero when the difference, ∆x,
between the effective length at each time step and the rest length is negative.
The new mooring equation reads:
F = −k∆x− d∆x (5.12)
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F = −d∆x(if∆x < 0) (5.13)
F is the mooring force acting on each line at each time step, ∆x is the difference be-
tween the length at rest position and the real length at each time step, d is the damping
coefficient, k is the stiffness coefficient. F is calculated in three directions, x, y and z.
To pretension the mooringline, the restLength can be defined shorter than the effective
distance from the anchor point and refAttachment point on the body at rest position,
as it generates a force from the first time step of simulation. Then, for each time and
corresponded movement of the floating, the distance ∆x is re-calculated and just if it
positive, the restraint force is applied to the structure at the attachment point along
the direction of the cable.
In this way, the results of the simulations are improved and the approach can be
adopted to predict dynamics of a floating structure and tensions on mooring systems.
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6Validation of the Model for
Floating Structures
6.1 Introduction
Semi-submersible and floating structures are nowadays more and more adopted in
coastal and offshore applications as breakwaters, docks, substructures for oil explo-
ration and production, semi-submersible platform for wind turbine systems, wave en-
ergy devices, supporting structure for tidal energy devices, devices aimed to mitigate
the problem of oxygen depletion in coastal and off-shore areas, and also for aquaculture
farming (2) (3). Floating structures offer some important advantages compared with the
traditional solutions: they can be installed in deeper water, they are cheap, they can be
disassembled easily and they are more friendly to the ocean environment because of the
reduced environmental impact (35). Furthermore, the transportation simplicity, poten-
tial relocation, flexibility for future extensions, relatively short duration of installation
phase, existence of reduced requirements for foundation increase the benefit of floating
structures employment (24) (84). Mainly floating structures have found their first field
of application offshore but also in coastal areas they might have important impact. The
utilization of floating breakwaters is enhanced by the existence of specific environmental
design parameters such as large tidal excursion, poor geotechnical characteristic of the
ground and/or deep water conditions, water circulation and/or aesthetic considerations
(51), of course, on the other hand, it is necessary to consider that floating structures
can resist to a more restricted range of environment conditions. With the ever grow-
ing industry interest in the blue growth, and in particular in wave and off-shore wind
energy production, accurate tools for designing and modelling floating bodies are essen-
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tial. There is a large variety of concepts for wave energy extraction and wind turbine
substructures, each with their own set of challenges, and they all struggling towards
cost reduction for commercial viability. The offshore wind production market is mov-
ing in deeper water too, where floating support platforms will be the most economical
type. Numerous floating support platform configurations are possible for offshore wind
turbines, particularly considering the variety of mooring systems, tanks and ballast op-
tions that are used in the offshore oil and gas industries (37). Recent concepts like:
WindFloat (5) (11) (68), SWAY (7) and HYWIND system (55) have been progressing
into full scale testing with HYWIND fully operating since 2009 (70). Spar structures
were proven to be the best solutions in deep water areas, tension leg platform concepts
were mentioned as the most viable alternative for intermediate water depths (57). For
all that type of structures, the knowledge of the forces and the mooring line tensions are
required for the structural design and mooring system design needs a carefully analysis,
also in the numerical modelling phase. Due to the time varying nature of the envi-
ronmental loading, such as wind, waves and currents, a dynamic analysis is necessary.
Dynamic analysis also includes the evaluation of the motion responses of the floating
body, (i.e. sway, heave, roll, etc...) and of the forces exerted by mooring lines. Such
type of analysis is unlikely achievable through analytical approaches, thus physical or
numerical tests have to be carried out. Design rules and modelling tools from the off-
shore industry are used when applicable, but wave and wind power companies heavily
rely on experimental tests in model scale, as well as on large scale sea trials. Due to
the increasing in accuracy and reliability of computational models the use of numerical
codes is becoming popular, because of there are more and more fast and economical
(63). Nowadays, quite well accurate commercial numerical tools are available to model
the dynamics of floating structures as proposed in (3), but the open-source codes are
getting more more reliability also for practical offshore and coastal design approach as
presented by Morgan et al.(54) and Cao et al.(10) through the use of OpenFoam. Many
works were carried out on the numerical simulation of mooring systems: Yang et al.(86)
presented numerical results including motions and tensions at the top of mooring-lines
for a truss Spar motion response simulation. The mooring-line dynamics were based
on the rod theory and the finite element method (FEM), with the governing equations
described in a global coordinate system. In the coupled dynamic analysis, the motion
equation for the hull and dynamic equations for mooring-lines were solved simulta-
neously using the Newmark method. Kim et al.(42) compared the dynamic coupled
behavior of floating structure and mooring system in time domain using two numerical
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methods for the mooring lines such as the linear spring method and the nonlinear Finite
Element Method, (FEM). Numerical simulation of the mooring systems is not simple,
due to its non-linear response. Some dedicated commercial softwares are available, as
Orcaflex and MooDy. OrcaFlex, firstly introduced by Masciola et al.(49), is the world’s
leading package for the dynamic analysis of offshore marine systems. MooDy, on the
other hand, solves the mooring cable dynamic problem using a modal high-order finite
element model (21) (21).
Many other researches were carried out in last years on that topic by means of differ-
ent numerical codes and using different way for representing mooring lines in numerical
models. Rahman et al.(66) used a VOF-based RANS model method to predict the wave
deformation and dynamics of tension-leg floating breakwaters. Instead, Peng et al.(65)
adopted the immersed boundary (IB) method to analyse submerged breakwater and
the related mooring system under the action of regular waves. Bachynski et al.(6) and
Ruiz et al.(71) highlighted the importance of mooring lines tension for different floating
offshore bodies, both under the action of currents and waves, in order to properly design
the lines. Recently, (21) proposed a study of floating wave energy device through full
coupling between CFD and a licensed mooring lines tool: OpenFOAM and Moody.
Also Smoothed Particle Hydrodynamics (SPH), a relatively new but very promis-
ing instrument, can be used to simulate the movement of floating bodies in water. As
Rogers et al.(69) did for a caisson breakwater in the surf zone under the forcing of
periodic waves. He used the open-source code SPHysics with a Riemann solver-based
formulation and obtained good agreement with experimental data for the displacement
and the horizontal forces on the caisson. Another similar work was presented by Omid-
var et al.(58); they developed SPH in three dimensions to include variable particle mass
distribution using an arbitrary Lagrange - Eulerian formulation with an embedded Rie-
mann solver. This model was applied to a single heaving -float wave energy converter,
the "Manchester Bobber", in extreme waves and compared with experiments in a wave
tank. A weakly compressible SPH solver was presented by Bouscasse et al.(8), too,
for applications involving nonlinear interaction between water waves and floating bod-
ies. A dedicated algorithm was developed to manage the intersection between the free
surface and the solid profile. Stability, convergence and conservation properties were
tested on several freely floating test cases and a final validation of the full algorithm
was performed for the interaction between a 2-D box and a wave packet.
Furthermore, Lind et al.(47) shown as SPH can be a fast alternative to fully 3-D
simulations which are computationally demanding. Variation of mooring line properties
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and buoy position was efficiently analyzed using the same wave field and they concluded
stating that the approach can be a useful design tool with further validation.
The main purpose of this study is to analyse and validate a new numerical tool
developed on the basis of OpenFOAM solver for modelling submerged and floating
structures moored by means of vertical and inclined elastic tension legs hit by waves
and currents.
6.2 Numerical Model
The numerical model where the new features were implemented is OpenFOAM with
IHFOAM wave and current generation tool, as illustrated in chapter 5.
6.3 Sensitivity Analysis
Many tests are carried out in order to calibrate the influence of all the parameters listed
before. A simple lay out of floating horizontal cylindrical moored with four lines hit
by waves is selected for the validation and calibration of the model. All these tests are
carried out in a water depth of 0.6 m and the same wave condition is generated with
Stokes V order theory: H=0.046 m and T=1 sec. The numerical wave tank is made of
1470000 cells.The refinement zone is done by SnappyHexMesh tool around the floating
cylinder. The computational domain characteristics are listed in table 6.1, while the
floating cylinder features are in table 6.2 and shown in fig 6.1.
Tot. Dimension (m) Number of cells Cell size (m)
X 3.5 175 0.02
Y 0.7 70 0.01
Z 1.2 120 0.01
Table 6.1: Computational domain characteristics.
Centre of mass (m) (1, 0.35, 0.423)
Radius of gyraton (m) ( 1.156, 0.435, 1.483 )
Mass (kg) 28.6
Table 6.2: Floating cylinder characteristics.
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Figure 6.1: Computational domain.
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Figure 6.2: Influence of spring parameters: restLength. The green line is for rest length equal
to 0.425 m, red line is for rest length equal to 0.43m and blue line is for rest length equal to
0.442 m
During each calibration test, only one parameter is changed in order to highlight how
everyone can influence on the resulting dynamics and mooring forces. As first parameter
the rest length is investigated, then the stiffness and lastly the damping coefficient. The
rest length is a geometry initial data, so it cannot be change a lot, but we can see that
little variations of its value, as 4% of the length, can induce different results.
The magnitude of the rest length influences both the surge amplitude and the heave
displacement, 16% and 12% respectively, between the biggest and smallest length tested;
the effect, as it was expected, is more evident on the surge mode since the increasing of
the mooring lines allows large horizontal excursion of the floater, Fig. 6.2. In these tests,
the stiffness was set always as 3000000 N/m and the damping coefficient as 1000. The
rest length was 0.425 m, 0.43m and 0.442 m, respectively for the three different tests.The
difference in the length tended to change also lightly the period of the movements, about
the 8%.
Then tests to analyse the influence of the stiffness were carried out. The stiffness was
equal to 5000000 N/m, 3500000 and N/m 3000000 N/m, while the rest length was 0.425
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Figure 6.3: Influence of spring parameters: stiffness. The blue line is for stiffness equal to
5000000, the red line is for stiffness equal to N/m 3500000 and the dot line is for stiffness equal
to N/m 3000000 N/m.
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Figure 6.4: Influence of spring parameters: damping coefficient.
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m and and the damping coefficient as 1000, in all the tests. The stiffness of the cable
had a greater effect on the heave amplitude, 30%, than on the surge displacement, 10%.
It did not influence the period of the oscillation. From Fig. 6.4 it can be argued that
the damping coefficient effect is negligible, it is due to the fact that the damping effect
caused by the lines becomes important for very long cables and large values of relative
velocity between the cables and the fluid. The main conclusions of the sensitivity
analysis are:
-the length of the line mostly affects the amplitude of surge mode, while its influence is
reduced for the heave mode;
- the stiffness of the line has a great influence on the amplitude of the heave response;
-the damping coefficient has a really small influence on the dynamic response, but it is
quite important to consider into the equation for numerical stability.
In order to validate the new implemented code, tests of a submerged caisson are
carried out and compared with experimental data, as explained in the next session.
6.4 Validation of the New Code
The study presented by Rahman et al. (66) has been selected to validate the new
cable model implementation in OpenFOAM. The tests focused on a rectangular floating
caisson moored with four tension lines under the action of several regular waves. Two
configurations were tested: the first one with vertical lines and the second one with
inclined lines (see figures 6.5, 6.6 and 6.14).
6.4.1 Experimental Tests
The experiments were carried out in a wave flume at Nagoya University. The experi-
mental setup is shown in the figure 6.5.
The wave tank was 30 m long, 0.7 m wide and 0.9 m deep. The floating caisson
considered in this study was a pontoon type breakwater. It was 30.4 cm long, 68 cm
wide and 13.7 cm high. The body was anchored to the bottom of the tank with four
mooring chains. The relative inclinations between the mooring lines and the flat bottom
of the wave tank were varied between θ = 90◦ (vertical) and θ = 60◦. Water depth (h)
was equal to 65 cm and the top surface of the body was submerged by 3 cm (d). The
mass of the floating body was 18700 g. Tension in the mooring lines was guaranteed
by the buoyancy force acting on the structure. Regular waves were generated from the
flap type wave generator (66). Comparison between numerical and experimental results
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Figure 6.5: Detail experiment setup, (66).
are performed for two configurations listed in the table 6.3. Due to the necessity of
experimental results in terms of time series, the adopted benchmark configurations are
selected throughout Rahman’s paper in order to have the widest number of parameters
to use in the validation process. Even though, some information are missing in the
paper, the the stiffness of the mooring lines, that hereby is estimated thank to the initial
tension, the wave gauges signals during the simulations, so they cannot be compared,
and the tensions on the lines for case A.
H (cm) T (sec) h(cm) Inclination of themooring lines (deg)
A 7.3 1.3 65 90
B 3.1 1 65 60
Table 6.3: Setting of the tests
6.4.2 Numerical test
The numerical wave tank was 36106 cells. The refinement zone was done by Snappy-
HexMesh tool available in OpenFOAM around the floating caisson. A right-handed
Cartesian coordinate system is located at lowest-right angle of the domain, and the
centre of mass is positioned in the middle of the caisson because of the mass is uni-
formly assigned. The numerical domain could be shorter than the physical one thank
to the boundary conditions that can actively absorb, so the time of the simulations was
largely reduced. The computational domain characteristics are listed in table 6.4, while
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Figure 6.6: Computational domain, case A.
the floating caisson features are in table 6.5 and shown in fig. 6.6. The waves were
forced from the first free surface gauge record of the laboratory test.
Tot. Dimension (m) Number of cells Cell size (m)
X 1.6 160 0.01
Y 1.9 190 0.01
Z 1.2 120 0.01
Table 6.4: Computational domain characteristics.
Centre of mass (m) ( 1, 0.45, 0.55 )
Radius of gyraton (m) ( 0.86, 0.75, 0.17 )
Mass (kg) 18.7
Table 6.5: Floating caisson characteristics.
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Number
∆x ∆y ∆z
N.points/ Number
F (N) Cd
CPU
of perimeterin of time(h)
cells therefin.zone processors
mesh1 6152 0.1 0.1 0.1 36 8 1.4571 1.0232 1.5
mesh2 41528 0.05 0.05 0.05 70 8 1.7155 1.2046 4.5
mesh3 3619440 0.01 0.01 0.01 88 8 2.0238 1.4212 10
mesh4 7374000 0.02 0.02 0.02 174 8 2.0113 1.4124 15
mesh5 7438440 0.008 0.0076 0.008 112 8 1.9809 1.39 16
Table 6.6: Mesh sensitivity.
Three numerical free surface gauges were positioned along the channel, G1=0.3 m,
G2=0.6 m, G3 = 1.55 m, as sketch in figure , G1 and G2 are before the caisson and G3
after.
6.4.2.1 Mesh Sensitivity Analysis
A mesh sensitivity analysis was carried out in order to be able to choose the best mesh
discretization to run numerical simulations.
This analysis was done compared theoretical and numerical results of the drag coefficient
of a rectangular shape in a linear current. The current induced by the mean horizontal
velocity originated by the wave conditions simulated in case A (H=7.3 cm, t=1.3 sec)
is calculated as u=0.175 m/s. The corresponding force generated on the caisson was
calculated. For a rectangular shape as this case, in literature, the drag coefficient was
found as 1.4 (87). With this value, the theoretical force resulted 1.98 N. Then, the
forces and the drag coefficients were calculated for 5 different grid mesh discretizations,
listed in the table 6.6, through the numerical code and compared with the theorical
results. The tests were runned on a HPC machine (2.6 GHz), using 8 processors. At
the end of this analysis, it was possible to see that from mesh3 the convergency was
reached. So, mesh3 was chosen because it was enough detailed to capture the forces on
the object and the flow around it, but not extremely fine to need too much expensive
computational costs.
6.4.2.2 Case A
First validation test was run according to case A presented in table 3. Water depth, (h)
was 0.65 m, mooring lines are vertical (θ = 90◦) and their length at rest position is 0.47
m. The wave height, H, is 7.3 cm and the wave period, T, was 1.3 s. The stiffness of
the lines is set as 236000 N/m, as stated, this information missed in Rahman’s paper,
so it is found compared the initial tensions on the lines.
The free surface signals from the gauges are presented in figure 6.8.
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Figure 6.7: Mesh sensitivity analysis.
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Figure 6.8: Free surface gauges: gauge 1 = 0.3 m, gauge 2 = 0.6 m, gauge 3 = 1.55 m.
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Figure 6.9: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=0.
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Figure 6.10: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=1.
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Figure 6.11: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=2.
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Figure 6.12: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=3.
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Figure 6.13: Case A results in surge and heave.
In the fig. 6.13, the results are reported in term of movement of the centre of mass
of the submerged caisson in surge and heave. In the paper of Rahman (66) movements
along the wave propagation direction were called sway, but it is not the correct term,
so hereby this is surge.
The comparison for surge displacement is satisfying. It means that the developed
mooring line was well designed and able to represent the real cable. Focusing on the
movements in heave, in the physical tests, the damping effects and the weight of the
chain can cause a delay in the heave response of the body compared to the numerical
one. In numerical test, the mooring lines are represented as a line so these phenomena
are neglected. Otherwise, many values of the damping coefficient were tested, but no
one could change the results. So it is deducible that this coefficient is not able to solve
the issue. It is possible to see that this problem happens just in vertical displacements
with vertical lines, because of that phenomena are relevant and influent just in this
configuration. For the case A is not possible to compare the forces because in Rahman’s
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Figure 6.14: Computational domain, caseB.
paper they are not reported. It is possible to conclude, for this test, that the comparison
between the data is good. The CFD code is able to predict fairly the behaviour of the
floating caisson and the movements, there is just a shift (or delay) for the heave response,
as discussed before.
6.4.2.3 Case B
Then, the second validation test is run according to case B presented in table 3. Water
depth, (h) is 65 cm, mooring lines are inclined (θ = 60◦) and their length at rest
position is 0.67 m. The wave height, H, is 3.1 cm and the wave period, T, was 1.0
s. The stiffness of the lines was set as 236000 N/m, as stated before, this information
missed in Rahman’s paper, so it is found compared the initial tensions on the lines. The
computational domain and mesh characteristics were equal to case A.
The free surface signals from the gauges are presented in figure 6.15.
The comparison for all the movements, in the three degrees of freedom, results very
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Figure 6.15: Free surface gauges: gauge 1 = 0.3 m, gauge 2 = 0.6 m, gauge 3 = 1.55 m.
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Figure 6.16: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=0.
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Figure 6.17: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=1.
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Figure 6.18: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=2.
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Figure 6.19: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=3.
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Figure 6.20: Snapshot of the CFD simulation with velocity field and mesh deformation, t/T=4.
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Figure 6.21: Case B results in surge, heave and roll.
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Figure 6.22: Case B results, in terms of tension on the mooring lines.
good for the case B. It can be highlighted that the numerical code is able to predict
perfectly the period of the oscillations and also the magnitude for heave and surge. Only
for the roll, the CFD model slightly underestimates the amplitude of the movement.
For this case, it is possible to compare the forces on the mooring lines too.
From the figures 6.21 and 6.22, it is possible to check that the offshore lines are
modelled very well, as the forces are the same as in the physical experiments. On the
onshore moorings, the magnitude of the forces seems underestimated by the numeri-
cal code. It may occur because of the floating body do not stress the onshore cable,
that remains perpendicular to the object, without recording variation of the tensions.
Furthermore, the drag force usually induces an increase of the load on the offshore line
and a decrease on the onshore one, as resulted in the numerical code. At the end of
the comparison, it results that The new implemented mooring line code is well designed
and it is able to reproduce the behaviour and response of a floating structure and its
mooring systems.
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6.5 Wave and Current Interaction
In order to show others applications of the code, the same floating caisson, in both the
mooring systems configurations (case A and case B), hit by different waves conditions
and various current flows and current plus waves, was analysed. Furthermore, another
type of structure, a vertical cylinder, was tested under different currents conditions. In
IHFOAM waves and currents can be generated together, as explained and illustrated in
chap. 5.
6.5.1 Case A and Case B
The following tests are carried out: Vertical mooring lines (case A):
- caseA1: only current = 0.25 m/s
- caseA2: only current = 0.5 m/s
- caseA3: current ( 0.25 m/s) and wave (H=0.73 m, T=1.3 s, the same tested during
the validation) in same direction (Tr=1.15 sec)
- caseA4: current ( 0.25 m/s) and wave (H=0.73 m, T=1.3 s, the same tested during
the validation) in opposite direction (Tr=1.5 sec)
- caseA5: H=0.45m, T=1s
- caseA6: H=0.045m, T=1.315s
- caseA7: H=0.1m, T=1.315s
- caseA8: H=0.085m, T=1s
- caseA9: irregular wave: H=0.073 m, T=1.3 sec
Inclined mooring lines (case B):
- caseB1: H=0.08m, T=1s
- caseB2: H=0.1m, T=1s
- caseB3: H=0.08m, T=1.315s
- caseB4: H=0.045m, T=1.315s
- caseB5: irregular wave: H=0.031m, T=1s
- caseB6: only current = 0.25 m/s
- caseB7: only current = 0.5 m/s
- caseB8: current ( 0.25 m/s) + wave (H=0.31 m, T=1 s, the same tested during the
validation) in same direction (Tr = 0.86 sec)
- caseB9: current ( 0.25 m/s) + wave (H=0.31 m, T=1 s, the same tested during the
validation) in opposite direction (Tr = 1.19 sec)
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Figure 6.23: Case A6 and Case A7, (u=0.25m/s and u=0.5 m/s).
As written above, the wave conditions tested are the same used for the validation,
respectively for case A and case B, instead the magnitude the currents were chosen in
order to represent offshore (or at least not near shore) conditions, where never very
strong currents happen. All the results are reported and discussed below.
6.5.1.1 Case A
In Case A, the water depth, h, was 65 cm and the mooring lines were inclined with an
angle θ of 90◦ and long 0.47 m. The stiffness of the lines was set as 236000 N/m. The
setting at rest position was previously presented in figure 6.6. The results of all the
wave and current simulations are reported hereby.
Then, the different wave conditions, listed before, and irregular waves were tested
on the same structure.
6.5.1.2 Case B
Then, case B was run. The water depth, h, was 0.65 m and the mooring lines were
inclined with an angle θ of 60◦ and long 0.67 m. The stiffness of the lines was set as
236000 N/m. The setting at rest position was previously presented in figure 6.14. The
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Figure 6.24: Free surface Gauges in case A8.
Figure 6.25: Wave Gauges in case A9.
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Figure 6.26: Case A8 and Case A9.
Figure 6.27: Case A1 (H=0.1m, T=1.315s).
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Figure 6.28: Case A5 (H=0.45m, T=1s).
Figure 6.29: Case A6 (H=0.045m, T=1.315s).
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Figure 6.30: Case A8 (H=0.085m, T=1s).
Figure 6.31: Case A9.
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Figure 6.32: Comparison cases A and A8.
Figure 6.33: Comparison cases A5 and A8.
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Figure 6.34: Case B6 and B7 (u=0.25m/s and u=0.5 m/s).
results of all the wave and current simulations are reported hereby.
Then, the different wave conditions, listed before, and irregular waves were tested
on the same structure.
It is possible to see that wave period has a greater influence on the behaviour of
the floating caisson, for both the two cases, with vertical and inclined lines. On the
other hand, it is clear that inclined-mooring lines restrict the movements, especially the
surge, more that the vertical ones.
In these kind of moored system, the worst situation is when the mooring lines become
slack, it is not connected to an huge load, for this reason the pre-load of the mooring
line is very important. For all the done cases, the tensions on both offshore and onshore
mooring lines were recorded and analysed. The most relevant deductions are that with
the inclined lines setting, the stress on the cables are largely reduced, for all the condi-
tions. Another clear conclusion is that the onshore line is less stressed.
Furthermore, it is important to underline that when waves and currents act together, the
maximum drag force is not the linear sum of the two components, but it is a quadratic
resistance. Talking about the effects of simultaneous wave and current, when the cur-
rent direction is opposite to wave propagation, the load on the mooring lines is lighter.
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Figure 6.35: Wave Gauges in case B8.
Figure 6.36: Wave Gauges in case B9.
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Figure 6.37: Case B8 (red line) and B9 (blue line).
Figure 6.38: Case B1 (H=0.08m, T=1s).
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Figure 6.39: Case B2 (H=0.1m, T=1s).
Figure 6.40: Case B3 (H=0.08m, T=1.315s).
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Figure 6.41: Case B4 (H=0.045m, T=1.315s).
Figure 6.42: Case B5.
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Figure 6.43: Comparison between Case B, B1 and B2.
Figure 6.44: Comparison between Case B3 and A.
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6.5.2 Vertical Cylinder Tests
Then, different kind of floating structures were analysed, in particular a vertical cylin-
der, in order to represent a sub-structure of a floating wind turbine. For this case, the
responses of the moored body hit by currents were studied. Different mooring configu-
rations, single and multiples lines and vertical and inclined settings, and various current
intensities were evaluated.
The numerical wave tank was made of 3150000 cells. The domain discretization
was more refined around the floating body. The refinement zone was done by Snappy-
HexMesh tool available in OpenFOAM. The computational domain characteristics are
listed in table 6.7, while the floating caisson features are in table 6.8. The main results
are shown in term of heave and surge displacements from fig. 6.46 to fig. 6.49.
Tot. Dimension (m) Number of cells Cell size (m)
X 7 280 0.025
Y 2.5 50 0.05
Z 4.5 225 0.02
Table 6.7: Computational domain characteristics.
Centre of mass (m) (1, 0,−0.5)
Radius of gyraton (m) ( 2.51, 2.51, 1.26 )
Mass (kg) 62.8
Table 6.8: Cylindrical structure characteristics.
Thank to these tests it was possible to study the response of different floating struc-
tures and see specific features, for example, when the body reaches a steady state.All
these different tests were reported as examples, to show the functionality and versatility
of the code and the results and informations that can be achieved thanks to it.
Moreover, the last simulations illustrated the capacity of the code to generate wave and
currents coupled.
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Figure 6.45: Numerical wave-current flume setting for the vertical cylinder.
Figure 6.46: Different responses of the moored cylinder with one (red) or two (black) lines hit
by a current of 0.75 m/s.
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Figure 6.47: Different responses of the moored cylinder with one (red) or two (black) lines hit
by a current of 0.5 m/s.
Figure 6.48: Different responses of the moored cylinder with one mooring line hit by different
current intensities.
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Figure 6.49: Different responses of the moored cylinder with two mooring line hit by different
current intensities.
6.6 Conclusions
The new implemented code was calibrated for all the parameters and validated thank
to the comparison with experimental data. Others tests were carried out in order to
show different applications of the code.
For the case A, it was possible to conclude that the comparison between the data was
good. The CFD code was able to predict fairly the behaviour of the floating caisson
and predict the movements, there was just a shift or delay for the heave, because the
damping effects and the weight of the chain, that happens in physical tests, can cause
a delay in the heave response of the body compared to the numerical one. In numerical
test, the mooring lines were represented as a line so this phenomena were neglected.
Furthermore, it was possible to see that this problem happens just in vertical displace-
ments with vertical lines, because of that phenomena was relevant and influent just in
this particular configuration.
Supporting that assumption, all the results from the numerical simulations of case B
corresponded to the experimental ones. That confirmed that the new implemented
mooring line code was well designed and it was able to reproduce the behaviour and
response of a floating structure and its mooring systems.
Running these cases and comparing OpenFOAM results with the Rahman’s experimen-
tal data, we were able to say that the new CFD tool can predict well the movement of
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the floating structure. There were some differences between the CFD and experimental
results, maybe due to the fact that the Rahman’s paper did not report the mooring
lines parameters so they were estimated by comparing the initial forces. Finally, it
was possible to say that the numerical code, OpenFOAM + IHFOAM + new mooring
system, was validated. On the other hand, this is just the first step to develop a more
general CFD mooring tool able to represent every kind of anchoring lines that are used
in offshore and coastal engineering. in this thesis, just tension legs were considered, but
also catenary one will be implemented.
Furthermore, we can conclude that is a valid instrument to investigate floating and
submerged structures for all the coastal and offshore engineering applications. The ca-
pacity of the code to generate and absorb wave and wave and currents coupled was
demonstrated.
It can be a very useful and, last but not least aspect, totally open-source tool that
engineers can use during all the design phases, as and with experimental tests.
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7Case of Study: Floating Wind
Turbine in the Mediterranean Sea
7.1 Introduction
As the aim of the thesis was to implement a valid numerical instrument to simulate and
analyse floating offshore structures, hit by waves and currents, and thank to all the tests
done during the Ph.D. research, the new code was calibrated and validated, finally it
can be applied to a real study case. In this way, I was able to analyse the response of a
real floating wind turbine in the Meditteranean Sea, in order to perform a preliminary
design of an offshore floating wind farm in Italy. As the most windy zones of the country
are around Sardinia and Sicily, a deep water area offshore of Mazara del Vallo (Sicily)
was chosen for this application. In the following sections, technical characteristics of the
area are illustrated, then the selected type of wind turbine is described and the results
of numerical simulations are presented.
7.2 Site Description
The criteria for selecting suitable locations for the deployment of the offshore park
should not only include technical-engineering terms but also ecological-environmental
considerations and socio-economic aspects (75). The area of study is located in the
Southern Mediterranean Sea, off the coast of Mazara del Vallo (Italy) as depicted in
Fig. 7.1.
Wind and wave climate in the Meditteranean Sea (4) are shown in the figures 7.2
and 7.3. It is possible to see that the mean wind velocity is very promising, as it is
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Figure 7.1: Design area for the floating wind turbine in the Mediterranean Sea.
around 7 m/s (4), the best range of wind in which commercial turbines are designed to
produce. At the same time, the mean wave height of the site is less than 1.2 m (4), as it
can be feasible to build a floating wind park. In order to get more detail design values,
wave conditions of Mazara del Vallo were checked in the Italian Wave Atlas (22). The
significant wave height, Hs, and the peak wave period, Tp, with a return period of 50
years (usual design life of a wind turbine) resulted:
Hs= 7 m, Tp=11.2 sec.
Then, for a return period of 2 years (more frequent conditions):
Hs=5 m, Tp= 10.4 sec.
The area for the offshore wind park was settled sufficiently off the coast, about 40
km offshore, in order to avoid the visual impact from the land (43) and to prevent any
disagreement due to tourism activities.
A detail bathymetry of the offshore area is reported in Figures 7.4 and 7.5. It outcomes
that the area where could possible to install wind turbines is about 100 m depth.
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Figure 7.2: Wind data of the Mediterranean Sea (4).
Figure 7.3: Wave data of the Mediterranean Sea (4).
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Figure 7.4: Bathymetry data of Italian Sea (4).
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Figure 7.5: Detail of bathymetry data of the chosen area for the floating wind farm in the
Mediterranean Sea (4).
7.3 Floating Wind Turbine Details
The Hywind turbine (55), developed and licensed in 2007 by the Norwegian company
Statoil, was considered in this study. The structure is a spar floater foundation type
and it features a hub height of 100 m above the sea level and the draught is 80 m and
the diameter of the substructure is 15 m. The mass of the system is about 11500 tons.
The Hywind turbine was chosen because of the charateristics of the chosen site offshore
Mazara del Vallo are similar in term of water depth and wind and wave climate, to
those in Aberdeen, UK, North Sea, where the Scotland Pilot Park have been installed
by Statoil, with this floating turbine (Fig. 7.6). The rated power is 3.6 MW and the
power curve, that provides an indicator of the power as a function of the average wind
speed at the level of the rotor hub, is given in Fig. 7.7. As it can be observed, the cut-
in wind speed is between 3 and 5 m/s, the rated power at 12-13 m/s and the cut-out
wind speed at 25 m/s. The capacity factor of the turbine at the study area has been
calculated from such power curve and resulting equal to 25% and an average power of
0.9 MW. A comparatively higher capacity factor was the main reason for choosing this
model of turbine, selected among all those currently suitable for the European market.
In order to estimate the investment costs and revenues of an offshore wind farm
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Figure 7.6: Hywind turbine characteristics.
Figure 7.7: Power curve for the wind turbine selected for this study.
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Figure 7.8: Energy production capacity of the turbine in Mazara del Vallo.
to be installed at the area of study, an arrangement featuring 60 turbines for a to-
tal installed capacity of 216 MW. In order to maintain the shear losses, due to the
interaction between turbines, below 9.75% in the favourable case and 11% in the un-
favourable case (75), the distance between the structures has been maintained equal to
850 m, resulting a total area covered by the park as a square long 8.5 km and wide 5 km.
Analysing the wind data of the site, the production of the wind turbine was estimated
(Fig 7.8). The capacity factor of each turbine in this site is around 20%, and the product
energy could be 10800 MWh/year, that is the requirements of 4 thousand families.
7.4 Numerical Modelling of the Structure
In the present work, the numerical code was applied to analyse the response of the
selected spar floater structure to sea states of the site. So, for the wave conditions listed
in section 7.2, numerical simulations were carried out with the new code.
The water depth was set at 100 m, based on the bathymetry data, as explained be-
fore. The numerical wave tank was 292 m long and 150 m wide, as explained in detail
in Tab.7.1, in z-direction, a refinement zone around the free surface level was applied,
in order to reduce the computational cost and time, but preserving the accuracy of the
simulation. Dimension of the cells were calculated considering the main rules related to
wave numerical modelling, as in x (wave propagation direction) ∆x is equal to λ/120,
where λ is the wave length, and in z direction, in the refined area, ∆z is equal to H/120,
where H is wave height. This domain dimensions were the same for all the tests.
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Figure 7.9: Results of the numerical simulation for wave conditions of tr=2 years, in terms of
heave, surge and roll.
The structure features were considered as the ones of the real turbine. Floating Wind
turbine characteristics:
-mass of the structure=11500000 kg
-centre of mass of the structure= (146.25, 75, 21)
-mooring lines: 3 lines
-restlength of the mooring lines=72 m
-stiffness of the mooring lines= 17200200 N/m
-damping of the mooring lines=0
Tot. Dimension (m) Number of cells Cell size (m)
X 292.5 180 1.625
Y 150 75 2
Z 125 41 min=0.8, max=3
Table 7.1: Computational domain characteristics.
With these results, the response of the selected floating turbine was analysed in
terms of movements of the hull related to wave impacts (see Figures 7.9, 7.10 ad 7.11).
Snapshots of the simulations are reported in Figures 7.12 to 7.16.
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Figure 7.10: Results of the numerical simulations for wave conditions of tr=50 years, in terms
of heave, surge and roll.
Figure 7.11: Comparison of numerical results, in terms of heave, surge and roll.
119
7. CASE OF STUDY: FLOATING WIND TURBINE IN THE
MEDITERRANEAN SEA
Figure 7.12: Snapshot of the CFD simulation, t/T=0 sec.
Figure 7.13: Snapshot of the CFD simulation, t/T=1 sec.
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Figure 7.14: Snapshot of the CFD simulation, t/T=2 sec.
Figure 7.15: Snapshot of the CFD simulation, t/T=2.5 sec.
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Figure 7.16: Snapshot of the CFD simulation, t/T=3 sec.
7.5 Results and Conclusions
Thank to the tests carried out in the new numerical wave tank, it is possible to deduce
that the designed floating turbine can head the sea conditions of the area offshore
Mazara del Vallo.
The movements of the hull induced by the 50 years return period wave are lim-
ited to a small range, the heave displacement is around 5% of the dimension of the
structure, that would not compromise operation of the system; the roll is limited to
an acceptable range; instead, the surge is quite relevant. Otherwise, it is possible to
study an alternative setting of the mooring lines in order to reduce the amplitude of
the movements. Further analysis will be carried on with this aim. The mooring lines,
as designed, resulted able to effort these loads. The others wave conditions tested, as
foreseeable, induced smaller amplitude in heave, surge and roll. It has been shown that
the code can also reproduce regular and irregular waves, currents and waves and cur-
rents coupled, so many others tests can be done on the structure in order to investigate
all its technical features and responses.
In conclusion, even though, of course more investigation are need in order to design
the better floating structure and mooring system and cost assessment need to be done,
but based on this preliminary analysis, it is possible to state that the considered spar
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buoy type floating wind turbine can be a suitable structure to be installed in Mazara
del Vallo, Sicily, Italy. Furthermore, the feasibility of a floating wind park in the south
area of Italy could become a solution for the energy demand in the next future.
From the snapshots of the simulations, it is clear that the new code is perfectly able
to model the complete floating wind turbine system.
We can conclude that the numerical developed tool can be applied to real cases, not
just to research applications. One more time, thank to that simulations, it is possible
to say that it is a valid instrument to investigate floating and submerged structures for
all coastal and offshore engineering designs.
Nowadays floating structures are more and more adopted, so it can become a very
useful, rapid and helpful instrument.
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8Conclusions
The aim of my Ph.D. research was to implement and validate a tool able to simulate
the entire floating system and to assist offshore and harbour engineers during the design
phase. In other words, the objectives of this work was to fill the gaps that have been
found in previous studies and to enhance features that currently the code, i.e. Open-
FOAM, has in order to make it a fully validated and ready tool to be applied in the
design process of floating structures.
Initially, the new numerical wave basin was set up for every wave conditions, filling
the gap IHFOAM had for deep water regimes. To achieve this goal, new boundary
conditions were implemented and a new turbulence model was studied and added to
the code to avoid wave damping along the domain and the simulation time. These
new numerical features were validated with analytical and experimental tests and their
efficiency was demonstrated.
It is, nevertheless, useful to remind that, when simulating in deep-water conditions,
the ramping time has to be larger and the choice of turbulence model has a great
influence on both period and height of waves. It was possible to point out that for deep
water conditions, the new turbulent model is very important and can influence the wave
shape and it is able to reduce the wave damping along the numerical channel. Finally,
thank to new boundary conditions and new turbulent model, IHFOAM is totally able
to generate and absorb every kind of waves and it can be used for all coastal and
offshore applications. Furthermore, a new active absorption boundary condition was
implemented to deal simultaneously with waves and current. It can be applied at both
the inflow and the outflow boundaries to allow waves leaving the domain. The method
introduced a modification of the inflow boundary condition according to the adjustment
of the inflow mass flux. It is a dynamic method which allows to cancel out reflected
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wave-current flow along the simulation. Consequently, it can be applied for both regular
and random wave conditions without restrictions to wave theory.
With the new improvements done on the model regarding the active absorption, it
is possible to reduce the domain covered by the 3D model and to simulate the detailed
interaction between sea states and the structure in competitive times and computational
costs. By achieving this objective the engineers can benefit from an advanced tool to
assist in taking decisions and to obtain more optimal designs.
Then, in this new numerical wave basin, floating structure modelling was set up
because the coupling between floating bodies and wave generation had not yet been
done when I started this work.
The new numerical mooring system takes into account the real response of a tension
line; the restraint equation has been changed to reproduce the effect of a mooring line.
In this way, the results of the simulations improved and the approach can be adopted to
predict dynamics of a floating structure and tensions on mooring systems, by the mean
of OpenFOAM, without other specialised and licensed codes. This thesis focused on
the taut mooring systems, in future works, also the catenary lines will be implemented.
Furthermore, the interaction between many linked floating bodies will be studied and
added to the code.
The new code was validated thanks to the comparison with experimental tests. The
comparison showed very good agreements, so I can conclude that the new code can
represent real floating anchored structures, in both shallow and deep water.
Finally, in order to demonstrate the forcefulness and potentiality of the new numer-
ical tool, the code was applied for the preliminary design of a floating wind turbine at
prototype scale in an offshore site in Mazara del Vallo, Sicily, Italy. For this case, many
other studies can be carried out with the aim of the new tool, for example, different
configurations of the mooring lines can be analysed, as the interaction between all the
turbines of the farm.
The real case application demonstrated that the model can be helpful in the design
phase and it can be used for a wide range of applications, from harbour to coastal and
offshore structures.
Numerical model cannot substitute physical experiments, in fact, the combined use
of both techniques can help to identify the pros and cons of each method, as there are
processes than can only be replicated experimentally or numerically because of their
time or space requirements. This field is called composite modelling: it integrates and
balances the use of physical and numerical models. Furthermore, numerical modelling
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can be applied to extend the database obtained with physical tests, simulating different
wave conditions and structural alternatives at the same time and at a fraction of the
cost of performing them in the laboratory. Moreover, designed structures can be run at
prototype scale, avoiding scale effects.
At the end of my research activity, I can conclude this new tool based on OpenFOAM
and IHFOAM is very promising and can be helpful for every kind of coastal and ocean
studies and designs.
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