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RESUMO
Este trabalho tem por objetivo tornar-se um material de consulta para
professores do ensino me´dio. Quando resolvemos um sistema de equac¸o˜es
lineares algebricamente obtemos treˆs situac¸o˜es poss´ıveis. Com relac¸a˜o
ao seu conjunto soluc¸a˜o: O sistema linear na˜o possui soluc¸a˜o, possui
uma u´nica soluc¸a˜o, ou ainda possui infinitas soluc¸o˜es. Neste trabalho,
ale´m de apresentarmos como resolver sistemas lineares algebricamente
apresentamos tambe´m a interpretac¸a˜o geome´trica destas treˆs situac¸o˜es
poss´ıveis, com o objetivo de fazer com que o aluno e tambe´m o pro-
fessor de ensino me´dio tenham uma visa˜o diferente do tema e com isto
uma melhor compreensa˜o.
Palavras-chave: Matrizes, escalonamento de matrizes, resoluc¸a˜o de
sistemas lineares, equac¸o˜es vetoriais, combinac¸a˜o linear e equac¸a˜o ma-
tricial

ABSTRACT
This study aims to become a reference material for high school teachers.
When we solve a system of algebraic linear equations we obtain three
possible situations. With respect to its solution set: The linear system
has no solution, it has a unique solution or has infinite solutions. In
this work, and we introduce how to solve linear systems algebraically
present alsothe geometric interpretation of these three possible situati-
ons, in order to make the student and also the high school teacher have
a different view of the subject and thereby possibility to understand
better.
Keywords: Matrices, scaling matrices, solving linear systens, vector
equations and matrix equations.
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1 INTRODUC¸A˜O
Enquanto professores de matema´tica estamos sempre a procura de
ac¸o˜es para despertar e estimular nos alunos o prazer de aprender Ma-
temA˜¡tica. Trabalhando como professor de matema´tica desde o ano
de 2001 percebo que o ensino de Sistemas de Equac¸o˜es Lineares
sempre esteve muito voltado somente para a resoluc¸a˜o alge´brica. De
acordo com os livros dida´ticos adotados pelas escolas que trabalhei no
decorrer desdes 15 anos foi poss´ıvel notar que os livros mais recentes
como (SOUZA, 2013) esta˜o trazendo de maneira muito superficial a In-
terpretac¸a˜o Geome´trica de Sistemas Lineares. Talvez porque
alguns trabalhos acadeˆmicos anteriores a este ja´ vem relatando a falta
e a angustia de muitos docentes no que diz respeito a esse tema.
Segundo os Paraˆmetros Curriculares Nacionais (PCN’s): frente a uma
situac¸a˜o problema o aluno deve saber reconhecer a sua natureza e situar
o objeto de estudo dentro dos diferentes campos da matema´tica, ou seja,
decidir - se pela utilizac¸a˜o das forma alge´brica, nume´rica, geome´trica,
combinato´ria ou estat´ıstica.
De acordo com os PCN’s e com relac¸a˜o a a´lgebra, ha´ ainda o estudo
de equac¸o˜es polinomiais e de Sistemas de Equac¸o˜es Lineares. Es-
ses dois conteu´dos devem receber um tratamento que enfatize sua im-
portaˆncia cultural, isto e´ estender os conhecimentos que os alunos pos-
suem sobre equac¸o˜es de 1o e 2o grau.
Ja´ para a unidade Geometria Anal´ıtica tem como objetivo tratar
algebricamente as propriedades e elementos geome´tricos. o aluno do
ensino me´dio tera´ a oportunidade de conhecer essa forma de pensar que
transforma problemas geome´tricos na resoluc¸a˜o de equc¸o˜es, sistemas ou
inequac¸o˜es. Logo, o que os PCN’s afirmam e´ que o aluno deve perceber
que um mesmo problema pode enta˜o ser elaborado com diferentes ins-
trumentos matema´ticos de acordo com suas caracter´ısticas.(NACIONAIS,
2016)
Pore´m na˜o e´ isso o que acontece com os livros dida´ticos, pois eles tra-
zem esses dois assuntos bem separados. Sistemas de equac¸o˜es lineares
e´ apresentado no volume 2 que o aluno ira´ aprender no 2o ano do en-
sino me´dio quase sempre apenas a resoluc¸a˜o alge´brica. Ja´ Geometria
Anal´ıtica esta´ no volume 3, ou seja o aluno ira´ aprender no 3o ano do
ensino me´dio. Assim por serem conteu´dos passados em anos diferentes
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os alunos na˜o fazem a ligac¸a˜o entre esses dois assuntos que poderiam
ser estudados juntos. Ate´ mesmo alguns professores tem dificuldades
para fazer esta ligac¸a˜o.
Por isso a motivac¸a˜o para a realizac¸a˜o deste trabalho. A escolha do
tema Interpretac¸a˜o Geome´trica de Sistemas Lineares surgiu
durante uma aula de A´lgebra Linear com o professor Dr. Fernando
de Lacerda Mortari. Ele nos mostrou uma maneira diferente de ver
e analisar um sistema linear, o que]al mais tarde foi melhor aprofun-
dado nas aulas de Geometria Anal´ıtica com a professora Dra. Alda
Dayana Mattos Mortari.
Mesmo sendo professor de matema´tica no ensino ba´sico, ou seja, en-
sino me´dio e fundamental durante tantos anos, tambe´m ainda na˜o havia
feito essa ligac¸a˜o de resoluc¸a˜o alge´brica com as outras formas de inter-
pretar sistemas lineares, que esta˜o presentes nesse trabalho.
Por exemplo, no decorrer do Cap´ıtulo 2 tratamos de sistemas de equac¸o˜es
lineares. Comec¸ando com um problema do cotidiano e fazemos a sua
interpretac¸a˜o atrave´s de 2 equac¸o˜es lineares, em seguida apresentamos
os diversos tipos de sistemas de equac¸o˜es e uma maneira de como re-
solveˆ-los. Nesse caso o escalonamento. Para o desenvolvimento deste
Cap´ıtulo usei como refereˆncia os livros (DELGADO; FRENSEL; CRISSAFF,
2013), (HEFEZ; FERNANDEZ, 2012), (POLYA, 1995), (KATZ et al., 1955).
No Cap´ıtulo 3 apropriando-se dos conhecimentos apresentados Cap´ıtulo
anterior fazemos a resoluc¸a˜o alge´brica de alguns sistemas de equac¸o˜es
lineares atrave´s do me´todo do escalonamento.
Ja´ no Cap´ıtulo 4, utilizando-se do software Geogebra, apresentamos
uma outra forma de interpretar um sistema de equac¸o˜es lineares. Que
e´ atrave´s de sua interpretac¸a˜o geome´trica.
E por fim no Cap´ıtulo 5 e´ apresentado ao leitor uma outra maneira de
representar um sistema de equac¸o˜es lineares, que e´ atrave´s de equac¸o˜es
vetoriais e equac¸o˜es matriciais. O leitor pode fazer um maior aprofun-
damento sobre o assunto com o livro (LAY, 2012)
Foi pensando em todas essas maneiras de interpretar um sistema de
equac¸o˜es lineares, que surgiu a ideia de produzir um material, para que
outros professores que ainda na˜o tiveram a oportunidade de ter contato
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com esses me´todos, possam ter um material de apoio para pesquisar e
passar para seus alunos, na˜o deixando apenas a soluc¸a˜o alge´brica que
muitas vezes na˜o quer dizer nada para o aluno ale´m de contas.
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2 SISTEMAS DE EQUAC¸O˜ES LINEARES
2.1 RESOLUC¸A˜O DE PROBLEMAS
”A resoluc¸a˜o de problemas e´ a coluna vertebral da instruc¸a˜o
matema´tica desde o Papiro de Rind.”
George Polya
A Histo´ria da Matema´tica nos mostra que elafoi constru´ıda como res-
posta a perguntas provenientes de diferentes origens e contextos, mo-
tivadas por problemas de ordem pra´tica (divisa˜o de terras, ca´lculo de
cre´ditos), por problemas vinculados a outras cieˆncias (F´ısica, Astrono-
mia), bem como por problemas relacionados a investigac¸o˜es internas
a` pro´pria Matema´tica [...] na˜o e´ uma atividade para ser desenvolvida
em paralelo ou como aplicac¸a˜o da aprendizagem, mas uma orientac¸a˜o
para a aprendizagem, pois proporciona o contexto em que se pode
apreender conceitos, procedimentos e atitudes matema´ticas. (OLI-
VEIRA, 2015)
Contudo, esse reconhecimento da relevaˆncia de desenvolver a capaci-
dade de resolver problemas, para a formac¸a˜o plena das pessoas, na˜o se
deu repentinamente. Foi fruto de um processo histo´rico.
Segundo Polya, ao ter como prioridade a construc¸a˜o do conhecimento
pelo fazer pensar, o papel da resoluc¸a˜o de problemas e´ fundamental
para auxiliar na apreensa˜o dos significados
Para isso, no seu livro: “A arte de resolver problemas: Um novo aspecto
do me´todo matema´tico”. Polya apresenta algumas etapas que devem
ser consideradas na resoluc¸a˜o de problemas. Sa˜o elas:
• compreensa˜o do problema;
• elaborac¸a˜o de um plano de soluc¸a˜o;
• execuc¸a˜o do plano;
• verificac¸a˜o ou retrospectiva;
• emissa˜o da resposta.
Muitos dos problemas do nosso cotidiano podem ser modelados mate-
maticamente por sistemas de equac¸o˜es lineares. Apresentamos a seguir
dois exemplos de problemas, os quais podemos resolver atrave´s de sis-
temas de equac¸o˜es lineares:
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Exemplo 2.1.1. Um jogo entre Figueirense e Ava´ı foi visto por 18.000
pessoas e apresentou uma renda de R$540.000,00. Haviam dois tipos de
ingressos: arquibancada a R$20,00 cada, e cadeira numerada a R$50,00
cada. Quantos torcedores compraram arquibancada? E quantos com-
praram cadeira numerada?
Para resolver a situac¸a˜o acima, precisamos primeiro compreender o
problema e interpreta´-lo matematicamente. Chamemos de x, o nu´mero
de pessoas que ocuparam a arquibancada e y, o nu´mero de pessoas que
ocuparam as cadeiras. Sabemos enta˜o que:
x+ y = 18.000. (2.1)
Por outro lado, sabemos tambe´m que as pessoas que esta˜o na arquiban-
cada pagaram R$20,00 cada e as pessoas que esta˜o na a´rea das cadeiras
pagaram R$ 50,00 cada, perfazendo um total de R$540.000,00. Pode-
mos enta˜o interpretar a seguinte situac¸a˜o atrave´s da equac¸a˜o:
20x+ 50y = 540.000. (2.2)
De (2.1) e (2.2), temos o seguinte sistema de equac¸o˜es:{
x + y = 18.000
20x + 50y = 540.000
.
Surgem enta˜o as seguintes perguntas:
1) O sistema acima possui soluc¸a˜o?
2) Se o sistema possui soluc¸a˜o como encontra´-la?
Para resolver um sistema deste tipo precisamos de um pouco mais de
conhecimento. E tambe´m sera´ necessa´rio a utilizac¸a˜o de algumas fer-
ramentas que descreveremos no decorrer deste trabalho. Vamos agora
para um problema um pouco mais simples.
Exemplo 2.1.2. Queremos agora encontrar dois nu´meros reais de tal
forma que a soma destes seja igual a 20 e a diferenc¸a entre eles seja
igual a 2.
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Novamente, fazendo a interpretac¸a˜o matema´tica da situac¸a˜o, e cha-
mando os dois u´meros que queremos conhecer de x e y. Podemos
escrever as seguintes equac¸o˜es:
x+ y = 20 (2.3)
para a soma de dois nu´meros reais cuja soma e´ 20.
x− y = 2 (2.4)
para a diferenc¸a de dois nu´meros reais cuja diferenc¸a e´ 2.
De (2.3) e (2.4) podemos escrever o seguinte sistema de equac¸o˜es:{
x+ y = 20
x− y = 2 . (2.5)
Por se tratar de um exerc´ıcio mais simples, podemos fazer algumas ten-
tativas em busca desses dois nu´meros. As soluc¸o˜es procuradas podem
ser representadas por pares de nu´meros reais (a, b) tais que, se substi-
tuirmos x por a e y por b, em (2.5) se tornam igualdades verdadeiras.
Por exemplo, o par (x, y) = (11, 9) e´ uma soluc¸a˜o, pois obtemos as
igualdades: {
11 + 9 = 20
11− 9 = 2 .
Os sistemas com duas equac¸o˜es lineares, como o acima, ja´ eram con-
siderados pelos babiloˆnios por volta de 1800 a.C e resolvidos por um
me´todo que chamamos hoje de me´todo de eliminac¸a˜o gaussiana.1
Por exemplo, para resolver o sistema de equac¸o˜es (2.5), ao somarmos
a segunda equac¸a˜o com a primeira, o transformamos em um “sistema
equivalente”, que sera´ explicado mais adiante.{
2x = 22
x− y = 2
que seguimos transformando ate´ encontrarmos um sistema onde as
soluc¸o˜es sa˜o trivialmente encontradas:
{
2x = 22
x− y = 2 ⇔
{
x = 11
x− y = 2 ⇔
{
x = 11
x− y − x = 2− 11 ⇔
{
x = 11
y = 9
.
Como veremos a seguir, esse me´todo pode ser generalizado para siste-
1Em homenagem a Carl Friedrich Gauss(Alemanha, 1777 - 1855), considerado
um dos maiores matema´ticos de todos os tempos.
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mas de equac¸o˜es lineares com m equac¸o˜es e n inco´gnitas, m,n ∈ N os
quais definiremos na pro´xima sec¸a˜o.
Definic¸a˜o 2.1.1. Uma equac¸a˜o linear e´ uma equac¸a˜o da forma
a1x1 + a2x2 + . . .+ anxn = b1,
em que a1, a2, . . . , an, b1 ∈ R e x1, x2, . . . xn sa˜o as inco´gnitas. Os
escalares 2 ai (1 ≤ i ≤ n) sa˜o chamados de coeficientes.
Um sistema de equac¸o˜es lineares, ou um sistema linear, e´ um
conjunto de uma ou mais equac¸o˜es lineares, nas mesmas inco´gnitas:
a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2
...
...
. . .
...
...
am1x1 + am2x2 + · · · + amnxn = bm
. (2.6)
Uma soluc¸a˜o do sistema e´ uma n-upla (c1, c2, . . . , cn) de nu´meros
reais que satisfaz:
ai1c1 + ai2c2 + . . .+ aincn = bi, ∀ 1 ≤ i ≤ m.
O conjunto soluc¸a˜o de um sistema linear e´ o conjunto de todas as
soluc¸o˜es do sistema, que pode ser representado por:
S= {(c1, c2, . . . , cn) ∈ Rn; ai1c1+ai2c2+ . . .+aincn = bi, ∀ 1 ≤ i ≤ m.}
Para qualquer sistema de equac¸o˜es lineares, existem exatamente treˆs
possibilidades para o seu conjunto soluc¸a˜o:
i) Soluc¸a˜o u´nica: Existe uma u´nica n − upla (c1, c2, . . . , cn) que
satisfaz simultaneamente todas as equac¸o˜es do sistema.
ii) Infinitas soluc¸o˜es: Existem infinitas n − uplas (c1, c2, . . . , cn)
diferentes que satisfazem simultaneamente todas as equac¸o˜es do
sistema. Neste caso S possui infintos elementos.
iii) Nenhuma soluc¸a˜o: Na˜o existe nenhuma n−upla (c1, c2, . . . , cn)
que satisfac¸a simultaneamente todas as equac¸o˜es do sistema. Neste
caso S e´ vazio.
2Neste trabalho chamaremos de escalares quando estivermos nos referindo a
nu´meros reais.
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Definic¸a˜o 2.1.2. Dizemos que um sistema linear e´ consistente se ele
possui pelo menos uma soluc¸a˜o e que o sistema e´ inconsistente se ele
na˜o possui nenhuma soluc¸a˜o.
2.2 SISTEMA DE EQUAC¸O˜ES LINEARES HOMOGEˆNEO
Um tipo especial de sistema de equac¸o˜es lineares, sa˜o os sistemas ho-
mogeˆneos, ou seja, aqueles sistemas como em (2.6), pore´m com os ter-
mos independentes 3 bi’s todos nulos.
a11x1 + a12x2 + · · ·+ a1nxn = 0
a21x1 + a22x2 + · · ·+ a2nxn = 0
...
...
...
...
...
am1x1 + am2x2 + · · ·+ amnxn = 0
. (2.7)
Todo sistema de equac¸o˜es lineares homogeˆneo sempre possui pelo me-
nos uma soluc¸a˜o a qual e´ dada por x = (0,0,. . . ,0), e e´ chamada de
soluc¸a˜o trivial.
Um sistema linear homogeˆneo pode ter outras soluc¸o˜es ale´m da trivial.
2.3 SISTEMAS DE EQUAC¸O˜ES LINEARES EQUIVALENTES
Note que para resolver o sistema (2.6), do exemplo 2 anterior, ele foi
modificado gradativamente, por meio de uma sequeˆncia de operac¸o˜es
chamadas operac¸o˜es elementares, com o objetivo de transforma´-lo em
um sistema equivalente mais simples de ser resolvido.
Dois sistemas de equac¸o˜es lineares sa˜o ditos sistemas equivalentes, se
pudermos obter um sistema a partir do outro usando uma sequeˆncia
finita de operac¸o˜es elementares. Sa˜o treˆs os tipos de operac¸o˜es elemen-
tares, as quais descreveremos a seguir.
Podemos encontrar um outro sistema equivalente ao inicial, utilizando
-se das seguintes operac¸o˜es;
i) Trocar a posic¸a˜o relativa de duas equac¸o˜es do sistema.
Por exemplo, dado o sistema{
x+ y = 20
x− y = 2 , podemos fazer
{
x− y = 2
x+ y = 20
.
3Um coeficiente independente ou constante e´ um termo da equac¸a˜o em que na˜o
ha´ varia´veis.
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ii) Substituir uma equac¸a˜o pela soma membro a membro da pro´pria
equac¸a˜o com um mu´ltiplo de outra.
Por exemplo, dado o sistema{
x+ y = 20
x− y = 2 , podemos fazer
{
x+ y = 20
(x− y) + 1(x+ y) = 2 + 20
ou seja,
{
x+ y = 20
2x = 22
.
iii) Substituir uma equac¸a˜o por um mu´ltiplo da equac¸a˜o dada, ou
seja, a nova equac¸a˜o e´ obtida multiplicando-se a equac¸a˜o dada
por um nu´mero real na˜o nulo.
Por exemplo, dado o sistema{
x+ y = 20
2x = 22
podemos fazer
{
x+ y = 20
1
2
× 2x = 1
2
× 22
ou seja,
{
x+ y = 20
x = 11
.
Esta relac¸a˜o entre sistemas e´ uma relac¸a˜o de equivaleˆncia, como vere-
mos com detalhes no final deste Cap´ıtulo.
Antes de formalizar e generalizar o me´todo usado para resolver o Exem-
plo 2.1.2, vamos introduzir uma notac¸a˜o a qual ira´ na˜o somente sim-
plificar a notac¸a˜o de um sistema de equac¸a˜o lineares, mas tambe´m
permitir uma formulac¸a˜o mais concisa do me´todo.
Enta˜o, dado um sistema de equac¸o˜es lineares com n inco´gnitas e m
equac¸o˜es
a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2
...
...
. . .
...
...
am1x1 + am2x2 + · · · + amnxn = bm
, (2.8)
podemos reescrever este sistema utilizando-se de matrizes.
Como duas matrizes sa˜o iguais se, e somente se, suas entradas cor-
respondentes sa˜o iguais, no´s podemos substituir as m equac¸o˜es deste
sistema por uma u´nica equac¸a˜o matricial, como segue:
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
a11x1 + a12x2 + · · · + a1nxn
a21x1 + a22x2 + · · · + a2nxn
...
...
. . .
...
am1x1 + am2x2 + · · · + amnxn
 =

b1
b2
...
bm

Note que a matriz m × 1 que esta´ a esquerda pode ser reescrita como
um produto matricial:
a11 + a12 + · · · + a1n
a21 + a22 + · · · + a2n
...
...
. . .
...
am1 + am2 + · · · + amn


x1
x2
...
xn
 =

b1
b2
...
bm
 .
Se denotarmos estas matrizes por A, x e b, respectivamente, o sistema
original de m equac¸o˜es e n inco´gnitas foi sustitu´ıdo pela u´nica equac¸a˜o
matricial
Ax = b.
A matriz A nessa equac¸a˜o e´ chamada de matriz dos coeficientes do
sistema. Usando a matriz dos coeficientes e o lado direito da equac¸a˜o,
temos uma matriz associada a tal sistema, a qual e´ chamada de matriz
ampliada do sistema dada por:
Usando a matriz dos coeficientes e o lado direito do sistema (2.8) temos
uma matriz associada a tal sistema, e chamada de matriz ampliada do
sistema dada por:
A =

a11 + a12 + · · · + a1n b1
a21 + a22 + · · · + a2n b2
...
...
. . .
...
...
am1 + am2 + · · · + amn bm

E esta matriz ampliada de um sistema de equac¸o˜es lineares sera´ usada
ao longo deste trabalho, para resolvermos os sistemas lineares atrave´s
do escalonamento desta matriz.
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2.4 ESCALONAMENTO DE MATRIZES
Como vimos anteriormente podemos representar um sistema de equac¸o˜es
lineares atrave´s de uma matriz.
Nesta sec¸a˜o mostraremos que essas matrizes associadas a um sistema de
equac¸o˜es lineares podem ser transformada por meio de uma sequeˆncia
de operac¸o˜es elementares sobre linhas, numa matriz em uma forma
muito especial, a forma escalonada, que sera´ utilizada para resolver
sistemas lineares.
Definic¸a˜o 2.4.1. Uma matriz m× n sera´ dita estar na forma escalo-
nada se a matriz for nula, ou se:
i) O primeiro elemento na˜o nulo a partir da esquerda de cada linha
na˜o nula e´ 1;
ii) Toda coluna que conte´m o primeiro elemento na˜o nulo de alguma
linha tem todos os seus outros elementos iguais a zero;
iii) Toda linha nula ocorre abaixo de todas as linhas na˜o nulas;
iv) Se a linha k for na˜o nula, em que (1 ≤ k ≤ m − 1) o nu´mero
de zeros que antecedem o primeiro elemento na˜o nulo da linha
k + 1 e´ maior que o nu´mero de zeros que antecedem o primeiro
elemento na˜o nulo da linha k.
Por exemplo, a matriz 
1 5 0 0
0 0 1 0
0 0 0 1
0 0 0 0

esta´ na forma escalonada, pois todas as condic¸o˜es da definic¸a˜o anterior
sa˜o satisfeitas, mas as matrizes 1 4 00 1 0
0 0 1
 e
 0 2 131 0 −5
0 0 0

na˜o esta˜o na forma escalonada, pois a primeira na˜o satisfaz a condic¸a˜o
ii). Observe que acima do primeiro elemento na˜o nulo da linha 2 e´
diferente de zero. Enquanto a segunda matriz na˜o satisfaz as condic¸o˜es
i) e iv), ou seja, o primeiro elemento na˜o nulo a partir da esquerda da
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primeira linha e´ diferente de 1, e na linha 2 que na˜o e´ nula, o nu´mero
de zeros que antecedem o primeiro elemento na˜o nulo da linha e´ menor
que o nu´mero de zeros que antecedem o primeiro elemento na˜o nulo da
linha 1.
O resultado que apresentaremos a seguir garantira´ que toda matriz e´
equivalente por linhas4 a uma matriz na forma escalonada. Assim ao
reduzirmos a matriz ampliada associada a um dado sistema de equac¸o˜es
lineares a` forma escalonada, encontramos um outro sistema equivalente
ao sistema dado, pore´m o qual se encontra em uma forma mais sim-
ples. Quando aplicado aos sistemas de equac¸o˜es lineares, este resultado
e´ chamado de processo de eliminac¸a˜o de Gauss-Jordan, ou eliminac¸a˜o
gaussiana, ou ainda me´todo de escalonamento.5
Vejamos agora um algoritmo que reduz por linhas uma matriz dada
na˜o nula qualquer a uma matriz na forma escalonada. O termo reduzir
por linhas significa transformar uma matriz usando as transformac¸o˜es
elementares sobre linhas.
E essas operac¸o˜es elementares se constituem de treˆs operac¸o˜es ba´sicas.
Sa˜o elas:
• Somar mu´ltiplo de outra linha: Equivale a somar mu´ltiplo
da outra equac¸a˜o que tambe´m na˜o altera a soluc¸a˜o do sistema.
• Trocar de linhas: A troca de linhas corresponde a troca de
posic¸a˜o das equac¸o˜es, o que na˜o influencia na soluc¸a˜o do sistema.
• Multiplicar uma linha por um nu´mero na˜o nulo: equivale
a multiplicar um nu´mero na˜o nulo na equac¸a˜o correspondente que
tambe´m na˜o altera a soluc¸a˜o.
Com isso para escalonar um sistema devemos seguir os seguintes passos:
Passo 1. Seja k1 a primeira coluna da matriz dada com algum ele-
mento na˜o nulo. Troque as linhas entre si de modo que esse elemento
na˜o nulo aparec¸a na primeira linha, isto e´, de modo que na nova matriz
4Uma matriz A = (aij)m×n e´ equivalente por linhas a uma matriz
B = (bij)m×n, se B pode ser obtida de A aplicando-se uma sequeˆncia de operac¸o˜es
elementares sobre as suas linhas.
5Esse primeiro nome e´ essencialmente devido a Carl Friedrich Gauss (Alemanha,
1777-1855), e foi aperfeic¸oado por Camille Jordan (Franc¸a 1838-1922), por esse
motivo, e´ tambe´m chamado de eliminac¸a˜o de Gauss- Jordan.
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a1k1 6= 0 .
Passo 2. Para cada i > 1, realize a transformac¸a˜o
Li → Li − aik1
a1k1
L1.
Repita os passos 1 e 2 na matriz assim obtida, ignorando a primeira
linha. Novamente, repita os passos 1 e 2 nessa nova matriz, ignorando
as duas primeiras linhas etc., ate´ alcanc¸ar a u´ltima linha na˜o nula.
Passo 3. Se L1, . . . , Lp sa˜o linhas na˜o nulas da matriz obtida apo´s
terminar o processo acima e se ki e´ a coluna na qual aparece o primeiro
elemento na˜o nulo aiki da linha Li aplique as transformac¸o˜es
Li → 1
aiki
Li
para todo 1 ≤ i ≤ p.
Passo 4. Realize na matriz obtida ate´ enta˜o as transformac¸o˜es
Lm → Lm − amkiLi, m ∈ {1, . . . , i− 1},
para i = 2. Depois para i = 3, e assim por diante, ate´ i = p. Dessa
forma, obteremos uma matriz na forma escalonada que e´ equivalente
por linhas a` matriz dada.
OBS: Todo escalonamento e´ efetuado em etapas, escolhendo as linhas
de cima para baixo. Na primeira etapa escolhemos a linha 1, na se-
gunda escolhemos a linha 2, e assim por diante.
Estabelecemos assim o seguinte teorema:
Teorema 2.4.2. Toda matriz e´ equivalente a uma matriz na forma
escalonada.
OBS:Neste trabalho na˜o faremos a demonstrac¸a˜o de teoremas, pore´m
caso o leitor tenha interesse. A demonstrac¸a˜odo Teorema 2.4.2. esta´
no livro (BOLDRINI et al., 1986) pa´gina 60.
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Vejamos um exemplo, a matriz 1 1 00 1 −1
2 0 2

e´ transformada numa matriz na forma escalonada com as seguintes
sequeˆncias de operac¸o˜es sobre as linhas:
Como ja´ temos o primeira elemento da primeira linha diferente de zero
e igual a 1, podemos ir direto para o passo 2 1 1 00 1 −1
2 0 2
L1 × (−2) + L3 → L3
 1 1 00 1 −1
0 −2 2
 .
Como zeramos todos os elementos da coluna 1 abaixo do elemento a11,
vamos agora para a linha 2 a procura do primeiro elemento na˜o nulo.
Em seguida, aplicamos os passo 1 e passo 2. 1 1 00 1 −1
0 −2 2
L2 × (2) + L3 → L3,
obtendo a matriz 1 1 00 1 −1
0 0 0
 .
Para zerar o elemento acima de a22 tambe´m podemos utilizar o
passo 2. 1 1 00 1 −1
0 0 0
L2 × (−1) + L1 → L1.
Ficando com a matriz a seguir: 1 0 10 1 −1
0 0 0
 .
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Observe que na terceira linha todos os elementos sa˜o nulos. Logo na˜o
a mais nada a fazer e a matriz acima ja´ esta´ na sua forma escalonada.
Pelo algoritmo acima deduzimos que qualquer matriz e´ equivalente a
pelo menos uma matriz na forma escalonada. Como em cada passo do
algoritmo temos certa margem de escolhas de operac¸o˜es elementares
sobre as linhas da matriz, na˜o ha´ aparentemente nenhum motivo para
poder afirmar que a forma escalonada de uma dada matriz seja u´nica.
Fato e´ que, na˜o importando qual a sequeˆncia de operac¸o˜es elementa-
res que efetuemos nas linhas de uma dada matriz, no final do processo
chegamos a uma mesma matriz na forma escalonada que e´ equivalente
a` matriz dada.
Pois de fato, ela e´ claramente reflexiva, pois basta multiplicar uma das
equac¸o˜es do sistema por 1; e´ transitiva, pois basta concatenar uma
sequeˆncia de transformac¸o˜es elementares com uma outra; e e´ sime´trica,
pois podemos desfazer uma transformac¸a˜o elementar com outra do
mesmo tipo.
Utilizando-se dessas ferramentas que neste Cap´ıtulo foram apresenta-
das, vamos no Cap´ıtulo seguinte aplica´-las nas resoluc¸o˜es dos sistemas
de equac¸o˜es lineares.
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3 RESOLUC¸A˜O DE SISTEMAS LINEARES
3.1 CLASSIFICAC¸A˜O DE SISTEMAS
Neste cap´ıtulo, colocaremos em pra´tica a teoria desenvolvida com as
matrizes para a resoluc¸a˜o de sistemas de equac¸o˜es lineares.
Definic¸a˜o 3.1.1. Quanto a suas soluc¸o˜es, um sistema linear se clas-
sifica como imposs´ıvel, poss´ıvel e determinado, ou poss´ıvel e indeter-
minado. Um sistema linear e´ chamado imposs´ıvel (SI), quando na˜o
tem soluc¸a˜o, poss´ıvel e determinado (SPD), quando tem uma u´nica
soluc¸a˜o, e poss´ıvel e indeterminado (SPI), quando tem mais de uma
soluc¸a˜o.
Como ja´ foi observado anteriormente um sistema linear homogeˆneo com
n inco´gnitas e m equac¸o˜es e´ sempre poss´ıvel, pois admite como soluc¸a˜o
a n-upla (0,0, . . . ,0), chamada soluc¸a˜o trivial. Qualquer outra soluc¸a˜o,
se existir, e´ dita soluc¸a˜o na˜o trivial do sistema.
Para resolver os sistemas lineares apresentados neste trabalho, utili-
zaremos o me´todo de eliminac¸a˜o de Gauss-Jordan, tambe´m conhecido
como me´todo de escalonamento visto no Cap´ıtulo anterior, esse me´todo
consiste em se tomar a matriz ampliada de um sistema linear, e aplicar
uma sequeˆncia de operac¸o˜es elementares a esta matriz, de modo a ob-
termos uma matriz na forma escalonada equivalente a matriz ampliada
do sistema linear, pore´m mais “fa´cil”de se resolver. Para encontrar a
soluc¸a˜o desse sistema, basta agora reescreveˆ-lo utilizando-se desta ma-
triz.
Vamos enta˜o agora resolver o problema do Exemplo 2.1.1 do in´ıcio deste
trabalho. {
x + y = 18.000
20x + 50y = 540.000
.
Para isso vamos associar o sistema a matriz ampliada e fazer a sequeˆcia
de operac¸o˜es elementares.[
1 1 18000
20 50 540000
]
L1 × (−20) + L2 → L2
[
1 1 18000
0 30 180000
]
L2 ×
(
1
30
)
→ L2
30
[
1 1 18000
0 1 6000
]
L2 × (−1) + L1 → L1
[
1 0 12000
0 1 6000
]
.
Logo, podemos associar ao sistema original um sistema mais fa´cil de se
resolver. {
x = 12.000
y = 6000
.
Portanto, no dia do jogo entre Figueirense e Ava´ı haviam 12.000 tor-
cedores na arquibancada e 6.000 nas cadeiras numeradas. Tambe´m
podemos classificar este sistema como poss´ıvel e determinado, visto
que essa e´ a u´nica soluc¸a˜o.
Veremos a seguir a resoluc¸a˜o de alguns sistemas lineares.
Exemplo 3.1.1. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ y + z = 12x+ y + z = 3
x− y − z = 2
.
Primeiro escreveremos a matriz ampliada do sistema acima que e´ dada
por:  1 1 1 12 1 1 3
1 −1 −1 2
 .
Agora aplicando a eliminac¸a˜o de Gaus - Jordan temos: 1 1 1 12 1 1 3
1 −1 −1 2
 L1 × (−2) + L2 → L2
 1 1 1 10 −1 −1 1
1 −1 −1 2
 L1 × (−1) + L3 → L3
 1 1 1 10 −1 −1 1
0 −2 −2 1
 L2 × (−2) + L3 → L3
31
 1 1 1 10 −1 −1 1
0 0 0 −1
 L2 + L1 → L1
 1 0 0 20 −1 −1 1
0 0 0 −1
 ,
ou seja,  x = 2−y − z = 1
0 = −1
.
Observe que a terceira equac¸a˜o nos diz 0 = −1, o que e´ um absurdo.
Isto significa que o sistema na˜o possui soluc¸a˜o, ou seja, e´ imposs´ıvel.
Exemplo 3.1.2. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ 2y − 2z = −52x− 3y + z = 9
3x− y + 3z = 8
.
Primeiro escreveremos a matriz ampliada do sistema acima que e´ dada
por:  1 2 −2 −52 −3 1 9
3 −1 3 8
 .
Agora aplicando a eliminac¸a˜o de Gaus - Jordan temos: 1 2 −2 −52 −3 1 9
3 −1 3 8
 L1 × (−2) + L2 → L2
 1 2 −2 −50 −7 5 19
3 −1 3 8
 L1 × (−3) + L3 → L3
 1 2 −2 −50 −7 5 19
0 −7 9 23
 L2 × (−1) + L3 → L3
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 1 2 −2 −50 −7 5 19
0 0 4 4
 L3 × ( 14 )→ L3
 1 2 −2 −50 −7 5 19
0 0 1 1
 L3 × (−5) + L2 → L2
 1 2 −2 −50 −7 0 14
0 0 1 1
 L2 × (−17 )→ L2
 1 2 −2 −50 1 0 −2
0 0 1 1
 L3 × (2) + L1 → L1
 1 2 0 −30 1 0 −2
0 0 1 1
 L2 × (−2) + L1 → L1
 1 0 0 10 1 0 −2
0 0 1 1
 , ou seja, x = 1y = −2
z = 1
.
Observe que este sistema apresenta uma u´nica soluc¸a˜o. Portanto, e´ um
sistema poss´ıvel e determinado.
Exemplo 3.1.3. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ y + z = 42x− y + 3z = 6−x+ 2y − 2z = −2 .
Primeiro escreveremos a matriz ampliada do sistema acima que e´ dada
por:  1 1 1 42 −1 3 6
−1 2 −2 −2
 .
Agora aplicando a eliminac¸a˜o de Gaus - Jordan temos:
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 1 1 1 42 −1 3 6
−1 2 −2 −2
 L1 × (−2) + L2 → L2
 1 1 1 40 −3 1 −2
−1 2 −2 −2
 L1 + L3 → L3
 1 1 1 40 −3 1 −2
0 3 −1 2
 L2 + L3 → L3
 1 1 1 40 −3 1 −2
0 0 0 0
 L2 × (−1
3
)
→ L2
 1 1 1 40 1 − 13 23
0 0 0 0
 L2 × (−1) + L1 → L1
 1 0 43 1030 1 − 13 23
0 0 0 0
 .
Apo´s o escalonamento da matriz ampliada associada ao sistema linear
inicial obtemos o seguinte sistema:
x+
4
3
z =
10
3
y − 1
3
z =
2
3
. (3.1)
Observe que (3.1) pode ser reescrito como
x =
10
3
− 4
3
z
y =
2
3
+
1
3
z
.
Ou seja, os valores de x e y dependem do valor de z, e z pode assumir
qualquer valor real. Portanto, o sistema possui infinitas soluc¸o˜es. E e´
dito sistema poss´ıvel e indeterminado.
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4 INTERPRETAC¸A˜O GEOME´TRICA DE SISTEMAS
LINEARES
Muitas vezes nas escolas de ensino ba´sico, quando e´ estudada a re-
soluc¸a˜o de sistemas de equac¸o˜es lineares, a interpretac¸a˜o geome´trica
desses sistemas na˜o e´ abordada, o que faz com que os alunos tenham
uma visa˜o puramente alge´brica do problema, impossibilitando uma me-
lhor compreensa˜o desse problema e das suas aplicac¸o˜es. Foi isso o que
observei nos livros dida´ticos Matema´tica Aula por Aula (FILHO;
SILVA, 2000) e Conec¸o˜es com a Matema´tica (BARROSO, 2010) do
ensino me´dio.
Neste cap´ıtulo, apresentamos a interpretac¸a˜o geome´trica de sistemas
de equac¸o˜es lineares com duas equac¸o˜es e duas inco´gnitas e tambe´m
sistemas lineares de treˆs equac¸o˜es e treˆs inco´gnitas, com o objetivo de
desenvolver um material que possa ser utilizado por professores de en-
sino ba´sico (ou ensino me´dio). Todos os exemplos apresentados sera˜o
resolvidos atrave´s do me´todo do escalonamento, o qual foi apresentado
no Cap´ıtulo 3.
Qual e´ o significado geome´trico de um sistema de 2 equac¸o˜es e 2
inco´gnitas que possui infinitas soluc¸o˜es?
Qual e´ o significado geome´trico de um sistema de 3 equac¸o˜es e 3
inco´gnitas que na˜o possui soluc¸a˜o?
Para responder a essas perguntas, resolveremos no decorrer deste cap´ıtulo
mais alguns sistemas lineares, dando a cada um deles sua interpretac¸a˜o
geome´trica.
4.1 INTERPRETAC¸A˜O GEOME´TRICA DE UM SISTEMA 2× 2
Dizemos que um sistema de equac¸o˜es lineares S e´ do tipo 2×2, quando
apresenta duas equac¸o˜es e duas inco´gnitas, ou seja , e´ da forma:{
a1x+ b1y = c1
a2x+ b2y = c2
,
em que a1, b1, c1, a2, b2, c2 ∈ R.
Observamos que cada uma das equac¸o˜es do sistema representa uma reta
no plano R2. Se o sistema possuir soluc¸a˜o cada soluc¸a˜o pode ser vista
como um ponto P do plano, dado por suas coordenadas cartesianas
P = (x, y). Mais claramente, se r1, r2 sa˜o as retas definidas pelas duas
equac¸o˜es de S, enta˜o as soluc¸o˜es de S sa˜o os pontos P = (x, y) daquele
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plano que pertencem a` intersec¸a˜o dessas retas r1 ∩ r2. Como sabemos,
as posic¸o˜es relativas de duas retas no plano sa˜o:
i) concorrentes;
ii) paralelas;
iii) coincidentes.
A seguir apresentamos alguns sistemas equac¸o˜es lineares 2×2 que ilus-
tram as poss´ıveis situac¸o˜es descritas acima.
Exemplo 4.1.1. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir: {
x+ 2y = 7
2x+ 3y = 9
.
Soluc¸a˜o: A matriz ampliada associada ao sistema linear e´:[
1 2 7
2 3 9
]
.
Escalonando esta matriz vamos obter:[
1 2 7
2 3 9
]
L1 × (−2) + L2 → L2
[
1 2 7
0 −1 −5
]
L2 × (−1)→ L2
[
1 2 7
0 1 5
]
L2 × (−2) + L1 → L1
[
1 0 −3
0 1 5
]
.
Observamos que este sistema apresenta uma u´nica soluc¸a˜o. E a soluc¸a˜o
do sistema e´ o par ordenado (−3, 5).
Agora vejamos a interpretac¸a˜o geome´trica dessas duas equac¸o˜es:
Observe na Figura 1 que as duas retas se cruzam no ponto (−3, 5) que
e´ a soluc¸a˜o do sistema.
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Figura 1: Retas concorrentes.
Exemplo 4.1.2. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir: {
x− 2y = 3
−2x+ 4y = 7 .
Soluc¸a˜o: A matriz ampliada associada ao sistema linear e´:[
1 −2 3
−2 4 7
]
.
Escalonando a matriz vamos obter:[
1 −2 3
−2 4 7
]
L1 × (2) + L2 → L2
[
1 −2 3
0 0 13
]
.
Com o sistema escalonado poder´ıamos obter o valor das inco´gnitas.
Pore´m, da segunda linha obtemos 0 = 13, que demonstra uma impos-
sibilidade. Logo, o sistema na˜o possui soluc¸a˜o.
Geometricamente como podemos observar na Figura 2 que as duas
equac¸o˜es que representam o sistema sa˜o duas retas paralelas, logo
na˜o possuem nenhum ponto comum. Portanto, o sistema na˜o possui
soluc¸a˜o.
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Figura 2: Retas paralelas.
Exemplo 4.1.3. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir: {
2x− 2y = 5
−3x+ 3y = −7, 5 .
Soluc¸a˜o: A matriz ampliada associada ao sistema linear e´:[
2 −2 5
−3 3 −7, 5
]
.
Escalonando a matriz vamos obter:[
2 −2 5
−3 3 −7, 5
]
L1 × 1
2
→ L1
[
1 −1 2, 5
−3 3 −7, 5
]
L1 × (3) + L2 → L2
[
1 −1 2, 5
0 0 0
]
.
O que e´ equivalente a x− y = 5
2
, ou seja x = y +
5
2
.
Observamos enta˜o que y pode assumir qualquer valor real, enquanto x
depende do valor que y assumir. Portanto, o sistema possui infinitas
soluc¸o˜es.
Vejamos agora qual seria a interpretac¸a˜o geome´trica dessas duas equa-
c¸o˜es.
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Figura 3: Retas coincidentes.
Observamos na Figura 3 duas equac¸o˜es que representam a mesma reta,
logo elas possuem uma infinidade de pontos comuns que seriam todas
as poss´ıveis soluc¸o˜es do sistema, por isso dizemos que o sistema possui
infinitas soluc¸o˜es.
4.2 INTERPRETAC¸A˜O GEOME´TRICA DE UM SISTEMA 3× 3
Dizemos que um sistema linear S e´ do tipo 3×3, quando apresenta treˆs
equac¸o˜es e treˆs inco´gnitas, ou seja , e´ da forma: a1x+ b1y + c1z = d1a2x+ b2y + c2z = d2
a3x+ b2y + c3z = d3
,
em que a1, b1, c1, d1, a2, b2, c2, d2, a3, b2, c3, d3 ∈ R.
Pore´m, agora cada soluc¸a˜o (x, y, z) de um sistema 3× 3 pode ser vista
como um ponto P no espac¸o tridimensional, dado por suas coordena-
das cartesianas P = (x, y, z). Observamos que agora cada uma das
equac¸o˜es do sistema e´ a equac¸a˜o de um plano no espac¸o, e as soluc¸o˜es
do sistema sa˜o os pontos comuns a esses treˆs planos. Mais claramente,
se α1, α2 e α3 sa˜o os planos definidos pelas treˆs equac¸o˜es de S, enta˜o
as soluc¸o˜es de S sa˜o os pontos P = (x, y, z) que pertencem a` intersec¸a˜o
desses planos α1 ∩ α2 ∩ α3.
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Ao todo sa˜o oito posic¸o˜es relativas poss´ıveis para os planos α1, α2 e
α3, sendo que quatro delas correspondem aos sistemas imposs´ıveis, ou
seja, sistemas que na˜o possuem soluc¸a˜o; treˆs delas a sistemas indeter-
minados, ou seja, sistemas que possuem soluc¸a˜o pore´m na˜o e´ u´nica; e
apenas uma delas apresenta soluc¸a˜o u´nica.
Apresentamos a seguir os oito poss´ıveis resultados na resoluc¸a˜o de um
sistema linear 3× 3 e a sua interpretac¸a˜o geome´trica.
Exemplo 4.2.1. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ 2y − z = 3x+ y + z = 2−x+ 3y + z = 12 .
Primeiramente escrevemos a matriz ampliada do sistema dada por: 1 2 −1 31 1 1 2
−1 3 1 12
 .
Aplicando as operac¸o˜es elementares transformaremos a matriz dada em
outra matriz equivalente pore´m na forma escalonada. Logo: 1 2 −1 31 1 1 2
−1 3 1 12
 L1 × (−1) + L2 → L2
 1 2 −1 30 −1 2 −1
−1 3 1 12
 L1 + L3 → L3
 1 2 −1 30 −1 2 −1
0 5 0 15
 L2 × (−1)→ L2
 1 2 −1 30 1 −2 1
0 5 0 15
 L2 × (−5) + L3 → L3
 1 2 −1 30 1 −2 1
0 0 10 10
 L3 × 110 → L3
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 1 2 −1 30 1 −2 1
0 0 1 1
 L3 × 2 + L2 → L2
 1 2 −1 30 1 0 3
0 0 1 1
 L3 + L1 → L1
 1 2 0 40 1 0 3
0 0 1 1
 L2 × (−2) + L1 → L1
 1 0 0 −20 1 0 3
0 0 1 1
 .
Reescrevendo o sistema temos: x = −2y = 3
z = 1
.
Portanto, os valores de (x,y,z ) que satisfazem o sistema sa˜o: x = −2,
y = 3 e z = 1, os quais sa˜o as coordenadas de um ponto P no espac¸o
tridimensional.
Vejamos agora como fica a interpretac¸a˜o geome´trica dessas treˆs equac¸o˜es
do sistema.
Figura 4: Intersecc¸a˜o de treˆs planos em um u´nico ponto.
Como observamos na Figura 4 os treˆs planos se intersectam em um
u´nico ponto sendo este o ponto de coordenadas (−2, 3, 1).
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Exemplo 4.2.2. Determine se houver a(as) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ 2y − z = 12x− 3y + 4z = 2
3x− y + 3z = 3
.
Soluc¸a˜o: Primeiramente representaremos o sistema acima com a sua
matriz ampliada:  1 2 −1 12 −3 4 2
3 −1 3 3
 .
Aplicaremos as operac¸o˜es elementares a fim de transformar esta matriz
em outra equivalente pore´m na forma escalonada. 1 2 −1 12 −3 4 2
3 −1 3 3
 L1 × (−2) + L2 → L2
 1 2 −1 10 −7 6 0
3 −1 3 3
 L1 × (−3) + L3 → L3
 1 2 −1 10 −7 6 0
0 −7 6 0
 L2 × (−1) + L3 → L3
 1 2 −1 10 −7 6 0
0 0 0 0
 L2 × (− 17 )→ L2

1 2 −1 1
0 1
−6
7
0
0 0 0 0
 L2 × (−2) + L1 → L1

1 0
5
7
1
0 1
−6
7
0
0 0 0 0
 .
Apo´s escalonar a matriz observe que ficamos com uma linha de zeros
e com isso, podemos reescrever o sistema com essa matriz escalonada
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ficando com: 
x+
5
7
z = 1
y − 6
7
z = 0
, (4.1)
observe em 4.1 que temos uma varia´vel livre, nesse caso a varia´vel z
podemos enta˜o colocar x e y em func¸a˜o de z, ficando com o seguinte
sistema: 
x = 1− 5
7
z
y =
6
7
z
,
logo, obtemos como soluc¸a˜o do sistema
(
1− 5
7
z,
6
7
z, z
)
, em que z ∈ R.
Figura 5: A intersecc¸a˜o dos treˆs planos e´ uma reta.
Fazendo a representac¸a˜o geome´trica desses treˆs planos, o que se ob-
serva e´ que a intersecc¸a˜o deles forma uma reta, enta˜o variando o z que
pertence ao conjunto dos R obtemos todos os pontos dessa reta,ou seja,
infinitos pontos.
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Exemplo 4.2.3. Determine se houver a(as) soluc¸a˜o(o˜es) do sistema
linear a seguir:  x+ 4y − z = −22x− 2y + z = 5−4x+ 4y − 2z = −10 .
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por:  1 4 −1 −22 −2 1 5
−4 4 −2 −10
 .
Agora aplicaremos as operac¸o˜es elementares, buscando transformar
esta matriz em outra equivalente, pore´m na forma escalonada.
 1 4 −1 −22 −2 1 5
−4 4 −2 −10
 L1 × (−2) + L2 → L2
 1 4 −1 −20 −10 3 9
−4 4 −2 −10
 L1 × (4) + L3 → L3
 1 4 −1 −20 −10 3 9
0 20 −6 −18
 L2 × (− 1
10
)→ L2

1 4 −1 −2
0 1 − 3
10
− 9
10
0 20 −6 −18
 L2 × (−20) + L3 → L3

1 4 −1 −2
0 1 − 3
10
− 9
10
0 0 0 0
 L2×(−4)+L1 → L1

1 0
2
10
8
5
0 1 − 3
10
− 9
10
0 0 0 0
 .
Apo´s escalonar a matriz observe que ficamos com uma linha de zeros
e com isso, podemos reescrever o sistema com essa matriz escalonada
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ficando com: 
x+
1
5
z =
8
5
y − 3
10
z = − 9
10
, (4.2)
observe em 4.2 que temos uma varia´vel livre, nesse caso a varia´vel z
podemos enta˜o colocar x e y em func¸a˜o de z, ficando com o seguinte
sistema: 
x =
8
5
− 1
5
z
y = − 9
10
+
3
10
z
.
Logo a soluc¸a˜o do sistema e´ dada por;
(
8
5
− 1
5
z,− 9
10
+
3
10
z, z
)
z ∈ R.
Observando a Figura 6 poss´ıvel notar que as equac¸o˜es 2x− 2y + z = 5
e −4x+ 4y− 2z = −10 representam o mesmo plano, pois uma equac¸a˜o
e´ mu´ltipla da outra. E a intersecc¸a˜o deles com o plano x+ 4y− z = −2
e´ uma reta.
Figura 6: A intersecc¸a˜o dos treˆs planos, sendo dois deles coincidentes,
e´ uma reta.
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Exemplo 4.2.4. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir:  x+ 3y − 5z = −1−2x− 6y + 10z = 2
3x+ 9y − 15z = −3
.
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por:  1 3 −5 −1−2 −6 10 2
3 9 −15 −3
 .
Agora aplicaremos as operac¸o˜es elementares, buscando transformar
esta matriz em outra equivalente, pore´m na forma escalonada. 1 3 −5 −1−2 −6 10 2
3 9 −15 −3
 L1 × 2 + L2 → L2
 1 3 −5 −10 0 0 0
3 9 −15 −3
 L1 × (−3) + L3 → L3
 1 3 −5 −10 0 0 0
0 0 0 0
 .
Ao fazer o escalonamento da matriz ampliada note que ficamos com 2
linhas nulas, logo as equac¸o˜es desses planos sa˜o mu´ltiplos do 1o plano,
temos enta˜o que ambas equac¸o˜es representam o mesmo plano e a in-
tersecc¸a˜o deles e´ o pro´prio plano. Por isso dizemos que esse sistema de
equac¸o˜es possui infinitas soluc¸o˜es, a saber, todos os pontos deste plano.
Vamos agora analisar geometricamente a soluc¸a˜o deste sistema de equa-
c¸o˜es:
Observando a Figura 7 podemos notar que ambas as equac¸o˜es repre-
sentam o mesmo plano.
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Figura 7: Na intersecc¸a˜o de treˆs planos coincidentes todos os pontos
sa˜o soluc¸a˜o.
Exemplo 4.2.5. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir: 
x− 5
2
y +
3
2
z = 2
−2x+ 5y − 3z = 5
4x− 10y + 6z = 12
.
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por: 
1 −5
2
3
2
2
−2 5 −3 5
4 −10 6 12
 .
Aplicaremos agora as operac¸o˜es elementares, buscando transformar
esta matriz em outra equivalente, pore´m na forma escalonada.
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
1 −5
2
3
2
2
−2 5 −3 5
4 −10 6 12
 L1 × 2 + L2 → L2

1 −5
2
3
2
2
0 0 0 9
4 −10 6 12
 L1 × (−4) + L3 → L3

1 −5
2
3
2
2
0 0 0 9
0 0 0 4
 .
Analisando a matriz escalonada associada ao sistema de equac¸o˜es ob-
servamos duas impossibilidades 0 = 9 e 0 = 4. Logo, na˜o existe soluc¸a˜o
para esse sistema. Vamos enta˜o verificar o que acontece geometrica-
mente nessa situac¸a˜o.
Ao observarmos a Figura 8 a interpretac¸a˜o geome´trica dessas equac¸o˜es,
Figura 8: Treˆs planos paralelos dois a dois.
podemos notar que as equac¸o˜es representam planos paralelos dois a
dois. Portanto, na˜o existe nenhum ponto que pertenc¸a simultanea-
mente aos treˆs planos
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Exemplo 4.2.6. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir:  −x+ 3y − 4z = −63x− 9y + 12z = 0−2x+ 6y − 8z = −12 .
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por:  −1 3 −4 −63 −9 12 0
−2 6 −8 −12
 .
Aplicaremos agora as operac¸o˜es elementares buscando transformar esta
matriz em outra equivalente, pore´m na forma escalonada. −1 3 −4 −63 −9 12 0
−2 6 −8 −12
 L1 × 3 + L2 → L2
 −1 3 −4 −60 0 0 −18
−2 6 −8 −12
 L1×(−2)+L3 → L3
 −1 3 −4 −60 0 0 −18
0 0 0 0
 .
Ao escalonar o sistema de equac¸o˜es encontramos na 3a linha todos os
elementos iguais a zero, isso nos diz que essa equac¸a˜o e´ mu´ltipla da
1a, e na 2a temos uma impossibilidade 0 = −18. Logo, o sistema na˜o
possui soluc¸a˜o.
Vamos agora fazer a interpretac¸a˜o geome´trica desses planos.
Observe na Figura 9 que temos dois planos que sa˜o coincidentes, isso
justifica a linha de zeros, e outro plano paralelo a eles. Por isso a
impossibilidade. Como os treˆs planos na˜o possuem nenhum ponto em
comum, o sistema de equac¸o˜es na˜o possui soluc¸a˜o.
Exemplo 4.2.7. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir:  x+ y + z = 3x− y + z = 3−x− y − z = 1 .
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por:  1 1 1 31 −1 1 3
−1 −1 −1 1
 .
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Figura 9: Dois dos planos sa˜o coincidentes e outro e´ paralelo a eles.
Aplicaremos agora as operac¸o˜es elementares buscando transformar esta
matriz em outra equivalente, pore´m na forma escalonada. 1 1 1 31 −1 1 3
−1 −1 −1 1
 L1 × (−1) + L2 → L2
 1 1 1 30 −2 0 0
−1 −1 −1 1
 L1 + L3 → L3
 1 1 1 30 −2 0 0
0 0 0 4
 L2 × (−1
2
)→ L2
 1 1 1 30 1 0 0
0 0 0 4
 .
Ao escalonar o sistema de equac¸o˜es lineares obtemos uma impossibili-
dade 0 = 4, logo esse sistema de equac¸o˜es na˜o possui soluc¸a˜o.
Vejamos agora a interpretac¸a˜o geome´trica desse sistema de equac¸o˜es:
Note na Figura 10 que os plano α1 e α3 sa˜o paralelos, e ambos sa˜o in-
tersectados por α2 o qual e´ concorrente aos dois. A intersecc¸a˜o desses
planos nos da´ duas retas paralelas. Como na˜o existe nenhum ponto
comum aos treˆs planos o sistema na˜o possui soluc¸a˜o.
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Figura 10: Dois dos planos sa˜o paralelos e outro intersecta ambos se-
gundo duas retas paralelas.
Exemplo 4.2.8. Determine se existir a(s) soluc¸a˜o(o˜es) do sistema a
seguir:  x+ y + z = 1−x− y − 10z = −1−x− y + z = 2 .
Soluc¸a˜o: Primeiramente escrevemos a matriz ampliada do sistema
linear dada por:  1 1 1 1−1 −1 −10 −1
−1 −1 1 2
 .
Aplicaremos agora as operac¸o˜es elementares, buscando transformar
esta matriz em outra equivalente, pore´m na forma escalonada. 1 1 1 1−1 −1 −10 −1
−1 −1 1 2
 L1 + L2 → L2
 1 1 1 10 0 −9 0
−1 −1 2 3
 L1 + L3 → L3
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 1 1 1 10 0 −9 0
0 0 2 3
 L2 × (−1
9
)→ L2
 1 1 1 30 0 1 0
0 0 2 3
 L2 × (−2) + L3 → L3
 1 1 1 30 0 1 0
0 0 0 3
 .
Vamos agora fazer uma ana´lise geome´trica desses sistema de equac¸o˜es:
Figura 11: Treˆs planos concorrentes dois a dois.
Observe na Figura 11 que os planos α1, α2, α3 intersectam-se dois a
dois, formando nas intersecc¸o˜es retas que sa˜o paralelas duas a duas.
Como na˜o existe nenhum ponto comum aos treˆs planos, o sistema de
equac¸o˜es na˜o possui soluc¸a˜o.
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5 OUTRA INTERPRETAC¸A˜O PARA SISTEMAS
LINEARES
Neste cap´ıtulo, o leitor podera´ interpretar um sistema de equac¸o˜es li-
neares de 2 formas diferentes, pore´m equivalentes:
i) Como uma equac¸a˜o vetorial.
ii) Como uma equac¸a˜o matricial.
Quando montamos um modelo matema´tico para um problema real,
estamos livres para escolher o ponto de vista que seja o mais natural, e
como a forma de interpretar e´ equivalente podemos mudar de um tipo
de formulac¸a˜o para o outro sempre que for conveniente.
5.1 EQUAC¸O˜ES VETORIAIS
Algumas propriedades importantes de sistemas lineares podem ser des-
critas atrave´s do conceito e notac¸a˜o de vetores. Esta sec¸a˜o faz a ligac¸a˜o
entre equac¸o˜es de vetores e sistemas de equac¸o˜es. O termo vetor apa-
rece numa grande quantidade de contextos matema´ticos e f´ısicos. Usa-
remos o termo vetor para designar uma lista ordenada de nu´meros
reais. Essa ideia simples nos possibilita obter importantes e interessan-
tes aplicac¸o˜es da forma mais ra´pida poss´ıvel.
5.1.1 Vetores em R2
Consideremos o plano cartesiano que consiste de um sistema de coor-
denadas dado por um par de retas ortogonais, com orientac¸a˜o. Fixada
um unidade de comprimento, um ponto P do plano pode ser identifi-
cado com o par (a, b) de nu´meros reais, que sa˜o sua coordenadas.
Vamos passar a considerar agora, apenas os segmentos orientados com
ponto inicial na origem, denominados vetores no plano. E´ importante
observar que vetores no plano sa˜o determinados apenas pelo seu ponto
final, visto que seu ponto inicial e´ a origem. Assim, para cada ponto
do plano P (a, b), esta´ associado um u´nico vetor v =
−−→
OP e, recipro-
camente, dado um vetor, associamos um u´nico ponto do plano, que e´
o seu ponto final. Isto e´, a correspondeˆncia entre pontos do plano e
vetores e´ biun´ıvoca.
Uma matriz com apenas uma coluna e´ chamada de vetor coluna ou,
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simplesmente, um vetor. O conjunto de todos os vetores com duas
componentes1 e´ denotado por R2. O R representa os nu´meros reais que
aparecem nas componentes dos vetores, e o expoente 2 indica que cada
vetor conte´m duas componentes.
5.1.2 Descric¸a˜o Geome´trica de R2
Considere um sistema de coordenadas cartesianas no plano, usando
esta correspondeˆncia entre vetores e pontos do plano , costumamos
representar um vetor v =
−−→
OP pelas coordenadas do seu ponto final
P (a, b) ou usamos a notac¸a˜o de matriz-coluna v =
[
a
b
]
.De modo que
podemos considerar R2 como sendo o conjunto de todos os pontos do
plano.
5.1.3 Vetores em R3
Da mesma forma que fizemos no plano, podemos considerar vetores
no espac¸o. Teremos enta˜o um sistema de coordenadas dado por treˆs
retas orientadas, perpendiculares duas a duas, e, uma vez fixada uma
unidade de comprimento, cada ponto P do espac¸o estara´ identificado
com a terna ordenada de nu´meros reais(x, y, z). Aqui tambe´m existe
uma correspondeˆncia biun´ıvoca entre vetores e pontos do espac¸o que a
cada vetor v =
−−→
OP associa seu ponto final P = (a, b, c), Deste modo, o
vetor v =
−−→
OP costuma ser denotado pelas coordenadas de P.
v = (a, b, c) ou v =
 ab
c

5.1.4 Vetores em Rn
Se n for um nu´mero inteiro positivo, Rn denota a colec¸a˜o de todas as
listas (ou listas ordenadas) de n nu´meros reais, geralmente escritas na
1os elementos de um vetor costumam ser chamados de componentes.
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forma de uma matriz coluna n× 1, tal como
v =

v1
v2
...
vn
 .
O vetor cujas componentes sa˜o todas iguais a zero e´ chamado de vetor
nulo e e´ denotado por
−→
0 .
A igualdade de vetores em Rn e as operac¸o˜es de multiplicac¸a˜o por es-
calar e soma de vetores sa˜o definidas componente a componente. Essas
operac¸a˜o sobre vetores teˆm as seguintes propriedades que podem ser ve-
rificadas diretamente das propriedades correspondentes para nu´meros
reais.
5.1.4.1 Propriedades das Operac¸o˜es Alge´bricas de Rn
Observe que Rn e´ um espac¸o vetorial com as seguintes propriedades.
Para todos os u, v, w em Rn e para todos os escalares a e b ∈ R
i) u + v = v + u;
ii) (u + v) + w = u + (v + w);
iii) u +
−→
0 =
−→
0 + u = u;
iv) u + (−u) = (−u) + u = −→0 ;
v) a(u + v) = au + av;
vi) (a+ b)u = au + bu;
vii) a(bu) = (ab)(u);
viii) 1u = u.
5.1.5 Combinac¸o˜es Lineares
Definic¸a˜o 5.1.1. Dizemos que o vetor y ∈ R e´ uma combinac¸a˜o linear
de v1, v2, . . . , vp se existirem nu´meros reais c1, c2, . . . , cp, tais que:
y = c1v1 + c2v2 + · · ·+ cpvp
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A propriedade (ii) acima nos permite omitir os pareˆnteses sempre que
formamos uma combinac¸a˜o linear. Os escalares de uma combinac¸a˜o
linear podem ser quaisquer nu´meros reais, incluindo o zero. Por exem-
plo, algumas combinac¸o˜es lineares dos vetores u e v sa˜o:
√
3u + v,
1
2
u =
1
2
u + 0v 0 = 0u + 0v
O exemplo a seguir faz a ligac¸a˜o entre um problema importante sobre
combinac¸o˜es lineares e sistemas lineares.
Exemplo 5.1.1. Sejam u =
 1−2
−5
, v =
 25
6
, e b =
 74
−3
.
Determine se b pode ser escrito como uma combinac¸a˜o linear de u e
v. Isto e´, determine se existem escalares x e y tais que
xu + yv = b. (5.1)
Se a equac¸a˜o vetorial acima tiver soluc¸a˜o encontre-a.
Soluc¸a˜o: Vamos usar as definic¸o˜es de multiplicac¸a˜o por escalar e de
soma de vetores para reescrever a equac¸a˜o vetorial.
x
 1−2
−5
+ y
 25
6
 =
 74
−3

o que e´ o mesmo que x−2x
−5x
+
 2y5y
6y
 =
 74
−3

e  x+ 2y−2x+ 5y
−5x+ 6y
 =
 74
−3
 (5.2)
Os vetores da esquerda e da direita, da equac¸a˜o em 5.2 sa˜o iguais se,
e somente se, suas componentes correspondentes forem iguais. Isto e´
x e y tornam a equac¸a˜o vetorial 5.1 verdadeira se, e somente, se x e y
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satisfazem o sistema linear x+ 2y = 7−2x+ 5y = 4−5x+ 6y = −3 . (5.3)
Para resolver esse sistema escreveremos a matriz ampliada do sistema
e em seguida fazemos o escalonamento da mesma como segue: 1 2 7−2 5 4
−5 6 −3
 L1 × 2 + L2 → L2
 1 2 70 9 18
−5 6 −3
 L1 × 5 + L3 → L3
 1 2 70 9 18
0 16 32
 L2 × 1
9
→ L2
 1 2 70 1 2
0 16 32
 L2 × (−16) + L3 → L3
 1 2 70 1 2
0 0 0
 L2 × (−2) + L1 → L1
 1 0 30 1 2
0 0 0
 .
Logo, a soluc¸a˜o de (5.3) e´ x = 3 e y = 2. Portanto, b e´ uma combinac¸a˜o
linear de u e v, com escalares x = 3 e y = 2, isto e´,
3
 1−2
−5
+ 2
 25
6
 =
 74
−3
 .
Observe, que no Exemplo 5.1.1, que os vetores originais u, v e b formam
as colunas da matriz ampliada que foi escalonada. Portanto, podemos
escrever a matriz ampliada imediatamente a partir da equac¸a˜o 5.1 sem
ter que passar pelos passos intermedia´rios do Exemplo 5.1.1, ou seja,
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simplesmente tomamos os vetores, na ordem em que eles aparecem em
5.1 e os colocamos nas colunas da matriz.
Portanto, a equac¸a˜o vetorial
x1v1 + x2v2 + · · ·+ xnvn = b
possui o mesmo conjunto soluc¸a˜o que o sistema linear cuja matriz am-
pliada e´ [
v1 v2 · · · vn b
]
. (5.4)
Em particular, b pode ser escrito por uma combinac¸a˜o linear de
{v1,v2, . . . ,vn} se e somente se existe soluc¸a˜o para o sistema linear,
representado por sua matriz ampliada em 5.4.
Uma das ideias-chave da A´lgebra Linear e´ o estudo do conjunto de
todos os vetores que podem ser gerados, ou escritos como combinac¸a˜o
linear de um conjunto fixo de vetores { v1,v2, . . . ,vn}, como veremos
a seguir.
Definic¸a˜o 5.1.2. Dados v1, . . . , vk em Rn, enta˜o o conjunto de todas
as combinac¸o˜es lineares de v1, · · · , vk e´ denotado por Span{ v1, . . . , vk}
e e´ chamado de subconjunto de Rn gerado por v1, . . . , vk, ou seja,
Span2 {v1, . . . , vk} e´ a colec¸a˜o de todos os vetores que podem ser escri-
tos na forma
c1v1 + c2v2 + · · ·+ ckvk
em que c1, . . . , ck sa˜o nu´meros reais.
Enta˜o, perguntar se um vetor b esta´ em Span{v1, . . . ,vk} significa
perguntar se a equac¸a˜o vetorial
x1v1 + x2v2 + · · ·+ xkvk = b
possui soluc¸a˜o, ou, de modo equivalente, perguntar se o sistema linear
cuja matriz ampliada e´ [v1 · · · vk b] possui soluc¸a˜o.
Observe que Span {v1, . . . ,vk} conte´m todos os mu´ltiplos escalares de
v1 (por exemplo), ja´ que cv1 = cv1 + 0v2 + · · ·+ 0vk. Em particular,
o vetor nulo pertence a Span {v1, · · · ,vk}.
2a palavra “span”e´ um termo em ingleˆs que significa gerar.
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5.2 DESCRIC¸A˜O GEOME´TRICA DE SPAN{V} E SPAN{U,V}
Seja v um vetor na˜o-nulo de R3. Como discutimos anteriormente,
Span{v} e´ o conjunto de todos os mu´ltiplos escalares de v, e pode
ser visualizado como sendo a reta em R3 que passa pela origem e pos-
sui mesma direc¸a˜o de v.
Se u e v sa˜o vetores na˜o nulos em R3, e v na˜o e´ um mu´ltiplo de u,
ou seja, u e v na˜o esta˜o sobre a mesma reta, enta˜o Span{u,v} e´ um
plano em R3 o qual conte´m u,v e passa pela origem. Em particular,
Span{u,v} conte´m as retas em R3 geradas por u e v.
Exemplo 5.2.1. Sejam u =
 1−2
3
, v =
 5−13
−3
, e b =
 −38
1
.
Enta˜o Span{u,v} e´ um plano pela origem no R3. O vetor b pertence a
esse plano?
Soluc¸a˜o : Para responder a tal pergunta devemos verificar se a equac¸a˜o
xu+yv = b tem soluc¸a˜o, para x, y ∈ R, fac¸amos enta˜o o escalonamento
da matriz ampliada [u v b] que e´ dada por: 1 5 −3−2 −13 8
3 −3 1
 L1 × 2 + L2 → L2
 1 5 −30 −3 2
3 −3 1
 L1 × (−3) + L3 → L3
 1 5 −30 −3 2
0 −18 10
 L2 ×−1
3
→ L2
 1 5 −30 1 −2
3
0 −18 10
 L2 × 18 + L3 → L3
 1 5 −30 1 −2
3
0 0 −12
 L2 × (−5) + L1 → L1
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
1 0
1
3
0 1 −2
3
0 0 −12
 .
Da terceira linha da u´ltima matriz, temos que, 0y = −12, o que mostra
que o sistema na˜o possui soluc¸a˜o. A equac¸a˜o xu + yv = b na˜o tem
soluc¸a˜o e, portanto, b na˜o pertence a Span{u,v}, ou seja, na˜o pertence
ao plano gerado por u e v
5.3 A EQUAC¸A˜O MATRICIAL AX=B
Outra ideia fundamental da A´lgebra Linear e´ a de ver uma combinac¸a˜o
linear de vetores como um produto de uma matriz com um vetor. A
seguinte definic¸a˜o nos permitira´ reescrever alguns dos conceitos da sec¸a˜o
2.1 de novas formas.
Definic¸a˜o 5.3.1. Se A e´ uma matiz m× n , com colunas a1, ..., an, e
se x pertence a Rn, enta˜o o produto de A e x, denotado por Ax, e´ a
combinac¸a˜o linear das colunas de A usando as componentes
correspondentes de x como pesos, isto e´.
Ax = [a1 a2 · · · an]

x1
x2
...
xn
 = x1a1 + x2a2 + · · ·+ xnan.
Observe que Ax fica definido somente se o nu´mero de colunas de A for
igual ao nu´mero de componentes de x.
Exemplo 5.3.1. Dada as matrizes A =
[
1 2 −1
0 −5 3
]
e x=
 43
7
,
calcule o produto Ax.
Soluc¸a˜o:
[
1 2 −1
0 −5 3
] 43
7
 = 4 [ 1
0
]
+ 3
[
2
−5
]
+ 7
[ −1
3
]
=
[
4
0
]
+
[
6
−15
]
+
[ −7
21
]
=
[
3
6
]
.
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Exemplo 5.3.2. Dada as matrizes A =
 2 −38 0
−5 2
 e x= [ 4
7
]
,
calcule o produto Ax.
Soluc¸a˜o: 2 −38 0
−5 2
[ 4
7
]
= 4
 28
−5
+ 7
 −30
2

=
 832
−20
+
 −210
14
 =
 −1332
−6
 .
Na sec¸a˜o 5.1.5, aprendemos a escrever um sistema de equac¸o˜es linea-
res como uma equac¸a˜o vetorial envolvendo uma combinac¸a˜o linear de
vetores. Por exemplo, sabemos que o sistema{
x+ 2y − z = 7
−2x+ 5y = 4 (5.5)
e´ equivalente a
x
[
1
−2
]
+ y
[
2
5
]
+ z
[ −1
0
]
=
[
7
4
]
. (5.6)
Podemos enta˜o, escrever a combinac¸a˜o linear do lado esquerdo como o
produto de uma matriz por um vetor, de modo que a equac¸a˜o 5.6 se
torna [
1 2 −1
−2 5 0
] xy
z
 = [ 7
4
]
. (5.7)
Note que a equac¸a˜o 5.7 tem a forma Ax = b, e a chamaremos de
equac¸a˜o matricial para distingui-la de uma equac¸a˜o vetorial como a
que e´ dada em 5.6.
Observe tambe´m como a matriz da esquerda em 5.7 e´ simplesmente
a matriz dos coeficientes do sistema 5.5. Uma argumentac¸a˜o ana´loga
mostra que qualquer sistema de equac¸o˜es lineares, ou qualquer equac¸a˜o
vetorial como em 5.6, pode ser escrita como uma equac¸a˜o matricial
equivalente da forma Ax = b.
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Teorema 5.3.2. Se A e´ uma matriz m × n, com colunas a1, ..., an, e
se b pertence a Rm, a equac¸a˜o matricial
Ax =b
tem o mesmo conjunto soluc¸a˜o que a equac¸a˜o vetorial
x1a1 + x2a2 + · · ·+ xnan = b
que, por sua vez, tem o mesmo conjunto soluc¸a˜o que o sistema de
equac¸o˜es lineares cuja matriz ampliada e´
[a1 a2 · · · an b].
O teorema acima nos fornece uma ferramenta poderosa para se desen-
volver a intuic¸a˜o a respeito de problemas de A´lgebra Linear por exem-
plo, agora, podemos ver um sistema de equac¸o˜es lineares de formas
diferentes, pore´m equivalentes: como uma equac¸a˜o matricial , como
uma equac¸a˜o vetorial, ou como um sistema de equac¸o˜es lineares. Em
qualquer caso, a equac¸a˜o matricial, a equac¸a˜o vetorial e o sistema de
equac¸o˜es podem ser resolvidos fazendo o escalonamento da a matriz
ampliada.
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6 CONCLUSA˜O
Ao final deste trabalho, e´ poss´ıvel concluir, que existem outras ma-
neiras para resolver um sistema de equac¸o˜es lineares. Ale´m da forma
alge´brica costumeiramente ensinada pelos professores no ensino ba´sico.
Neste trabalho, vimos que ale´m de resolver os sistemas de equac¸o˜es
lineares e´ poss´ıvel interpreta´-los geometricamente por meio de suas
equac¸o˜es, atrave´s de retas e planos e suas posic¸o˜es, para sistemas line-
ares de ordem 2 ou 3. Ale´m disso, podemos tambe´m resolveˆ-los atrave´s
de equac¸o˜es matriciais, das quais e´ poss´ıvel fazer a interpretac¸a˜o de
suas equac¸o˜es por meio de vetores.
Portanto, gostaria que o leitor, em especial, o professor de ensino me´dio,
ao terminar de ler este trabalho possa refletir um pouco sobre sua ma-
neira de ensinar sistemas de equac¸o˜es lineares, para que futuramente
quando seus alunos forem estudar geometria anal´ıtica, possam ter uma
maior facilidade para compreender as equac¸o˜es das retas. Entender o
significado alge´brico do que acontece quando duas retas no plano sa˜o
concorrentes, paralelas ou coincidentes.
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