Mass models of NGC 6624 without an intermediate-mass black hole by Gieles, M. et al.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/183610
 
 
 
Please be advised that this information was generated on 2018-04-11 and may be subject to
change.
MNRAS 473, 4832–4839 (2018) doi:10.1093/mnras/stx2694
Advance Access publication 2017 October 17
Mass models of NGC 6624 without an intermediate-mass black hole
Mark Gieles,1‹ Eduardo Balbinot,1 Rashid I. S. M. Yaaqib,1 Vincent He´nault-Brunet,2
Alice Zocchi,3,4 Miklos Peuten1 and Peter G. Jonker2,5
1Department of Physics, University of Surrey, Guildford GU2 7XH, UK
2Department of Astrophysics/IMAPP, Radboud University, PO Box 9010, NL-6500 GL Nijmegen, the Netherlands
3Dipartimento di Fisica e Astronomia, Universita` degli Studi di Bologna, viale Berti Pichat 6/2, I-40127, Bologna, Italy
4INAF - Osservatorio Astronomico di Bologna, Via Ranzani 1, I-40127 Bologna, Italy
5SRON, Netherlands Institute for Space Research, Sorbonnelaan 2, NL-3584 CA Utrecht, the Netherlands
Accepted 2017 October 11. Received 2017 October 11; in original form 2017 August 10
ABSTRACT
An intermediate-mass black hole (IMBH) was recently reported to reside in the centre of
the Galactic globular cluster (GC) NGC 6624, based on timing observations of a millisecond
pulsar (MSP) located near the cluster centre in projection. We present dynamical models with
multiple mass components of NGC 6624 – without an IMBH – which successfully describe
the surface brightness profile and proper motion kinematics from the Hubble Space Telescope
(HST) and the stellar-mass function at different distances from the cluster centre. The maximum
line-of-sight acceleration at the position of the MSP accommodates the inferred acceleration
of the MSP, as derived from its first period derivative. With discrete realizations of the models
we show that the higher-order period derivatives – which were previously used to derive the
IMBH mass – are due to passing stars and stellar remnants, as previously shown analytically
in literature. We conclude that there is no need for an IMBH to explain the timing observations
of this MSP.
Key words: stars: kinematics and dynamics – pulsars: general – globular clusters: general –
globular clusters: individual: NGC 6624 – galaxies: star clusters: general.
1 IN T RO D U C T I O N
Finding an intermediate-mass black hole (IMBH), or providing ev-
idence against the existence for these sought-after objects, would
be an important step forward in our quest to understand the forma-
tion of super-massive black holes in the centres of galaxies. If we
extrapolate the relation between black hole masses and host galaxy
properties (Ferrarese & Merritt 2000) below the mass range over
which it was established, then IMBHs could lurk in globular clusters
(GCs). For decades, the search for IMBHs in GCs has been a cat-
and-mouse game, in which claims for IMBH detections (Newell,
Da Costa & Norris 1976; Noyola, Gebhardt & Bergmann 2008;
Lu¨tzgendorf et al. 2011) were soon after rebutted, either by im-
proved data (Anderson & van der Marel 2010; Lanzoni et al. 2013),
or by more plausible, alternative interpretations of the data (Illing-
worth & King 1977; Zocchi, Gieles & He´nault-Brunet 2017b).
Deep radio observations put upper limits to the mass of putative
accreting IMBHs of several 100 M (Strader et al. 2012) in nearby
GCs. Because of the absence of gas in GCs, IMBH searches mostly
rely on stellar kinematics and dynamical modelling. The challenge
with this approach is that the signal of an IMBH in the kinematics
 E-mail: m.gieles@surrey.ac.uk
of the visible stars is similar to that of a population of stellar-mass
black holes (Lu¨tzgendorf, Baumgardt & Kruijssen 2013; Peuten
et al. 2016; Zocchi, Gieles & He´nault-Brunet 2017a) or radially
biased velocity anisotropy (Zocchi et al. 2017b).
Individual stars with velocities above the local escape veloc-
ity have been found in the core of some GCs (Meylan, Dubath
& Mayor 1991; Lu¨tzgendorf et al. 2012), potentially pointing at
the action of an IMBH. However, also for these observations there
exist alternative – more plausible – interpretations, such as sling-
shots after interactions with a binary star (Leonard 1991), or energet-
ically unbound stars that are trapped for several orbits in the Jacobi
surface before they escape (Fukushige & Heggie 2000; Claydon,
Gieles & Zocchi 2017; Daniel, Heggie & Varri 2017). The periods
of stars that are bound to an IMBH are of the order of kyr, therefore
excluding the possibility of resolving full orbits of stars around it,
as is done in the Galactic Centre (e.g. Eisenhauer et al. 2005).
A convincing signal of an IMBH would be a measure of the
gravitational acceleration in its vicinity, which can be obtained with
timing observations. Peuten et al. (2014) analysed the orbital pe-
riod, Porb, of the low-mass X-ray binary (LMXB) 4U 1820–30 that
sits at 1.3 arcsec from the centre in projection of the bulge GC
NGC 6624. If there are no intrinsic binary processes changing the
orbital period, then the period derivate, ˙Porb, is due to a gravitational
acceleration along the line-of-sight (alos), which contributes to ˙Porb
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as ˙Porb/P = alos/c (Blandford, Romani & Applegate 1987; Phin-
ney 1993), where c is the speed of light and we assumed that a posi-
tive alos implies an acceleration away from the observer. Peuten et al.
(2014) find a large, negative ˙Porb/P = −1.7 ± 0.1 × 10−15 s−1. The
authors consider various possible explanations for the large ˙Porb of
4U 1820–30, including an IMBH with a mass MBH  19 000 M.
They argue, however, that an IMBH is not a likely explanation,
because 4U 1820–30 is part of a triple system, and the triple would
not survive the tidal interaction with the IMBH. They also con-
sider a population of centrally concentrated dark remnants as the
source of the acceleration and conclude that this is a more likely
explanation than an IMBH. Whereas this is a plausible scenario,
the decreasing Porb of 4U 1820–30 is not exceptional when com-
pared to other LMXBs which reside in the field and not in GCs
[for a recent overview see table 4 in Patruno et al. (2017).]. About
half of the LMXBs show an orbital period decrease of a similar or
even larger magnitude than 4U 1820–30. This could indicate that
these systems are also accelerated due to the presence of a third
body. However, several of the alternative explanations possible for
the observed orbital period changes, such as non-conservative mass
transfer, mass-loss from the companion star, spin–orbit coupling
discussed for instance in Patruno et al. (2017), are viable explana-
tions for 4U 1820–30 as well.
Another way of inferring acceleration with timing observations
is with millisecond pulsars (MSPs). The precision with which the
spin period P can be derived allows for precise measurements of its
time derivative, ˙P , and higher-order derivatives, using baselines of
several years. Perera et al. (2017a) report the finding of an IMBH
in NGC 6624, based on timing observations of PSR B1820–30A.
This pulsar sits at 0.4 arcsec from the centre of the cluster and the
authors use radio observations obtained over a baseline of more
than 25 years to derive P(n), up to n = 4 and even an upper limit
for P(5). Under the assumption that the MSP is bound to a point-
mass, they infer the five orbital elements of a Kepler orbit. The mass
they derive for the companion depends on what is assumed for the
contribution to ˙P due to intrinsic spin-down. The fact that there
is only a limit for P(5) also causes the mass of the companion to
depend on the adopted eccentricity of the orbit of PSR B1820–30A.
The MSP timing data are consistent with a low-mass companion
(∼1 M) and a moderate eccentricity (∼0.35), or a highly eccentric
orbit ( 0.9) around a massive companion, which they consider to
be an IMBH with MBH  7 500 M. The authors use MBH inferred
from ˙Porb of 4U 1820–30 by Peuten et al. (2014) to argue that a
low-mass companion of PSR B1820–30A is not stable against tidal
disruption. Combining the timing observations of 4U 1820–30 and
PSR B1820–30A, Perera et al. (2017b) conclude that NGC 6624 has
an IMBH with MBH  20 000 M.
The presence of such a massive IMBH has several consequences
for the distribution of the stars in the cluster, which are not ob-
served in NGC 6624. First, the GC should have a large core radius
(relative to the half-mass radius, rh) (Heggie et al. 2007). This core
inflation is already important for black holes with masses of the
order of one per cent of the cluster mass (Baumgardt, Makino &
Ebisuzaki 2004). However, NGC 6624 is a core-collapsed cluster
with an unresolved core radius (e.g. Djorgovski & King 1986),
making it an unlikely candidate to host an IMBH. Second, the pres-
ence of an IMBH quenches mass segregation among the stars (Gill
et al. 2008), while NGC 6624 displays clear signatures of mass
segregation (e.g. Saracino et al. 2016).
These dynamical arguments against the presence of an IMBH
then beg for an alternative interpretation of the timing observations
of PSR B1820–30A, which is what we address in this paper. By
comparing dynamical models to the surface brightness, stellar-mass
function (MF) and kinematic data of NGC 6624, we constrain the
mass distribution in NGC 6624 to determine whether this can ac-
commodate the MSP timing observations. In Section 2 we present
the data and models and the results are given in Section 3. Our
conclusions and a discussion are presented in Section 4.
2 DATA A N D M O D E L S
2.1 Data
2.1.1 Surface brightness profile
There are several surface brightness profiles of NGC 6624 available
in the literature (e.g. Trager, King & Djorgovski 1995; Noyola &
Gebhardt 2006). The (ground-based) Trager et al. profiles are quite
different from the (space-based) profiles of Noyola & Gebhardt
in the inner ∼10 arcsec. This is most likely because these studies
used different positions for the cluster centre in deriving the sur-
face brightness profile. Because NGC 6624 is core collapsed, the
core radius is not resolved and the surface brightness profile is sen-
sitive to what is assumed for the centre. Goldsbury et al. (2010)
present updated positions for the centres of 65 Milky Way GCs
using Hubble Space Telescope (HST) data and an ellipse-fitting
method. Based on the pulsar coordinates of Lynch et al. (2012),
PSR B1820–30A is at a projected distance of 0.41 ± 0.09 arcsec
from this centre found by Goldsbury et al. (2010), where the un-
certainty in the projected distance is due to the uncertainty in the
cluster centre. Because the inner surface brightness profile is impor-
tant for constraining the mass profile near the MSP, we decided to
re-derive the surface brightness profiles from archival HST WFPC2
data (prop-ID 5366) using the centre found by Goldsbury et al.
(2010). The images consist of short (25 s), medium (350 s) and
long (500 s) exposures using the F555W filter. For/// the purpose of
deriving the surface brightness, we use the short exposure only, as
the brightest cluster stars are not saturated.
To avoid geometric distortions in the WFPC2 data, we adopt the
_drz images, where the field-of-view (FoV) has been corrected for
aberrations and the scale is homogeneous. The surface brightness
profile is built by summing the flux inside concentric rings and
dividing by the area, where the area is computed as the total number
of non-bad pixels within a given ring. Bad pixels are defined as
chip gaps, cosmic rays, or as being outside the image boundary.
We estimate the sky flux contribution in an uncrowded region and
subtract from the integrated flux. The photometric uncertainties
are derived from the signal-to-noise ratio (SN), where we assume
that most of the noise comes from the sky contribution. Finally,
we correct for an extinction of 0.87 mag (Harris 2010). Because
the HST filter F555W is not exactly the same as the Johnson–
Cousins V-band, we apply a scaling such that the surface brightness
profiles match those of Trager et al. and Noyola & Gebhardt in the
outer parts. As a check, we integrate the profile to obtain a total
luminosity of MV = −7.49, which matches the value quoted in
Harris (2010). From hereon we refer to our photometric system as
V band. The uncertainty in the magnitude is derived assuming the
signal-dominated regime as σ V = 2.5log10(1 + 1/SN).
In Fig. 1 we show the surface brightness profile derived in this
work compared to the literature results of Trager et al. and Noyola
& Gebhardt. Because of the refined definition of the centre, we are
able to get a value for μV at a closer distance to the cluster centre
in projection (R  0.2 arcsec) than Noyola & Gebhardt, which is
important to constrain the inner mass distribution of the cluster.
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Figure 1. Comparison between the surface brightness profiles available in
literature and the one derived in this work.
2.1.2 Kinematics
To constrain the mass of the GC, we use the one-dimensional veloc-
ity dispersion (σ pm) derived from HST proper motions presented in
Watkins et al. (2015). These data include stars down to 1 mag below
the turn-off, and in the modelling we assume that all stars for which
we have velocities have the same mass, equal to the turn-off mass.
We adopt a distance to NGC 6624 of 7.9 kpc (Harris 2010) to convert
model velocities to observed proper motion units of mas yr−1.
There are only a few line-of-sight velocity measurements avail-
able for stars in NGC 6624 (Pryor et al. 1989; Zaggia et al. 1992).
The available data are not sufficient to provide significant con-
straints on the line-of-sight velocity dispersion profile (σ los(R)). We
therefore do not include these data in the fitting, but compare our
models to these data in Section 3.1. We note that Valenti, Origlia
& Rich (2011) present high-resolution spectroscopy of five stars
in NGC 6624, and report line-of-sight velocities, but do not quote
uncertainties and we can therefore not use them.
2.2 Models
2.2.1 Dynamical models
We use the LIMEPY family of dynamical models (Gieles &
Zocchi 2015),1 which are distribution function-based models that
approximate isothermal spheres in the centre and are polytropes near
the escape energy, making them suitable to describe dynamically
evolved and tidally limited systems, such as GCs. The ‘sharpness’
of the truncation in energy is described by a parameter g, which
relates to the polytropic index n as n = g + 1.5. The concentration
of the model is determined by the dimensionless central potential
W0, similarly to what is done in King (1966) models (we note that
isotropic LIMEPY models with g = 1 are indeed King models.). We
adopt an isotropic velocity distribution, appropriate for GCs in the
late stages of their evolution (Tiongco, Vesperini & Varri 2016;
Zocchi et al. 2016). Multiple mass components can be included to
1 A PYTHON implementation of the models is available from
https://github.com/mgieles/limepy
describe the effect of mass segregation (as in Gunn & Griffin 1979).
The velocity scale of each mass component (sj) relates to the mass
of the component (mj) as2 sj ∝ m−1/2j . Extensive testing of LIMEPY
against the results of direct N-body simulations was done by Zocchi
et al. (2016) for single-mass models and by Peuten et al. (2017) for
multimass models. Of particular importance for this study is that
LIMEPY models accurately reproduce the degree of mass segregation
in multimass systems. The meaning of the model parameter W0
depends on the definition of the mean mass, for which two options
are available in LIMEPY. We use the global mean mass of the entire
model, rather than the central density weighted mean mass, as is
done in Gunn & Griffin (1979). We refer to Peuten et al. (2017) for
a discussion on this choice.
2.2.2 Stellar-mass function
The multimass LIMEPY models require as input a MF for stars and
remnants and for this we use the ‘evolved MF’ algorithm presented
in Balbinot & Gieles (2017). It assumes a Kroupa (2001) stellar
initial mass function (IMF), which is then evolved for 12 Gyr by
applying the effect of mass loss by stellar evolution and remnant
creation and the preferential escape of low-mass stars and remnants
as the result of evaporation. Based on the orbit and the age of
NGC 6624, Balbinot & Gieles (2017) estimate that the fraction
of remaining cluster mass of NGC 6624 is μ = 0.09 ± 0.02. We
explored various MFs for different values of μ and found good
agreement with the observed stellar MF presented by Saracino et al.
(2016) for μ = 0.065, which we use from hereon. We adopt a
retention fraction of neutron stars of 5 per cent and assume that
there are no stellar-mass black holes, as expected for core-collapsed
clusters (Breen & Heggie 2013). We note that the MF is relatively
insensitive to the adopted neutron star retention fraction, because
the total mass fraction in neutron stars for 100 per cent retention is
only 2 per cent. For this MF, the fraction of the total cluster mass in
dark remnants is 0.62. The MF of stars and stellar remnants is shown
in Fig. 2. There are 10 mass bins for the stars, and five mass bins for
the remnants, such that there are 15 components in the multimass
model. For the stars, we convert mass to V-band luminosity using
the flexible stellar population synthesis (FSPS) models of Conroy
& Gunn (2010), adopting Z = 0.0049 and an age of 12 Gyr.
2.3 Model fitting
With the MF defined, there are six fitting parameters: the LIMEPY
model parameters W0 and g and two physical scales of the cluster,
for which we use rh and the total cluster mass M. Additionally, we
fit on the global mass-to-light ratio ϒV, which we use to scale the
normalized luminosity profile to the surface brightness profile. In
this way, M is only constrained by the kinematics. Finally, we add
a nuisance parameter σμ in quadrature to σ V to account for the
effect of stochastic sampling of the stellar luminosity function. We
adopt uniform priors for all parameters with the following range:
1 ≤ W0 ≤ 12, 0 ≤ g ≤ 2.5, 104 ≤ M/M ≤ 106, 0.1 ≤ rh/pc ≤ 20,
0 < ϒV/(M/LV, ) ≤ 5 and 0 < σμ ≤ 1. To determine the pos-
terior distributions of the model parameters and best-fitting values,
we use the software package EMCEE (Foreman-Mackey et al. 2013),
2 We note that this relation results in equipartition at high masses, but the
mass dependence of the central velocity dispersion is shallower at low
masses [see Gieles & Zocchi (2015); Bianchini et al. (2016); Peuten et al.
(2017) for details].
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Figure 2. The evolved stellar MF used to set up the multimass dynamical
model. Because the cluster is near dissolution, the MF is depleted in low-
mass stars and ∼60 per cent of the total mass resides in dark stellar remnants.
which is a pure-PYTHON implementation of the Goodman & Weare’s
affine invariant Monte Carlo Markov Chain (MCMC) ensemble
sampler (Goodman & Weare 2010). We use 200 walkers and after
a few hundred steps the fit converged. We continued for 2000 steps
and in the analyses we use the final walker positions to generate
posterior distributions and generate model properties. The PYTHON
implementation of EMCEE makes it straightforward to couple it with
LIMEPY.
3 R ESULTS
3.1 Comparison to data and model parameters
The resulting surface brightness and velocity dispersion profiles of
the models are compared to the data in the left and middle panels
of Fig. 3, respectively. The median model values at each radius are
depicted with lines, and the 1σ and 2σ spreads are shown with
Table 1. Summary of the fit results.
W0 g M rh ϒ σμ
[105 M] [pc] [M/LV, ]
9.83+1.10−1.30 2.24
+0.18
−0.12 1.11
+0.12
−0.13 2.40
+0.42
−0.58 1.30
+0.09
−0.09 0.32
+0.05
−0.07
dark and light shaded (green) regions, respectively. The resulting
stellar MFs at three distances from the GC centre are shown together
with the data of Saracino et al. (2016) in the right panel. Note that
we did not fit on the MF. The spread in the model MFs is the
result of the variations in the model parameters, leading to different
MFs in the three regions. The best-fitting model parameters and
corresponding uncertainties (i.e. the median and 1σ uncertainties)
of the six parameters are given in Table 1.
Zaggia et al. (1992) measured σ los in the centre of NGC 6624,
using integrated light spectroscopy of the inner 8.4 × 4.6 arcsec2 and
find σ los = 8.9 ± 1.8 km s−1. Pryor et al. (1989) present velocities
of 19 stars, of which 18 stars between ∼4 arcsec and ∼15 arcsec
from the centre. We split these data in two samples of nine stars
(excluding their innermost isolated data point at R  0.6 arcsec),
with respect to the median distance to the centre and determine σ los
from their line-of-sight velocities via a maximum likelihood method
using EMCEE. The resulting dispersions from the Pryor et al. data at
two locations and the Zaggia et al. measurement are compared to the
velocity dispersion of our models in Fig. 4. The large uncertainties
in the measured σ los (relative to the proper motion dispersion; see
Fig. 3) do not allow us to use σ los to further constrain the model.
3.2 Line-of-sight acceleration
For each model we determine the maximum acceleration along
the line-of-sight as a function of distance to the centre in pro-
jection, max (alos). The result is shown in Fig. 5, together with
the acceleration of PSR B1820–30A as inferred from ˙P/P . The
thick(thin) horizontal error bar shows the 1σ (2σ ) uncertainties in the
distance from the centre, due to the uncertain position of the clus-
ter centre (see Section 2.1.1). Accounting for the uncertainties
in the models and the pulsar position, max (alos) of the models
can accommodate for the acceleration derived from ˙P/P . Phin-
ney (1993) showed that the maximum acceleration in the core
Figure 3. Comparison between the observational data of NGC 6624 and the dynamical models. The left panel shows the surface brightness profile, where the
error bars are found from the (quadratic) sum of the uncertainty in the data and the nuisance parameter resulting from the fit: σμ  0.3 mag arcsec−2. The
one-dimensional velocity dispersion is shown in the middle panel and the right panel shows the stellar MF in different radial bins. The three MFs are shifted
with arbitrary constants for clarity.
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Figure 4. Line-of-sight velocity dispersion from the dynamical models
compared to literature data.
Figure 5. Comparison of the maximum acceleration along the line-of-sight
as a function of distance to the centre in projection for the models and the
inferred acceleration of PSR B1820–30A. The median result of the models
is shown as a line and 1σ and 2σ spreads are shown as dark and light
shaded regions. Within the 1σ uncertainty, the inferred acceleration of PSR
B1820–30A can be accommodated by the enclosed mass profile of the
cluster.
is proportional to the central surface mass density (0), with
max (alos)/c  5 × 10−16 s−1 for 0 = 106 M/pc2. From the
models we derive 0 = 1.86+2.22−0.90 × 106 M pc−2, such that the ob-
served ˙P/P  6.2 × 10−16 s−1 is comfortably below the expected
maximum inside the core [max (alos)/c  10−15 s−1].
The central mass-to-light ratio in the V band is ϒV ,0 =
5.47+3.33−1.60 M/LV ,, larger than the global ϒV  1.3 M/LV, 
(see Table 1). This is because of the central concentration of dark
remnants. From this we see that the pulsar acceleration can be ex-
plained by mass models, based on a canonical IMF evolved to an
age of 12 Gyr for the effects of stellar evolution and the escape of
low-mass stars (see Section 2.2.2 and Fig. 2 for details), without the
need for an IMBH.
3.3 Discrete models
We quantify the effect of nearby passing stars and remnants on the
spin derivatives by generating 103 discrete realizations of the mul-
timass models from randomly drawn walkers of the final MCMC
chains. In each model we add 103 massless tracers, at positions cor-
responding to PSR B1820–30A. We assign projected distances on
a ring with radius 0.41 ± 0.09 arcsec, assuming a Gaussian spread,
and we sample positions along the line-of-sight from the density
distribution of the neutron stars. We then use the expressions for the
acceleration, jerk, snap and crackle from Nitadori & Makino (2008),
to derive P(n), with 1 ≤ n ≤ 4, respectively. We omit P(5) because
there is only an upper limit available from the timing observations.
In Fig. 6 we show the frequency (φ) for each of the P(n) for
the 106 tracers. The regions containing 68 per cent of the points
(i.e. between the 16 and 84 percentiles) are indicated with a (blue)
shaded area. For ˙P , the distribution peaks near the maximum and
minimum values, which means that it is more likely to find an
acceleration near the maximum, than near 0.
The observed values for PSR B1820–30A (derived from the fre-
quencies reported by Perera et al. 2017a) are indicated with an
arrow in each panel. The ˙P of PSR B1820–30A is slightly beyond
the peak of the distribution, with 1.5 per cent of the tracer particles
having | ˙P |/P larger than observed. Blandford et al. (1987) showed
that the typical contribution of passing stars to ¨P is of comparable
magnitude as the contribution of the mean gravitational field and
Phinney (1993) showed that this is also true for the higher-order
derivatives. We confirm this here: the higher-order derivatives of
PSR B1820–30A are within the 1σ spreads, implying that values of
P(n) with n ≥ 2 are dominated by stochastic effects and cannot be
used to infer the smooth underlying potential.
By considering the correlations between P(n) with n ≥ 2 and ˙P ,
we find that for the points with the largest | ˙P |/P , the higher-order
derivatives are also near the maximum of their respective distri-
butions. This is because the derivatives for these points are domi-
nated by a single, nearby star rather than the global potential. For a
value of | ˙P |/P  6.2 × 10−16 s−1, as found for PSR B1820–30A,
the most likely values of |P(n)|/P for n = [2, 3, 4] are roughly
[5 × 10−26 s−2, 5 × 10−35 s−3, 10−44 s−4], all well outside the
1σ regions indicated in Fig. 3. The observed values of P(n) with
n ≥ 2 are within the 1σ intervals of our models, which suggests that
˙P is not the result of the acceleration due to a single, nearby star
and an additional intrinsic spin-down contribution to ˙P is required.
For | ˙P |/P  4 × 10−16 s−1, the higher-order derivatives can have
any value shown in the distributions in Fig. 6. This suggests that at
least ∼30 per cent of ˙P is due to intrinsic spin-down. We discuss in
Section 4 that such a contribution to ˙P is not unreasonable given
the high γ -ray luminosity of PSR B1820–30A. Such a contribution
to ˙P would also make the resulting line-of-sight acceleration easier
to explain by our models, because ∼20 per cent of our model points
in the left panel of Fig. 6 have |alos|/c  4 × 10−16 s−1.
4 C O N C L U S I O N S A N D D I S C U S S I O N
Perera et al. (2017a,b) conclude that an IMBH with MBH 
7 500 M is required to explain the timing observations of the
MSP in the core of NGC 6624. We have shown that ˙P and higher-
order derivatives of P of PSR B1820–30A in NGC 6624 can be
explained by dynamical multimass models without an IMBH. The
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Figure 6. Frequency φ of P derivatives from discrete realizations of the dynamical models. Observed values from timing observations of PSR B1820–30A by
Perera et al. (2017a) are indicated with arrows. The shaded regions indicate the values between the 16 and 84 percentiles, around the most likely value(s).
models were derived from fits to the surface brightness and kine-
matics profiles of this GC. The best-fitting dynamical models have
central densities of ρ0 = 7.54+34.3−5.56 × 107 M pc−3 and a central
surface density of 0 = 1.96+2.51−0.98 × 106 M pc−2, which explains
the high acceleration of the MSP near the centre. Although these
central densities are high, they are in the range expected for core-
collapsed clusters. For example, den Brok et al. (2014) find ρ0 
3 × 107 M pc−3 in Jeans models of M15. Similar values have
also been found in evolutionary models of core-collapsed clusters:
Grabhorn et al. (1992) modelled NGC 6624 with Fokker–Planck
models and find ρ0  2 × 107 M pc−3, which combined with their
core radius of r0  0.05 pc gives rise to 0 = ρ0r0  106 M pc−3.
Similar results were obtained with Fokker–Planck models of M15
(Murphy, Cohn & Lugger 2011) and N-body models of NGC 6397
(Heggie & Giersz 2009). We note that the enclosed mass within
the radius of the MSP is lower than the inferred IMBH mass
of Perera et al. (2017a): M(< 0.41 arcsec) = 646+74−163 M (and in
three dimensions: M(< 0.41 arcsec) = 362+93−199 M). We therefore
agree with the conclusion of Peuten et al. (2014) that NGC 6624
has a population of centrally concentrated dark remnants. How-
ever, these authors did not present dynamical models. They varied
the inner (mass) density profile with respect to the light profile
to obtain a central mass profile that could fully explain ˙Porb of
4U 1820–30 by the line-of-sight acceleration. Their ϒV(R) starts to
significantly increase within R 5 arcsec, whereas in our models
ϒV(R) rises only within R  1 arcsec (see Fig. 7). The line-of-
sight acceleration of our models at the position of 4U 1820–30 (R
 1.3 arcsec) is therefore not able to explain ˙Porb of 4U 1820–30.
New analyses show that the LMXB may be closer to the cen-
tre of the cluster (Jay Strader, private communication; Tremou
et al., in preparation), but even if it resides as close to the cen-
tre of NGC 6624 as PSR B1820–30A, only ∼30 per cent of ˙Porb
would be due to a gravitational acceleration. More importantly, as
we argued in Section 1, there are LMXBs in the field with simi-
lar (or higher) | ˙Porb|, which is why we do not interpret this signal
as being the result of an acceleration due a smooth background
potential.
Our global mass-to-light ratio ϒV = 1.30 ± 0.09 M/LV, 
is lower than what is expected from stellar population models.
From the FSPS models (Conroy & Gunn 2010) we estimate
ϒV  2.88 M/LV, , for a stellar population with an age of 12 Gyr,
Z = 0.0049 and a Kroupa (2001) IMF. The difference is because
NGC 6624 is depleted in low-mass stars (see the right panel in
Fig. 3) as the result of dynamical evolution in the Galactic tidal
field. By matching the present-day MF of the FSPS model to the
Figure 7. Mass-to-light ratio profile from the dynamical models. The lo-
cation of PSR B1820–30A and corresponding 1σ and 2σ uncertainties are
indicated with a vertical line and (black) shaded regions, respectively.
observed MF, we obtain ϒV = 1.15 M/LV, , close to what we
infer from the mass models. This agreement lends further support
to the validity of the best-fitting multimass models.
Our results depend on the distance D, for which we adopted
D = 7.9 kpc (Harris 2010). The model properties depend on D
in the following way: the velocity dispersion in [km/s] derived
from the proper motions and rh in [pc] both depend linearly on
D. From virial equilibrium arguments, the total dynamical mass is
proportional to σ 2rh ∝ D3. The surface density (and therefore the
line-of-sight acceleration; see Section 3.2 and Phinney 1993) scales
as D. The inferred max (alos) is therefore also proportional to D. With
line-of-sight velocities beyond  3 arcsec a dynamical distance to
NGC 6624 can be obtained. Improved line-of-sight velocities of
stars within  3 arcsec, i.e. where there are no proper motions
available, would also be helpful to place tighter constraints on the
mass profiles in the centre (Richstone & Tremaine 1986).
From randomly selecting walkers from the MCMC chain and
populating the density profile of the neutrons stars with massless
tracers, we find that in about 1.5 per cent of cases the line-of-sight
acceleration is higher than what is inferred for PSR B1820–30A.
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Although this is suggestive that the model (surface) densities are
on the low-side to account for the pulsar ˙P , we note that there is
a contribution to the observed ˙P from intrinsic spin-down due to
magnetic breaking that we have so far not discussed. The γ -ray
data of Freire et al. (2011) show that PSR B1820–30A dominates
the γ -ray emission from NGC 6624. In fact, PSR B1820–30A is
the most luminous γ -ray MSP known. Freire et al. (2011) estimate
from the γ -ray emission that at least 10 per cent of the observed ˙P
is due to the intrinsic spin-down, when one assumes an unrealistic
γ -ray efficiency of η = 1. If one assumes a more realistic efficiency
of η  0.1 (Freire et al. 2011), the majority of the observed ˙P could
in fact be due to intrinsic effects.
There are five more pulsars known in NGC 6624 (Lynch
et al. 2012), and for two of these there are ˙P measurements. Both
have P  0.4 s, and their ˙P values are comparable to what is found
for pulsars in the field with similar P (Manchester et al. 2005), im-
plying that these pulsars cannot be used to infer the gravitational
potential.
MSPs are potentially the only way of inferring the acceleration
with sufficient precision to make a viable case for an IMBH. To form
a MSP, a pulsar needs to tidally capture a star, which subsequently
spins up the pulsar by angular momentum transport via Roche over-
flow (Verbunt et al. 1987). However, high stellar densities are re-
quired for tidal capture to be efficient (Fabian, Pringle & Rees 1975),
and an IMBH reduces the stellar density (Heggie et al. 2007), mak-
ing GCs with MSPs unlikely GCs to possess an IMBH. Given the
degeneracies of a dynamical signal of an IMBH with radial velocity
anisotropy (Zocchi et al. 2017b) and the presence of a stellar-mass
black hole population (Lu¨tzgendorf et al. 2013; Peuten et al. 2016;
Zocchi et al. 2017a), perhaps a convincing detection will need to
come from gravitational microlensing (Kains et al. 2016). Future
instrumentation, such as the ELT first-light instrument MICADO
(Davies et al. 2010), may be able to resolve the proper motion
velocity dispersion to sufficiently close distances to the centre of
clusters and for enough stars to be able to find convincing signatures
of IMBHs in the cores of GCs, if they exist.
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