New processing techniques for airborne radiometric data make use of the information contained in all 256 channels of a radiometric spectrum, improving the final quality obtained. However, visualisation and interpretation of the processed data require interpolation to a regular grid and current methods for doing this are generally unsatisfactory. We highlight alternative interpolation techniques (kriging, radial basis functions, tension splines, smoothing splines) that overcome many of the disadvantages of existing methods. These techniques are formulated in a common mathematical framework and can be used for exact or smooth interpolation of the processed data. The resulting grids can be made to inherit certain desirable characteristics, such as smoothness or minimum variance. Further, the framework generates a continuous model of the data that can be updated rapidly when the image is visualised at different scales. Until recently, the main impediments to the application of the technique to large geophysical surveys have been the computer memory and effort needed to solve the resulting matrix equations. We describe some recent advances that reduce the computational requirements to acceptable levels.
INTRODUCTION
For many years airborne radiometric data have been collected incidental to aeromagnetometry. Surveys have often been discarded or archived because of a perceived inferior value for exploration. Skilled interpreters have been scarce and picture quality has been poor because of low signal-tonoise ratio. Recently, advances in multi-channel processing techniques, that exploit the information contained in the entire 256-channel spectrum, have significantly improved the signal-to-noise ratio. The Noise Adjusted Singular Value Decomposition (NASVD) algorithm of Hovgaard and Grasty (1997) is an effective multi-channel processing technique that has been implemented within the Intrepid package (Schneider, 1998) .
Aerial radiometric surveys are collected with different data densities along and across lines and with an uneven spacing between measurements. For visualisation and interpretation the data are interpolated to a regular grid. However, current geophysical practice for gridding radiometric data is unsatisfactory. The literature on interpolation is both vast and scattered and it is not our intention to provide an exhaustive review. Rather we examine the gridding methods available in the Intrepid package and discuss their limitations for interpolation of radiometric data. We then introduce a flexible class of interpolation methods (kriging, radial basis functions, tension splines, smoothing splines) based on the Arbitrary Basis Function (ABF) framework developed in Billings et al. (1998) . We discuss how it can be used to overcome several of the problems inherent with current practice. The ABF approach is flexible, as from within a common algorithmic base, many different types of interpolation method can be accommodated. Additionally, the surfaces can be constrained to exactly honour the original data, or can be allowed to smoothly interpolate. Further, the amount of smoothing can be chosen in a rigorous statistical manner by generalised cross validation (e.g. Wahba, 1990; Sidje and Williams, 1997) .
The principal impediment to the application of the ABF approach to geophysics has been the memory and computational cost involved in solving the resulting matrix equations. Ways to circumvent the problem are described and the approach is illustrated on the Jemalong radiometric survey flown by AGSO in 1996.
We then consider an interesting process flow made possible by the NASVD technique. After an initial application of NASVD, followed by the standard processing steps of dead-time correction, energy calibration and background removal, the cleaned spectra are subjected to another pass of NASVD or, alternatively, a standard principal component analysis. This gives a series of spectral components, plus their contribution at each measurement point. The contributions from each spectral component are then interpolated and the 256-channel spectra reconstructed at each grid point. The reduction to standard 4-channel count-rates and conversion to ground concentration occur as a final processing step.
GRIDDING METHODS AVAILABLE IN INTREPID
Common gridding methods used for geophysical data sets, in particular for radiometrics, include the use of a pre-filter on line-data. This filter conditions, then sorts and discards at least 70% of the observations whilst choosing those that most closely fall onto the grid/net of required points. These cells with original observations typically cover 15-25% of the grid. For radiometrics, a moving average, median or three-point-convolution line-filter is often used to condition the readings during this process. The estimation of values for the rest of the cells is commonly called gridding.
Looking specifically at the gridding methods in the Intrepid package, we find available:
1. Splines: Works by extending along rows and then columns, with cubic, tension and Akima splines available. These methods are not truly two-dimensional as they involve two perpendicular passes of a one-dimensional process.
2. Natural Neighbors: Involves a radial search that seeks, at most, the three well conditioned observations nearest to each grid centroid -this is 2-D and local.
3. Least-squares fitting (LSQR) and the Minimum Curvature (MINQ) algorithm first developed by Briggs (1971) : They are seen as extra conditions to impose rather than as initial grid estimators as they are much slower. They are local operators and have a diameter of influence of about 5 grid cells.
4. Multi-grid: Is another practical method of handling differing data densities or for fast convergence. For practical gridding there are usually only 2 levels -Coarse and Final. The coarse discretisation may exploit some data sampling regularities at the macro-scale. Within Intrepid there is an implementation specifically done for gravity gridding.
LIMITATIONS OF EXISTING METHODS

Splines
The family of techniques as applied to radiometrics tends to:
1. Impose unwarranted smoothness. Radiometrics has a Gaussian noise or statistical spread that should show through as a speckle in gridding.
2. Whilst honouring the data cubic splines suffer from undershoot and overshoot. The result is values in the grid that are greater and less than what is seen in the original observations. Tension and Akima splines can compensate by reducing these effects. In acquiring radiometrics over an island, as the plane moves over the shore there is a step discontinuity that splines do not handle well. The 1-D spline leaves between line streaks visible when the grid is examined critically under a sun angle or 2 nd VD.
3. Two-dimensional or thin plate spline formulations are not routinely available. The minimum curvature finite difference (MINQ) kernel is a numerical approximation to the rigorous analytical method. It is usually implemented as a 13-point kernel though a 25-point kernel is also well known (Collatz, 1960) . This imposes unwarranted smoothness on the radiometrics grid. A local piecewise operator has a diameter of influence of 5-cells -this may not be enough. The MINQ process honours the high-frequency content of the flight data. In particular, the onecell/two-cell honour-original-position options can give a "row-of-stitches" character to the grid when the cell size is less than a quarter of the line spacing.
Natural Neighbours
The natural neighbours algorithm as expounded by Watson (1992) and Sambridge et al. (1996) is unsuitable for interpolation of line-based geophysical data. There is a significant computational penalty in rigorously finding the Delauney triangles and they are extremely thin and biased. In fact ten years before Watson, Richard Franke wrote "… triangulations … the investigator feels are more suited to design problems (where long slim triangles can be avioded) rather than the interpolation problem" (Franke, 1982, p 196) . Additionally, area weighting (barycentric co-ordinates) is often unstable when the cell centroid lies on top of an edge of a triangle. Within Intrepid we have abandoned this weighting in favour of inverse distance squared (Shepard, 1965) . We have also chosen to limit the algorithm to picking the best triangle of nearest neighbour observations that includes the cell centroid in question. These modifications were driven by the ill-conditioned triangles that are characteristic of flight line data, speed of computation and restraining the memory overheads of the algorithm.
NEW INTEGRATED FRAMEWORK
Now we consider in detail the class of methods based on Arbitrary Basis Functions (Billings et al., 1998) mentioned in the introduction. By their aid, many of the disadvantages of the methods just critiqued can be avoided. The ABF framework consists of a collection of interpolation methods that can be encompassed within a common algebraic base. These include thin-plate splines, radial basis functions (Powell, 1992) , tension splines (Mitasova and Mitas, 1993) , band limited sinc interpolation and kriging (e.g. Cressie, 1993) . Each of these methods is global and involves the summation of a fixed basis function, ? (x), with a set of N weights, ? n , defined at the N nodes, x n , augmented by an optional polynomial. An estimate of the desired signal at some un-sampled point, x, can then be obtained by,
There are several important points to emphasize about the model specified by Equation (1); 1. Once the weights and polynomial coefficients have been determined, the signal can be interpolated at an arbitrary set of points. This contrasts with many existing methods (e.g. splines, MINQ), where the interpolation is tied to a single set of points.
2. The interpolated surface will inherit certain desirable characteristics from the basis function. For example, the thin-plate spline gives a surface that minimizes the curvature, a kriging basis gives the best linear unbiased predictor that can be obtained from the data, while sinc interpolation gives a surface that is band-limited (has zero frequency content above a certain cutoff).
3. The basis functions are usually radial, but can be anisotropic to account for the different sampling densities in the along and across-line directions.
4. Calculation of the signal at a single point involves summation over all N nodes. If the signal is required at M points then O(MN) operations are required for the interpolation alone. Given that N is usually the number of data points and M is often about the same or larger, direct interpolation of large surveys is unfeasible. Fortunately, some recent advances in applied mathematics (e.g. Beatson and Newsam, 1998) have dramatically reduced the cost of interpolation to manageable levels. Briefly, calculation of Equation (1) at many points involves computing a matrix-vector product. The matrix is constructed from shifts of the same basis function, the basic idea of fast methods being to exploit this structure.
5. One challenge in visualisation of large data sets is accommodating the change in scale as we zoom, from a general overview of the whole survey area, to a more detailed view of a specific area or feature. In these two cases the appropriate grid spacings vary substantially. The ABF approach is ideal in this respect as, with a fast method for the matrix-vector product, we need to store only certain data structures inherited from the weights (which may require much less memory than storing the weights) and can then rapidly generate different views of the surface at any given scale.
6. Depending on how the weights are chosen, the interpolated surface can either smoothly or exactly fit the data. Most geophysical data, and especially radiometrics, are noisy so an exact fit is not ideal. The ABF framework encompasses several methods for obtaining a smooth fit. The best-founded approach is Generalized Cross Validation, which is based on a clear statistical model of the data (signal plus noise) and does a provably good job of estimating the noise (e.g. Wahba, 1990) . GCV is essentially a bootstrap measure of the predictive error of a surface. It is determined by removing each data point in turn, determining the residual at the data point of a surface fitted to the remaining data points, and then summing the squares of the residuals multiplied by appropriate weights. Fortunately, it can be shown that for splines and kriging that the GCV measure can be calculated implicitly and relatively efficiently (e.g. Wahba, 1990; Sidje and Williams, 1997) . A second, less rigorous method is to choose the smoothing parameter by an a-priori error propagation analysis of the signal-to-noise ratio expected in the survey. Finally, a third method that is often useful, is to define the ABF expansion with fewer nodes than there are data constraints. The problem is then over-determined and the interpolated surface is found by a least-squares fit. This condition usually does not apply for current airborne radiometric practice.
The reason that the type of global interpolation discussed here has not been previously applied to geophysics is that calculation of the weights and polynomial coefficients involves the inversion of an extremely large and typically ill-conditioned matrix. Naïve solution requires O(N 3 ) operations which quickly becomes unfeasible even on supercomputers. Fortunately, significantly better computational scaling can be obtained by implementing a three-step process as follows.
Use of an iterative matrix solver in place of a direct method. This decouples the computational scaling into two factors O(N)O(N 2 ).
The first relates to the number of iterations required, the second to the matrix multiplication now needed at each step. Exact interpolation and the GCV and LSQR smoothing techniques discussed in point (6) above can be done using similar iterative methods (Billings et al., 1998 Currently, each of these processes exists in isolation. However, in the near future their combination will render feasible the interpolation of large geophysical data sets. Our current implementation addresses only the first issue and hence timely interpolation can be achieved only on < 10 000 points.
From a software-engineering viewpoint, the ABF methodology is ideally suited to an object-oriented approach that typifies best practice. Each of the basis methods has historically been defined and refined independently and with a different style and typically coded in scientific Fortran. The goal from an ease-of-maintenance viewpoint is to distill the essence of the algorithm from each method and cast the data handling and hierarchy of approaches into a natural order that shares as much commonality as possible.
EXAMPLE INTERPOLATIONS
To illustrate the ABF approach described in this paper we analyse the Jemalong radiometric survey flown by the Australian Geological Survey Organisation in December, 1995, in central New South Wales, Australia. The survey was at a nominal altitude of 60 m over an area of approximately 14 x 9 km 2 at 100 m spacing between lines, with approximately 70 m separating the along-line samples. With tie lines excluded there were just under 20,000 samples in the survey. The raw spectra were processed using the NASVD algorithm (see next section) of Hovgaard and Grasty (1997) , and reduced to the standard 4-channel count rates of potassium, uranium, thorium and total count, as recommended by Grasty and Minty (1995) and as implemented in Intrepid.
The NASVD processed images for potassium, uranium and thorium (not shown) were interpolated to a 25 m grid spacing using standard methods available in Intrepid (nearest neighbour interpolation followed by minimum curvature smoothing). For all three bands the NASVD technique significantly improved the signal-to-noise ratio over the standard four-channel processing. However there was still significant "salt-and-pepper" noise in each image, especially uranium. It is possible to remove some of this noise post-interpolation by filtering but here we demonstrate the generality of the ABF framework, which is able to interpolate significantly cleaned grids that do not require subsequent filtering.
We interpolated the thorium data to a 25 m grid spacing using five different methods, and show the resulting surfaces in an approximately 3 km by 3 km subsection of the whole survey (Figure 1) . The subsection comprises an area of high thorium in the central part of the image, with a low-Th creek bed meandering through the top part of the image. The thorium data were not levelled prior to interpolation, resulting in some minor North-South banding in the images. The first surface ( Figure  1-a) is a standard minimum curvature output from Intrepid utilising a 13-point kernel. The second is an exact thin-plate spline (Figure 1-b) and at the scale shown is very similar to the minimum-curvature surface. Inspection of a residual image (not shown) reveals a maximum of 1.8 ppm and some subtle differences between the two surfaces. Both appear to capture the main features in the area, but show obvious salt-and-pepper noise that occurs because they are constrained to honour the original data. Clearly, the exactly interpolated surfaces contain significant noise in the thorium band even after NASVD processing.
For the next three surfaces the requirement to honour the original data is relaxed. The GCV thinplate spline (Figure 1-c) and the least squares thin-plate spline surfaces (Figure 1-d) appear to model the 'signal' effectively and eliminate the salt-and-pepper noise evident in the exactly interpolating surfaces. However, there may be a tendency to oversmooth slightly, as the distinct secondary drainage just above (1500, 1000) is less obvious in the smoothed images. The final smoothed surface (Figure 1-e) was obtained by kriging with the same spherical (isotropic) semivariogram as used in Billings et al. (1998) , with the nugget effect (essentially the amount of smoothing), chosen by GCV. The surface displays more structure and has less-smooth contours than both of the thin-plate smoothed surfaces and appears to be mostly free of salt-and-pepper noise.
MULTISPECTRAL GRIDDING
So far, we have considered interpolation of just a single image. However, where multivariate readings are available, as in airborne radiometry, much better images can result from suitably combining data than from the direct gridding of individual, raw channels. The intent is to preserve the original full signal, as embodied in the spectra, for as long as possible in the processing flow.
For 256-channel radiometric spectra, the approach is made possible by utilising the noise adjusted single value decomposition (NASVD) algorithm of Hovgaard and Grasty (1997) that was recently implemented within Intrepid (Schneider, 1998) . The NASVD module analyses all the spectra on a flight or survey basis and outputs a series of spectral components that can be used to smooth the original, noisy spectra. The process is similar to a Principal Component Analysis (PCA), except a noise model is constructed and it is the signal, rather than the variance, which determines the ordering of components.
The innovation comes after the standard processes of NASVD, energy calibration, background corrections, radon removal, live time corrections, etc. It consists of combining all survey data into one large group of smoothed spectral observations. This set is then re-submitted to NASVD or a standard PCA to get one set of characteristic spectral components for the survey and a set of amplitudes at each observation point.
This reduces the quantity of data by a factor of at least 60. Gridding of each amplitude component creates a multi-band grid. A reconstructed 256-channel spectrum can then be formed at each cell centroid by multiplying the amplitudes and spectral components. The method utilises a single set of spectral components and would therefore be most effective when few spectral components (< 10-15) are required to represent the spectra in the whole survey.
The two limitations that apply currently are:
1. Compton stripping is done in Intrepid as part of standard-three-channel processing. An alternative procedure (Vorobyev, 1995) could be implemented on the spectra.
2. Height correction of 256 channel spectra is difficult.
One feature that immediately stands out when applying NASVD, is that the first four or so components contain flight-specific adjustments. These adjustments are quite significant and strongly spatially biased. The computational challenge is to calculate a covariance matrix for all the samples of the whole survey. Figure 2 presents thorium data for Euroa prepared with the standard and fullspectrum processing flow. Eight amplitudes were used in the gridding. On close examination the coherence of the thorium signal appears to be better via the new method.
DISCUSSION
The ABF framework discussed in this paper is very general and raises the question: what is the best method for a given survey? There are several aspects to this question:
1. Should the data be exactly interpolated? An exact interpolation should be performed only if the signal-to-noise ratio is very high. This can occur for the total count and potassium bands but generally not for uranium or thorium (although even potassium can be noisy when there is low potassium and high thorium concentration). The thorium examples presented here all required non-exact fits for the grid to look good but resulted in poorer correlation with secondary drainage.
2. Which smoothing method should be used? GCV is based on a rigorous statistical framework and should be used where possible. Least squares is a good and sometimes essential alternative. An example is sinc function interpolation, where the nodes are defined on a regular grid, with fewer nodes than data constraints.
3. Which basis function should be used? The choice depends on what properties we want the interpolated surface to display. Our view has typically been that, because collection of radiometrics at airborne altitude is a smoothing process, there should be no step discontinuities in the interpolated airborne grid, and hence the thin-plate spline is a good alternative. However, in some circumstances the signal still changes too rapidly for the spline and overshoots do occur (e.g. the example of the island in the sea). If overshoots are a problem then the tension spline of Mitasova and Mitas (1993) can be used, but it has the unfortunate feature that a scaledependent tension parameter has to be chosen by trial and error. Another basis function that can be used is a kriging semi-variogram. There the challenge is in determining the parameters that define the semi-variogram (which encapsulates the spatial variability), and in delineating regions that are statistically stationary (variability described by the same semi-variogram).
CONCLUSION
1. The introduction of new technology for radiometrics processing has a flow-on effect to gridding that delivers a significant benefit. There has been significant improvement in the signal-to-noise ratio flowing from NASVD but it is still far from ideal. 
FIGURE CAPTIONS
Figure 1
Interpolation of gamma equivalent thorium to a 25 m grid cell for part of the Jemalong survey area. From top left to right then down, the images are; (i) minimum curvature interpolation from Intrepid; (ii) exact thin-plate spline interpolation; (iii) thin-plate spline with smoothing parameter chosen by GCV; (iv) LSQR thin-plate spline defined on a 100 m grid; and (v) kriged surface with a spherical semi-variogram and the nugget effect chosen by GCV.
Figure 2a
Thorium channel prepared in the standard 4-channel manner after 256-channel processing. No Compton stripping or height correction was used so that the image would be comparable with Figure 2b .
Figure 2b
The same Thorium data processed and gridded using the new 256-channel gridding scheme. As can be seen, outputs are very similar with slightly better characteristics (less noise) showing up in the latter case. 
