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Abstract 
 
Probing the Properties of the Molecular Adlayers on Metal Substrates: 
Scanning Tunneling Microscopy Study of Amine Adsorption on Au(111) and 




In this thesis, we present our findings on two major topics, both of which are studies of 
molecules on metal surfaces by scanning tunneling microscopy (STM). 
The first topic is on adsorption of a model amine compound, 1,4-benzenediamine (BDA), 
on the reconstructed Au(111) surface, chosen for its potential application as a molecular 
electronic device. The molecules were deposited in the gas phase onto the substrate in the 
vacuum chamber. Five different patterns of BDA molecules on the surface at different 
coverages, and the preferred adsorption sites of BDA molecules on reconstructed Au(111) 
surface, were observed. In addition, BDA molecules were susceptible to tip-induced 
movement, suggesting that BDA molecules on metal surfaces can be a potential candidate 
in STM molecular manipulations. 
We also studied graphene nanoislands on Co(0001) in the hope of understanding 
interaction of expitaxially grown graphene and metal substrates. This topic can shed a 
light on the potential application of graphene as an electronic device, especially in 
spintronics. The graphene nanoislands were formed by annealing contorted 
hexabenzocoronene (HBC) on the Co(0001) surface. In our experiments, we have 
determined atop registry of graphene atoms with respect to the underlying Co surface. We 
also investigated the low-energy electronic structures of graphene nanoislands by 
scanning tunneling spectroscopy. The result was compared with a first-principle 
calculation using density functional theory (DFT) which suggested strong coupling 
between graphene  -bands and cobalt d-electrons. We also observed that the islands 
exhibit zigzag edges, which exhibits unique electronic structures compared with the 
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Introduction to STM and Applications of STM 
 
The Scanning Tunneling Microscope (STM) was invented by Binnig and Rohrer in 1981 
who shared the 1986 Nobel Prize in Physics[6]. It is a powerful instrument to image 
surfaces at the atomic level, achieving a lateral resolution of 0.1nm and vertical 
resolution of 0.01nm[12]. At this scale, individual atoms on the material surfaces can be 
resolved. In this chapter, I will review the principles of the STM and its applications, 
focusing on Scanning Tunneling Spectroscopy (STS) and atom/molecule manipulation 
with STM. 
Chapter 1. Introduction to STM and Applications of STM                                                         2 
 
 
1.1. Principle of the STM 
1.1.1. The Concept of Tunneling 
 
 
The operation of the STM is based on the phenomenon of quantum mechanical 
tunneling. Imagine a potential barrier and a microscopic particle, e.g. an electron, with 
energy smaller than the potential barrier, as illustrated in Figure 1.1.  In classical 
mechanics, the electron is confined by the barrier region; while in quantum mechanics, 
Figure 1.1      The difference between classical theory and 
quantum theory.  
When U>E , in classical mechanics, the electron cannot overcome a barrier; 
in quantum mechanics, the electron has a non-zero probability to tunnel through 
the barrier [2] . 
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the electron can tunnel through the barrier. To illustrate the tunneling, we consider a 
simplified one-dimensional model shown in Figure 1.2. In this case, the electron is 
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Its solution in the classical forbidden region is: 
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xx e    , (1.2) 
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  (1.3)  
is the decay constant. Thus, the probability density through the barrier is proportional to
2 2| ( ) | | (0) | LL e    , where L is the barrier width. Here we define a transmission 
coefficient T, as the ratio of the transmitted current density and the incident current 
density[10]. In a simplified junction with equal potentials on the tip and sample In 














A typical value for 1/ is about 0.1nm. Thus, according to Eq 1.4, the current decays 
about 10 times, or one order of magnitude, when the tip-sample distance changes by 
about 0.1nm. This gives STM spatial sensitivity on the atomic scale. 
Figure 1.2: A one-dimensional metal-vacuum-metal tunneling 
junction. 
(a) Electrons can tunnel through vacuum (modeled with a potential barrier) 
between the sample and the tip with a decayed wavefunction[2]. (b) A simplified 
one-dimension model with equal potentials on both ends and a square potential 
barrier. 
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In 1957, a more quantitative study was provided by Landauer[13] who used the 
semiclassical WKB approximation to calculate the tunneling probability. It has two 
important assumptions: First, the electrodes can be described by a one-dimensional free-
electron gas in an ideal square potential well. Second, the current is ballistic, which 
means the current is the product of the density of the electron and the classical velocity 
in the electrodes. When no bias voltage is applied, the electrons from either the sample 
or the tip have equal tunneling probability to the other side through the vacuum which 
leads to zero net tunneling current. When a negative sample bias is applied, a difference 
of the Fermi levels of two electrodes is generated and a net current flows. As a result, 










where T is the tunneling coefficient, which can be calculated in the WKB approximation. 





















If we assume the vacuum can be approximated by a square potential barrier, then
2 xT e  , and  





xG G e 
.
 (1.8) 
In practice, the transmission coefficient T is complicated by the tip geometry and the 
surface electronic structure[8, 9]. But the general tendency of 
2 xT e  remains the 
same. 
 
1.1.2. The Theory of STM 
One widely used theory for the tunneling phenomenon in solids, as well as in STM is 






( )[1 ( )] | | ( )v v
e
I f E f E eV M E E  
 

   
,
 (1.9) 
where f(E) is the Fermi distribution function, V is the applied voltage, and M  is the 
tunneling matrix element between the states of the probe and those of the surface (  
denotes a state of one electrode and  denotes a state of the other). Note that the 
reference point of zero energy is the Fermi level. M   is given by 
 
2




           
,
 (1.10) 
where E and E are the energies corresponding to  and  , respectively, and the 
integral is over the entire surface within the vacuum barrier region. 
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By introducing the density of states of both electrodes, Eq 1.9 can be rewritten as: 
 
24 | | ( ) ( )[ ( ) ( )]s t
e





   
,
 (1.11) 
where s denotes the sample, and t denotes the tip. M is the tunneling matrix element 
defined in Equation 1.10. This equation indicates that the tunneling currently is directly 
related to the local density of states (LDOS) of the surface at the Fermi level.  
 
Later on, further refinements were made for the theory of STM. For example, Tersoff 
and Hamann[8, 9] modeled the tip with an s-wave approximation ( ) for a spherical 
Figure 1.3   Schematic picture of tunneling junction in Tersoff 
and Hamann analysis[8, 9]. 
The tip is modeled as a spherical object with radius R and the center ro. The 
tip and sample distance is d.  
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object and the surface with a general expansion of Bloch functions ( ) (See Fig. 1.3).  
They obtained the following simplified formula: 
 3 1 2 2 2 4 2 2
032 ( ) | ( ) | ( )
R




       
,
 (1.12) 
where tD is the density of states per unit volume of the tip. Through these advances, 
STM theory can be applied towards the understanding of some experimental data. 
 
1.2. The Introduction of STS 
1.2.1. The Concept of STS 
Lang[15] proposed the following picture at zero temperature (Fig 1.4). At zero bias, the 
Fermi levels of the sample and tip are equal. When a positive sample bias is applied, a 
net tunneling current arises from tunneling electrons from the occupied states of the tip 
to the unoccupied states of the surface, whereas when a negative sample bias applied, 
there is a net current tunnel from occupied states of the sample into unoccupied states of 
the tip. As a result, the polarity of the sample bias determines whether the occupied 
states or the unoccupied states of the sample are probed.  This is the idea of Scanning 
Tunneling Spectroscopy (STS). 





Figure 1.4   Energy diagram for the sample and the tip. 
 (a) Independent sample and tip. (b) Sample and tip at equilibrium, separated by 
small vacuum gap. (c) Positive sample bias: electrons tunnel from tip to sample. (d) 
Negative sample bias: electrons tunnel from sample into tip. [10, 11]  
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In practice, we can obtain STS by observing the variation of the tunneling current I as a 
function of the bias V, while the tip is held at a fixed height over the sample. It provides 
an I-V curve which can be numerically differentiated to a dI/dV curve. Or we can also 
directly obtained dI/dV by using a modulation technique with a lock-in amplifier. 
 
1.2.2. The Theory of STS 
Here we follow the analysis of Chen [2]. For simplicity, we only consider the condition 
when the bias is small. Therefore, the tunneling matrix element can be approximated by 
a constant. We further assume that the density of states of the tip is independent of 
energy. Therefore, in Eq. 1.11, we can take both the matrix element and the density of 
states of the tip out of the integral to obtain: 
 2
4
| | ( )[ ( ) ( )]t s
e








If the temperature is not very high, the distribution function satisfies a step function, 
thus: 
 
1,   0 ,
( ) ( )
0,   .
E eV
f E eV f E
otherwise
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   

 (1.14) 





sI E dE 
,
 (1.15) 











Thus, within those approximations, the differential conductance is directly proportional 
to the LDOS of the surface.  
 
1.3. Atomic and Molecular Manipulation with the STM  
Since the early 1990s, the application of STM has made possible manipulation of 
individual atoms and molecules on the surface. An early demonstration of these 
capabilities was provided by Eigler and Schwerzer[1] who constructed an IBM logo 
with individual Xe atoms on Ni(110). Using STM manipulation techniques, one can 
construct quantum structures on an atom-by-atom basis, synthesize single molecules on 
a one-molecule-at-a-time-basis, and access single atom/molecule properties, as reviewed 
in Hla and Bai [12, 16]. 
A variety of different atomic/molecular manipulation processes with STM have now 
been realized. We can divide the processes into two classes in terms of the location of 
the manipulated atoms/molecules: parallel processes and vertical processes[4]. In 
parallel processes, the motion of the adsorbed atoms/molecules is parallel to the surface, 
i.e., they remain on the surface. While in vertical processes, atoms/molecules can be 
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transferred from the tip to surface, or vice versa. Here I will only focus on the parallel 
processes. 
The parallel processes can be further divided into three categories by the mechanisms of 
the motion: sliding processes, field-assisted diffusion, and inelastic-electron tunneling 
(IET) induced manipulation. The corresponding manipulation mechanisms are chemical 
forces, electric fields, and tunneling electrons, respectively. 
 
1.3.1. Sliding Process 
The STM tip always exerts a force on an adsorbate bound to the surface. By adjusting 
the position of the tip, we can tune the magnitude and direction of the force. Thus, there 
is a potential to manipulate the adsorbate by pulling it across the surface. This is called a 
sliding process[4, 17].  
A typical sliding process involves three steps: (1) vertically approaching the tip toward 
the adsorbate until the tip-adsorbate is close enough, (2) sliding the tip across the surface 
with the same tip-adsorbate distance, dragging the adsorbate along, and (3) retracting the 
tip away from the surface, leaving the adsorbate on the surface. (See Figure 1.5) Since 
the first observed sliding process reported on Xenon/ Ni(110)[1], it has been extended to 
many other systems, e.g.  Fe/Cu(111)[18], Co/Cu(111)[19], and Pb on Cu(111)[20]. 
 





In most of those sliding process, the motion of the adsorbates is not sensitive to the sign 
or magnitude of the electric field, the voltage, or the current. It is only dependent on the 
tip-sample separation. In the case of a silver atom sliding on Ag(111)[21], the distance is 
1.9Å between the edges of van der Waals radii of tip apex and the manipulated 
adsorbate. At this distance, the atomic orbitals of the tip apex and the adsorbate are 
overlapping and a weak chemical bond is formed, which is believed to be the 
mechanism of the atom/molecule motion in the sliding process. 
Manipulation of single atoms/molecules on surfaces allows the construction of artificial 
quantum structures and the study of the novel phenomena associated with these 
structures. In addition, the possibility of constructing microscopic circuits has been 
Figure 1.5   Schematic picture of the sliding process for a 
xenon atom[1]. 
(a) The adsorbate is located on the surface and the tip is placed directly over it. 
The tip is lowered to the position (b), where the adsorbate-tip attractive force is 
sufficient to keep the adsorbate located beneath the tip when the tip is 
subsequently moved across the surface (c) to the desired location (d). Finally the 
tip is withdrawn to position (e).  
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demonstrated. For example, Heinrich constructed a type of logic gate with 
CO/Cu(111)[19]. 
 
1.3.2. Field-Assisted Diffusion 
There is a strong electric field between the tip and the surface in the normal STM 
scanning. This may induce field-assisted diffusion.  Let us start by examining how close 
the tip is located near the sample in our case. In the previous section (Eq 1.8), we 
obtained a simple relation between conductance and the tip-sample distance: 
2
0








   , where is a constant of order 1 in the limit of
1Z [2]. z is the tip-sample distance where 0z   is defined when the tip is in a 
single-atom contact with the sample. 
2 ( )m U E


  is the decay constant. Take the 
vacuum level as the reference point of energy, E   , where   is the work function. 
For simplicity, we take the average of the work functions of the tip and the sample, 
which is typical around 5eV. U is the applied bias and much smaller than the work 
functions. So 
 1 15.1 ( ) 11.4eV nm nm     . (1.17) 
Under scanning conditions of 1U V and 0.1I nA , 0.1G nS . Then 
 
o
5.4Az  . (1.18) 
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The tip-sample distance z obtained by this simple analysis matches STM measurements 
[22-24].  
If we use a rough estimation of /E U z , the electric field is roughly on the order of 0.2
/ AV . Under the real STM imaging conditions, due to the asymmetrical geometry, the 
electric field is inhomogeneous and concentrated in the vicinity of the tip. With a similar 
tip-sample distance and a bias of 1 to 10V, the electrical field strength is in the range 
from 0.2 to 2 / AV , as obtained by simulation[22]. Such large electrical fields approach 
those required for the ionization or desorption of an atom, which is around 3 to 5 / AV . 
The fields may also be large enough for field-assisted migration of adsorbates. 
When an atom/molecule is adsorbed on the surface, it may have a static dipole or a 
dipole induced by the electric filed. As a first approximation, 
 p E   , (1.19) 
where  is the permanent dipole moment,  is the polarizability of the adsorbate. As a 
result, the electric potential energy is given as 
 2
1
( ) ( ) ( )
2
U r E r E r     . (1.20) 





This potential energy is added to the periodic potential of the surface (Fig 1.6). 
Note that there are two terms in the equation. If the second term dominates, then the 
adsorbate will always to be attracted to the tip. When the first term dominates, the 
orientation of the dipole moment remains unchanged, causing the direction of the 
adsorbate motion to reverse with the bias polarity, as shown in Figure 1.7.  
Figure 1.6   Schematic of the potential energy of an adsorbate 
on the surface as a function of the lateral position[4]. 
 The tip is shown as the red solid object on the top. The interaction of the 
adsorbate and the surface atoms gives rise to a periodic potential energy (shown 
in blue). The interaction of the tip-induced electric field and the adsorbate gives 
rise to a broad potential well. Adding these two potentials together leads to a 
broad potential well located beneath the tip with periodic oscillations. The 
adsorbate is drawn as the green ball.  





A number of field-assisted diffusion experiments with STM have been reported. 
Depending on the relative magnitudes of the first (static dipole) and second (induced 
dipole) term in Eq 1.20, different types of behavior have been observed [4, 7, 16, 23-30]. 
When the induced dipole dominates, the adsorbate will be attracted to the tip 
irrespective of the polarity[29]. When the static dipole term dominates, such as 
thallium/Si(100) and In/Si(100)[7, 25], the adsorbates diffuse in opposite directions at 
different bias. For Cs atoms on GaAs and InSb(110) surfaces, the two terms are of 
comparable magnitude and the diffusion towards the tip only takes place at positive 
bias[26]. 
Figure 1.7   Schematic of the behavior of the polarized 
adsorbate in the nonuniform electric field induced by the STM 
tip[7]. 
    The adsorbate has a downward dipole after charge transfer with the surface. 
(a) At a positive sample bias, the electric field direction is pointing from the 
surface to the tip with a parallel component pointing inward to the tip apex, 
causing the adsorbate to migrate inward.  
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1.3.3. Inelastic-Tunneling-Induced Manipulation 
Controlled excitations of atoms/molecules by using inelastic-electron tunneling induced 
manipulation processes have also been observed [3, 16, 31-40]. In this type of process, 
the tunneling electron energy is transferred to the adsorbate through a resonance state[37] 
no matter whether the current is tunneling from the tip to the surface or vice versa. The 
maximum available energy is determined by the bias, so atomic/molecular excitation 
usually exhibits a sudden onset at a threshold bias. The excitation rate can be varied by 
changing the current due to the change of the number of electrons tunneling.   
 
 
For molecular excitations, different excitation modes can be induced, such as rotational, 
vibrational, and electronic excitation.  In addition, bonding breaking and bond formation 
Figure 1.8   Schematic depicting the essential steps in the 
theoretically modeling of single O2 molecule dissociation on 
Pt(111).[3] 
 (a) Vibrational relaxation occurs due to energy transfer from the tunneling 
electron. (b) The number of electrons needed to break the bond for different 
microscopic processes. 
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can also be realized. As shown in Fig 1.8, a tunneling electron inelastically scatters from 
an adsorbed molecule and transfers energy to the vibrational modes of the molecule. 
Then an energy barrier of bonding-breaking/formation needs to overcome via one or 
multiple vibrational excitations in the ground excitation states. 
In some cases, the excitation modes will also decay into parallel motion. Take 
vibrational excitation as an example [39, 40]. When a tunneling electron is injected into 
the unoccupied states of an adsorbate, the molecule forms a temporary ionic state. When 
the electron then tunnels into the substrate, the molecule goes back to the neutral state. 
During the process, the nuclear positions of the molecule could be changed due to the 
Coulomb potential change, which leads to the excitation of vibrations. After this, the 
vibrational excited state can decay with two ways. One is to decay directly to an 
electron-hole pair, the other is to decay into a low-frequency translational mode, which 
is associated with the lateral motion of the molecules. 
The injected the electrons can be tuned to selectively excite different modes of the 
adsorbate. For example, by selecting different pulse conditions for ammonia on Cu(100), 
Pascual et al.[34] could activate either the molecule stretching vibration or the inversion 
mode. 
 
1.4. Experiment Setup 
1.4.1. STM operations 
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The schematic of the basic STM operation is shown in Figure 1.9. The sample is 
grounded, a tunneling bias Vgap is applied to the tip, and a tunneling current is detected 
through a current amplifier. The control of the tip movement along x, y, and z-direction 
is realized by the piezos on which the tip is mounted. When a voltage is applied to a 
piezo, a mechanical deformation occurs, leading to the tip movement. This is called the 
inverse piezoelectric effect[2]. The piezoelectric strain coefficient can reach the order of 
10
-10
m/V, which enables precise control of the tip-sample distance in STM 
measurements. 
The feedback circuit works differently in different modes: constant-height mode and 
constant-current mode. In both of the modes, the tip moves in the x and y direction by 
the control of the x, y-piezo. In the constant-height mode, the tip is kept at a fixed height, 
and the current is converted to voltage by the amplifier and recorded. In the constant-
current scanning mode, the current is converted to voltage and then compared with the 
reference voltage. If the tunneling current is larger than the setpoint, then the voltage 
applied to the z-piezo will withdraw the tip from the surface, and vice versa. In this way, 
the tip can accurately follow the constant tunneling current contour at a high speed 
without the danger of crashing the tip. Therefore, it is more popular than the constant-
height mode.  
 





Another key issue in STM operations is vibration isolation. For metal surfaces, the 
atomic corrugation can be of the order of 0.01nm. Therefore, the tip-sample distance 
change caused by vibrations must be under picometer scale.  In our STM, the vibration 
isolation is realized through three stages. The first stage is through a pneumatic system, 
isolating the whole chamber from the floor, which can isolate vibrations above its 
natural frequency of 1-2 Hz[2]. Secondly, the scanning stage of the STM is suspended 
Figure 1.9: Schematics of STM operation. 
Sample is grounded and the tip is biased. The tunneling current is detected 
with the amplification of an amplifier. The movement of the tip is controlled by 
the underneath piezos. 
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from the rest of chamber with springs, further isolating the scanning stage from the rest 
of the chamber above their natural frequency (typically 1-6 Hz[10]). Finally, the STM 
stage is also equipped with an eddy-current damper. When the metal pieces move 
relative to the magnetic field, damping forces are generated by eddy currents induced in 
the metal pieces, stabilizing the vibration of the system. Combining all three damping 
systems, the vibration is well controlled under picometer scale. 
The STM used in our studies is an Omicron Low-temperature STM. It is capable of 
making measurements at a temperature as low as 5K. The entire chamber is divided into 
three smaller chambers by gate valves. Each chamber is pumped by ion pump or turbo 
pump/mechanical pump and can reach a pressure of 10
-11
 Torr. 
In Figure 1.10a, the left tall chamber is the STM chamber with two cryostats and a 
sample-stage couter-heater. If the scanning temperature is around 77K, then both of the 
cryostats are filled with liquid nitrogen; if the scanning temperature is around 5K, then 
the inner cryostat is filled with liquid helium and the outer one with liquid nitrogen. For 
any other specific temperature, pumping or counter-heating is necessary. 
The right smaller chamber in Figure 1.10a is the preparation chamber, which is 
equipped with LEED (low energy electron diffraction), Auger spectrometer, heaters, 
sputtering gun, mass spectrometer and a few leak valves that can allow gas dosage into 
the chamber. LEED detects the structure of the top few layers of the sample surface. 




Auger spectrometer measures the chemical components and their portions of the surface. 
Mass spectrometer analyzes the mass/charge ratio of the gas in the chamber. In our 
experiments, we perform the surface preparation and characterizations in this chamber. 
For example, the precut Au(111) is sputtered and annealed, and then it is characterized 
Figure 1.10: A front view and a side view of Omicron LTSTM. 
(a) A front view picture and (b) a side view picture of Omicron LTSTM. The 
chambers are labeled in the picture. 
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by LEED and Auger spectrometer in this chamber. We then transfer the sample to the 
STM chamber after a clean surface and an ordered structure is obtained. We can also 
introduce gases into this chamber via leak valves and deposit them onto the samples in 
this chamber.  
On the side of the preparation chamber, there is a loadlock (shown in Figure 1.10b). As 
the name implies, the samples are loaded through it from ambient to the preparation 
chamber. Sometimes, we also dose large molecules with higher evaporation temperature 
in this chamber. 
 
1.4.2. Molecule Dosing 
There is an important unit used in dosing molecule: Langmuir, which is described by 
multiplying the pressure of the dosing gas and the dosing time. One Langmuir 
corresponds to an exposure of one second to a gas with a pressure of 10
-6
 Torr[41, 42]. 
For example, if the dosing pressure is 10
-8
 Torr and the dosing time is 100 seconds, we 
get one Langmuir dosage. From kinetic theory[43], the rate of the gas molecule 
impinging on the surface is given by: 
 
22
2 13.51 10 ( )
2
dN P P Torr
cm s
dt MkT MT
   , (1.21) 
where M is the gas molecule mass in a.m.u., T is the temperature in Kevin, and P is the 
pressure in Torr. As an example, if we dose CO molecules of M=28, at a pressure of 





Torr and a temperature of 300K, 




   . If every impinging gas 
molecule sticks to the surface, then within one second, the total number of the gas 
molecules on the surface is 14 23.8 10N cm  , which is comparable to the surface atom 
density, 
2
23 3 15 23~ (10 ) ~10cm cm  . Therefore, one Langmuir corresponds to roughly one 
monolayer of coverage. In practice, the sticking coefficient might be lower than the 
ideal situation which makes a precise estimation difficult. 
In our experiments, there are two ways to dose molecules. For the 1,4-benzenediamine 
(BDA) case, we dosed the molecules through a leak valve to the preparation chamber 
where the sample is sitting. As shown in Figure 1.11, BDA is bottled in a glass cylinder 
outside of the preparation chamber. One side of it is pumped by turbo pump/mechanical 
pump; the other side is connected to the preparation chamber via a leak valve. In order 
to increase the vapor pressure, the sample is heated to 100
o
C while dosing. For the 
contorted hexabenzocoronene (HBC) case, the sample is brought to the loadlock where 
the molecule is thermally heated to 605K. 





1.4.3. Tip preparation 
As mentioned above, the atomically sharp tip is very important to the imaging quality. 
In our study, we used the electro-mechanical etching method, which is by now a 
standard method in tip preparation[2] .  
In this method, the tungsten wire is connected to the anode, and a metal cylinder is 
immersed in the solution as a cathode (see Figure 1.12a). The wire is lowered into the 
Figure 1.11: Picture of 1,4-benznediamine (BDA) dosing line. 
The BDA molecules are bottled in a glass cylinder in a red circle and 
connected to pumps on one side and the preparation chamber via a leak valve (in 
a red circle) on the other side. 
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solution until a meniscus is formed (Figure 1.12b). The meniscus is a key factor to 
determine the shape and length of the tip end. The etching speed at the top of the 
meniscus is lower than that of the bottom due to a concentration gradient of OH
-
 ions[5]. 
As a result, a neck is formed on the wire at the interface of air and the solution and it 
becomes thinner and thinner. Eventually the wire will break due to the gravity of the 
lower part of the wire. In this way, two tips from the top portion and the bottom portion 
are made simultaneous. The overall electrochemical reaction[2] is: 
Cathode: 
2 26 6 3 ( ) 6H O e H OH
      
Anode: 2
4 28 4 6W OH WO H O e
       
Total: 2
2 4 22 2 3 ( )W OH H O WO H
       
In our experiment, we replace the metal cylinder by a platinum wire (see Figure 1.12c) 
and use a thin membrane of the solution to etch the tip. We found it work best with a DC 
current of 3-5V, a polycrystalline tungsten wire of 2.5mm diameter, and a 3 mol/L 
NaOH solution. As mentioned above, we could make two tips at one time. The bottom 
tip is usually sharper and longer than the top one, and therefore can reach atomic 
resolution more easily. This can be explained by the difference of the current cut-off 
time[5]. As the bottom tip drops due to gravity, it stops being etched immediately 
whereas the top tip is still being etched until the current is manually shut off. 




Figure 1.12: Electrochemical etching of tungsten tips. 
(a) A schematic of an instrument setup of tip making[5]. (b) A schematic of 
the etching process, showing a meniscus formed on the wire while etching. (c) 
The picture of our setup with a metal ring as a cathode. 
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After etching, the tip is transferred to the vacuum chamber. However, electrochemical 
etching cannot guarantee atomic sharpness. In fact, the typical tip diameter is between 4-
15nm after etching [44, 45]. There are many ways to further sharpen or reshape a blunt 
tip. In our study, we mainly used three methods: tip crashing, field emission, and 
annealing. 
The tip crashing method refers literally to crashing the tip to the surface, mostly soft 
metals, in the hope of pulling surface atoms to the tip end and forming an atomically-
sharp tip when the tip is retracted. Field emission is accomplished by applying high 
voltage (~10V) and high current (5-10nA) when the tip is in the tunneling regime with 
the surface. This phenomenon can be explained with the restructuring of the tungsten 
atoms in the tip under a high electric field[2]. Tip annealing is used to remove the 
tungsten oxide and other impurities from the tip. In practice, we combine all three 
methods in the hope of getting a perfect tip. 
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Au(111) Substrate and Preparation 
Gold is one of the most popular substrates for molecular analysis in STM studies 
because it is chemically inert, conductive, and easily prepared. Gold is a soft material, 
therefore we can also use it in the tip-crash method to restore the STM tip. 
Among all the facets, Au(111) is the most stable and can be most easily prepared. 
Therefore, it is widely used in STM studies. It can usually be obtained by sputtering and 
annealing from pre-cut Au(111) single crystals or flame annealing from thin gold films 
on mica (discussed in more detail in Section 2.2). 
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2.1. Introduction to Gold and Au(111) Surface 
The crystal structure of bulk gold is a face-centered cubic (fcc) lattice with a lattice 
constant of 4.08Å[1]. The (111) plane is defined by the atoms at [100], [010], and [001], 
resulting in a hexagonal lattice plane (See Figure 2.1). 
 
  
The Au(111) surface, however, can exhibit either fcc structure or hexagonal closed-
packed (hcp) structure depending on how the gold top layer atoms are stacked. In Figure 
2.2, the different structures of fcc and hcp structures are illustrated. In the fcc structure, 
the Au atoms occupy three different locations at three layers (ABC stacking). Whereas 
2.1: Schematic of the crystal structure of bulk gold and the 
surface of (111).  
The blue and red dots indicate the gold atom positions inside of the bulk crystal. 
The Au(111)  is defined by 3 big red gold atoms and has 3 additional red atoms 
from the cube. Au(111) has a hexagonal lattice structure.   
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in the hcp structure, the top layer Au atoms overlap with the bottom layer atoms (ABA 
stacking). From a first-principle calculation by Takeuchi et al.[2], the energy of the fcc 
structure is the lowest. The hcp structure and bridge sites have slightly bigger energy 
with only 1mRy and 3mRy bigger than fcc structure, respectively. The top site has the 
highest energy which is 14mRy larger than fcc site. Since the energy of the fcc and hcp 
structure is very close,  it is possible to have both structures coexisting on the surface. 
Both of the fcc and hcp structures can coexist on Au(111) surface. When the two 
different structures meet, there is a buckling from the rest areas of the surface, resulting 
in the famous “herringbone” reconstruction ridges [3-9]. This reconstruction has about 
4.4% contraction along [110] , placing 23 Au atoms onto 22 atom locations. Therefore, 
the unit cell of this reconstruction is (22 1) 3  . The ridges are higher than the rest of 
the surface by ~ 0.2Å (Figure 2.3).  





Figure 2.2: Schematic of the top three layers of the fcc and hcp 
structures.  
The upper panel is the fcc structure, where the Au atoms occupy three different 
locations at three different layers (ABC stacking). The lower panel is the hcp 
structure, where the top layer Au atoms overlap with the bottom layer atoms 
(ABA stacking). The red, yellow, and blue dots indicate the Au atoms located on 
the top, second, and bottom layers, respectively. (Courtesy of Kwang Taeg Rim) 





This herringbone structure is visible in STM measurements of the clean Au(111) surface 
(Figure 2.4). The fcc region (38Å) are a little wider than the hcp region (25Å) [10]. This 
feature makes it easy to distinguish the two different regions. The reconstruction is very 
sensitive to the impurities on the surface; therefore, it is, in practice, an indication of the 
cleanness of the surface[11, 12]. Sometimes, the Au(111) surface has other 
reconstructions due to a small amount of local defects, such as step edges or impurities. 
For example, we observed U-shaped reconstruction patterns near the steps in Figure 
2.5(a), which is also reported by Barth et al.[3]. We also observed a triangular 
reconstruction pattern which is shown in Figure 2.6. 
Figure 2.3: Hard sphere model of one stacking fault region in 
Au(111).  
The atoms (yellow) have ABA stacking (hcp structure) on the left, and ABC 
stacking (fcc structure) on the right, respectively.  When they meet in the middle 
(red), they are forced to occupy bridge sites of the second layer and therefore 
buckle from the surface.  





Figure 2.4: STM topography of Au(111) surface.  
A typical flat and clean Au(111) surface is shown with the red box indicating 
the area of the hard sphere models in Figure 2.3. The scanning condition is 1V, 
0.5nA. Blue arrows indicate the positions of fcc structures. 





Figure 2.5: Atomic resolution STM topography of Au(111) 
herringbone elbow sites and ridge sites.  
(a)  A large, clean Au(111) terrace with ~100nm width is shown. Near the two 
steps in this region, the herringbone reconstruction turns irregular. Green and 
pink circles illustrate the location of one herringbone elbow and one ridge 
site. (b) Atomic resolution image of a herringbone elbow site zoomed in from 
green circle in (a) shows a distortion of atom arrays at the elbow. (c) Atomic 
resolution image of a herringbone ridge zoomed in from pink circle in (a) 
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Shown in Figure 2.5(b-c) is the atomic resolution STM image of the herringbone 
structure, Figure 2.5(b) clearly indicates a distortion of atom positions and brightness at 
an elbow site, due to either the local electronic or atomic structure.  Figure 2.5(c) shows 
a regular array of atoms on a ridge.  
 
 
At different parts of the herringbone reconstruction, the reactivity is possibly different. 
The herringbone elbow sites are reported to be one of the most reactive sites on this 
Figure 2.6: Triangle reconstruction STM topography of 
Au(111).  
The underlying surface is shown with triangle reconstruction. The bright dots 
are evaporated molecules. The scanning size is 26.6x24.9nm
2
. The waves near 
the bright dots are standing waves reflected from the defects.  
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surface. STM studies on preferential nucleation of Ni, Fe and Co[8, 13, 14]  on these 
sites have suggested that these sites might be energetically favored to capture atoms that 
are diffusing on the surface.  
The difference in the reactivity of fcc, hcp and ridge sites of the Au(111) 
herringbone has also been reported. For example, STM studies on thiolates on 
Au(111)[15, 16] show preferential adsorption of the molecule on the fcc sites. A DFT 
calculation[17] found out that Au-Au distances around the fcc sites elongate by a large 
distance upon thiolate adsorption and the relaxation propagates to the second layer, 
while there are weaker effects in the hcp configuration. As a result, the binding energy 
of thiolates on fcc sites is about 0.24eV larger than hcp sites.  
 
2.2. Au(111) Preparation 
As previously mentioned, there are usually two methods to obtain Au(111) surface. One 
way is to obtain it from a thin gold film evaporated on other substrates, such as mica. 
Since (111) is the most stable facet for Au, Au(111) is usually obtained from 
evaporation. Average roughness of the as-evaporated thin film is on the nanometer scale. 
Then one uses flame-annealing technique to remove the contaminants and flatten the 
surface. In this procedure, the typical gas used is hydrogen or butane. In the case of 
hydrogen, the Au-mica substrate is quickly passed through a 1100
o
C flame, 1-2cm 
above the blue portion of the flame[18]. This method is fast, but requires some 
experience. Furthermore, it is done ex-situ and we still need at least a few minutes to 
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transfer the sample into the vacuum chamber which may involve some additional 
contaminants.     
In our study, we adopted an alternative way, obtaining it in-situ from a pre-cut single 
crystal. In this way, we use repeated cycles of sputtering to remove the surface 
contaminants and subsequent annealing to flatten the surface and bring the contaminants 
from the bulk to the surface. In the sputtering procedure, the UHV chamber is backfilled 
with 1x10
-5
 Torr argon gas and a 0.5keV ion beam is focused onto the sample with 
about 3  A sample current. In the annealing procedure, we use indirect heating method 
by providing the heater with a 1.6A current, which is equivalent to about 600
o
C.  Each 
cycle includes a 15 min sputtering and a 15 min annealing. The cycle number varies 
from 3-20 cycles depending on the previous condition of the sample. It has been 
suggested that a prolonged cooling-down procedure might be the best for the 
smoothness of the sample. In our case, cooling down quickly does not affect the quality 
of the surface.  





Figure 2.7: Large-scale STM topography of Au surface 
transition through sputtering and annealing  
These images show the STM topography of the Au(111) surface (a) before,  
(b-c) during, and (d)after sputtering and annealing. The sizes of the images are 
(a) 100nmx100nm, (b) 500x500nm, (c) 189nmx189nm, and (d) 200x200nm.  
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Figure 2.7 shows the STM images before/during/after sputtering and annealing. Figure 
2.7(a) shows the surface before the procedure, in which the surface is very rough with 
corrugation~10nm. After a few cycles, the top layer contaminants started to be removed 
and the gold surface starts to relax into ordered structures. In Figure 2.7(b), the surface 
starts to form narrow steps and triangular adlayers due to the influence of six-fold 
symmetry of Au lattice. However, the energy has not completely relaxed, so the 
herringbone reconstruction is not yet formed. In addition, there is still a small amount of 
impurities on the surface. In Figure 2.7(c), with more impurities removed, the surface 
started to have more ordered structure with large terrace ~30nm and herringbone 
reconstruction is very easily observed on the large terraces. In addition, there is a much 
less amount of impurities on the surface. With further sputtering/annealing, after most of 
the contaminants are removed, large terraces with ~200nm and the periodic herringbone 
reconstruction have formed as shown in Figure 2.7(d). 
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Study of 1,4-benzenediamine Adsorption on 
Au(111) 
3.1. Abstract 
In this chapter, we apply STM to investigate the binding of a model amine compound, 
1,4-benzenediamine (BDA), to the reconstructed Au(111) surface. We find that BDA 
exhibits different structures at different coverages, including isolated BDA at a low 
coverage, branched chain structures and network structure at an intermediate coverage, 
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and two SAMs at a high coverage. BDA preferentially adsorbs to step edges, elbows and 
fcc sites of the Au(111) herringbone reconstructions. In addition, BDA is susceptible to 
tip-induced movement, which can potentially lead to applications in molecule 
manipulations. These investigations shed light on the high stability of amines in single 
molecule conductance measurements using gold contacts. 
 
3.2. Introduction 
3.2.1. Introduction to SAMs 
The field of self-assembled monolayers (SAMs) on surfaces has developed rapidly since 
Nuzzo and Allara reported the adsorption of alkanethiols onto gold in 1983[1] and still 
remains a hot topic due to its important applications in nanotechnology. As the thinnest 
organic films, SAMs offer the possibility of design and functionality control on the 
surface patterning at the nanometer scale, which can be tailored by using different 
organic molecules and surfaces. SAMs can be fabricated into nanoscale patterns in 
numerous ways, such as by scanning probes, microcontact printing, and particles beam 
(photons, electrons and ions, neutral atoms) [2-6].  
The most widely studied SAM system is thiols/thiolates[2, 7-12] on gold due to its 
stability. In contrast, studies on amines SAMs on gold are sparse, mostly due to the 
weak interaction between amines and gold. In early studies, it was shown that alkenes 
terminated with amines either do not form stable monolayers on Au(111) by solution-
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based adsorption method[7] or only form a weak monolayer that can be easily displaced 
by a trace of polar impurities[13, 14]. More recently, Xu et al. demonstrated that 
H2N(CH2)NH2 forms a stable, ordered SAM on the Au surface from its vapor phase[15]. 
Lee et al. used liquid/solid phase STM to study the coadsorbed film of aniline and 
solvent molecules on an Au(111) electrode in perchloric acid and benzenesulfonic 
acid[16-18]. Dell’Angela et al. reported a well ordered SAM formed by vapor 
deposition of a few amines, including BDA molecules, as probed by UPS, XPS and 
NEXAFS [19].  
 
3.2.2. Introduction to the Break-junction Conductance Measurement  
Since the introduction of a single molecule as an active electronic component[20], 
efforts have been devoted to measurements of single-molecule transport properties[21-
23]. Although the concept seems simple, this goal has proven difficult to achieve. One 
of the biggest obstacles is that the conductance measurement of a single molecule 
typically exhibits large variations. In 2006, Venkataraman et al. used a so-called 
“modified STM” to demonstrate the possibility of achieving reliable and reproducible 
conductance values for molecules with amine groups [24-26]. 
Single molecules were used to form in metal-molecule-metal junctions in their 
measurement (Figure 3.1) between an Au tip and Au surface. The Au surface was first 
flamed and annealed with butane and then covered with molecules (either in a solution 
form or a dry form). Then the Au tip was crashed into and pulled back from the Au 
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surface in a controlled way. Since the surface is covered with molecules, there is a high 
chance for a molecule to be picked up by the tip and trapped between the tip and the 
surface, thus forming a metal-molecule-metal junction. By measuring the I-V curve of 




When a clean Au surface without any molecules is used, the conductance exhibits a 
step-wise decrease with steps being at integral multiples of G0= 2e
2
/h, the quantum 
conductance of a single-channel ballistic junction. Below G0, the conductance either 
Figure 3.1: Schematic of the modified STM in Venkataraman’s 
measurements. [24] 
By Crashing the Au tip into the Au surface covered by amines and pulling back 
the tip for a few angstroms, a relatively stable metal-molecule-metal junction is 
formed. 
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decreases exponentially due to tunneling between two electrodes or drops directly below 
the experiment detection limit, possibly due to the relaxation of Au atom chains (Figure 
3.2a, yellow traces). However, when a molecule is trapped between the Au electrodes, 
the conductance measurement exhibits additional steps. In their experiment, the 
conductance of several classes of molecules was measured, including diamines, dithiols, 
and diisonitriles. From the conductance measurements shown in Figure 3.2a, we can see 
that the traces of BDA (blue traces) have more stable values compared with the other 
two molecules. The authors also constructed conductance histograms of the bare surface 
and three different molecules using more than 3000 traces without any data selection or 
processing. The result in Figure 3.2b clear indicates that BDA has a much better-defined 
peak than the other two molecules.  
The authors attributed the stable conductance to a more uniform configuration of the 
amines bound to the Au surfaces, as formed between electron lone pairs of nitrogen and 
gold adatoms. DFT calculations also confirm the conclusion by providing a model with 
an amine group sitting on top of a gold adatom [19, 27-29].  
 





3.2.3. Introduction to 1,4-benzenediamine (BDA) 
BDA, a model diamine compound, is composed of a benzene ring and two amine groups 
in the para position. Its Synonyms include 1,4-benzenediamine, 1,4-diaminobenzene, 
1,4-Phenylenediamine, or p-phenylenediamine. It is used as a component of engineering 
polymers and composites, aramid fibers, rubber chemicals, textile dyes and 
pigments[30]. BDA possesses many outstanding properties, including high temperature 
stability, high strength, and chemical and electrical resistance. 
Figure 3.2: Conductance measurement of clean Au, BDA, 1,4-
benzenedithiol (BDT), and 1,4-benzenediisonitrile (BDI) in 
Venkataraman’s measurements. [26] 
(a) Samples conductance traces with clean Au (yellow), BDA (blue), BDT 
(red), and BDI (green) in a semi-log plot. (b) Conductance histograms of the 
same molecules with the same color scale in a log-log scale. The inset shows the 
same histograms in a linear scale. 
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At room temperature, BDA is a colorless solid when pure; however, it can become 
yellowish or pinkish when it is oxidized, which is the basis for its application in dyes 
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BDA has two isomers: cis and trans forms, depending on the relative orientation of the 
NH2 groups with respect to the plane of the aromatic ring. In the cis form, both the NH2 
groups are on the same side of benzene ring (Figure 3.3b); in the trans form, the amine 
groups are on different sides of the benzene ring (Figure 3.3c). Different studies at 
different environments show different ratios of cis vs. trans forms: ab initio 
calculations[32, 33] and dipole moment measurement[34] show a mixture of both forms 
in the gas phase; X-ray crystallography measurement[35] shows a trans configuration in 
the crystal structure. 
Table 1: Selected physical properties of BDA 




When amine compounds are deposited to Au surface, DFT calculations [19, 29] reveal 
three interesting conclusions: 1) the binding energy of all possible geometries of 
amine/Au is considerably lower than that for thiols. 2)  The largest binding energy is 
obtained at the situation when amines sit directly above an Au adatom (atop position), 
which is in the range from 0.3eV to 0.53eV. 3) When BDA is adsorbed on the Au(111) 
flat surface at relatively high coverage, the calculated binding energy is 0.36eV and the 
calculated angle between the benzene ring and the surface is about 27
o
, which means the 
molecule is not lying flat but rather tilting up from the surface at high coverage. This 
phenomena has been supported by NEXAFS measurement[19].  
Due to lack of extensive studies of SAMS formed with amines, a detailed picture of the 
amine/gold bonding is still missing. In this chapter, we provide topographic images of 5 
Figure 3.3: Diagrams of BDA and two isomers.  
(a) 2D diagram of BDA. (b-c) 3D diagrams of (b) cis form and (c) trans form 
of BDA. Grey: carbon atoms; blue: nitrogen atoms; white: hydrogen atoms; pink: 
electron lone pair. 
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phases of BDA molecules on Au(111), including 3 phases of BDA SAMs, at different 
coverages obtained with ultrahigh vacuum (UHV) scanning tunneling microscope 
(STM). In addition, we report on the preferential adsorption of BDA on reconstructed 
Au(111) surface and tip-induced movement of BDA. 
 
3.3. Experiment Methods 
Our experiments were performed using a low-temperature STM (Omicron LT-STM) 
under UHV condition at a base pressure of 3x10
-11
 Torr. Clean Au(111) substrates were 
obtained by repeated cycles of Ar-ion sputtering and thermal annealing at 900K. 1,4-
bezenediamine (BDA) with purity >99% was commercially purchased from Sigma-
Aldrich and adsorbed to the surface by vapor deposition through a leak valve in the 
chamber (See Chapter 1). An appropriate vapor pressure of the BDA molecules was 
achieved by heating the solid source to 100
o
C and then reduced to a desired vapor 
pressure at the vacuum chamber by controlling the opening of the leak valve.  
We deposited the molecules on the surface held at both room temperature and a reduced 
temperature. For the reduced temperature deposition, the sample was transferred directly 
from a liquid-helium cooled stage and exposed while held on a room-temperature holder. 
In order to keep temperature comparable for each deposition, the deposition time was 
maintained at 5 minutes for all exposures. As a result, we were able to vary the surface 
coverage of BDA by means of controlling the sample temperature (either room 
temperature or a reduced temperature) as well as the BDA vapor pressure inside the 
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vacuum chamber upon deposition. All the STM measurements were performed at liquid 
helium temperature (5K). 
 
3.4. Results and Discussion 
3.4.1. Morphology of BDA on Au(111) 
Phase diagram 
By varying the coverage of BDA on Au(111), we observed 5 different surface phases of 
the adsorbed molecules on Au(111) (see Figure 3.4), including 3 phases of SAMs. The 
different phases are: (1) isolated BDA molecules (at very low coverage), (2) a chain 
structure (at low and intermediate coverage), (3) a network structure (at intermediate 
coverage), (4) a fully-covered line lattice (at high coverage), and (5) a fully covered 
square lattice (at high coverage). We designated the first two as flat BDA molecules and 
the latter three as SAMs.  
 
Very low coverage (~0.007 Langmuir) 
In the very low coverage regime (Figure 3.4a), BDA molecules are well isolated from 
one another. From our STM images, the coverage is estimated to be 0.007 Langmuir 
based on the Au atom density on the surface. 
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Shown in Figure 3.5(a) is an STM image of individual BDA molecules after deposition. 
The measured height is about 1 Å above the Au clean surface. Each BDA molecule 
assumes a spindle shape. It also exhibits two elongated tails on opposite sides, which 
correspond to the amine groups. A line profile is shown across the long side of the 
molecule in Figure 3.5(b). The length corresponding to the white line in the topographic 
image is approximately 9Å; the transverse dimension (red line) is ~ 7Å. The shape and 
height of BDA do not change with the polarity of the sample bias. 
As a comparison, the nitrogen to nitrogen distance is about 5.6 Å in one molecule in the 
gas phase [35, 36]. It appears that the dimension of the BDA molecules measured by 
STM is about 3 Å larger than the nominal N-N distance. There are two possible reasons: 
1) the charge transfer between the molecules and the surface leads to a localized 
electronic density around the molecule; 2) the image is broadened by the tip. In principle, 
we should be able to determine the tip sharpness by a sharp object on the surface, e.g. 
the edges. However, the edges are also covered by the molecules, which make it 
difficult to estimate the tip dimension. 





Figure 3.4: STM topographic images of BDA on Au(111) at 
different coverages.  
Coverage increases from (a) to (d). (a) Very low coverage: isolated BDA 
molecules. (b) Low coverage: chain structures. (c) Intermediate coverage: 
coexistence of line structure and network structure. (d) High coverage. (e) and (f) 
are high resolution images of two phases of high coverage: fully-covered line 
lattice and square lattice. The insets of (b) and (c) are high resolution images of 
the line structure and the network structure. The inset of (e) shows the structure 
between bright lines. 





Figure 3.5 (c-d) illustrate structural diagrams for the two conformational BDA isomers: 
the cis and trans forms, as defined by the relative orientation of the NH2 groups with 
respect to the plane of the aromatic ring, with their respective possible geometries on the 
Au(111) surface. In the cis form, both the NH2 groups are on the same side of benzene 
ring with the electron lone pairs of amines interacting with the gold atoms, and thus 
Figure 3.5: Experimental results and models of individual BDA 
molecules on the Au(111) surface.  
(a) An STM image of an individual BDA molecule on Au(111) surface at 5K 
(b) Line profile along the white line on BDA. The scanning condition is 0.04V, 
5pA. (c-d) Models for BDA: (c) cis form and a flat geometry and (d) trans form 
and a tilted geometry. 
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form donor-acceptor bonds. At the same time, the carbon may also bond to the gold 
atoms with van der Waals force. In the trans form, the amine groups are on different 
sides of the benzene ring and the only possible interaction is through the Nitrogen 
electron lone pairs. Our STM images show a rather symmetric geometry of an individual 
BDA molecule with a protruded center and two tails on each side, indicating a cis 
configuration with both of the amine groups facing down and lying flat on the surface.  
Previous theoretical and experimental studies about BDA molecules have shown 
different results of BDA forms. Ab initio calculations[32, 33] and dipole moment 
measurement[34] show a mixture of both cis and trans forms in the gas phase. However, 
X-ray crystallography measurement[35] show only a trans form in the crystal structure. 
We have also studied the preferred adsorption sites for BDA molecules on the Au(111) 
surface. They are found to be the step edges, herringbone elbows, and the fcc 
herringbone terraces. 
In Figure 3.6(a), we see directly that BDA adsorbs at the step edges even at very low 
coverage. By comparing the molecules at different locations, BDA at the edges appear 
smaller, probably due to stronger bonding with Au atoms at the edges. In Figure 3.6(b), 
since the underlying herring reconstruction of Au(111) is clearly visible, it is easy to 
distinguish the fcc and hcp regions. (See Chapter 2 for more detailed introduction.) At 
very low coverage like Figure 3.6(b), BDA molecules only occupy the fcc sites and the 
elbow sites on the terraces. More experiments are needed in order to determine which 
site out of the three has the largest binding energy. 
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If we compare the numbers of BDA molecules on the hcp sites and the fcc sites 
(estimated to be approximately 1:30), we can estimate the adsorption energy difference 





  (3.1) 
Where P1 and P2 are the BDA molecule number density on hcp sites and fcc sites, 
respectively, T is the temperature when the molecules are frozen, which we assume is 




Figure 3.6: STM images of the preferred adsorption sites of 
BDA molecules. 
STM shows preferred adsorption sites at (a) step edges, (b) herringbone elbows 
and fcc sites at very low coverage. The images were taken at sample bias of 
0.04V-0.1V.  
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Low coverage case (~0.02 Langmuir) 
 In the low coverage regime (~0.02 Langmuir), BDA molecules start to connect in lines. 
As the inset of Figure 3.4b shows,  the tails of BDA are off the axis of the BDA lines by 
approximately 30
o
, and the spacing between the nearest low points is about 8 Å,. 
Sometimes, BDA molecules also attaches to the line from a branch site.  We designated 
this type of structure as the branched chain structure. 
Furthermore, we can also observe that the adsorbed BDA molecules generally follow a 
pattern that resembles a herringbone structure. At such coverage, the reconstruction is 
hard to resolve while imaging the BDA layer. We could, however, scan the same area 
separately at different bias to obtain both the BDA structures (low bias) and the 
underlying Au(111) herringbone structure (high bias). As a result, we can identify the 
different stacking regions in Figure 3.7a. The dark regions are herringbone ridges and 
the blue arrows indicate the fcc sites. We can deduce that at low coverage, the BDA 
molecules can adsorb on both fcc and hcp sites of the Au(111) herringbone 
reconstruction but not on the ridge sites.  
In order to understand the chain structure, we can refer to BDA molecules in the crystal 
form where the molecules are coordinated by hydrogen bonds[37, 38] from a nitrogen 
atom of one BDA molecule to a hydrogen atom of an amine group of another BDA 
molecule[35]. We propose that adsorbed BDA molecules also interact with each other 
by means of hydrogen bonding. The 30
o
 off-axis orientation of BDA molecules in the 
line structure and the slightly smaller spacing between BDA molecules in the chain 
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structure than the length of an individual BDA molecule support this hypothesis. More 
specifically, we propose the following model: An amine group of one BDA has two 
hydrogen atoms, one of which interacts with nitrogen of an amine group of another 
BDA, whose hydrogen atom can interact with a third BDA. That’s how a line forms. In 
addition, the fourth BDA can also interact with the rest of the hydrogen atom of the 
amine group from a branch site. Figure 3.8 shows a crude 2D diagram of the model. 
 
 
Figure 3.7: STM images of the preferred adsorption sites of 
BDA chain structures at low coverage. 
The same area STM images taken at different bias show different features: (a) 
intact chain structures at a sample bias of 0.1V; and (b) Au(111) herringbone 
structure with a few decorations at a sample bias of -1.5V. In (a), the dark regions 
are herringbone ridges. The fcc sites of the underlying Au(111) herringbone 
structure are marked with the blue arrows. The same impurity was marked with 
red circles as a reference in both images. 




The explanation of the preferential adsorption to the step edges and the elbow sites is 
straight forward as amines like to bind to coordinatively unsaturated sites [19, 26] such 
as step edges and herringbone elbow sites[39]. As for the preference with fcc sites over 
hcp sites, a similar preference has been observed for thiolates on Au(111) [9, 40], in 
which case, DFT calculation [41] found out that Au-Au vertical distances around the fcc 
sites elongate by a significant distance upon thiolate adsorption and relaxation 
propagates to the second layer, while there is a weaker effects in hcp configuration. As a 
Figure 3.8: Diagram of BDA molecule in the line structure.  
The molecules on the line connect to each other with hydrogen bonds between 
hydrogen atoms and nitrogen atoms. The BDA orientation is approximately 30
o
 
with respect to the axis of the line of molecules (in red line). It can also connect 
to the line from a branch site, also via a hydrogen bond. 
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result, the binding energy of thiolates on fcc sites is about 0.24eV greater than hcp sites. 
We believe that similar interpretation also applies to this situation, though further 
studies, especially theoretical calculation, are needed.  
 
Intermediate coverage case (~0.06 Langmuir) 
As the coverage increases, 3 different forms of BDA SAMs were observed. At 
intermediate coverage (~0.06 Langmuir), there is a coexistence of a new SAM phase 
(the network structure) as well as the chain structure found at lower coverage. The 
network structure appears with a white triangle in Figure 3.4c. A close-up image of one 
unit cell is shown in the inset of Figure 3.4c. Each unit cell is composed of 6 BDA 
molecules. One spot or a 0.5 Å greater apparent height structure is observed. It is 
unclear whether this is a topographic effect or an electronic effect, both of which could 
contribute to the change in apparent height. 
We also studied the preferred adsorption sites of the network structure. With the same 
method as in the previous section, we were able to identify the different stacking regions 
in Figure 3.9a where the dark regions are herringbone ridges and the blue arrows show 
the fcc sites.  Thus we deduce that the network structures preferentially adsorb to the fcc 
elbow sites. 





High coverage (>0.1 Langmuir) 
When the surface is fully covered, there is a coexistence of two phases: a line lattice 
(Figure 3.4d) and a square lattice (Figure 3.4e). The line lattice covers the majority of 
the surface. In this case, the bright lines are composed of a zigzag pattern of bright spots 
and have a periodic distance of 3nm in the direction perpendicular to the lines. The 
spacing is about 8 Å between the two bright spots along the line and 6 Å across the line. 
The underlying herringbone arrangement of the reconstructed Au(111) surface is also 
visible on the covered surface. The angle between herringbone bridge ([112] ) and the 
Figure 3.9: STM images of the preferred adsorption sites of 
BDA network structures. 
The same area STM images taken at different bias show different features: (a) 
intact network structures and chain structures at a sample bias of 0.1V; (b) 
partially destroyed BDA structures with a faint Au(111) herringbone structure 
background at a sample bias of 0.5V; and (c) Au(111) herringbone structure with 
a few decorations at a sample bias of -2V. In (a), the fcc sites of the underlying 
Au(111) herringbone structure are marked with the blue arrows. 
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bright line is about 68 . The inset of Figure 3.4d shows that the entire surface, not just 
the region of the more pronounced lines, is covered. In addition, the height difference 
between the bright spots and the fine structure spots in the dark areas is around 1 Å, 
which is less than the height difference for an additional layer of BDA molecules. This 
height difference could be induced by different tilting angles of the adsorbed BDA 
molecules. The other fully-covered BDA SAM, the square lattice, has a four-fold 
symmetry with 2 nm periodicity in both directions.  
When the coverage increases, more intermolecular interaction causes the BDA 
molecules to stack on the surface with a more upright position, which may cause 
different tilting angles of BDA, which makes a small height difference of about 1 Å. 
Larger tilting angle due to higher coverage has been observed for thiols SAMs on 
Au(111) [11]. XPS study of BDA on polycrystalline Ni surface indicates a coexistence 
of tilted BDA and flat BDA at a low coverage [33]. Moreover, the tilting angle has been 
theoretically reported by DFT calculation for amine on Au[29], particularly of BDA[19] 
as well. An NEXAFS study also confirms the average tilting angle of BDA on 
Au(111)[19]. 





Figure 3.10: XPS spectra of N 1s and C 1s of BDA on Au(111) 
form a low to high coverage.  
(a) N1s peaks of BDA molecules on Au(111), with coverage increasing from 
the bottom to the top. At a low coverage, only one peak exists; at a higher 
coverage, there are two peaks; at multilayer coverage, only the second peak is 
left. (b) Corresponding C1s peaks of BDA on Au(111). 
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An independent XPS study (Figure 3.10) shows the transition of N 1s peak from a low 
coverage to multilayer coverage. The data exhibit only one N 1s peak at a low coverage, 
indicating a flat BDA geometry in a cis form. If the BDA molecules are tilted on the 
surface or having a trans form, there should be at least two different N peaks, one for the 
N interacting with Au and the other is not. As the coverage increases, another N 1s peak 
appears at higher energy. The intensity of this peak continues to increase until it 
becomes the sole peak for multilayer coverage. The emergence of the 2 peaks implies 
that the BDA molecules start to stand up from the surface or stack on each other in a flat 
geometry. The former situation was confirmed by the same authors using NEXAFAS 
[19]. This phenomenon is consistent with our STM images at different coverages. At 
multilayer coverage, XPS can only detect the top few layers. As a result, only one peak 
exists for multilayer coverage. 
 
3.4.2. Tip-induced movement of BDA on Au(111) 
In our measurement, we also found out that the BDA molecules are extremely sensitive 
to the scanning conditions. For stable imaging, we were constrained to bias voltages 
below 100meV with a current of 5pA.  
If the sample bias was increased without changing the current, those isolated molecules 
and the chain structures were not visible whereas the network structure still remained 
intact. If we scanned the same area at a higher bias, the molecules were found to be 
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disturbed and reorganized on the surface. There was no evidence of fragmentation of the 
BDA molecules induced by the STM. This process is shown in Figure 3.11a-e.  
 
 
Figure 3.11: Sequential STM images of the same area under 
different bias voltage and current. 
 Scanning conditions of sequential STM images are (a) 0.1V, 5 pA; (b) 0.5V, 5 
pA; (c) 0.1V, 5 pA; (d) 2V, 5 pA; (e) 0.1V, 5 pA; (f) 2V, 500 pA; (g) 0.1V, 5pA; 
(h) -2V, 5 pA; (i)0.1V, 5 pA. The red circles indicate the new lines formed after 
disturbance by the STM tip. 






Figure 3.12: Sequential STM images of the same area of the line 
lattice. 
 The ordered line lattice is disturbed during scanning at U= -2.5V and I=200pA. 





Figure 3.13: Sequential STM images of the same area before 
and after a voltage pulse. 
 (a-b): STM image before and after application of a voltage pulse of 1V. (c-
d): STM image before and after voltage pulse of 2V. The red circles and the red 
star indicate the location where the pulse was applied. The scanning condition is 
U=40meV and I=3pA. 
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With the same sample bias, but at a different current, the result was also different. 
Figure 3.11f is the STM image with the sample bias of 2V and current of 500pA, the 
network structure started to melt. The image taken afterwards (Fig 3.11g) also 
confirmed that result.  
The surface was scanned at a sample bias of -2V in Fig 3.11h. No BDA molecules could 
be resolved at this condition, but instead the underlying Au(111)  herringbone could be 
observed. A scan afterwards indicated that most of the BDA molecules were scattered 
and reorganized on the surface, forming a few new lines in Fig 3.11i.  
The fully-covered line lattice and square lattice were also unstable for scanning at 2V
as Figure 3.12 shows. 
At a very low coverage, the molecules remain stable on the surface at bias voltage of 
40meV and current of 3pA. However, if a voltage pulse is applied at the surface, the 
BDA will diffuse to another location within 1-2nm or rotate. When a voltage of 1V is 
applied, only the BDA molecule where the pulse was applied would move; when a 
voltage of 2V is applied, tens of BDA of a larger range of ~5nm would diffuse (Figure 
3.13). 
There are two possible causes for the migration of BDA under scanning at high bias. It 
could be due to the tip-induced electrical field or tip-induced vibrational excitation.  
In order to discuss the tip-induced electrical field, we have to examine how close the tip 
is located near the sample in our case. Combining the Landauer theory of the 
conductance quantum and the quantum square lattice tunneling model, we can obtain the 
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tip-sample distance is roughly 
o
6Az  with scanning conditions of U=0.1V and I=5pA. 
If the bias voltage is increased to 1V without changing the current, 7
o
z A . The tip-
sample distance was confirmed in STM measurements.[42-44] 
If we use a rough estimation of /E U z , the electric field is apparently increased 
largely by increasing the bias from 0.1V to 1V. In the real STM imaging condition, due 
to the asymmetrical geometry, the electric field is inhomogeneous and concentrated in 
the vicinity of the tip. With a similar tip-sample distance and a bias of 1 to 10V, the 
electrical field strength is in the range of from 0.2 to 2 / AV by simulation.[42] 
Tip-induced BDA migration can be discussed in terms of the potential energy difference 
of BDA in the electric field. As a first order approximation, 
 p E   , (3.2) 
where  is the permanent dipole moment,  is the field-induced polarizability of the 
adsorbate. In the case of BDA, the calculated static dipole moment is 2.49D for the cis, 
and 0 for the trans conformer[32]. As a result, the potential energy is given as 
 2
1
( ) ( ) ( )
2
U r E r E r    . (3.3) 
With only static dipole moment considered, the consequential potential energy of BDA 
cis form is about 0.1-1.0eV. This result is confirmed by experiment (1.0eV with Helium 
atom spectroscopy measurement[19]) and the DFT calculation (0.1-0.4eV [19, 29]). 
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Since the diffusion energy of an adsorbate on a metal surface is about 1/10~1/3 of the 
binding energy [45, 46], then the diffusion energy of BDA on Au(111) is about 0.01-
0.3eV, which is comparable with the tip-induced electric potential energy of BDA. 
Similar STM observations of tip-induced atoms or molecules movement due to 
electrical field effect have been reported [42-45, 47-50]. 
Another possible explanation of the BDA migration is the tip-induced vibrational 
excitation. According to Persson, et al. [51, 52], when the tunneling electron injects into 
the unoccupied states of an adsorbate, the molecule forms a temporary ionic state. When 
the electron then tunnels into the substrate, the molecule goes back to the electronic 
neutral state. During the process, the nucleus positions of the molecule could be changed 
due to the Coulomb potential changes and thus excites a vibration. After this, the 
vibrational excited state can decay with two channels. One is to decay directly to an 
electron-hole pair, the other is to decay into a low-frequency translational mode, which 
is associated with the lateral hopping of the molecules. Ab-initio calculations[32] 
demonstrated that the stretch mode of N-H in BDA is about 0.4eV. STM measurement 
with ammonia on Cu(111)[53] also reported that inelastic tunneling electron introduced 
by STM tip is capable of the excitation of the N-H stretch mode, ( )s N H   in ammonia 
with 408meV. 
However, this vibrational excitation usually exhibits a sharp increase of the incident rate 
(defined as the percentage of the adsorbates that moved after a voltage pulse) around the 
excitation energy[27], whereas our measurement indicates a gradual increase of moving 
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of BDAs with increasing bias above 0.1V. In addition, one voltage pulse can result in 
tens of BDAs moving which is much bigger than the range an excited electron can 
influence. Therefore, we conclude that the first explanation is more plausible for the 
movement of BDA due to higher bias scanning above 0.1V. 
 
3.5. Summary 
In summary, We observed 5 different phases of BDA structures on Au(111) with UHV 
STM: isolated BDA, chain structure, network structure, line lattice, and square lattice. 
The latter three are SAMs. A simple phase diagram of different patterns due to different 
coverages is provided. In our studies, isolated BDA adsorbs flat to the surface with a cis 
configuration. In addition, we also showed the preferred adsorption sites of BDA, 
including step edges, herringbone elbow sites and fcc sites. Finally we also observed 
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Properties of Graphene Nanoislands on Co(0001) 
Graphene, as a 2D material, has attracted a lot of attention due to its novel properties 
since the successful fabrication in 2004.  The high carrier mobility[1, 2], possibility of 
chemical doping[3, 4], and optical transparency make it a potential building block for 
the future devices[5], such as  touchscreens, liquid crystal displays, organic photovoltaic 
cells, and organic light-emitting diodes (OLEDs). In addition, its weak spin-orbit 
coupling and large phase coherence length have suggested graphene as an ideal material 
for spintronics application [6-8]. 
In order to make devices out of graphene, it is inevitable to make metal electrodes 
connected with it, which can alter its electronic properties. Hence, it is essential to 
understand the interaction between graphene and metal in the contact region. 




4.1.1. Introduction to Graphene and Graphene Nanoribbons 
Brief history of graphene 
The term, “graphene”, was first coined to describe a single sheet of graphite in graphite 
intercalation compounds in 1987 [9]. However, it was not a true 2D material then, in the 
sense that it is neither in a free-standing form nor supported by a weak-coupled substrate. 
In 2004, Andre Geim and Konstantin Novoselov first successfully separated a single 
layer sheet of graphene on SiO2, who were awarded the 2010 Nobel Prize in Physics[10]. 
Since its discovery, graphene has become a popular subject due to its novel properties.  
One definition of graphene is described as follows: “Graphene is the name given to a 
flat monolayer of carbon atoms tightly packed into a two-dimensional (2D) honeycomb 
lattice, and is a basic building block for graphitic materials of all other dimensionalities. 
It can be wrapped up into 0D fullerenes, rolled into 1D nanotubes or stacked into 3D 
graphite”[11]. Indeed, graphene is the mother of all graphitic materials. Besides the 
materials mentioned in the definition, it can also be etched into nanoribbons, which will 
be discussed further later. The carbon-carbon bond length in the honeycomb lattice of 
graphene is 1.4 Å. 
Fabrication methods 
The primary methods to fabricate graphene are drawing method and epitaxial growth 
method (on SiC, Cu, Ni, Co, etc).  
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Drawing method refers to repeated splitting of a graphite piece into increasingly thinner 
pieces until a thin enough piece is achieved. It is often called the scotch tape method as 
scotch tape is used to separate the layers. One of the most common substrate used is 
SiO2 due to its wide application in the semiconductor industry and the weak coupling 
with graphene. In many cases, a special thickness of 300nm of SiO2 is used in order to 
increase the contrast between graphene and the underlying substrate under optical 
microscope.  With this method, graphene with extremely high mobility can be obtained. 
However, graphene size and throughput are limited in this case.   
Epitaxial growth method refers to the use of the atomic structure of various substrates to 
seed the graphene growth. The commonly used substrates are SiC or metal (Cu, Co, and 
Ir). With SiC, a direct heating (>1100
o
C) of SiC can produce graphene[12], whereas in 
the case of metal substrates, a chemical vapor deposition procedure is needed with 
hydrocarbon precursors[13, 14]. With this method, the graphene size can be as large as 
the substrate. However, the graphene thickness might be not uniform and the interaction 
between the graphene and substrate can influence the graphene properties.  
There are also other ways to produce graphene. For example, graphene can be produced 
through reduction of graphite oxide, which can be traced back to 1962 by P. Boehm[15]. 
By rapid heating of graphite oxide, few percent of graphene flakes can be produced 
along with graphite powders. However, the quality of the graphene flakes are not as 
good as exfoliated graphene.  
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Selected properties and potential application of graphene 
Graphene has unique transport properties due to its band structure. Intrinsic graphene is 
a semi-metal or a semiconductor with zero bandgap. The energy dispersion relation E vs. 
k is linear for low energies near the six corners of the 2D Brillouin zone. Thus, electrons 
or holes with low energy near those conical corners behave like massless Dirac fermions 
and those six corners of Brillouin zone are called Dirac points. The linear dispersion 
relation can be expressed as: 
 ( ) FE k k , (1.1) 
 Where F is the Fermi velocity and F ~10
6
 m/s.  
Experimental results show that graphene has remarkably high electron mobility at room 
temperature. It is also independent of temperature between 10K~100K, which implies 
that the dominant scattering mechanism is defect scattering [1, 16, 17].  
Graphene is also an ideal material for spin transport due to its weak spin-orbit coupling, 
large phase coherent length and near absence of nuclear magnetic moments. Electron 
spin-current injection and control in graphene was recently demonstrated [6, 8, 18].  
 






Graphene nanoribbons (GNRs) 
Graphene nanoribbons are particular patterns that are cut from graphene. Depending on 
how the edges are cut, they can have either zigzag or armchair pattern. In Figure 4.2, if 
the edges of the graphene nanoribbons are cut along green lines, the edges have zigzag 
patterns; if the edges are cut along the purple lines, they have armchair patterns. 
Figure 4.1: Schematic of the band structure of graphene near 
Fermi level.  
The valence and conduction bands are connected by 6 Dirac points which are 
connected with green lines. The dispersion relation near Dirac points is linear, 
which can be depicted by Dirac cones. 
(http://www.mirc.gatech.edu/raghu/?page_id=166) 





Calculations based on density functional theory show that armchair GNRs are 
semiconductors with an energy gap proportional to the inverse of the width of 
GNRs[19], and zigzag GNRs are also semiconducting and present spin polarized edges. 
Transport measurement verifies the inverse relation between the energy gap and the 
GNR width[20] but no experiment before 2009 has identified the exact configuration at 
the edges[5]. The spin polarized edges make GNRs as a potential application in 
Figure 4.2: Schematic of the zigzag edges and armchair edges of 
graphene.  
If the edges of the graphene nanoribbons are cut along green lines, the edges 
have zigzag patterns; if the edges are cut along the purple lines, they have 
armchair patterns. (Courtesy of Deborah Prezzi.) 
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spintronics. GNRs are also a possible alternative to copper as integrated circuit 
interconnects due to their high electrical and thermal conductivity. 
 
4.1.2． Introduction to Cobalt (Co) 
Cobalt properties 
Cobalt is a strong ferromagnet, with a stable magnetic polarization and high orbital 
magnetic moment [5, 21-26], which makes it an ideal material for spintronics 
application[27]. Its Curie temperature is 1115
o
C, and the magnetic moment is 1.6-1.7 
Bohr magnetons per atom[28]. 
Cobalt is known to have two allotropic phases, an hcp phase (at low temperature) and an 
fcc phase (at high temperature). The transition between hcp phase and fcc phase is 
reversible but enthalpy change ( 440 /h kJ mol  ) and volume change 
( / 0.0036V V  ) is small[24], this makes the intermix of the two crystal structure 
possible. The ideal transition temperature is approximately 700K with considerable 
thermal hysteresis.  
When the transition happens, there is a substantial change in the stacking sequence. 
Hence, the electronic structure, electrical resistivity, and work function will also change 
[24, 29]. In this way, a single crystal Co sample might be destroyed when the transition 
happens, which make the sample preparation more difficult than gold preparation. 
 




As mentioned above, the stable structure of cobalt at room temperature is hcp structure, 
whose facet is conventionally described by a four-number miller index. The four unit 
vectors are shown in Figure 4.3 as
1a , 2a , 3a , and c , where 1a , 2a , and 3a  are on the 
same plane and 120
o
C apart. c is perpendicular to all of the other unit vectors. In the 
four-number miller index for hcp structure, (ijkl), k=-(i+j).  
 
 
The hcp(0001) has a ABA stacking order, shown in Figure 4.4(a). In any adjacent two 
layers, the atoms of one layer always occupy the hollow sites of the other layer, which is 
Figure 4.3: Schematic of the unit vectors in hcp crystals.  
The four arrows indicate the four exes inside a unit cell of hcp crystals. 1a , 2a
and 3a are on the same place and 120
o
 apart from each. c  is perpendicular to all 
of the other axes. 
(web.mse.uiuc.edu/courses/mse280/notes/03/ch3_p3.ppt) 
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identical to any two adjacent layers in the fcc(111) configuration. Only by adding at 
least one more layer can we distinguish between fcc(111) and hcp(0001)  
 
 
From LEED studies, the Co(0001) atom-to-atom distance is ~2.5 Å. Compared with the 
graphene lattice constants, the mismatch is less than 2%. Besides, there is no indication 
of reconstruction and little surface relaxation, which suggest that we should observe 1x1 
surface atoms without a long-range reconstruction[26, 30].  
 
Figure 4.4: Schematic of hcp(0001) structures.  
(a) The hcp structure from side view. Gery, blue and green atoms are in three 
different layers and form ABA stacking. (b) The same structure from top view. 
Blue and red atoms are two different layers. 
(web.mse.uiuc.edu/courses/mse280/notes/03/ch3_p3.ppt) 
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Preparation of Co(0001) 
We use a traditional sputtering and annealing method, starting from a precut Co(0001) 
single crystal, similar to the preparation of Au(111). The most important difference is 
the annealing temperature. As mentioned in the previous section, there is a phase 
transition of Co hcp to fcc structure around 700K. Therefore, we have to strictly control 
the temperature below the transition temperature.  
 
Electronic structures of Co(0001) 
The electronic structures of Co(0001) have also been thoroughly studied. The origin of 
the states is mostly clear by combining experimental results (mainly obtained by 
photoemission spectroscopy and scanning tunneling spectroscopy) and theoretical 
calculations [21-23, 25, 26]. 
In the region of E>EF, 3 peaks have been detected by spin-resolved inverse 
photoemission spectroscopy[23] within 2eV above Fermi level. The peak closest to the 
Fermi level is located at 0.24eV, which is assigned as a majority-spin surface state 
located at the surface Brillouin zone center . Another two features are around 0.75eV 
and are very close to each other. They are assigned to be associated with minority-spin 
states, and they are either surface states or a mixture of bulk states and surface states.   
In the region below Fermi level, different measurements and calculations have some 
discrepancies. Photoemission spectroscopy detected a peak at -0.3eV, which was 
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assigned as a sp-like surface state [25, 26]. Scanning Tunneling microscopy detected a 
peak at -0.43eV instead and it was identified as a minority-spin  -centered surface 
state[21]. Later on, a spin-polarized calculation identified an additional state at -0.5eV 
as a minority-spin surface state[22]. 
 
4.2. Experimental and Calculation Methods 
The experiment was performed in a low-temperature Omicron STM under ultrahigh 
vacuum conditions, at a base pressure of 1x10
-11
 Torr. A cobalt single crystal with 
precut (0001) orientation was cleaned in situ by repeated cycles of argon sputtering and 
annealing at 570K. The STM image of a clean Co(0001) surface was shown in Figure 
4.5 with no obvious reconstruction. The lattice constant is 2.5 Å, as expected[30]. 
After obtaining the clean surface, we dosed contorted hexabenzocoronene (HBC)[31] 
molecules (The structure of HBC was shown in the inset of Figure 4.5.) onto the clean 
Co(0001) surface (kept at room temperature) by thermal deposition at 605K. By 
annealing the sample at ~600K for 20min, we were able to obtain graphene nanoislands. 
All the STM and STS were performed at 4.9K. 





We also carried out DFT calculations based on local-density approximation for the 
exchange-correlation potential, using a plane-wave basis set and ultrasoft 
pseudopotentials, as implemented in the Quantum-ESPRESSO package. The calculation 




Figure 4.5: STM topographic image of Co(0001) 
1x1 structure of Co(0001) without any obvious reconstruction. .The 
measured lattice constant is 2.5 Å. The scanning voltage is 5mV. The structure 
of one HBC molecule was illustrated in the inset. 
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4.3. Results and Discussion 
4.3.1 Structures of the Graphene Nanoislands 
The STM images of as-deposited and after annealing HBC/Co(0001) are shown in 
Figure 4.6. The HBC molecules are clustered on the surface without any obvious 
ordered structures. After annealing at 600K, which is above the temperature (~410K) of 
dehydrogenation and H2-desorption temperature for hydrocarbons on Co(0001)[32], 
they were dehydrogenated and epitaxially grow on the substrate to form islands of 
nanometer scale.  
Most of the islands have triangular or hexagonal shape (shown in Figure 4.6b). All of 
the edges preferentially exhibit zigzag configurations which will be discussed in a later 
section. The measured height of the graphene adlayer above the metal surface varies 
with the scanning voltage, ranging from ~1.5 Å at low tunneling bias to ~2.2 Å at high 
tunneling bias (Figure 4.7). 
 





Figure 4.6: STM topographic images of as-deposited and after 
thermal annealing of HBC/Co(0001) 
 (a-b) Co(0001) after deposition of HBC molecules, which are clustered 
on the surface without ordered structures. After thermal annealing, they form 
triangular or hexagonal islands in (c). The scanning bias is 3mV in (a-b) and 
5mV in (c). 
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We also examined the registry of the carbon atoms on the Co substrate. Under bias 
condition of -3mV, both the carbon atoms on the graphene adlayer and cobalt on 
Co(0001) are resolved, as in Figure 4.8. However, only every other carbon atoms are 
resolved, just like in the case of graphite[33]. This effect is expected due to the 
inequivalence of adjacent carbon atoms in the graphene adlayer with respect to the 
underlying substrate. With the help of the guidelines in Figure 4.8a, we can clearly see 
that the resolved carbon atoms are sitting directly above the cobalt atoms on the 
substrate (on-top site, or A-site), which demonstrates epitaxial growth of the graphene 
nanoislands. Since one of the two inequivalent carbon atoms in a graphene unit cell is 
sitting directly at A-site, the other carbon atoms must be either on an hcp hollow site (B-
site), or on an fcc hollow site (C-site) of the cobalt substrate (See the AB and AC 
models in Figure 4.8b). Therefore, a structure model like the BC model in Figure 4.8b is 
unlikely. 





Figure 4.7: STM topographic image of one graphene island and 
the corresponding height profile on Co(0001) 
 In (a), an STM topographic image of one hexagonal-shape graphene 
island on Co(0001) is shown. Both of the carbon atoms on the graphene 
adlayer and the Co atoms on the substrate are resolved. The scanning voltage is 
-3mV. (b) The line profile at the light blue curve. The blue profile is from low 
bias scanning condition (-3mV) and the red profile is from high bias scanning 
condition (-400mV). 
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From DFT calculations, the spacing between the plane of Co atoms and the graphene 
adlayer for the on-top geometries was found to be 2.07 Å, which is comparable to the 
STM measurement of 1.5~2.2 Å. Comparing this spacing with those between graphene 
and other metals such as Au, Ag, Cu, or Pt which have a typical value of 3.3 Å[34], it is 
much smaller. This is due to a stronger interaction than van der Waals interaction with 
the surface. 
In addition, the binding energies for the three different structure models are also 
calculated. The AC model appears to be the most stable configuration (Eb=0.264eV), 
which has almost the same binding energy of the AB model (Eb=0.256eV). The BC 
model has the smallest binding energy (Eb=0.056eV) and is unlikely a stable 
configuration if compared to the AC and BC models. Similar results are also obtained 
from other calculation[34]. 
 
 





Figure 4.8: STM topographic image of one graphene island and 
the schematics of possible epitaxial growth models on Co(0001) 
 (a) An STM topographic image of one triangular graphene island on 
Co(0001). Both of the carbon atoms on the graphene adlayer and the cobalt 
atoms on Co(0001) are resolved under this tunneling condition. The registry of 
the carbon atoms relative to the substrate atoms are also shown with the 
guidelines. The scanning bias is -3mV. (b) Three structure models of 
epitaxially grown graphene on Co substrate are shown. Carbon atoms are 
shown in purple; the top layer and the second layer of Co atoms are shown in 
green and black, respectively. 
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4.3.2. Electronic Properties  
The differential conductance spectra for both of the clean Co(0001) substrate and a 
graphene nanoisland on Co(0001) are shown in Figure 4.9. In the spectrum of cobalt in 
Figure 4.9a, we observe three main features: a strong peak at -0.52eV, a feature at 
+0.1eV, and a feature around +0.74eV. The peak at -0.52eV is found to be a Co(0001) 
surface state of minority-spin character, as expected from a theoretical calculation[22]  
The feature at +0.1eV is a majority-spin surface state at Brillouin zone center , to 
which similar results have been observed by photoemission measurement[23]. The 
feature around +0.74eV is associated with minority-spin, corresponding to either a 
surface state or a mixture of surface and bulk states[23]. 
The obtained STS spectra of the central region of the graphene nanoislands are very 
different from those of clean Co(0001). Shown in Figure 4.9b is the differential 
conductance spectrum averaged over a small area near the center of a graphene island 
(see the rectangular region in Figure 4.7a), well separated from the graphene boundaries 
and away from any defect. The results have been reproduced by different tips, therefore, 
we can rule out the contributions from tip artifacts. In addition, the grid points when the 
STS was performed encompass at least 23 graphene unit cells with a fine spacing of 
~0.86 Å, therefore, the results represent true spatially averaged spectra over two atoms 
in the graphene unit cell. There are three main features on the spectra of graphene/Co at 
-0.37eV, 0.25eV, and +0.64eV. They are designated as P1, P2, and P3, respectively. 
Compared with the spectra of clean Co(0001), the features are quite different; the results 
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Since the AC structure is the most stable structure among the three possible structures, 
the band structure for AC is obtained by DFT calculation. In Figure 4.10, the majority-
spin bands are shown in grey shade, among which the contributions from carbon are 
Figure 4.9: Experimental differential conductance spectra, 
dI/dV, of Co(0001) and graphene island/Co 
 Experimental differential conductance spectra, dI/dV, of (a) clean 
Co(0001) substrate and (b) graphene island on Co(0001), averaged over the 
rectangular region shown in Figure 4.7a. The three main features are labeled as 
P1, P2, and P3, respectively. All energies are referenced to the Fermi level. 
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shown in red dots. In order to compare with the ideal graphene sheet, we also plot the 
band structure of the ideal graphene sheet in the same figure in black lines, only with an 
energy downshift of 1.1eV. In the figure, we can find that the downshifted  bands for 
ideal graphene sheet and graphene/Co perfectly overlap, as expected, because   bonds 
are in-plane and don’t interact with Co. The downshift of 1.1eV indicates an apparent n-
dope situation. The calculated work function for graphene/Co is 3.65eV, while those for 
isolated graphene and Co(0001) are 4.39eV and 5.40eV, respectively. The decrease of 
the work function is consistent with the downshift of  bands. 
The  bands are very different between isolated graphene and graphene/Co. The Dirac 
cone of the ideal graphene at K point has been destroyed. The apparent portions of the 
 bands are shifted by an additional ~1eV. These observations indicate a strong 
coupling of the   bands to Co substrate. 
The projected density of states (PDOS) of graphene/Co is calculated by summing up the 
projections of each state onto the carbon zp orbitals. The upper majority-spin band in 
Figure 4.10b results in two peaks from -2V to 2V: 0.8eV and -0.3eV, which are derived 
from the carbon contributions from the region near M-K line. (The main contribution 
from carbon to the bands, shown in red dots in Figure 4.10 for the two spin channels 
(red dots), is mainly visible around the K point.) On the other hand, the minority-spin 
band in Figure 4.10c results in two analogue peaks at 1.7eV and 0.8eV.  





Figure 4.10: Calculated energy bands are density of states of 
graphene on Co(0001) in the AC geometry. 
 (a)Majority-spin bands with Co contributions (grey lines) and carbon 
contributions (red dots), against the bulk Co(0001) projected bands (shaded 
area) and the energy bands for ideal graphene downshifted by 1.1eV (black 
lines). (b) Details of (a) near Fermi level (on the left) and the atom-resolved 
and total projected DOS (on the right.) The red and blue curves are the PDOS 
from A-site and C-site, respectively. The black curve is the total PDOS. (c) 
Same of minority-spin bands. 





Figure 4.11: Comparison of calculated PDOS and experimental 
STS data of graphene/Co(0001). 
(a) Calculated PDOS and (b) experimental STS data of graphene/Co(0001) 
with main features labeled with P1, P2, and P3. 





Figure 4.12: STM topographic images, conductance map, and 
STS of graphene islands on Co(0001). 
(a-b) Topographic images of graphene islands with the corresponding 
conductance map around -150meV. The images were obtained at scanning bias 
of -3mV. (c) The STS of different regions on graphene islands. The pink and 
green curves were taken from edge regions and the black curve was from center 
region. The corresponding area is shown in (b) with the same colors. 
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The sum of the PDOS for majority-spin and minority-spin (shown in Figure 4.11a), 
which is consistent with the experimental results (shown again in Figure 4.11b), with 
differences in the feature locations of about 0.1-0.2eV. As noted above, those features 
result mainly from the regions near M-K line, which are expected to decay quickly as a 
function of distance above the surface near the Brillouin zone center. On the other hand, 
the states at zone center have little contribution from the graphene states, giving rise to 
featureless partial DOS, which is markedly different from the experiment. Therefore, we 
think that a mechanism which mixes zone-edge and zone-center states might be present. 
 
4.3.3. Edge States 
As mentioned above in Section 4.3.1, the graphene islands are mostly triangular or 




, preserving the edge type (See Figure 4.12a). 
In a closer inspection, we found that both of shapes have zigzag edges. In addition, we 
have found an edge localized state ~ -150meV if we compare STS in the center region 
with that of the edge region in Figure 4.12c. A conductance map around this bias also 
shows a bright feature localized at the edges (See insets of Figure 4.12a-b).  
It is already known that armchair edge type was found to be more stable according to 
theory calculation[36]. However, in our calculation, when the ribbons are adsorbed to 
Co(0001) substrate, the zigzag type is found to be more stable, which is consistent with 
experimental results. 




In conclusion, we have successfully grown epitaxial graphene nanoislands on Co(0001). 
Our STM results indicate an on-top registry with the underlying substrate with zigzag 
edges. These phenomena have been further validated by DFT calculations. We also 
observed several distinctive features from isolated graphene sheet in the conductance 
spectrum, which was interpreted to result from strong coupling with the cobalt substrate 
by DFT calculation. Furthermore, distinctive electronic features exist at the edges from 
center area, which will need further exploration. 
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