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Abstract: Petri nets, a popular discrete automaton model, ar  convenient for describing some parallel operations. A net 
used for such purpose cannot be a closed system but has to contain input and output places. Such a model is 
defined here as an operational Petri net.  
 Analysis of Petri nets is a difficult task. In the paper the method of analysis is suggested, based on the 
original approach to decomposition and oriented for the considered class of nets. Applying the approach to 
the cyclic nets is also considered. Some experimental results are presented.  
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1. INTRODUCTION  
Petri nets [1] are widely used in computer 
science as a formal model for description of 
parallel processes and systems, such as 
parallel algorithms, communication protocols 
or asynchronous circuits. Analysis of such 
nets is an important and non-trivial task, 
because even a simple net may have a huge 
number of possible states (markings). 
A perspective approach to analysis of Petri 
nets and, generally, of parallel discrete 
systems, is based on the idea of decomposition 
[2,3]. In this paper the idea is used for analysis 
of operational Petri nets (OPN) – a special but 
wide sub-class of Petri nets [4,5]. The task of 
net analysis is reduced to the task of analysis 
of the blocks of its decomposition, which may 
be considerably smaller than the net itself. 
That can simplify analysis of the big nets. The 
approach is also expanded onto reversible 
Petri nets [6]. 
Some results are recalled published before 
in Russian [7]. New results are added. 
Two tasks of analysis are solved here: 
checking for correctness of an initial marking 
and, if it is correct, finding the set of terminal 
markings reachable from it. Also, the task of 
reversibility check for general Petri nets is 
reduced to the task of checking the initial 
markings of OPNs. 
2. NECESSARY 
DEFINITIONS 
A Petri net is a triple Σ = (P, T, F), where 
P is a set of places, T – a set of transitions; 
P∩T=∅; F⊆(P×T)∪(T×P). For t∈T, •t 
denotes {p∈P|(p, t)∈F}; t• denotes {p∈P|(t, 
p)∈F}; •t and t• are the sets of input and output 
places, respectively. A Petri net can also be 
considered as an oriented bipartite graph. A 
marking of a net is defined as a function M: 
P→{0, 1, 2,…}. It can be considered as a 
number of tokens situated in the net places. 
A transition t is enabled and can fire if all 
its input places contain tokens. Transition 
firing removes one token from each input 
place and adds one token to each output place, 
changing the current marking in such a way. A 
marking that can be reached from M by a 
firing sequence is called reachable from M; 
the set of reachable markings is denoted as 
[M 〉. A transition is live if there is a reachable 
marking in which it is enabled; otherwise it is 
dead. The whole net is live if in all the 
reachable markings all the transitions of the 
net are live. The net is afe if in any reachable 
marking no place contains more than 1 token. 
As far as we are going to deal only with safe 
nets here, the markings will be specified by 
the sets of places containing tokens. A net is 
reversible if it can return to the initial marking 
from any reachable marking. 
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where n is the number of transitions in the 
net. Let I=L\N be the input of the net, and 
elements of this set are the input nodes. Let 
O=N\L be the output of the net, and elements 
of this set are the output nodes. Let P=L∪N, 
and let the elements of the set L∩N be the 
internal nodes of the net. 
Suppose that in any initial marking only 
the input nodes may contain tokens. Let an 
initial marking M0 be correct if the next 
conditions are satisfied. 
The net is safe for this initial marking. 
From any marking M reachable from M0, a 
dead marking is reachable (where all the 
transitions are dead). 
All the reachable dead markings are 
terminal (only the output nodes contain 
tokens). 
Such net is called an operational Petri net, 
or OPN. 
An example of OPN is shown at Fig. 1. 











Figure 1. An example of operational Petri net 
3. RELATION 
IMPLEMENTED BY OPN 
Let’s denote the set of all correct initial 
markings of an OPN by C, and the set of all 
the reachable terminal markings by E. The 
transformation R of C to E implemented by 
the OPN is its important characteristic. As far 
as several elements of E may correspond to a 
single element of C, the transformation is not 
functional; it is a binary relation R⊆C×E. 
Some binary relations, however, cannot be 
implemented by an OPN. 
Let’s say that the OPN T recognizes the set 
C, if a set E exists such that T implements the 
relation R⊆C×E. Set C is recognizable if an 
OPN exists recognizing it. 
Several affirmations are given below. No 
proofs are given because of the lack of space. 
Affirmation 1. If the initial markings xi 
and xj (specified as the sets of places 
containing tokens) are correct and xi⊂ j, then 
the initial marking xj\xi is correct. 
Let’s define the correct initial markings xi 
and xj as compatible if there exists a correct 
initial marking xk such that xi⊆xk and xj⊆xk. 
Affirmation 2. If the correct initial 
markings xi and xj are compatible and 
orthogonal (xi∩xj=∅), then the initial marking 
xj∪xi is correct. 
Affirmation 3. The correct orthogonal 
initial markings xi and xj are compatible if and 
only if xk∩xl=∅ for any states xk and xl such 
that xk∈[x i〉 and xl∈[x j〉.  
Let us denote the set of terminal markings 
reachable from the correct initial marking xi 
by Di: Di = {y j/(xi,yj)∈R}. And let’s denote 
the set of all the output nodes which can 
obtain tokens in the terminal markings 
reachable from xi by U[Di]. 
Affirmation 4. If the correct initial 
markings xi and xj are compatible and 
orthogonal, then U[Di]∩U[D j]=∅. 
Affirmation 5. If the initial markings xi 
and xj are correct, xi⊂xj and xk=xj\xi≠∅, then 
U[Dk]∩U[D i]=∅. 
Let’s call a correct initial marking xi 
minimum if there is no correct initial marking 
xj such that xj⊂xi. Let’s denote the set of all 
the minimum correct initial markings as Cmin.  
Affirmation 6. The minimum possible 
number of output nodes of an OPN is equal to 
the chromatic number of the compatibility 
graph of the elements of Cmin. 
Consequence. If an OPN has only one 
output node, no correct initial markings 
include one another. 
Affirmation 7. Any correct initial marking 
xi is a unification of several (at least one) 
minimum and orthogonal to each other correct 
initial markings xi1,xi2, …, xiq, and  
DI={{d 1,d2, …, dq} / d1∈Di1, d2∈Di2, …, 
dq∈Diq}. (2) 
The opposite statement is not true.  
Affirmation 8. Any relation R⊆C×E 
satisfying the conditions of Affirmations 1 and 
4 can be implemented by an OPN. 
Affirmation 9. Any set of initial markings 
satisfying the conditions of Affirmation 1 can 
be recognized by an OPN. 
4. DECOMPOSITION OF 
OPN 
An OPN T is a unification of the OPNs T1 
and T2, if the set of transitions of T is a 
unification of the sets of transitions of T1 and 
T2. In such case L = L1∪L2,  N=N1∪N2. The 
operation of unification can be generalized for 
any number of OPNs. 
Unification of the nets T1 and T2 such that 
L1∩L2 = ∅ and N=N1∩N2 will be called their 
composition. It is easy to see that for such nets 
only those places can be common, which are 
the input nodes for one net and the output 
nodes for the other. 
At Fig. 2 the different variants of 
composition of two OPNs are shown. The 
arrows specify orientation of the nets – from 
the input to output nodes. The common nodes 
of the nets are the internal nodes for their 
composition. If OPN T is a composition of 
OPNs T1 and T2, then 
I=(I1∪I2)\(O1∪O2), O=(O1∪O2)\(I1∪I2). (3) 
The operation of composition can also be 
easily generalized for multiple nets.  
Affirmation 10. A unification T of the 
operational Petri nets T1 T2, …, Tr is their 
composition if and only if the next condition 
is satisfied: no place belongs to more than two 
nets of the set {T1, T2, …, Tr}. 
Now let us formulate the task of 
decomposition of a given OPN. The sub-nets 
T1 T2, …, Tr which composition constitutes 
the net T will be called blocks in T. 
Affirmation 11. A sub-net Tj of an 
operational Petri net T is a block, if and only if 
for every transition t∈T\Tj: t•∩Pj⊆Ij, 
•t∩Pj⊆Oj. 
Affirmation 12. If a sub-net Tj of the 
operational Petri net T is a block, then T\Tj is 
















d). Complete cyclic composition
e). Partial cyclic composition
 
Figure 2. Variants of composition of two OPNs 
We will say that two transitions are in the 
relation of alternative joint if their input or 
output sets of places intersect.  
Affirmation 13. Transitive closure of the 
relation of alternative joint of the set of 
transitions of an OPN specifies its 
decomposition into minimum blocks.  
Note that there are nets, which cannot be 
decomposed into blocks, and there are nets, 
for which each transition is a block. 
Affirmation 14. A unification of the 
blocks is a block. 
5. ANALYSIS OF TWO-
BLOCK COMPOSITIONS 
Let the OPN T be a partial sequential 
composition of the blocks T1, T2 (Fig. 2c). The 
set of its input nodes I=I1∪(I2\O1), the set of 
its output nodes O= O2∪(O1\I2). The set O1∪I2 
denote as Q. Let’s consider now the task of 
behavior analysis of such composition. Below 
M0 is an initial state of T. 
Affirmation 15. Any marking M reachable 
from M0, such that only output nodes of T1
(and any places of T2) may contain tokens, is 
also reachable from a marking M’ such that 
only output nodes of T1 and input nodes of T2 
may contain tokens. 
That means that for analysis of the net 
behavior there is no need to consider the 
markings in which internal poles of both 
blocks contain tokens. The relation R 
implemented by the two-block composition 
can be calculated if the relations R1 and R2 
implemented by the blocks are known. 
Affirmation 16. Relation R implemented 
by the complete sequential composition of the 
blocks T1 and T2 is constituted by all the pairs 




For the partial sequential composition the 
elements of relation R will be denoted as 
follows: 
x = x’ ∪ x’’, where x’ ⊆ I1 and x’’ ⊆ 
I2\O1; 
y = y’ ∪ y’’, where y’ ⊆ O2 and y’’ ⊆ 
O1\I2. (5) 
Affirmation 17. Relation R implemented 
by the partial sequential composition of the 
blocks T1 and T2 is constituted by all the pairs 




  c) ∀z∈R1(x’): (z∩I2∪x’’) ∈C2. (6) 
Affirmation 18. Relation R implemented 
by the partial cyclic composition of the blocks 
T1 and T2 cannot be obtained from the 
relations implemented by these blocks. 
6. DECOMPOSITION 
METHOD OF OPN 
ANALYSIS 
The results of the previous section can be 
easily generalized for multi-block 
compositions. The next follows from 
Affirmations 16-18. 
Affirmation 19. Analysis of an acyclic 
composition of several blocks can be reduced 
to analysis of blocks. 
For the analysis of any OPN it should be 
decomposed into minimum blocks, and then 
each cyclic composition (not only of two 
blocks) must be united into single block. It can 
be performed by finding the transitive closure 
of the relation V of partial order, where two 
blocks T1 and T2 are in that relation if they 
have a common node – output for T1 and input 
for T2. 
This relation specifies the order of the net 
analysis: a block T can be analyzed only when 
all the blocks, with which it shares its input 
nodes, have been analyzed. 
So the following algorithm of OPN 
analysis is proposed. 
Algorithm 1 
The OPN T and initial marking M0 are 
given. 
1. Decompose the net T into minimum 
blocks. 
2. Unite all the cycles composed by blocks. 
3. D := {M 0}. 
4. While D contains markings in which some 
tokens are situated in the non-output 
nodes of T, do: 
4.1. Find a block Ti such that there is no 
block Tj not analyzed yet for which 
(Tj,Ti)∈V. 
4.2. For each marking M belonging to D 
such that there are tokens in the input 
nodes of Ti, find the terminal 
markings of Ti reachable from it and 
replace M in D by those markings 
(tokens not belonging to the places of 
Ti don’t change their positions). 
4.3. If at least one of the initial markings 
for Ti is found to be incorrect, go to 
6. 
5. The initial marking M0 is correct, and D 
contains all the terminal markings 
reachable from it in T. The end. 
6. The initial marking is incorrect. The end. 




In [7] the notion of quasi-liveness is 
defined: a net is quasi-live if from any 
marking reachable from the initial one, a 
terminal marking is reachable. It is easy to see 
that adding to a quasi-live OPN a transition 
for each terminal marking, which firing 
changes the terminal marking for an initial 
one, transforms it into a live Petri net.  
Analogously, a Petri net satisfying some 
conditions can be “unfolded” into an OPN. It 
can be easily done if its initial marking 
contains a single token. The condition can be 
generalized – if for all the transitions such that 
their input sets of places intersect with the 
initial marking their input sets of places are 
the same, the net can be transformed into 
OPN. The same, if the similar statement is 
true for the output sets of places. It is easy to 
see that if and only if the original net is live 
and safe, the resulting OPN will be quasi-live, 
will have no dead transitions and will have 
only one correct initial marking and one 
terminal marking. 
So, if a Petri net is supposed to be 
reversible, and if it satisfies the condition 
formulated above, then it can be transformed 
into OPN and analyzed by the described 
method. It would allow checking liveness and 
safeness of the original net. Also, if the net is 
not live or not safe, it would allow to obtain a 
non-safe marking or marking from which the 
net cannot return to the initial one – together 
with firing sequence leading to such marking; 
or the list of dead transitions. 
It follows that the next algorithm can be 
used for liveness and safeness analysis of a 
net, such that all the tokens from the places 
containing them in the initial marking can be 
removed (or put there) only by a single 
transition firing. For any non-LS net the 
algorithm will get a transition firing sequence 
leading to a “wrong” marking, or the list of 
dead transitions. 
Algorithm 2 
The Petri net T and initial marking M0 are 
given. 
1. Add a place for each place having a token 
in M0. Now all the edges in the net graph, 
leading to the place having a token in M0, 
replace with the edges leading to the new 
places (see Fig. 3). An OPN is obtained. 
Now the places having tokens in M0 are 
its input nodes, and the new places are its 
output nodes. 
2. Check the initial marking M0 for this net 
using Algorithm 1. 
3. If the initial marking is found incorrect: 
3.1. if from some reachable marking no 
terminal marking is reachable: 
3.1.1. if such marking is reachable 
that all the output nodes are 
marked together with some 
internal – the net is not safe; 
3.1.2. else it is not live; 
3.2. if an unsafe place is found – the 
original net is not safe. 
4. If the initial marking is found correct: 
4.1. if a terminal marking is found such 
that not all the output nodes are 
marked or if some transitions have 
not fired during simulation – the 
original net is not live. 
4.2. else it is live and safe. 
5. The end. 




























a) A Petri net
b) The corresponding OPN
 
Figure 3. A Petri net and the corresponding OPN (p9 is 







Let’s consider the nets at Fig. 3; one of 
them is operational (b), and another (b) can be 
transformed into OPN, as it is described in 
Algorithm 2. At Fig. 4 block decomposition of 
the net is shown. 
At Fig.5 reduced reachability graph (RRG) 
is shown, which is constructed by the 
algorithm. The complete reachability graph 
for this net has 14 nodes and 32 edges. 
At Fig. 6, 7 the analysis process is shown 
for the net similar to the net shown at Fig. 3, 
but with a dead but non-terminal marking 
reachable  
It is interesting to compare this method 
with the method suggested in [8], where also a 
sub-graph of the reachability graph is 
constructed and where a similar object is 
analyzed. Comparative analysis of the 
methods and studying the effects of their 
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Figure 7. RRG for the net shown at Fig. 6. 
9. 10. EXPERIMENTAL 
RESULTS 
Table 1. Average number of transitions in maximal 
blocks after the net decomposition  
Number of transitions Number of 
places 20 40 60 
20 16 35  
40 18 7 21 
60 18 10 6 
80 18 17 7 
100 19 21 5 




18 18 9 
 
For the experiments (PC K6 II 266 MHz) 
the random net generator [9] and the program 
implementing the described method were 
used. For the biggest nets investigated – with 
65 transitions and 120 places – the maximum 
time of analysis was 3 ms. As far as it is 
supposed that the blocks are analysed by 
constructing the complete reachability graphs 
for them, the most critical parameter of net 
decomposition is size of the biggest block. 
The size of a block means here the number of 
transitions in it. The average results obtained 
in series of experiments are shown in Table 1 
The next conclusion follows from those 
results: with the net growth, the relation 
between its size and the size of its biggest 
block grows. That means that the method is 
efficient for big nets. It is less efficient for the 
nets with |P|<<|T|; it is intuitively clear that 
the structure of such nets makes block 
decomposition less possible. 
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