tissue microstructures using OCT imaging systems. Some methods utilize the Doppler shift in the phase information of OCT images for optical flow measurement [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , while some statistical methods analyze the variations of speckle in the OCT structural images [19] [20] [21] .
Optical Doppler tomography (ODT) combines Doppler velocimetry with OCT and utilizes the Doppler shift in the frequency of light scattered from a moving particle (such as red blood cells) to measure the velocity in both time-domain OCT [8] and FDOCT [9] . In order to detect the Doppler shifts in the frequency spectrum, multiple observations (ensembles) of the interference signal from the same location are acquired. Then, the Doppler center frequency is estimated using spectrogram method based on the short-time Fourier transform algorithm. However, the minimum detectable Doppler frequency shift varies inversely with the fast Fourier transform window time at each pixel, which introduces a tradeoff between velocity sensitivity and imaging speed, as well as spatial resolution [10] .
In order to remove the relationship between the velocity sensitivity and spatial resolution while maintaining a high acquisition speed, phase-resolved ODT (PRODT) was introduced in time [10] and frequency domain [9] . PRODT evaluates the phase difference between adjacent A-lines within one B-image to estimate the Doppler frequency shift. Then, the estimated mean frequency is used to measure the blood flow velocity using Kasai autocorrelation technique [11] . Although widely used, the sensitivity of PRODT to blood flow is low and makes it difficult to visualize 3-D microcirculations in applications such as human skin, where the blood flow within the capillary vessels is in the order of 0.1-0.9 mm/s [12] . Also, it would be advantageous to extract Doppler information using the frequencydomain method because the velocity dynamic range of a PRODT system is determined by A-line scanning rate. The drawbacks of Doppler OCT are its insensitivity to transverse component of blood flow and also its dependence on the phase stability of the system.
Vokac et al. [13] proposed a method to improve the sensitivity of PROCT by utilizing the phase variance between adjacent B-scans. However, their method was sensitive to slow flows within capillary vessels because the time interval between the adjacent B-scan images was relatively long (approximately few microseconds). Because of the relatively long imaging time (∼25 min), their method could not be used for in vivo human applications such as human skin or retina, where involuntary subject movements are inevitable.
Optical microangiography (OMAG) is a 3-D imaging modality [14] , which has shown promising results for imaging cerebral blood flow in mice [15] and rat [16] and ocular blood flow in human retina [17] . OMAG exploited the inherent properties of the OCT signals to efficiently separate the moving and static scattering elements within tissue, and hence, enabled precise localization of blood perfusion in 3-D microstructures. This was achieved by modulating the spatial OCT spectral interferogram at a constant modulation frequency while the probe beam was scanned across the B-scans. Also, another extension of OMAG has been used to visualize detailed microcirculation within human skin tissue beds [18] . In this extension, as opposed to the previous OMAG method, the A-line density of B-scan was decreased, while B-scan density was increased. The OMAG algorithm was then applied on C-scan direction (elevation direction) rather than B-scan direction (lateral direction), as in the conventional approach.
Clutter rejection is one of the most important data processing steps in visualizing blood perfusion and vascular structures. Clutter is the scattered signal from stationary or slowly moving tissues in the coherence sampling volume of the probe beam in the sample arm. Since clutter signal is typically stronger than the Doppler signal, it can reduce the sensitivity and accuracy in estimating the flow. The concept of clutter rejection filtering is similar to medical ultrasonic imaging, where mechanical ultrasound waves are used to visualize the blood flow in arteries and veins. Color Doppler imaging (CDI), a tomographic real-time imaging technique, is one of the principal ultrasonic imaging modalities that is similar to OMAG and has a wide range of clinical applications. In CDI, blood flow of a region of interest is color coded and visualized on top of B-mode (grayscale-coded intensity image of tissue structures) images and displayed in real time (33 frames per second (fps) or higher). In order to estimate the Doppler frequency shift, clutter should be suppressed using a postprocessing step commonly known as clutter rejection filtering. Clutter filters can be divided into three main categories: static filters, where an IIR or finite-impulse response filter with fixed coefficients is used, adaptive filters, where the characteristics of the filter is adapted to the received signal, and a combination of static and adaptive filters. Static filters are widely used and preferred over adaptive ones in commercial products because they can be implemented in real time. However, static filters cannot efficiently remove clutter due to nonstationary tissue motions from cardiac activities, respiration, and the transducer/patient movements. Also, the assumption that clutter is centered around zero frequency is not always met in practice. Several adaptive filters have been proposed among which eigenregression filters can theoretically provide the maximum clutter suppression due to its best mean-square approximation of the clutter [19] .
There are several methods proposed in the literature for clutter rejection in OCT-based flow imaging. Li and Ren [23] developed a delay line filter (DLF) to reject the clutter effect and showed that a first-order phase-shifted DLF could effectively remove the clutter in capillary flow phantom and in mouse ear. Compared to the conventional PRODT, DLF was more sensitive to Doppler flow and picking up small blood vessels that were masked by clutter signal in PROCT. Also, An et al. [18] applied a static high-pass filter in OMAG to remove the clutter component from the received Doppler signal. However, these static filters were sensitive to tissue movements and their performance in removing the clutter degraded at the presence of unwanted motion. In order to compensate bulk tissue motion, An and Wang [17] proposed a phase-compensation method to estimate clutter's center frequency and shift it to zero, and then applied a static filter to remove the clutter component. However, this technique may not be effective when the clutter is broadband or the flow signal is very strong, where the estimated center frequency may not be accurate.
In this paper, we propose eigendecposition (ED)-based filtering technique for clutter rejection in optical imaging of blood flow. A series of flow phantom studies are performed, where tissue (phantom) motion is externally introduced by tapping over the imaging surface to simulate tissue motion. The performance of ED-based clutter rejection in removing the tissue motion and picking up the flow information is studied, and the efficiency of the proposed technique is compared with those of phase-compensation method and static high-pass filtering. Also, in vivo experiments are performed for visualizing microcirculations within human skin tissue beds, and the performance of different clutter filters is compared with each other. Finally, we show the sensitivity of the ED-based clutter rejection filters in picking up blood flow in the capillaries of mouse ear.
II. METHODOLOGY

A. Experimental Setup
The schematic of the imaging system (ultrahigh sensitive (UHS)-OMAG) is shown in Fig. 1 [18] . The light source was a superluminiscent diode (SLD, DenseLight, Singapore) with the center wavelength of 1310 nm and bandwidth of 65 nm. The axial resolution of the system in the air using this SLD was ∼12 μm. An optical circulator was used to couple the light from the SLD into fiber-based Michelson interferometer. In the reference arm of the interferometer, a stationary mirror was utilized after polarization controller. In the sample arm of the interferometer, an objective lens with 50-mm focal length was used to achieve ∼16 μm lateral resolution. Then, a 2 × 2 optical fiber coupler was utilized to recombine the backscattered light from the sample and the reflected light from the reference mirror. Since the wavelength of the light source is invisible to the human eye, a 633-nm laser diode is used as a guiding beam to locate the imaging position. This reference helps to adjust the sample under the OCT system and image the desired location. The recombined light was then routed to a home-built high-speed spectrometer via the optical circulator. In the design of the spectrometer, a collimator with the focal length of 30 mm and a 14-b, 1024-pixels InGaAs linescan camera were used. The camera speed was 47 000 lines per second and the measured SNR was ∼105 dB with a light power on the sample at ∼3 mW. The spectral resolution of the designed spectrometer was ∼0.141 nm that provided a detectable depth range of ∼3.0 mm on each side of the zero-delay line.
B. Scanning Protocol and Image Reconstruction
3-D imaging was achieved by using two galvo scanners to raster scan the focused beam spot across the sample, with one scanner for x-direction (lateral) scan, and another for y-direction (elevational) scan. To achieve ultrahigh sensitive imaging of slow microcirculation, a new scanning protocol and flow reconstruction algorithm was utilized [18] . Each B-scan (x-direction scan) was formed by acquiring 256 A-lines with a spacing of ∼8 μm (which is of the order of the least sampling distance of 10 μm for the system lateral resolution of 16 μm) between adjacent lines, which covered a total x-direction scan range of ∼2 mm.
The camera integrating time was set at 31 μs for imaging, allowing 1 μs for downloading the spectral data from charge-coupled device (CCD) (1024 pixels, A-scan) to the host computer via CameraLink and a high-speed frame grabber board (PCI 1428, National Instruments, Austin, TX). This configuration determined a line scan rate of ∼47 KHz for the camera, which corresponds to a theoretical imaging rate of 183 fps. However, the images were acquired at 150 fps, which is at 80% of the maximum theoretical speed of the camera.
In the y-direction (C-scan direction), we captured 1125 Bscans over 1.5 mm on the tissue, which gave a ∼1.3 μm spacing between adjacent B-scans, indicating the oversampling of ∼12 in the C-scan direction. The whole 3-D volume data was acquired within 6 s. The schematic of the scanning protocol used in this paper is shown in Fig. 2 , where the 3-D image is formed by m adjacent B-scan cross-sectional images, and each B-image is formed by n A-scan captured signals. Also, each A-scan is a vector containing k j , j = 1, 2, . . . , p, where k j is the wavenumber of the light captured by the jth pixel, j is the pixel number of the line scan CCD camera, and p = 1024. The interference signal of one B-scan captured by the CCD camera can be expressed by
where I(t, k j ) is the light intensity detected by the jth detector at time t, k j is the wavenumber, j = 1, 2, . . . , 1024 is the pixel number of the line scan CCS camera, E R is the light reflected from the reference mirror, S(k j ) is the spectral density of the light source used at k j , n is the refractive index of tissue, z is the depth coordinate, a(z) is the amplitude of the backscattered light and z is the depth from which the light back scattered from, and v is the velocity of moving blood cells in a blood vessel, which is located at depth z l . In this equation, the self cross correlation between the light backscattered from different positions within the sample is neglected because the light backscattered from the sample is relatively weaker than the light reflected from the reference mirror. The first term in (1) is the dc signal produced by the light reflected from the reference mirror. The second term is the spatial frequency component of the static tissue sample, which can provide static structural information of the sample. The third term is the Doppler beating signal, which is introduced by the moving particles in the tissue sample.
C. Flow Sensitivity
The maximum detectable velocity that is not phase wrapped is determined by the time spacing (ΔT ) between adjacent A-scans, v = λ/2nΔT , where λ is the central wavelength of the light source, n is the average refractive index of the sample, and factor of two is accounting for the forward and return path. Therefore, detecting the flow in the capillary, in which the typical flow velocity is ≤100 μm/s, requires the time spacing to be larger than ∼4.7 ms, which corresponds to a scanning speed of ∼213 A-scans per second. However, such a long imaging time is not practical for 3-D in vivo imaging of capillary blood flows. In contrast to the conventional OMAG method, current scanning protocol utilizes scanning in the C-scan direction to increase the sensitivity of the system to the minimum detectable flow while keeping the imaging speed high. In our system setup, the imaging rate is 150 fps (tC ∼ 6.6 ms). Therefore, considering that the C-scan direction is densely sampled at an oversampling factor of 12, the detectable flow velocity would be ∼70.8 μm/s while the imaging speed is still kept at 47 000 A-scans per second. This detectable flow velocity would be sufficient to image the blood flow in capillaries. It should be noted that the maximum detectable velocity by the system is determined by the system imaging speed. In this case, the imaging speed is the A-scan rate, which is 47 KHz and the maximum detectable velocity by the system is ∼15 mm/s. However, if the velocity is >70.8 μm/s, the phase-wrapping effect will occur and the true velocity may not be measured unless some phase-unwrapping algorithm be used [24] . On the other hand, the minimum detectable flow velocity is determined by the system phase noise floor σ 2 Δ ϕ = 1/S, where S is the intensity SNR [25] . Thus, with the system SNR at 105 dB, the minimum detectable flow velocity would be ∼4.0 μm/s.
D. ED-Filtering Formulation
In order to retrieve the flow information, multiple A-lines are acquired from the same location. After removing the dc component in (1), the phase difference at each depth location is utilized to estimate its corresponding average flow velocity. The received backscattered signal at a particular depth along each A-line form a vector defined as follows:
where N is the ensemble size. The observation or ensemble of samples from one particular depth location is modeled as the sum of three independent zero-mean complex Gaussian processes: a clutter component c, a blood component b, and additive white noise n. Its vector notation is given by
ED-based filtering takes advantage of the characteristics unique to high-frequency blood flow mapping that tissue motion is correlated over the depth of interest and the reasonable tissue motion velocities are small but on the same order of the blood flow velocity [22] . Since X is Gaussian, it is completely characterized by its correlation matrix Rx, given by
where R C is the clutter correlation matrix, R b is the blood correlation matrix, σ 2 n is the noise variance, and I is the identity matrix.
Assuming that clutter is the dominant signal and its characteristics are similar along the depth [26] , spatial average of the correlation of the received signal along the axial direction is an estimate of the clutter correlation matrix R C given by n is the noise variance. Assuming that the clutter space is spanned by K eigenvectors, eigenregression filter is applied to the received signal by removing the clutter components as follows:
where Y is the Doppler signal after removing the clutter component. Also, the corresponding frequency response of this filter can be represented by
where DTFT is the discrete-time FT (DTFT). And finally, the Doppler center frequency of the flow is estimated byf
whereR y (1) is the first lag autocorrelation of Y .
III. EXPERIMENTAL RESULTS
We applied the ED-based technique both in phantom and in in vivo and compared its quantitative and qualitative performance with that of phase compensation and high-pass filtering. Then, we applied ED-based technique to visualize microcirculation in microvascular structures in mouse ear.
A. Phantom Studies
First, we performed a series of experiments on a custom-made flow phantom. The phantom was made from gelatin mixed with 2% milk to simulate the background optical heterogeneity of the tissue in which a capillary tube with an inner diameter of ∼200 μm was submerged and 2% TiO 2 particle solution was flowing in it. The inclining angle of the tube toward the incident beam (Doppler angle) was set at ∼80
• . The flow rate of the particle was controlled by a precision syringe pump to a range that falls within the detectable range of the OMAG system. In this experiment, the ensemble size of OMAG data was 9. In order to mimic tissue movements, we intentionally introduced motion to the phantom by tapping over the imaging surface and phantom while increasing the tapping intensity for each experiment.
The performance of each clutter filter was measured by two quantities: clutter suppression level (CSL) and flow suppression level (FSL). CSL and FSL are defined by the ratios of Typical performance of different clutter rejection filters for one cross section of the flow phantom is displayed in Fig. 3(a) -(c), where static high-pass filter, phase compensation, and EDbased technique have been applied, respectively. In this figure, the darker intensities correspond to less power suppression. Also, the structure image of the phantom is shown in Fig. 3(d) , where the flow pipe is located in the center and is surrounded by the phantom material. The structure image is very blurry, which shows some motion in the phantom tissue and pipe due to the external motion introduced by tapping. It can be observed that the performance of static high-pass filter is inferior compared to the other two methods. Also, ED-based techniques are superior to the phase-compensation method, where the pipe's surrounding tissues are brighter (higher suppression level in stationary area). Also, the boundaries of the flow pipe and the edges of the phantom are darker in phase compensation (less suppression of the stationary tissue boundaries), where these areas have been more effectively suppressed via ED. Table I represents the quantitative comparison among different filters, where the average FSL and CSL are measured for all experiments. Compared to the other two methods, ED-based technique was more effective in suppressing clutter while its flow suppression was similar to phase compensation. Although static high-pass filter had lower FSL value, it was not as effective as the other two methods in suppressing clutter. Fig. 4(a)-(c), respectively. 
B. Tests on In Vivo: Human skin
We applied different clutter filtering techniques to OCT images acquired from human skin. The images were acquired from the back of the finger of a healthy volunteer. In this experiment, the ensemble size of OMAG data was 4. Fig. 4 shows one slice of the 3-D image in the x-y plane, which is visualizing microcirculations in reticular dermis (RD) layer of the skin. The RD is the lower layer of the dermis, found under the papillary dermis (PD), composed of thick, densely packed collagen fibers, and the primary location of dermal elastic fibers [27] . Fig. 4(a) -(c) corresponds to static high-pass filter, phase compensation, and ED-based technique, respectively, applied to the same dataset acquired from the RD layer. It can be observed that ED-based technique, compared to the phase compensation and static high-pass filter, reveals more detail in the microcirculation and is less sensitive to unwanted tissue motion during optical scanning. Also, when ED-based technique is used, large vessels appear brighter, which means that the flow signal is stronger at that location and the flow map image has a better contrast. Note the arrows pointing to the locations, where ED-based technique in particular outperforms the other methods, and the The rms contrast is defined as the standard deviation of the pixel intensities and is calculated by 
C. Tests on In Vivo: Mouse Ear
The skin of the hairless mouse ear closely resembles human skin, with the exception of sweat glands. Mouse ear is ∼300 μm thick and is composed of two full-thickness layers of skin separated by a thin supporting skeleton of elastic cartilage. The vascular network of the hairless mouse ear normally originates from three pairs of arterioles and venules entering the base of the ear. Four subdivisions (or orders) of blood vessels are noted from the three primary pairs of arterioles and venules (first-order vessels) to the precapillary arterioles and postcapillary venules (fourth-order vessels). The inner diameters of arterioles range from 35 μm in the first-order arterioles to 8-9 μm in the precap- illary arterioles, while ranging from 50-400 μm for first-order to 8-9 μm for the fourth-order venules. Also, arteriovenous anastomoses (AVAs) with intermittent flow (inner diameters ranging from 10 to 12 μm) supply a branching network of capillaries. Most capillary loops are observed around the hair follicle [28] .
We acquired noninvasive 3-D optical images from the ear skin of a three months old mouse. A healthy C57 BL/6 mouse weighting around 25 gm was used in this study. The experimental protocol was in compliance with the Federal guidelines for care and handling of small rodents and approved by the Institution Animal Care and Use Committee of the University of Washington, Seattle. Fig. 6 shows an en face (x-z) 3-D volumetric projection image of the microvascular network in mouse ear, where ED-based clutter filter has been applied to the received OMAG data. Detailed organization of the vascular structure of the capillaries, arterioles, venules, and AVA can be observed.
IV. DISCUSSIONS
Compared to the static high-pass filtering and phasecompensation method, ED-based technique was less sensitive to tissue motion and could suppress clutter more efficiently. However, it is computationally more expensive than the other two methods. Although, Lovstakken et al. [29] proposed an algorithm for real-time implementation of adaptive ED-based clutter rejection filtering in ultrasound CDI, static filters are still preferred over adaptive ones in real-time applications.
We implemented static high-pass filter, phase-compensation method, and ED-based technique in MATLAB and estimated their performance on a personal computer with a six-core 3.4-GHz processor and 8 GB of memory. Each frame consisted of 256 A-lines, 512 samples per A-line, and 9 ensembles. The average processing time for one frame using static high-pass filter, phase-compensation method, and ED-based technique was about 1.775, 5.914, and 2.104 s, respectively. Therefore, processing a 3-D image, which has 200 B-lines using ED-based technique can take ∼7 min.
ED-based technique assumes that the clutter is the most dominant portion of the received signal. However, when a very strong flow (arteries that are considered very large in the scale of OCT imaging) is present, this assumption is no longer true. In this case, the order of the eigenvalues will change and the largest eigenvalues are no longer corresponding to the clutter.
Also, selecting the appropriate number of eigenvectors to represent clutter space is always a challenge. In most of the in vivo experiments, the first two eigenvectors were properly representing the clutter space. However, that was not the case in phantom studies, and more than two eigenvectors were removed to better reject clutter components (especially when the tapping intensity and manually introduced motion in the phantom increased). In order to account for this problem, an algorithm can be used to estimate the center frequency of each eigenvector and categorize that as either clutter or flow. In addition, the ensemble size can also impact the number of eigenvectors representing each space.
In our phantom experiments, all the techniques had a satisfactory performance when there was not tapping and no external motion was introduced. However, by increasing the tapping intensity, the high-pass filter and phase-compensation techniques were not efficient in suppressing the phantom motion. ED-based technique was more robust, up to some degree of tapping, and had a satisfactory performance in suppressing the motion in the stationary tissue. However, when there was a very large amount of motion, all the methods failed in tissue motion.
Be noted that ensemble size can have an impact on the performance of ED-based technique, and increasing the ensemble size will improve the performance of clutter filter in better estimation of the clutter spectrum. However, increasing the ensemble size, linearly reduces the imaging speed and frame rate, and there is always a tradeoff between ensemble size and imaging speed.
V. CONCLUSION
In this paper, we proposed ED-based clutter filtering technique for clutter suppression in optical imaging of blood flow. Although eigenregression filters have already been used in the field of ultrasonography, to our knowledge, this is the first time this method has been used in the field of optical blood flow imaging.
The performance of the proposed filter was compared with two existing methods, static high-pass filtering and phasecompensation method, where ED-based technique outperformed the other two methods, qualitatively and quantitatively. We compared the performance of these filters in a custom-built phantom and in vivo human skin. Also, the 3-D projection view of in vivo imaging of mouse ear using ED-based technique was presented. This technique can be used in flow imaging applications, where clutter suppression is required to extract flow information from the stationary or slowly moving tissues, and especially when involuntary movements due to cardiac and respiratory cycles are inevitable (such as retina imaging).
