Abstract-A new fast nearest neighbor algorithm is described that uses principal component analysis to build an efficient search tree. At each node in the tree, the data set is partitioned along the direction of maximum variance. The search algorithm efficiently uses a depth-first search and a new elimination criterion. The new algorithm was compared to sixteen other fast nearest neighbor algorithms on three types of common benchmark data sets including problems from time series prediction and image vector quantization. This comparative study illustrates the strengths and weaknesses of all of the leading algorithms. The new algorithm performed very well on all of the data sets and was consistently ranked among the top three algorithms.
I. Introduction
G IVEN a data set of n p points, {x 1 , x 2 , . . . , x np }, the k nearest neighbors problem is to find the k points that are closest to a query point, q, where q, x i ∈ n d ∀i. This problem is encountered in a wide range of applications including density estimation, pattern recognition [1] , clustering [2] , function approximation [3] , time series prediction [4] , document retrieval [5] , optical character recognition [6] , and vector quantization [2, 7] . In many of these applications, the computational cost of finding the nearest neighbors imposes practical limits on the data set size and the rate at which the application can operate. This has motivated the development of many fast nearest neighbor algorithms.
This article introduces a new algorithm based on principal axis trees called PAT, and compares it with other leading algorithms. Only algorithms that use the Euclidean metric,
to measure the distance between two points, are included in this study. The performance of nearest neighbor algorithms is usually specified by the preprocessing time, memory required, and average query time. For most applications, a moderate amount of preprocessing and memory allocation are acceptable if the average query time is small enough.
The following section reviews some of the most popular and effective methods of reducing query time. Section III discusses how the dimension of the data set affects these methods. Section IV describes principal axis trees (PAT) in detail. Section V specifies the other algorithms included in a comparative empirical study, discusses how the query time was measured, and describes how user-specified parameters were chosen. Section VI reports the performance of PAT and the other algorithms on a variety of benchmark problems. PAT is shown to have excellent performance across a broad range of data sets.
II. Elimination Criteria
Many nearest neighbor algorithms have been proposed to overcome the large computational cost of the obvious brute force approach. Typically, these algorithms employ one or more elimination criteria. Each estimates a lower bound on the distance between a query point and a point, or set of points, in the data set. If the lower bound is greater than the distance to the kth nearest neighbor found so far, the point can be eliminated without explicitly calculating the distance to that point. This section describes three of these elimination criteria that are included in principal axis trees (PAT).
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A. Partial Distance Search
Full-search improvements apply an elimination criterion to every point in the data set. Cheng et al. [7] originally proposed an algorithm called partial distance search (PDS) that is arguably the most popular full-search improvement. The algorithm consists of a simple modification of the brute force search: during the calculation of the distance, if the partial sum of square differences exceeds the distance to the nearest neighbor found so far, the calculation is aborted. Like the brute force search, PDS does not require any preprocessing or storage and the performance of PDS is almost always substantially better.
B. Search Trees
During preprocessing, search trees divide the data set into distinct subsets. Each subset is recursively subdivided until the number of points in each terminal node is acceptably small. The search for the nearest neighbors begins with the root node and works toward the terminal nodes. At each step, a lower bound on the minimum distance to each subset of points is calculated. If the lower bound is greater than the distance to the kth nearest neighbor found so far, then the entire subset can be eliminated without calculating the distance to each point explicitly [10] [11] [12] [13] [14] . Because search trees are capable of eliminating entire groups of points, query times of O(log n p ) are frequently achieved, in low dimensions [11, 12] .
C. Projection Methods
Projection methods reduce computation by projecting the data set and the query point into a linear subspace, which is usually spanned by the first few principal components [2, 5, 15, 16] . Section IV describes a new algorithm that uses the principal component projection to construct efficient search trees.
III. The Problem of Dimensionality
Many of the elimination criteria employed by fast nearest neighbor algorithms require O(n p log n p ) preprocessing time, O(n p ) storage space, and achieve O(log n p ) mean query time or better in low dimensions, where n p is the number of points in the data set [11] [12] [13] . However, if the data set variables are independently distributed, the elimination criteria become less effective as the dimension increases and the average query times of the fastest algorithms scale exponentially with dimension, O(c n d ) [9] . When the dimension becomes large enough, the elimination criteria become mostly ineffective and the distance is calculated for nearly every point in the data set. At this point, the average query time transitions from an exponential growth to linear growth, which is equivalent to a full-search algorithm. Moreover, in high dimensions "fast algorithms" can have a larger query time than full-search algorithms due to the computational overhead of the elimination criteria.
Fortunately, much better performance is typically observed in practice because real data sets are rarely composed of independently distributed variables. The intrinsic dimension, defined as the minimum number of parameters needed to account for the observed properties of a data set, is often much less than the spatial dimension [9] . Conceptually, this occurs when all of the points in a data set lie on a n i -dimensional nonlinear surface, or manifold, in a n d -dimensional space, where n i n d . The performance of fast algorithms on data sets with an intrinsic dimension that is significantly less than the spatial dimension is sensitive to the type of elimination criterion used [9] . The new algorithm described in the next section uses principal component analysis to adapt to the data set distribution and it performs well when the intrinsic dimension is less than the spatial dimension.
IV. Principal Axis Trees
This section describes a new method of using principal component analysis (PCA) to build an efficient search tree. Although PCA has been used in other nearest neighbor algorithms, it has not been combined with the efficient structure of a search tree or the elimination criteria described here. The combination of the search tree and PCA enables PAT to find the k nearest neighbors efficiently.
A. Search Tree Construction
Search tree construction begins by projecting the entire data set along the principal axis. Next, the data set is partitioned along the principal axis into n c distinct regions such that each region contains roughly the same number of points. The process is repeated for each subset of points recursively until each subset contains fewer than n c points. The algorithm for the search tree construction is described in Appendix B. This algorithm requires O(n p log n p ) preprocessing and O(n p ) storage.
Although the principal axis in the second step could be found by performing a complete principal components analysis, it is much faster to use the power method [18] . This technique has also been used in clustering algorithms and for codebook generation in vector quantization [17] . The implementation of the power method used in this study is described in [9] , though a standard implementation would also work. A discussion of the method's convergence properties can be found in [18] .
A two-dimensional example of the type of partition generated by this type of search tree is shown in Fig. 1 . This illustrates the ability of PAT to efficiently partition the data set into regions that have approximately the same density locally.
B. Search Algorithm
The depth-first search process begins with the root node and uses a binary search to determine which region the query point is in. The child node that contains this region is then searched, and the process is repeated recursively until a terminal node is reached. Partial distance search (PDS) is used to calculate the distance to points in the terminal node [7] . The algorithm then moves to the parent of the terminal node. The elimination criterion (described below) is applied to the closest sibling node. If it is not satisfied, the sibling node is searched. If the criterion is satisfied, one or more sibling nodes are eliminated. The algorithm then works its way back up to the root node, either searching or eliminating sibling nodes along the way.
The elimination criterion is based on a lower bound of the distance to the points assigned to sibling nodes. If the lower bound is greater than the distance to the kth nearest neighbor found so far, none of the points assigned to the sibling is a neighbor and the node does not need to be searched. Other siblings can also be eliminated that have greater lower bounds.
The calculation of the lower bound is illustrated in Fig. 2 . During the construction of the search tree, the points assigned to each node are subdivided by hyperplanes located along the principal axis. At the root node, the distance from the query point, q, to the boundary of a child node, b 2 , is shown by the chord labeled d q2 . This distance is a lower bound on the distance to all of the points in the gray region. If this distance is greater than the distance to the kth nearest neighbor found so far, then all points in this region can be eliminated. Similarly, all of the regions that are further along the principal axis can be eliminated including, for example, Region 5.
If a region cannot be eliminated by the lower bound, a different lower bound on the distance to a point within the region can be calculated. For example, consider the point x in Region 2. Since the chord qb 2 is a normal of the hyperplane separating Region 1 from Region 2, the angle qb 2 x is no smaller than 90
• . A lower bound on the distance between q and x is given by the law of cosines:
This method can also be used to establish a lower bound for subregions of the gray region. For example, if the boundary point between Region 2 and Region 3 is calculated (shown as b 3 in Fig. 2 ), a lower bound on the distance from b 2 to the points in Region 3 can be calculated by projecting b 2 onto the principal axis of the gray region and calculating the distance from
is a lower bound on the distance from b 2 to any point in Region 3, Equation 1 can be used to find a lower bound on the distance from q to any point in Region 3:
≥ d 2 23 ∀x ∈ Region 3, and therefore,
∀x ∈ Region 3.
The same reasoning can be extended to other subregions. For example, a lower bound on the distance from q to all points in Region 4 is given by
∀x ∈ Region 4.
The boundary points, b, and distance lower bounds, d
2 LB , are calculated recursively in the search algorithm. The search algorithm is described in detail in Appendix C.
V. Experimental Design
This section lists the other algorithms included in this study, describes how the user-specified parameters were chosen, and describes how the mean query time was estimated.
A. Algorithms
Section IV described the new algorithm PAT. Table I lists the other sixteen algorithms included in this study. All of the algorithms find the exact nearest neighbors of a query point. Most of these algorithms also calculate the distance to the nearest neighbors in the process, but for this study the algorithms were only required to find the indices of the neighboring points.
Two of the algorithms, K-D Tree [11] and OPS [12] , were modified for this study such that they incorporate the partial distance search [7] (PDS) in the terminal nodes, instead of the originally proposed brute force search (Brute). This significantly improves performance. A modification to OPS described in [19] was also implemented to guarantee the exact nearest neighbors are found.
B. User-Specified Parameters
User-specified parameters enable the user to tune the performance of an algorithm to a particular data set. However, this process requires additional computation, analysis, and user expertise that is usually impractical. Instead, users often pick a value that is recommended by the authors of the algorithm or simply pick a value that has worked well in the past.
Some of the nearest neighbor algorithms included in this study have a single user-specified parameter. For example, PAT, FN, and FNM all require the user to specify the number of partitions of each non-terminal node, K-D Trees require that the user specify the number of points contained in each terminal node, and Bak and TLAESA require the user to specify the number of anchor points for the triangle-inequality. It is possible to generalize some of the other algorithms to include similar parameters.
User-specified parameters make it difficult to compare the performance of algorithms fairly. For all of the results reported here, the user-specified parameters were fixed at a constant value. This ensured that the algorithms with user-specified parameters could not be tuned to a particular data set, giving them an unfair advantage over algorithms that could not be likewise optimized.
Since a broad range of data sets were included in this study, the user-specified parameters were selected to ensure good overall performance. Specifically, the values were based on the algorithms' average query time on twenty-four simulated data sets. Twelve of the data sets were drawn from a uniform distribution with one to twelve dimensions. Twelve other data sets were drawn from a normal distribution over the same range of dimensions. Each data set contained 2, 000 points. The parameter values were selected from a range of two to fifty.
In most cases, the best parameter value varied only slightly with dimension and distribution. For example, Fig. 3 shows the average query time for PAT for various dimensions and parameter values. For PAT, the best parameter values were in the range of five to eight. In this case, the parameter value was fixed at seven. Table II lists the values chosen for each of the algorithms that had a user-specified parameter. These values were selected prior to the study described in Section VI.
C. Measures of Performance
The goal of this study was to compare the average query times of the leading algorithms, the most critical consideration for many applications. However, there is no consensus on how to measure query time and researchers have used a wide variety of different measures in previous studies [9] .
For this study, the average query time was measured directly. The disadvantage of this approach is that the results depend on the characteristics of the hardware and software 2 , but, for lack of a better measure, it is assumed that similar results would be obtained with other implementations and systems.
VI. Empirical Performance
This section reports the algorithms' empirical performance on several benchmark data sets. The accuracy of each algorithm was confirmed by comparing the nearest neighbor indices with those found by Brute. All of the algorithms found the same neighbors as Brute except in cases where different data set points were equidistant to the query point. A more thorough discussion and a more detailed description of the data sets 3 and results are given in [9] .
A. Uniform Distribution
The average query times were calculated for uniformly distributed data sets with dimensions ranging from one to twenty. Each data set contained 5, 000 points and the average query times were calculated using 5, 000 queries. For each dimension, the algorithms were ranked in order of increasing average query times. Fig. 4 shows a plot of the average query time versus dimension for the top five algorithms. An exponential growth in low dimensions and the linear growth in high dimensions is apparent, as discussed in Section III.
For this type of data set, PDS performed best in high dimensions because the elimination criteria of the other algorithms are ineffective in high dimensions and have more overhead than PDS. In low dimensions, algorithms that used a search tree performed better than PDS.
According to an average ranking, PAT and DOSVQ were tied for best performance. However, as shown in Fig. 4 , DOSVQ performed better in high dimensions due to a smaller overhead and PAT performed better in low dimensions.
The average query times were also measured for various data set sizes. Each data set contained eight variables and the average query times were calculated using 5, 000 queries. For each data set size, the algorithms were ranked in order of increasing average query times. Fig. 5 shows the average query time versus the data set size for the best five algorithms. In this case the average query time of PAT scaled as O(log n p ), whereas DOSVQ and scaled as O(n p ). This is an important advantage of PAT. Although the slower algorithms may also eventually scale as O(log n p ) for larger data sets or lower dimensions, it is significant that PAT achieves logarithmic query time more readily.
B. Normal Distribution
The analysis performed using a uniform distribution was repeated using a normal distribution. Fig. 6 shows a plot of the average query time versus dimension for the top five algorithms.
The results are very similar to those obtained using a uniform distribution, which suggests that the relative performance of the algorithms is insensitive to the marginal distributions of data set variables when they are independently distributed.
As with the uniform distribution, PAT had the best overall performance in low and moderate dimensional spaces; other search trees also performed well. PDS had the best performance in high dimensions, though other methods with small overhead had comparable performance. Fig. 7 shows the average query times of the best five algorithms for various data set sizes. The averages were calculated using eight dimensional data sets and 5, 000 queries for each data set. As with the uniform distribution, PAT achieved logarithmic query time, O(log n p ). The average query times of DOSVQ scaled roughly linearly with the data set size, O(n p ).
C. Chaotic Time Series
Local models are commonly used for time series prediction [9] . These models use a data set that is constructed from overlapping segments of the time series. A simple model is constructed for every query using only a portion of the points neighboring the input vector. The neighbors are usually found by a fast nearest neighbor algorithm. The models are often constructed to predict one step ahead using a window of previous values as the input. For example, if the time series is represented by [y 1 , y 2 , . . . , y n ], an input at time t is given by
Usually these models are applied to time series generated by nonlinear dynamic systems. If the systems have no external inputs and they meet other very general criteria, the time series are chaotic and all of the points in the data set lie on a low dimensional manifold [9] . Consequently, the intrinsic dimension of these data sets does not change as the spatial dimension, n d , is increased.
The Lorenz time series is a common benchmark for measuring the accuracy of time series prediction algorithms [4] . Using this time series, the average query times were calculated for various dimensions using a data set containing 5, 000 points and averaging over 5, 000 queries. Fig. 8 shows the average query times of the top five algorithms.
In moderate to high dimensional spaces, DOSVQ had the best performance, though PAT also performed very well. Elimination criteria that are insensitive to the spatial dimension of the data set performed much better on this problem than on the independently distributed data sets. For example, algorithms such as DWCS, TLAESA and FN, which rely on the triangle inequality, improved significantly in rank. The query time of K-D Tree grew much more quickly with dimension than the top algorithms because it is less able to adapt to the data set distribution, especially when the intrinsic dimension is much smaller than the spatial dimension.
This analysis was repeated using the Santa Fe laser time series [20] , another common time series prediction bench-mark. The average query times were measured for various dimensions using a data set containing 5, 000 points and averaging over 5, 000 queries. Fig. 9 shows the average query times of the top five algorithms. In this case, PAT performed slightly better than DOSVQ.
D. Vector Quantization
Vector quantization is a popular and powerful method of compression. It begins with the construction of a codebook, which is a sample data set of the signals to be compressed. The codebook is typically constructed by applying a clustering algorithm to a large representative sample of the signals to be transmitted. Once the codebook is created, the signal to be compressed is divided into blocks, or vectors, of a user-specified length. The nearest neighbor in a codebook is found for each vector and the index of the nearest neighbor is used to encode, or represent, the vector. In a communications application, the sender and the receiver are both given a copy of the codebook. Only the indices of the nearest neighbors are transmitted. Once the receiver receives an index, the corresponding vector in the codebook is retrieved and used to represent the original vector. This technique is commonly used to compress speech and images. One of the practical limitations of this method is the large computational cost of finding the nearest neighbor in the codebook.
To test the performance of the nearest neighbor algorithms in vector quantization encoding applications, a range of different codebooks were constructed for a speech signal and three gray-scale images that are commonly used as benchmarks for vector quantization algorithms. The codebooks were constructed using the clustering algorithm described by Franti et al. [17] . Table III shows the average query times, calculated using 35, 000 queries, to find the nearest neighbor for the speech signal. Tables IV, V, and VI show the average query times for the benchmark images Lena, Boat, and Baboon 4 , respectively. For the images, the average query times were calculated using 20, 000 queries for the 2 × 2 image blocks and 15, 000 queries for the 4 × 4 image blocks. In all cases, the query vectors were taken from the original signals used to construct the codebook. The results are similar to those obtained for chaotic time series: PAT and DOSVQ were statistically tied for the best performance.
VII. Conclusions
This work introduced a new nearest neighbor algorithm based on principal axis trees called PAT. The performance of this algorithm was compared to sixteen other of the leading fast nearest neighbor algorithms on a variety of benchmark problems, including independently-distributed simulated data sets, chaotic time series, and vector quantization codebooks.
Some of the algorithms used in this study had a single user-specified parameter. These parameters were fixed at the value that optimized the overall performance on independently-distributed data sets ranging from one to twelve dimensions. Better performance may be achievable on other data sets if different user-specified parameter values are used.
The algorithms would certainly have performed better if general purpose improvements had been used. For example, in many applications nearest neighbor algorithms are applied to a set of query points that are highly correlated. Many researchers have independently proposed using the nearest neighbors of the previous query as initial candidates for the nearest neighbors of the current query [1, 21] . This type of improvement can be applied to any nearest neighbor algorithm, but it was not used here.
The algorithms were applied to three different types of problems and many different data sets. One of the important conclusions from this study is that the performance of nearest neighbor algorithms varies substantially with the properties of the data set. Thus, when the properties of a data set is known, such as the intrinsic dimension, this should be taken into account when choosing an algorithm. If the properties are not known, an algorithm with good overall performance, such as PAT, should be chosen.
The algorithms that performed best in this study incorporated search trees and partial distance search (PDS). It was surprising to find that PDS performed best on independently-distributed data sets in high dimensions. Since the elimination criteria of all algorithms become ineffective in high dimensional spaces, the good performance of PDS in this case is due to the minimal overhead of its elimination criteria.
One of the most popular algorithms included in this study, K-D Trees, shares some similarities with PAT and also had good overall performance in this study. Both algorithms construct balanced search trees and use elimination criteria to eliminate entire subtrees during a recursive search. There are also important differences between the two algorithms. PAT requires the user to specify the number of branches at each node whereas K-D Tree uses a binary tree, which is generally narrower and deeper. PAT partitions the search space into hyper-polygons whereas K-D Tree partitions the space into hyper-rectangles. The elimination criteria for the algorithms is very different due to the different geometry of the partitions. Although both algorithms used PDS to search terminal nodes for this study, the original description of K-D Tree used Brute [11] .
Overall, PAT and DOSVQ [14] had the best overall performance. In many cases, the average query times of PAT and DOSVQ were statistically indistinguishable. In other cases, the difference was significant. For example, DOSVQ had better performance on independently-distributed data sets in high dimensions, mostly due to the smaller overhead of its elimination criteria. PAT had superior performance on large independently-distributed data sets and scaled as O(log n p ) as opposed to O(n p ) for DOSVQ, where n p is the number of points in the data set. PAT also requires less memory, O(n p ), than DOSVQ, O(n p log n p ). Consequently, PAT has a significant advantage over DOSVQ on large data sets.
PAT was designed to combine the best features of the fastest algorithms, such as search trees and PDS, with a new method of partitioning the data set along the directions of maximum variance and a new elimination criterion. These new features enable PAT to construct a partition of the data set that can be searched efficiently. This type of partitioning, as illustrated by Fig. 1 , helps PAT perform especially well when the spatial dimension of the data set is significantly higher than the intrinsic dimension. 
, then none of the points in G i for i = 1, 2, . . . , i is a nearest neighbor of q. LowerDone := true. Goto 7. · If C i is not a terminal node, then calculate the boundary point:
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. . , n c is a nearest neighbor of q. UpperDone := true. Goto 7. · If C iu is not a terminal node, then calculate the boundary point: Fig. 1 . Partition of a two-dimensional data set using a principal axis tree. Each non-terminal node in the tree subdivided its assigned set of points into seven subsets. In this example, the tree had a depth of two and divided each of the seven primary regions into seven subsets. Note that the direction of each partition is in the direction of maximum variance. Fig. 3 . Average query time of PAT to find five nearest neighbors as a function of dimension for various numbers of children per non-terminal node, the user-specified parameter. The data set consisted of 2, 000 points drawn from a normal distribution. The white circles show the average query times for seven children per non-terminal node. 
