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A general dynamic model for continuous EPDM polymerization in which crosslink-
ing and gel formation are attributable to reactions between pendant double bonds
has been developed. A pseudo-kinetic rate constant method is introduced to con-
struct a moment model for a pseudo-homopolymer that approximates the behavior
of the actual terpolymer under long chain and quasi-steady state assumptions. The
pseudo-homopolymer model is then used as the basis for application of the numer-
ical fractionation method. The proposed dynamic model is capable of predicting
polydispersities and molecular weight distributions near the gel point with as few
as eleven generations, and in the post-gel region with as few as five. The overall
molecular weight distribution (MWD) of the sol was constructed by assuming a
Schulz two parameter distribution for each generation.
A parameter selection procedure is proposed to determine the kinetic parame-
ters that can be estimated from the limited plant data. The procedure is based on
the steady-state parameter output sensitivity matrix. The overall effect of each pa-
rameter on the measured outputs is determined using Principal Component Analysis
(PCA). The angles between the sensitivity vectors are used as a measure of collinear-
ity between parameters. A simple algorithm which provides a tradeoff between over-
all parameter effect on key outputs and collinearity yields a ranking of parameters
by ease of estimation, independent of the available data. Its nonlinear and dynamic
xix
extensions are also developed and tested to address the nonlinearity and dynamics
of the parameters’ effects on the outputs. The key kinetic parameters determined by
the parameter selection procedure were estimated from steady-state data extracted
from dynamic plant data, using a newly developed steady state detection tool.
A hierarchical extended Kalman filter (EKF) design is proposed to estimate un-
measured state variables and key kinetic parameters of the EPDM kinetic model.
The estimator design is based on decomposing the dynamic model into two sub-
systems, by exploiting the triangular model structure and the different sampling
frequencies of the on-line and laboratory measurements directly related to the state
variables of each subsystem. Simulation tests show that the hierarchical EKF






Ethylene-propylene (EPM) copolymers and ethylene-propylene-diene (EPDM) ter-
polymers are used in the manufacturing of automotive components, cable and wire,
appliances, building and construction materials and agricultural equipment [82].
Major U.S. producers of EPM and EPDM include ExxonMobil Chemical, DuPont,
Uniroyal Chemical and DSM Copolymer. The annual domestic production of these
polymers in 1995 was almost 400,000 metric tons [61]. Product quality is determined
primarily by the relative amounts of the ethylene, propylene and diene monomers in
the polymer and the Mooney viscosity (a commonly measured rheological quantity
related to the molecular weight). EPDM plants are used to manufacture a large
number of distinct polymer grades that cover a wide range of product quality spec-
ifications. EPDM typically is manufactured via a solution polymerization process
which utilizes Ziegler-Natta catalyst technology. The core of the EPDM process is
a continuous stirred tank reactor which is fed the three monomers, solvent (usually
hexane), catalysts (a transition metal halide catalyst, usually Ti or V based, and
an aluminum alkyl co-catalyst) and chain-transfer agent (hydrogen). Stable reactor
operation is essential to minimize off-specification product and to maximize produc-
1
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tion rates. Current industrial practice is to establish reactor operating conditions
that are expected to maintain the product quality measures within their specifica-
tions. When statistical quality control tests indicate the polymer is off-specification,
manual adjustments are made to various feed flow rates in an attempt to achieve the
target product properties. Because EPDM reactors are highly nonlinear and inter-
acting, nonlinear model-based control strategies offer the potential for significantly
improved performance.
There are several proposed kinetic mechanisms for the EPDM process in the
open literature [82, 16, 62]. However, these mechanisms assume that there exists
only one type of active site, and there are no reactions that lead to branching in
the mechanisms. Therefore, they can only predict the production of linear polymers
with narrow molecular weight distribution (MWD), and cannot predict branched
polymers, the formation of gel, or polymers with wide MWD. In reality, typical
Ziegler-Natta catalyst systems are believed to consist of more than one active site,
and some commercial EPDM grades exhibit certain degrees of crosslinking. It is
clearly of great interest to incorporate crosslinking and multiple-site mechanisms to
the basic kinetic mechanism so that the kinetic mechanisms can better represent
the EPDM process.
The mechanisms are assumed to describe all EPDM grades with each grade hav-
ing its own set of kinetic parameters. However, it is costly and difficult to conduct
the necessary laboratory or pilot plant experiments to obtain a representative data
3
set for each grade, because the range of operation is severely limited by manufac-
turing constraints. Some lab measurements are infrequent. It is usually impossible
to reliably estimate all the kinetic parameters for a grade from such limited data.
A purely statistical approach is likely to yield an inadequate characterization of the
current reactor state. One needs to first have a procedure to determine which key
parameters are more likely to be estimated reliably from the data set. The param-
eter estimation itself is usually a non-convex optimization problem with multiple
solutions. Therefore a global optimization algorithm is needed which gives the best
estimates of the parameters that can be reliably obtained.
A more sophisticated approach for EPDM reactor monitoring involves combining
a detailed kinetic model with available measurements to infer the current process
state using state estimators such as the extended Kalman filter (EKF) [1, 42, 44, 63,
83]. Although conceptually appealing, the state estimation approach is potentially
problematic due to the strong nonlinearity of the process, the infrequent and delayed
lab measurements, and the unavoidable modeling mismatch.
This research attempts to perform a comprehensive study of the modeling, pa-
rameter estimation and on-line nonlinear state/parameter estimation of the EPDM
process. The research focuses on the following tasks:
• Mathematical modeling of the EPDM process and testing the flexibility of the
kinetic mechanism at steady state and under dynamic conditions;
4
• Mathematical modeling of the crosslinking reactions, and solving this model
in the post-gel region using a “numerical fractionation” method coupled with
a pseudo-kinetic constant approach;
• Development of a parameter estimation procedure that determines the key
parameters more likely to be reliably estimated from the data set, and the
nonlinear and dynamic extensions of this procedure. Development of a steady
state detection tool to extract steady state data from actual plant dynamic
data. Finally, parameter estimation is accomplished using the extracted steady
state data;
• Development of a hierarchical extended Kalman filter (EKF) that utilizes the
model and measurement structure to decouple the dynamic model for on-line
state/parameter estimation.
The following sections in this chapter will present a brief introduction to EPDM
process, to parameter idenfiability and to the Kalman state estimator. Chapters
2-6 will focus on each aspect of the above objectives. A summary of the work and
recommendations for future research are presented in Chapter 7.
1.2 Kinetic Mechanism
Nonlinear model-based control strategies require a detailed kinetic mechanism that
can represent the process under a wide range of operating conditions. There are
several proposed kinetic mechanisms for the EPDM process in the open litera-
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ture [82, 16, 62], as well as in the proprietary ExxonMobil technical reports. They all
assume that the basic reaction steps are: (i) formation of an active catalyst species
(C2) from the catalyst (C1) and co-catalyst (Al); (ii) deactivation of the catalyst,
either the inactive catalyst (C1) [82, 16] or the active catalyst (C2) [62] with various
poisons such as diene monomer (M3), to form dead catalyst species (D); (iii) initi-
ation of a growing polymer chain by the reaction of active catalyst with ethylene
monomer (M1), or propylene monomer (M2); (iv) propagation of a polymer chain
by the addition of a monomer unit to the growing chain; (v) termination of polymer
chain growth by the transformation of a growing chain to a dead chain; and (vi)
transfer of the active catalyst from a growing polymer chain to a new polymer chain
by the action of chain transfer agents such as hydrogen (H2).
1.3 Mathematical Modeling and Moment
Equations
Mathematical modeling of a polymerization process requires the introduction of
moments, an infinite number of equations are required to track polymer chains with
different lengths. Usually up to the second moments are required. The zeroth










where Pijk is an ethylene-ended chain with i ethylene units, j propylene units, and
k diene units; P0 is the zeroth moment of the P chains.
Three individual first moments are defined as the individual monomer concen-























where P100, P010 and P001 are the individual first moments with respect to ethylene,
propylene, and diene, respectively. They represent the ethylene, propylene, and
diene concentrations in the polymer. The bulk first moment is defined as the sum
of the three individual first moments, and represents the total concentration of the
monomers in the polymer.
There are a total of six individual second moments for the EPDM terpolymer.













































where P200, P020, P002, P110, P101 and P011 are the individual second moments with
respect to ethylene only, propylene only, diene only, ethylene and propylene, ethylene
and diene, and propylene and diene, respectively. These individual second moments
do not have an explicit physical interpretation. The bulk second moment is defined
7
as the sum of the individual second moments [71].
P2 = P200 + P020 + P002 + 2(P110 + P101 + P011) (1.5)
The molecular weight distribution of a polymer can be characterized by the
number average molecular weight (Mn), weight average molecular weight (Mw),
and polydispersity (PD). They are defined as:
Mn =






















+ 2(MwM1MwM2P110 + MwM1MwM3P101 + MwM2MwM3P011) (1.9)
Pm1 = MwM1P100 + MwM2P010 + MwM3P001 (1.10)
By introducing the zeroth, first and second moments, the kinetic mechanisms
can be represented with a finite number of model equations and the mathematical
models are capable of predicting the number and weight average molecular weights
and the polydispersity of the polymer produced. The predicted number and weight
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average molecular weights can vary in wide ranges, depending on the operating con-
ditions and the catalyst system used. However, due to limitations of the mechanisms,
they can only predict a maximum polydispersity of two, the “most probable distri-
bution” [11]. The mechanisms assume that only one type of active site is produced
in the activation reactions. Typical Ziegler-Natta catalyst systems are believed to
consist of more than one active site [41]. These active sites catalyze the same re-
actions, but with slightly different rate constants. Different constants for these loci
result in different molecular weight distributions for the polymers produced there.
The total polymer MWD is broadened and has PD > 2.
The mechanisms assume that no branching reactions take place. However, it has
been observed that EPDM can be branched and may contain a gel fraction. Gel is
a polymer network of very high molecular weight, insoluble in typical solvents. In
the manufacturing process, gel appears when the degree of crosslinking reaches a
certain level. The formation of gel is usually not desirable because gel can degrade
polymer physical properties; once gel is formed, it is very difficult to keep the reactor
stable; the whole reactor may become gel. In the pre-gel region all the moments
are finite and the moment equations can be solved without difficulty, while at the
gel point and in the post-gel region the moment method is no longer capable of
representing the system, since the second moments go to infinity. Teymour and
Campbell [85] developed a “numerical fractionation” technique that partitions the
polymer network into generations according to the degree of crosslinking. Because
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each generation has finite second moments, this technique makes it possible to pass
through the gel point and calculate the polymer properties in the post-gel region.
1.4 Parameter Identifiability and Estimation
Several mechanisms are assumed to describe all EPDM grades with each grade hav-
ing its own set of kinetic parameters. However, it is costly and difficult to conduct
the necessary laboratory or pilot plant experiments to obtain a representative data
set for each grade, because the range of operation is severely limited by manufac-
turing constraints. Some lab measurements are infrequent. It is usually impossible
to reliably estimate all the kinetic parameters for a grade from such limited data.
One needs to first determine which key parameters are more likely to be estimated
reliably from the data set.
The kinetic parameters have different effects on the measured outputs. Some
parameters may have few and indistinguishable effects; some parameters affect the
measured outputs in a similar way and it is very difficult to distinguish their individ-
ual effects. Thus, off-line parameter estimation involves more than just formulation
of the optimization problem. It also involves investigating the identifiablity of the
model parameters. A model is said to be identifiable if there is a unique solution of
the parameters that produces the given outputs. A model is not identifiable when
the system is either structurally unidentifiable or practically unidentifiable. Struc-
tural identifiablity is related to the model structure and selection of the measure-
ments. Practical identifiabilty is related to the experimental design. Whether the
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measurements are rich in process information is critical in determining the practical
identifiability, and the magnitude of the estimation errors. The Fisher information
matrix (FIM) [54] is widely used to quantitatively measure the practical identifi-
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where Qk is the covariance matrix of measurement noise at time tk and S(k) is the








A large sensitivity coefficient Sij suggests that the i-th output yi provides useful
information for estimation of the j-th parameter (θj). If the FIM is nonsingular,
the system is said to be locally identifiable. Several objective functions have been
proposed, such as the optimal A, C, D, E criteria, to measure the richness of the
process information the FIM reflects and to determine the difficulty of estimating
certain parameters. Weijers et al. [89] used the A (and simplified A, which min-
imizes the trace of the inverse of the FIM, or maximizes the trace of the FIM),
and E (and modified E, which maximizes the the smallest eigenvalue of the FIM,
or minimizes the condition number of the FIM) criteria to study model identifiabil-
ity. They showed that an A criterion alone may not lead to the best selection of
parameters for estimation, because the FIM of the selected parameters may have
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a very high condition number, which is in conflict with the modified E criterion.
It was also noticed that using the modified E criterion alone does not lead to a
consistent selection of parameters for estimation when the number of parameters is
changed. This problem can be overcome by combining criterion D (minimizing the
determinant of the FIM) and modified E (minimizing the condition number of the
FIM) [90].
However, it is found that the combined D and modified E criteria do not guar-
antee that a consistent parameter selection will always be obtained. Furthermore,
calculating the FIM and enumerating all the possible combinations of parameters to
compare the determinant and condition number are time-consuming for a large sys-




i ) determinant and condition number
calculations are required to enumerate all the combinations of the parameters. This
is prohibitive for large systems.
There are several other proposed methods for parameter selection. Rizzi et
al. [75] propose a procedure based on the FIM to eliminate unidentifiable parameters,
rather than to find estimable parameters. First, the eigenvalues and corresponding
eigenvectors of the FIM are calculated. Then the reciprocals of the square roots of




These are measures of the estimation error; a threshold value, F ∗s , is chosen for the




and the associated eigenvectors are selected, and the parameter associated with the
largest element of each selected eigenvector is eliminated. The remaining parame-
ters are thought to be estimable. The choosing of F ∗s is critical to the number of
parameters selected to estimate, but the authors do not mention how to choose it.
Lei et al. [46] proposed a measurement based on the sensitivity matrix. The
overall sensitivity of the j-th parameter is defined as the average of the sum of the
















where M and NM are the number of samples and the number of measurements
respectively. Then the parameters are ranked according to overall sensitivity; the
parameters with larger sensitivity values are thought to be easier to estimate. This
approach only accounts for the relative magnitude of the effects of the parameters
on the outputs and does not take into account the effects of collinearity.
All the above-mentioned procedures are based on a sensitivity matrix calculated
by linearizing the model at the nominal parameter values. Therefore all of these
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analyses are local and linear in nature. On the contrary the polymerization process
is highly nonlinear and the “real” parameter values may not be in the neighborhood
of the nominal (initial) parameter values. Thus the information provided by the
sensitivity matrix and the FIM may not be correct.
The parameter estimation itself is usually a non-convex optimization problem
with multiple solutions. Therefore a global optimization algorithm is needed to give
the best estimates of the parameters that can be reliably obtained.
1.5 On-Line State Estimation
In manufacturing practice, stable reactor operation is required to minimize off-
specification polymer and to maximize production rates. Currently, EPDM reactors
are monitored using simple statistical quality control techniques based on the com-
parison of laboratory measurements to target product properties. The product qual-
ity indicators usually are obtained from infrequent laboratory measurements which
involve long analysis delays. As a result, a purely statistical approach is likely to
yield an inadequate characterization of the current reactor state.
A more sophisticated approach for EPDM reactor monitoring involves combining
a detailed kinetic model with available measurements to infer the current process
state using state estimators such as the extended Kalman filter (EKF) [1, 42, 44,
63, 83].
The EKF is a nonlinear extension of the Kalman filter. Consider a linear discrete
time system with process and measurement disturbances described by the state-
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space model:
xk+1 = Axk + Buk + wk (1.16)
yk = Cxk + vk (1.17)
where: k is discrete time; xk is the state vector; uk is the manipulated input vector;
yk is the measured output vector; and wk and vk are zero mean Gaussian white noise
state and output disturbances, respectively. A Kalman filter can be constructed that
maximizes the conditional probability density function:
p(x̂0, · · · , x̂M |y1, · · · , yM) (1.18)
where p(x|y) is the conditional probability density of event x when the occurrence
of event y already has been observed and is defined as:
p(x|y) = p(x ∩ y)
p(y)
(1.19)
The Kalman filter is constructed as follows [31, 39, 59]:
• model prediction:
x̂k+1|k = Ax̂k|k + Buk (1.20)
• model correction:
x̂k|k = x̂k|k−1 + Lk(yk − Cx̂k|k−1) (1.21)
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x̂0|0 = x0 (1.22)
where double index notation x̂k+1|k denotes the estimated state vector at time k +1
from information available at time k. The Kalman filter gain Lk is calculated from
the covariance matrices of the estimated state , the measured outputs and the initial
state variables [59]. It is assumed that these covariance matrices are known or can be
determined from the characteristics of the process and the measurement instruments.
In practice, they usually are unknown and are treated as tuning parameters.
Now consider a linear continuous-time dynamic system with discrete measure-
ments:
ẋ = Ax + Bu + w (1.23)
yk = Cxk + vk (1.24)
There are two methods to construct the Kalman filter. The most rigorous method
is to construct a continuous-discrete version of the Kalman filter known as the
Kalman-Bucy filter [39]. A serious disadvantage of this method is that the integral
of the state covariance matrix P must be computed. The other method is known
as discretized Kalman filter and is much simpler to construct. In this method, the
continuous-time model is discretized to yield:
xk+1 = Axk + Buk + wk (1.25)
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yk = Cxk + vk (1.26)
and the discrete Kalman filter is designed as described earlier.
A nonlinear continuous-discrete dynamic system can be described by the follow-
ing model:
ẋ = f(x, u, t) + w (1.27)
yk = g(xk) + vk (1.28)
where f and g are arbitrary nonlinear functions. Due to the model nonlinearities
it is not possible to construct the optimal filter because the conditional probability
density of the state is not Gaussian. Therefore some approximations are necessary
to obtain an implementable sub-optimal filter. A simple approach is to linearize the
model at a nominal steady state and build a Kalman filter based on the linearized
model. This approach is unlikely to be successful for highly nonlinear systems due
to the large modeling errors. An alternative method known as the extended Kalman
filter (EKF) [39, 59, 72, 73, 74] is based on linearization of the model at each sampling
time followed by the application of the Kalman filter to the linearized model.
A first-order discretized EKF which neglects the second- and higher-order terms
of the Taylor series expansion of (1.27) is constructed as follows:
• model prediction:
x̂k+1|k = fk(x̂k|k, uk) (1.29)
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• model correction:
x̂k|k = x̂k|k−1 + Lk[yk − g(x̂k|k−1)] (1.30)
x̂0|0 = x0 (1.31)
where Lk is the EKF gain and can be computed from the relevant covariance
matrices, and f and g are the discretized versions of f and g. Note the similar-
ity between Kalman filter (1.20)-(1.22) and the first-order extended Kalman filter
(1.29)-(1.31).
Although conceptually appealing, the state estimation approach is potentially
problematic because: (i) strong nonlinearities necessitate a nonlinear estimation
strategy to accurately track reactor changes over a wide range of operating condi-
tions; (ii) on-line and laboratory measurements with widely varying sampling fre-
quencies and analysis delays must be integrated; and (iii) the complexity of the
terpolymerization process invariably leads to significant parametric and structural
plant/model mismatch. Multirate nonlinear state estimation strategies which ad-
dress the first two problems have been developed for particular polymerization re-
actors [26, 60, 62, 68, 84]. While these techniques are potentially applicable to our
problem, a customized estimation strategy which offers the potential for improved
performance with reduced computational effort can be developed by exploiting the
particular structure of the EPDM reactor model.
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The problem of modeling errors is exacerbated by the fact that EPDM plants
manufacture a range of polymer grades which differ with respect to catalyst system,
diene monomer type and product quality targets. Determination of parameter sets
for an entire gradeslate from literature data and specialized laboratory experiments
is not feasible. A common approach for reducing estimation bias resulting from
parametric and structural modeling errors is to estimate a few key model parameters
along with the unmeasured state variables [42, 51, 79]. The success of the combined
state/parameter estimator depends critically on proper selection of the adjustable
model parameters and their nominal values [68, 79].
Chapter 2
Dynamic Modeling of EPDM Process
2.1 The Kinetic Mechanisms
A mechanistic reactor model is based on an assumed kinetic scheme which describes
the major reactions that produce the polymer chains. Several EPDM kinetic mecha-
nisms have been presented in the open literature [16, 18, 62]. In this work, we utilize
the kinetic model of Cozewith [16] shown in Table 2.1, and it is referred to as “the
Cozewith 88 mechanism”. The basic reaction steps are: (i) formation of an active
catalyst species (C2) from the catalyst (C1) and co-catalyst (Al); (ii) deactivation
of the inactive catalyst with various poisons such as diene monomer (M3) to form
dead catalyst species (D); (iii) initiation of a growing polymer chain by the reaction
of active catalyst with ethylene monomer (M1), or propylene monomer (M2); (iv)
propagation of a polymer chain by the addition of a monomer unit to the growing
chain; (v) termination of polymer chain growth by the transformation of a grow-
ing chain to a dead chain; and (vi) transfer of the active catalyst from a growing
polymer chain to a new polymer chain by the action of chain transfer agents such
as hydrogen (H2). The symbols Pijk and Uijk are used to represent ethylene ended
growing and dead chains, respectively, with a total number of i ethylene units, j
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propylene units, and k diene units. Analogous notation is used for propylene chains
(Qijk, Vijk) and diene chains (Rijk, Wijk).
Table 2.1: Cozewith 88 Kinetic Mechanism.
Type Reaction Rate Constant Index
1. Catalyst activation C1→C2 ka 1
2. Catalyst deactivation C1→D kx 2
C1 + M2→D kx2 3
C1 + M3→D kx3 4
3. Chain initiation C2 + M1→P100 ki1 5
C2 + M2→Q010 ki2 6
4. Chain propagation Pijk + M1→P(i+1)jk k11 7
Pijk + M2→Qi(j+1)k k12 8
Pijk + M3→Rij(k+1) k12 9
Qijk + M1→P(i+1)jk k21 10
Qijk + M2→Qi(j+1)k k22 11
Rijk + M1→P(i+1)jk k31 12
5. Chain termination
spontaneous Pijk→Uijk kt 13
Qijk→Vijk kt 14
Rijk→Wijk kt 15
with propylene Pijk + M2→Uijk kt2 16
Qijk + M2→Vijk kt2 17
Rijk + M2→Wijk kt2 18
with diene Pijk + M3→Uijk kt3 19
Qijk + M3→Vijk kt3 20
Rijk + M3→Wijk kt3 21
6. Chain transfer
with hydrogen Pijk + H2→Uijk + C2 ktr1 22
Qijk + H2→Vijk + C2 ktr1 23
Rijk + H2→Wijk + C2 ktr1 24
with cocatalyst Pijk + Al → Uijk + P100 ktr 25
Qijk + Al → Vijk + P100 ktr 26
Rijk + Al → Wijk + P100 ktr 27
with propylene Pijk + M2→Uijk + Q010 ktrM2 28
Qijk + M2→Vijk + Q010 ktrM2 29
Rijk + M2→Wijk + Q010 ktrM2 30
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Table 2.2: Cozewith 88 Plus Kinetic Mechanism.
Type Reaction Rate Constant Index
1. Catalyst activation C1→C2(s) ka 1
2. Catalyst deactivation C1→D kx 2
C1 + M2→D kx2 3
C1 + M3→D kx3 4
3. Chain initiation C2(s) + M1→P100(s) ki1 5
C2(s) + M2→Q010(s) ki2 6
4. Chain propagation Pijk(s) + M1→P(i+1)jk(s) k11 7
Pijk(s) + M2→Qi(j+1)k(s) k12 8
Pijk(s) + M3→Rij(k+1)(s) k13 9
Qijk(s) + M1→P(i+1)jk(s) k21 10
Qijk(s) + M2→Qi(j+1)k(s) k22 11
Rijk(s) + M1→P(i+1)jk(s) k31 12
5. Chain termination
spontaneous Pijk(s)→Uijk + D kt 13
Qijk(s)→Vijk + D kt 14
Rijk(s)→Wijk + D kt 15
with propylene Pijk(s) + M2→Uijk + D kt2 16
Qijk(s) + M2→Vijk + D kt2 17
Rijk(s) + M2→Wijk + D kt2 18
with diene Pijk(s) + M3→Uijk + D kt3 19
Qijk(s) + M3→Vijk + D kt3 20
Rijk(s) + M3→Wijk + D kt3 21
6. Chain transfer
with hydrogen Pijk(s) + H2→Uijk + C2(s) ktr1,s 22
Qijk(s) + H2→Vijk + C2(s) ktr1,s 23
Rijk(s) + H2→Wijk + C2(s) ktr1,s 24
with aluminum alkyl Pijk(s) + Al→Uijk + P100(s) ktr 25
Qijk(s) + Al→Vijk + P100(s) ktr 26
Rijk(s) + Al→Wijk + P100(s) ktr 27
with propylene Pijk(s) + M2→Uijk + Q010(s) ktrM2 28
Qijk(s) + M2→Vijk + Q010(s) ktrM2 29
Rijk(s) + M2→Wijk + Q010(s) ktrM2 30
7. Crosslinking Bi1j1k1 + Bi2j2k2 → B(i1+i2)(j1+j2)(k1+k2) kb 31
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Different catalyst systems produce different grades with different polydispersi-
ties. Some catalyst systems only produce one active site; therefore catalyst systems
give polymers with very narrow molecular weight distribution (polydispersity is close
to two [11]). Some other catalyst systems can produce more than two active sites and
produce polymers with higher polydispersity [41, 21]. To model high polydispersity
the multiple-site hypothesis is introduced into the mechanism. The multiple-site
hypothesis assumes that the catalyst system may produce more than one type of
active catalyst site, and that all active sites catalyze the identical reactions but
with different kinetic parameters. The polymer product is the mixture of the poly-
mer chains produced with different active sites. Our simulation results show that
the simplest way of modeling high polydispersity is to assume all the active sites
have the same kinetic parameter values except for one reaction, the chain transfer
reaction with hydrogen. The simulation results also show that two active sites of
equal concentration produce the highest polydispersity range; it is not necessary to
assume more than two active sites. To make the model simple, here it is assumed
that there are only two active sites and they only differ in the rate constant values
of the chain transfer reaction with hydrogen, ktr1 . The modified mechanism is re-
ferred to as “the Cozewith 88 Plus mechanism”. The detailed kinetic scheme for
the Cozewith 88 Plus mechanism is shown in Table 2.2. In the table, s denotes the
active sites, s = 1, 2.
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The dynamic reactor models for both mechanisms consist of mass balances for
each reactant combined with balances for various moments of the molecular weight
distribution (MWD) that are derived from the kinetic scheme, and the energy bal-
ance. The derivations of moment and energy balance equations are in the Appen-
dices A.1 and A.2. The detailed model equations for the Cozewith 88 mechanism
are listed in the Appendix A.3.
2.2 Mechanism Matching to an ExxonMobil
Proprietary Mechanism
2.2.1 Steady-State Matching of Measured Outputs for the
Mechanisms
It is essential to understand how the parameters affect the states and outputs, and
how flexible the mechanisms are in predicting a range of output values. This is
important in determining if a mechanism can become part of an on-line simulation,
because the mechanism must be able to match the plant outputs by adjusting certain
parameters.
In this section the Cozewith 88 mechanism is forced to match a steady state up
to the zeroth moments (concentrations) for a certain commercial grade as predicted
by an ExxonMobil proprietary mechanism. The nominal values for the kinetic pa-
rameters are from a proprietary ExxonMobil report and the scaled values are listed
in Table 2.3. The states predicted using the ExxonMobil proprietary mechanism
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can be thought of as plant data which are being matched by off-line parameter
estimation using the other mechanisms.
It is found that the monomer, hydrogen and polymer concentrations of the Coz-
ewith 88 mechanism can match those of the ExxonMobil proprietary mechanism by
adjusting just two parameters, while the concentrations of inactive and active cat-
alyst cannot both be matched (Table 2.4). As the chain propagation reactions are
the same for all mechanisms, it is not necessary to adjust the propagation rate con-
stants. The same reasoning applies to the termination rate constants. Therefore the
candidate parameters for adjustment are activation, deactivation and chain transfer
rate constants. The concentration of active catalyst can be changed by adjusting
either ka or kx3 . In the tests, kx3 was varied in order to match monomer concentra-
tions and therefore poly rate. Then ktrM2 was varied in order to match the polymer
concentrations. These parameters were adjusted by trial and error. The measure of
fit (objective function) was the sum of the squares of the relative errors of: (i) the
monomer concentrations (first step); (ii) the polymer concentrations (second step).
The mechanism matching results show the simulation results up to zeroth moments,
but also give the polymer molecular weights (related to first and second moments),
which match reasonably well. Note that it is not possible to match both C2 and the
other concentrations.
The model matching is somewhat feed-dependent. When feed conditions change,
the mechanisms no longer match perfectly. It is shown that the differences in the
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Table 2.3: Scaled Reaction Rate Constants.
Parameter Value* Parameter Value*
ka 0.3663 k21 0.6410
kx 0 k22 3.0037
kx2 0 k31 1.2418
kx3 0.9890 kt 0.5604
ki1 1.8315 kt2 0.7839
ki2 1.8315 kt3 0
k11 0.4212 ktr 0
k12 0.6886 ktr1 1.7582
k13 0.4139 ktrM2 1
*: Parameters were scaled to 1-10 then divided by the scaled value of ktrM2 .














*: Scaled values. The scaling is the same used in Table 2.3.
predictions of the mechanism under different operating conditions increase as the
feed conditions are further from “nominal”.
The input-output gains for ±10% and ±25% feed changes were determined. The
comparisons are in Table 2.5. The table shows that the two mechanisms usually
predict similar gains.
26
Table 2.5: Comparison of Input-Output Relative Gains
Input Output ExxonMobil Mechanism* Cozewith 88 Plant
M2 feed M1 content -1.00 -0.89 -0.57
Mn 1.00 1.99 0.56
M1 content 1.00 1.24
M3 feed M3 content 1.00 1.02
Mn 1.00 1.19 1.28
M1 content -1.00 -1.29
Cat Feed M3 content -1.00 -1.26
Mn -1.00 -1.25
Poly 1.00 1.25
H2 Feed Mn -1.00 -0.92 -0.84
*: All the gains predicted by the ExxonMobil proprietary mechanism were scaled to 1.00 or -1.00;
other gains are relative to these.
2.2.2 Dynamic Matching of Measured Outputs for the
Mechanisms
The steady-state mechanism matching of the states described in the previous sec-
tion results in parameters applicable over a certain range of steady states. On-line
implementation of a suitable model requires that it match the plant over the entire
range of normal operating conditions. But successful implementation also requires
some degree of match under dynamic conditions, i.e., setpoint changes or load dis-
turbances. Therefore a dynamic mechanism matching test at different conditions is
also required to validate a mechanism.
















ẋ = f(x, u, θ) (2.2)
y = h(x) (2.3)
where yp is the vector of outputs of the ExxonMobil proprietary mechanism, which
are treated as “plant data”, and y is the vector of outputs of the matching Cozewith
88 mechanism. ‖·‖2 is the 2-norm. The sampling time was assumed to be six
minutes. M is the number of samples, and θ is the subset of parameters adjusted.
Because in the real plant the states are not fully known, we only attempted to match
polymerization rate (p), polymer contents of ethylene and diene (XM1 and XM3) and
Mn.
In these tests the outputs using the Cozewith 88 mechanism were forced to match
those of the ExxonMobil proprietary mechanism by adjusting subsets of the kinetics
parameters for the mechanism. The unadjusted parameters assume the same values
as those of the ExxonMobil proprietary mechanism listed in Table 2.3. The results
provided valuable information on how on-line optimization might proceed, what the
response surface would look like, and which parameters must be adjusted in order
to provide acceptable matches under dynamic conditions. The process conditions
are those for a typical startup followed by the input step changes listed in Table 2.6
which will be discussed later in this section.
Optimization Algorithm
The optimization algorithm used was Strategy Simplex [6], a constrained Nelder-
Mead simplex method developed by Bajzer and Penzar based on the typical uncon-
strained Nelder-Mead simplex method [45]. Each iteration of the full-dimensional
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Nelder-Mead simplex direct search is followed by a series of two-dimensional simplex
searches. An advantage of this method is that it allows the specification of lower
and upper bounds on the decision variables. The major disadvantage of the strategy
simplex method is its slow convergence. Results of Strategy Simplex were compared
with results obtained when the parameters were estimated using a typical sequential
quadratic programming (SQP) code [12, 65]. The SQP code failed to converge to an
unique solution because the surface became very flat as more regression parameters
were added. As a result, the SQP code terminated at a local minimum near the
initial guess and a large mismatch still existed between the model and the “plant”.
The Strategy Simplex method was much more reliable than the SQP method in
locating an acceptable solution.
Input Sequence Design
It was found during the optimization that different input sequences yielded different
results. Several reasons exist for this input sequence dependency, the main being
model mismatch. Because the mechanisms to be matched are structurally different
to some degree, and the models are nonlinear with respect to the parameters, there
will be different degrees of match for different input sequences. In other words, the
parameter estimates depend on the “plant” data, which are determined by the input
sequence, and on the differences between the underlying mechanisms of “plant” and
“model”. Another reason for input sequence dependency is that different sequences
provide differing amounts of process information, affecting the accuracy of the pa-
rameter estimates. If one input sequence is designed to be richer in information,
its parameter estimates will be more accurate. For these reasons it is necessary to
determine an optimal input sequence that yields the best parameter estimation.
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The goal of optimal input design is to determine an input sequence that max-
imizes dynamic information and minimizes the variance of the error in parameter
estimation. The variance of the parameter estimation error is bounded below:
cov(θ0) ≤ F−1 (2.4)









Here k denotes a discrete time, M is the length of the horizon, Qk is the covariance









This bound is called the Cramer-Rao bound [81]. The scalar objective function typ-
ically used for optimal input design is the optimal-D or modified E criterion [75, 89].
The D criterion minimizes the determinant of the inverse of the FIM, or minimizes
the volume of the super-ellipsoids of the estimation errors, while the modified E cri-
terion minimizes the condition number of the FIM to achieve as spherical a shape as
possible. While this approach has been used for linear systems [64, 48, 5], it has not
been exploited for nonlinear systems [54, 55]. Most work has focused on theoretical
analysis of nonlinear systems that admit analytical solutions [64]. For a simpler case
such as a single input with predetermined input profiles (shape, magnitude, shift-
ing frequencies, etc.), the sub-optimal input sequence can be calculated by solving
the nonlinear optimization problem of finding the minimum of the determinant of
30
the inverse of the FIM (optimal D criterion) [20]. But for the EPDM process, the
input profiles also need to be optimized, and because the number of measurements
is insufficient, the FIM is singular and so does not provide any useful information.
Table 2.7 lists FIM information for the three input sequences of Table 2.6. The
sensitivity matrix was approximated by a +25% perturbation in each parameter.
The sampling time is six minutes. The insensitive parameters ki1 and ki2 were
excluded in calculating the sensitivity matrix to allow the FIM to be as informative
as possible.
From the table we see that the FIM is still ill-conditioned and so inadequate to
provide accurate information on the input sequences. Although a complete explo-
ration of input sequence is beyond the scope of this project, several simulation tests
were conducted to determine the “best” (providing the most information) input se-
quences among the candidates listed in Table 2.6. The simulation results showed
that input sequences 1 and 3 in Table 2.6 are superior to sequence 2, suggesting
that the “best” sequence must have sufficient step changes over the normal range
of operating conditions. Input sequence 1 then was selected as the “optimal” input
sequence based on the fact that in all the tests input sequence 1 always yields a
lower objective function value than sequence 3.
A two-parameter optimization was conducted to find the smallest subset of the
parameters that can produce acceptable matching. A parameter selection procedure
discussed in the following chapter for off-line parameter estimation revealed that for
the eight non-propagation parameters in Cozewith 88 (ka, kx3 , ki1, ki2, kt, kt2 , ktr1
and ktrM2 ): (1) ki1 and ki2 have weak effects on the outputs; (2) the pair ktr1 and
ktrM2 is highly collinear; (3) the quadruplet ka, kx3 , kt and kt2 is highly collinear.
Therefore only the parameters ktr1 and kx3 , one from the pair and the other from
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Table 2.6: Input Sequences: Starting Times (h)
Feed Change M1 M2 M3 C1/Al H2
-25% .5 2 3.5 5 6.5
Sequence 1 +50% 1 2.5 4 5.5 7
-25% 1.5 3 4.5 6 7.5
Sequence 2 +25% 0.5 1 1.5 2 2.5
-25% .5 1 2.5 3.5 4
Sequence 3 +50% 2 1.5 4.5 5.5 6.5
-25% 3 5 6 7 7.5
Table 2.7: FIM of the Input Sequences
Input Sequence D criterion Modified E criterion
Input Sequence 1 3.93× 1040 1.4× 107
Input Sequence 2 1.61× 1041 3.07× 107
Input Sequence 3 3.26× 1041 3.10× 106
the quadruplet, were chosen to match the two mechanisms. The matching results
are shown in Table 2.8. From the table we can see that for each input sequence a
unique solution was obtained.
Table 2.8: Dynamic Matching, Cozewith 88 Mechanism, Two Adjustable Parameters
Parameters* kx3 ktr1 J*
Initial 0.362 0.362
Sequence 1 1.000 3.015 1.000
Sequence 2 0.942 3.315 1.368
Sequence 3 0.841 2.841 1.176
Initial 1.181 1.181
Sequence 1 1.000 3.029 1.000
Sequence 2 0.941 3.304 1.368
Sequence 3 0.851 2.877 1.176
*: Parameters were scaled the same way as in Table 2.3. The objective function values were scaled
by the objective function value of the input sequence 1.
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Three- and eight-parameter matchings were also conducted to verify the con-
clusions on parameter collinearity. The parameters that were estimated are listed
in Table 2.9. None of these cases yielded a unique solution. These results sug-
gest that if the propagation kinetic parameters are excluded only two parameters
can be uniquely determined for Cozewith 88 by dynamic matching. The parameter
selection procedure discussed in the Chapter 4 will demonstrate that one of the pa-
rameters comes from the group ka, kx3 , kt or kt2 , and the other comes from ktr1 or
ktrM2 .
Table 2.9: Parameters Estimated for Cozewith 88 Mechanism by Dynamic Matching
Case Dynamic matching case Parameter estimated
1 Three-parameter (1) kx2 ,kx3,ktrM2
2 Three-parameter (2) kx3 ,ktr1 ,ktrM2
3 Eight-parameter ka,kx3 ,ki1,ki2
kt,kt2 , ktr1 ,ktrM2
2.3 Summary and Conclusions
A kinetic mechanism proposed by Cozewith was utilized to model the EPDM pro-
cess. A multi-site hypothesis is introduced to model high polydispersity. The mech-
anism shows great flexibility in matching an ExxonMobil proprietary mechanism
both at steady state and under dynamic conditions, and thus it has the potential to
be implemented on-line. Two adjusted kinetic parameters can produce reasonable
predictions. It is also found that the matching is input sequence dependent. A
“suboptimal” input sequence was determined to have three changes in setpoint over
a prescribed period.
Chapter 3
Dynamic Modeling of Crosslinking and
Gelation in Continuous EPDM Reactors
Using the Pseudo-Kinetic Constant
Approach
3.1 Introduction
EPDM is traditionally manufactured via solution polymerization using various Ziegler-
Natta catalysts. Product quality is determined primarily by the Mooney viscosity
(a measure of molecular weight), Mooney viscosity relaxation (a measurement of
polydispersity) and the monomer contents in the polymer. EPDM producers man-
ufacture a variety of different commercial grades with each grade having different
polymer properties. Most grades are composed of linear polymer chains with very
little branching. Some grades have a certain degree of branching and may con-
tain a gel fraction. In the manufacturing process, gel appears when the degree of
crosslinking reaches a certain level. The gel point partitions the behavior into two
regions: pre-gel and post-gel. In the pre-gel region all the moments are finite and
the moment equations can be solved without difficulty, while at the gel point and
in the post-gel region the moment method is no longer capable of representing the
system since the second moments go to infinity.
Flory [29] developed a statistical approach to relate network formation to monomer
functionalities and conversions in stepwise polymerizations, but the approach is dif-
ficult to apply to addition polymerizations performed in a CSTR [19]. The method
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of moments utilizes the population balance of the polymer chains to calculate the
number and weight average molecular weights and thus the polydispersity. However,
the moment method is only valid in the pre-gel region where the second moments
of the polymer chains are finite. Teymour and Campbell [85] developed a “numer-
ical fractionation” technique that partitions the polymer network into generations
according to the degree of crosslinking. The linear polymer is the zeroth genera-
tion, and two zeroth generation polymer chains can crosslink and produce a first
generation polymer chain. In general, an i-th generation chain crosslinks with a
j-th generation chain to produce a chain of: the i-th generation if i > j; the j-th
generation if i < j; the (i + 1)-th generation if i = j. The moment equations for
a finite number of generations can be derived. Only the moments of certain lower
generations that have a lesser degree of crosslinking are calculated. The higher gen-
erations are treated as gel. Because each generation has finite second moments, this
technique makes it possible to pass through the gel point and calculate the polymer
properties in the post-gel region. The physical properties of the soluble polymer
(sol) and the weight fraction of the gel can be calculated and the molecular weight
distribution of the sol can be reconstructed. This method can be applied to both
batch reactors and CSTRs, although the numerical complications are more signif-
icant for a CSTR [19]. The method has already been applied to several types of
homopolymer batch and CSTR reactors [4, 86, 50, 66]. The method was also applied
to a batch copolymerization reaction by Gossage [35]. However, it has not yet been
applied to a copolymerization or terpolymerization in a CSTR. In this work, the
“numerical fractionation” method has been applied to a terpolymerization for the
first time, and the associated numerical problems have been addressed and solved.
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3.2 Model Development
The mechanism of EPDM polymerization without crosslinking used in this work is
the Cozewith 88 mechanism [16] listed in Table 2.1. An addition to the mechanism
proposed by Cozewith et al. [17] allows for crosslinked chains. The crosslinking
mechanism was originally derived for a homopolymer based on the assumption that
two polymer chains can crosslink through the pendant double bonds (PDBs) of the
monomers. This mechanism is expanded to EPDM terpolymer in this work. The
crosslinking reactions can be represented as follows:
Bi1j1k1 + Bi2j2k2 → B(i1+i2)(j1+j2)(k1+k2−1) (3.1)
where B is a dead polymer chain, and i, j, k are the number of ethylene, propylene
and diene units in the chain, respectively. Here it is assumed that only dead chains
can crosslink because, the live chains in all cases constitute less than 20% (mole
fraction) of all chains for the EPDM process discussed in this work. The crosslinking
reaction rate is proportional to the number of PDBs and can be written as:
rc = kck1k2Bi1j1k1Bi2j2k2 (3.2)
where rc is the crosslinking reaction rate; kc is the crosslinking rate constant; and k1
and k2 correspond to the number of PDBs in chains 1 and 2, respectively. Because
the number of PDBs equals the number of diene units in the polymer chains if no
crosslinking reactions take place, and typically less than 1% of the PDBs crosslink
in the EPDM process discussed here, it is reasonable to assume that the number of
PDBs equals the number of diene units in the polymer chains. This simplification
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eliminates the need for another set of moments. The contribution to the moment








rc,B100 = 0 (3.4)
rc,B010 = 0 (3.5)








rc,B101 = kcB002B101 (3.10)
rc,B011 = kcB002B011 (3.11)
rc,B110 = kcB101B011 (3.12)
where B0 is the zeroth moment (concentration) of the dead chains. B100, B010 and
B001 are the first moments of ethylene, propylene and diene in the dead chains,
respectively; they represent the concentrations of the monomers in the dead chains.
B200, B020, B002, B110, B101 and B011 are the six individual second moments of the
dead chains. The second moments do not have an explicit physical interpretation.
This model includes 35 state variables: concentrations of the three monomers,
the inactive and active forms of the catalyst, the alkyl co-catalyst, and hydrogen
(chain transfer agent); and four zeroth moments, 12 first moments and 12 second
moments. This will be referred to as “the full model” in contrast to a reduced model
derived using the pseudo-kinetic constant approach.
The gel point is critical to polymer property control because gel is usually un-
desirable and can adversely affect the final polymer properties. The degree of the
37
crosslinking must be well-controlled to avoid formation of gel or to maintain the
mass fraction of gel below a certain level. Mathematically, gel has infinite second
moments and weight average molecular weight. The critical kc is the minimum value
of kc that allows gel to form under the given feed conditions. We assume that we
can distinguish the moments of the linear polymer produced before crosslinking re-
actions take place from those moments of the crosslinked polymer, so we can study
the effect of crosslinking reactions on the moments. Also we assume in agreement
with common practice that crosslinking reactions take place over a much longer time
scale [19], so we can assume that the linear chains are in quasi-steady state. The







(B002,b −B002) + kc(B002)2 (3.13)
where B002,b is the second moment with respect to diene for the linear polymer
produced before crosslinking takes place, and θ is the residence time. When the





As kc increases B002 eventually becomes infinite causing the other five second mo-
ments to simultaneously become infinite and indicating that gel is formed. The
value 1
4θB002,b






It represents the minimum residence time of the CSTR of which gel can form.
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3.3 Pseudo-Kinetic Constant Approach for
Crosslinking Reactions
Because the typical moment method is only valid in the pre-gel region, Teymour and
Campbell [85] proposed a “numerical fractionation” method that can pass through
the gel point and compute distributions in the post-gel region. Cozewith and Tey-
mour [19] noticed that the numerical fractionation approach exhibits numerical dif-
ficulties in the calculation of homopolymer moments in a CSTR due to large dif-
ferences in the order of magnitude of moments across generations and accumulated
errors for those moments near zero. When we applied this approach to EPDM ter-
polymer polymerization in a CSTR, even larger differences in the magnitude of mo-
ments within and across generations were observed. Typical ODE solvers were not
able to converge the moments of higher generations. Therefore, the pseudo-kinetic
constant approach was used to simplify the terpolymer to a pseudo-homopolymer,
and then the numerical fractionation approach was applied to the resulting pseudo-
homopolymer system.
This pseudo-kinetic constant approach [91, 92, 93] has been widely used in the
modelling of free-radical polymerization. The approach is based on a quasi-steady
state assumption for both the free radicals and the live chains. The approach defines
the concentrations of the pseudo-monomer (CM) and pseudo-live polymer (L0) as






L0 = P0 + Q0 + R0 (3.17)
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where CMi is the concentration of the i-th monomer and P0, Q0 and R0 are the
concentrations of ethylene-ended, propylene-ended and diene-ended live polymer





The mole fractions of individual polymer chains are calculated from equations de-
rived using the quasi-steady state assumption:
k12P0CM2 = k21Q0CM1 (3.19)
k13P0CM3 = k31R0CM1 (3.20)
Therefore the monomer mole fractions are functions of both propagation rate con-
























= 1− ΦP − ΦQ (3.23)
The pseudo-propagation rate constant kp can be defined as:
kp = (k11ΦP + k21ΦQ + k31ΦR)ΦM1 + (k12ΦP + k22ΦQ)ΦM2 + k13ΦP ΦM3 (3.24)
and the propagation reaction rate can be written as follows:
rp = kpCML0 (3.25)
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Using this approach, the terpolymer is reduced to a pseudo-homopolymer. The
crosslinking reactions of the terpolymer (Eq. 1) can be rewritten as:
Br1l1 + Br2l2 → B(r1+r2)(l1+l2−1) (3.26)
where r is the number of total monomer units and l is the number of PDBs in the



















where PDB is the overall concentration of PDBs; and B0, B1 and B2 are the bulk
zeroth, first and second dead moments of the pseudo-homopolymer, respectively.
The loss of one PDB is ignored in deriving the above equations because the number
of crosslinked PDBs is very small compared to the overall PDB concentration. The
first and second moments of the pseudo-homopolymer are the sums of the individual
first and second moments [62]:
B1 = B100 + B010 + B001 (3.30)





l=1 rlBrl in Eq. 3.29 is a cross second moment and gives rise
to a non-closure problem because higher order moments are required to solve the
equations. To avoid this problem a long chain assumption [35] which assumes that
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all chains in the reactor are long enough that they can be treated as having identical
monomer contents is used. This assumption implies that ratios of numbers of indi-
vidual monomers in each chain equals the ratios of their associated first moments.













This reduced model has 15 state variables with the first seven states the same as
the full model. The other state variables are: two bulk zeroth moments, two bulk
first moments, two bulk second moments, and the PDB concentrations in live and
dead chains. The detailed ODEs for the reduced model are listed in the Appendix B.
Because the moments in the reduced model are not based on individual monomers,
there are no large big differences in the order of magnitude of moments within
and across generations as in the full model. Therefore we can use the numerical
fractionation approach to calculate the polymer properties in the post-gel region.
When the numerical fractionation approach is applied to the pseudo-homopolymer,
the fraction of PDBs for each generation (ΦPDBm) is assumed to be equal to the









where gm,0 denotes the zeroth moment of the m-th generation. Then the moments











































Notice that in the second moment equation there are third moments involved.
This non-closure problem is solved using a closure approximation [76] in which the







This approximation is exact when the polydispersity equals one or two as discussed
by Cozewith and Teymour [19]. Although the approximation error cannot be es-
timated for a given generation, Gossage [35] has shown that the molecular weight
distribution computed using the numerical fractionation method showed good agree-
ment with experimental data, and the crosslinking density computed by the numer-
ical fractionation method for a batch reactor agrees with Flory’s theory.
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3.4 Results and Discussion
3.4.1 Computational Issues
Dynamic simulations were performed using Matlab and Simulink. The ODE solver
used was “ode23tb”, an implicit Runge-Kutta formulation with two stages. The
first stage is a trapezoidal rule step and the second stage is a backward difference
formula of order two. This solver has been demonstrated to solve stiff problems
efficiently [7, 78]. The numerical fractionation method overcomes the problems of
the traditional moment method at the gel point, and is able to continue the calcu-
lations into the post-gel region. But the method requires very high accuracy for the
moments of the higher generations. When it is applied to the full model, large dif-
ferences in magnitudes of different moments within the same generation and across
different generations resulted in serious computational problems. In particular, the
ODE solver failed to converge in the post-gel region where certain generations dis-
appeared. When the method is applied to the reduced model, the differences in
magnitudes of the moments are reduced by collapsing the individual first and sec-
ond moments into the bulk moments. Even so the integration requires stringent
tolerances. The absolute tolerance was set to 10−14 and the relative tolerance to
10−8 to guarantee convergence at all conditions tested. The default values for the
tolerances are 10−6 and 10−3, respectively. The CPU time for a ten-hour simula-
tion with eleven generations, feed conditions as listed in the following section, and
kc = 3.12kc,c is about ten minutes on a PC with a Pentium 4 1.70 GHz processor and
128 MB memory. The CPU time for the same simulation with only one generation
is less than 20 seconds.
44
3.4.2 Validation of the Assumptions
There are three major approximations used in deriving the pseudo-kinetic model
within the numerical fractionation framework: the quasi-steady state assumption,
the long chain assumption, and the third moment approximation. The quasi-steady
state assumption simplifies the terpolymer to a pseudo-homopolymer and reduces
the full model with 35 state variables to the reduced model with 15 state variables.
The long chain assumption makes the numerical fractionation method applicable
to the reduced model, and is used exclusively for the crosslinking reactions. The
third moment approximation allows the third moment to be calculated from the
three lower order moments to solve the non-closure problem in the second moment
equations. In this section the first two assumptions are tested. The validity of the
third assumption has been discussed extensively by Cozewith and Teymour [19],
and is not considered here. The errors caused by the number of generations used
are also investigated.
The reduced (pseudo-kinetic constant, numerical fractionation) model with kc =
0 was validated by comparing to the case of a CSTR at steady-state. The full
model was solved at steady-state for P , Q, R, M1, M2, and M3. The number chain
length distributions for P , Q, and R were generated by multiplying the exit-age








With similar equations for xM2 and xM3 . In other words, a perfect micromixing was
assumed. If r(θ) is the sum of rM ’s for all monomers, then the following equation
45







This solution is independent of the structure of the moment equations. We com-
pared number- and weight-average chain lengths computed with this model to those
computed from the steady-state equations of the reduced model in Appendix B,
kc = 0. Average relative deviations using the kinetics constants of Table 2.3 were
less than 1% in the number average chain length and less than 5% in a typical W(x)
with chain transfer reactions included (less than 1% for no chain transfer, where the
long-chain assumption is better satisfied). Therefore the moment calculations of the
reduced model are correct, at least in the limit of no crosslinking.
Validation of the Quasi-Steady State Assumption
Xie and Hamielec [91, 92, 93] point out that the relative error caused by this as-
sumption is a function of the average molecular weights. The larger the number or
weight average molecular weight, the smaller the error. The “quasi-steady state”
assumption was tested at steady-state by using a terpolymer system that does not
crosslink. Both the full model and reduced model were simulated using the same
set of kinetic parameters. The scaled parameter values are listed in Table 2.3. The
kinetic parameter set used in this work predicts average molecular weights greater
than 102 kg/mol. The relative errors in Mn and Mw resulting from the assumption
are less than 0.01%, and are negligible compared to the measurement error. To
check the effect of the assumption at lower molecular weights, the H2 chain transfer
reaction constant (ktr1) was increased to produce lower molecular weight polymer.
The simulation results show that even when ktr1 is 100 times larger than the nominal
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value and the average molecular weights are reduced to approximately 20% of their
original values, the relative errors are still less than 0.03%. The errors for different
ktr1 values are listed in Table 3.1.
Table 3.1: Errors Caused by the Quasi-Steady State Assumption.
ktr1 value
1 10 100 1000
(ratio to the original value)
Error (%)
Mn 2.85 ×10−3 -1.55×10−4 1.97×10−2 2.92×10−2
Mw -2.60×10−3 -9.36×10−3 5.05×10−3 1.32×10−2
Validation of the Long Chain Assumption
The long chain assumption was tested at steady-state using a terpolymer system
with crosslinking reactions in the pre-gel region. Both the full model and reduced
model were simulated with kc values ranging from zero to just below the critical
kc. We analyzed the relative error of the estimate of B002 using the long chain









The relative error of the estimate of B002 is a measure of the error resulting from
the assumption. The error is expressed as 1− (PDB/B1)2
B002/B2
and is plotted against kc in
Figure 3.1. As kc increases from zero to near the critical value, the absolute value
of the error increases from about 1.5% to 2.3%. When kc is small the polymer is
composed mainly of linear chains; as kc increases, branched chains whose second
moment ratios differ from those of linear chains begin to appear. From Figure 3.1
we can see that the second moment is underestimated; therefore this approximation
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will underestimate polydispersity as well. The relative error in the polydispersity
predicted by the pseudo-kinetic model is plotted in Figure 3.2. The error increases
as kc increases, accelerating rapidly as kc approaches its critical value. Therefore
the critical value of kc under this assumption must be higher than its actual value.
Simulation results show that the critical value of kc increases from its actual value
of 1.60 in the full model to approximately 1.65 in the pseudo-kinetic model. As
a result, this assumption will cause large errors in the pre-gel region near the gel
point. In the post-gel region the highly crosslinked chains are quickly consumed to
form gel, so the polydispersity of the sol decreases, and linear chains dominate the
soluble polymer once again. Therefore the error is expected to decrease quickly in
the post-gel region as kc increases. Unfortunately the error cannot be estimated in
the post-gel region because the full model cannot be reliably solved when kc > kc,c.
Error Caused by the Number of Generations
In the numerical fractionation method, the generations included in the model are
treated as soluble polymer. Higher generations not included are considered to be
gel. All the generations used in the model have finite second moments and finite
polydispersity. Therefore the model requires an infinite number of generations to
reproduce the behavior of the polymer at the gel point where the polydispersity be-
comes infinite. The numerical fractionation method will generate potentially large
errors in the neighborhood of the gel point. By contrast, in the post-gel region
the higher generations are consumed quickly and the polydispersity of the sol de-
creases dramatically. The number of generations used represents a tradeoff between
accuracy near the gel point and computational efficiency and reliability.
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Figure 3.1: Relative error in B002 caused by crosslinking in the pre-gel region
The following dynamics simulation was performed. The initial condition is the
steady-state solution of the full model without crosslinking reactions. The crosslink-
ing reactions with kc = 3.12kc,c begin to take place at time zero. This test is designed
to study the dynamics of crosslinking and the characteristics of the numerical frac-
tionation approach without interference from the other reactions. It is justified
given the very different characteristic time scales of the propagation reactions rela-
tive to the crosslinking reactions. Figure 3.3 shows results for the evolution of the
polydispersity from pre-gel to final steady state at the same feed conditions as in
Figures 3.1 and 3.2. The dynamics of gelation are well represented in the post-gel
region and the final steady state is accurately predicted with as few as five (zeroth
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Figure 3.2: Relative error in polydispersity in the pre-gel region
to fourth) generations. However, more generations are required to accurately repre-
sent the dynamics near the gel point. Simulations using different kc values showed
that eleven total generations are adequate to approximate the dynamics near the gel
point; the polydispersity is within the experimental range, but the computational
demands are not excessive.
3.4.3 The Dynamics of Crosslinking Reactions in the
Post-gel Region
First, the evolution of the bulk second moments was analyzed since the second mo-
ments are associated with the formation of gel. We found that the second moments
of different generations evolve very differently in the post-gel region as shown in
Figure 3.4. The linear polymer (zeroth generation) decreases slowly from its initial
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Figure 3.3: Evolution of the polydispersity for different numbers of generations when
kc = 3.12kc,c
value to its new steady state. The first through third generations show similar be-
havior, increasing from zero to their maxima prior to the gel point, then decreasing
to nonzero steady-state values. The lower the generation, the earlier in time the
maximum occurs. The higher generations increase to their maximum values at the
gel point and then decrease to zero. We can also see that the higher the generation,
the faster the dynamics as a result of a higher degree of crosslinking. When gel
is formed, the higher generations begin to decrease at the gel point because the
sol consumption rate by the gel (−kcΦ2PDBgm,1
∑∞
m1=m
gm1) is larger than the sol
production rate by the lower generations (1
2
kc(gm−1,1)2) . Because the higher gen-
erations have higher degrees of crosslinking, they are consumed faster and come to
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Figure 3.4: Evolution of second moments of the individual generations in the post-
gel region
steady-state more quickly. As a result, the polydispersity decreases rapidly after the
gel point and reaches the steady state shown in Figure 3.5.
In the post-gel region, the polymer is composed of both sol and gel. The mass
fraction of sol (xsol) is calculated as the ratio of the sum of first moments of all the
generations and the first moment of the polymer:
xsol =
∑M
m=0 gm,1 + L1
B1 + L1
(3.42)
where M is the highest generation used. Figure 3.6 shows the evolution of the sol
fraction at kc
kc,c
= 1.88, 3.12 and 4.38. A smaller kc not only results in less gel, it also
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Figure 3.5: Evolution of overall polydispersity in the pre- and post-gel regions
causes the sol to approach steady state more slowly. Figures 3.7 and 3.8 show the
steady-state polydispersity of the sol and the sol fraction, respectively, as functions
of the kc value. A large polydispersity in the post-gel region is obtained when kc just
exceeds its critical value. As kc increases, the steady-state polydispersity of the sol in
the post-gel region decreases almost exponentially. The predicted maximum steady-
state polydispersity is close to that of experiment data found in the literature, about
6.6. [10]. The small errors in the pre-gel region are caused by the assumptions used
to implement the pseudo-kinetic constant and numerical fractionation approaches.
The sol fraction, on the other hand, decreases with kc in a more linear fashion.
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Figure 3.6: Evolution of the sol fraction in the post-gel region
Construction of MWD
An approximate molecular weight distribution can be constructed by assuming each
generation obeys a certain distribution function. Here the Schulz two-parameter






where zm and ym are defined as:
zm =
1




























Figure 3.7: Steady state polydispersity in the pre- and post-gel regions
W is the mass fraction of the m-th generation polymer chains with mass x, Mw,m
is the weight average molecular weight of the m-th generation polymer, Pdm is the
polydispersity of the m-th generation, and Γ represents the gamma function. Using
this distribution function, we can reconstruct the MWD of the sol by a weighted








Figure 3.9 shows the MWD at steady state when kc
kc,c
= 3.12. The results show
that at steady state the sol is mainly composed of linear polymer chains (zeroth
generation) and first generation branched polymer chains. From the enlarged picture
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Figure 3.8: Steady state sol fraction in the post-gel region
shown at the top right of Figure 3.9 we can see that mass fraction of the second
generation is very small compared to the first two generations. Therefore the effect
of the second and higher generations on the MWD is negligible, and the overall sol
distribution is unimodal. Figure 3.10 shows the sol MWD obtained when kc
kc,c
= 3.12
at four different times, moving from the pre-gel region to the final steady-state in
the post-gel region. In Figure 3.11 the tail area of Figure 3.10 is enlarged for better
visualization of the changes taking place in the vicinity of the gel point. From the
two figures we can see that the MWD at startup has the shortest tail because the
polymer is still mainly composed of linear chains. As the process approaches the gel



















































Figure 3.9: Molecular weight distribution of the sol at steady state, kc/kc,c = 3.12
shifting the tail to the right. The MWD curve just before the initial gel time has
the longest tail because it has the most non-empty generations. As a result, both
the mass fraction of polymer at the MWD maximum and Mn itself decrease as the
process approaches the gel point. In the post-gel region, the tail is less pronounced
because higher generations with higher molecular weights have been consumed.
3.5 Summary and Conclusions
A crosslinking mechanism based on reaction of pendant double bonds has been
proposed and evaluated for a terpolymerization process occurring in a CSTR. Com-






























t/θ=1.68, right before gel point
t/θ=2.4
Steady state
Figure 3.10: Evolution of the molecular weight distribution of the sol in the post-gel
region
pre- and post-gel regions, have been performed for a process of this type for the first
time. This was made possible by a combination of a numerical fractionation (gener-
ational) method along with a pseudo-kinetic constant approach. The assumptions
were validated by comparing full model solutions to a reduced model for various lim-
iting cases. In particular, the long chain assumption results in some error near the
gel point, but these errors decrease rapidly in the post-gel region. The dynamics of
the crosslinking reactions were studied in the post-gel region. Polydispersity could
be computed with as few as five generations, at reasonable computational expense.
This is because the higher generations of the sol are consumed rapidly, causing the




























t/θ=1.68, right before gel point
t/θ=2.4
Steady state
Figure 3.11: Evolution of the molecular weight distribution of the sol in the high
Mn region
steady-state polydispersity of the sol is obtained when the crosslinking rate constant
just exceeds a critical value inversely proportional to the second moment of PDBs
for the polymer prior to crosslinking. These polydispersities decrease exponentially
at higher values of the rate constant. For the evolution of the MWD with time, the
first two generations contribute the most to the MWD, which is unimodal. The tail
of the MWD is longest near the time of initial gelation; this tail is shortened in the
post-gel region as higher generations are consumed.
Chapter 4
Off-line Parameter Estimation of EPDM
Process
4.1 Introduction
Estimation of the kinetic parameters of a reaction mechanism from plant data is a
typical off-line parameter estimation problem; the sum of the differences between
the predicted outputs and the measurements is minimized. It can be formulated as




























if the standard deviation of the measurements cannot be obtained.
The objective function is subject to:
ẋ = f(x, u, θ) (4.3)
yk = g(xk) (4.4)
θ ≥ 0 (4.5)
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where M is the number of samples, yp and y are the plant and model output data
vectors, respectively, x, u and θ are the state variable, input variable and model
parameter vectors, respectively, σyp is the standard deviation of the measured plant
outputs, f and g are nonlinear functions, k is the discrete time, and ‖·‖2 is the
2-norm, or the sum of the squares. Eqs. (4.3) and (4.4) are model equations and
inequality (4.5) represents the physical constraints on the parameter vector. The
model of the EPDM process is derived from the Cozewith 88 mechanism [16]. The
parameter set has 18 kinetic parameters, some of which are assumed to be zero. The
non-zero parameters must be obtained from the literature or estimated from plant,
pilot plant and/or laboratory data.
4.2 Selection of Parameters
The FIM-based parameter selection criteria and other procedures discussed in Chap-
ter 1 failed to provide consistent selection of parameters. A new parameter selection
procedure is proposed in this chapter.
4.2.1 Parameter Sensitivity
Parameter sensitivity analysis provides information about the sensitivity of model
outputs to changes in the model parameters. The first step of the analysis is to













is the sensitivity matrix of state vector x with respect to the parame-
ter vector θ. Therefore the sensitivity matrix of the outputs with respect to the
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where u is the input vector and k is the discrete time. Note that a set of N × P
ODEs are formulated from the original N ODEs, where N and P are the number
of states and parameters respectively.
Here we use steady-state parameter perturbation tests to numerically approxi-
mate the steady-state sensitivity matrix S rather than using the analytical approach
of integrating Eqs. 4.7–4.8 to steady state. The sensitivity matrix computed from
Eqs. 4.7–4.8 is only valid in a small neighborhood of the nominal parameter values
for nonlinear systems, and its computation is prohibitive for systems with a large
number of states and measurements because the augmented system has (N + 1)P
states while the original system only has N states, where N and P are the numbers
of the states and parameters of the original system. Also, for some complex systems,
deriving Eqs. 4.7–4.8 is very difficult. The steady-state parameter perturbation tests
are easy to conduct, and have the potential to overcome the locality of the analytical
approach. The nominal values of the 14 non-zero parameters are obtained from an
ExxonMobil proprietary report. The measured outputs are the polymer production
rate, or the polyrate (p), the polymer contents of ethylene and diene (XM1 and
XM3), and the number average molecular weight (Mn). The ethylene content (XM1)
is measured on a diene-free base. The outputs are related to state variables by the
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following equations:







Mw1λ100 + Mw2λ010 + Mw3λ001
(4.11)
Mn =
Mw1λ100 + Mw2λ010 + Mw3λ001
λ0
(4.12)
where Fout is the outlet volumetric flow rate of the reactor, Mw1 , Mw2 and Mw3 are
the molecular weights of ethylene, propylene and diene respectively, λ0 is the zeroth
bulk moment, and λ100, λ010 and λ001 are the three first bulk moments.
λ0 = P0 + Q0 + R0 + B0 (4.13)
λ100 = P100 + Q100 + R100 + B100 (4.14)
λ010 = P010 + Q010 + R010 + B010 (4.15)
λ001 = P001 + Q001 + R001 + B001 (4.16)
where P , Q, R and B are ethylene-ended, propylene-ended, diene-ended live poly-
mer chains and dead polymer chains respectively. The subscript “0” denotes zeroth
moment and represents a molar concentration of polymer chains. The subscripts
“100”, “010” and “001” denote the first moments with respect to monomers ethy-
lene, propylene and diene respectively, and represent the corresponding monomer
concentrations in the polymer chains.






where: θn,j and yn,i are nominal values of the parameter θj and the output yi,
respectively; and:
∆yi = yi − yn,i (4.18)
∆θj = θj − θn,j (4.19)
The sensitivity matrix K is an approximation of the dimensionless sensitivity
coefficient matrix and reflects the relative magnitude of output changes with respect










The K matrix for ±25% perturbations in the parameter values for a commercial
grade is shown in Tables 4.1 (+25%) and 4.2 (−25%) (K is a 4 × 14 matrix by its
definition and is transposed in the tables to fit the orientation of the paper). The
actual K matrices were scaled by a constant in these tables. The scaled nominal pa-
rameter values used for the perturbation test are listed in Table 2.3. The parameters
listed in the other tables of this chapter are also scaled in the same way if not stated
otherwise. These K matrix tables show that parameters such as the initiation rate
constants (ki1, ki2) and the diene-ethylene rate constant (k31) have very little effect
on the four outputs. They effectively are unidentifiable and should be eliminated
from consideration as estimated parameters. However, we include these parameters
in the subsequent analysis to better illustrate the proposed method. Further anal-
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ysis shows that they are structurally unidentifiable at their nominal values due to
the insensitivity of the outputs to these parameters, although they do have strong
effects on certain states.
The tables also show that some parameters (such as ka and kx3) have quite
different effects in the two perturbation tests. For instance, kx3 had larger effects
than ka in the +25% test, while ka had larger effects than kx3 in the -25% test.
This indicates the effects of these parameters on the outputs are nonlinear, and
different conclusions might be derived based on different tests. To illustrate the
parameter selection procedure both perturbation tests are analyzed separately and
a multi-magnitude perturbation test is introduced to account for the nonlinearity of
the parameter sensitivity.
Table 4.1: Parameter Output Sensitivity Matrix K (Scaled): +25% Perturbation.
p XM1 XM3 Mn
ka 0.2189 -0.0794 -0.0573 -0.4411
kx3 -0.3011 0.1031 0.0743 0.6458
ki1 9.44× 10−5 3.60× 10−6 9.6× 10−5 −3.38× 10−4
ki2 2.67× 10−4 −1.30× 10−4 −1.04× 10−4 4.19× 10−4
k11 0.0511 0.0538 -0.0930 0.1293
k12 0.1338 -0.1132 -0.1390 0.1379
k13 0.1941 -0.0752 0.1013 -0.3652
k21 0.0529 -0.0129 -0.0086 -0.0271
k22 0.0148 -0.0122 -0.0105 0.0063
k31 2.89× 10−3 −1.02× 10−3 −7.62× 10−4 9.76× 10−4
kt -0.2750 0.0934 0.0695 0.3969
kt2 -0.03069 0.01071 0.007997 0.04520
ktr1 −1.23× 10−4 5.2× 10−6 −3.96× 10−5 -0.4350
ktrM2 2.64× 10−5 −2.30× 10−5 −2.66× 10−5 -0.0888
A quantitative measure of the overall effect of each parameter on the measured
outputs is derived by applying PCA analysis [3, 24, 40, 49] to the K matrix. The
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Table 4.2: Parameter Output Sensitivity Matrix K (Scaled): −25% Perturbation.
p XM1 XM3 Mn
ka -0.3586 0.1450 0.1058 0.8909
kx3 0.2293 -0.0984 -0.0717 -0.5317
ki1 −2.41× 10−5 −2.88× 10−5 2.94× 10−5 2.45× 10−4
ki2 −2.29× 10−5 1.38× 10−5 1.13× 10−5 3.13× 10−4
k11 -0.0575 -0.0688 0.1036 -0.1477
k12 -0.1697 0.1541 0.1824 -0.1622
k13 -0.2625 0.1143 -0.1932 0.5646
k21 -0.0783 0.0221 0.0148 0.0459
k22 -0.0174 0.0146 0.0125 -0.0067
k31 −4.41× 10−3 1.81× 10−3 1.37× 10−3 1.82× 10−3
kt 0.3157 -0.1317 -0.1002 -0.5147
kt2 0.1170 -0.0495 -0.0375 -0.2051
ktr1 2.51× 10−5 2.70× 10−5 6.57× 10−5 0.6273
ktrM2 −2.69× 10−5 2.42× 10−5 2.69× 10−5 0.0946
principal components are the eigenvectors of the covariance matrix:
X = KT K (4.21)
The X matrix is 14× 14 and has fourteen eigenvalues and associated eigenvectors.
Because K is a 4 × 14 matrix, X only has four non-zero eigenvalues (λi). The
first principal component is the eigenvector associated with the largest eigenvalue of
the X matrix and represents the direction of largest overall variation. The remain-
ing principal components are ordered according to their contribution to the overall
variance. The absolute value of the principal component element PCij reflects the
contribution of the j-th parameter to the variance of the i-th output. The weighted
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is used as a measure of the overall effect of the j-th parameter on the four outputs.
Here wj is the overall contribution of the j-th parameter to the variance, 0 < wj < 1.
The measure wj reflects the difficulty in determining the j-th parameter when only a
single parameter is estimated. Accurate estimation from limited data sets is favored
by large wj values. However, this measure does not account for the quantity and
quality of the available data. The computed wj values are shown in Tables 4.3
(+25% perturbation) and 4.4 (−25% perturbation).
Table 4.3: Results of Principal Component Analysis: +25% Perturbation.
Parameter w Rank Parameter w Rank
kx3 0.5546 1 k11 0.1015 8
kt 0.4012 2 ktrM2 0.0650 9
ka 0.3880 3 k21 0.0506 10
k13 0.3551 4 k22 0.0080 11
ktr1 0.3182 5 k31 0.0025 12
kt2 0.1812 6 ki2 0.0004 13
k12 0.1060 7 ki1 0.0003 14
From these two tables, we can see the relative difficulties of estimating these
parameters. Based on the relative values of the measure, a preliminary partitioning
of parameters into three groups can be performed. Parameters in the first group (ka,
kx3 , ktr1 , k13, kt) have a comparatively large effect on the four outputs. Accurate
estimation of each parameter is precluded only by the presence of linear dependencies
with other parameters in this group. Parameters in the second group (kt2, k12, k11,
ktrM2 , k21) have a weaker effect on the outputs. There is the potential to estimate
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Table 4.4: Results of Principal Component Analysis: −25% Perturbation.
Parameter w Rank Parameter w Rank
ka 0.5718 1 k12 0.0918 8
k13 0.3880 2 ktrM2 0.0568 9
ktr1 0.3766 3 k21 0.0531 10
kt 0.3720 4 k22 0.0060 11
kx3 0.3478 5 k31 0.0027 12
kt2 0.1450 6 ki2 0.0002 13
k11 0.0988 7 ki1 0.0001 14
each parameter from this group which has a linearly independent effect. Parameters
in the third group (k22, k31, ki2, ki1) have very little effect on the outputs and
cannot be reliably estimated. As discussed below, a more definitive ranking requires
investigation of possible linear dependencies between individual parameters as well
as the development of a formal procedure to achieve an acceptable tradeoff between
the magnitude and the linear independence of parameter effects. From the tables
we also see that the rankings of the parameters are not exactly the same for the two
different tests due to nonlinearities. This implies that parameter selection based on
different perturbation tests may give different sets of selected parameters depending
on what the single perturbation is. The parameter selection procedure must account
for the nonlinearity of the effects.
4.2.2 Parameter Collinearity
Parameters that have strongly collinear effects on the measured output variables
cannot be accurately estimated from limited plant data even if the individual pa-
rameters have substantial effects. For example, it is not possible to estimate both
rate constants ka and kx3 due to their strong collinearity even though the model
outputs are very sensitive to each parameter individually. We use the angle be-
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tween the sensitivity vectors of two parameters as a quantitative measure of their
collinearity:
cos αθi,θj =
< Kθi , Kθj >
‖Kθi‖ · ‖Kθj‖
(4.23)
where Kθi is the sensitivity vector of parameter θi, < Kθi , Kθj > denotes the in-
ner product, ‖ · ‖ denotes the 2-norm and α ∈ [0, π]. When α is 0 or π, then
cos α = ±1 and the sensitivity vectors of the two parameters are parallel. In this
case, the parameters are completely collinear and their individual effects cannot be
distinguished; only one of the parameters can be estimated. Tables 4.5–4.8 show
the results of the calculations of Eq. 4.23. The tables show that the quadruplet {ka,
kx3 , kt, kt2} and the pair {ktr1 , ktrM2} are highly collinear (cos α > 0.98). Therefore
only one parameter from each set can be estimated reliably.
Table 4.5: Collinearity Measure: +25% Perturbation.
ka kx3 ki1 ki2 k11 k12 k13
ka 1 -0.9988 0.6755 0.9738 -0.0639 0.6695 0.6066
kx3 1 -0.7107 -0.9617 0.0695 -0.6339 -0.6182
ki1 1 0.4908 -0.1560 -0.0797 0.6564
ki2 1 -0.0153 0.8178 0.5034
k11 1 0.2416 -0.7166
k12 1 0.0516
k13 1
4.2.3 Parameter Selection Procedure
To determine the parameters to be estimated, both the sensitivity of and collinearity
between the parameters must be considered. Several criteria have been proposed
which attempt to provide an acceptable trade-off between these factors [38, 89, 90].
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Table 4.6: Collinearity Measure: +25% Perturbation (continued).
k21 k22 k31 kt kt2 ktr1 ktrM2
ka 0.9147 0.7492 0.8988 -0.9917 -0.9922 0.5303 0.5322
kx3 -0.9032 -0.7157 -0.8789 0.9857 0.9860 -0.5664 -0.5682
ki1 0.5054 0.0192 0.3557 -0.6079 -0.6038 0.8510 0.8514
ki2 0.9224 0.8791 0.9505 -0.9842 -0.9861 0.3693 0.3714
k11 0.0438 0.0793 0.0585 0.0203 0.0221 -0.2320 -0.2319
k12 0.7354 0.9826 0.8583 -0.7298 -0.7340 -0.1425 -0.1405
k13 0.5777 0.2315 0.4814 -0.5855 -0.5818 0.4322 0.4331
k21 1 0.8039 0.9772 -0.9561 -0.9533 0.1880 0.1900
k22 1 0.9119 -0.8033 -0.8071 -0.0687 -0.0665
k31 1 -0.9467 -0.9461 0.1053 0.1075
kt 1 1 -0.4196 -0.4216
kt2 1 -0.4215 -0.4235
ktr1 1 1
ktrM2 1
Table 4.7: Collinearity Measure: −25% Perturbation.
ka kx3 ki1 ki2 k11 k12 k13
ka 1 -0.9986 0.1248 0.9323 -0.1008 0.6687 0.5385
kx3 1 -0.07314 -0.9498 0.09848 -0.7049 -0.5256
ki1 1 -0.2421 -0.1198 -0.6403 0.4037
ki2 1 -0.04462 0.8882 0.3779
k11 1 0.1536 -0.7377
k12 1 0.01242
k13 1
The application of these criteria to EPDM kineitc parameter selection problem failed
to produce an acceptable solution. FIM-based criteria require a subjective choice
of the parameters that yield the best tradeoff between minimization of the FIM
condition number (modified E criterion) and minimization of the FIM determinant
(criterion D). To eliminate this subjectivity, we modified the FIM-based approach
such that the estimated parameters are chosen to minimize the product of these
70
Table 4.8: Collinearity Measure: −25% Perturbation (continued).
k21 k22 k31 kt kt2 ktr1 ktrM2
ka 0.9034 0.7437 0.8849 -0.9826 -0.9867 0.5606 0.5619
kx3 -0.9154 -0.7776 -0.9055 0.9902 0.9933 -0.5216 -0.5230
ki1 0.09363 -0.5681 -0.2735 0.03854 0.02199 0.7390 0.7382
ki2 0.9229 0.9349 0.9686 -0.9761 -0.9738 0.2721 0.2737
k11 0.01820 0.01386 0.01359 0.05487 0.06273 -0.2255 -0.2255
k12 0.7628 0.9847 0.8789 -0.7780 -0.7684 -0.1238 -0.1221
k13 0.5077 0.1859 0.4081 -0.4917 -0.4959 0.4016 0.4021
k21 1 0.8319 0.9771 -0.9552 -0.9486 0.1861 0.1876
k22 1 0.9306 -0.8441 -0.8353 -0.05971 -0.05803
k31 1 -0.9557 -0.9482 0.1106 0.1123
kt 1 0.9997 -0.3982 -0.3997
kt2 1 -0.4203 -0.4218
ktr1 1 1
ktrM2 1
two measures. This ensures that a unique solution is obtained for each subset
of candidate parameters. The FIM-based method does not simply add another
parameter to the previously selected parameters, thus the FIM-based parameter
selection is not consistent.
Our new perturbation test-PCA parameter selection procedure is based on a
quantitative measure of practical identifiability, providing a tradeoff between the
often conflicting objectives of large parameter effects and small parameter collinear-
ities. Each parameter is ranked according to its identifiability via the following
recursive algorithm.
1. Perform the PCA calculation (4.22) to determine the overall effect wj of each
parameter θj. Set the highest ranked parameter p1 = {θk|wk = maxj wj}. Set
the number of selected parameters N = 1.
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2. Perform the collinearity calculation (4.23) to determine the angle αθj ,θk be-
tween each parameter pair.






4. Select the (N +1)-th highest ranked parameter pN+1 = {θk|JN,k = maxj JN,j}.
Set the number of selected parameters N = N + 1.
5. Repeat step 3 until JN,j is smaller than a certain value or the selected param-
eter has a very weak effect and/or is highly collinear with other parameters
already chosen.
The results of this procedure for the +25% perturbation test are (for seven iter-
ations): kx3 , ktr1 , k13,k11, k12, kt and k21. The values for the identifiability measure
J are listed in Table 4.9. The parameter kx3 is ranked first because it has the largest
overall effect. Despite being the second highest ranked parameter with respect to
overall effect, ka is not chosen in the first seven steps because its effects are highly
collinear with those of kx3 . The parameter kt is not chosen until the sixth iteration
because its effects are strongly collinear with those of ka. This indicates that six
parameters are much more difficult to estimate than five parameters. While the
proposed algorithm generates a ranking of parameters according to their identifia-
bility, it does not directly address the question of the number of parameters that
should be estimated. We have found that the difference between the identifiability
measures of two chosen parameters can provide some useful information about the
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Table 4.9: Identifiability Measure: ± 25% Perturbation.
+25% Perturbation -25% Perturbation
Rank Selected Parameters J Selected Parameters J
1 kx3 0.5586 ka 0.5712
2 ktr1 0.2847 k13 0.3269
3 k13 0.2366 ktr1 0.2856
4 k11 0.0754 k12 0.0677
5 k12 0.0730 k11 0.0639
6 kt 0.0334 kt 0.0346
7 k21 0.0031 k21 0.0037
optimal number of estimated parameters. If the identifiability measure of the N -th
ranked parameter is much greater than that of the (N + 1)-th ranked parameter,
then estimation of the (N + 1)-th parameter likely will be difficult. However, this
heuristic is not generally applicable because some problems do not admit such a
clear distinction. As discussed below, we have found that it is necessary to perform
limited off-line parameter estimation tests to determine the appropriate number of
estimated parameters.
The results of this procedure for the -25% perturbation test are (for seven iter-
ations): ka, k13, ktr1 , k12, k11, kt and k21. The values for the identifiability measure
J are listed in Table 4.9. Because of the nonlinearity of the parameters’ effects on
the outputs, the parameter selection procedure for two different perturbation tests
yielded different sets of selected parameters. For example, for the −25% perturba-
tion test ka has the largest overall effect and is ranked first; kx3 is ranked first for the
case of +25% perturbation. Again the nonlinearity issue must be addressed to guar-
antee that the selected parameters are independent of the particular perturbation
test.
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4.3 Dynamic Parameter Estimation Test
The above analysis consisted of off-line parameter estimation using dynamic simula-
tion data. Because of a lack of actual plant data, the “plant” data for this analysis
were generated using dynamic simulation. We studied two cases: (1) a “perfect
model” where both the “plant” and the “model” are derived from the Cozewith 88
mechanism; and (2) a “model mismatch” case, where the “plant” is derived using
the ExxonMobil proprietary mechanism, and the “model” is derived using the Coz-
ewith 88 mechanism. These cases were designed to validate the parameter selection
procedure and to determine the appropriate number of parameters to estimate.
4.3.1 Parameter Selection Procedure Validation
The parameter selection procedure proposed in the previous section is validated
by performing a parameter estimation for a perfect model case where the “plant”
and the “model” use the same mechanism, the Cozewith 88 mechanism. The input
sequence is the input sequence 1 in Table 2.6 and the optimization algorithm is
the Strategy Simplex. The first five and six parameters, according to the selection
procedure based on a +25% perturbation, are estimated using dynamic simulation
data. The rest of the parameters assume the same values as for the ExxonMobil
proprietary mechanism. The sampling time is assumed to be six minutes. The pro-
cess starts with the reactor containing all feeds except the catalyst and cocatalyst,
and is followed by input sequence 1 listed in Table 2.6. The results are shown in
Tables 4.10 and 4.11. The results show that the first five selected parameters con-
verge to a unique solution for different initial guesses, while the first six parameters
do not converge to a unique solution. This indicates that only five parameters can
be uniquely determined, and that the parameter selection procedure is valid.
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Table 4.10: Five-Parameter Optimization: Perfect Model, Parameters from +25%
Perturbation.
Parameters kx3 k11 k12 k13 ktr1 J*
Data 0.989 0.421 0.689 0.414 1.758
Estimate 0.991 0.422 0.690 0.412 1.773 4.47
*: The relative tolerances of the objective function and the estimated parameters are 10−5 and
10−4, respectively.
Table 4.11: Six-Parameter Optimization: Perfect Model, Parameters from +25%
Perturbation.
Parameters kx3 k11 k12 k13 kt ktr1 J*
Data 0.989 0.421 0.689 0.414 0.560 1.758
Initial Guess 0.366 0.366 0.366 0.366 0.366 0.366
Estimate 0.417 0.238 0.410 0.239 0.445 0.651 6.92
Initial Guess 1.832 1.832 1.832 1.832 1.832 1.832
Estimate 0.731 1.110 1.895 1.112 3.055 3.663 5.55
*: The relative tolerances of the objective function and the estimated parameters are 10−6 and
10−5, respectively.
4.3.2 Parameter Estimation from Dynamic “Plant” Data
In the perfect model tests, the parameter selection procedure was validated and it
was concluded that at most five kinetic parameters can be estimated. In this section,
model mismatch tests are conducted where the “plant” data are generated using an
ExxonMobil proprietary mechanism. This is a more realistic case in that mismatch
between the model used and the plant true model is not unusual. The “plant” data
are generated using input sequence 1. The scaled kinetic parameters are listed in
Table 2.3. The five-parameter optimization results are shown in Table 4.12. The
results show that there exists a unique solution for the five selected parameters.
Although not presented here, the six-parameter estimation cannot converge to a
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unique solution. Again, this indicates that only the first five parameters can be
estimated uniquely.
Table 4.12: Five-Parameter Optimization: Model Mismatch.
Parameters kx3 k11 k12 k13 ktr1 J*
Estimate 0.3663 0.8779 1.4249 0.8513 2.9242 3.733
*:The relative tolerances of the objective function and the estimated parameters are 10−4 and
10−4, respectively.
4.4 Extension of the Parameter Selection
Procedure
The original parameter selection procedure discussed in the previous section is based
on a single steady-state perturbation test. It does not account for the nonlinearity
of the effects of the parameters on the outputs or the process dynamics. In this
section tentative modifications have been made to incorporate these factors.
4.4.1 Nonlinear Extension of the Procedure
As we already know from the previous section, the effects of the parameters on the
outputs of the EPDM process are nonlinear, and different parameters are selected
using perturbation tests with different magnitudes. Therefore one single perturba-
tion test is inadequate to represent the nonlinearity of these effects. In this work,
we examine a multi-magnitude steady-state perturbation test to account for the
nonlinearity and to compute an average parameter output sensitivity matrix (K).
The parameter selection procedure is then applied to the K matrix to obtain the
selected parameters. The range, number and distribution of the perturbations are
configuration parameters for the multi-magnitude steady-state perturbation test,
and must be pre-determined. The range of the perturbations should be consistent
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with the physical bounds of the parameters in the parameter estimation. We select
the range to be 1
10
to 10 times the nominal values of the parameters, or the range
[pmin pmax]=[θmin/θn θmax/θn]= [1/10 10], where pmin and pmax are the minimum
and maximum ratios of the parameter values to their nominal values, θmin, θmax and
θn are the minimum, maximum and nominal values of the parameters. The total
number of perturbations (NS) should be large enough to reflect the nonlinearity
of the effects; we choose a total of 20 perturbations. One half of the perturbations
are uniformly distributed in the range of [ 1
10
θn θn] and the other half are uniformly
distributed in the range of [θn 10θn], Then the k-th parameter value of the i-th
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θk,n NS/2 + 1 ≤ i ≤ NS
(4.25)
The resulting average sensitivity matrix is given in Table 4.13. The parameters
selected in the first seven iterations are: ka, ktr1 , k13, k12, k11, kt and k21. We can
see that the parameters selected based on the multi-magnitude perturbation test
are slightly different from those selected based on the +25% or -25% perturbation
tests. Parameter ka is the first selected, the same as the -25% perturbation test, but
ktr1 and k13 are selected as the second and third parameters, rather than k13 and
ktr1 . However the remaining four parameters are selected in the same order as for
the +25% or -25% perturbation tests.
The results of the parameter selection validation using the dynamic parameter
estimation test (“perfect model”) are listed in Table 4.14 for five-parameter es-
timation and Table 4.15 for six-parameter estimation. By comparing Table 4.14
with Table 4.10 we see that the modified five-parameter estimation method yields
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Table 4.13: Average Parameter Output Sensitivity Matrix K.
p XM1 XM3 Mn
ka 0.0703 -0.0223 -0.0148 0.1782
kx3 -0.0434 0.0151 0.0101 0.1019
ki1 3.65× 10−5 9− 3.3× 10−6 2.5× 10−7 −1.2× 10−4
ki2 1.12× 10−4 −5.6× 10−5 −4.2× 10−5 2.0× 10−4
k11 0.0180 0.0152 -0.0305 0.0334
k12 0.0299 -0.0310 -0.0354 0.0332
k13 0.0399 -0.0134 .0560 -0.0801
k21 0.0175 -0.0037 -0.0022 -0.0053
k22 0.0034 -0.0030 -0.0025 0.0018
k31 1.16× 10−3 −4.47× 10−4 −3.21× 10−4 −2.27× 10−4
kt -0.0458 0.0169 0.012 1 0.0616
kt2 -0.0201 0.0072 0.0051 0.0277
ktr1 −5.0× 10−5 7.5× 10−6 −6.5× 10−6 -0.1237
ktrM2 6.5× 10−6 −6.3× 10−6 −6.8× 10−6 -0.0161
a slightly smaller objective function value. The same conclusion is obtained that at
most five parameters can be estimated. The results of dynamic parameter estimation
for five parameters using mismatched models are listed in Table 4.16; this objective
function value is about 60% smaller than in Table 4.12 where the parameters were
selected based on a +25% perturbation test. Therefore the parameter selection pro-
cedure based on the multi-magnitude perturbation test results in better selection of
parameters by considering the nonlinearity of the effects of the parameters on the
outputs.
Table 4.14: Five-Parameter Optimization: Perfect Model, Parameters from Multi-
Magnitude Perturbation.
Parameters ka k11 k12 k13 ktr1 J
Data 0.366 0.421 0.689 0.414 1.76
Estimate 0.358 0.429 0.700 0.420 1.788 4.1
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Table 4.15: Six-Parameter Optimization: Perfect Model, Parameters from Multi-
Magnitude Perturbation.
Parameters ka k11 k12 k13 kt ktr1 J
∗
Data 0.3663 0.421 0.689 0.414 0.560 1.758
Initial Guess 0.0366 0.0542 0.5842 2.2236 3.1604 0.0877
Estimate 0.4193 2.0351 3.4016 2.0522 3.0929 5.5253 2.675
Table 4.16: Five-Parameter Optimization: Model Mismatch, Parameters from
Multi-Magnitude Perturbation.
Parameters ka k11 k12 k13 ktr1 J*
Estimate 1.244 0.354 0.576 0.347 1.321 1.458
*:The relative tolerances of the objective function and the estimated parameters are 10−4 and
10−4, respectively.
4.4.2 Extension for Dynamics
The parameter selection procedure proposed in the previous section is based on a
steady-state perturbation test and neglects the reactor dynamics. Because dynamic
data are expected to provide richer information than steady-state data, it would
be useful to develop dynamic measures of the overall effects and collinearity of the
parameters on the outputs, and to select the parameters to be estimated utilizing
these dynamic measures.
Table 4.17: Six-Parameter Optimization: Model Mismatch, Parameters from Dy-
namic Perturbation.
Parameters kx3 k11 k12 k13 ktr1 ktrM2 J*
Initial 0.366 0.366 0.366 0.366 0.366 0.366
Estimate 0.186 0.336 0.548 0.325 1.132 1.239 3.633
Initial 1.832 1.832 1.832 1.832 1.832 1.832
Estimate 0.186 0.336 0.548 0.325 1.132 1.237 3.663
*:The relative tolerances of the objective function and the estimated parameters are 10−5 and
10−5, respectively.
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Parameter estimation results using the dynamic “plant” data discussed in the
previous section show that although the parameter selection procedure based on
a steady-state perturbation test predicts that only five kinetic parameters can be
estimated, in reality a set of six parameters determined by a dynamic parameter
selection procedure can be estimated. The six parameters are kx3 , k11, k12, k13, ktr1
and ktrM2 . The dynamic parameter estimation results are shown in Table 4.17. When
compared to Table 4.11, the results indicate that although ktr1 and ktrM2 only affect
one output (Mn) and are collinear at steady state, they are not collinear under
dynamic conditions. A tentative approach is proposed to better account for the
parameter effects under dynamic conditions. The method involves the calculation









To account for the contribution of the dynamics, the time-weighted average sen-









where α is an arbitrary positive number that determines the weight of each sample.
M is the length of the horizon from an initial state to the steady state originally
proposed for the comparison of two state variables; here it denotes the number of
samples taken for a designated input sequence with multiple step changes. The
time tref is when the process departs from a steady state. This ensures that the
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process can take into account most of the dynamic information. For the FIM-
based parameter selection procedure, the sensitivity matrices at different times are
weighted equally. The time-weighted averaging method should therefore be superior
to FIM-based approaches when dynamic data contain more process information.
For the time-weighted averaging method, the larger α is, the less the weight on the
steady state data, and the larger the weight on the initial values. The selection of
α depends on the dynamics of the process, the reliability of the dynamic data, and
the design of the input sequence. In this work it is set to 4. Then PCA analysis
is applied to the K matrix for a +25% perturbation test to calculate the overall
dynamic effect of each parameter. Input sequence 1 is used in the test. The results
are shown in Table 4.18. From comparing this table and Table 4.3 we can see that
the overall effect of each parameter under dynamic conditions is similar to that of
the steady-state results. The ranking of the parameters remains the same.
Table 4.18: Dynamic Overall Effect: +25% Perturbation
Parameter w Ranking Parameter w Ranking
kx3 0.5562 1 k11 0.1067 8
kt 0.3924 2 ktrM2 0.0641 9
ka 0.3646 3 k21 0.0506 10
k13 0.3519 4 k22 0.0084 11
ktr1 0.3507 5 k31 0.0021 12
kt2 0.1808 6 ki2 0.0006 13
k12 0.1162 7 ki1 0.0004 14
Dynamic collinearity is difficult to measure for systems with multiple outputs.
First we applied the collinearity analysis on the time-weighted average sensitivity
matrix, but this does not yield significant differences in collinearity from the steady-
state sensitivity matrix, and the parameter selection procedure failed to select ktrM2 .
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In this work, an alternative method of calculating the dynamic collinearity is studied.
In this method the parameters are grouped into several subsets in terms of how they
affect the outputs. If certain parameters affect the same outputs, they are grouped
together. For instance, ktr1 and ktrM2 are the only parameters that affect Mn only,
so they are grouped into the same subset. The dynamic collinearity is calculated as
follows:
• For the subset of the parameters that affects all outputs, the time-weighted




−αt1 · · · KijMe−αtM
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(4.28)






where cov(Kw,ij1 , Kw,ij2) is the covariance of two vectors Kw,ij1 and Kw,ij2 ,
σKw,ij1 is the variance of Kw,ij1 . The average correlation coefficient matrix is







• For the subsets of the parameters that do not affect all outputs, one calculates
only the correlation coefficient matrix for the outputs that the parameters of
this subset affect. Then one calculates the average of these matrices as the
average correlation coefficient matrix.
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The parameter selection procedure proposed in the previous section is then mod-
ified as follows to account for the dynamics of the process in the parameter selection.
1. Perform the PCA calculation (Eq. 4.22) to determine the overall effect wj of
each parameter θj. Set the highest ranked parameter p1 = {θk|wk = maxj wj}.
Set the number of selected parameters N = 1.
2. Perform the collinearity calculation (Eqs. 4.28–4.30) to determine the correla-
tion corrθj ,θk between each parameter pair in each subset.






1− (corrpj ,θi)2, i = 1, · · · , 14, θi 6= pj (4.31)
4. In each subset, select the (N+1)-th highest ranked parameter pN+1 = {θk|JN,k =
maxj JN,j}. Set the number of selected parameters N = N + 1.
5. Repeat step 3 until JN,i is less than a fixed value, or the selected parameter has
a very weak effect (wi small) and/or is highly collinear with other parameters
already chosen.
6. The parameters selected from each subset that can be estimated are then
determined by dynamic parameter estimation.
For the Cozewith 88 mechanism the parameters are grouped into two subsets. Pa-
rameters in the first subset affect all outputs. Parameters in the second subset only
affect Mn. The results of the parameter selection proposed above are listed in Ta-
ble 4.19. The first five parameters selected from the first subset are kx3 , k13, k12,
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Table 4.19: Parameter Selection Based on Dynamic Analysis
N Parameter Selected






k11 and kt. Because the fifth parameter kt is highly collinear with kx3 , kt might not
be estimable. Parameters ktr1 and ktrM2 are selected in the second subset; for the
same reason, ktrM2 might not be estimable. The dynamic optimization results listed
in Table 4.17 show that it is possible to estimated ktrM2 from dynamic data, but not
kt. Therefore there is a total of six selected parameters which can be estimated.
The proposed dynamic extension of the perturbation-PCA parameter selection
method makes use of dynamic information and can give a reliable set of estimable
parameters. The disadvantages of the extension are that α must be carefully cho-
sen to properly weight the dynamic information, that it requires several dynamic
parameter estimations to completely determine the estimable parameters, and that
it is too cumbersome for routine use. Further improvement of the procedure may
be needed.
4.4.3 Other Optimization Algorithms
Parameter estimation for a nonlinear process is usually a non-convex problem due
to the complexity of the process and lack of measurements. Strategy Simplex is a
local optimizer. Although it is superior to SQP when gradient methods do not work,
there is no guarantee that it always finds the global minimum. In the parameter
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estimation of another EPDM grade using plant data, we found that Strategy Simplex
could only find a local minimum. One simple way to determine the global minimum
is to run the Strategy Simplex with a sufficiently large number of different initial
guesses and then to select the solution with the least objective function value. But
this method is time-consuming and also does not guarantee that the solution is the
global optimum. So it is necessary to use a more global optimizer in the parameter
estimation. A Genetic Algorithm (GA) [34] and a Simulated Annealing Algorithm
(SA) [15, 33] have been tested on the parameter estimation problem for which the
Strategy Simplex algorithm failed to find the global optimum.
Genetic Algorithm
GA mimics the natural selection process and natural genetics to avoid being stuck
at local minima. It searches from a population of points, rather than a single point.
It works with a specific coding of the decision variables, not the decision variables
themselves. Like Strategy Simplex, only objective function information is used in
the algorithm. Its procedure is as follows:
1. The minimization problem is converted to maximizing the fitness function (a
positive function).
2. GA randomly generates a population of initial points (the first generation)
such that each individual in the population is represented by a series of codes
(“strings”).
3. The fitness function value of each individual is calculated. The sum of the
fitness of the whole generation and the fraction of the fitness of each individual
in the generation are also calculated. This fraction is the probability of the
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individual to be selected. If a randomly generated probability is larger than
the probability of the individual to be selected, the individual will be selected
for further operations. This rule is called “weighted roulette wheel”.
4. Two operations are taken on the selected individuals, crossover and mutation.
Crossover mates two individuals randomly and exchanges their codes at certain
positions to generate two new individuals called children. Mutation changes
the code of the strings of the selected individuals at certain positions from 1 to
0 or from 0 to 1 (for binary coding) according to a pre-determined probability,
to generate children of the selected individuals.
5. With the new generation repeat steps 3–4 until the stop criteria are met.
There are two coding methods to convert the real-valued parameters to strings
that the crossover and mutation operations can work on: binary coding and real-
value coding. Binary coding constructs a map between binary and decimal numbers.
p =
ub− lb
2l − 1 x10 (4.32)
where ub and lb are the upper and lower bounds of the parameter p, and x10 is
the decimal representation of the binary code of the string with l-bits. For in-
stance, x10 = 4 for a binary coding 100. From the mapping we can see that the
GA discretizes the interval of [lb, ub] to 2l − 1 points and the precision of the pa-
rameters depends on the string length l used for coding. Different real-value cod-
ing methods have different formulations. The Fortran GA Program PIKAIA [14]
maps all the parameters into the interval of [0, 1] and uses decimal digits as cod-
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Table 4.20: Configuration Parameters for PIKAIA and Their Default Values.
Parameter Definition Default Value
ngen Number of generations 50
nd Number of decimal digits of coding 5
pcross Probability of the crossover operation 0.85
imut Mutation mode:1 for constant mutation probabil-
ity
2
2 for variable mutation probability
pmut Initial mutation probability 0.005
pmutmn Lower bound of the mutation probability for
imut=2
0.0005
pmutmx Upper bound of the mutation probability for
imut=2
0.25
fdif Fitness differential, a parameter to determine se-
lection rule
1
Reproduction plan index. 1 for full generational
replacement,
irep 2 for steady-state-delete-random, 1
3 for steady-state-delete-worst
ielite Elitsm index,1 for elitism enforce 1
ing. For instance a value of 0.123456 is coded as 123456. Two parameter set of
(x1, x2) = (0.123456, 0.654321) is coded as 123456654321.
Constrained optimization problems are converted to unconstrained optimization
problems by utilizing penalty functions. The most popular stop criterion is a speci-
fied maximum number of generations (iterations) [34]. A less popular stop criterion
is a convergence criterion despite the fact that it is widely used by most local op-
timizers. When the sum of the deviations of the individuals in the population of
a certain generation is smaller than a pre-specified value, the GA stops [37]. The
maximum number of generations is more popular because it is very difficult to pre-
specify the sum of deviations for a probabilistic procedure. Two different Fortran
GA programs have been tested. The first one is Corroll’s GA code v1.7a [13]. This
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package uses Goldberg’s binary coding [34]. The other one is PIKAIA 1.0 by Char-
bonneau and Knapp [14]. This package uses the real-value coding method discussed
above. GA has several configuration parameters that could greatly affect the per-
formance of the algorithm. In Table 4.20 the configuration parameters for PIKAIA
are given, along with the default values recommended by the authors of the code.
Simulated Annealing
SA mimics the natural process of annealing that if the temperature decreases very
slowly, the crystal network formed will have the lowest energy. Like GA, SA is also a
statistical approach. It starts with one single initial point rather than a population
of initial points as GA does; it also starts from a certain artificial temperature T (a
parameter of the algorithm). The point is moved in all coordinate directions one by
one with a randomly generated step size within a certain pre-specified range. If one
of these new points has a lower objective function value (“downhill”), then it will
replace the old point as a new starting point. If its objective function value is larger
than the original point (“uphill”), whether such a point is accepted to replace the
old point is determined by the following algorithm, the Metropolis algorithm [15]:
• First it generates a random number p′ between 0 and 1.







• If p′ < p then accept the new point, otherwise keep the original point.
Therefore the Metropolis algorithm keeps the SA from being trapped at a local
minimum by accepting an uphill move. Notice that the probability whether a uphill
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Table 4.21: Configuration Parameters for SA and Their Default Values
Parameter Definition Default Value
T Initial temperature 100
RT Temperature reduction factor 0.85
EPS Error tolerance for termination Problem dependent
Iseed1 Seeds for random number generator 0–31328
Iseed2 Seeds for random number generator 0–30081
NS Number of cycles 20
NT Number of iterations before temperature reduction MAX(100, 5N*)
*: N is the number of decision variables.
move is accepted is determined by the value of the artificial temperature T . If T is
high, the uphill move is more likely to be accepted since p is larger. T is reduced
by a pre-specified factor after a certain number of iterations to guarantee that when
the optimization approaches the end, an uphill is no longer accepted. The stop
criteria are the absolute difference between the current objective function value and
the current optimum value (the best value so far), and the absolute difference of
the objective function values in the last two iterations. If both are smaller than a
certain pre-determined tolerance value (EPS), then optimization stops. Table 4.21
lists the configuration parameters for SA and their default values.
The four algorithms, the Matlab Strategy Simplex, GA, SA, and a Fortran typ-
ical unconstrained Simplex algorithm, were tested using the following problem:
min
x1,x2,x3
f(x1, x2, x3) = 4+4.5x1−4x2+x21+2x22−2x1x2+x41−2x21x2+x43−3x33+2x23+x3
(4.34)
This problem has four local minima, of which one is the global minimum. The
qualitative results of the test for the four algorithms are in Table 4.23. From the
comparison we can see that SA is the most reliable and least configuration-parameter
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Table 4.22: Solutions of the Test Problem
local minimum x1 x2 x3 f Global minimum ?
A 1.941 3.854 -0.175 0.8888 Local
B 1.941 3.854 1.4254 1.9143 Local
C -1.053 1.028 -0.175 -0.6101 Global
D -1.053 1.028 1.4254 0.41547 Local












Configuration parameter dependent, may not
converge to the global minimum, needs stringent
bounds
SA Converges to the global minimum, does not de-
pend on configuration parameter values very
much
dependent algorithm. Therefore SA was selected for the actual plant parameter
estimation discussed below.
4.5 Parameter Estimation from Actual Plant
Steady-State Data
The ExxonMobil EPDM unit measures all the feed flow rates and the feed and
reactor temperatures every minute. The ethylene and diene contents, the Mooney
Viscosity and Mooney Relaxation are measured in the laboratory every 1 to 3 hours
depending on process conditions and product qualities. The polyrate is calculated
from the mass and energy balance and is assumed to be a measurement available
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every minute. It is consistent with the polymer production rate measured in the
finishing unit, indicating the validity of the model.
It is very difficult to use dynamic data directly in the parameter estimation pro-
cedure because several factors affect the reliability of dynamic data such as measure-
ment noise, unknown disturbances, etc. In this work we estimated the parameters
using only plant steady-states extracted from the dynamic data. The steady-state
data are more reliable because the effects of measurement noise have been minimized.
The result of the steady-state parameter estimation can be used as a starting point
for further dynamic parameter estimation.
4.5.1 Extracting Steady-State Data from Plant Dynamic
Data
The available plant data include the setpoints, the present values of the process
variables (PVs) and the lab measurements. The setpoints are the ethylene flow
rate, the feed flow ratios of propylene, diene and catalyst to ethylene, and hydrogen
to catalyst. The PVs include the feed temperature, all the feed flow rates, the
polyrate and reactor temperature. The lab measurements include the ethylene and
diene contents, the Mooney Viscosity and Mooney Relaxation.
A steady state can only exist in the intervals that the setpoints stay constant.
Therefore the setpoint data can be used to determine the intervals that potential
steady states may exist. We detect the steady states from these intervals using the
PV data. A steady state can be defined as a time interval in which all the PV’s
satisfy pre-determined standard deviation specifications. The steady state detection
procedure first specifies an initial steady state window size. The window starts from
the first point of the first potential steady state interval, and slides forward one
point each iteration until the first steady state is found. Then the window expands
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until the standard deviation specifications are no longer satisfied in the window.
The standard deviation specifications apply only to the PV data because the lab
measurements are very sparse by comparison.
Using this steady-state detection procedure, one may obtain several steady states
that are very close to each other, and provide no more new information on the
process. These similar steady states are further collapsed into a single steady state
using a steady state collapse procedure. So the overall procedure of detecting steady
states includes three steps: obtain potential steady state intervals from setpoint
data; determine raw steady states from plant PV data; and collapse similar raw
steady states. The detailed procedure is as follows.
• Determine the Potential Steady State Intervals
1. Set standard deviation specifications for the setpoints and the initial win-
dow size: M1 (ethylene) feed, propylene to ethylene, diene to ethylene,
catalyst to ethylene, and hydrogen to catalyst ratios. The initial window
size is set to two hours.
2. Set the new setpoint datum as the starting point of the initial trial steady
state window.
3. Calculate the standard deviations in the trial window. If they are larger
than the specifications, slide forward the window by one data point each
iteration until the standard deviations are smaller than the specifications.
4. Expanding the window size by one datum, compute the standard devia-
tions in the expanded window.
(a) If they are larger than the specifications stop the expansion, and the
first potential steady-state window is completed.
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(b) If the standard deviations are smaller than the specifications, expand
the window by one point each iteration until the specifications are
no longer satisfied.
(c) Start a new window from the current datum, repeat steps 3-4 until
the end of the setpoint data is reached.
• Determine the Raw Steady-State Windows
1. Set the standard deviation specifications for the PVs and the initial win-
dow size. The initial window size is set to two hours.
2. Start the first trial window from the first datum of the first potential
steady state interval.
3. Calculate the standard deviations in the trial window. If they are larger
than the specifications slide the window one data point forward until the
standard deviation specifications are satisfied.
4. Replace the standard deviation specifications by 1.2 times the standard
deviations of the trial window. This guarantees that a new datum within
a ±5σ range will be accepted,
|xn+1 − xn| ≤ 5σn (4.35)
where xn+1 is the new datum, and xn and σn are the mean value and
standard deviation of the first n data points in the initial window. The
proof is in Appendix C. In reality, this value can be used as a tuning
standard deviation expansion parameter.
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5. Expanding the window by one datum each iteration, compute the stan-
dard deviations in the expanded window.
(a) If they are larger than the specifications stop the expansion; the first
steady-state window is completed.
(b) If the standard deviations are smaller than the specifications, expand
the window by one point each time until the specifications are no
longer satisfied.
(c) Start a new window from the current datum, repeat steps 3-5 until
the end of the PV data is reached.
6. Check the number of lab measurements within each steady-state window.
If there are less than two samples for any lab measurement, then discard
that steady state.
7. The average values of the PV’s and the lab measurements are the steady-
state data. Calculate the standard deviations for each steady state, and
the overall average standard deviations of that run.
• Collapse the Raw Steady States
1. Specify the standard deviation for the polyrate. In this work, it is speci-
fied as the same value as used in raw steady state detection.
2. Sort all the steady states in terms of the polyrate.
3. Starting from the second steady state compare all the steady states with
the first one. If the difference in the polyrate between the first and
the j-th steady states is smaller than two times the standard deviation
specification then collapse the two steady states to one.
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4. Starting from the first un-collapsed steady state, repeat step 3 until all
the steady states are examined.
5. Set the average of the steady states that were collapsed to one collapsed
steady state. The sum of the durations of each collapsed steady state
becomes the duration for a collapsed steady state.
Applying the steady-state detection tool to actual plant dynamic data of seven
grades yielded 37 steady states, whose durations ranged from 2 hours to 160 hours.
4.5.2 Estimating Parameters from Extracted Steady-State
Data
Due to a lack of reliable Mooney Viscosity and Mooney Relaxation correlations
with the average molecular weights, the Mooney Viscosity and Mooney Relaxation
data are not used in parameter estimation. The measurements used in parameter
estimations are the reactor temperature, the polyrate and the two polymer contents.
The mechanism used is Cozewith 88, and the mathematical model is that of a non-
isothermal CSTR. The activation energy data are obtained from the literature. The
optimization algorithm is SA as discussed in the previous section. The parameter
selection procedure used here is the nonlinear extension of the original procedure
based on a single-magnitude perturbation test. The modified procedure is based on
a multi-magnitude perturbation test as outlined in Section 4.4.1; 20 perturbations
are selected in the range from 1
10
to 10 times the original kinetic parameter values.
Due to limited plant data, all parameters cannot be estimated; the unestimated
parameters retain their nominal values obtained either from the open literature or
previous ExxonMobil reports. There are several full sets of parameters for different
grades; but not for all the grades, in ExxonMobil technical reports. When parame-
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Table 4.24: Scaled Nominal Values of the Parameters
Parameter Grade 1 Grade 2 Grade 3 Grade 4 Grade 5 Grade 6 Grade 7
1 ka 0.3663 0.3663 0.3663 3.2967 0.3663 3.2967 3.1502
2 kx 0 1.0989 1.0989 0.7692 0 0.7692 0
3 kx2 0 0 0 0 0 0 0
4 kx3 0.9890 0.9890 0.9890 2.9867 2.3443 2.7220
5 ki1 1.8315 1.8315 1.8315 2.1978 1.8315 2.1978 1.5275
6 ki2 1.8315 1.8315 1.8315 2.1978 0 2.1978 1.5275
7 k11 0.4212 1.4652 1.4652 2.0642 0.3663 1.8768 0.4267
8 k12 0.6886 2.5641 2.5641 1.1001 0.4762 0.8693 2.3185
9 k13 0.4139 1.3187 1.3187 2.0148 0.4066 1.8319
10 k21 0.6410 1.0989 1.0989 0.6364 0.6593 0.5029 0.6417
11 k22 3.0037 0.4176 0.4176 2.9989 2.1978 2.6455 3.5598
12 k31 1.2418 1.0989 1.0989 1.9819 0.6593 1.8020
13 kt 0.5604 2.9304 2.9304 1.5170 0.9158 0.6286 0.5377
14 kt2 0.7839 0.5311 0.5311 1.9855 1.9048 1.0129 1.0859
15 kt3 0 0 0 0 0 0
16 ktr 0 0 0 1.7497 2.6374 0.8961 0.8236
17 ktr1 1.7582 1.0989 1.0989 0 1.1721 0 1.352
18 ktrM2 1 2.9304 2.9304 1.4046 0.4579 0.4764 0.7619
ters are missing, we choose the parameter sets of the grades closest to them (nominal
grades) as the nominal values. The nominal grades were determined by matching
the catalyst system, regardless of differences in reactor or diene types. Table 4.24
lists the scaled parameter values for all the grades.
The grades are grouped into a single family if they have the same catalyst system,
reactor and diene type, regardless of differences in feed flow rates and/or reactor
temperature. Grades with the same catalyst system and diene should have the
same set of kinetic parameters. By grouping them together the number of necessary
parameter sets is reduced.
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Objective Functions for Dynamic and Steady-State Parameter
Estimation
When estimating parameters directly from the dynamic plant data one must consider
the different sampling frequencies of the measurements. First, all the measurements
are not available at the same time. Second, due to these different sampling fre-
quencies of the measurements, the different measurements must be given different
weighting factors, otherwise the objective function is too influenced by the frequent
measurements. Third, because we are estimating parameters from actual plant data,
the variance of the plant measurements due to noise should be considered. In order
to do so, we can use the PV standard deviations obtained from the steady state
detection algorithm in the objective function.













where M and NM are the numbers of samples and measured variables, respectively,
and σi is the overall standard deviation of the i-th measurement for all runs. I is
an indicator matrix; Iij = 1 if the i-th measurement is taken at discrete time j,
and Iij = 0 if no sample is taken. λi is the measurement frequency of the i-th
measurement. It has unit of h−1.
For steady-state parameter estimation, the duration of the different extracted
steady states must be considered because steady states that last longer dominate
the overall process, and so should be better matched. Therefore, the duration of each
steady state is taken as the weighting factor in formulating the objective function for
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where M is the number of the steady states, and tj is the duration of the j-th
(collapsed) steady state, which is the sum of the durations of each raw steady state
that was collapsed to the j-th steady state.
The standard deviations of the measurements used in the objective function are
listed in Table 4.5.2. They were estimated from the raw steady states of all the
grades.
Table 4.25: Relative Standard Deviations of the Steady-State Outputs
Measurement Rx T Polyrate Ethylene content Diene content
σ/µ (%) 0.033-0.037 0.7-1.7 0.38-0.48 0.8-5
Parameter Estimation Procedure
Due to the complexity of the process, the effects of the kinetic parameters on the
outputs are strongly nonlinear. It was observed that for several parameters, such
as ka and k11, the minimum objective function is always obtained at their upper
bounds, and the outputs are not sensitive to the parameters at their upper bounds.
Because all the final parameter estimates should be within the proper physical ranges
(see Section 4.5.2), we used an iterative procedure to periodically replace insensitive
parameters with higher sensitivity parameters, and to keep all the parameters within
physical ranges. The detailed parameter estimation procedure is as follows:
1. Set the parameter ranges to [ 1
10
, 10] of their nominal values. These ranges are
adjustable in certain situations as discussed in Section 4.5.2.
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2. Perform the nonlinear extension of the parameter estimation procedure (the
multi-magnitude perturbation-based parameter selection procedure), choosing
a fixed number of parameters to be estimated.
3. Perform parameter estimation using the SA program, setting the lower and
upper bounds the same as in the parameter selection procedure.
4. Perform a new parameter selection procedure using the estimated parameter
set.
5. If the parameter selection procedure selects the same set of estimated pa-
rameters, or some of the selected parameters are highly collinear, stop the
estimation; if different parameters are selected, perform a new parameter esti-
mation using the newly selected parameters. If the objective function value is
no longer reduced or its reduction is negligible, stop the parameter estimation
and accept the estimated parameter values as the final parameter estimates.
Otherwise, go back to step 4.
Constraints on the Estimated Parameters
The estimated parameters should be properly bounded to guarantee that they make
physical sense. The bounds for the propagation kinetic parameters are easier to
determine because data on reactivity ratios are easier to obtain from the open lit-
erature. Also, the reactivity ratios are independent of the reaction mechanism and
less sensitive to catalyst, therefore the data are more transferable. The reactivity
ratios are defined as:
r12 = k11/k12 (4.38)
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r13 = k11/k13 (4.39)
r21 = k22/k21 (4.40)
Presumably the reactivity ratios can be independently estimated by nonlinear re-
gression, using the polymer contents and monomer feed concentrations of the plant
steady states [2, 23, 22, 28]. However, because all the steady states of a particular
Vistalon grade are similar in polymer contents and monomer feed concentrations, it
is not possible to reliably regress the reactivity ratios in this manner. So the only
resource of reactivity ratio data is the literature.
Table 4.26: Ranges of the Reactivity Ratios Obtained from Literature




VOCl3/EASC 10–20* 0.01–0.02* 0.95* [87]
Kissin TiCl3/AlEt3 14 0.15 [41]
Cozewith Various V-based catalysts 5.9–20.3 0.011–0.031 [18]
Summarized
by Cozewith
Various V-based catalysts 3–35.3 0.021–0.073 [18]
Cozewith and
Ver Strate
VOCl2(OEt)/AlEt2Cl 5.1 0.0165 0.42 [16]
Ranges used
in this work
VOCl3 and VCl4 2–36 0.01–0.25 0.4–1
*: r12 and r21 are functions of the residence time (2–15 min), and r13 is a constant.
Table 4.26 lists the ranges of the reactivity ratios obtained from the litera-
ture. There are also a great deal of propagation rate constant data in the liter-
ature for ethylene adding to ethylene-ended chains (k11) and for propylene adding
to propylene-ended chains (k22), for various catalyst systems. In the open litera-
ture, most of the catalyst systems are titanium-based (TiCl3 is the most common
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Table 4.27: Bounds for k11 and k22
Ref Cat Parameter Min∗ T (◦C) Max∗ T (◦C)
Kissin [41] Ti based k11 2.8e5 60 1.48e6 70
k22 3.6e2 30 6.5e5 60
VCl4/DEAC k22 68.4 -78
Podolnyi [67] VOCl3/EASC k11 7.9e6 20
k22 1.9e4 20
Cozewith [16] VOCl3/EASC k11 1.4e6 30
k22 8e4 30
*: Units: L/(mol · h).
one) with the cocatalyst usually AlEt2Cl (DEAC). The data obtained by different
researchers are not necessarily consistent. We collected the ranges of the propaga-
tion rate constants (Table 4.27) from the literature and attempted to use them as
bounds for k11 and k22. The bounds for the other propagation rate constants (Ta-
ble 4.28) are determined using the reactivity ratios (Table 4.26), with k11 and k22
ranges obtained from the literature (Table 4.27); see Eqs. 4.41–4.43. The Fortran
code for the optimization algorithm SA can only take bounds as constraints, so the
reactivity ratios cannot be used directly.
k11,lb
r12,ub










≤ k21 ≤ k22,ub
r21,lb
(4.43)
The constraints for the other kinetic parameters, such as the activiation, deac-
tiviation, and termination parameters, are more difficult to determine. There are
little data in the open literature, and, because the values depend on the mechanism
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Table 4.28: Scaled Bounds for the Propagation Rate Constants













*: Units: L/(mol · h) The values are scaled by a constant.
assumed, it is also difficult to transfer the literature data to the Cozewith 88 model.
So we set [0.1, 10] times the magnitude of their nominal values as the tentative
bounds. Further adjustments may be necessary if the parameter estimates reach
the bounds.
4.5.3 Steady State Parameter Estimation Results
The steady-state parameter estimation proceeded using the actual plant data along
with the Cozewith 88 model. The relative bounds of ka were set to [0.1, 1000]. The
bounds on the propagation parameters are those given in Table 4.28. Several grades
require only one iteration of the entire procedure, while two iterations were required
for the others. Table 4.29 shows the parameter estimation results for the grade listed
in Table 4.24. In Table 4.29 the boldface numbers are the estimated parameters.
Figure 4.1 shows the relative errors of the predictions for all the grades. We can see
that the estimated parameters give very good predictions of the measured outputs
except for the diene content, which is believed to be measured less accurately anyway.
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Table 4.29: Scaled Estimated Parameter Sets from Steady-State Data
Parameter Grade 1 Grade 2 Grade 3 Grade 4 Grade 5 Grade 6 Grade 7
1 ka 0.9524 3.6447 0.3663 0.6692 0.3663 0.8132 3.1502
2 kx 0 1.0989 1.0989 0.7692 0 0.7692 0
3 kx2 0 0 0 0 0 0 0
4 kx3 0.9890 0.9890 0.9890 2.9867 2.3443 2.7220
5 ki1 1.8315 1.8315 1.8315 2.1978 1.8315 2.1978 1.5275
6 ki2 1.8315 1.8315 1.8315 2.1978 0 2.1978 1.5275
7 k11 0.3663 0.3663 0.3663 1.8315 2.8168 0.8022 0.3663
8 k12 1.4505 2.3810 1.2418 2.4689 0.7436 0.7473 2.6359
9 k13 0.3894 0.6804 0.8828 1.8681 1.1978 1.9853
10 k21 0.6410 1.0989 1.0989 0.8158 1.1538 0.7758 0.5702
11 k22 3.0037 0.4176 0.4176 2.9989 2.1978 2.6455 3.5598
12 k31 1.2418 1.0989 1.0989 1.9819 0.6593 1.8020
13 kt 0.5604 2.9304 2.9304 1.5170 0.9158 2.8022 2.3004
14 kt2 0.7839 2.1810 0.9875 1.9855 1.9048 1.0129 1.0859
15 kt3 0 0 0 0 0 0
16 ktr 0 0 0 1.7497 2.6374 0.8961 0.8236
17 ktr1 1.7582 1.0989 1.0989 0 1.1721 0 1.352
18 ktrM2 1 2.9304 2.9304 1.4046 0.4579 0.4764 0.7619
r12 25.3 153.8 29.5 741.8 37.9 1073.5 139.0
r13 0.94 5.38 4.15 980.4 2.35 404.1
r21 0.469 3.80E-2 3.80E-2 1.65E-5 1.90E-2 3.41E-5 6.24E-3
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Figure 4.1: Relative Errors in the Predicted Outputs
4.6 Summary and Conclusions
• A steady-state perturbation parameter selection procedure was tested and
proven to be reliable and consistent compared with methods based on the
Fisher information matrix. Its nonlinear and dynamic extensions were also
tested. The nonlinear extension addressed the nonlinear effects of the pa-
rameters and was proven to be superior to the original parameter selection
procedure. The dynamic extension of the method, while effective, is too cum-
bersome for routine use.
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• The steady state information of the plant dynamic data was extracted using
a steady-state detection procedure. The procedure utilizes the setpoint data
to determine potential steady state intervals, and uses pre-specified standard
deviations to size the steady state window using the PV data, sliding and
extending the window automatically to find and track steady states. These
steady states were further collapsed to reduce redundant steady state infor-
mation.
• The steady state data were used for parameter estimation. The final param-
eter estimates are listed. The estimated parameters give good predictions of
the measured outputs except for the diene content, which is believed to be
measured less accurately anyway.
Chapter 5
Selection of Model Parameters for
Off-Line Parameter Estimation
5.1 Introduction
Nonlinear dynamic models derived from basic principles of physics and chemistry
often contain parameters whose values cannot be accurately predicted from the-
ory. Some parameter values are not available in the literature and specialized lab
experiments aimed at determining these values often are infeasible. In this case,
parameter values must be determined from process data. Systematic design of ex-
periments to generate data well suited for estimating unknown parameters is an
important research area [48, 80]. In chemical manufacturing plants designed exper-
iments often are impractical due to manufacturing constraints on product quality
and throughput. Consequently, the development of parameter estimation techniques
which utilize readily available plant data is necessary.
The off-line parameter estimation problem often is formulated as an optimiza-
tion problem in which the unknown parameters are the decision variables and the
least-squares difference between the measurements and the model predictions is min-
imized subject to constraints imposed by the model equations and known bounds on
the parameters [27, 31]. Due to the model structure and possible lack of measure-
ments, estimation of some parameters may be impossible regardless of the amount
of data available. A nonlinear system is said to be “structurally identifiable” if each
set of parameter values yields unique output trajectories [38]. Structurally unidenti-
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fiable parameters must be removed from the estimation problem because they have
no effect on the measured outputs. However, structural identifiability only is a nec-
essary condition for successful parameter estimation from limited data sets. Two
additional problems are commonly encountered in practice:
1. A parameter has a very weak effect on the measured outputs. Successful
estimation of such a weakly identifiable parameter is unlikely because its effect
cannot be accurately quantified.
2. The effects of certain parameters on the measured outputs are nearly linearly
dependent. Successful estimation of such parameter sets is unlikely because
the individual parameter effects cannot be distinguished.
The presence of parameters with weak and/or nearly linearly dependent effects is
manifested by the lack of a unique solution to the optimization problem for different
initial parameter values. Estimation of such parameters can lead to significant
degradation in the predictive capability of the model.
The development of an effective solution to the parameter selection problem
requires establishing an acceptable tradeoff between the magnitude and linear inde-
pendence of parameter effects. A parameter is said to be “practically identifiable”
if a unique estimate can be obtained from different initial values using the avail-
able data [32]. Most methods to access practical identifiability are based on scalar
measures derived from the Fisher information matrix (FIM) [38, 55], which can be
computed from the parameter-output sensitivity coefficients. Consider a continuous-
time, state-space model with discrete outputs:
dx(t)
dt
= f [x(t), u(t), θ] (5.1)
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y(k) = h[x(k)]
where: t and k denote continuous and discrete time, respectively; and x, u, y and
θ are the state, input, output and parameter vectors, respectively. The parameter-
output sensitivity coefficient Sij of the i-th output with respect to the j-th parameter





Under the assumption that the measurements are corrupted by zero mean white





where: M is the total number of discrete samples; S(k) = {Sij(k)} is the sensitivity
matrix; and Q(k) is the measurement covariance matrix. The inverse of the FIM
provides a lower bound on the parameter error covariance matrix [80].
Several scalar measures of the FIM have been proposed to select parameters
best suited for estimation [54, 88]. Several investigators have proposed the use of
multiple objectives to achieve better results. For example, a parameter selection
procedure which utilizes both the FIM determinant and the FIM condition number
has been applied to a standard model of the activated sludge process [90]. First the
parameter-sensitivity matrix is computed to identify insensitive parameters that are
eliminated from the subsequent analysis. Then the FIM is calculated for all possible
permutations of the remaining n parameters for subsets between 2 and n param-
eters. For each subset size, all permutations are ranked according to the values
obtained for FIM determinant and the FIM condition number. The user is required
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to heuristically analyze the two rankings to determine the “best” combination of
parameters for each subset size. Finally the estimation results achievable with the
candidate parameter sets are analyzed via simulation. In addition to being compu-
tationally inefficient, this combined FIM approach suffers from the heuristic nature
of the parameter selection process.
In this work, a simple and systematic method for selecting estimated parame-
ters from a set of unknown parameters is presented. Principal component analysis
(PCA) [24] is performed on a dimensionless version of the parameter-output sen-
sitivity matrix. The overall steady-state effect of each parameter on the measured
outputs is determined from the principle components and the associated eigenvalues
computed from the sensitivity matrix. The uniqueness of each parameter effect is
determined by computing the minimum distance between the sensitivity vector of
the particular parameter and the vector spaces spanned by sensitivity vectors of the
parameters already selected for estimation. The parameters are ranked recursively
to achieve an acceptable tradeoff between the magnitude and linear independence
of their effects. The proposed method is applied to the problem of kinetic param-
eter estimation for an industrial model of an ethylene-propylene-diene terpolymer
reactor. Simulation tests are used to determine the number of parameters that can
be determined uniquely from dynamic data. Although space limitations preclude
a second illustrative example, the proposed method also has been applied success-
fully to the selection of estimated parameters in a cell population balance equation
model [56].
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5.2 EPDM Reactor Dynamic Model and
Parameter Estimation
A mechanistic reactor model is based on an assumed kinetic scheme which describes
the major reactions that produce the polymer chains. Several EPDM kinetic models
have been presented in the open literature [16, 18, 62]. In this work, we still utilize
the Cozewith 88 mechanism.
The dynamic reactor model consists of mass balances for each reactant combined
with balances for various moments of the molecular weight distribution (MWD) that
are derived from the Cozewith 88 mechanism. An energy balance is not required
because EPDM reactors are operated isothermally under normal conditions. The
rate of each elementary reaction j is characterized by a rate constant kj. Defining
θ to be a vector comprised of the rate constants chosen for estimation, the dynamic






(xi,f − xi) + ri(x, θ) (5.4)
where: xi is the i-th state variable which represents a reactant molar concentration
or MWD moment; xif is the concentration of i-th state variable in the feed stream
which is non-zero only for the reactants; F is the feed volumetric flow rate; V is the
constant reactor volume; and ri is a reaction rate function that depends nonlinearly
on the state variables and linearly on the parameters [62]. The complete model
has 29 state variables representing seven reactant concentrations, four zeroth-order
moments, twelve first-order moments and six bulk second-order moments. Detailed
model equations are not provided here for the sake of brevity. The interested reader
is referred to [62] for further details on the general model structure.
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Although EPDM reaction kinetics have been studied extensively, a complete and
consistent set of reaction rate constants is difficult to find in the open literature.
A few parameter sets for EPM copolymers and EPDM terpolymers are tabulated
in [16]. The available information usually is not sufficient to completely specify the
18 rate constants involved in the kinetic mechanism. This problem is exacerbated
by the fact that commercial plants are used to manufacture a wide range of polymer
grades that differ with respect to the catalyst system, diene monomer type and
nominal operating conditions. The determination of complete parameter sets from
the literature and specialized laboratory experiments is not feasible. An alternative
approach is to estimate the kinetic parameters from readily available plant data.
To perform off-line parameter estimation, a nominal set of kinetic rate constants
that serve as initial conditions in the optimization problem must be specified. We
utilize the parameter values listed in Table 2.3 because they are the best available
estimates for the particular polymer grade studied in this work. Each parameter
value has been scaled to have roughly the same order of magnitude. Accuracy of
the parameter estimates is strongly dependent on the available plant measurements.
We assume that the polymer production rate (Pr), the polymer contents of ethylene
(XM1) and diene (XM3) and the weight average molecular weight (Mw) are measured
every six minutes without delay. Although not pursued in this study, the Mooney
viscosity (a primary indicator of product quality) can be inferred from Mw [62].
The off-line parameter estimation problem is formulated as the following con-















where: yp is the vector of plant measurements; and the subscript “2” is used to
signify the Euclidean norm. The minimization is performed subject to equality
constraints imposed by the model equations (5.1) and inequality constraints that
ensure positive kinetic parameter estimates (θ ≥ 0). We utilize a sequential solution
strategy in which optimization and model integration are performed separately [53].
The optimization problem (5.5) generally is non-convex due to the nonlinear model
equations [30]. We have found that gradient based optimization algorithms such
as sequential quadratic programming [25] and direct search algorithms such as the
simplex method [70] often converge to local minima. Better performance has been
obtained with probabilistic optimization codes such as the genetic algorithm [34]
and simulated annealing (SA) [15]. Although convergence to the global minimum
is not guaranteed, the SA code [33] used in this work yields good results and is
much easier to tune than genetic algorithm codes. The main shortcoming of the SA
algorithm is its computational inefficiency.
Under the assumption that the nonlinear dynamic model is structurally identi-
fiable, perfect estimation of every unknown parameter is theoretically possible. In
practice, good estimates cannot be obtained for some of the parameters due to lack
of measurements and because the operating range is severely limited by manufac-
turing constraints. The presence of parameters with weak and/or almost linearly
dependant effects often results in convergence to different local minima from differ-
ent initial guesses. Because mechanistic nonlinear models invariably contain such
parameters, only a subset of the unknown parameters should be selected for estima-
tion.
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5.3 Parameter Selection for Off-Line Estimation
The proposed parameter selection method is based on the parameter-output sensi-
tivity matrix computed at a particular steady-state operating point. As such, the
results obtained are local with respect to the operating point and the initial values
of the unknown parameters. Successful application of the method requires that: (i)
the steady-state behavior is not strongly dependent on the operating point such that
the results are extensible to other operating conditions; and (ii) the initial parame-
ter values produce reasonable qualitative predictions such that order-of-magnitude
variations are not required to achieve quantitative agreement with plant data. Many
industrial processes including EPDM reactors satisfy these conditions due to infre-
quent changes in operating conditions and the availability of reasonable parameter
values from previous modeling efforts. Possible extensions of the parameter selec-
tion method for handling nonlinearities and dynamics are discussed in the concluding
section.
5.3.1 Magnitude of Parameter Effect
A new measure for the overall steady-state effect of a model parameter on a set of
measured output variables is presented. The measure is derived from the dimen-










where: ỹi and θ̃j are nominal values of the i-th output and j-th parameter, respec-
tively; and S̄ij is the steady-state value of the sensitivity coefficient defined in (5.2).
The sensitivity coefficient is non-dimensionalized to ensure that contributions of cer-
tain parameters and/or outputs are not overemphasized. The sensitivity coefficient
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matrix S̄ = {S̄ij} can be computed by solving the following steady-state sensitivity
equations [27]:




















where ū, x̄, and ȳ denote steady-state values.
For complex models the sensitivity equations can be difficult to formulate and
solve. In this case, an approximate method where the steady-state model equations
are solved numerically for small parameter perturbations may be more convenient.
Consider a perturbation in the j-th parameter, ∆θj = θj− θ̃j, and the corresponding








In addition to the approximate nature of (5.11), the need to specify the magnitude
of the parameter perturbation introduces some degree of arbitrariness. We have
applied both sensitivity calculation methods to the EPDM reactor model. The
two methods yielded virtually identical sensitivity values when perturbations of less
than one percent of the nominal parameter values were used. Consequently, only
the results obtained by explicitly solving the sensitivity equations are presented.
Table 5.1 shows the dimensionless sensitivity matrix S̃ calculated using the nom-
inal parameter values in Table 2.3. Only the fourteen non-zero parameters are con-
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Table 5.1: Dimensionless Sensitivity Matrix.
XM1 XM3 Pr Mw
ka -0.07992 -0.06031 0.2287 -0.4865
kx3 0.07983 0.06023 -0.2284 0.486
ki1 −1.64× 10−5 −3.42× 10−6 1.85× 10−4 −5.93× 10−4
ki2 −2.26× 10−4 −1.90× 10−4 5.08× 10−4 −8.83× 10−4
k11 0.04858 -0.1014 0.05989 0.1308
k12 -0.1256 -0.1588 0.1489 0.1434
k13 -0.06286 0.1487 0.1912 -0.3742
k21 -0.01368 -0.009504 0.05932 -0.02531
k22 -0.01251 -0.01139 0.01562 0.006613
k31 −1.04× 10−3 −8.27× 10−4 −2.97× 10−3 −7.40× 10−4
kt 0.08202 0.06543 -0.2345 0.3482
kt2 0.03064 0.02445 -0.0876 0.1300
ktr1 3.68× 10−5 2.68× 10−5 −2.53× 10−4 -0.5147
ktrM2 −2.26× 10−5 −2.70× 10−5 2.70× 10−5 -0.07221
sidered. Parameters such as the initiation rate constants (ki1, ki2) and the diene-
ethylene rate constant (k31) have very little effect on the four outputs. They effec-
tively are unidentifiable and should be eliminated from consideration as estimated
parameters. However, we include these parameters in the subsequent analysis to
better illustrate the proposed method. Certain subsets of parameters (e.g. ka, kx3)
have nearly linearly dependent effects on the output variables. Consequently, the
single parameter from each subset which should be selected for estimation must be
determined.
A quantitative measure of the overall effect of each parameter on the measured
outputs is derived by applying principle component analysis (PCA) [24] to the di-
mensionless sensitivity matrix. The principle components are the eigenvectors of
the covariance matrix X = S̃T S̃. The first principle component is the eigenvector
associated with the largest eigenvalue of the X matrix and represents the direction
115
of largest overall variation. The remaining principle components are ordered ac-
cording to their contribution to the overall variance. X is a p×p matrix where p is
the number of non-zero parameters. Given m < p independent outputs, only m of
the eigenvalues of X are non-zero since S̃ is a m×p matrix. In the EPDM reactor
problem p = 14 and m = 4. The absolute value of the principle components element
Cij reflects the contribution of the j-th parameter to the variance of the i-th output.
The weighted sum of the non-zero eigenvalues λi and their corresponding principle






where 0 ≤ Ej ≤ 1. The measure Ej reflects the difficulty in determining the j-th
parameter when only a single parameter is estimated. Accurate estimation from
limited data sets is favored by large Ej values. However, this measure does not
account for the quantity and quality of the available data. Table 5.2 shows the
Table 5.2: Overall Parameter Effects.
Parameter E Rank Parameter E Rank
ka 0.4457 1 k11 0.1256 8
kx3 0.4452 2 ktrM2 0.0607 9
ktr1 0.4353 3 k21 0.0511 10
k13 0.3625 4 k22 7.71× 10−3 11
kt 0.3590 5 k31 2.30× 10−3 12
kt2 0.1341 6 ki2 8.82× 10−4 13
k12 0.1305 7 ki1 5.03× 10−4 14
results of the PCA-based calculation (5.12) for the EPDM reactor model. Based
on the relative values of the measure, a preliminary partitioning of parameters into
three groups can be performed. Parameters in the first group (ka, kx3, ktr1, k13,
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kt) have a comparatively large effect on the four outputs. Accurate estimation
of each parameter is precluded only by the presence of linear dependencies with
other parameters in this group. Parameters in the second group (kt2, k12, k11,
ktrM2 , k21) have a much weaker effect on the outputs. There is the potential to
estimate each parameter from this group which has a linearly independent effect.
Parameters in the third group (k22, k31, ki2, ki1) have very little effect and cannot
be accurately estimated. As discussed below, a more definitive ranking requires
investigation of possible linear dependencies between individual parameters as well
as the development of a formal procedure to achieve an acceptable tradeoff between
the magnitude and linear independence of parameter effects.
5.3.2 Linear Dependence of Parameter Effects
In addition to having a large overall effect, each estimated parameter should have
a distinct effect on the measured outputs. More precisely, the effect of a given
parameter should not be linearly dependent with the effects of other estimated pa-
rameters. Otherwise, the individual parameter effects cannot be distinguished from
the given outputs. Such linear dependencies can be identified from the dimension-
less sensitivity matrix S̃. If the sensitivity vector of a given parameter is “close” to
being linearly dependent with the sensitivity vectors of other estimated parameters,
then estimation of the given parameter from limited plant data will be problematic.
Instead of generating unique solutions over a range of initial parameter values, the
estimator (5.5) will tend to converge to different estimates of the “nearly” linearly
dependent parameters according to the initial value chosen. For example, estima-
tion of both rate constants ka and kx3 in the EPDM problem is expected to be
problematic because their effects are “nearly” linearly dependent (see Table 5.1).
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Successful estimation from limited parameter data requires that the sensitivity
vectors of the estimated parameters are not “too close” to being linearly dependent.
To formalize this concept, a metric is introduced for the degree of linear indepen-
dence between the sensitivity vector of a particular parameter and the sensitivity
vectors of the other estimated parameters. Let s̃k represent the dimensionless sen-
sitivity vector of the k-th parameter where k ∈ [1, n] and n is strictly less than the
number of measurements (m). Assuming the s̃k are linearly independent, any vector





where the ak are constants. Consider another parameter j with dimensionless sen-
sitivity vector s̃j where j > n. The objective is to find the vector s̃ ∈ S̃n closest to





(s̃j − s̃)T (s̃j − s̃) (5.14)
This minimization problem is equivalent to solving the following matrix equation:


















Given the linear independence of the s̃k, this matrix always is invertible and (5.15)
can be solved for the constant vector a.
Next a measure for the degree of linear independence between the given sensi-
tivity vector s̃j and the minimum distance sensitivity vector s̃ derived from (5.13) is
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introduced. We have found that the sine of the angle between the sensitivity vectors









where ‖·‖ denotes the Euclidean norm and dj ∈ [0, 1]. Two limiting cases are readily
identified. When dj = 1 the sensitivity vector s̃j is orthogonal to the vector space
spanned by the other sensitivity vectors s̃k. Then the effect of j-th parameter on the
outputs is readily distinguished from the effects of the other parameters. Conversely,
s̃j is linearly dependent with one or more of the sensitivity vectors s̃k when dj = 0.
In this case, the individual effect of the j-th parameter cannot be distinguished from
the collective effect of the other parameters regardless of the amount of plant data.
Parameters which yield comparatively large values of the linear independence metric
dj are preferred for estimation.
We have used the metric (5.16) to identify the possible presence of nearly lin-
early dependent parameters in the EPDM reactor model given the nominal param-
eter values in Table 2.3. While not shown here for the sake of brevity, the results
demonstrate that the quadruplet {ka, kx3, kt, kt2} and the pair {ktr1, ktrM2} form
nearly linearly dependent parameter groups. This suggests that only one parameter
from each group can be successfully estimated from limited plant data. A more
formal analysis procedure based on this metric is introduced below.
5.3.3 Parameter Selection Procedure
We propose a method for selecting estimated parameters based on a quantitative
measure of practical identifiability. The identifiability measure provides a tradeoff
between the two objectives discussed above: (i) large effect of each parameter on
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the output variables as measured by the magnitude Ej; and (ii) linear independence
of the parameter effects on the output variables as measured by the metric dj. The
following recursive algorithm is used to rank each candidate parameter according to
its identifiability.
1. Perform the PCA-based calculation (5.12) to determine the overall effect Ej
of each parameter θj. Select the highest ranked parameter p1 = {θk | Ek =
maxj Ej}, and set the number of selected parameters n = 1.
2. Let m represents the number of measured outputs. If n < m, then use (5.16)
to compute the linear independence metric dj for each remaining parameter
θj with respect to previously selected parameters {p1, . . . , pn}. Go to step 4.
3. If n ≥ m, then form all possible (m–1)-tuples of the previously selected pa-
rameters. The number of possible combinations q = n!
n!(n−m+1)! . Use (5.16)
to compute the linear independence metric dq,j for each remaining parameter
θj with respect to every combination of the previously selected parameters
{p1, . . . , pm−1}. Determine the worse case metric over all the combinations:
dj = minq dq,j.
4. Calculate the identifiability index Ij for each remaining parameter θj:
Ij = Ejdj (5.17)
Select the next highest ranked parameter pn+1 = {θk | Ik = maxj Ij}, and set
the number of selected parameters n = n + 1. If n < p where p is the number
of parameters, then return to step 2. Otherwise, terminate the algorithm.
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The only consideration involved in choosing the first parameter is its overall
effect on the measured outputs. Remaining parameters are ranked to provide an
acceptable tradeoff between the magnitude and linear independence of their effects as
measured by the identifiability index Ij. The linear independence metric dj must be
computed subject to the constraint that the vector space spanned by the sensitivity
vectors of the previously selected parameters has maximum dimension m− 1 where
m is the number of measured outputs. Otherwise, the sensitivity vector of any
remaining parameter is necessary contained in this vector space since the sensitivity
vector has rank m. When the number of previously selected parameters (n) is strictly
less than m, the vector space considered is spanned by the sensitivity vectors of all
previously selected parameters. When n ≥ m, then q different vector spaces are
constructed from all possible (m–1)-tuples of the sensitivity vectors of the previously
selected parameters. The linear independence metric is computed with respect to
the worse case vector space in the sense that the metric dq,j is minimized over all
possible combinations of the previously selected parameters. The final result of the
procedure is a ranking of the candidate parameters according to their identifiability.
Results for the first seven iterations of the proposed algorithm for the EPDM
reactor model are shown in the second column of Table 5.3. The rate constant
ka is ranked first because it has the largest overall effect on the measured outputs
(see Table 5.2). Despite being the second highest ranked parameter with respect to
overall effect, kx3 is not chosen in the first seven steps because its sensitivity vector
is nearly linearly dependent with that of ka. As a result, ktr1 and k13 are ranked
second and third, respectively. The parameter kt is not selected until the sixth
iteration because its sensitivity vector is nearly linearly dependent with that of ka.
The parameter kt2 is not chosen in the first seven steps for the same reason. Despite
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having a slightly smaller overall effect, the parameter k11 is ranked just above k12
because k11 has a larger linear independence metric. The parameter k21 is ranked
seventh because the sensitivity vector of ktrM2 is nearly linearly dependent with that
of ktr1.
Table 5.3: Results of Two Parameter Selection Algorithms.
n Proposed Method FIM-Based Method
1 ka k12
2 ka, ktr1 k12, k13
3 ka, ktr1, k13 k12, k13, ktr1
4 ka, ktr1, k13, k11 k12, k13, ktr1, k11
5 ka, ktr1, k13, k11, k12 k12, k13, ktr1, k11, ka
6 ka, ktr1, k13, k11, k12, kt k12, k13, ktr1, k11, ka, kt2
7 ka, ktr1, k13, k11, k12, kt, k21 k12, k13, ktr1, k11, kx3, kt2, k21
As originally proposed, the FIM-based method [90] discussed in Section 1 re-
quires a subjective choice of the parameters that yield the best tradeoff between
minimization of the FIM condition number (C) and minimization of the FIM de-
terminant (D). To eliminate this subjectivity, we have modified the FIM-based
approach such that the estimated parameters are chosen to minimize the product of
these two measures. This ensures that a unique solution is obtained for each subset
of candidate parameters. The third column of Table 5.3 shows the results of the first
seven iterations of the modified FIM-based algorithm. The proposed and FIM-based
methods yield different parameter sets at each iteration. For instance, k12 is selected
first in the FIM-based algorithm despite being only the seventh ranked parameter
in terms of overall effect (see Table 5.2). Furthermore, the FIM-based algorithm
does not simply add another parameter to the previously selected parameters. For
example, in the seventh iteration of the FIM algorithm the parameter ka selected
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in the fifth iteration is dropped while kx3 and k21 are added. The implications of
these differences are examined in the next section by performing off-line parameter
estimation tests.
5.4 Off-Line Parameter Estimation Results
While a ranking of parameters according to their identifiability is generated, the
proposed method does not directly address the question of the number of parame-
ters that should be estimated. We have found that differences between identifiability
measures can provide some useful information about the number of estimated pa-
rameters. If the identifiability measure of the N -th ranked parameter is much greater
than that of the (N+1)-th ranked parameter, then estimation of the (N+1)-th pa-
rameter likely will be difficult. However, this heuristic is not generally applicable
because some problems will not admit such a clear distinction. As an alternative,
we perform limited off-line parameter estimation tests to determine the appropriate
number of estimated parameters. While this section focuses on off-line estimation,
the parameter selection technique is equally applicable to on-line estimation where
the number of estimated parameters must be equal to the number of measurements
to ensure observability of the augmented system [42, 74].
5.4.1 Simulated Plant Data
Simulated plant data is obtained from a proprietary EPDM reactor model which
utilizes a different kinetic scheme than that shown in Table 2.1 to model polymer
chain growth. This is referred to as the “plant model” in the subsequent simulation
studies. The dynamic model based on the kinetic scheme in Table 2.1 which is
used for solution of the off-line estimation problem is referred to as the “estimation
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model.” Due to differences in the kinetic schemes, there are structural modeling er-
rors between the plant and estimation models even if the same kinetic rate constants
are used.
The plant model is used to generate dynamic data for parameter estimation.
The feed molar flow rates of the various reactants are available for plant excitation.
Because optimal experimental design is outside the scope of this work, a process
knowledge based approach is used to design the plant input sequence shown in
Table 2.6. The sequence consists of three step changes in each feed flow rate of the
magnitude and duration listed. The ratio of the catalyst and co-catalyst flow rates is
unchanged because these flow rates must be maintained at a certain stoichiometric
ratio. Actual flow rates cannot be revealed for proprietary reasons.
5.4.2 Comparison of Parameter Selection Methods
The proposed parameter selection method is compared to the FIM-based technique
described in Section 3.3 to determine potential advantages associated with these
alternative approaches. As shown in Table 5.4 for the case of four estimated pa-
rameters (n = 4), the rate constants k11, k13 and ktr1 are selected by both methods.
However, the fourth parameter chosen is ka with the proposed method and k12 with
the FIM-based method. The two sets of selected parameters are compared by solv-
ing the off-line estimation problem (5.5) using the simulated plant data discussed
in Section 4.1. Table 5.4 shows the results obtained for two different sets of initial
parameter values which were obtained by randomly perturbing the nominal values
in Table 2.3. For both initial conditions, each method converges to a small region
in the parameter space. Because the two optimization problems differ only with
respect to the decision variables, the objective function value provides a direct mea-
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sure of the relative performance that can be achieved with a given set of estimated
parameters. The proposed method yields an objective function value that is ap-
proximately half the value obtained with the FIM-based technique. When viewed
in conjunction with the previously discussed shortcomings of the FIM-based method
including the heuristic nature of the parameter selection process and computation-
ally inefficiency, this problem specific result suggests that the proposed method is
potentially superior for problems with a large number of unknown parameters.
Table 5.4: Comparison of Two Parameter Selection Methods.
ka k11 k13 ktr1 J
Proposed Initial value 0.0366 0.0542 0.5842 2.2236
Method Solution 0.7175 0.3796 0.3957 1.6655 0.0017
Initial value 3.1604 0.0877 0.3925 0.2290
Solution 0.6663 0.4126 0.4205 1.7215 0.0017
k11 k12 k13 ktr1 J
FIM-Based Initial value 0.0366 0.0542 0.5842 2.2236
Method Solution 0.5322 0.8841 0.5447 2.4311 0.0031
Initial value 3.1604 0.0877 0.3925 0.2290
Solution 0.5353 0.8853 0.5454 2.4326 0.0031
5.4.3 Determination of the Number of Estimated
Parameters
We utilize off-line parameter estimation tests to determine the appropriate number
of estimated parameters for the EPDM problem. The objective is to estimate as
many parameters as possible subject to the restriction that the optimal solution
is not too strongly dependent on the initial parameter values. We refer to this
property as “reliable” parameter estimation. Four estimated parameters is viewed
as a minimum number because the dimensionless sensitivity matrix has rank four
at the nominal steady state. If the reliability property does not hold, then the final
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parameter values obtained are arbitrarily determined by the initial parameter values
chosen. Given this situation, the preferred alternative is to reduce the number of
estimated parameters such that unique estimates are obtained from different initial
values. Below we present two sets of simulation tests designed to analyze estimation
performance. The first set of tests is designed to analyze parameter convergence in
the absence of structural modeling errors, while the second set of tests is designed
to investigate the effects of plant/model mismatch.
In the first set of tests, the estimation model is used as the plant model to
eliminate structural modeling errors. The initial values of the estimated parameters
are obtained by random perturbation of their nominal values in Table 2.3 while the
non-estimated parameter values are equal to their nominal values. Table 5.5 shows
results obtained by solving the off-line estimation problem (5.5) where the first
five parameters in the second column of Table 5.3 are used as decision variables.
The dynamic plant data are obtained by using the input sequence in Table 2.6
to perturb the estimation model. For each initial condition considered, the five
estimated parameters converge to a small region which contains the plant values and
the sum of squared errors (SSE) between the estimated and plant parameter values
is small. The small differences between the two optimal solutions are attributable
to the random nature of the simulated annealing algorithm. Predicted dynamic
responses of the scaled output variables obtained using the first set of five estimated
parameters in Table 5.5 are compared to the plant responses in Figure 5.1. Only very
small differences between the model and plant responses are observed. The results
suggest that these five parameters can be reliably estimated from the available plant
data.
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Table 5.5: Five Parameter Estimation Results for Perfect Model.
ka k11 k12 k13 ktr1 J SSE
Plant value 0.3663 0.4212 0.6886 0.4139 1.7582
Initial value 0.0366 0.0542 0.5842 2.2236 3.1604
Solution 0.3710 0.4062 0.6964 0.4104 1.7355 0.000591 0.0018
Initial value 0.0877 0.3925 0.2290 0.1229 1.1242
Solution 0.3581 0.4288 0.6996 0.4200 1.7875 0.00041 0.0016
Table 5.6: Six Parameter Estimation Results for Perfect Model.
ka k11 k12 k13 kt ktr1 J SSE
Plant value 0.3663 0.4212 0.6886 0.4139 0.5604 1.7582
Initial value 0.0366 0.0542 0.5842 2.2236 3.1604 0.0877
Solution 0.4193 2.0351 3.4016 2.0522 3.0929 5.5253 0.002675 70.9
Table 5.6 shows estimation results when the first six parameters in the second
column of Table 5.3 are used as decision variables in the optimization problem. The
estimates do not converge to a region near the plant values as demonstrated by the
large SSE value. The lack of parameter convergence is attributable to the inclusion
of kt, whose effect is nearly linearly dependent with that of ka. Figure 5.2 shows
a comparison of the plant responses and the model responses obtained with the
six estimated parameters. As compared to the five parameter case shown in Fig-
ure 5.1, predictions of the polymerization rate and weight average molecular weight
are much less accurate. These results suggest that reliable estimation of six kinetic
parameters is possible only with the design of a more exciting input sequence and/or
the inclusion of additional measurements. Both strategies can be problematic in an
EPDM plant environment. In the second set of tests, a proprietary reactor model is
used as the simulated plant to investigate the effects of structural modeling errors.
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Figure 5.1: Comparison of Dynamic Responses for Perfect Model with Five Esti-
mated Parameters.
The initial parameter values used in the optimization problem are obtained by ran-
domly perturbing the nominal values in Table 2.3. Due to plant/model mismatch,
the estimated parameter values cannot be expected to converge to the plant values.
Consequently, the estimation results are analyzed with respect to parameter con-
vergence from different initial parameter values, the final objective function values
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Figure 5.2: Comparison of Dynamic Responses for Perfect Model with Six Estimated
Parameters.
and the predicted dynamic responses. Table 5.7 shows estimation results obtained
using the first five parameters in the second column of Table 5.3. The estimates
converge to the same small region of parameter space for both sets of initial values.
Figure 5.3 shows dynamic simulation results obtained using the estimated parame-
ters derived from the first set of initial values. Although some disparities between
the plant and model responses are evident, the predictions are acceptable despite
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the presence of structural modeling errors. Although not shown here, the estimation
results obtained using the first six parameters in the second column of Table 5.3 ex-
hibit poor parameter convergence, large objective function values and biased output
predictions. These results reinforce the conclusion that only five kinetic parameters
can be reliably estimated given the available measurements and dynamic data.
Table 5.7: Five Parameter Estimation Results for Imperfect Model.
ka k11 k12 k13 ktr1 J
Initial value 0.0366 0.0542 0.5842 2.2236 3.1604
Solution 1.2442 0.3544 0.5760 0.3473 1.3205 0.001458
Initial value 0.0877 0.3925 0.2290 0.1229 1.1242
Solution 1.5027 0.3385 0.5536 0.3275 1.2447 0.001533
5.5 Summary and Conclusions
A simple method for analyzing mechanistic dynamic models to determine the most
appropriate parameters for off-line estimation has been proposed. The steady-state
analysis is based on a dimensionless parameter-output sensitivity matrix which is
readily derived from the available model. The overall effect of each parameter on
the measured outputs is determined by applying principal component analysis to
the sensitivity matrix. The uniqueness of each parameter effect is determined by
computing the minimum distance between the sensitivity vector of the particular
parameter and the vector spaces spanned by sensitivity vectors of the parameters
already selected for estimation. A recursive parameter ranking algorithm is used
to achieve an acceptable tradeoff between the magnitude and linear independence
of parameter effects. The proposed method is successfully applied to the problem
of kinetic parameter estimation for an industrial model of a ethylene-propylene-
130









































































































Figure 5.3: Comparison of Dynamic Responses for Imperfect Model with Five Esti-
mated Parameters.
diene terpolymer (EPDM) reactor. Off-line estimation tests suggest that five kinetic
parameters can be reliably estimated from four product quality measurements given
the available dynamic simulation data.
The proposed parameter selection method is based on the parameter-output sen-
sitivity matrix computed at a particular steady-state operating point. Consequently,
the proposed method does not account for dynamic or nonlinear characteristics that
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may effect parameter identifiability. A dynamic extension is possible if the calcula-





where: M and S̃(k) are defined as before; and w(k) is a dynamic weighting factor
that is used to obtain an appropriate relative weighting of dynamic and steady-state
data. The proposed method possibly can be extended to nonlinear steady-state







where: N is the number of steady-state points; and S̃i is the dimensionless sensitivity
matrix at steady-state point i. Both of these extensions currently are being studied
for the EPDM kinetic parameter estimation problem.
Chapter 6
On-line State and Parameter Estimation
of EPDM Polymerization Reactors
6.1 Introduction
In this chapter, a novel extended Kalman filter (EKF) design based on a detailed
kinetic model of a continuous EPDM reactor is proposed for combined state and
parameter estimation. The EPDM model has a triangular structure common to
many types of polymerization reactor models in which the first subsystem comprised
of reactant concentrations and the zeroth-order moments of the molecular weight
distribution (MWD) are decoupled from the second subsystem consisting of the
first-order MWD moments. An EKF which utilizes frequent and undelayed on-line
measurements of the ethylene, propylene, diene and total polymer concentrations is
used to estimate reactant concentrations and zeroth-order MWD moments as well as
four kinetic parameters systematically chosen to reduce bias in the first subsystem.
The first subsystem estimates serve as inputs to a second EKF which generates
estimates of the second subsystem state variables and three additive parameters
used to reduce bias from infrequent and delayed laboratory measurements of the
ethylene and diene contents of the polymer. This hierarchical formulation allows
the two EKFs to be designed independently and the second subsystem EKF to be
executed only when laboratory measurements become available. Simulation tests
in which the design and plant models are based on different kinetic schemes show
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that the hierarchical EKF generates satisfactory predictions even in the presence of
measurement noise and significant modeling error.
6.2 Mathematical Model
The EPDM reactor model consists of balance equations for the reacting species
and various MWD moments. Overall mass and energy balances are not included
because EPDM reactors are operated isothermally except for grade transitions not
considered in this work. Because none of the available measurements are related to
second-order MWD moments, the model only includes moments up to first order,
and only three individual first-order moments of the bulk polymer are required. In
the absence of multiple catalyst sites and/or polymer crosslinking, this simplifica-
tion is reasonable because the steady-state polydispersity is two for any operating
conditions and parameter values [16, 18]. The resulting dynamic model consists of
14 ordinary differential equations (ODEs) which describe the seven reacting species
(ethylene, propylene and diene monomers, inactive and active catalysts, co-catalyst
and hydrogen), four zeroth-order moments (concentrations of ethylene ended chains
P0, propylene ended chains Q0, diene ended chains R0 and dead chains B0) and
three first-order bulk moments (total concentrations of ethylene λ100, propylene λ010
and diene λ001 in the polymer chains).
The nominal parameter values for the EPDM grade studied are listed in Ta-
ble 2.3 [47]. Each parameter value has been scaled to have roughly the same order
of magnitude. The model ODEs can be written in the general form:
ẋ = f(x, u, θ) (6.1)
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where: x ∈ R14 is the state vector; θ is a vector of estimated parameters to be
defined later; and u ∈ R6 is a vector of inputs used for process excitation:
u =
[
CM1,f CM2,f CM3,f CC1,f CAl,f CH2,f
]T
(6.2)
The model is completed by specifying the measurements along with their sam-
pling frequencies and analysis delays. Frequent and undelayed measurements of the
ethylene concentration (CM1), propylene concentration (CM2), diene concentration
(CM3) and total polymer concentration (λ0) are assumed to be provided by on-line
sensors. The total polymer concentration is related to the zeroth-order moments as
follows:
λ0 = P0 + Q0 + R0 + B0 (6.3)
The four on-line measurements are assumed to be available every six minutes without
delay. Infrequent and delayed measurements of the polymer ethylene content (XM1),
diene content (XM3) and number average molecular weight (Mn) are obtained from








Mw1λ100 + Mw2λ010 + Mw3λ001
(6.5)
Mn =
Mw1λ100 + Mw2λ010 + Mw3λ001
λ0
(6.6)
where Mw1 and Mw3 are the molecular weights of ethylene and propylene, respec-
tively. While not measured directly, Mn can be inferred from the measured Mooney




where a and b are grade dependent constants. The laboratory measurement are
assumed to be available every two hours with a one hour analysis delay.
6.3 Extended Kalman Filter Design
6.3.1 Model Decomposition
A nonlinear estimation strategy based on the EPDM kinetic model is developed
to generate estimates of the fourteen state variables and selected model parame-
ters from the available on-line and laboratory measurements. We utilize the ex-
tended Kalman filter (EKF) [31, 39, 59] for combined state/parameter estimation
because: (i) restrictive assumptions on the model structure required in other nonlin-
ear state estimation techniques [8, 43, 58, 94] are not necessary; (ii) measurements
with different sampling frequencies and analysis delays can be handled; and (iii)
on-line computational demands are much less than nonlinear receding horizon es-
timators [57, 69]. Rather than develop a single EKF which produces estimates of
all the unmeasured variables from all the available measurements, a hierarchical
design based on decomposing the dynamic model into two subsystems is pursued.
The decomposition is motivated by the triangular model structure and the differ-
ent sampling frequencies of the measurements related to the state variables of each
subsystem.
The first subsystem is represented as:
ẋ1(t) = f1[x1(t), u(t), θ1]
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θ̇1 = 0 (6.8)
y1(kh1) = h1[x1(kh1)] = C1x1(kh1)
where the state variables x1 = [CM1 CM2 CM3 CC1 CC2 CAl CH2 P0 Q0 R0 B0]
T ∈ R11
are continuous functions of time and the on-line measurements y1 = [CM1 CM2 CM3 λ0]
T ∈
R4 are discrete signals with a sampling period of h1 = 6 min and no analysis delay.
The kinetic model parameters θ1 chosen for estimation are appended to the model
as additional unmeasured state variable. A systematic procedure for selecting these
parameters to reduce the estimation bias is discussed below. The second subsystem
is written as:
ẋ2(t) = f2[x1(t), x2(t), u(t)] + θ2
θ̇2 = 0 (6.9)
y2(kh2) = h2[x1(kh2 − t2), x2(kh2 − t2)]
where the state variables x2 = [λ100 λ010 λ001]
T ∈ R3 are continuous functions of
time and the laboratory measurements y2 = [XM1 XM2 Mn]
T ∈ R3 are discrete
signals with a sampling period h2 = 2 h and analysis delay t2 = 1 h. Selection of
the parameters θ2 added to the model to reduce estimation bias is discussed below.




6.3.2 Selection of Estimated Parameters
The subsystem models (6.8) and (6.9) used for nonlinear estimation have been for-
mulated by considering selected parameters (θ1, θ2) as unmeasured state variables.
These parameters are included to account for the inevitable modeling errors that
result from limited fundamental understanding of the polymerization process, the
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introduction of simplifying assumptions and inaccurate parameter values due to
limited experimental data. The objective is to select the parameters such that es-
timation bias is minimized and localized to less important variables. To ensure
that the parameters are observable and that bias is eliminated in each measured
variable, the number of estimated parameters must be equal to the number of mea-
surements [42, 74]: θ1 ∈ R4 and θ2 ∈ R3.
The first subsystem is comprised of balance equations for the reacting species and
the zeroth-order MWD moments. Although other choices are possible, a subset of
the kinetic rate constants kj is the most obvious choice for the estimated parameters.
The kinetic mechanism in Table 2.1 involves a total of 18 rate constants, four of
which are identically zero for the specific grade studied (see Table 2.3). A systematic
approach for selecting the four estimated parameters from the remaining set of 14
rate constants is desirable to handle the following common problems:
1. A parameter has a very weak effect on the measured outputs. Successful
estimation of such a weakly identifiable parameter is unlikely because its effect
cannot be accurately quantified.
2. The effects of certain parameters on the measured outputs are nearly linearly
dependent. Successful estimation of such parameter sets is unlikely because
the individual parameter effects cannot be distinguished.
The presence of parameters with weak and/or nearly linearly dependent effects can
be lead to estimator convergence problems.
In the previous chapter, a systematic technique for selecting estimated parame-
ters for off-line and on-line estimation which explicitly addresses the tradeoff between
the magnitude and the uniqueness of the parameter effects has been proposed and
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discussed. For the on-line problem, the numbers of measurements and estimated
parameters are equal. As discussed in previous chapter, the algorithm yields the
following kinetic parameters: ka, ktr1, k13 and k11. Physical arguments can be used
to rationalize these choices. The catalyst activation parameter ka affects the to-
tal polymer concentration (λ0) by determining the relative amounts of active and
inactive catalyst. Number average molecular weight (Mn) is strongly affected by
chain transfer parameter ktr1. The relative ethylene content (XM1) and diene con-
tent (XM3) of the polymer are determined by the propagation constants k11 and
k13. The parameters θ1 = [sa str1 s13 s11]
T actually included in the estimator design
model (6.8) are defined as follows:
k∗a = saka, k
∗
tr1
= str1ktr1 , k
∗
13 = s13k13, k
∗
12 = s11k11 (6.10)
where kj represents the nominal parameter values in Table 2.3 and k
∗
j represents the
time varying estimate of kj.
The first-order bulk moment equations that comprise the second subsystem do
not contain any parameters which are not present in the first subsystem. To main-
tain the triangular structure on which the model decomposition is based, estimated
parameters other than rate constants are needed to reduce bias in the measurements
associated with the second subsystem. Several investigators [42, 72] have proposed
the addition of non-stationary variables to the state equations as an alternative to
the use of physically based parameters. For complex systems such as the Tennessee
Eastman challenge process [74], the placement of these non-stationary variables can
be quite difficult. An advantage of the proposed model decomposition is that the
second subsystem has the same number of state and measured variables. Therefore,
a simple approach is to add a non-stationary variable to each of the three first-order
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moment equations. This choice is reflected in the second subsystem model (6.9)
where the non-stationary variables are denoted θ2.
6.3.3 Estimator Formulation
The extended Kalman filter (EKF) [39, 59] is based on linearization of the nonlinear
model at the current estimates followed by application of the linear Kalman filter to
the linearized model. Consider the first subsystem (6.8) in which the four measure-






and the composite function φ1 = [f
T
1 (z, u) 0
T ]T . A first-order EKF which neglects
the second- and higher-order terms of the Taylor series expansion of the nonlinear
function f1(·) is constructed as follows:
• Prediction:







where double index notation ẑ1(kh1 + h1|kh1) denotes the estimated state vector at
time kh1 + h1 from information available at time kh1. The prediction is performed
with constant ẑ1 because the first subsystem estimates remain constant over the
sampling period h1. The estimator gain L1(kh1+h1) is calculated from the following
recursive equations:
L1(kh1) = P1(kh1|kh1 − h1)ΨT (kh1)[Ψ1(kh1)P1(kh1|kh1 − h1)ΨT (kh1) + R]−1
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(6.13)
P1(kh1|kh1) = [I − L1(kh1)Ψ(kh1)]P1(kh1|kh1 − h1) (6.14)
P1(kh1 + h1|kh1) = Φ1(kh1)P1(kh1|kh1)ΦT1 (kh1) + Q (6.15)
P (0|0) = Q0 (6.16)
where: P1 is the time varying covariance matrix of the estimated state vector ẑ; and
Q0, Q and R are constant covariance matrices of the initial state x̂(0), the state
disturbance vector, and the measurement noise vector, respectively. The matrices















The covariance matrices Q0, Q and R usually are taken to be diagonal and used for
estimator tuning. The augmentation of the state vector introduces new elements
into the covariance matrices which can be tuned to reduce estimator bias.
The state and parameters estimates ẑ1 from the first subsystem EKF serve as
inputs to the second subsystem (6.9). The presence of the time delay t2 in the
three laboratory measurements makes the formulation of the EKF for the second
subsystem more complex than that for the first subsystem. Let the augmented state
vector z2 and the composite function φ2 be defined analogously to z1 and φ1. Rather
than estimate the current state variables directly, the delayed measurements are used
to estimate the state variables one time delay in the past: z2(kh2 − t2|kh2) [26, 68].
The current estimate z2(kh2|kh2) is generated by open-loop integration of the model
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(6.9) with this past estimate as the initial condition. The corresponding prediction
and correction equations are:




φ2[ẑ1(τ |kh2), ẑ2(kh2−t2|kh2), u(τ)]dτ
(6.18)
• Model correction:
ẑ2(kh2 + h2 − t2|kh2 + h2) = ẑ2(kh2 + h2 − t2|kh2) + L1(kh2 + h2){y2(kh2 + h2)
−h2[ẑ1(kh2 + h2 − t2|kh2), ẑ2(kh2 + h2 − t2|kh2)]}
(6.19)




φ2[ẑ1(τ |kh2), ẑ2(τ |kh2), u(τ)]dτ (6.20)
The one sampling period ahead prediction is performed with constant ẑ2 because
the second subsystem estimates remain constant over the sampling period h2. By
contrast, the estimates ẑ1 are updated whenever the first subsystem EKF is ex-
ecuted. Recursive equations analogous to (6.13)–(6.16) are used to compute the
estimator gain L2(kh2 +h2). The time varying matrices Φ2 and Ψ2 required in these
calculations are obtained by linearization of the second subsystem model equations
using expressions analogous to (6.17).
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6.4 Results and Discussion
The performance of the hierarchical EKF is evaluated using the sequence of input
changes shown in Table 2.6. The sequence consists of three consecutive step changes
in each feed flow rate. A constant molar ratio of the catalyst (C1) and co-catalyst
(Al) is maintained by treating the ratio of the two molar flow rates as a single input
variable. The changes shown represent deviations from a set of nominal feed flow
rates. To validate the assumption that the polydispersity remains constant under
dynamic conditions, the input sequence is applied to the open-loop system consisting
of the EPDM reactor model. The results in Figure 6.1 show that derivations of the
polydispersity from the steady-state value of two are negligible.















Figure 6.1: Open-loop polydispersity dynamics
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EKF performance is evaluated both with and without measurement noise for the
following cases:
1. Perfect model : the EKF design model and the plant model are identical.
2. Parametric mismatch: zero mean normally distributed errors are added to the
plant kinetic parameters to generate the design model kinetic parameters.
3. Structural mismatch: a plant model based upon a different kinetic mechanism
than the design model is used.
The EKF covariance matrices are chosen to be diagonal and tuned by trial-and-error
for each case to achieve an acceptable tradeoff between dynamic tracking of plant
values, rejection of measurement noise and minimization of steady-state prediction
bias. We have found that estimator performance is highly dependent on the covari-
ance matrices Q and R, while the effect of the Q0 matrix is negligible. The presence
of measurement noise requires the diagonal elements of the R matrix to be increased
as compared to noise-free tuning. Such tuning leads to slower estimator convergence
due to the smaller measurement correction. We also found that EKF performance
is highly dependent on the tuning of the covariance matrix elements associated with
the adjustable kinetic parameters and the non-stationary variables. Table 6.1 shows
the covariance matrices used for each of the six scenarios investigated. The perfect
model and parametric mismatch cases do not require a different set of tuning pa-
rameters when measurement noise is introduced. By contrast, two different sets of
tuning parameters are necessary for the structural mismatch case. To avoid negative
concentrations which invariably lead to EKF divergence, concentration estimates are
set to a very small positive value (10−9 mol/L) if they become negative. The state
estimates are initialized to zero, the parameter estimates associated with the first
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Q0 First All 1.E-2 1.E-2 1.E-2 1.E-2 1.E-2 1.E-2
Second All 1.E-3 1.E-3 1.E-3 1.E-3 1.E-3 1.E-3
Q First CM1 1.E1 1.E1 1.E-11 1.E-11 1.E1 1.E-3
CM2 1.E1 1.E1 1.E-10 1.E-10 1.E1 1.E-3
CM3 1.E3 1.E3 1.E-10 1.E-10 1.E3 1.E-1
CC1 1.E-7 1.E-7 1.E-14 1.E-14 1.E-7 1.E-11
CC2 1.E-7 1.E-7 1.E-14 1.E-14 1.E-7 1.E-11
H2 1.E-5 1.E-5 1.E-14 1.E-14 1.E-5 1.E-9
Al 1.E3 1.E3 1.E-10 1.E-10 1.E3 1.E-1
P0 1.E-6 1.E-6 1.E-9 1.E-9 1.E-6 1.E-10
Q0 1.E-7 1.E-7 1.E-12 1.E-12 1.E-7 1.E-11
R0 1.E-8 1.E-8 1.E-14 1.E-14 1.E-8 1.E-12
B0 1.E-5 1.E-5 1.E-10 1.E-10 1.E-5 1.E-9
sa 0.E0 0.E0 1.E4 1.E4 1.E5 1.E3
s11 0.E0 0.E0 1.E4 1.E4 1.E5 1.E3
s13 0.E0 0.E0 1.E3 1.E3 1.E4 1.E2
str1 0.E0 0.E0 1.E3 1.E3 1.E4 1.E2
Second λ100 1.E8 1.E8 1.E-5 1.E-5 1.E-4 1.E-4
λ010 1.E7 1.E7 1.E-5 1.E-5 1.E0 1.E0
λ001 1.E6 1.E6 1.E-5 1.E-5 1.E6 1.E6
d100 0.E0 0.E0 1.E5 1.E5 1.E7 1.E7
d010 0.E0 0.E0 1.E5 1.E5 1.E7 1.E7
d001 0.E0 0.E0 1.E5 1.E5 1.E7 1.E7
R First CM1 1.E6 1.E6 1.E6 1.E6 1.E-1 1.E6
CM2 1.E6 1.E6 1.E6 1.E6 1.E-1 1.E6
CM3 1.E5 1.E5 1.E6 1.E6 1.E-2 1.E5
λ0 1.E5 1.E5 1.E7 1.E7 1.E-2 1.E5
Second M̄n 1.E0 1.E0 1.E17 1.E17 1.E17 1.E17
XM1 1.E4 1.E4 1.E17 1.E17 1.E17 1.E17
XM3 1.E2 1.E2 1.E17 1.E17 1.E17 1.E17
subsystem are initialized to unity and the parameter estimates associated with the
second subsystem are initialized to zero.
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6.4.1 Perfect Model


































































Figure 6.2: First subsystem EKF for perfect model without measurement noise
The EKF design model is assumed to be identical to the plant model as an initial
test of estimator performance. For this set of tests, on-line parameter estimation
is not performed. Figures 6.2 and 6.3 show the EKF performance obtained for the
plant inputs in Table 2.6 in the absence of measurement noise. Due to the availability
of frequent and undelayed measurements, excellent tracking of the first subsystem
plant variables is observed despite the poor estimator initialization (Figure 6.2). The
second subsystem plant variables are not tracked as effectively because laboratory
analysis leads to infrequent and delayed measurement feedback (Figure 6.3). Despite
the lack of plant information, the EKF is able to quickly converge from the poor
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Figure 6.3: Second subsystem EKF for perfect model without measurement noise
initial condition and follow the plant variables. The estimate of the number average
molecular weight is generally better than those of the two monomer contents.
Figures 6.4 and 6.5 show results for the same test in the presence of measurement
noise implemented as follows:
ỹi(t) = [1 + rin(t)]yi(t) (6.21)
where: yi is a noise-free plant value; ỹi is the noise corrupted plant measurement;
n is a zero mean white noise signal; and ri is scaling parameter used to obtain
an appropriate variance. The scaling parameter ri is chosen as 0.05 for on-line
measurements and 0.02 for laboratory measurements to reflect the relatively low
precision of the product property measurements. Figure 6.4 shows that the noisy
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measurements have a very small effect on estimation of the first subsystem plant
variables as compared to the noise-free case. Similar performance is observed for
the second subsystem estimates (Figure 6.5).



































































Figure 6.4: First subsystem EKF for perfect model with measurement noise
6.4.2 Parametric Mismatch
For the second set of tests, the EKF design model is structurally identical to the
plant model but random errors in the non-zero kinetic parameters are introduced
as follows:
θ̃j = (1 + rn)θj (6.22)
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Figure 6.5: Second subsystem EKF for perfect model with measurement noise
where: θj is a plant parameter; n is a random variable taken from a Gaussian
distribution with zero mean and unity variance; r = 0.1 is a scaling factor for the
variance; and θ̃j is the perturbed parameter used in the design model. On-line
parameter estimation is used to minimize prediction bias caused by errors in the
13 non-zero kinetic parameters. Because only four kinetic parameters are adjusted,
complete elimination of bias is not possible.
Figures 6.6–6.8 show the EKF performance in the absence of measurement noise.
Also included are estimates obtained from an open-loop observer without measure-
ment feedback when the state estimates are initialized to zero. As shown in Fig-
ure 6.6, the EKF estimates of the first subsystem variables exhibit slightly faster
dynamics and much reduced bias as compared to the open-loop estimates. The
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Figure 6.6: First subsystem EKF for parametric mismatch without measurement
noise
improvement is most significant for the ethylene concentration (CM1) and the total
polymer concentration (λ0). Due to infrequent and delayed measurement feedback,
the EKF estimates for the second subsystem are only slightly better than those
obtained with the open-loop observer (Figure 6.7). The evolution of the EKF pa-
rameter estimates are shown in Figure 6.8. Although not apparent from this figure,
all the estimates eventually converge to constant values. Relatively large adjust-
ments in the kinetic parameters for catalyst activation (sa) and diene addition to
ethylene ended chains (s13) are required to reduce bias in λ0 and the diene con-
centration CM3 , respectively. The relatively large adjustment in the non-stationary
variable d100 associated with the second subsystem leads to significant improvements
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Figure 6.7: Second subsystem EKF for parametric mismatch without measurement
noise
in the estimation of the number average molecular weight (M̄n) as compared to the
open-loop observer.
EKF performance in the presence of parametric mismatch and measurement
noise is shown in Figures 6.9 and 6.10. Open-loop estimation results are not shown
to allow the EKF results to be seen more clearly. The EKF estimates are very similar
to those obtained in the absence of measurement noise. As shown in Figure 6.9,
only small biases are observed in the CM1 , λ0 and hydrogen concentration (CH2)
estimates. By contrast, the EKF estimates of the propylene concentration (CM2)
and CM3 have larger biases which are comparable to those obtained with an open-
loop observer. For the second subsystem, the EKF generates a very good estimate
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Figure 6.8: Estimated parameters for parametric mismatch without measurement
noise
of M̄n but the estimates of the polymer contents (XM1 , XM3) are comparable to
those obtained via open-loop estimation (Figure 6.10). Although not shown here
for the sake of brevity, the EKF parameter estimates are similar to those obtained
without measurement noise.
6.4.3 Structural Mismatch
In the final set of simulations, the plant model is based on a proprietary kinetic
mechanism which differs from the kinetic mechanism in Table 2.1 used to derive the
EKF design model. Due to the presence of significant structural and parametric
mismatch, this case represents the most severe test of the hierarchical EKF. Fig-
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Figure 6.9: First subsystem EKF for parametric mismatch with measurement noise
ures 6.11–6.13 show the estimator performance in the absence of measurement noise.
To provide a basis for comparison, the state estimates obtained with an open-loop
observer also are shown. The advantages of frequent and undelayed measurement
feedback are shown in Figure 6.11. With the exception of CH2 , the EKF provides
superior estimates of all the first subsystem variables. The two estimators yield
similar performance for the second subsystem because the usefulness of feedback is
greatly diminished when the plant measurements are available infrequently and with
large delay (Figure 6.12). The evolution of the EKF parameter estimates is shown
in Figure 6.13. As compared to the parametric mismatch case, the EKF produces
larger changes in the kinetic parameter for hydrogen chain transfer (str1) and the
three non-stationary variables associated with the second subsystem.
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Figure 6.10: Second subsystem EKF for parametric mismatch with measurement
noise
The performance of the EKF in the presence of structural mismatch and mea-
surement noise is shown in Figures 6.14 and 6.15. As shown in Table 6.1, the EKF
covariance matrices are retuned from the noise-free values. Open-loop estimation re-
sults are omitted to allow the EKF results to be shown more clearly. Measurement
noise causes significant degradation of the CM3 estimate but has relatively small
effects on the estimates of the other first subsystem variables (Figure 6.14). Cor-
respondingly, the XM3 estimate is slightly degraded as compared to the noise-free
case while the impact on the other second subsystem estimates is negligible (Fig-
ure 6.15). Although not shown here, the EKF generates very small changes in the
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Figure 6.11: First subsystem EKF for structural mismatch without measurement
noise.
kinetic parameter estimates but large changes in the three non-stationary variables
due to retuning of the covariance matrices.
6.5 Summary and Conclusions
A novel extended Kalman filter (EKF) design based on a first principles model of a
continuous ethylene-propylene-diene polymer reactor was presented. The dynamic
model is decomposed into two subsystems by exploiting the triangular model struc-
ture and the different sampling frequencies of the available on-line and laboratory
measurements. The first subsystem is comprised of differential equations for the
reactant concentrations and the zeroth-order moments of the molecular weight dis-
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Figure 6.12: Second subsystem EKF for structural mismatch without measurement
noise
tribution (MWD). An augmented version of the first subsystem is used to design an
EKF that generates estimates of unmeasured state variables and four kinetic param-
eters from on-line measurements of the ethylene, propylene, diene and total polymer
concentrations. The second subsystem consists of first-order MWD moment equa-
tions in which the state variables of the first subsystem represent unknown inputs.
A hierarchical design in which estimates of the first subsystem variables serve as
inputs to an EKF designed independently for the second subsystem is proposed.
The second subsystem EKF generates continuous estimates of the polymer con-
tents and number average molecular weight from infrequent and delayed laboratory
measurements.
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Figure 6.13: Estimated parameters for structural mismatch without measurement
noise
The proposed formulation allows the correction term in the second subsystem
EKF to be utilized only when laboratory measurements become available. In ad-
dition to simplifying estimator design, the hierarchical EKF has the potential to
improve computational efficiency and robustness compared to a single EKF de-
signed for the entire model. The proposed design was evaluated for a variety of
realistic scenarios which include measurement noise, parametric errors and struc-
tural plant/model mismatch. Simulation results demonstrate that the hierarchical
EKF provides effective tracking of reactant and polymer concentrations but that
infrequent and delayed laboratory measurement feedback limits the prediction of
the polymer properties. The proposed design strategy is potentially applicable to
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Figure 6.14: First subsystem EKF for structural mismatch with measurement noise
other types of polymerization reactors with on-line measurements of reactant con-
centrations and laboratory measurements correlated to higher MWD moments.
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EPDM is an important specialty polymer. Its polymerization process is highly
nonlinear. Reliable parameter estimation will result in a more accurate model better
representing the process; such a model can be used for controller design to enhance
product quality and operational stability. This thesis has focused on the dynamic
modeling, off-line parameter estimation and on-line state/parameter estimation for
such a process. The important conclusions are summarized and suggestions for
future research directions are outlined in this chapter.
7.1 Dynamic Modeling of EPDM Process
Most EPDM commercial grades have a broader MWD than predicted by a basic
EPDM kinetic mechanism such as the Cozewith 88 mechanism [16]. In Chapters 2
and 3, the Cozewith 88 mechanism is extended to enable the prediction of high
MWD through a multi-site hypothesis and crosslinking mechanism. The dynamic
mathematical models for the Cozewith 88 mechanism and its modification (Coz-
ewith 88 Plus) are developed by introducing moments into the model equations.
The physical properties that characterize the MWD, the number average molecular
weight and polydispersity, can be computed from the moments of state variables of
the models. The state variables of the Cozewith 88 mechanism are forced to match
those of the “plant”, generated by an ExxonMobil proprietary mechanism. To test
its flexibility, only a few parameters are adjusted. The mechanism matching results
show that the mechanism is capable of matching the “plant” outputs by adjusting as
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few as two kinetic parameters, and thus has the potential to be implemented on-line.
Further analysis in Chapters 4 and 5 suggests that the selection of parameters for
mechanism matching is not arbitrary, but is determined by the relative magnitudes
of the effects of the parameters on the measured outputs, and the collinearity/linear
dependency of these effects.
The modeling of branching of polymerization processes is a challenging problem
due to gelation. A typical moment approach fails at the gel point since, by defi-
nition, the second moments for the gel reach infinity at that point. In Chapter 3,
a crosslinking mechanism is proposed to model branching by assuming that the
dead polymer chains crosslink through pendant double bounds. A pseudo-kinetic
rate constant method is introduced to construct a moment model for a pseudo-
homopolymer that approximates the behavior of the actual terpolymer under long
chain and quasi-steady state assumptions. The pseudo-homopolymer model is then
used as the basis for application of the numerical fractionation method. The pro-
posed dynamic model is capable of predicting polydispersities and molecular weight
distributions near the gel point with as few as eleven generations, and in the post-
gel region with as few as five. The overall molecular weight distribution (MWD) of
the sol was constructed by assuming a Schulz two parameter distribution for each
generation. The only drawback is that it requires much more computational time
as the number of generations increases, thus limiting the model’s on-line implemen-
tation. Further work on this topic might include stability analysis of the numerical
fractionation approach to analytically determine the stability conditions. This may
give insight on how computational time can be reduced without losing stability or
compromising accuracy.
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7.2 Parameter Estimation of the EPDM Process
In Chapter 2, it is shown that which kinetic parameters are selected for mecha-
nism matching can determine the quality and convergence property of matching.
In Chapter 4, an off-line kinetic parameter selection procedure is developed to ad-
dress this issue for a more general parameter estimation. The procedure is based on
principal component analysis and steady-state parameter perturbation. The ease
of estimating the parameters is determined by computing the parameters’ overall
effect and the collinearity of their effects on the measured outputs. Nonlinear and
dynamic extensions of this procedure are also proposed and tested to address the
nonlinearity and dynamics of the parameters’ effects on the outputs. In Chapter 5,
the procedure is modified to determine the sensitivity matrix rigorously by integrat-
ing Eqs. 4.7–4.8, rather than using numerical approximations. Also the concept of
collinearity between two parameters is generalized to account for the linear depen-
dency of two or more parameters. Chapters 4 and 5 address the same problem from
practical and theoretical perspectives, respectively. Although the perturbation test-
based procedure can address the model nonlinearities, the choice of perturbations is
somewhat arbitrary. The rigorously computed sensitivity matrix-based procedure is
difficult to extend to account for the nonlinearities. It also suffers from difficulties in
obtaining the sensitivity matrix itself for large and highly nonlinear systems. Future
study should focus on a combined parameter estimation procedure that can address
nonlinearity and dynamics in a more efficient way, with a less arbitrary choice of
perturbations.
The nonlinear extension of the parameter selection procedure presented in Chap-
ter 4 is ultimately utilized for parameter estimation. The kinetic parameters are fit-
ted from steady state data extracted from actual plant dynamic data. The estimated
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parameters give good predictions of the measured outputs except (sometimes) for
the diene content, which is believed to be measured less accurately anyway. The
estimated parameters can be used as initial values for dynamic parameter estima-
tion. The ultimate goal of the parameter estimation is dynamic estimation, which
offers several advantages: i) The dynamic data presumably contain more process in-
formation than steady-state data; ii) the parameters estimated from dynamic data
will better represent the process at startups and grade transitions. To implement
a model-based controller for the EPDM process, dynamic parameter estimation is
necessary. However, dynamic parameter estimation has several problems associated
with it: i) limited availability of the dynamic data, as the plant is operated in a
very limited range; ii) quality and reliability of the data, because dynamic data are
easily corrupted by measurement noise and unknown disturbances; iii) representa-
tiveness of the dynamic data, in that an ideal set of data should balance dynamic
and steady-state information such that the estimated parameters can predict both
behaviors well. Further research should focus on these issues and develop optimal
experiments to obtain reliable and representative dynamic data.
7.3 On-line State/Parameter Estimation
In Chapter 6, an hierarchical extended Kalman filter is designed to provide state
estimates for a model-based controller. The EKF utilizes the unique system and
measurement structure to decouple the system, thus simplifying the EKF structure
and computation. The non-stationary state variables and disturbances are intro-
duced to reduce the bias in the estimates of the state variables due to parametric
and/or structural mismatch, which are common. The EKF produces good estimates
in both mismatch cases, with or without measurement noise. However, the design is
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based on the measurement structure that the measurements associated with one par-
ticular subsystem have the same sampling frequencies. If the measurement structure
changes, one can only design a full dimensional EKF, which is executed whenever
a measurement is available, and which predicts the state variables associated with
the measurement using EKF and other state variables in an open-loop fashion.
The natural extension of this work is the design of a model-based controller, e.
g., model-predictive controller (MPC) [53], which has the potential for high perfor-
mance product quality control and operational stability. Due to the nonlinearity of
the EPDM process, a nonlinear model-predictive controller (NMPC) is preferable
to a linear one. The major challenge for the successful application of a NMPC
controller is the heavy computational load caused by the nonlinear programming
(NLP) solver. Also the NLP solver may only find a local minimum. Hence, the
overall implementation of NMPC control may be very difficult. Model reduction
may provide the key to the success of NMPC. One may use the quasi-steady state
assumption [91, 92, 93] for all the live moments to reduce the total number of ODEs.
Or, one may also try Galerkin projection [36] to map the state space into a sub-
space of the original space. This method has been used extensively for construction
of reduced-order models of dynamic systems.
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Appendix A
Supplement to Chapter 2
A.1 Derivation of Moment Equations
In the derivation, an ethylene ended (P) chain is taken as an example. Only the
moment equations for two reactions are derived. Moment equations assuming other
reactions for other chains can be derived similarly. To avoid unnecessary confusion
of the first moment with the concentrations of individual chains, the moments are
denoted as µP and the orders of the moments are placed as superscripts.
A.1.1 Zero Moment









Note that there is no P chain without any ethylene unit.So:
P0jk = 0 (A.2)
Similarly,
Qi0k = Rij0 = 0 (A.3)
















Pijk + M1 → P(i+1)jk (A.5)




Because Pijk is also produced in a similar way:
P(i−1)jk + M1 → Pijk (A.7)
So the overall balance for Pijk becomes:
dPijk
dt
















































































































Pijk = −k12CM2µ0P (A.13)
A.1.2 First Moments



























































































































































































































































































































































































































































































































































































































































































































A.2 Derivation of Energy Balance Equation












CiHi + Hmix (A.41)



















CiHi + Hmix (A.42)




= FfCi,f − FCi + RiV (A.43)



























Ci,f (Hi,f −Hi)− V
∑
RiHi + Hmix (A.45)
The
∑
RiHi term is the heat of reaction:
∑
RiHi = RpolyHpoly −RM1HM1 −RM2HM2 −RM3HM3
= Rλ0Hpoly −RM1HM1 −RM2HM2 −RM3HM3 (A.46)
The data given for polymer enthalpy are mass based. The following equation con-
verts mass-based enthalpy into molar-based,
Rλ0Hpoly = (Mw1Rλ100 + Mw2Rλ010 + Mw3λ001)Hpoly,mass (A.47)
From the model equations we know that the following equations hold (only propa-
gation reactions considered),
Rλ100 = RM1 , Rλ010 = RM2 , Rλ001 = RM3 (A.48)
So,
∑
RiHi = RM1Mw1(Hpoly,mass −HM1,mass)
+ RM2Mw2(Hpoly,mass −HM2,mass)
+ RM3Mw3(Hpoly,mass −HM3,mass)
















Ci,f (Hi,f −Hi) + V
3∑
j=1
RMjMwj(−∆HMj) + Hmix] (A.50)





In the equations C6 is a pseudo component which includes all the components except
monomers and the polymer. Its concentration can be calculated as follows,
CC6,f = ρf − (Mw1CM1,f + Mw2CM2,f + Mw3CM3,f ) (A.52)
CC6 = ρ− (Mw1CM1 + Mw2CM2 + Mw3CM3
+Mw1λ100 + Mw2λ010 + Mw3λ001) (A.53)
A.3 Dynamic Model Equations for Cozewith 88
Mechanism






























CM3 − [(kx3CC1 + k13P0 + kt3(P0 + Q0 + R0)]CM3 (A.56)








CC1 − (ka + kx + kx2CM2 + kx3CM3)CC1 (A.57)


















CH2 − ktr1CH2(P0 + Q0 + R0) (A.59)














(P0 + Q0 + R0) (A.60)
1Note the special expression for the chain transfer reaction with alkyl. It assumes that the inac-
tive catalyst is activaiated by equal amount of alkyl, and the chain transfer reaction is proportional
to the ratio of the concentrations of unreacted alkyl to the inactive catalyst.
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Zeroth Moments








P0 + ki1CM1CC2 + (k21Q0 + k31R0)CM1 − (k12CM2 + k13CM3)P0
















Q0 + ki2CC2CM2 + k12CM2P0 − k21CM1Q0 (A.62)
−
[






Q0 + ktrM2CM2(P0 + R0)








R0 + k13CM3P0 − k31CM1R0 (A.63)
−
[


























+ ktrM2CM2 + ktr1CH2
]
(P0 + Q0 + R0)
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First Moments









+ ki1CC2CM1 + [k11P0 + k21(Q0 + Q100) + k31(R0 + R100)]CM1
− (k12CM2 + k13CM3)P100
−
[















(P0 + Q0 + R0) (A.65)








P010 − (k12CM2 + k13CM3)P010 + k21CM1Q010 + k31CM1R010
−
[


















P001 − (k12CM2 + k13CM3)P001 + k21CM1Q001 + k31CM1R001
−
[







































Q010 + [ki2CC2 + k12(P0 + P010) + k22Q0]CM2 − k21CM1Q010
−
[









+ ktrM2CM2(P0 + Q0 + R0) (A.69)








Q001 − k21CM1Q001 + k12CM2P001 (A.70)
−
[

















R100 + k13CM3P100 − k31CM1R100 (A.71)
−
[

















R010 + k13CM3P010 − k31CM1R010 (A.72)
−
[


















R001 + k13CM3(P0 + P001)− k31CM1R001 (A.73)
−
[


























+ ktrM2CM2 + ktr1CH2
]
(P100 + Q100 + R100)

















+ ktrM2CM2 + ktr1CH2
]
(P010 + Q010 + R010)

















+ ktrM2CM2 + ktr1CH2
]
(P001 + Q001 + R001)
Second Moments

















(P0 + Q0 + R0)
−
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+ ki2CM2CC2 + k12(P0 + 2P010)CM2 + k22(Q0 + 2Q010)CM2 (A.78)
+ ktrM2CM2(P0 + Q0 + R0)
−
[

















L002 + k13CM3(P0 + 2P001) (A.79)
−
[


















+ (k11P010 + k21Q010 + k31R010)CM1 + (k12P100 + k22Q100)CM2
−
[








































L011 + (k12P001 + k22Q001)CM2 + k13CM3P010 (A.82)
−
[


























+ ktr1CH2 + ktrM2CM2
]
L200

















+ ktr1CH2 + ktrM2CM2
]
L020






































+ ktr1CH2 + ktrM2CM2
]
L110

















+ ktr1CH2 + ktrM2CM2
]
L101





















Supplement to Chapter 3
B.1 Model Equations of Pseudo-Kinetic






























CM3 − [kx3CC1 + (k13ΦP + kt3)L0]CM3 (B.3)








CC1 − (ka + kx + kx2CM2 + kx3CM3)CC1 (B.4)












































L0 + (ki1CM1 + ki2CM2)CC2
− [kt + kt2CM2 + kt3CM3 + ktr1CM2)L0 (B.8)
































L1 + (ki1CM1 + ki2CM2)CC2 + kpCML0
−
[















































L001 + k13ΦPDBCM3L0 (B.12)

































L2 + (ki1CM1 + ki2CM2)CC2 + kpCM(L0 + 2L1)
−
[


















































where rMi is the monomer consumption rate of the i-th monomer:
rM1 = (ki1CC2 + k11ΦP + k21ΦQ + k31ΦR)CM1 (B.17)
rM2 = [ki2CC2 + k12ΦP + k22ΦQ + (kt2 + ktrM2 )L0]CM2 (B.18)
rM3 = k13ΦP + kt3L0CM3 (B.19)





The equation for the overall monomer average molecular weight can be derived from































































Average Molecuar Weights and Polydispersity



















Supplement to Chapter 4
C.1 Proof of Eq. 4.35





























































































i=1 xi + xn+1)
2 − (n + 1)(∑ni=1 xi)2
n(n + 1)
= x2n+1 −
−(∑ni=1 xi)2 + 2nxn+1
∑n














(xn+1 − xn)2 (C.5)
Let α be the standard deviation expansion parameter, then:
σn+1 = ασn (C.6)
Substitute above equation into Eq. C.5, we get:




[nα2 − (n− 1)]σn (C.7)
If we allow the new point to be within ±5σn range (|xn+1−xn| ≤ 5σn), substituting
n = 120 (the initial window size is two hours and the sampling frequency is one
minute for PV’s) gives α ≈ 1.2.
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