We construct efficient estimators of the identifiable parameters in a regression model when the errors follow a stationary parametric ARCH(P) process. We do not assume a functional form for the conditional density of the errors, but do require that it be symmetric about zero. The estimators of the mean parameters are adaptive in the sense of Bickel [2]. The ARCH parameters are not jointly identifiable with the error density. We consider a reparameterization of the variance process and show that the identifiable parameters of this process are adaptively estimable.
INTRODUCTION
We consider the problem of obtaining efficient estimators of the identifiable parameters in the following linear regression model where the errors are conditionally heteroskedastic according to an ARCH(P) process: This specification of the error process was originally suggested in Engle [10] , and was employed there to model United Kingdom inflation rates. It has been used in countless empirical studies -see the survey papers of Engle and Bollerslev [12] and Bollerslev, Chou, and Kroner [7] for references.
The ARCH specification rationalizes two well-established empirical regularities about financial and macroeconomic time series. When cj, i = 1,2,..., P are all positive, the process at2 is positively serially dependent. This is an important feature: Many financial and macroeconomic time series are characterized by episodic bursts of volatility followed by more tranquil periods. Uncertainty about future events -and the consequent risk to investors -varies over time yet typically is closely related to previous assessments of uncertainty. In addition, even when et are i.i.d. normal, the unconditional distribution of the innovation u, will be leptokurtic by virtue of the mixing that random a induces. This is consistent with the findings of many researchers -for example, Mandelbrot [28] and Gallant et al. [17] -who have found that the distribution of stock returns tends to have heavier tails than the normal.
A number of generalizations of the ARCH specification are given in Engle and Bollerslev [12] and Bollerslev, Chou, and Kroner [7] . Recent research has focused on Generalized ARCH and Integrated GARCH models-see Bollerslev [5] and Lumsdaine [27], on exponential ARCH/GARCH models; see Geweke [18] In this paper we are concerned with the semiparametric approach. Specifying a parametric model for the density of cE imposes strong restrictions on the data generation process, especially when the normal distribution is used. Although Bollerslev [5] and Weiss [44] show that the Gaussian (Pseudo) Maximum Likelihood Estimator (hereafter the PMLE) of 0 (13T,a,cT)T, where c (cl, c2,... ,c is T consistent asymptotically normal under quite general conditions on the error density f, this estimator is inefficient for non-normalf's. With the large sample sizes available for financial data one ought to be able to do better.
Engle and Gonzalez-Rivera [13] consider a semiparametric extension of (1.1) and (1.2). They retained the linear relationship (1.2) yet allowed f(.) to be of unknown form. They used nonparametric estimates of the score function of c to estimate the parameters of a GARCH process. They report Monte-Carlo simulation results that suggest improvements for this method over the Gaussian PMLE when the true error distribution was non-normal.
We examine further this semiparametric model. The issues we address here are twofold. First, what is the information bound for estimation of 0 when no parametric structure is assumed for the error density? In particular, is this an adaptive situation -can one in principle estimate 0 as well when f is unknown as when it is known? Second, is it possible to construct an estimate of 0 that achieves the information bound asymptotically?
Bickel [2] gives a necessary condition for adaptation in the context of a semiparametric model P0,G, where 0 is a finite dimensional parameter and G is an infinite dimensional nuisance parameter: The scores for 0 must be orthogonal to the tangent space for G. In particular, the scores for 0 must be orthogonal to the scores for the scalar parameter T 
for each parameterization G(.;T) of G(.).
This orthogonality condition is satisfied in a number of semiparametric models. In particular, Bickel [2] shows that the information bound for estimating the slope parameters in a linear regression is the same whether or not the error density is known. Kreiss [21,22] extends these results to a time se-ries context. He shows that it is possible to estimate the identifiable parameters of a stationary invertible ARMA model adaptively in the presence of an unknown error density. His results are considerably easier to derive when the error distribution is symmetric.
Engle and Gonzalez-Rivera [13] examined the performance of their semiparametric estimator when the true error density was either t5 or gamma distributed. They found that although the estimator generally outperformed the Gaussian PMLE, it appeared to be considerably less efficient than the MLE. They suggested that the semiparametric estimator was not adaptive even when the error density was symmetric.
In this paper, we consider only the situation where the unknown error density is symmetric about zero. We find that under the specification (1.1) and (1.2) the mean parameters , can be estimated adaptively when the error density is unknown, while the parameters (a, c,f) are not jointly identifiable. To deal with the identifiability problem we reparameterize ( The paper is structured as follows. In Section 2 we examine whether Bickel's orthogonality condition holds in the original ARCH model and in our reparameterization. In Section 3 we state our assumptions. In Section 4 we establish the fundamental LAN property for our reparameterized ARCH model. In Section 5 we establish properties of linearized MLE's of the unknown parameters when the error density is known. In Section 6 we construct an estimator that does not require knowledge of the error density and is adaptive. Section 7 concludes.
IS ADAPTIVE ESTIMATION POSSIBLE?

The Location Scale Model
We first review the theory developed in Bickel and Ritov [3] We verify Bickel's orthogonality condition using the following heuristic argument. Suppose that f is parameterized by a scalar parameter T such that f(.;-r) is symmetric about zero for all T, and letfT( ; T) denote the partial derivative of f(. We assume throughout that the K by 1 vector of explanatory variables x, are strictly exogenous, and we therefore condition our inference on Ix}LT=. We define the sequence of K by K matrices: 1) and (1.3) . This property has two consequences. Fabian and Hannan [14] show that if the log-likelihood ratio satisfies the LAN condition, the Local Asymptotic Minimax bound is achieved by estimators equivalent to the MLE. We discuss this further in the next section.
A second consequence of Theorem 1 is that the sequence of probability measures PT,AT and PT,00 are contiguous in the sense of Roussas [35], Definition 2. 1, p. 7. This means that we can interchange the two measures when we make statements about convergence to zero in probability: For any event A, we have PT,OT(A) * 0 if and only if PT,0O(A) > 0. The estimators we consider are constructed from OLS residuals. The significance of the contiguity property is that it enables us to proceed, in many respects, as if we had the true errors instead of these residuals.
ESTIMATION OF 0 WHEN THE ERROR DENSITY IS KNOWN
Subject to regularity conditions, the MLE of 00 whenf is known is T consistent asymptotically normal with covariance matrix J00 (0 -l. In this section we verify that a two-step estimator based on an initial VT consistent estimator is asymptotically equivalent to the MLE, and is therefore efficient. The precise notion of efficiency that is appropriate here is the Locally Asymptotically Minimax (LAM) criterion of Fabian and Hannan [14] to which paper we refer the reader for a proper definition of this concept. This property is not violated by "superefficient" estimators, unlike the Cramer-Rao lower bound, see Hajek [16] . An alternative efficiency property is that the MLE has the minimal covariance matrix among all uniformly asymptotically normal estimators.
We make the following definition: 
DEFINITION. A sequence of estimates, 0T, of 00 is asymptotically efficient if it is asymptotically equivalent to the MLE, that is, T(OT
ESTIMATION OF 0 WHEN THE ERROR DENSITY IS UNKNOWN
We have assumed up to now that the error density is known. We now relax this assumption and construct an estimator that utilizes a consistent estimator of the unknown density.
The first problem we must face is that a and f cannot be separately identified. We can either fix a and letf be unrestricted, or we can estimate oe and rescale our estimate of f so that it has unit variance. We assume that a is 0, and is therefore not estimated. We redefine 0 so that 0 ( . This is purely for technical convenience and is not recommended for applications. We require the bandwidth and trimming sequences to satisfy the following assumption: 
Assumption 8. Assume that b(T), c(T), d(T), and e(T) satisfy (1) b(T), d(T) 0 O, c(T), e(T) => oo, (2) b(T)c(T) * 0, Tb(T)3c(T)-2e(T)-
CONCLUSIONS
We have shown how to construct estimates of the identifiable parameters in an ARCH model when the error density is of unknown shape. We have shown that our estimates are adaptive; they have the same asymptotic distribution as the MLE based on the true density. The only substantive restrictions we require on the error density is that it be symmetric about zero. We expect that a number of extensions of these results are possible. First, the assumption of symmetry could be relaxed as in Bickel [ Bickel's orthogonality condition also holds for the exponential ARCH model defined in (2.1), provided r(-) is a symmetric function. In this case, we should be able to obtain adaptive estimates of the identifiable parameters, although it remains to provide initial estimates of y that are VTconsistent for any error density. Furthermore, establishing stationarity of the process for given r(.) is not a trivial problem.
We employed a number of techniques to establish the asymptotic theory of our estimator: sample splitting, trimming, and discretization. In practice, it may be necessary to trim out the score function estimates, but it is generally agreed -see Hsieh and Manski [20] and Bickel [2] -that sample splitting is unnecessary and undesirable as far as implementing the procedure is concerned.
Our results appear to contradict the simulation evidence of Engle and Gonzalez-Rivera [13] who found a substantial information loss when going from the MLE to the semiparametric estimator. In their parameterization, the ARCH/GARCH variance parameters all contain information about scale. Since knowledge of the error density conveys valuable information about overall scale, one does indeed suffer an information loss when estimating these parameters -see Steigerwald [41]. However, the relative effects that are captured by our parameterization are adaptively estimable. for some M < oo, the result follows. Notice that Kreiss's argument does not require any sample splitting. However, when we examine the estimated scores for -y, we are unable to exploit symmetry properties and the argument becomes considerably more involved. We adopt a form of sample splitting in order to provide a simple proof. We split the sample into two subsamples. 
