Abstract: Multiple model adaptive control (MMAC) is a well-established approach for implementing adaptive systems with fast transient response. The authors consider a recently developed MMAC method based on adaptive nonlinear backstepping control where the parameter estimate may be instantaneously reset based on a criterion that requires a negative jump in the associated control Lyapunov function. Particular attention is paid to the transient effects of data filtering, which must be introduced in any practical implementation of the MMAC algorithm in order to reduce the sensitivity to noise, disturbances and model uncertainty. Insight into the robust behaviour of the adaptive system resulting from the filtering and an investigation into the trade-offs between high transient performance and robustness to uncertainty is the main aim of the authors who also suggest data filter tuning guidelines and illustrate the results using a simulation example.
Introduction
The main motivation for introducing reset of the parameter estimator in adaptive systems is to increase the transient performance without increasing the steady-state noise sensitivity. The transient performance has a strong relationship to the choice of the adaptation gain matrix. The higher the values of the diagonal elements of the adaptation gain matrix, the better the transient performance of the system. However, the sensitivity of the system to noise and other uncertainty increases with higher values. Introducing parameter resetting to rapidly counteract large parameter estimator errors may lead to a system having both fast transient response and a low steady-state noise sensitivity (see Fig. 1 ).
To cope with this problem, multiple model adaptive control (MMAC) approaches were proposed, originally for linear systems [1 -6] . Recently, MMAC ideas have been extended to nonlinear systems in [7 -12] . The different approaches reported above are typically distinguished either by the type of adaptive controller under consideration, or the resetting strategy and criterion applied.
A fairly general class of continuous time systems that allow backstepping adaptive design are considered in [10] . A unique feature of the approach in [10] is that proving global asymptotic stability is combined with the development of the reset algorithm. This is done by using the control Lyapunov function from the adaptive backstepping design as a criterion for performing reset. In particular, as a negative jump in the control Lyapunov function is required, it is also proven that a reset will lead to improved transient performance, in the sense that the Lyapunov function measure of transient 'energy' is minimised as a consequence of the parameter estimator reset. However, the analysis in [10] is based on some simplifications, in particular neglecting the effect of some filters that must be introduced in a practical implementation of the resetting algorithm in order to reduce the effect of noise, disturbances and model uncertainty. The contribution of the present paper is an analysis of the effect of such filters. Preliminary results were reported in [13] .
2
Multiple model adaptive controller with resetting
Adaptive controller
The systems to be studied in this article are so-called parametric strict-feedback systems [14] 
where u [ R k represents an unknown parameter vector and the w i s represent known smooth nonlinearities. In this note, the so-called 'tuning function design' procedure is preferred [14] .
The backstepping adaptive controller and its corresponding adaptation law for the system (1) are given by u ¼ a n ðx;ûÞ bðxÞ ð2Þ
where the adaptation gain matrix G ¼ G T . 0. The control law a n and the tuning function t n are given by the following recursive equations Along trajectories of the closed-loop system, the control Lyapunov function
proves global asymptotic stability, because its timederivative is negative:
where C ¼ diag(c 1 , . . . , c n ) . 0, hence satisfying the nominal stability condition. See [14] for more details.
Ideal estimator reset criterion
In [10] an extension of this design is introduced by allowing the parameter estimate to be reset instantaneously from û (t) to û (t + ), where t + denotes an infinitely small time increment of t. Note that at these instants in time the parameter update law (3) does not apply, leading to the control Lyapunov function V(t) being discontinuous as a function of time. Suppose that the parameter estimate is reset at time t to a value û (t + ) ¼ û i . The corresponding jump in the Lyapunov function is given by DV i ðtÞ ¼ V ðxðtÞ;û i Þ À V ðxðtÞ;ûðtÞÞ
where
A stability-preserving and performance-improving reset condition is now DV i (t) , 0, as summarised in the following theorem [10] . where V (t) is interpreted in the usual distributional sense when V(t) is discontinuous. Remark 1: Without any reset, the time-derivative of the Lyapunov function is given by (12) , such that reset makes V(t) decay faster. Direct application of this theorem assumes that u used in the expression (13) can be estimated perfectly from measurement data, and in [10] a method of estimating the The parameter estimate of the adaptation law is reset when the multiple model comparison logic predicts a potential reduction in the Lyapunov function. This approach inherits both the robustness property of adaptive controller and the transient reduction property of parameter resetting unknown u is given. However, they neglect the effect of data filters that must be incorporated in a practical algorithm in order to achieve robustness with respect to noise and uncertainty. Below, we review this method and study in detail the filter transients.
Parameter estimator
We assume a finite number of fixed parameter hypotheses û 1 , . . . , û h that are compared at each time instant to see which one gives the largest decrease in DV i (t). As soon as a negative value of one or more of DV i (t)s is detected, the parameter estimate of the adaptation law is reset by the parameter hypothesis û i corresponding to the DV i (t) with the most negative value. The multiple parameter hypothesis leads to the name MMAC.
The first step in the development of the parameter estimator is done by filtering both sides of the parametric strict-feedback equations (1)
where H i (s) is typically a low-pass or band-pass filter. The main purpose of these filters is to replace non-realisable differentiation operations by appropriate high-pass filters, in addition to reducing the effect of high-frequency noise, low-frequency disturbances and other model uncertainty in the estimation model. We introduce the following scalar definitions
y nÀ1 ðtÞ ¼ sH nÀ1 ðsÞx nÀ1 À H nÀ1 ðsÞx n y n ðtÞ ¼ sH n ðsÞx n À H n ðsÞ½bðxÞu in order to define the vector y(t) ¼ [y 1 (t), . . . , y n (t)] T . From (16), we have the following relationship
In order to study transients arising from the filter's initial state, which have been neglected so far, we consider a state -space realisation of (18). The parameter u is assumed constant after time 0. This is possible by transforming any sudden changes of the parameter value into corresponding jumps in the filter state's initial conditions. Consequently, the issue of non-zero initial conditions is not limited to filter initialisation, but also to system parameter changes beyond our control.
Lemma 1:
The filter (18) may be written in the regressor form
where the n Â 1-vector y(t) and the n Â k-matrix z
T are given by the following two state -space realisations
where A, B, C and D are given by Proof: Note that the dimensions of the corresponding system matrices in (20) and (21) are equal, whereas the dimensions of the filter states are not. This is because in the first case an n Â 1-vector F(x) T u is filtered, whereas in the latter case an n Â k-matrix F(x)
T is filtered. Further, rewrite (20) and (21) as
and (24) may again be rewritten into
ð25Þ
Further, (23) may be expressed as
which gives (19) and (22). A Defining the predictor
we obtain an expression for the prediction error
Multiplying both sides of (30) by z(t) gives
Because the term z(t)z T (t) may be singular, (31) cannot in general be solved for u. One approach may be to filter both sides of (31). For simplicity, we consider a firstorder filter, The idea is now to solve (32) with respect to the constant u. In order to analyse the effect of the unknown transient term in (32) and the unknown transient arising from the initial state of the filter G(s), we consider a state -space realisation of the G(s) filter. For convenience, first define two zero-state terms in (32) as
The following lemma shows how u can be decomposed into one computable part and an unknown transient part. In the next section, we will consider the effect of neglecting the unknown transient term. and Du models the transient effect of a jump in u at time 0.
Proof: In order to consider the transient effect of a jump in u at time 0, we also consider the time interval from t 0 to 0, where t 0 ,0 is a time when the system was at steady state. Hence, u(t) is viewed as time varying, having the constant value u 0 before time 0 and the constant value u from time 0 (see Fig. 2 ).
First, note that the term z(t)z T (t)(u 2 û i ) of (31) when located inside an integral may be rewritten as follows
Further, we may rewrite (32) in the time domain as
Using the definitions in (33a) and (33b) together with the result of the calculation in (37), (38) may be rewritten as Assuming S(t) ! 1I, we consider the direct estimate of u, that is, u est (t) in (35). The overall idea of using the estimate u est (t) of the unknown parameter u in (13) for the 
hand, the accuracy of the estimate u est (t) will indeed be much more sensitive to noise than û (t), since the dynamics of the filters G(s) and H i (s) are usually much faster than the dynamics of û (t) in (3). This may be considered to be of less importance, as u est (t) is intended to be used as an estimate only during a transient phase. We remark that the estimate (35) is similar to the estimate proposed in [10] , the main difference being that we consider in detail the effect of u trans (t) in the present paper.
As stated above, a form of persistence of excitation must be assumed for (33b). It can be seen from (35) that poor conditioning of S(t) generally means that the estimate u est (t) is inaccurate. The persistence of excitation condition will typically hold during transients, where a reset may be profitable. On the other hand, when close to steady state, the persistence of excitation condition may not hold, but in such an instance there is no need for reset anyway. Hence, reset is not permitted when S(t) is found to be too poorly conditioned.
3
Transient analysis of the effect of filtering and uncertainty
Main result
First we define an estimate of the Lyapunov function (11) based on the estimate u est (t) from the previous section
An instantaneous jump û (t þ ) ¼ û i leads to an instantaneous change in V est (t)
The point of interest is located in the difference between the jump in the adaptive control Lyapunov function (13) and its estimated value (42) being used in the reset criterion DV i,est (t) , 0. It is assumed that a negative jump in the exact adaptive control Lyapunov function (11) is desirable whenever this is possible (recall Theorem 1).
Criterion 1:
To ensure avoiding erroneous reset using DV i,est (t) , 0 instead of DV i (t) , 0 as the reset criterion, a negative value of DV i,est (t) must lead to a negative value of DV i (t). The converse is not necessary.
Using u ¼ u est (t) þ u trans (t), from Lemma 2, (42) can be written DV i;est ðtÞ ¼ DV i ðtÞ þ 1 2
It is easily seen that the estimate DV i,est (t) tends to the correct value DV i (t), since u trans (t) ! 0 as t ! 1. The following theorem gives sufficient conditions for Criterion 1.
Theorem 2: Suppose
Then, no erroneous reset, according to Criterion 1, will occur if the following inequality also holds 1 2
Notice that u trans (t) cannot be assumed to be known, so this theorem cannot be used in a direct way to formulate a better reset criterion. Instead, we pursue additional insight from this result in the following sections.
Geometric interpretation for first-order systems
First, assume for simplicity that z is of dimension one, which leads to DV z i (t) ¼ 0, such that (44) may be written 1 2
which is the same as claiming kA(û i 2 u est (t))k 2 , kA(û(t) 2 u est (t))k 2 , with the Cholesky factorisation
For simplicity, assume equal diagonal elements in G, leading to the fact that the inequality can be rewritten as kû i 2 u est (t)k , kû(t) 2 u est (t)k. This can be done without loss of generality because G may be transformed to cI by linear transformation of the coordinate axis in the u-system. The given inequality, and indeed (44), is satisfied if the estimator reset candidate û i is located inside the circle centred in u est (t), with radius kû(t) 2 u est (t)k. This is depicted in Fig. 3 , where the estimator reset candidates satisfying (44) are made gray, in contrast to the black ones not satisfying (44).
Further, for Theorem 2 to hold, the inequality (45) must hold as well. This inequality may be seen as the 'forbidden' zone inside the circle, and is visualised as the shaded area in Fig. 4 .
According to (45), the angle between the two vectors u trans (t) and û i 2 û (t) must be between +908 for any reset candidate û i , if an erroneous reset is to be avoided. Black and gray crosses are reset candidates. Gray ones satisfy condition (44), whereas the black ones do not
Geometric interpretation for systems of higher order
Next assume that G may not have equal diagonal elements and that z may not be scalar. The latter means that DV z i (t) may be different from zero. The inequality in (44) may be written as
and (45) 
This leads to two different situations: one in which DV z i (t) is negative and another in which it is positive. Consider first the positive case
Hence, a similar geometric interpretation can be given in a space that is similar to the u-space in terms of the transformation matrix A; see Fig. 5 for the case when DV z i (t) . 0. The other case where DV z i (t) , 0 is interpreted in a similar way, but by expanding the circular region, is not discussed for reasons of brevity. If u has a dimension higher than 2, the geometric interpretations may be generalised in a straightforward manner using hyper-spheres and hyper-planes.
Resetting criterion revisited
In the context of the above geometric interpretation, avoiding erroneous resets because of filter transients essentially amounts to avoiding reset candidates within the 'forbidden region' that may violate (45) in Theorem 2, shown as the hatched half-moon-shaped area in Fig. 5 . We first remark that exact knowledge of this area requires knowledge of the direction of the vector u trans (t), which links the points u and u est (t). This information is not generally available.
However, from the discussion in Section 3.2, it is clear that if the point u est (t) is located on a straight line between u and û (t) and initially û (0) ¼ u est (0), the 'forbidden region' degenerates to a point, which means that no erroneous reset will ever occur. û (0) ¼ u est (0) essentially means that û (t) has reached its steady-state value u before a new, sudden change of u takes place (this is assumed without loss of generality to occur at time 0). Note that the necessity of letting û(t) reach its steady state may be fulfilled without having to wait for its slow dynamics. This is so because resets may have taken place during its settlement, hence speeding up its dynamic behaviour.
At first glance, it may seem unlikely that u est (t) will be confined to such a straight line, but it turns out that this may in fact be a close to typical situation, as pointed out in the following theorem.
Theorem 3: Assume the dynamics of the closed-loop system (1) -(3) without reset is viewed to be infinitely slow compared to the system's data filter dynamics. Further assume the filters, H 1 (s), H 2 (s), . . . , H n (s) are of order one and equal. If S(t) ! 1I where 1 . 0 for all t ! 0, then the trajectory of u est (t) is a straight line between u est (0) and u.
Proof: Since u ¼ u trans (t) þ u est (t) is constant, we have to prove that u trans (t) evolves in straight lines. u trans (t) may be written as
where the relation
Du has been used in combination with (22). Further, using the filter assumption, C ¼ I, A ¼ 2(1/t h )I and B ¼ (1/t h )I, where t h is the time constant of filters H i (s), we obtain u trans ðtÞ ¼ Àe
Further, assuming the dynamics of the closed-loop system without reset is infinitely slow compared to the filter As in Fig. 3 , the black and gray crosses are reset candidates. The gray ones satisfy condition (44), whereas the black ones do not. In addition, only the gray ones outside the forbidden region (shaded area) satisfy condition (45) dynamics, we may view S(t)
Note that the assumption of infinitely slow dynamics, hence F T (x) ¼ F T , has also been used. (52) may be seen as a firstorder low-pass filtering of straight line behaviour input signal, whose transient terms because of the initial conditions are moving in parallel with this input. This leads to an output result u trans (t) also with straight line behaviour; hence, u est (t) moves in straight lines.
A It follows that the straight line assumption is not severely unrealistic with fast filters such that the forbidden region is typically a small subset of the circle in the geometric interpretation in Fig. 4 . This will be further discussed and justified in the context of the example in Section 4.
Noise and model uncertainty
Low-frequency noise, that is, model uncertainties are suppressed by adaptation, whereas high-frequency noise is suppressed by low-pass filtering techniques.
Given the filter as stated in Theorem 3, the behaviour of u est (t) will evolve in a straight line between u est (0) and u. If the system is subjected to noise, the behaviour of u est (t) will not be fully straight. Instead, the straight line behaviour is degenerated to nearly straight, superimposed by noise. But this may be further suppressed by means of the grid coarseness of reset candidates. Increasing the distance between reset candidates will reduce the risk of erroneous resetting because of noise. This is illustrated in the example in the next section.
4
Case study
Augmented quarter car model
A case study that illustrates the concepts given in this article is an extension of the wheel slip control system presented in [10] . The simple model in [10] is a quarter car model. With reference to Fig. 6 , the state of interest is the wheel slip l, defined as
which is the normalised difference between the horizontal quarter car speed v and the speed of the wheel perimeter vr. Because of the shape of the friction curve, Fig. 7 , a slip value of 0.15 is chosen as the setpoint value, which gives close to maximum friction, see [15] for more details.
In addition to the simple quarter car model in [10] , the dynamics of the actuator is also included. The system may be presented as follows
where x 1 represents the wheel slip error, x 1 ¼ l 2 0.15, k x 2 represents the brake force and u is the clamping force commanded to the actuator. The parameter k is an unknown factor that represents the conversion of clamping force from the actuator output to the actual brake force in the quarter car system. k can then be seen as a gain that connects the two sub-systems (54) and (55) The domain of the road/tyre friction coefficient u 1 is from u 1 ¼ 0, indicating no tyre/road surface friction to u 1 ¼ 1 corresponding to maximum friction (dry asphalt surface).
The models (54) and (55) are not in standard parametric strict-feedback form (1) , and have to be transformed to this form to be controlled by the strategy described in Section 2. By defining x 2 ¼ k x 2 , and assuming t a /k ' t a Fig. 6 Quarter car forces and torques v is the longitudinal speed at which the car travels, v is the angular speed of the wheel, F z is the vertical force, F x is tyre friction force and T b is brake torque because of the relatively little uncertainty in k ' 1, (54) and (55) may be written as
which in turn can be written in parametric strict-feedback form (1) using b(
, where u 2 ¼ 1/k and w 2,2 (x 2 ) ¼ 2(1/t a )x 2 .
Simulation scenario
The simulation is based on a situation of a car braking on a heterogeneous road surface: for example, asphalt that is partly covered with ice or water. This leads to rapidly changing road/tyre friction coefficient u 1 . In addition to this, the amount of force transferred from the actuator to the wheel is given by the force gain coefficient u 2 . The force transmission may change almost instantaneously because of failure in the hydraulics or the brake pads becoming wet. A worst-case scenario is when both u 1 and u 2 change their values at the same time. The scenario to be simulated is represented by the step changes in u, as shown by the solid line in Fig. 9 .
Reset algorithm and tuning
The adaptive controller may be tuned by first disabling the reset algorithm. The parameters of the adaptive controller are chosen as c 1 ¼ 1, c 2 ¼ 30 and G ¼ 0.5I, leading to satisfactory, adaptive-system performance. The filters G(s), H 1 (s), . . . , H n (s) of the estimator are all chosen to be low-pass filters of order one, all with time constants equal to 85 ms. This is slow enough to reduce noise sensitivity of the estimate u est (t), while also being fast enough for the transient performance to not slow down significantly.
In this example u [ R 2 , which means that the choice of parameter reset candidates is made as a grid pattern in the plane. The 'density' of the pattern must be selected to address the trade-off between noise sensitivity and transient performance. As the density of the grid pattern increases, the parameter estimate approaches the behaviour of using u est (t) directly, as an estimator in the adaptive system. As the grid pattern becomes more coarse, only large transients will benefit from the resetting strategy. The grid pattern used in this example is in Fig. 10 , indicated with small crosses in a 3Â5 pattern. Fig. 8 shows the value of the Lyapunov function as a function of time for a simulation of the adaptive system with and without reset. Even though no safeguard regarding avoidance of erroneous reset is used, the resulting Lyapunov function response in Fig. 8 shows no signs that such an occurrence has taken place.
Simulation results
By comparing the two situations for a system with and without reset in Fig. 9 , the fast-filter dynamics greatly improve the transient performance without increasing the noise sensitivity (see also Fig. 10 ). The effect of filtering leads to the parameter estimate making several small jumps in the right direction rather than one big jump directly to the right estimate (or possibly the wrong estimate because of noise and other uncertainty).
It can be verified that S(t) and z(t) do not vary much during the transients, justifying the assumptions of Theorem 3. In the example, u est (t) does indeed seem to move roughly on a straight line during each period when u is constant, cf. Fig. 10 , due to the tuning of the data filters being made in accordance with the guidelines derived above. Since the grid pattern is fairly coarse, û (t) is somewhat off the line between u and u est (t) most of the time. Still, no erroneous resets were made in the simulation example, which is the typical situation with the present tuning. Immediately after a reset has taken place, there may be a short time interval when the 'forbidden region' is quite large. However, the likelihood of an erroneous reset during this phase is still fairly small as the circle containing all reset candidates becomes smaller, typically containing only the one to which a reset has already been made.
Conclusions
Introducing parameter resetting in nonlinear adaptive control may greatly improve the transient performance without increasing the system's noise sensitivity significantly. This article has studied the effect of data filters in MMAC. Such filters introduce transients that complicate the estimation of jumps in the control Lyapunov function that results from parameter estimate resets. We provide insight into the causes of erroneous resets because of such filter transients, addressing the inherent trade-off between rapid transient response and model and data uncertainty. Data filter tuning guidelines have been proposed and shown to work well in simulations.
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