We present a new ensemble learning method that employs a set of regional classifiers, each of which learns to handle a subset of the training data. We split the training data and generate classifiers for different regions in the feature space. When classifying an instance, we apply a weighted voting scheme among the classifiers that include the instance in their region. We used 11 datasets to compare the performance of our new ensemble method with that of single classifiers as well as other ensemble methods such as RBE, bagging and Adaboost. As a result, we found that the performance of our method is comparable to that of Adaboost and bagging when the base learner is C4.5. In the remaining cases, our method outperformed other approaches.
Introduction
In machine learning, improving the performance of the learned model is one of the most important issues. However, it is not so probable that a particular classifier always yields the best performance on a variety of tasks. 1 This is because each classifier has its own inductive bias, and each dataset has different characteristics. Even in a specific task, there might be instances that are hard to classify by a single classifier (e.g., outliers). Ensemble learning 2 was proposed to overcome this limitation. Ensemble learning does not aim to find a single hypothesis (or classifier) that explains the data best. a Instead, it tries to create a new hypothesis by combining a set of hypotheses produced by individual learning algorithms and to classify data more accurately. This is intuitively appealing as humans also look for multiple opinions on various matters (e.g., disease treatments, business plans). The advantage of ensemble learning is usually worth the additional computation of ensemble construction, and ensemble classifiers indeed have been experimentally proven to be more accurate than single classifiers. [3] [4] [5] A variety of methods for ensemble learning have been proposed in the literature. [2] [3] [4] [5] [6] [7] [8] In common ensemble learning approaches such as bagging 6 and boosting, 7 when the ensemble learner classifies a new instance, it does not consider which individual classifier of the ensemble should be applied to the instance. That is, each individual classifier participates in the voting process (either by simple (in bagging) or weighted (in boosting) voting) even though it was not trained for that instance or it does not explain the instance well. If the set of instances (or the regions where they lie) that each classifier is strong at classification is known, the ensemble classifier will be able to perform more precise classification. To this end, we had proposed an ensemble learning algorithm, RBE (Region Based Classifiers) in our previous research. 8 RBE produces a tree of classifiers where each node is a base classifier trained with the samples lying in the region of which the node is in charge. In classification, the classifiers in a particular path in the tree that contain the test pattern in their jurisdictions take part in a simple voting to determine the class label giving preference to classifiers located in lower-level nodes in the case of ties. RBE is shown to produce good performance compared to single classifiers and ensemble classifiers of bagging and boosting (See Ref. 8 for detailed descriptions on RBE and its performance).
In this paper, we present a new ensemble learning algorithm, ELRC (Ensemble Learning of Regional Classifiers). ELRC is similar to RBE in that it also employs a set of regional classifiers, and it votes on the class label of a test instance among the classifiers that include the instance in their territories. However, ELRC makes use of different methods of greedy classifier generation and weighted voting in a bid to obtain accurate classification (See Section 3 for descriptions of the algorithm). The advantage of regional classification of ELRC with strong individual classifiers was verified in our experiments.
a The term classifier and hypothesis might have different nuance depending on the context, but both mean the result of the application of a classification algorithm and will be used interchangeably in this paper.
The rest of the paper is organized as follows: Section 2 brings in the issue of the conditions for good ensembles. Section 3 includes detailed descriptions on our new ensemble learning algorithm, ELRC. Section 4 explains the data and experimental setup designed to evaluate the performance of ELRC, followed by the results of the experiments. Section 5 concludes with summary and discussion of some directions for future research.
Conditions for Good Ensembles
A learning algorithm is called unstable if "small" changes in the training data lead to significantly different classifiers and relatively "large" changes in accuracy. 6 For instance, the decision tree learning algorithms such as ID3, 9 C4.5 10 are unstable. Such unstable algorithms are known to have a high variance. 11, 12 On the contrary, we say an algorithm is stable when it has a low variance. Support Vector Machines (SVMs) 13 and Naïve Bayes 14 are examples of stable learning algorithms.
Generally, ensemble learning methods such as bagging and boosting have been known to work well with unstable algorithms though it is independent of the base learner in principle. 6 On the other hand, bagging and boosting did not show any remarkable improvement with naive Bayes or other stable algorithms. 11 In fact, some research even demonstrated the negative effect of SVM-based ensemble learning. 15, 16 In addition, Dietterich recommended boosting with such algorithms that create less expressive hypotheses, including the decision tree algorithms. 17 Many of the previous approaches to ensemble learning thus have been focused on the ensemble of decision trees. 3, 4, 18, 19 The reason why the ensemble of unstable (and less expressive) learning algorithms works well is related to the diversity in the sense that each classifier should have errors in different areas of the input space. 20 As an example, assume that we have an ensemble of three classifiers operated by simple majority voting to combine the predictions of individual classifiers. If those classifiers are not diverse, the behavior of all individual classifiers will be similar without producing improved performance by ensemble learning. There have been many studies on the relation between the diversity and the efficiency of an ensemble. 2, 20, 21 According to Hansen and Salamon, 20 a necessary and sufficient condition for an ensemble to be more accurate than any of its individual classifiers is that the base classifiers should be accurate and diverse. Suppose an ensemble classifier is created by combining five individual classifiers, each of which is completely independent of each other and has 70% of classification accuracy. Also suppose a simple majority voting is used to combine the prediction of individual classifiers. For this ensemble classifier to classify a pattern correctly, more than 3 individual classifiers should be correct. We can calculate this probability as follows: 
As shown in Eq. (1), the accuracy of this ensemble classifier is approximately 84%, which is 14% higher than that of its individual classifiers. The misclassification rate of this ensemble classifier is approximately 16%, which is almost a half of its individual classifiers' error rate, 30%. If an ensemble classifier is created with 5 classifiers of 90% accuracy, it leads to Eq. (2): 
As seen in Eqs. (1) and (2), the improvement of the ensemble of 5 classifiers with 70% accuracy is bigger than that with 90% accuracy. However, the latter shows better performance than the former. Therefore, even though the gain in accuracy from forming an ensemble is not as significant, we may as well use more accurate classifiers to construct an even more accurate ensemble classifier.
In conclusion, the base classifiers in ensemble learning need to be both diverse and accurate for high performance classification.
Ensemble Learning of Regional Classifiers
As aforementioned, we attempt to design a new ensemble method, ELRC, which splits the training data and allocates the splits to different classifiers. ELRC can be represented as a tree in which each node corresponds to a classifier that is assigned to a particular region in the feature space. Figure 1 shows the idea and overall structure of ELRC.
In ELRC, not only the leaf nodes, but also all the internal nodes are classifiers. We use the training instances in a region to generate the corresponding classifier. In addition, each classifier in the tree can be trained by a different learning algorithm. When classifying a new instance, we apply a weighted voting among the classifiers that include the instance in their region. 
Learning process
ELRC generates a series of classifiers that corresponds to different regions in the feature space in a recursive manner. A region under consideration is iteratively split into two sub-regions with almost the same number of instances as learning progresses, and the corresponding classifiers are generated using the instances in each sub-region. The learning process of ELRC for a sample data set is illustrated in Fig. 2 . The process is repeated until at least one of the stopping criteria is met as described below.
Among a predefined group of learning algorithms, we choose the one that produces the best performance in each region. We can consider as many learning algorithms as we wish in order to obtain good performance. In this paper, we consider three algorithms of C4.5, 10 SVM, 13 and Naïve Bayes. 14 For each region, we create three classifiers by the three learning algorithms and select the best one. The three algorithms are chosen since they belong to the set of machine learning algorithms that are most common and widely used nowadays. C4.5 is a decision tree learning algorithm that determines the nodes in the tree based on the entropy (as described below) in order to find the most relevant feature with respect to the class, and thus to induce the most succinct tree. SVM is a kernel classifier that finds a class-separating hyperplane with the maximal margin. Naïve Bayes computes the conditional probabilities that can be used to compute the posterior probability of the classes, under the strong independence assumption among the features given the class (See the references for more detailed descriptions on the algorithms).
The performance of the learning algorithms is measured through 10-fold crossvalidation, where we choose the one with the highest cross-validation accuracy. If there is a tie, the learning algorithm with the highest training accuracy is selected. In case of a tie in training accuracy, we choose the learning algorithm that is selected most frequently by the ancestor nodes when there are ancestor nodes, or follow a predefined priority for the root node. Since we choose the best learning algorithm at each step, we expect to generate accurate classifiers. Meanwhile, the diversity is maintained through utilization of different learning algorithms for different regions.
As shown in Fig. 2 , Classifier 1 is generated using the entire data D by the selected learning algorithm. Then the training data D is divided into two regions D 1 , D 2 containing nearly the same number of instances. In order to divide the data close to halves, we compute the Score of each feature A in regard to the division and select the feature that has the maximum Score defined as follows:
Entropy characterizes the impurity of an arbitrary collection of examples.
22
Equation (3) resembles the definition of information gain. 9 Simply put, information gain is the expected reduction in entropy caused by partitioning the examples according to the selected feature. 22 We add ||D 1 | -|D 2 || / |D| as a weight to the post-split entropy to induce a balanced partition (which is determined by a scan of the distribution of the values of the attribute A), aiming for the maximum reduction of entropy at the same time. If the partitions are imbalanced, the size of the tree (and thus the number of classifiers) can become unnecessarily large. Meanwhile, a small subset with insufficient data might cause an insufficient learning in the classifier. In other words, when the training data is not sufficiently large the probability of selecting the correct hypothesis might decrease. This is because there are more likely to be several hypotheses that have the same maximum accuracy in the hypothesis space of the learning algorithm. Therefore, we need to divide the data as equally as possible as represented in Eq. (3). We choose the feature with the maximum Score, so as to induce subsets of the data with which we can construct accurate classifiers. At the same time, since each classifier is generated from different training data, we can keep the classifiers diverse. Through the repetition of this process on the divided data, succeeding classifiers 2-1 and 2-2 are generated. Similarly, classifiers 3-1, 3-2, 3-3, and 3-4 are generated with the data in the four regions in level 3. ELRC keeps repeating this process until at least one of the following stopping conditions are satisfied: if the predefined level is reached, if the entropy of the region is 0, if the classification error in the region is 0, or if the number of instances in the region is less than the threshold. During learning, ELRC also needs to store the number of correctly classified instances for a region by the classifier at the node as well as the classifier at the parent node to determine the weight (or significance) of the classifier (This will be explained in the classification process).
The learning process of ELRC is summarized in Table 1 . 
Classification process
When ELRC classifies a test pattern, the classifiers in the ensemble that include the test pattern in their allocated region vote on the class label. In other words, a pattern is classified by the classifiers in a path of the tree, each of which is in charge of the region that includes the test pattern. Only these classifiers are trained with the patterns in the same regions during the learning process, hence, other classifiers are excluded from voting. As a result, we can assure good performance of such classifiers that participate in the voting process. Figure 3 illustrates the classification process in ELRC.
Our expectation is that the data subsets would be easier to classify at lower levels of the tree. However, experiments revealed that this was not always true. Cases where the number of errors increased after data splits were often observed. Therefore, we calculate the weight of each classifier according to its accuracy rather than blindly assigning heavier weights to the lower nodes. We calculate the weight of a classifier as follows:
where N is a classifier, I is the set of instances that are classified correctly by N among the instances in the allocated region of N, PI is the set of instances that are classified correctly by N's parent among the instances in region of N, and PW is the weight of N's parent. The weight of the classifier in the root node is 1 and each classifier has a different weight according to its classification accuracy. The rationale behind Eq. (4) is that the weight of a classifier is proportional to its relative accuracy to its parent's and the weight of its parent, which emphasizes classifiers with significant improvements from highly weighted parents. Instead of discrete classifications, we use the class probability of each classifier to determine the final prediction of ELRC. The use of class probability increases the number of possible outcomes of classification, which results in higher diversity. The votes of each class are determined according to the weighted class probability. The class with the most votes is decided as ELRC's prediction value. We calculate the vote as Eq. (5) 
and decide the prediction of ELRC as Eq. (6) ( ) arg max ( , ). where x is the class, P denotes the pattern, L represents the number of classifiers which vote on the class (i.e., the classifiers on a path of the tree that include P in their jurisdiction), N i is the classifier which votes on the class, Class_Prob(x, P, N i ) is the class probability that classifier N i predicts pattern P as class x, and C stands for the set of classes.
Note that overfitting can be caused by the classifier that does not rely on the distribution of the whole data but on the distribution of data in the regionally split areas instead. Therefore, classifiers in the lower nodes have high chance of overfitting. The classifiers in the upper nodes in the ELRC-tree can minimize the risk of overfitting because they provide more generalization than the classifiers in the lower nodes. That is why the upper nodes participate in voting as well as the lower nodes.
The classification process of ELRC is summarized in Table 2 . Table 2 . Pseudo-code of ELRC classification process. 
Analysis of ELRC
Splitting the data in ELRC has the following two significant implications. First, as it goes on splitting the data, the classifiers become more accurate. This is because a split tends to simplify the classification task with less number of training instances. Second, the classifiers generated from the data before a split can supplement the classifiers generated after the split. Even though the classifiers in the lower nodes have less errors upon the training data, not all the instances that are correctly classified by the classifiers in the upper nodes are always correctly classified by the classifiers in the lower nodes as well. This is related to the diversity that each classifier has errors in different parts of the feature space. These aspects of improved accuracy and diversity in the classifiers produced by ELRC become the basis for efficient ensemble learning and are verified in the following theorems similar to the ones shown in Ref. 
Proof (By an example). Figure 4 shows a two-dimensional XOR data classified by a two-level ELRC with Naïve Bayes classifier. It was proved that there existed certain instances which the classifiers after the split were not able to classify while the classifier before the split could (Such instances are marked by red circles).
□

Time complexity of ELRC
The time needed for learning of ELRC can be divided into the time for splitting the data and the time for generating a classifier from each split by a learning algorithm. First, the time for splitting the data is given by
where n is the number of instances and d is the number of features. The time for data splitting consist of the time for finding the split point of each feature, the time for calculating the score (as in Eq. (3)), and the time for splitting the data after choosing the feature with the highest score, which are
Consequently the total time complexity for splitting the data is O(d · n). 
Now suppose the time for generating a classifier by a learning algorithm is L(n).
The number of instances decreases by half and the number of nodes increases double. Thus the total time needed for ELRC with N levels is
In Eq. (8), the first part can be expressed as follows:
In order to calculate the time complexity of L(n), assume that we use the decision tree algorithm as the base learning algorithm. The complexity of decision tree algorithm is
. 23 The rest of the Eq. (8) can be simplified:
According to Eqs. (9) and (10), (8) can now be finalized: 2 2 Time for learning with levels ( ) ( (log ) ) ( (log ) ).
Now we know that the time complexity of ELRC (with N levels) increases linearly with respect to the complexity of the base learning algorithm and N. This is because the number of instances used for learning decreases by half of the parent node's while the number of generated classifiers increases in the rate of 2 N -1 as N increases. This is different from other ensemble methods such as bagging or boosting in that such methods generate one classifier at each iteration and the amount of data used for learning does not decrease. In other words, the time complexity of bagging or boosting increases linearly according to the number of classifiers created because the amount of learning data used by each classifier remains constant. Thus ELRC has a significant advantage in time complexity compared to bagging and boosting if they combine the same number of classifiers.
Experiments
Experimental setup
In our experiments, we used 11 data sets from the UCI Machine Learning Data Repository. 24 Table 3 summarizes the datasets. We chose Naïve Bayes, C4.5 and SMO (which is the sequential minimal optimization algorithm for training a support vector classifier) 25 as the base learning algorithms, and gave a priority among the algorithms in the order of SMO, Naïve Bayes, and C4.5 for resolving ties. In order to measure the performance of ELRC in relation to existing methods, a single classifier used in ELRC as the base learning algorithm, an Adaboost 23 ensemble classifier, a bagging ensemble classifier, and RBE were compared in terms of the classification accuracy. We adopted the same algorithms used in ELRC as the base learning algorithms of the other ensemble methods. In ELRC, we generated classifiers with the three base learning algorithms to select the best one. Thus we generated 21 classifiers in order to learn ELRC having three levels (and thus 7 nodes) with the threshold (for the minimum number of instances in a region) of 10. For a fair comparison, boosting and bagging also generated 21 individual classifiers. As in ELRC, RBE was also expanded up to three levels. Weka 3.5.7, 26 the open data mining software, was used for the base learning algorithms, Adaboost, and bagging. Table 4 shows the average accuracies of single classifiers and the ensemble methods such as bagging, Adaboost, RBE, and ELRC that use SMO, Naïve Bayes and C4.5 as the base learning algorithms (Ada means Adaboost and Bagg means bagging). 10-fold crossvalidation was used to measure the performance. The most accurate classifiers among various methods are shown in boldface. First, in comparison to single classifiers, ELRC always produced higher accuracy of the base learning algorithm. This verifies significantly improved performance of ELRC over single classifiers.
Results
ELRC was also generally more accurate than bagging and Adaboost with SMO or Naïve Bayes as the base learning algorithm. When either SMO or Naïve Bayes were used, Adaboost and bagging failed to improve the performance of the single classifier. The poor performance of Adaboost and bagging is due to the fact that SMO and Naïve Bayes are stable learning algorithms. On the other hand, ELRC holds more diversity in terms of the base learners than Adaboost and bagging because each classifier in the ELRC can use different learning algorithms. Therefore, ELRC is more accurate than Adaboost and bagging on datasets that are best classified by SMO or Naïve Bayes single classifiers. However, ELRC was comparable to bagging and Adaboost with C4.5 as the base learning algorithm. ELRC was actually composed of 7 classifiers, while Adaboost and bagging were composed of 21 classifiers. When classifying a pattern, ELRC used 3 classifiers, while Adaboost and bagging used as many as 21 classifiers. Thus, Adaboost and bagging can make more diverse predictions of classifiers than ELRC. Moreover, Adaboost and bagging apply sampling for each classifier and thus learn on possibly very different training data, while this is not the case in ELRC because the dataset which was assigned to a child node must be assigned to its parent (and ancestor) nodes as well. Thus, Adaboost and bagging yielded more accurate results than ELRC in some datasets when C4.5 was used as the base learning algorithm.
In comparison to RBE, ELRC showed better performance even though RBE also improved the performance of single classifiers. This is because each classifier in ELRC can employ different learning algorithms at each node with the best performance. Moreover, ELRC calculates the weight of each classifier according to the classification accuracies of parent and child nodes, rather than simply giving heavier weights (or preferences) to the lower nodes. ELRC also computes class probabilities instead of discrete classifications. Therefore, ELRC can hold more diversity and use more accurate base learners than RBE.
Finally, ELRC produced the best averaged performance over all other approaches (Single, Adaboost, bagging, RBE) regardless of the base learning algorithms. 
Conclusion
We proposed a new ensemble method -ensemble of regional classifiers, ELRC. Compared with the existing methods such as bagging and boosting, our algorithm demonstrated outstanding performance when combined with stable learning algorithms as the base learner. ELRC was also comparable to bagging and Adaboost with unstable algorithms like C4.5 as the base learner. In comparison to our previous ensemble learning algorithm RBE, ELRC also showed improved performance. ELRC's automated determination of the best learning algorithm frees the user from the selection of the base algorithm. The user is only responsible for deciding the candidate group for the base learning algorithms. This is an even stronger merit compared to other approaches that are dependent on ad hoc, arbitrary, and possibly far from optimal parameter settings (e.g., temporal and spatial scale parameters used in Refs. [27] [28] [29] . We expect that data splitting would induce subsets easier to be classified and generate different training data for regional classifiers. This will lead to the construction of an ensemble with accurate base learners. Meanwhile, in the unfortunate cases where the correctness of the classifiers drops by the splits, we lower the weight of the regional classifier in order to reduce the influence of such classifiers. As well, we are able to create a variety of classifiers from different data subsets.
When classifying a new instance, ELRC utilizes the classifier allocated to the region that includes the same instance, and its ancestors which are also trained with the patterns in the region. The rationale behind this idea is to obtain high classification accuracy as well as to prevent overfitting, which are theoretically proved.
In its practical use, the accuracy of ELRC may start decreasing from a certain level. So it needs to be examined further to develop a well-defined method to determine the level of the tree for optimal performance. For example, methods that remove unnecessary classifiers from ELRC, similar to the pruning method for decision tree classifiers, can be a remedy for this problem. Also, additional state-of-the-art learning algorithms can be considered as base learners. Finally, ELRC can be more thoroughly evaluated thru comparative studies with other regionalized approaches (e.g., spatiotemporal methods [27] [28] [29] ). These are left as topics for future research.
