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Available online xxxxMany countries plan and implement various programs to provide direct and indirect support for small and
medium businesses to undertake technological innovation. This study focuses on R&D planning support
programs, which are one of the policies designed to provide indirect support and improve investment efﬁciency.
This study compares cases of R&D planning support programs in Korea to identify the differences between
demanding companies and beneﬁciary companies and evaluates whether the implementation of the policy
was efﬁcient. To compare the characteristics of differing groups of companies, we applied an analysis method
based on data mining to proﬁle the characteristics of the companies. In addition, to help improve the efﬁciency
of policy implementation in the future, we used discriminant analysis to present a model for forecasting how
high the demand for R&D planning support will be among start-up companies. Based on the model we propose
in this study, companies that have experienced R&D planning support have a very different proﬁle from those
that are in need of planning support. In other words, we found a mismatch between companies that have been
beneﬁciaries of the policy and demanding companies, those that are still in need of the support. This study
proposes a demand forecasting model to redress this mismatch, which we hope will contribute to enhancing
the efﬁciency of R&D support policies and the evidence based decision making.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Keyword:
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Efﬁciency and mismatch of policy
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Demand forecasting model
Evidence based decision making1. Introduction
In Korea, R&D planning support programs have been implemented
as an effort to increase investment in technology development and im-
prove the success rate by means of providing analytical information or
consulting services to assist in R&D planning. A leading example of
this in Korea is the ‘Small and Medium Business R&D Planning Support
Program’ offered by the Small and Medium Business Administration
(Kbiz, 2014). According to the 2014 statistics on technologies of small
and medium businesses, out of the total of 2200 companies surveyed,
13.5% have received funding support or services to assist in R&D plan-
ning (SMBA and Kbiz, 2014). Although Korea has thus expanded its
R&D planning support, there are hardly any studies that have evaluated
the programs' effects or the adequacy of policy implementation.
This study tackles the question of whether Korea's R&D planning
support programs have been implemented appropriately for the groups
in need. If wewere to perform a studymeasuring the programs' general
effects or assessing the investment efﬁciency, we could adopt the ap-
proach of tracking the beneﬁciary companies and analyze the adequacy
of the programs' implementation (Jun et al., 2016; Seo et al., 2015). It(S.-P. Jun), sgkim@kisti.re.kr
. This is an open access article under
e mismatch between demand
recast. Soc. Change (2016), hshould be noted, however, that there is much room for debate on how
to deﬁne success for R&D subsidies and we also need to take into ac-
count the characteristics of speciﬁc subsidization programs (Klette
et al., 2000). For example, Korea's R&D planning support programs are
designed to encourage favorable responses from small and medium
businesses and support outstanding companies by means of linkage to
R&D development funding and various other beneﬁts. Therefore, even
if the follow-up study results show that the planning support has had
a signiﬁcant effect on superior performance, such conclusions will be
challenged by objections that there is a possibility of errors in interpre-
tation due to a sample selection bias. It will be easily argued that strong
companies that do not need R&D planning assistance applied to the
program to take advantage of the interlinked beneﬁts rather than to
seek planning support, and that the criteria used to select the companies
receiving support may have favored such companies pursuing the
accompanying beneﬁts rather than the companies that are in need of
planning support (hereinafter referred to as “demand companies”).
This study proposes a method for empirically verifying whether there
is such a mismatch between demand companies and beneﬁciary
companies and furthermore presents a model for identifying the
demand companies. To adopt an approach that is differentiated from
previous studies and obtain results with newer insights, we reference
the preceding studies but avoided relying only on these existing ﬁnd-
ings and hypotheses, and we propose a hybrid approach that also usesthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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learning is especially useful for classifying. Using the strength of this
approach, we are recommended independent variables that are likely
to have a strong explanatory capability in as many candidate variables
as possible. Since machine learning also has many limitations, we do
not use the independent variables derived through datamining directly
in performing forecasts or evaluations, and instead propose a hybrid
approach that creates a forecastingmodel by applying them to discrim-
inant analysis, which is a more conventional method for forecasting
analysis. Also, to analyze the suitability of the hybrid approach to the
forecasting model thus proposed, we present veriﬁcations performed
using an entirely new set of data.
In Chapter 2, we will ﬁrst examine the current status of R&D
planning among small and medium businesses in Korea and review
the preceding studies related to the issue of technology planning
support for small and medium businesses. Chapter 3 explains the
contents of the survey we used in this study and the research methods
we applied. Chapter 4 analyzes whether a mismatch exists between
demand and supply in regards to R&D planning support programs in
Korea. Speciﬁcally, we use the decision making tree analysis method
to proﬁle the characteristics of the group of companies that have been
beneﬁciaries in the past, and the group that represents future demand.
Chapter 5 presents a forecasting model to identify the demand compa-
nies to redress this mismatch, in which we used discriminant analysis.
We hope that these efforts will contribute to the developing and evalu-
ating R&D support policies for small and medium businesses.
2. Analysis of preceding studies
2.1. Studies related to R&D planning for small and medium businesses
According to one of the earlier studies by Robson (Robson, 1993) the
system of governmental support for R&D increases R&D investment by
private companies and thus supplements technological innovation
activities. There are many other studies which have likewise shown
that governmental support for small and medium businesses has the
effect of increasing R&D investment and stimulating commercialization
efforts (Audretsch et al., 2002). On the other hand, there have also been
arguments that the government's ﬁnancial support can have a negative
effect on technology commercialization and economic performance
(Akçomak and Ter Weel, 2007; Svensson, 2007).
Such policies designed to support technological innovation by small
and medium businesses can be classiﬁed in various ways. Many studies
have analyzed funding and human resources by classifying them as a
type of policy instruments (Lin and Demner-Fushman, 2006). There
have been various other classiﬁcations as well, but the classiﬁcation
used by Bemelmans-Videc et al. (Bemelmans-Videc et al., 2011) is an
example in which relatively high importance was given to R&D
planning (information) support, which is the point of interest in our
study. Bemelmans-Videc et al. classiﬁedpolicies into three types—sticks,
carrots, and sermons—based on the degree of compulsion of the policy
instruments. Among the three categories identiﬁed in the typology of
Bemelmans-Videc et al. (Bemelmans-Videc et al., 2011), R&D planning
support belongs to the category of information providing policy, and
can be classiﬁed asmore of a policy of indirect support rather than direct
support.
On the question of the strategic importance of planning, there are
opposing research results regarding the technology planning as well.
Some researchers have shown that technology planning plays an im-
portant role in determining the success of projects and innovations,
and that initial planning has a positive inﬂuence on success (Dvir
et al., 2003; Stockstrom and Herstatt, 2008) but there are also scholars
who question the effectiveness of intricate initial planning and instead
emphasize capabilities for responding quickly to change and deter-
mined efforts to tackle challenges with whatever means possible to
achieve (Dvir and Lechler, 2004).Please cite this article as: Jun, S.-P., et al., The mismatch between demand
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the agent is. One advantage that small and medium businesses have is
their ability to ﬂexibly and quickly respond to environmental changes.
Due to the pressures of an extremely competitive environment,
however, and also due to the increased need for technological capabili-
ties in various ﬁelds, such businesses now ﬁnd it difﬁcult to secure
competitiveness in all aspects, and they have been placed at a compet-
itive disadvantage because they are relatively more restricted in terms
of absolute scale compared to large companies (Narula, 2004).
A representative example of R&D planning support tools speciﬁcally
designed for small and medium businesses is the preparation of a tech-
nology roadmap (hereinafter referred to as TRM). Arshed et al. (Arshed
et al., 2012) critically reviewed the existing literature on technology
roadmapping, and argued that there are not enough studies on TRM
from the perspective of small and medium businesses. Their argument
emphasizes that ﬁrst, there is still confusion evident in the attention
given to the contents of the TRM, and there is still an absence of consen-
sus regarding the signiﬁcance of what the TRM indicates. Secondly, they
pointed out that there have not been sufﬁcient researches on the
methods of using the roadmap, and argued that the overall process by
which a TRM is adoptedwithin the organizations ought to be evaluated.
Lastly, they argued that previous studies on TRM basically tend to
respond to the needs of large scale organizations, and that such TRMs
conform to the technology push type, while the type of TRMs that
would be more suitable for the needs of SMEs is the market pull type.
Also, while a small number of studies began exploring alternative
approaches to better include SMEs in the TRM process, the researchers
pointed out that more efforts are needed to determine whether it is
appropriate to include SMEs in the TRM process and if so, the timing
when it would be optimal to include them.
As discussed above, technology planning as a form of R&D support
has emerged as a subject of interest relatively recently, and studies on
this subject have hitherto focused on instruments such as TRM.
Especially in the case of small and medium businesses, which have
relatively limited resources, a poorly implemented technology develop-
ment project will not only result in the failure of the project itself, but
may even threaten the very survival of the company. Methods for
enhancing the effectiveness of technology planning support for small
and medium businesses will thus continue to be a promising subject
of research for the foreseeable future.
2.2. R&D planning support programs in Korea
The Korea Small and Medium Business Administration has made
attempts to implement various policies to encourage the R&D innova-
tion activities of small and medium businesses. Such support programs
provide not only funding support at the R&D progress stage but also
support that reaches out to areas in the Pre-R&D progress stage as
well. A leading example of such programs is the ‘small and medium
businesses R&D planning support’ program. Programs that support the
R&D planning of small and medium businesses stimulate the R&D
innovation activities of small and medium businesses and thus help
them generate stronger innovation performance in an efﬁcientmanner.
In the R&D planning stage, such programs help SMEs establish efﬁcient
strategies for technology development and commercialization by
performing meticulous evaluations of various aspects of the technolo-
gies held by the small and medium businesses including their techno-
logical value, marketability, commercialization value, etc. Each year
around 3–4 million dollars of budgetary support is given to assist
around 100 small and medium businesses (Seo et al., 2015). Another
program that is similar to such R&D planning support programs is
R&D roadmap support. In order to help small and medium businesses
build technology development strategies, from 2008 the Small and
Medium Business Administration began offering support to individual
small and medium businesses to prepare technology roadmaps
(TRM). This program was implemented up to 2013 (Jun et al., 2013)and beneﬁciaries of R&D support programs for SMEs: Evidence from
ttp://dx.doi.org/10.1016/j.techfore.2016.10.007
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programs.
The programs discussed above are all similar to the general type of
funding support given in the technology development stage in that
the government provides assistance to small and medium businesses
in the R&D planning stage, but one signiﬁcant difference from other
common types of R&D funding subsidization policies is that the
subsidized funding is all given to the information analysis institution
that provides planning services or roadmaps. There is also a large
difference in the scale of the subsidized funding: the amount is relative-
ly small in the case of planning support programs, averaging around
20,000 dollars per company. For this reason, in this study, we classiﬁed
funding support programs for R&D planning as a policy that offers
indirect support by providing information.
2.3. Current status of technology planning for small andmedium businesses
in Korea
Although R&D expenditures have continually increased in Korea,
companies have still not overcome problems in terms of the efﬁciency
and performance of their R&D activities. The level of technology has
been at a standstill, and the reason may be that the quality of the tech-
nology planning that was actually performed has remained low, even
though Korean companies has recognized that advance planning is
important (Lee et al., 2013). According to the ‘Statistical Survey of the
Technologies of Small and Medium Businesses’ which we analyzed in
this study, the level of R&D planning implemented by small and
medium Korean businesses is diagnosed to be around 70% compared
to the world's highest benchmark, as shown in Fig. 1. Analysis shows
that R&D planning lags behind the level of other technology capabilities
and it is an issue that demands improvement.
Data source: SMBA and Kbiz (SMBA and Kbiz, 2013).
In the same survey, 23.8% of the respondents belonged to the group
of companies that experienced government funding support in the R&D
planning stage in 2012. Also, the respondents also felt a high degree of
need for government support in the R&D planning stage: 77.7% of
small and medium businesses responded that such support was some-
what necessary (34.7%) or very necessary (43%) (SMBA andKbiz, 2013).
Fig. 2 shows the responses given by small and medium businesses
regarding the question of when governmental, policy-based support is
most needed among the various stages of technology development. Ac-
cording to the results, respondents perceived that support was highly
needed in the R&D progress stage or in the commercialization stage,
for which there are currently many support programs available, but
there were also many respondents who answered that support was
needed in the R&D planning stage, forwhich relevant support programs
remain relatively scarce in Korea. 22.8% of respondents felt that the
need was greater in the planning stage compared to the other stages
(SMBA and Kbiz, 2013). These results indicate that there is need toFig. 1. Self-Diagnosis Results onVarious Elements of Technology Capabilities Assessed on a
Global Comparative Scale.
Please cite this article as: Jun, S.-P., et al., The mismatch between demand
Korean R&D planning programs, Technol. Forecast. Soc. Change (2016), hstrengthen support in the planning stage when designing R&D support
policies for small and medium businesses.
Data Source: SMBA and Kbiz (SMBA and Kbiz, 2013).
3. Case studies and research method
3.1. Survey overview
The data used for analysis in this study are the results from the ‘6th
Survey on the Technology of Small & Medium Enterprises,’ released in
2014. The above survey is conducted each year, jointly by the Korea
Small and Medium Business Administration and the Korea Federation
of SMEs. The population of the questionnaire survey consisted of
38,288 small and medium enterprises that were engaged in technology
development and that had 5 or more and b300 employees, and were
either in manufacturing or other ﬁelds (there were 30,864 companies
in manufacturing and 7424 in non-manufacturing areas). Among
these companies, a sample was extracted consisting of 2000 small and
medium enterprises (1628 companies in manufacturing and 372 in
non-manufacturing areas) that were engaged in technology develop-
ment as of December 31, 2012. The surveywas conducted through visits
with questions regarding technological innovation activities, current in-
vestment status and technological level, company performance, etc. The
results of this survey comprised the rawdata analyzed in this study. The
stratiﬁed sampling method was used for sampling from the population.
After performing the 1st phase stratiﬁed sampling based on 29 major
groups of industrial classiﬁcations and 4 size levels based on the number
of employees, 2nd phase stratiﬁed sampling was performed by
distinguishing 16 cities and provinces. The targeted period of the survey
was 2 years, from January 1, 2011 to December 31, 2012, and the survey
was conducted from September 2 to October 25, 2013 (SMBA and Kbiz,
2013).
According to survey results, 32.2 was the average number of em-
ployees in small and medium businesses that were engaged in technol-
ogy development. The largest percentage, 36.9%, consisted of small and
medium companies that had an average number of 10–19 employees,
and this was followed by the 27.0% companies that had 20–49
employees. Average length of company history was 14.1 years. As for
the distribution in terms of company history, the largest percentage
were companies with 10 to b15 years of history, comprising 32.7%,
followed by companies with 5 to b10 years of history, comprising
25.9% (SMBA and Kbiz, 2013).
3.2. Method of research
Themain researchmethods used in this studywere the discriminant
model and the decision making tree analysis method. This study simul-
taneously adopts an approach focused on theory and hypotheses and an
approach that is centered on data, using a hybrid approach that not onlyand beneﬁciaries of R&D support programs for SMEs: Evidence from
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conventional statistical analysis. First, we needed to identify the
independent variables for comparing the forecasting model that will
identify the small and medium companies demanding R&D planning
and the proﬁles that will demonstrate the policy mismatch. Based on
the results of preceding studies, we performed the decision making
tree analysis to select the independent variable with strong explanatory
capability and proﬁled the small andmediumcompanies corresponding
to the dependent variables that we were interested in. Next, we used
the recommended independent variables for discriminant analysis and
presented a model for forecasting the small and medium companies
that comprised the dependent variables of interest. Here, the
signiﬁcance of the independent variable that were recommended
throughmachine learningwere veriﬁed once again using a convention-
al statistical method.
The discriminant model has been widely used in business manage-
ment, and a representative example of its use is in models forTable 1
Variable names and explanations.
Variable name Va
Dependent variable
(group variable)
Strengthening the planning stage Ca
st
(p
ﬁn
Need for planning support Ca
pl
ne
Previous experience receiving
planning support
Ca
su
Independent
variable
Investment Research and development cost Am
20
Self-development cost percentage Pe
te
Government funding percentage Pe
of
co
Technology Number of intellectual property rights
applications
Nu
in
Number of R&D attempts Nu
Number of implemented R&D projects Nu
Number of successful R&D projects Nu
Number of product commercialization
projects implemented
Nu
co
im
Number of successful product
commercialization
Nu
co
pr
Number of (domestic) patents held Nu
th
Number of (foreign) patents held Nu
of
Business
management
Sales in 2012 To
Technology sales in 2012 Sa
Operating proﬁt in 2012 Op
Control
variables
General company
conditions
Company history Ti
Areas of new technology Ne
Production based areas 8
(in
Total number of full-time employees To
Total number of researchers To
Innovation SMEs status St
co
Venture status Ve
Growth stage Co
Gr
Planning related Planning capabilities Pl
to
Total time required To
(d
co
Development planning time required Ou
de
th
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is made by comprehensively taking account of various information
including the company's current ﬁnancial conditions, transaction
credibility, general matters, credit rating, etc., and discriminant analysis
is used for this purpose. Among multivariate analyses, discriminant
analysis has been widely used for exploratory studies on inﬂuencing
factors of categorical predicted variables or for developing forecasting
models (Shmueli et al., 2011).
Decision making tree analysis is commonly used for exploratory
studies of big data in medical research (or psychology), and decision
making tree analysis is often used in conjunction with other analyses.
The decision making tree analysis method is a type of data mining
technique; it is an analysis technique used to explore and identify
relationships and rules that exist within each set of data and thereby
generate models. It is a non-parametric method that does not require
assumptions such as linearity, normality and homoscedacity (Choi
et al., 2002). Furthermore, the decision making tree analysis techniqueriable explanation Related literature
ses in which the development planning
age was selected from among the 4 stages
lanning, progression, commercialization,
ding sales outlets)
Bemelmans-Videc et al. (2011),
Jun et al. (2013)
ses in which the respondent selected that
anning support was perceived to be strongly
eded (5 points out of a max of 5 points)
ses in which the company received governmental
pport for the planning stage in 2011–2012
ount invested in technology development in
12
Hadjimanolis (2000) Hall and
Bagchi-Sen (2002)
rcentage of self-procured funding out of the total
chnology development investment cost in 2012
rcentage of government supported funding out
the total technology development investment
st in 2012
mber of intellectual property rights applications
2011–12
Audretsch et al. (2002),
Ortega-Argilés et al. (2009),
Coombs and Bierly (2006)mber of R&D attempts made in 2011–12
mber of R&D projects implemented in 2011–12
mber of R&D projects that succeeded in 2011–12
mber of new technology product
mmercialization
plemented in 2011–12
mber of new technology product
mmercialization
ojects which succeeded in 2011–12
mber of domestic patents held at the time of
e survey
mber of foreign patents held at the time
the survey
tal sales in 2012 Fritsch and Lukas (2001)
les for technology in 2012
erating proﬁt in 2012
me since the company founding, as of 2015 Cooper and Edgett (2005),
Cooper and Kleinschmidt
(1990),
Deeds (2001)
w technology 6 T areas (including others)
areas of production based technologies
cluding others)
tal number of full-time employees
tal number of research personnel
atus of registration as Innovation SMEs
mpanies
nture company registration status
mpany growth stage (Market entry phase,
owth phase, Maturation phase, Declining phase)
anning capabilities compared to world's
p companies (100 points maximum)
Narula (2004), Cooper and
Edgett (2005)
tal time required for technology development
evelopment planning , development progression,
mmercialization)
t of the time required for technology
velopment,
e time spent on the development planning stage
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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rules for classifying target of analysis into several sub-groups is set up in
a tree structure and this is then applied to a new target to forecast
characteristics. Since thismethod generates rules that are easy to under-
stand and easy to apply to forecasting, it has served as a useful tool for
the analysis of health and medical care related data (Matignon, 2007).
Although there have hitherto been many similar studies regarding
effective government policies for small and medium businesses, this
study is differentiated from previous studies in the following ways.
1) The target of analysis (i.e., the number of samples) is large, and
therefore the analysis results have greater reliability. 2) We used a
greater variety of variables to compare the characteristics of companies
with demand for the policies with those of beneﬁciary companies.
3) Whereas in previous studies, statistical techniques were usually
used to analyze company characteristics as factors that inﬂuence the
demand for policies, in this study, we used a data mining technique
and a discriminant model that are more suitable for multidimensional
analysis to develop a forecasting model that classiﬁes the demand for
policies and the characteristics of companies. Through this approach,
we aimed not only to ﬁnd the level of inﬂuence exercised by each factor
on the characteristics of small and medium businesses and demand for
R&D planning support programs, but also to understand the relation-
ship among the factors to more easily explain how these affect the
forecasting results, thus enhancing the interpretability of the results.
3.3. Case studies
As examined above in Chapter 2, R&D planning support plays an
important role in the innovation of small and medium businesses. In
this study, we analyze this variable pertaining to the R&D planning
stage as a group variable (or dependent variable). As shown in
Table 1, for the dependent variable, in relation to the demand group,
we utilized the responses to questions regarding strengthening the
planning stage and the need, while in relation to the beneﬁciary
group, we used the responses regarding planning support experience.Table 2
Descriptive statistics of categorical variables.
Variable name Category
Dependent variable Strengthening the planning stage Other stages are priorit
The planning stage is p
Need for planning support Somewhat needed (4 p
Strongly needed (5 poi
Planning stage experience Has experience
No experience
Control variable Innovation SMEs status Qualiﬁed as an Innovat
Not an Innovation SME
Venture status Qualiﬁed as a venture c
Not a venture company
Growth stages Market entry phase
Growth phase
Maturation phase
Declining phase
New ﬁelds of technology IT (Information Techno
BT (Bio-Technology)
ST (Space Technology)
NT (Nano-Technology)
ET (Environmental Tec
CT (Cultural Technolog
N/A
Production based areas of technology Casting
Molding
Welding
Surface processing (pla
Plastic working (Forgin
Heat processing
Chemical materials pro
N/A
Subtotal
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study and the review of the related literature. The technological
innovation performance indicators, which the development support
policies for small and medium businesses are intended to help achieve,
include enhancement of the technology development success rate,
obtainment of intellectual property rights, and stronger technology
competitiveness. To assess economic performance, based on the
previously achieved technological performance, the beneﬁciary
company's growthpotential (sales), proﬁtability (operatingproﬁt), pro-
ductivity indicators, etc. are frequently used (Fritsch and Lukas, 2001).
In this study, we also focused on these performance elements, as
factors that can inﬂuence the demand for R&D planning support. First,
as input elements or technological capabilities, we not only took into
account the research and development cost, but also judged that the
percentages of government subsidized funding and self-procured
funding within the total development cost can also act as inﬂuencing
factors, in relation to experience with government support and the
perceived need (Hadjimanolis, 2000; Hall and Bagchi-Sen, 2002). Also,
in terms of technological performance or capabilities, we considered
not only the number of patents held (domestic, foreign) but also the
number of recent patent applications, the number of R&D projects that
were attempted, progressed, or succeeded, and the number of product
commercialization projects that were implemented or succeeded to be
inﬂuencing factors. Lastly in regards to economic performance or
capabilities, we paid attention to sales, sales from technology and
operating proﬁt as potential inﬂuencing factors (Audretsch et al.,
2002; Coombs and Bierly, 2006; Ortega-Argilés et al., 2009).
Various control variables are considered in studies related to the
analysis of the performance or capabilities of small and medium
businesses. The speciﬁc area of technology and how the level of the
technology compared to the most advanced can also affect the
performance of technology planning support (roadmap) (Cooper and
Edgett, 2005; Narula, 2004). Therefore, we set the industrial classiﬁca-
tion (new areas of technology, production-based areas) as a control
variable, and another control variable that we considered was how theFrequency
(Number)
Percentage for the item
(%)
Cumulative percentage
(%)
ized 1545 77.3 77.3
rioritized 455 22.8 100.0
oints) or less 1140 57.0 57.0
nts) 860 43.0 100.0
475 23.8 23.8
1525 76.3 100.0
ion SME 656 32.8 32.8
1344 67.2 100.0
ompany 547 27.4 27.4
1453 72.7 100.0
84 4.2 4.2
1000 50.0 54.2
855 42.8 97.0
61 3.1 100.0
logy) 310 15.5 15.5
94 4.7 20.2
51 2.6 22.8
10 0.5 23.3
hnology) 161 8.1 31.3
y) 18 0.9 32.2
1356 67.8 100.0
37 1.8 1.8
116 5.8 7.6
59 2.9 10.6
ting) 26 1.3 11.9
g) 59 2.9 14.9
26 1.3 16.2
cessing 198 9.9 26.1
1479 74.0 100.0
2000 100.0
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Table 3
Descriptive statistics for the continuous variables.
Variable name Units N Minimum
value
Maximum
value
Average Standard
deviation
Skewness Kurtosis
Statistics Statistics Statistics Statistics Statistics Statistics Standard
error
Statistics Standard
error
Research and development cost 1000 $ 2000 0 35,000 607.08 1612.211 11.318 0.055 176.582 0.109
Self-development cost ratio None 1999 0.00 1.00 0.8218 0.30824 –1.654 0.055 1.455 0.109
Government funding ratio None 1999 0.00 1.00 0.1318 0.25467 2.030 0.055 3.270 0.109
Intellectual property rights applications Cases 2000 0 50 0.69 2.359 10.685 0.055 168.057 0.109
Number of technology development attempts Cases 2000 0 745 7.73 27.494 15.409 0.055 327.951 0.109
Technology development progression Cases 2200 0 100 2.42 5.998 9.670 0.055 121.666 0.109
Number of technologies successfully developed Cases 2000 0 600 4.57 22.342 17.407 0.055 378.746 0.109
Progress of product commercialization outcomes Cases 2000 0 150 1.05 4.412 22.517 0.055 683.910 0.109
Successful product commercialization outcomes Cases 2000 0 500 3.34 19.525 18.074 0.055 399.041 0.109
Domestic patents held Cases 2000 0 230 4.65 11.337 9.555 0.055 140.796 0.109
Foreign patents held Cases 2000 0 45 0.31 2.104 13.275 0.055 211.393 0.109
2012 Sales 1000 $ 2000 1 543,954 19,040.95 43,557.527 6.643 0.055 58.632 0.109
2012 Technology Sales 1000 $ 2000 0 461,121 5235.32 18,907.682 12.075 0.055 220.347 0.109
2012 Operating Proﬁt 1000 $ 2000 –24,295 76,528 1037.68 4050.333 10.876 0.055 168.169 0.109
Company history Years 2000 3.00 73.00 17.61 10.181 1.606 0.055 3.283 0.109
Total number of full time employees Persons 2000 5 299 50.64 55.985 1.968 0.055 3.840 0.109
Total number of researchers Persons 2000 0 197 7.35 11.045 6.973 0.055 78.245 0.109
Planning capabilities compared to global levels % 2000 0 100 71.77 21.585 –1.834 0.055 3.542 0.109
Total time required Months 2000 3 120 20.30 13.581 1.903 0.055 6.061 0.109
Development planning time required Months 2000 0 60 5.44 4.505 4.024 0.055 35.540 0.109
Number of valid items (in each list) 1999
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Also, we also take into account the company history (year of establish-
ment) and company size (number of employees) as control variables
that are commonly considered as variables in the performance analysis
of the innovation activities of small and medium businesses (Cooper
and Kleinschmidt, 1990; Deeds, 2001; Romijn and Albaladejo, 2002).
In this study, we not only considered the company history and the
size in terms of the number of employees but also the number of
researchers. In addition, the current growth stage or certiﬁcations
such as the existence of a dedicated research lab can also serve as
control variables. Therefore, in this study, we also included the
company's growth stage, whether the company has earned the status
of an Innovation SME, or the status of a Venture Company as control
variables. In addition, since this study is focused on the R&D planning
stage,we also examined the total R&D time required and the percentage
that R&D planning represents within that total.Fig. 3. Decision making tree analysis results for the group that pref
Please cite this article as: Jun, S.-P., et al., The mismatch between demand
Korean R&D planning programs, Technol. Forecast. Soc. Change (2016), h4. Research results: comparison of the characteristics of the
beneﬁciary companies and demanding companies
4.1. Comparison of the search trafﬁc and life cycle
Table 2 shows the descriptive statistics (frequency analysis) of the
variables measured by categorical criterion, out of all the variables
included in the analysis. As seen in Table 2, in the dependent variables
used to compare the groups, the lesser groups had at least 20% or
more, and therefore we did not deliberately impose data balancing
among the groups in the decision making tree analysis. This study
analyzes 2000 items of data, and if data balancing is performed, there
is only a small number of cases that correspond to the target variable,
and in terms of the total number of cases to be analyzed, over-
sampling is more appropriate than under-sampling. However, since
over-sampling causes the recurrence of the same case that becomesers support in the development planning stage (testing data).
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Table 4
Classiﬁcation accuracy of the decision making tree model.
Classiﬁcation
Sample Monitored Forecasting
Other stages are prioritized The planning stage is prioritized Accuracy (%)
Training Other stages are prioritized 722 49 93.6%
The planning stage is prioritized 158 84 34.7%
Total percentage 86.9% 13.1% 79.6%
Testing Other stages are prioritized 716 58 92.5%
The planning stage is prioritized 138 75 35.2%
Total percentage 86.5% 13.5% 80.1%
Growth method: CHAID, dependent variable: strengthening the planning stage.
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Overﬁtting yields a very high accuracy for the analysis target, but for
new data, the performance is poor (Shmueli et al., 2011). The purpose
of using data mining (decision making tree) in this study, as explained
in Section 3.2, is to proﬁle companies that meet speciﬁc conditions
and to receive recommendations of the candidate independent variable
that would be ﬁt for use in discriminant analysis. We chose not to
perform data balancing in this study for these reasons: over-sampling
to perform data balancing and increasing the independent variables
will have the effect of raising the hit ratio slightly, but this can also
reduce the efﬁciency of the analysis by recommending independent
variables with less signiﬁcance.
In this study, the inﬂuencing factors or the independent variables
used to derive the forecasting model (discriminant analysis) were all
continuous variables and some of the control variables were also
measured to be continuous variables. The descriptive statistics for
these continuous variables are shown in Table 3.
Table 3 shows that the majority of variables measured on the
continuous scale had very high skewness and kurtosis. Therefore, it
was difﬁcult to expect normality in the distribution of the variables. As
explained above, the decision making tree analysis is a non-
parametric statistical analysis and therefore we used the original
variable values without conversion. For the discriminant analysis that
was utilized to derive the forecasting model in Chapter 5, however,
the normality of the independent variable must be secured, and thus
we converted the variables. If we attempt to use a natural logarithm
to perform conversion, the conversion will be impossible because the
majority of variables will have a value of 0 in the prior to conversion.
For this reason, in the majority of cases we used the square root for
conversion.2
4.2. Characteristics of the Group in Favor of stronger R&D planning stage
support
This study analyzed the data from 2000 survey respondents, and
with an especial focus on analyzing model feasibility, we divided the1 Two sampling techniques used to balance the ratio between classes are oversampling
and undersampling. Oversampling is amethod that takes the class with a larger ratio as its
basis and selects from the smaller class twice for copying. The advantage of oversampling
is that it increases the total amount of data; however, it also generates a lot of overlapping
data and therefore relying oversampling can lead to the problem of overﬁtting, creating a
model that only ﬁts the speciﬁc data set. Undersampling is the inverse of oversampling.
The classwith the smaller ratio is taken as the basis and some of the samples from the class
with the larger ratio will be dropped at random. Although undersampling has the draw-
back of decreasing the total dataset, reducing the amount of useful information available,
it does not cause the problem of overﬁtting and the disadvantage of decreasing the
amount of data can be mitigated if the original dataset is large enough. (Shmueli et al.,
2011)
2 We did not perform conversion for the operating proﬁt since there is a negative value.
When the skewness and kurtosis were already stable, as in the case of the percentage of
self-funded research, the percentage of government funding, company history, the total
number of full-time employees, and planning capability, we used the data for discriminant
analysis without conversion. Meanwhile, for the sales and sales for technology, which
have relatively larger units, we performed conversion using a natural logarithm.
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total of 25 survey questions explained in Table 1 were used as indepen-
dent and control variables, and we distinguished between the test
group that selected the planning stage as the one that needs the oust
support out of the 4 development stages they could choose from
(i.e., the group that preferred strengthening support in the planning
stage) and the control group that preferred support to be given in one
of the other stages. The analysis results are presented in Fig. 3: among
the total of 25 variables, the development planning time required,
progress in the product commercialization outcome, total time re-
quired, and the venture company status were found to be signiﬁcant
inﬂuencing factors for classiﬁcation, and the total time required and
the time required for the planning stage were especially important.
We found that in cases where the time required for the planning stage
was 5 months or more and cases where the total time required was
shorter than 17 months, the need for the development planning stage
was perceived to be particularly large. Whereas 21.6% of the total
group responded that the greatest support should be given in the
planning stage, in cases that satisﬁed the above conditions, the number
of companies that felt the need for planning stage support increased up
to 57.3%. The ratio of the time required in the planning stage in relation
to the total time required was thus identiﬁed to be an important
inﬂuencing factor.
Table 4 presents the forecasting accuracy of the above model. The
level of risk was 20.4% in the training data and 19.9% in the testing
data. The proposed model accurately classiﬁed 716 out of the total of
774 companies which selected other stages in the testing data (92.5%),
and accurately classiﬁed 75 out of the total of 213 companies that
selected the planning stage (35.2%). For the testing data, the total
classiﬁcation accuracy was found to be 80.1%, and the classiﬁcation
accuracy for the training data was 79.6%, which was a high level of
accuracy that reached close to 80%. There was thus not much of a
difference between the two accuracy levels, allowing us to conclude
that the classiﬁcation was stable.4
4.3. Characteristics of the group with high demand for R&D planning
support
The method used to analyze the need for planning support was ex-
plained in Section 4.2. We divided the test group, which is the group
with high demand for planning support, had responded that there
was a strong need for support in the planning stage (5 points out of 5
maximum), from the control group, consisting of companies that3 We tried raising the training data ratio up to 70%, and as seen in Table 5, this resulted
in raising the hit ratio of the training data somewhat (60–65%) but also reduced the hit ra-
tio of the testing data. The result was that the difference in the hit ratios of the two sets of
data became too large and therefore themodel's stability deteriorated problematically. For
this reason, in this study we maintained the ratio of the training data at 50%.
4 As shown in Table 3 the results of the decision making tree analysis was grown using
the CHAIDmethod. Themaximum tree depthwas set as 3, and theminimum case was set
as 100 for the upper node and 50 for the lower node. For the expansion criteria, the signif-
icance level was 0.05, and the misclassiﬁcation cost was not weighted separately.
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Fig. 4. Decision making tree analysis results for the group with a high demand for planning support (testing data).
Table 5
Classiﬁcation accuracy of the model (need for planning support).
Classiﬁcation
Sample Monitored Forecasting
Planning support is needed somewhat or less Planning support is strongly needed (5 points) Accuracy (%)
Training Planning support is needed somewhat or less 501 28 94.7%
Planning support is strongly needed (5 points) 347 49 12.4%
Total percentage 91.7% 8.3% 59.5%
Testing Planning support is needed somewhat or less 562 49 92.0%
Planning support is strongly needed (5 points) 416 48 10.3%
Total percentage 91.0% 9.0% 56.7%
Growth method: CHAID, dependent variable: need for planning support.
5 To enhance the accuracy of thedecisionmaking tree,we can extend thedepth, but this
has the drawback of increasing overﬁtting, as in the case of oversampling. We limited the
maximum tree depth to 3 stages to prevent such overﬁtting.When overﬁtting occurs, the
accuracy for the immediately available data increases, but the forecasting capability for the
new data decreases, and for this reason we did not make any artiﬁcial efforts to raise the
hit ratio. As explained in Section 3.1, the reason we used data mining (decision making
tree analysis) in this studywas for proﬁling small ormedium companies thatmeet speciﬁc
conditions and to obtain recommendations of the candidate independent variables re-
quired for developing the forecasting model through discriminant analysis. Extending
the decision making tree's depth in order to raise the hit ratio is particularly problematic
because thiswill result in additional recommendations of independent variables that have
poor explanatory capability, and therefore we avoided the technique of increasing the in-
dependent variables in spite of overﬁtting and instead we chose to maintain the decision
making tree's depth at 3 stages.
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The analysis results are presented in Fig. 4: out of the total of 25
variables, the number of intellectual property rights applications, the
number of successful product commercialization outcomes, and the
total number of researchers were found to be signiﬁcant inﬂuencing
factors for classiﬁcation. The total number of researcherswas particular-
ly important. In the group that had nohistory of applying for intellectual
property rights and had 2 or less cases of product commercialization, if
the total number of researchers was small, there was a particularly
strong sense of the need for planning support. Whereas in the total
group, 43.2% had responded that planning stage support was strongly
needed, in cases that satisﬁed the above conditions, this percentage
increased somewhat, up to 49.5%. Overall, it was found that those
with inadequate technology capabilities tended to think that there
was a strong necessity for planning support.
The forecasting accuracy of the abovemodel is shown in Table 5. The
level of risk was found to be 40.5% in the training data and 43.3% in the
testing data. In the testing data, the presented model accurately
classiﬁed 562 out of the 611 selected companies that had responded
that they needed the support somewhat or less (92.0%), and accurately
classiﬁed 48 out of the 464 companies that had responded that the
support was strongly needed (10.3%). The total classiﬁcation accuracy
was 56.7% for the testing data and 59.5% for the training data, which
also approached relatively close to the accuracy level of 60%, and therePlease cite this article as: Jun, S.-P., et al., The mismatch between demand
Korean R&D planning programs, Technol. Forecast. Soc. Change (2016), hwas some difference between the two accuracy levels, conﬁrming that
the classiﬁcation was unstable.5
4.4. Characteristics of the group that has experienced R&D planning
The analysis of the previous experience with government support
for R&D planning was also as shown in Section 4.2. We divided the
test group that had responded that they had experienced government
support for R&D planning (i.e., the group with previous experience re-
ceiving planning support) from the control group that had responded
that they had no such experience. The analysis results are shown inand beneﬁciaries of R&D support programs for SMEs: Evidence from
ttp://dx.doi.org/10.1016/j.techfore.2016.10.007
Table 7
Wilks's Lamda.
Function
test
Wilks's
Lamda
Chi-squared Degree of
freedom
Signiﬁcance
probability
1 0.921 163.180 4 0.000
Table 6
Classiﬁcation accuracy of the model (experience receiving planning support).
Classiﬁcation
Sample Monitored Forecasting
Has experience receiving planning support No experience receiving planning support Accuracy (%)
Training Has experience receiving planning support 53 184 22.40%
No experience receiving planning support 19 734 97.50%
Total percentage 7.30% 92.70% 79.50%
Testing Has experience receiving planning support 46 192 19.30%
No experience receiving planning support 34 738 95.60%
Total percentage 7.90% 92.10% 77.60%
Growth method: CHAID, dependent variable: need for informational support.
Fig. 5. Decision making tree analysis results for the group that experienced government support for R&D planning (testing data).
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funding, technology sales in 2012, number of technology developments
implemented, number of intellectual property rights applications, and
the development planning time required were found to be factors that
signiﬁcantly inﬂuenced classiﬁcation. The percentage of government
funding was particularly important: the companies that had 26.8% of
funding from government funding had a lot of experience, and among
these, those that had no recent intellectual property rights applications
and had a development planning time of 5 months or more were the
ones that had a lot of experience receiving government support for
development planning. Whereas in the total group, 23.6% had experi-
enced government support in the planning stage, in cases that satisﬁed
the above conditions, the percentage that had experience increased up
to 57.5%. The group that had already experienced planning support
were found to be the ones that were already using a lot of government
support funding in their research and development; in other words, the
companies that had a lot of experience receiving government support
for research and development had also received planning support.
The forecasting accuracy of the abovemodel is shown in Table 6. The
level of risk was 20.5% in the training data and 22.4% in the testing data.
In the testing data, the proposed model accurately classiﬁed 46 out of
the 238 companies that had responded that they had experience
(19.3%), and accurately classiﬁed 738 out of the 772 companies thatPlease cite this article as: Jun, S.-P., et al., The mismatch between demand
Korean R&D planning programs, Technol. Forecast. Soc. Change (2016), hhad responded that they had no experience (95.6%). Based on the
testing data the total classiﬁcation accuracy was 77.6% and the
classiﬁcation accuracy of the training data was 79.5%, which was a
moderate performance with an accuracy level relatively close to 80%,
and since the two levels of accuracy did not have much of a difference,
we were able to conclude that the classiﬁcation was stable.
To synthesize the study results discussed so far in Chapter 4, the
group demanding R&D planning consisted of companies that develop
technologies that require a relatively long planning time compared to
the total research and development period, and companies that had
relatively poor research capabilities or experience. By contrast, the
R&D planning beneﬁciary group was conﬁrmed to be the group that
was already using a relatively large amount of government subsidized
R&D funding.and beneﬁciaries of R&D support programs for SMEs: Evidence from
ttp://dx.doi.org/10.1016/j.techfore.2016.10.007
Table 8
Testing the homogeneity of the group average.
Wilks's Lamda F Degree of freedom 1 Degree of freedom 2 Signiﬁcance probability
Total time required 1.000 0.064 1 1998 0.800
Planning time required 0.969 64.529 1 1998 0.000
Number of successfully developed technologies 0.993 14.734 1 1998 0.000
Number of intellectual property rights applications 0.990 21.089 1 1998 0.000
Venture company status 0.999 1.596 1 1998 0.207
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5.1. Forecasting model by discriminant analysis
In Chapter 4, we conﬁrmed that in regards to R&D planning support
programs in Korea, therewas amismatchbetween the groupof demand
companies and the group of actual beneﬁciaries. To redress this
mismatch, in this chapter, we shall propose a model that can perform
a more reﬁned forecasting of the demand companies. As explained in
Chapter 3, the decision making tree analysis is a non-parametric
statistical analysis, and therefore there is no need to convert the
variables. It is possible, however, to present a more robust forecasting
model bymeans of discriminant analysis, which is a parametric statisti-
cal analysis. In this chapter, therefore, as explained in Section 4.1, we
analyze the variables that have highly suspect normality by converting
them with square roots or natural logarithms. Discriminant analysis
yields strong results, but it requires the effort of intervening to select
variables that are suitable for parametric analysis. In this study, prior
to selecting the independent or control variables to which the discrim-
inant analysis will be applied, we utilized decisionmaking tree analysis,
and then applied the converted variables to again proceedwith analysis.
Based on the analysis results, among the 25 variables, the required
time for the planning stage (square root), the status of being a venture
company (company registration), the number of successfully developed
technologies (square root), the number of intellectual property rights
applications (square root), and the total time required (square root)
were found to be signiﬁcant inﬂuencing factors for classiﬁcation. The
fact that the inﬂuencing factors in these results differed slightly from
those in Fig. 3 may be explained as the result of the difference in the
composition of the data after randomly being divided into training
data and testing data, rather than the result of variable conversion.
Classiﬁcation accuracy was found to be 78.9% in the training data and
81.2% in the testing data. This means that the accuracy was high, nearly
80%, and the classiﬁcation results were stable (we have omitted the
table showing the tree analysis results and classiﬁcation accuracy).
Out of the total of 2000 companies that responded, 455 preferred to
have support in the development planning stage,while 1545 companies
preferred the other stages. The discriminant analysis was performed
using the Fisher's linear discriminant function, and the stage selection
was based on Wilks' Lamda. The prior probability was calculated using
the group sample size above. Using the ﬁve independent variables
that were found to be signiﬁcant in the decision making tree analysis,
we examined the ﬁtness of the discriminant equation for the companies
that preferred development planning stage support and those who did
not, through Wilks' Lamda, and since the Wilks' Lamda ﬁgure wasTable 9
Discriminant analysis results by stage.
Stage Entered variable Wilks's Lamda
Statistics Degree of
freedom 1
1 Planning time required 0.969 1
2 Total time required 0.928 2
3 Number of intellectual property rights applications 0.924 3
4 Number of successful technology developments 0.921 4
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statistically signiﬁcant (there is a difference between the two groups)
(refer to Table 7). According to Table 8, which shows the homogeneity
test results for the group average, the planning time required, the
number of successfully developed technologies, and the number of
intellectual property rights applications have a statistically signiﬁcant
(p b 0.05) discriminating capability for discriminating companies that
prefer support in the development planning stage. By contrast, the
difference among groups in terms of the total time required and the
venture company status was non-signiﬁcant. Among the ﬁve variables,
the total planning time required had the smallest Wilks's Lamda value
and the largest F value, which indicated that overall, it had the highest
discriminating capability (p b 0.05).
In discriminant analysis, as in the case of regression analysis, we can
decide the entrymethod for the variables. In this study, we decided that
the variable entry should be a gradually staged entry (based on Wilks's
Lamda). As seen in Table 9, we selected 4 variables, leaving out the
venture company status. Table 10 shows the canonical correlation
coefﬁcient that indicates the relationship between the discriminant
score and the group. The canonical correlation coefﬁcient is 0.280,
which is 0.0784 when squared. In other words, 7.84% of the discrimi-
nant score dispersion for the dependent variable is explained by the
four independent variables.
Table 11 presents the standardized canonical discriminant function
coefﬁcient for the variable that indicates the relative importance when
explaining the groups based on whether the company prefers support
in the development planning stage. The absolute value of the coefﬁcient
for the required planning time is 1.461 and this is the variable that best
explains the differences among the preference status. Therefore, it had
the greatest discriminating capability, followed by the total time
required.
In the structure matrix of the discriminant analysis, the size of the
discriminant loading value distinguishes whether preference is given
to support in the development planning stage, and it represents the
size of the discriminating capability. Table 12 presents the discriminant
loading values in the order of size: the larger the value, the greater the
inﬂuence the variable has on the discriminant function. Also, when
the discriminant loading value is ±0.30 (or 0.40) ormore, it is accepted
as signiﬁcant (Chang et al., 2007). Factors in which the discriminant
loading value of the structure matrix was 0.3 or more are the planning
time required and the number of intellectual property rights applica-
tions. The number of successfully developed technologieswas also near-
ly 0.3, demonstrating a high level of discrimination. By contrast, we
interpreted that the status of being a venture company (company regis-
tration) or the total time required do not have discriminating capability.Degree of
freedom 2
Degree of
freedom 3
Accurate F
Statistics Degree of
freedom 1
Degree of
freedom 2
Signiﬁcance
probability
1 1998.0 64.529 1 1998.0 0.000
1 1998.0 77.366 2 1997.0 0.000
1 1998.0 54.882 3 1996.0 0.000
1 1998.0 42.488 4 1995.0 0.000
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Table 12
Table 11
Standardized canonical discriminant function coefﬁcient and canonical discriminant func-
tion coefﬁcient.
Standardized canonical
discriminant function
coefﬁcient
Canonical discriminant
function coefﬁcient
Total time required 1.136 0.823
Planning time required –1.461 –1.830
Number of successfully
developed technologies
0.189 0.117
Number of intellectual property
rights applications
0.190 0.259
(Constant) 0.207
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there is a new item requiring classiﬁcation to determine the group.
Enter each of the independent variable values of the new classiﬁcation
items into the classiﬁcation function and if the result value is large,
classify it in the group with large values and if the result value is
small, classify it in the group that has shown small values. This will
help forecast whether a certain company will belong to the group that
will show preference for government support in the planning stage. If
the company prefers planning stage support, the coefﬁcient for the
planning time required will be relatively large whereas the coefﬁcient
for the total time required will be small. Although there was only a
small difference between the number of successfully developed
technologies and the number of intellectual property rights
applications, the companies that preferred the planning stage were
relatively small in number. These results demonstrate that as regards
the preference for planning stage support, the group with the technolo-
gy for which a lot of time is input in relation to the total time required
will have a higher possibility of becoming a target for planning stage
support programs. Meanwhile, we found that success in technology
development was not very inﬂuential, or may even have a negative
inﬂuence.
Table 14 shows the results of the hit or miss classiﬁcation, which
indicates how well the classiﬁcation function has classiﬁed the sample
companies. To perform test comparison such as the data partitioning
in the decision making tree analysis, we performed leave-one-out
classiﬁcation to calculate the cross-validation values. Table 11 shows
that accurate forecasting was made for 301 (original) and 298 (cross-
validation) companies out of a total of 455 preferring companies, so
that the discriminant function showed a total hit ratio of 66.2% and
65.5% respectively. Compared to Table 4, which shows the accuracy of
the decision making tree analysis results, the results were overall
lower, but the total hit ratio for the group of preferring companies
increased almost twofold. This can be attributed to a problem that
occurred in the decision making tree analysis: if the assumption that
the variance-covariance matrix is the same failed to be satisﬁed, the
observed values become classiﬁed into the group that has the larger
variance-covariance matrix. The above discriminant analysis, however,
showed strong classiﬁcation results, with almost no difference between
the hit ratios of the test group and the control group.
Using the variable derived above and the discriminant analysis, we
developed a model for forecasting companies with a high demand for
R&D planning, in the following manner. The center point of high de-
mand group is-0.538 and low demand group is 0.518 in the discrimi-
nant equation.
Preference for support in the development planning stage canonicalð Þ discriminant equation
¼ 0:823 Total time required square rootð Þð Þ−1:830 Planning time required square rootð Þð Þ
þ0:117 Number of successfully developed technologies square rootð Þð Þ
þ0:259 Number of intellectual property rights applications square rootð Þð Þ−0:019:
Eq:ð1Þ
5.2. Veriﬁcation of the discriminant analysis forecasting model
The accuracy of the demand forecastingmodel thatwe developed by
means of discriminant analysis had been veriﬁed to some degree using
the cross-validation value, but in order to ensure that the proposed
model can be actively used to implement evidence-based policies, we
used more recent survey data to perform veriﬁcation, instead of relyingTable 10
Canonical correlation coefﬁcient.
Function Unique values Dispersion % Cumulative % Canonical correlation
1 0.085 100.0 100.0 0.280
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the data from two years ago that was used to develop the model.
We applied the results of the ‘8th Statistical Survey of Technology in
Small and Medium Companies’ recently published in the 2015 to the
demand forecasting model presented in this study to verify the
feasibility of applying this forecasting model. The statistical survey of
technology for 2015 included a far larger pool of 3300 small and
medium companies and the survey targeted a group that was indepen-
dent of the group that had been previously surveyed. Also, parts of the
survey were revised from the 2013 version. The questions required for
the discriminant formula had not been revised, however, and therefore
we were able to directly apply the 3300 survey result items. Table 15
shows that in the 2015 survey, the group with high demand for R&D
planning comprised 17.6% (581 companies). This was lower than the
22.8% in 2013, shown in (Fig. 2), but the percentage was similar
(SMBA and Kbiz, 2015).
Notes: The Levene test showed that the variances between the
groups of the data set are homogenous at the signiﬁcance level of 0.205.
To verify the suitability of the model derived in this study for fore-
casting companies with high demand for R&D planning support based
on discriminant analysis (Eq. (1)), we applied the new survey results
for 3300 companies to the discriminantmodel andwe calculated the re-
spective discriminant scores for the two models. We also veriﬁed
whether there was a statistically signiﬁcant difference in the respective
discriminant scores of the high-demand group and the low-demand
group. Although there was a large difference in the scales of the two
groups, as presented in Table 15 the kurtosis and skewness of each
group were not large and the, Q-Q chart also conﬁrmed the linearity
to some degree, and therefore we proceeded to perform the t-test for
the difference between the groups. However, there was a large case
difference between the two groups, and the Shapiro-Wilk normality
test yielded a signiﬁcance probability of 0.018, which did not satisfy
the normal distribution hypothesis, casting doubt on the assumption
of normality. For this reason, we performed an additional veriﬁcation
using the nonparametric analysis technique of the Mann-Whitney
test. The approximate signiﬁcance probability (two-sided test) result
was 0.000, which was signiﬁcant, conﬁrming again that there was a
difference between the two groups.
The results in Table 15 indicate that the discriminant scores of the
group of companies with high demand for R&D planning support
were lower than the scores for the no-demandgroup,whichwas consis-
tent with the direction of the center point of the Eq. (1) discriminant
model presented previously. Also, the t-test veriﬁcation results inStructure matrix.
Function
Planning time required –0.616
Number of intellectual property rights applications 0.352
Number of successfully developed technologies 0.294
Venture company status 0.024
Total time required –0.019
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Table 13
Classiﬁcation function coefﬁcient.
Preference for support in the development
planning stage
Other stages are
prioritized
The planning stage is
prioritized
Total time required 2.001 1.429
Planning time required 0.898 2.172
Number of successfully
developed technologies
0.880 0.799
Number of intellectual property
rights applications
0.111 –0.069
(Constant) –6.599 –6.875
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cally signiﬁcant difference between the demand groups in terms of the
discriminant scores from the discriminant model. We thus conﬁrmed
that the discriminantmodel presented in this study can yield somewhat
useful results for performing discriminant analysis of the demand for
R&D planning support policies among companies.6. Conclusion and limitation
In this paper, we presented an exploratory study using datamining to
verifywhether there is amismatchbetweendemand companies andben-
eﬁciary companies in regards to the R&D planning support programs of-
fered as part of policies promoting technological innovation of small
andmedium businesses. Whereas previous studies weremainly analyses
based only on a theoretical foundation or on a small number of cases,
what distinguishes this study is that it is based on a larger set of data.
This study applied decision making tree analysis and discriminant analy-
sis to present a successful model for proﬁling the characteristics of the
companies demanding R&Dplanning support and the beneﬁciary compa-
nies and for forecasting the in-demand companies. Also, we used recent
survey results including a pool of 3300 new companies, different from
those previously surveyed for analysis, to demonstrate the outstanding
forecasting performance of the model proposed in this study.
In this study, we used the decision making tree analysis to proﬁle
and compare the characteristic of the beneﬁciary companies and the
high-demand companies of R&D planning support programs. According
to our study results, companies that had previously received R&D
planning support were companies that had already had a lot of
experience as a recipient of government support for research and
development. Meanwhile, high-demand companies had inferior R&D
capabilities, had very little success in their R&D outcomes, and required
a relatively long time for the planning period. Our study thus conﬁrmed
that there was indeed a mismatch between the beneﬁciary companies
and high-demand companies of such policies. The above results indicate
the risk that there will be consumers who exploit only the beneﬁts of
the government policies programs, in a manner similar to consumers'
cherry picking behavior (Talukdar et al., 2010).
More speciﬁcally, in Chapter 4, the proﬁles of the companies
demanding the R&D support policy, obtained through data mining,Table 14
Hit ratio of the classiﬁcation performed by the discriminant model.
Preference for planning stage support
Original values Frequency Other stages are prioritized
The planning stage is prioritized
% Other stages are prioritized
The planning stage is prioritized
Cross-validated values Frequency Other stages are prioritized
The planning stage is prioritized
% Other stages are prioritized
The planning stage is prioritized
Please cite this article as: Jun, S.-P., et al., The mismatch between demand
Korean R&D planning programs, Technol. Forecast. Soc. Change (2016), hindicated that although these companies have a longer R&D planning
period compared to other companies, the total time spent in R&D was
shorter. In regards to R&D capability, their proﬁles showed that they
had more researchers than other companies but were inferior in terms
of achieving commercialization success and securing intellectual
property rights. By contrast, the proﬁles of the companies that were
beneﬁciaries of the R&D support showed that there was a large
difference in terms of the policy R&D capability: they had more success
in technology development outcomes, and their technology sales were
also relatively strong. Notably, there was a high percentage of compa-
nies that were already using government funding for R&D. (Fig. 5),
however, shows that around 20% of the cases (202 cases) had long
periods of R&D planning and had no intellectual property rights
applications, but the percentage of the beneﬁciaries of the R&Dplanning
support policy was signiﬁcantly high, indicating a trend similar to the
trend in (Fig. 3). However, in the majority of cases aside from these ex-
ceptions, the proﬁles in (Figs. 3 and 5) were different and the research
capability was found to be in contrast as well.
In this paper, we also used discriminant analysis to develop a fore-
casting model for identifying the high-demand companies, to redress
such mismatch or cherry picking behavior. Using Eq. (1) in Section 5.2
and the center point, we can determine the group in which to classify
a new classiﬁcation target. Substitute the independent variable values
of the new classiﬁcation targets into the above discriminant equation
and we can ﬁnd the right classiﬁcation group based on the center
point to which the result values are closest. This will help forecast
whether a company will belong to a group with high demand for
planning support, and furthermore, it will help develop customized
services and marketing.
The scholarlyﬁndings of this studywill contribute to improvingboth
policy implementation and research techniques. In regards to policy, we
illuminated the necessity of using a new selection method to concen-
trate the beneﬁts of the R&D planning support policy on companies
with genuine demand. Also, in terms of research methods, we adopted
the beneﬁts of both the existing theoretically focused studies and the
data-focused studies and presented a method that maximizes the
strengths of each approach.
In terms of practical uses, as explained above, we anticipate that the
results presented in this study (proﬁling and forecasting model) can be
utilized to implement policies more efﬁciently. To further reinforce the
utility of this study, we can also use it to select the companies that are to
receive support. In addition to the existing qualitative analysis, this
study presented a discriminant function that can be scored to make
supplementary evaluation data available, which will help implement
evaluations more objectively, and also improve the support success
rate. Of course, the decision of whether to support a high-demand
company with subsidies or to support a company that is already highly
likely to succeed is a policy-based decision making process. Our study
veriﬁed, however, that while the information that is currently being
used in the selection process include a lot of information that is
necessary for judging the possibility of success, there is no information
we need to assess the level of demand. Another signiﬁcance of this
study is that it identiﬁed such issues that need improvement.Group in the forecasting Total
Other stages are prioritized The planning stage is prioritized
1025 520 1545
154 301 455
66.3 33.7 100.0
33.8 66.2 100.0
1025 520 1545
157 298 455
66.3 33.7 100.0
34.5 65.5 100.0
and beneﬁciaries of R&D support programs for SMEs: Evidence from
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Table 15
The t-test veriﬁcation results for the demand forecasting model using discriminant analysis.
Model Group Freq. Mean ± S.D. t value p value Kurtosis Skewness
Demand forecasting model for R&D planning support policy High-demand 581 –0.52 ± 0.78 –6.323 0.000 –0.090 0.547
Low-demand 2719 –0.28 ± 0.81 –0.012 0.905
13S.-P. Jun et al. / Technological Forecasting & Social Change xxx (2016) xxx–xxxThe results shown in this study can help simplify administration as
well. The support programs above already have a lot of information on
a company's general characteristics (region, scale, area of technology,
gender of the CEO, etc.) and technological performance (technology
research and development outcomes achieved), but there is no
information on the characteristics that were found in this study to
have an important inﬂuence, namely the total development time
required or the planning time required. By utilizing the results of this
study, we will be able to reduce the amount of information required
in the existing applications, while inversely adding information that
we know to be necessary. This study proposes new approaches for
data or evidence driven decisionmaking, whichwe hopewill contribute
to enhancing the efﬁciency of R&D support policies.
One limitation of this study relates to the problems involved in
decision making tree analysis, a type of non-parametric analysis. The
results of the decision making tree analysis have the advantage of
being easy to explain and understand, but it is difﬁcult to explain why
these results were derived. Another limitation is that depending on
the selection of the group the results may also appear to be in ﬂux. To
overcome this problem, in this study we used multiple analyses to
present comparatively stable data but we must clarify that the results
may differ depending on the selection of various conditions in the
analysis method.
Another limitation is the low hit ratio seen in Section 4.3. This study
adopted a hybrid approach that uses decision making tree analysis and
discriminant analysis in conjunction. The results presented in
Section 4.3 were used only for selecting the independent variables and
for qualitatively comparisons in proﬁling. Therefore, in this study we
chose the technique that would avoid overﬁtting, rather than raising
the hit ratio of the data mining results. Consequently, the hit ratio was
low for some of the data mining results, and this is one shortcoming
of this study that should be acknowledged.
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