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Introduction
The innovation performance of spatial units, e.g. regions, is frequently measured quantitatively and empirically (Jaffe, 1989; Audretsch 1998; Autant-Bernard & LeSage, 2011) . Simply stated, the absolute count of innovations generated by regional organizations within a certain time period can be used as an indicator of regions' innovative success. While characterized by severe uncertainty, innovation generation processes involve the utilization of valuable resources such as human and financial capital. Hence, from an economic standpoint it is commonly more interesting to evaluate innovation success in light of the invested resources (cf. Chen and Guan, 2010; Fritsch and Slavtchev, 2011; Brenner and Broekel, 2012) .
A raft of empirical approaches has been put forward aiming at capturing this relation between invested resources and innovative outcomes. Popular approaches are, for instance, patents per capita (Audretsch, 1998) or patent intensity, e.g. the number of patents per employee (Deyle & Grupp, 2005) . Fritsch (2000) refines these approaches arguing in favor of measuring regional innovation efficiency whereby regions are compared with respect to their organizations' abilities to transform knowledge input factors into innovative output.
While the efficiency approach can be seen as a logical extension of the widely accepted knowledge production function approach by Griliches (1979) , argue that the empirical estimation of meaningful regional innovation efficiency measures is far from being easy. Amongst other things, there is the choice between global innovation efficiency measures (a measure reflecting the innovation efficiency of regions) and industry-specific approaches (a measure considering only one specific industry in a region).
While both measures have their merits and problems, the first is more desirable in many instances. By way of contrast, the second might be more informative for industry representatives.
The paper has three objectives. First, it discusses differences between global and industry-specific innovation efficiency measures. Second, we propose the robust shared-input DEA-model as a new method to construct a global regional innovation efficiency measure that explicitly takes into account inter-regional variations in regions' industrial structure. An additional feature of this model is the computation of industry-specific innovation efficiency measures within the assessed regions. Third, we apply this method to the 150 German labor market regions for which we estimate innovation efficiency measures for multiple years.
The paper is structured as follows. The subsequent section discusses the empirical measurement of regional innovation efficiency with a particular focus on global and industryspecific approaches. The third section presents empirical data on German labor market regions, which represents data commonly used in such approaches. Section four introduces the robust shared-input DEA-model as a new method to estimate regions' innovation efficiency. The empirical results of its illustrative application to German labor market regions are presented and discussed in section five. The sixth section concludes the paper.
Towards regional innovation efficiency

The production allegory
Regional innovation performance has been investigated in the literature for some time (Jaffe, 1989; Audretsch, 1998; Autant-Bernard & LeSage, 2011) . Nevertheless, there is no common definition of what regional innovation performance means and how it should be measured empirically. Recently, a number of papers have systematically discussed this issue (Carlsson, et al. 2002; Bonaccorsi & Daraio, 2006; Zabala-Iturriagagoitia et al., 2007; . In particular, discuss a number of approaches to the measurement of regional innovation performance from a theoretical perspective. The present paper particularly builds upon this work.
Despite the many different measures used in the literature, conceptualizing regional innovation performance as regional innovation efficiency has gained in popularity in recent years (Broekel, 2012; Chen and Guan, 2011; Fritsch, 2003; Fritsch & Slavtchev, 2011; Fritsch, 2000) . This approach originates from production theory and implies that performance is defined as the achievements (output) in comparison to the involved costs (input).
While this idea is unchallenged in a production context it is not so easily translated to (regional) innovation processes. On the one hand this is because maximizing innovation (while ignorant of the costs) can be desirable from a normative perspective when speeding up technological progress is perceived as something positive. On the other hand, it is less clear what constitute inputs, throughputs, and outputs in innovation processes (see for a discussion).
Nevertheless, it is well accepted that innovations do not "fall from heaven". On the contrary, creative actors and a wide range of resources are needed for their creation (Nelson, 1959) . Accordingly, there is agreement on the allegory of production processes being applicable in this context. This allegory became famous with the knowledge production function approach by Griliches (1979) , which became particularly popular in economic geography with the work of Jaffe (1989) . Nevertheless, it is essential to point out that this allegory has its limitations, which are pointed out by : "there is at least one fundamental difference between innovation and production processes: innovation processes are by their very nature non-deterministic while production processes are largely deterministic" (p. 11). To highlight this difference we follow these authors and rather speak of input factors instead of inputs and innovative output instead of output. In the remainder of the paper we assume this allegory to be appropriate.
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Setting innovative output and input factors into a relation on the regional level implies that both are known and can be meaningfully measured in the context of regions. Again, a wide range of approaches and definitions is applied in the literature. The variation on the output side thereby is relatively small as data availability leaves patents and patent applications as the dominant approximation of the innovative output.
2
While there's no consensus about which of these input factor set definitions is the most appropriate , using the number of R&D employees as input factor has become the most frequent approach when such data is available. The rationale is that R&D employees provide the most accurate approximation (given the availability of data) to the true level of resources invested by organizations in innovation processes, which clearly are the most important driver of innovation processes.
The input side is a different story. A wide range of input factors have been considered, including the number of inhabitants (Greif & Schmiedl, 2002; Greif et al., 2006; Stern et al., 2002) , the number of regional employees (Deyle & Grupp, 2005) , the number of R&D employees (Fritsch, 2003) , R&D employees in combination with the level of highly qualified employees in a region (Broekel, 2012) , and a wide set of regional factors including R&D employees (Chen & Guan, 2011) .
For this reason we follow this approach labeled by (Brenner & Broekel, 2011, p. 24-25) . 3 The resulting measure can ``be regarded as an indication of the quality, particularly the efficiency and workability of the … regional, or industry-specific innovation system'' (Fritsch, 2003, p. 85) . Of course, regions are not innovative -the R&D generators located within a region are the creative actors. Their aggregated productivity/efficiency constitutes a region's innovation efficiency. This efficiency may be impacted by a wide range of regional factors such as urbanization economies, knowledge spillover, the presence of universities, regional cooperation intensity, etc. (Fritsch & Slavtchev, 2011; Broekel, 2012) .
Global vs. industry-specific measures
Straightforward as the estimation of R&D employees' innovation efficiency approach appears to be, there are still different ways in which this efficiency can be measured. Most importantly, this concerns the choice of the measure's industrial dimension: shall it cover the entire regional economy (global approach) or is it to be estimated with respect to a specific sector/industry (industry-specific approach)? This is not just a theoretical question but also matters in terms of empirical results and potential political conclusions.
Differences between the two approaches are caused by industries varying to a considerable extent in terms of their innovation intensity (Pavitt, 1984; Arundel & Kabla, 1998; Malerba et al., 2000) . Industry-specific regional innovation efficiency measures take this explicitly into account by establishing the relation between input factors and innovative output separately for each industry (see Broekel, 2012 for such an approach). Since interindustrial variations in innovation activities also tend to correlate with the reliability of common approximations for innovations (e.g. patents), industry-specific measures will yield more precise and informative results than approaches that do not model such differences explicitly. For example, a region might show low regional innovation efficiency when estimated in a global approach only because the structure of its industry is dominated by industries with comparatively low innovation efficiencies.
However, industry-specific measures have their flaws as well. First of all, they usually require a higher quality of data, in particular with respect to the matching of innovative output to considered input factors that are frequently differently organized (e.g., NACE for employment and IPC for patents).
Secondly, the researcher has to decide about what the appropriate level of industrial aggregation is, i.e. how can industries be defined in a meaningful way? The decision usually involves many trade-offs implying that this question can seldom be answered in a completely satisfactory way.
Thirdly, estimating innovation efficiency in an industry-specific manner naturally results in an innovation efficiency index that applies only to one industry. However, interest will commonly be focused upon the performance of the entire region. Accordingly, to get a picture of an entire region's situation when using industry-specific measures one has to look at multiple measures, with the number of measures being determined by the number of industries separately investigated. To evaluate the global innovation efficiency of a region, these would need to be aggregated into a single index, which again involves trade-offs and information losses.
Despite these theoretical and practical differences, it is often data availability that determines what measure is being used. This implies that if industry-specific data are available, an industry-specific approach is chosen because of its higher scientific precision (cf. . This paper aims at presenting a methodology that provides a convenient and scientifically sound way of estimating a global regional innovation efficiency measure and minimizes the potential bias induced by variations in a region's industrial structure. At the same time, it is decomposable into industry-specific measures that are little influenced by matching procedures between input factors and innovative output data. Accordingly, this methodology combines the advantages of both approaches.
An empirical challenge and shared-inputs
When constructing industry-specific innovation efficiency measures, the industryspecific input factors are matched to the industry-specific innovative output. The level to which the quantities of input factors dedicated to the generation of a particular innovation are unknown determines the extent to which this is problematic. Frequently, even firms themselves do not exactly know how many R&D resources, e.g. laboratories, R&D staff, etc., are utilized in R&D activities related to a particular innovation. In the context of regional innovation efficiency this implies that even if data are available for industry-specific inputfactors (R&D employment) and innovative output (patents) these numbers are (even at the firm and plant level) rough approximations. Moreover, at the regional level usually only regions' (aggregated) patent and R&D employment portfolios are observed. While the former is organized according to technologies, i.e. patents are classified by the international patent classification (IPC), some sort of economic sector classification organizes employment data (in Europe this is the NACE). 4 Hence, we are dealing with two empirical problems. The first is the unobserved resource allocation: it is unknown to what extent regional innovation generators of a particular industry (NACE-code) dedicate their resources to R&D in a particular technology (patent IPC-code). Second, and this is what we are interested in, the efficiency with which these resources are then transformed into innovative output is not observed (unknown efficiency). Accordingly, the unobserved resource allocation blurs the efficiency estimate.
For this reason, approximated matching concordances are employed, such as the one proposed by Schmoch et al. (2003) . This additionally introduces severe (and unknown) biases into the estimation.
As we pointed out above, innovations (and patents for that matter) in different technologies vary considerably in their structure and in the resources needed for their realization (cf. Malerba & Orsenigo, 1993) . When this differentiation is applied to the innovative output (e.g., patents per IPC-code), we are facing a so-called shared-resource, or shared-input factor problem because we do not know the exact allocation of R&D employees in the various industries among technologies. In the following section we will propose an empirical approach designed to overcome this problem.
Empirical approach
Data Envelopment Analysis
The suggested approach builds upon the Data Envelopment Analysis (DEA) methodology, which is very popular in the Operations Research and Management Science literature where it was originally developed by Farrell (1957) and further popularized by Charnes et al. (1978) .
In essence, DEA is a non-parametric efficiency measurement technique that estimates the efficiency of n (j=1,…,n) units, which use certain levels of p different inputs Before concluding this section, note that we argued for disaggregating the innovative output into multiple technologies to take the technology-specificity of regional innovation efficiency into account. By way of contrast, there is only a single, but shared, input 'R&D employment'' because we don't know its exact distribution across the technologies. This implies that in this set-up the traditional DEA-estimate will mix the unknown allocation of R&D employment with the unknown efficiency distribution.
Shared input DEA-analysis
The standard DEA-model can be adapted so that the focus will be on the estimation of partial innovation efficiency scores. The basic question to be addressed is: "how should one split the shared input factor 'R&D employment' between the several technologies in the DEA model?".
The solution proposed is to determine the distribution of the shared factor input among the different technologies (output dimensions) endogenously, which is similar to the definition of the input factor and innovative output weights in the traditional DEA-model. For this we make use of the shared input DEA-model, which is based on the contributions of, among others, Beasley (1995) and Cook et al. (2000 Cook et al. ( , 2004 . In essence, it adapts the basic DEA- e is the global innovation efficiency score for the evaluated region k; k ,r α the DEA-estimated input factor shares, that is to say, the DEA-estimated shares of R&D employment across all technologies for the evaluated region k . The assumption is that all R&D employment is accounted for by the considered technologies:
As with the input factor and innovative output weights, the shared input DEA-model determines the R&D employment shares for the evaluated region such that the global innovation efficiency score a k e is optimal. As noted by Beasley (1995) in a different context, the advantage of letting the DEA-model decide on the input factor shares is that there is no need to determine an a priori distribution of the shared-input factor across the technologies. Clearly, in the context of ambiguity concerning the true R&D employment distribution, this feature is an advantage (or at least, an appealing second-best route).
Restricting the employment shares
The shared input DEA-model as in ( ) ( ) 
Measuring innovation efficiency change
To measure the change in innovation efficiency, we employ the Malmquist Productivity Index (MPI, hereafter). This frontier method was originally introduced by Malmquist (1953) and further popularized by, among others, Färe et al. (1994 Färe et al. ( , 1998 A CU-value above one indicates progress in a region's innovation efficiency relative to the benchmark regions between the two periods due to own effort, while the opposite interpretation holds for k CU -values below one. In the same vein, values for the environmental change-component above (below) one imply that the general innovation environment has improved (worsened), i.e. it generally takes fewer input factors to create the same quantity of innovative output.
Two components of the innovation efficiency change may move in opposite directions. For instance, an increase (decrease) in innovation efficiency may be observed because of an improvement in a region's own efforts even if there is simultaneously a less (more) favorable general innovation environment than in the original period.
Robust efficiency analysis
An important drawback of the non-parametric DEA-model and MPI-approach is their sensitivity to the influences of outliers and measurement errors (or other data irregularities).
This dependency results from two features: the deterministic nature of the DEA-model by which efficiency scores are taken to be perfect reflections of actual efficiency without considering the potential for any noise or other irregularities in the data. In addition, the inputoutput combinations of all regions are considered in the computation of each region's efficiency.
To overcome this drawback, the DEA-model and the MPI-analysis are adjusted to the insights of the robust order-m efficiency model of Cazals et al. (2002) . Without going into detail, this approach models the transformation of inputs into outputs as a stochastic process and evaluates a region's output level (output-orientation) against the expected maximal value of output achieved by regions with equal or lower input levels. This considerably minimizes a single region's impact on the evaluations of other regions and hence the potential influence of statistical noise. In practice, Cazals et al. (2002) propose a Monte Carlo simulation approach in which each region's efficiency is estimated in a large number of DEA-based computation rounds (in casu, 1,000 rounds) in each of which its innovation efficiency is evaluated relative to a subsample of m randomly selected regions with equal or fewer inputs levels. 
Data on regional input factors and innovative output
The robust innovation efficiency estimate is then computed as the average innovation efficiency score defined over the rounds (see Daraio & Simar (2007) for a detailed discussion on robust efficiency analyses and the role of the parameter m).
The 150 German labor market regions as defined by Eckey et al. (2006) are chosen as units of analysis because they seem to fit best the theoretical arguments for a regional dimension of innovation processes (Broekel & Binder, 2007) .
As is common in this type of research, regions' innovative output is approximated by patent applications. 8 We obtain data on R&D employees from the German labor market statistics. to regionalize the patent data, i.e. each patent is assigned to the labor market region where its inventor is located. In the event that a patent is developed by multiple inventors located in different regions, it is equally assigned to each region.
The shared-input DEA implies that it is sufficient to consider the technologyspecificity exclusively in the definition of the innovative output. On the input side we treat total R&D employment as shared-input, i.e. a single variable. We nevertheless make the two data sources comparable for three reasons. Firstly, the IPC captures the technological dimension of patented inventions while we are actually more interested in industryspecificities (i.e. the differentiation on the input side). Secondly, in order to evaluate the shared-input DEA-model it is useful to construct some industry-specific measures that require a matching of patent and employment data. Thirdly, we argued above that the quality of the shared-input DEA results greatly improves when upper and lower bounds for R&D 7 We use 50 m = . Sensitivity analysis points out that the results are relatively robust with respect to alternative choices of value of m (i.e., we also considered m -values of 20, 30, 40, 60, 70, 80, 90, and 100) . The outcomes of the DEA-models and the MPI-analysis based on other values of m are available upon request. 8 We acknowledge that patents capture inventions rather than innovation. However, in order to stay consistent with the literature we will use the term "innovation". employment shares (respectively the r a -and r b -values as described in Section 3.3) for each technology (i.e. each dimension of the output variable) are specified. This is easily possible when total R&D employment is disaggregated according to the same dimensions as the innovative output.
For these three reasons, we employ the "standard" concordance developed by Schmoch et al. (2003) that relates the 3-digit NACE-classification of the R&D employees and the patents organized by IPC codes. Note that by making the input and output dimensions comparable in this way, we actually transform our original technology-specific innovation efficiency measure into an industry-specific measure. We therefore use the latter in the remainder of the paper.
The conversion results in 43 industries 9 for which corresponding R&D employment and patent data are estimated for each of the 150 German labor market regions. This means that we have 43 different innovative outputs, which correspond to the patent counts of regional organizations in the 43 industries. These are related to the total R&D employment numbers in the shared input data. However, in order to specify the upper and lower bounds for R&D employment shares in each of the 43 industries, we estimated for each region the 43 shares of industry-specific R&D employment. Subsequently, the minimum level of (maximum) employment shares across all regions for each industry is used as global lower (upper) bound for the respective industry in the shared-input DEA-estimations. For example, for the industry I9 (basic chemicals), the estimated minimum and maximum shares suggest that the optimal R&D employment share should be situated between 0.1% and 46.18%.
Empirical results
Evaluating the efficiency measure
Correlation with ratio measure
In order to put the results of the shared-input DEA-model, which are denoted with EFF in the following, into perspective, they are compared to the simplest type of "innovation efficiency measure", namely the ratio between a region's total patent output and the total number of regional R&D employees. The ratio measure represents the weighted average of The ratio is chosen as a benchmark as it strongly relates to the industrial structure of a region.
Figure 1.
11 Accordingly, the two measures are relatively similar, which seemingly signals a relatively weak impact of regions' industry structures on their global innovation efficiency. It is, however, important to keep in mind that there are just two scenarios in which the two measures can be expected to yield very large differences. In the first one, the ratio measure will underestimate regions' global innovation efficiency if they are dominated by industries with low patent intensities, but which are (relatively) highly innovation efficient (underestimation scenario). In the second scenario, regions' innovation efficiency will be overestimated by the ratio if they are dominated by patent intensive industries that are (relatively) innovation inefficient in comparison to other regions (overestimation scenario). In any other than these two scenarios, the two measures are likely to produce similar efficiency rankings of regions. While these two scenarios are not very common, they represent a considerable number of cases, which is indicated by the two measures' correlation remaining well below one. In this respect, it is also important to point out that the likelihood of observing one of the two scenarios is subject to the disaggregation of the input and output dimension. It is generally less likely that one will observe regions being dominated by an industry when the industrial dimension is strongly disaggregated, i.e. when the average relative size of industries is smaller. Reducing the dimensionality on the innovative output side, i.e. disaggregating the patents into fewer industries, tends to decreases the correlation between ratio and efficiency measure. This is related to the general tendency of weighting schemes to lose their importance when the number of weighted items increases (Wang & Stanley, 1970) .
The disaggregation of the innovative output (and innovation input) also relates to a problem, which in its extreme is known as "sparsity bias" (Pedraja-Chaparro et al., 1999, p. 638) . A growing dimensionality of the input-output space tends to decrease the number of regions that are comparable with another particular region, i.e. that may serve as benchmarks.
This in turn will increase the regions' efficiency levels. A lower input-output dimensionality will accordingly allow the efficiency analysis to be more discriminating, which is likely to further reduce the correlation with the ratio measure. When applying the presented method, researchers therefore face a trade-off between the degree of industrial disaggregation and the extent with which the industrial structure influences the empirical results.
In summary, the relatively large correlation between the efficiency estimates and the ratio measure are explained by the chosen disaggregation of the innovative output (43 industries), the comparatively small sample size (150 regions), and the relative rareness of regions being highly specialized in industries with high (low) patent intensities but regionally low (high) innovation efficiencies.
The correlation in the levels of innovation efficiency translates into a significant, however comparatively smaller, correlation in their rates of change. The rank-correlation between the relative change in the ratio measure and the change of EFF between the two periods is R S =0.71***. Hence, the average difference between the two approaches' results is more severe in the dynamic perspective than when looking at one particular time period.
Comparison of individual cases
While being strong, the correlation between the two measures is far from the maximum value of one and hence there are considerable differences between the two. These are highlighted in the following on the basis of particular illustrative cases. Table 3 ). Hence, Rottweil is strongly specialized in industries with low patent to R&D employment ratios. It is therefore strongly discriminated against when measured according to the simple ratio analysis. Our With a ratio of 0.169 it is among the top-ten German regions (rank 8). However, when taking its industrial structure into account it drops to rank 30 in the innovation efficiency ranking with a value of 97.04%. Hence, the difference is again marked with 22 ranks. However, in contrast to Rottweil, Darmstadt benefits from its industrial structure in the ratio estimation.
About 43% of its patent outputs are attributed to industries I12 (pharmaceuticals) with 29%
and I9 (basic chemicals) with 13%. These are the top-two industries in terms of patents to R&D employment ratios (I12: 0.545 and I9: 0.326).
Besides these two regions a great number of similar examples exist in the period 1999- These examples and the mean difference between regions' ranks according to the two measures, which amounts to approximately 16 positions in both periods, highlight the fact that ignoring the industrial structure can be very misleading when measuring regions' innovation efficiency.
Regions' size and innovation efficiency
Another important quality aspect of a measure of regional innovation efficiency is its uncorrelatedness to regions' size. Table 1 (2004) (2005) (2006) (2007) (2008) . The efficiency measure is also doing a much better job of controlling for regions' size than the ratio measure for which the corresponding correlations amount to R S = 0.52*** in 1999-2003 and 2004-2008. 1999-2003 2004-2008 In summary, we find that the proposed efficiency measures yield results of significantly higher quality than a simple ratio approach. This is shown particularly when evaluated regions are highly specialized in industries with very low or very high patent intensities. Accordingly, it is superior to most existing measures and allows for a scientifically reliable evaluation of regions' innovation efficiency.
The innovation efficiency of German regions
The mean efficiency is 71.43% in 1999-2003 and 70.89% in 2004-2008 . The median is 52. 9% and 51.09% in 1999-2003 and 2004-2008 , respectively, illustrating a left-skewed distribution, which is visualized in Figure 2 . The obtained mean values are substantially larger than comparable scores reported in Broekel (2010) that range between 15 and 50.5.
13 13 The mean values of regional innovation efficiency reported in Broekel (2010) for different industries are actually 1.98, 2.34, 3.72, and 6.7. They need to be converted with 1/x*100% to become comparable to the values reported in the present paper.
Accordingly, regions' overall efficiency is higher than comparable estimates of Broekel (2010) . The difference may in part be explained by the inflation of Broekel's efficiency scores due to some very extreme input / output combinations in his data that are caused by his purely industry-specific estimation approach. 1999-2003: 48.61%; 2003-2008: 46 .44%) highlights that there is substantial potential for increasing regions' innovation efficiency in Germany.
We report the top fifteen innovation efficient regions in Table 1 . GarmischPartenkirchen holds the top spot in both periods. Garmisch-Partenkirchen is highly efficient in a number of industries (11) with industries I4 (wearing apparel) and I6 (wood production)
particularly obtaining dominating weights in the estimation. The region's outstanding performance is, however, explained by the fact that it has the largest number of efficient industries (EFF >= 100) in both periods (1999-2003: 9; 2004-2008: 16) .
In 1999-2003, just 24 regions (23 in 2004-2008) are characterized by more than one innovation efficient industry, with the mean number of efficient industries per region being 3. 5 (3.8 in 2004-2008) . These figures underline the fact that outstanding innovation efficiency is by and large related to regions being highly efficient in a small number of industries.
Aachen and Jena, which hold the top spots for the most innovation efficient regions among regions with more than average patent output, are interesting cases. Both regions' good innovation efficiencies come from being efficient in multiple industries. Aachen particularly profits from excellent innovation efficiencies in industry I27 (office machinery and computers), I30 (accumulators, battery), I34 (signal transmission, telecommunications).
In Jena, industries I36 (medical equipment), I37 (measuring instruments), and particularly I39
(optical instruments) explain its outstanding performance. All these industries represent wellknown strengths of the particular regions, as exemplified by the relevance of the optical instruments industry in Jena with the headquarters of ZEISS and Jenoptik being located there.
The three cases of Garmisch-Partenkirchen, Aachen, and Jena confirm the idea that excellence in just one industry is not enough to achieve outstanding innovation efficiency. It takes a number of (potentially related) industries to boost a regions' performance (cf. Cooke et al., 1997; Frenken et al., 2007) .
Figure 3: Geographic distribution of regional innovation efficiency
The maps in Figure 3 show the spatial distribution of regional innovation efficiency.
While the visual inspection does not suggest the generally lower innovation efficiency of East
German regions as reported in Fritsch & Slavtchev (2008) and Broekel (2012) We therefore confirm previous findings in the literature concerning the existence of an innovativeness gap between the two parts of
Germany, which not only shows in absolute patent numbers but also in terms of efficient innovation generation. We also show that the inefficiency of East German regions cannot be attributed solely to the presence of unfavorable industrial structures.
The second impression derived from the maps in Figure 3 
Temporal dynamics of regional innovation efficiency
We thus find regional innovation efficiency to be significantly spatially (rank-) autocorrelated.
The two innovation efficiency measures computed for the regions for the periods 1999-2003 and 2004-2008 show similar patterns. Their correlation is, however, just 0.87***, which suggests that some regions improved and others declined in innovation efficiency.
We argued above that temporal change in innovation efficiency can be disaggregated The second component of innovation efficiency change reflects whether a region is able to catch up to its contemporaneous comparison regions. Table 2 lists the top fifteen regions that were able to catch up. The region of Prignitz holds the top spot with a CU-value of 23.67.
It clearly represents an extreme value caused by its very low level of output making extreme growth rates more likely (output rank: 148 in 1999-2003) . This pattern of regions with low levels of output growing more in terms of efficiency than regions with large output values dominates i.e. the number of R&D employees, remained more or less the same.
In addition to the regions' level of innovative output, the level of innovation efficiency is another factor that does not predict growth in innovation efficiency well. The relevant correlation is R = -0.09 (rank correlation: R S = -0.14* 
Conclusion
In the paper we proposed the use of a recently developed method to estimate regions' innovation efficiency: namely the robust shared-input Data Envelopment Analysis. We argued that this method is particularly advantageous when analyzing regional innovation efficiency using employment data to approximate input factors and patent numbers as proxies for innovative output, i.e. in the scenario most common in this type of literature.
Amongst the more obvious advantages of the method are the sparsity of theoretical and empirical assumptions and the requirement of using only publicly available data, while it still allows for considering differences in regions' industrial structures in the estimation. As We illustrated the usefulness of the method by investigating the innovation efficiency of German labor market regions in two periods, 1999-2003 and 2004-2008 . Summarizing the empirical findings of our analysis, we firstly showed that there is considerable variance in regional innovation efficiencies among German regions, which cannot exclusively be explained by the location of innovation intensive industries. Garmisch-Partenkirchen was identified as Germany's most innovation efficient region. Aachen and Jena represent the top performers among regions with more than average absolute patent output. All these regions are characterized by being innovation efficient in multiple industries. We moreover confirmed the existence of a gap in innovation efficiency between East and West German regions in both periods. The comparison of the two time periods reveals that this gap persists and that on average no significant signs of convergence in terms of innovation efficiency are observable.
Despite the method's advantages and interesting empirical findings, a number of issues need to be put into perspective. Most importantly, in order to construct an innovation efficiency measure that takes into account regions' industrial structures, the method principally is applicable when information on industry (or technology) structures is exclusively available for the innovative output and not for the input factors. In the case of patent data, such information is publicly available. It is the matching of these industry/technology-specific patent numbers to the relevant industry/technology-specific employment numbers that is either unavailable or comes in the form of approximate associations. In both cases, the matching introduces significant inaccuracies into the empirical results obtained by traditional approaches designed to assess regions' innovation performance.
We showed that such matching procedures become almost obsolete when using the shared-input DEA-model. However, while the method requires very limited information on the matching of patents and employment, it cannot do entirely without it. In order to obtain useful results, we employed information on the maximum and minimum regional share of R&D employees in each industry observed across all regions in order to specify restrictions on the employment shares in the DEA-computations. Alternative approaches designed to define restrictions when lacking such information are yet to be explored.
The employed method can also be extended by means of using conditional efficiency approaches (cf., Daraio & Simar, 2007) . These allow for nonparametrical consideration of external factors that may additionally alter regions' innovation efficiency (e.g., regional degrees of urbanization or specialization).
In addition to further methodological advances, the empirical specification of regional innovation efficiency remains an issue deserving more research. So far, the innovative output has been exclusively calculated by using patent data, which gives a restricted picture of organizations' innovative output. In the future, other forms of quantifiable innovation indicators should be considered. Academic publications are obvious candidates, although information on industry-specific shares of new and improved products is also desirable. A similar approach applies to the input side. While the argument has been made that R&D employees are the most important input into innovation processes, other inputs cannot be easily ignored. Financial and non-employment related assets (laboratories, equipment, etc.) are most important in this respect. Due to missing data they are widely ignored. Accordingly, the present study is just one further step in the direction of an academically sound and practically meaningful measure of regional innovation efficiency. 
