During operation, the mating surfaces of a metal-to-metal seal typically undergo significant plastic deformation, which in turn can have beneficial effect on its performance. In previous studies, it has, for instance, been shown that plastic deformation can provide for better sealing during unloading. Those studies did, however, only consider flow through unrealistically small domains. Therefore, it is possible that this might be a size effect, which would not be apparent in a real situation with a much larger domain. In this paper, we develop a model which can handle real-sized seal domains at the same time as fine details of the surface topography. More precisely, we construct a two-scale model, in which the global scale represents the seal domain and where the influence of the fine details at the local scale are represented by a stochastic element. By means of this stochastic two-scale model, we show that the beneficial effect associated with the plastic deformation persists also when real-sized seal domains are considered.
Introduction
The metal-to-metal seal is an example of an application in which the performance is highly influenced by the evolution of the surface topography and, in particular, by the plastic deformation occurring during loading cycles. Kadin et al. 1 presented numerical simulation results showing that plastic deformation leads to a more intimate contact between the surfaces and this may improve the sealing performance. Experimental evidence supporting this can be found in the results by Murtagian et al. 2 Despite this, little is known about the mechanism through which plastic deformation affects the leakage. Therefore, a study of the effect of plastic deformation on sealing performance was undertaken by the present authors in Pe´rez-Ra`fols et al. 3 That study lead to an interesting observation: after loading the seal up to a certain applied load, one could reduce substantially the applied load without observing any significant increase in leakage. This is relevant to the robustness of the metal-to-metal seal, as it gives an indication of the amount of load a seal can lose before it fails. The main limitation of the work in Pe´rez-Ra`fols et al. 3 is that it considers unrealistically small domains.
In this work, we attempt to answer the question: will this behaviour still be prevalent when a domain large enough to cover the size of a realistic seal is considered? To this end, we extend the model presented by Pe´rez-Ra`fols et al. 4 to allow for studying the contact mechanics and leakage of seals during unloading as well. As in Pe´rez-Ra`fols et al., 4 the present model couples a classical two-scale type of formulation with an explicit consideration to the stochastic nature of the roughness at the local scale. A novelty is a stochastic construction for the permeability, which considers the complete loadingunloading cycle.
The rest of the paper is organised as follows. First, a fully deterministic model (in opposition to a twoscale model) is introduced to serve as a reference. Then, the two-scale model is presented in the following section and its accuracy is evaluated in the Appendix. In 'The two-scale stochastic model' section, the two-scale stochastic model is presented and, in 'Results and discussion' section, the model is used to answer the question posed.
The deterministic model
A deterministic model is used to assess the accuracy and validity of the outcome of the stochastic two-scale model, which is the main development in this paper. This deterministic model is based on the one presented in Sahlin et al. 5 and later in Pe´rez-Ra`fols et al. 3 It is, therefore, only briefly summarised here. In this work, we assume that the deformation caused by fluid-structure interaction is small as compared to the deformation caused by direct mechanical contact between the two surfaces. It follows from this assumption that it is possible to separate the model into two distinct physics, i.e.
A contact mechanics model to determine the
elasto-plastic deformation due to a total applied load W, and the elastic spring back when releasing the load. In what follows in this section, we present the contact mechanics model, then we explain how unloading is modelled and finally we present the fluid flow model. The same rectangular solution domain, X, defined as
will be used when comparing the different models. For the discretisation of the deterministic model, a uniform rectangular mesh with N 1 Â N 2 elements of size Áx 1 Â Áx 2 is adopted. The coordinate for the node x 1o , x 2p À Á is thus given by x 1o ¼ oÁx 1 and
The contact mechanics model
The contact mechanics model utilised here is the same as the one presented in Sahlin et al. 5 Therefore, only a summary of the model will be given. The model assumes that the behaviour of the surface can be described by a half-space in which friction is neglected. We can thus utilise the Boussinesq solution to model the relation between the contact pressure and the elastic deformation. Moreover, a linear elastic perfectly plastic material model is adopted. More precisely, when the contact pressure at a certain point exceeds the hardness of the softer material, H, the point floats at the surface and the pressure remains equal to the hardness. The hardness of the material is taken as 2.8 times the yield limit, see Johnson. 6 The desired output for the contact mechanics model (in the context of this work) is the gap between the deformed surfaces, h, defined as
where g 00 is the rigid body separation, h 1 is the undeformed gap between the contacting surfaces and u e and u p are the elastic and plastic deformations, respectively. According to the Boussinesq solution, the elastic part of the deformation (u e ) is computed from the contact pressure, p c , as deformation, this behaviour is actually not far from reality, as observed in Kadin et al. 7 This observation allows us to use (5) for both loading and unloading. During loading, the original gap (h 1 ) is used when defining the deformed gap (h) in (2) . For the unloading, u p is set to u max p , which is the plastic deformation occurred at the maximum load reached before unloading started. Notice that despite plasticity is included in the model, no extra plastic deformation besides u max p will occur during unloading. The same will then apply to any subsequent reloading up to the maximum load reached during the previous loading cycle.
The fluid flow model
In this section, we present the model for the flow through the rough aperture between the deformed surfaces (h). This is a Reynolds equation based model that can be applied to study the flow situations for which the classical thin film assumptions are valid. If the fluid is Newtonian, incompressible and iso-viscous, it can be expressed as
where p f is the fluid pressure. For convenience in the later derivation, p f is considered dimensionless (the pressure is scaled by the pressure drop, ÁP, between the inlet and the outlet of the seal). This particular form of the Reynolds equation is solved together with periodic boundary conditions in x 2 -direction and unitary pressure drop in x 1 -direction, i.e.
Note that the unitary pressure drop comes from the non-dimensionalisation of p f . In order to obtain the solution for a particular case, one simply needs to scale the non-dimensional pressure, p f with ÁP.
Once (7) has been solved for the fluid pressure, p f , the leakage, Q d , can be computed. In general, the leakage equals the mass flow integrated over the outlet boundary. However, due to the periodicity imposed in x 2 -direction, the leakage can also be evaluated as the mass flow integrated over the whole domain, i.e.
This turns out to be a better option for the numerical evaluation since the pressure gradient at the boundary is close to zero and the numerical error would thus be greater if the integration would be carried out over the outlet boundary only. In (11) , g is the (constant) dynamic viscosity of the fluid.
The two-scale model
The two-scale model presented in this work is based on the same ideas as the model presented in Pe´rez-Ra`fols et al. 4 Therefore, detailed explanations will only be given when the two models differ from each other.
When presenting the two-scale model, we will follow the same structure we used to present the deterministic model. This means that we will first present the two-scale formulation of the contact mechanics model, then we will discuss the particularities of the modelling of loading and unloading when two scales are considered and finally we will present the twoscale formulation of the flow model. A schematic illustration of the outcome of a numerical simulation, obtained by means of the suggested two-scale model, the two-scale model is shown in Figure 1 .
The two-scale contact mechanics model
The two-scale contact mechanics model is built upon two main assumptions, i.e. (i) using a low-pass filtered surface as an input for the deterministic contact mechanics model permits obtaining a (sufficiently accurate) coarse representation of the global-scale distributions of contact pressure and average separation, and (ii) the local and global scales can be coupled by approximating the nominal contact pressure and average separation at the local-scale by the global scale pressure " p c and separation " h. The latter assumption requires that the deformation caused by the pressure in the surrounding area only have a marginal influence on the shape of the local-scale topography. In Pe´rez-Ra`fols et al., 4 these two assumptions were justified by applying a Gaussian filter to the equations governing the contact mechanics problem and by invoking St. Vennant's principle. In this work, a numerical justification of the two-scale contact mechanics model is given in the Appendix.
Based on the two previous assumptions, the twoscale contact mechanics model can be built following the steps, summarised in Figure 2 . We start with a large measurement, which has been processed to avoid any artefact coming from the measurement. The height data are represented on a fine grid with N 1 Â N 2 elements of size Áx 1 Â Áx 2 (the grey grid in Figure 3 ). These height data are then filtered using a low-pass filter with a sharp cutoff at a frequency ! c . Once filtered, these height data are interpolated onto a coarser grid, with grid nodes ð f Figure 3 ). We here define a coarsening factor
The coarser grid has thus N 1 =c Â N 2 =c elements. We can now choose ! c ¼ 2=ð8ÁXÞ ¼ ð2=ð8cÁxÞ). According to previous studies, 8 this choice permits obtaining meaningful output from the contact mechanics model. The deterministic contact mechanics model is used to obtain coarse grid representation of the contact pressurep c ¼p c f X 1k , f X 2l and the separatioñ h ¼h f X 1k , f X 2l . Then, these coarse representation of contact pressure and separation are use to obtain representations on an even coarser grid ðX 1i , X 2j Þ, where X 1i ¼ iÁX 1 and X 2j ¼ jÁX 2 (see red grid in Figure 2 ). This is done by assigning to each point ðX 1i , X 2j Þ a nominal pressure, " p c , which is the average of the pressures,p c at the surrounding nodes ð f X 1k , f X 2l Þ. Similarly, an average separation " h is defined. More precisely, the average is done over the local-scale domains ! 1 iþ1=2,j and ! 2 i,jþ1=2 , around each pair of points ½ðX 1i , X 2j Þ, ðX 1iþ1 , X 2j Þ and ½ðX 1i , X 2j Þ, ðX 1i , X 2jþ1 Þ, respectively,
For clarity, these two domains are depicted in Figure 3 . The reason for the particular choice of domains will be apparent in 'The two-scale flow model' section when discussing the two-scale flow model.
We can now solve the problem at the local scale using these domains following the procedure summarised in Figure 2 . The contact mechanics model can be used to obtain the local-scale distributions of h and p c on the local-scale domains ! 1 iþ1=2,j and ! 2 i,jþ1=2 . The inputs to the local-scale problems are the material parameters E i , i and H, the undeformed gap between the contacting surfaces h 1 . In order to decouple the solutions on the global and local scale, we solve for h and p c for a wide range of nominal pressures " p c , corresponding to a wide range of separations " h. Then, the results for the particular value of " p c obtained from the global scale solution, the result can be obtained via interpolation.
Loading and unloading in the two-scales model
The plastic deformation at both the local and global scales is accounted for in the same way as in the deterministic model (i.e. as described in 'Loading and unloading' section). However, since the plastic deformation is considered only point-wise, i.e. by assuming that for each point for which p c x ð Þ ¼ H 'float' to the contact surface, one can argue that the model only considers plastic deformations at frequencies of the order of Áx only. This implies that the plastic deformation predicted to occur at the global scale, in the two-scale model, will have another (lower) frequency than the plastic deformation predicted by the deterministic model. Together with the high frequency contribution to plastic deformation taking place at the local scale, one can argue that the two-scale model represents a more realistic plastic behaviour than the deterministic one. Nevertheless, we show in 'Justification of the two-scale contact mechanics model' section in the Appendix that the plastic deformation is small at the global-scale, which means that the results coming from the deterministic-and the two-scale model are comparable. Note that this is an implicit requirement for using the deterministic model as a reference representation of the contact mechanics in metal-to-metal seals.
The two-scale flow model
The two-scale flow model is constructed following the Heterogeneous Multi-scale Method (HMM) approach. In Engquist et al., 9 a comprehensive review of the method is given and in de Boer et al., 10, 11 it is applied to a related fluid flow problem including fluid structure interaction. The construction is based on the fundamental fact that the Reynolds equation is a mass flow continuity equation. Accordingly, in a discrete form, the global scale flow is described by imposing mass balance at each global-scale point ðX 1i , X 2j Þ (see the red grid in Figure 3 ). Indeed, let j ðX 1iþ1 , X 2j Þ and define other flows analogously. Mass balance at ðX 1i , X 2j Þ can then be expressed as
According to Darcy's law, the flow j iþ1=2,j is given by as
where k 1 iþ1=2,j is the permeability of the gap h on ! 1 iþ1=2,j in the X 1 -direction and
is the corresponding pressure difference. The other flows are computed in a similar manner. Now, in order to obtain the permeability, we use the fluid flow model at the corresponding local-scale domain. Therefore, we solve Reynolds equation (7) imposing a unitary pressure drop in the direction in which the permeability is computed and periodic boundaries in the direction perpendicular to it. This requires mirroring the local-scale representation of h. The choice of boundary conditions is not trivial, as it must be consistent with the definition of the global-scale model. For a more detailed discussion of the actual choice, the reader is referred to Pe´rez-Ra`fols et al. 4 Once the Reynolds equation is solved, the permeability, k 1 iþ1=2,j , can be computed as
Those readers more familiar with porous media literature will probably notice that the permeability presented here has units of m 3 instead of m 2 . This is because of the use of Reynolds equation, which simplifies the problem by integrating over the thin dimension. Once permeability is computed for all global-scale points, (13) can be solved for p f i,j and then the leakage Q 2s , which equals the total flow over the global-scale's domain's outlet boundary @ o , can be computed as
Note here that we have neglected the leakage in x 1 -direction caused by a pressure drop in x 2 -direction. For the specific surfaces studied in this work, this addition to the leakage is known to be small and this is an acceptable approximation.
The two-scale stochastic model
Once the two-scale model has been defined, we can use it to build a two-scale stochastic model that can be used to cover larger domains. Conceptually, the model is the same as the one presented in Pe´rez-Ra`fols et al. 4 In this work, we extend it to be able to asses seal performance during unloading.
In the two-scale model presented previously, the global domain is discretised into cells and the localscale model is used to compute the permeability for each of those cells. However, as any other roughness related parameter, the permeability exhibits the properties of a random variable, following a given distribution. In principle, this implies that any value of permeability is possible. However, in reality only a certain range of values have a reasonably high probability of occurring and we can make use of this fact when constructing a random permeability map based on data from a limited number of local-scale cells.
We will now describe the procedure followed here to obtain the total flow Q 2s , by means of the two-scale stochastic model. First, we generate random permeability maps k i in the X 1 -and X 2 -directions. Then we solve (13) for the pressure p f i,j and finally we can compute Q 2s by means of (17). In order to generate these permeability maps, we start by computing the pressure and separation distributions (p c andh) corresponding to the coarsened surface height data, i.e. using the grid points ð f X 1k , f X 2l Þ. The coarse grid pressure and separation distributions are then further coarsened into the points X 1i , X 2j À Á , and we obtain maps for nominal pressure ( " p c ) and average surface separation ( " h). These maps can then be extended to cover the whole global-scale domain, representing the full seal. This is done by extending the domain X by repetition. At this stage, long wavelength pressure variations, originating from e.g. out of flatness or out of roundness, can be added. Notice here that even when the pressure distribution is more or less constant at the global scale, the leakage through an extended domain can be different from the collective leakage through the individual domains that the extended one has been generated from. In Pe´rez-Ra`fols et al., 4 it was shown that the flow paths through an extended domain may cover larger distances in the circumferential direction that what would be permitted by a smaller sized domain. Once the maps for " p c and " h have been generated, they will be used to construct the random permeability maps.
In Pe´rez-Ra`fols et al., 4 the permeability maps were constructed by describing the permeability, k, as a log-normal distributed random variable, with the parameters of the distribution being dependent on " p c (or " h). There are two reasons for this not being appropriate in this case. The first one is that the larger number of local-scale cells, for this study, revealed that a lognormal distribution is not adequate to describe the variability of k. Note that the log-normal distribution was also ruled out in a recent related work 12 by Waseem et al. The second one relates to the aim of this work. With the pressure study, we investigate leakage and contact mechanics during unloading, and it is therefore necessary that the permeability at a given location and load is correlated with the permeability at the same location but at all loads within the cycle. That is, we want to simulate random realisations of load cycles and not of separate load cases, which was the case in previous study. 4 Doing otherwise might hide relevant information of the unloading process.
In the rest of this section, we will describe the behaviour of local-scale cells and how we apply this description to the construction of the permeability maps.
Local-scale behaviour and permeability map For instance, if we compare the blue (solid) and the purple (dotted) curves, we see a similar response at the initial stage of unloading but that the difference become larger as the unloading proceeds. The yellow (dashed) and orange (dot-dashed) depict a behaviour conceptually different than the blue and the purple, as they both exhibit zero permeability before the loading reaches 900 MPa.
Given the large variability of the local-scale cells' loading-unloading behaviour, it is clear that the permeability for every load in the loading-unloading cycle must be correlated with the permeability associated with all the other loads in the cycle. Otherwise, the resulting realisation would not show a physically representative behaviour.
In order to achieve the desired correlation, one would ideally describe the loading-unloading cycle at a local-scale level by means of a mathematical expression, and include the random variability of the parameters included in that expression. Unfortunately, there is no such expression available for the surfaces considered in this work, and developing one with physical meaning would be a matter of another study. Instead, the authors suggest a methodology related to the derivative of k i with respect to " p c (or " h). An overview of this methodology is depicted in Figure 5 .
In the following, the process for constructing the permeability maps for the loading part of the cycle will be detailed. The permeability map for the highest load in the loading cycle is randomised from an empirical cumulative density function, obtained from the localscale results for different values of " p c (or " h). With this as a starting point, the permeability increases when the load reduces (or as the separation increases). This increase in permeability follows the derivative of k i for a randomly chosen local-scale cell. In 'Justification of the two-scale contact mechanics model' section in the Appendix, we justify why this approach gives a more robust solution than starting at a low load. We found that, for higher loads, the relation between k i and " p c captures this increase better than the relation between k i and " h. As seen in Figure 6 , this is because, at higher loads, a very small change in h results in a large change in k i and Figure 5 . Flow chart of the algorithm for the stochastic realisations described in 'The two-scale stochastic model' section. The yellow boxes correspond to intermediate outputs. thus any error in h would change the results significantly. However, when the load approaches zero, the relation between k i and " h is the preferred one. Here we choose " p c ¼ 0:01H as a transition point for switching between the two relations. Numerically, it is more efficient to use the relation between log k i À Á and " p c (or " h) when calculating the derivative. The trapezoidal integration rule is then used to obtain the permeability increase for a given reduction of " p c or increase of " h. In the case when the randomised permeability value at the highest load is zero, we cannot directly follow this procedure. Instead, we select the value of " p c at which the permeability of the chosen local-scale cell first becomes positive as the starting point.
The permeability maps for the unloading part of the cycle are computed following the same procedure. When computing the unloading starting at a load W u , we start from the permeability map computed during the loading part at the load W ¼ W u . From there, the unloading curve is computed in the same manner as the loading part.
A final comment is made for when the separation is large. In such a case, the permeability approaches the asymptote " h 3 =12. This is shown in Figure 6 . In order to avoid unnecessary computations, it is convenient to set a threshold " h 0 above which the permeability is not computed randomly but defined as k i ¼ " h 3 =12 instead. According to the results presented in Figure 6 , one can safely choose " h 0 ¼ 5 lm, at least for the surfaces used in this study.
Results and discussion
The main goal of this work is to assess whether the beneficial effect associated with the plastic deformation, observed in Pe´rez-Ra`fols et al., 3 persists also when real-sized seal domains are considered. That is, the zone of more or less constant leakage, from the point when the unloading started, can be maintained during the release of a substantial part of the applied load. To test this hypothesis, we consider two different combinations of surfaces resulting in the two undeformed gaps (h 1 ), depicted in Figure 7 . The topography depicted on the left is the gap between a measured turned surface contacting a flat one, and the topography to the right is a computer generated self-affine fractal surface, also contacting a flat one. After measuring the turned surface, a sample consisting of 2000 Â 2000 points is selected. It is then low-passed filtered by truncation in the frequency domain. The reason to impose this low-pass filter is to ensure that even the shortest wavelength Figure 7 . The unreformed gap, h 1 , used for the evaluation of the two-scale model. On the left, corresponding to a turned surface (measured) against a flat one and, on the right, a self-affine fractal surface (generated) against a flat one. components are well resolved numerically. More precisely, as in Yastrebov et al., 8 we truncate frequencies higher than 1= 8Áx ð Þ, resulting in eight elements resolving the shortest wavelength. In order to avoid problems caused by the periodic boundary conditions imposed in x 2 -direction, we mirror the filtered topography.
The (periodic) self-affine fractal surface is generated using the algorithm described in Putignano et al. 13 It has a size 1 mm Â 1 mm, represented in a grid of size 2 12 Â 2 12 . It has an rms height of 1 lm, a lower cutoff frequency of 10=L and a higher cutoff frequency of 1= 8Áx ð Þ. Note that Áx is different for the two surfaces.
The
À3 % and a tolerance for the contact plane of 10 À10 m, see Sahlin et al. 5 for details. For the turned surface, we choose a local cell size of 132Áx Â 132Áx and a coarsening factor c ¼ 4. The local-scale cell size in the x 1 -direction is chosen to match (approximately) the turning grooves seen in Figure 7 , and then this size is also used in the x 2 -direction. For the fractal surface, the chosen localscale cell size is 128Áx Â 128Áx. The reader can find a justification of the validity of the model and of the particular choices for the cell size and the coarsening factor in the Appendix.
In order to assess the influence of the seal size, we construct several domains of size L 1 Â nL 2 (where L 2 is the size of the sampled surface in x 2 -direction). Notice that no extension in x 1 -direction is done, as the measured size is already large enough to be considered realistic. Figure 8 shows the leakage, Q 2s , for different domain sizes during loading and unloading. In all cases, the leakage is computed assuming unitary pressure drop and viscosity. It can be noticed how the mean value of the leakage does not change significantly when the domain size in x 2 -direction increases. On the other hand, the uncertainty reduces and this is consistent with the observation made in Pe´rez-Ra`fols et al. 4 for the loading case. In Figure 8 , the loading and several unloading curves are also shown. These results confirm the hypothesis that a zone of more or less constant leakage exists also when real-sized seal domains are considered. In Pe´rez-Ra`fols et al., 3 some of the cases studied presented a much more clear transition at which the rapid leakage increase starts. Despite that the results are consistent with the general trends observed. An explanation for this behaviour can be made using the concept of the critical constriction. That is, at sufficiently small total leakage, the pressure drop occurs over a small number of critical constrictions. Because of this, the leakage at high loads is controlled by local features regardless of the size of the domain.
Concluding remarks
The model presented by Pe´rez-Ra`fols et al. 4 was extended to allow for studying the contact mechanics and leakage of seals during loading and unloading. The present model couples a classical two-scale type of formulation with an explicit consideration to the stochastic nature of the roughness at the local scale. A novelty is a stochastic construction for the permeability, which considers the complete loading-unloading cycle. We have assessed the validity of the model and we conclude that it can provide for trustworthy predictions of leakage during loading and unloading of metal-tometal seals. Due to its two-scale stochastic nature, it is applicable for studying real-sized seal domains, returning the solution in reasonable times.
The presented model was used to test the hypothesis whether a zone of more or less constant leakage, which starts at the beginning of the unloading and persists during a substantial release of the load, can be observed. The results presented in this work support this hypothesis, which arose while studying the loading-unloading behaviour for small (local) seal domains in Pe´rez-Ra`fols et al. 3 specifically test the validity of the assumptions in 'The two-scale contact mechanics model' section, on which the two-scale contact mechanics model was built upon. In order to justify the feasibility of the twoscale model, we use the undeformed gaps depicted in Figure 7 and we use the input parameters we declared in 'Results and discussion' section. We start by justifying the two-scale contact mechanics model and then we compare the output of the two-scale model with that of the deterministic model. The two-scale fluid flow model has been justified previously, see e.g. literature, [14] [15] [16] and is therefore not elaborated upon here.
Justification of the two-scale contact mechanics model. In order to justify the two-scale contact mechanics model, we study how the two assumptions affect the solution in terms of pressure and separation.
The applicability of the first one is tested by computing the pressure and separation distribution in the grid points ð f X 1k , f X 2l Þ, using different amount of coarsening, i.e. coarsening factors c ¼ 2, 4, 8 and 16, and comparing the results with the uncoarsened case (coarsening factor c ¼ 1). Both the undeformed gaps shown in Figure 7 are used. For all the cases, the pressure and separation for the turned surface were averaged for local-scale cells of size 132Áx Â 132Áx. Correspondingly, a cell size of 128Áx Â 128Áx was used for the self-affine fractal surface. The results of this study are presented in Figure 9 , where we depict the difference between the results, in terms of " p c and " h, obtained for c ¼ 1 and the results obtained for the other coarsening factors. This is done for the whole set of local-scale for both the turned and the fractal surface and for six different loads during loading and unloading. It can be observed how the difference Figure 9 . Difference between the case with coarsening factor c ¼ 1 and each of the coarsening factors chosen for the comparison. The results corresponding to the turned surface are depicted in the upper part and the ones corresponding to the fractal surface are depicted in the lower part. To the left, the difference is defined in terms of contact pressure and to the right in terms of separation. In both cases, the difference is normalised by the value corresponding to c ¼ between the predictions increases when the undeformed gap is coarsened. Coarsening changes the ration between plastic and elastic deformation and this can have a substantial difference in the pressure distribution. Therefore, by reducing the coarsening factor, we can achieve a better prediction of " p c . This, however, requires a higher computational cost. An improvement on this prediction could also be achieved if a larger size of cell size would be used. Because of load balance, a higher pressure in one location must be compensated by a lower in another one. The larger the cell size becomes, the possibility is higher that these fluctuations lie in the same cell. A good balance is found when a coarsening factor of 4 is chosen, for which the majority of cells shows a difference smaller than 20%. Moreover, the insert in Figure 9 shows that the larger differences occur at the cells with smaller nominal pressure. It is likely that these cells have a minor influence on the total leakage. Note that this is the reason why better results are obtained if the permeability curves are computed from the maximum load, as described in 'Local-scale behaviour and permeability map' section.
The differences in the average separation are, in general, higher. This is because the filter causes a reduction (larger with higher coarsening factor) of the higher asperities and thus the average separation is heavily affected. For the case c ¼ 4, the difference is below 40% for the majority of the cells in the turned surface and below 10% for the majority of cells in the fractal surface. Since the total leakage is most affected by those cells with higher load and we only use "
h to obtain the permeability of those cells with lower load, this seemingly high difference is acceptable anyhow.
We will now address the validity of the second assumption. In order for the deformation caused by pressures in the surrounding area to have a negligible effect on the shape of the local-scale topography, it must be more or less constant over the cell. To test this, we use the solution of the deterministic model. From this solution, we can extract, for each cell, the deformation caused by pressures outside it and study how much it deviates from being constant. Figure 10 shows the results of this analysis, where the deviation from being constant is presented as the standard deviation normalised by the mean value of the total elastic deformation in the cell. For both the surfaces, the majority of the cells show less than 5% deviation. The deviation was also found to be higher for cells with small nominal pressure. This is because the average deformation on that cell is small. These results support the validity of the assumption. In our opinion, this is in support of the second assumption.
Comparison with the deterministic model. At this point, we have guaranteed that the assumptions made to construct the two-scale contact mechanics model are reasonable and introduce no artefact. Similarly, the assumptions concerning the two-scale fluid flow model have been evaluated elsewhere. [14] [15] [16] What is left to ensure, however, is that the full two-scale stochastic model give a sufficiently accurate result. To do so, the leakage predicted by the two-scale stochastic model is compared to the one obtained using the deterministic model, for the parameters specified in 'Results and discussion' section, see Figure 11 . One can see that the error introduced by the twoscale stochastic model is, at most, of the same order of magnitude as the uncertainty caused by the random nature of the topography. We conclude that the present model is sufficiently accurate to carry out the study presented in this work.
