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Abstract
We study the behaviour, for t → ∞, of the energy of the solutions to the Cauchy problem for some
strictly hyperbolic second order equations with coefficients very rapidly oscillating.
© 2006 Elsevier Inc. All rights reserved.
MSC: 35L15; 35B05
Keywords: Hyperbolic Cauchy problem; Oscillating coefficient; Energy estimates
1. Introduction
Let us consider the Cauchy problem in [0,+∞) × Rx{
∂2t u − a(t)∂2xu = 0,
u(0, x) = u0(x), ∂tu(0, x) = u1(x),
(1.1)
with Cauchy data u0 ∈ Hs(R), u1 ∈ Hs−1(R), s > 0, under the strict hyperbolicity assumption
0 < λ a(t)Λ. (1.2)
For sake of simplicity, we consider this model problem in one space dimension, but our argu-
ments can be immediately extended to the case x ∈ Rn, n 2.
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the Cauchy problem (1.1) is C∞ well-posed. More precisely, in this case we have well-posedness
in Sobolev spaces and for any given Cauchy data u0 ∈ Hs(R), u1 ∈ Hs−1(R) there is a unique
solution
u ∈ C([0,+∞);Hs(R))∩ C1([0,+∞);Hs−1(R)).
Moreover, denoting by
Es(u)(t) :=
∥∥u(t)∥∥2
Hs
+ ∥∥∂tu(t)∥∥2Hs−1, (1.3)
the solution u, for any T > 0, any s ∈ R and any t ∈ [0, T ], satisfies the estimate
Es(u)(t) Cs,T Es(u)(0), (1.4)
with Cs,T > 0 (see, e.g., [17, Chapter 9] or [15, Chapter 6]).
We remark that in all this paper the coefficient a(t) will always be a positive smooth function,
so that the corresponding Cauchy problems will be well-posed in Sobolev spaces. Moreover
one could ask what would be the asymptotic behaviour of the energy in the case of nonsmooth
coefficients: indeed, the regularity of coefficients does not have any influence. The important fact
in order to have an asymptotic estimate of the energy is only the oscillating behaviour of the
coefficients.
One can pose different problems, related to (1.1). One can ask, for example, whether the
Lipschitz continuity of the coefficient a(t) is necessary in order to have C∞ well-posedness for
(1.1): indeed the Lipschitz continuity can be substituted by the so-called Log-Lip property. We
recall the definition.
Definition 1.1. A function f : I → R, I a real interval, is said to be Log-Lip continuous if it
satisfies:
‖f ‖LL(I ) := sup
t,t+τ∈I
0<|τ |<1/2
|f (t + τ) − f (t)|
|τ | |log |τ || < +∞. (1.5)
The sufficiency of the Log-Lip regularity of the coefficients in order to obtain the C∞ well-
posedness was first proved in [5] for the case of coefficients independent of x variables, by using
the method of the so-called approximate energies, first introduced there. After this, the case of
an equation with Log-Lip continuous coefficients depending on all the variables was treated in
[10] for an equation of the form as in (1.1) and, finally, in [11] for the general case of a second
order hyperbolic equation; moreover in [11] it is proved that for such equations with Log-Lip
coefficients the C∞ local uniqueness property is verified. In [10,11] the well-posedness was
obtained by using the method of approximate energies coupled with paradifferential calculus
(see [1]) suitably extended to Log-Lip continuous functions.
One can also remark that the Log-Lip continuity is the minimal regularity assumption on the
coefficients necessary in order to have the C∞ well-posedness: in [5] an example shows that the
Log-Lip assumption cannot be weakened to any Hölder regularity of exponent smaller than 1.
In [10], generalizing such example, it is proved that under any weaker hypothesis than the Log-
Lip regularity, the Cauchy problem (1.1) is not in general well-posed in C∞.
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with respect to the modulus of continuity, has been extensively studied (see [2,6,7,13,14,16,20]).
Very interesting, in this context, is the search of energy estimates. In [10] it is proved that an
energy estimate with a loss of derivatives is satisfied in case of Log-Lip continuous coefficients.
More precisely the solution u, for any T > 0, any s ∈ R and any t ∈ [0, T ], satisfies the estimate:
Es−βt (u)(t) C∗s,T Es(u)(0), (1.6)
where C∗s,T is a positive constant depending only on s, the dimension n, T and Λ (see (1.2)), and
the constant β is given by
β = 1
λ
C∗‖a‖LL([0,T ]). (1.7)
Here C* is a positive constant depending only on n and λ is the lower bound in (1.2).
In this situation, in general, a loss of derivatives cannot be avoided. In this direction in [3],
answering some open problems posed in [18,19], the authors show, by examples, that in general
a loss really occurs for any slightly worse regularity than Lip and that in the Log-Lip case the
loss of derivatives cannot be arbitrary small.
Strictly related to these questions is the study of the behaviour of the solutions, or, more
exactly, of the energy of the solutions to the hyperbolic problem (1.1) when t → +∞.
In [4] different cases of blow up of solutions in the Sobolev norms, or even in Gevrey ultradis-
tributions have been shown. More precisely, three types of examples are given: in the first one the
coefficient a(t) is globally periodic in [0,+∞); in the second one a(t) is periodic in each interval
[k, k + 1): the period goes to 0, for k → +∞, while the amplitude remains constant; finally, in
the third one, a(t) is again periodic in each interval [k, k + 1), but now, for k → +∞, the period
and also the amplitude go to 0, moreover a(t) is “almost” Log-Lip continuous on [0,+∞). In all
these cases, one can find initial data in Hs for every s ∈ R such that the corresponding solution
u(t, x) blows up, when t → +∞, at least in Hs for any real number s. Moreover, in the first two
examples, one has a blow-up of the energy also in the space of Gevrey ultradistributions.
In this paper, answering in part some questions posed by F. Hirosawa and M. Reissig, two
results of blow-up of the solutions in every Sobolev space are given.
In the first one a coefficient oscillating in a sequence of intervals all of length 1, almost Log-
Lip and with derivative growing very slowly is constructed. In the second one the coefficient,
now oscillating in a sequence of intervals of length increasing rapidly, is bounded with all its
derivatives. In any case the phenomenon of the blow-up of the energy appears.
2. Main results
Let us consider the Cauchy problem (1.1) under the condition of strict hyperbolicity (1.2). In
the following theorems, we consider 2π -periodic Cauchy data and solutions. In order to simplify
the proofs, we will consider the Cauchy problem for x ∈ T instead of x ∈ R, where T denotes the
one-dimensional torus T = R/2πZ. Moreover, instead of the energy Es(u)(t) as in (1.3), here
we use
E˙s(u)(t) =
∥∥u(t)∥∥ ˙ s + ∥∥∂tu(t)∥∥ ˙ s−1, (2.1)H H
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torus T.
Before we state the first theorem, we need some definitions.
Definition 2.1. A function Ω ∈ C1((0, δ]) for some δ > 0 (we can always assume δ < 1/2) is
said to be a modulus function if it is a convex, positive, decreasing function such that
lim
τ→0+
Ω(τ) = +∞, 0 < −Ω ′(τ ) τ−1, Ω(δ) 1. (2.2)
We remark that Definition 2.1 is satisfied, e.g., by the function Ω(τ) = |log(τ )| or, more gen-
erally, by Ω(τ) = log(p)(τ ), τ ∈ (0, δp], where log(1)(τ ) = |log(τ )| and, for p > 1, log(p)(τ ) =
log(log(p−1)(τ )).
In relation to a function Ω verifying Definition 2.1 we give the following:
Definition 2.2. A function f : I → R, I a real interval, is said Ω-Log-Lip continuous
(f ∈ ΩLL(I )) when:
‖f ‖ΩLL(I ) := sup
t,t+τ∈I
0<|τ |<δ
|f (t + τ) − f (t)|
|τ | |log |τ ||Ω(|τ |) < +∞.
We remark that, for Ω(τ) = |log |τ ||−1 τ−α , ΩLL(I ) coincides with the usual Hölder space
C0,1−α(I ), while, formally, if we take Ω(τ) = 1, ΩLL(I ) would coincide with the Log-Lip class.
Definition 2.3. Let μk be a sequence of integers strictly increasing to +∞; we can suppose that,
for every k, μk+1 > μk + 1. We then define:
Ik = [μk,μk + 1), Jk = [μk + 1,μk+1), k = 0,1, . . . . (2.3)
We then have the following:
Theorem 2.4. Let a modulus function Ω verifying (2.2) and a continuous function ω on
I = [t0,+∞) for some t0 > 0, increasing to +∞ for t → +∞, be given. Then there exist
a sequence μk as in Definition 2.3. and a function a ∈ ΩLL([0,+∞)) ∩ C∞([0,+∞)) ver-
ifying (1.2), periodic in any interval Ik with a period Pk , and identically equal to 1 in any
interval Jk , satisfying:
lim
k→+∞Pk = 0, limt→+∞a(t) = 1 and (2.4)
lim
t→+∞
a′(t)
ω(t)
= 0. (2.5)
Moreover there exist two Cauchy data u0, u1 ∈ Hs(T) for every s ∈ R, such that the solution u
of the Cauchy problem (1.1) verifies:
lim
t→+∞ E˙s(u)(t) = +∞ for any s ∈ R. (2.6)
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least in the spaces Hs (for every s ∈ R), we are forced to give up Log-Lip regularity of the
coefficient a(t), by introducing the classes ΩLL.
In relation to this fact one could pose three questions (see [4]):
(1) For a coefficient a(t) Log-Lip, or also Lipschitz continuous, verifying
lim
t→+∞a(t) = 1, (2.7)
is it possible to obtain an Hs energy estimate uniform for t ∈ [0,+∞)?
If the answer is negative, one can ask:
(2) For a coefficient a(t) ∈ C∞ verifying (2.7) and
t∫
0
∣∣a(s) − 1∣∣ds  C(1 + t)η, ∣∣a(h)(t)∣∣ Ch(1 + t)−ηh, (2.8)
for h = 0,1, . . . ,m, or even for every h  0 and for some given η and ηh, with 0 < η < 1 and
0 < ηh, is it possible to obtain an Hs energy estimate, uniform for t ∈ [0,+∞)?
Finally, one can pose the following question:
(3) For a coefficient a(t) as above, again verifying (2.7), even C∞ and with all derivatives
bounded, or also verifying (2.8), is it possible to obtain an energy estimate, uniform for t ∈
[0,+∞) in some Gevrey class of functions or ultradistributions?
The answers are negative: undoubtedly to the first one, and to the second and third one also,
at least for η and ηh satisfying suitable assumptions, as proved by the following theorem and by
Remark 3.1.
Theorem 2.6. Let ψ a real function on [0,+∞), continuous, concave and increasing to +∞ for
t → +∞.
Then there exists a function a(t) ∈ C∞([0,+∞)) satisfying
1/2 a(t) 3/2 (2.9)
such that, for t ∈ (0,+∞), we have
t∫
0
∣∣a(s) − 1∣∣ds  Cψ(t) (2.10)
and, for any h = 0,1, . . . , ∣∣a(h)(t)∣∣ Cht−1ψ(t), (2.11)
with C and Ch positive constants. Moreover, there exist two Cauchy data u0, u1 ∈ Hs(T) for
every s ∈ R, such that the solution u of the Cauchy problem (1.1) verifies:
lim sup
t→+∞
E˙s(u)(t) = +∞ for any s ∈ R. (2.12)
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m = max{j integer: jβ < 1}.
Then we can find a coefficient a(t) verifying (2.9) and (2.10) and, instead of (2.11):∣∣a(h)(t)∣∣Cht−βh, h = 1,2, . . . ,m, (2.13)
such that the conclusion of Theorem 2.6 is still true.
Remark 2.8. In Theorem 2.6 we prove the explosion of the solution for t → +∞, with a coeffi-
cient a(t) ∈ C∞([0,+∞)), bounded with all its derivatives; in order to obtain this, we need the
coefficient a(t) oscillate in intervals Ik of length increasing for k → +∞.
Remark 2.9. In Theorem 2.4 we obtain the explosion of the solution in the sense
limt→+∞ E˙s(t) = +∞, instead of Theorem 2.6, where one has only lim supt→+∞ E˙s(t) = +∞.
It would be interesting to understand whether, even under the conditions of Theorem 2.6, it is
possible to obtain (2.6), and not only (2.12).
Remark 2.10. In relation to Corollary 2.7 one could ask if it is possible to find a smooth coef-
ficient a(t) verifying (2.9) and (2.10) and a condition like (2.13) for some β > 0 but for every
integer h. We do not know the answer to this question.
3. Proofs
Proof of Theorem 2.4. Let us take (see [9,12]) a real, non-negative, 2π -periodic, C∞ function ϕ
such that ϕ(τ) = 0 for τ in a neighborhood of τ = 0 and
2π∫
0
ϕ(τ) cos2 τ dτ = π.
Then, for every τ ∈ R and ε ∈ (0, ε˜] we define
αε(τ ) = 1 + 4εϕ(τ) sin 2τ − 2εϕ′(τ ) cos2 τ − 4ε2ϕ2(τ ) cos4 τ, (3.1)
where ε˜ is such that, for 0 < ε  ε˜:
1/2 αε(τ ) 3/2. (3.2)
Let now M and Mh be constants such that, for h = 1,2, . . . , we have, again for 0 < ε  ε˜:∣∣αε(τ ) − 1∣∣Mε and (3.3)∣∣α(h)ε (τ )∣∣Mhε. (3.4)
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w˜ε(τ ) = cos τ exp
(
−ετ + 2ε
τ∫
0
ϕ(s) cos2 s ds
)
, wε(τ ) = w˜ε(τ )eετ .
So, αε(τ ) and w˜ε(τ ) are 2π -periodic C∞ functions. Furthermore, it is easy to see that wε is
the solution of the Cauchy problem
w′′ε (τ ) + αε(τ )wε(τ ) = 0, wε(0) = 1, w′ε(0) = 0. (3.5)
Now let us assume that the intervals Ik and Jk are given; then we define the coefficient a(t)
for t ∈ [0,+∞) as follows: a(t) = 1 for t < t1; moreover,
a(t) = 1 for t ∈ Jk, a(t) = αεk (4πνkt) for t ∈ Ik, k = 1,2, . . . , (3.6)
where αε is given by (3.1), εk is a sequence decreasing to 0 and νk an increasing sequence of
integers; these sequences will be chosen suitably later, in relation to the modulus function Ω
verifying Definition 2.1 and to given function ω; clearly we obtain a function a ∈ C∞([0,+∞)),
periodic in each interval Ik and going to 1 when t → +∞; so the relations in (2.4) are satisfied
with Pk = 1/2νk .
Let Ω be given as in (2.2); taking (3.6) into account, in order to have a ∈ ΩLL([0,+∞)) it
will be sufficient to impose:
εkνk = log(νk)Ω(1/νk). (3.7)
Now we need to prove relation (2.5). To this end, we note that in Jk , a′(t) is obviously iden-
tically equal to 0; as for Ik , we remark that, thanks to the properties of function α (see (3.3)
and (3.4)), definition (3.6), relation (3.7) and, finally, the fact that ω is an increasing function, it
would be sufficient to have
lim
k→+∞
log(νk)Ω(1/νk)
ω(μk)
= 0. (3.8)
But, thanks to Definition 2.1, we have:
Ω(1/νk) log(νk), (3.9)
so we could choose μk = ω−1(k(log(νk))2), where by ω−1 we indicate the inverse function of ω,
but such a μk is not an integer number, in general. Then we define
μk =
[
ω−1
(
k
(
log(νk)
)2)]+ 1, (3.10)
where [x] indicate the integral part of x. From (3.9) and (3.10), thanks to the fact that ω is an
increasing function, (3.8) follows immediately.
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u0(x) = u(0, x), u1(x) = ∂tu(0, x) as Cauchy data in (1.1). Let us set
u(t, x) =
∞∑
k=1
vk(t)e
iνkx . (3.11)
In order to have Lu = 0, we impose:
v′′k (t) + ν2k a(t)vk(t) = 0; (3.12)
hence, if we impose, with tk = μk + 1/2:
vk(tk) = 1, v′k(tk) = 0, (3.13)
we have, thanks to Eq. (3.5),
vk(t) = wεk
(
4πνk(t − tk)
)
, t ∈ Ik. (3.14)
In particular
vk(μk) = e−2πεkνk , v′k(μk) = 0, (3.15)
vk(μk + 1) = e2πεkνk , v′k(μk + 1) = 0. (3.16)
Now, in order to estimate u for t  μk , we define the energy “of order k”:
Ek(t) =
∣∣v′k(t)∣∣2 + ν2k a(t)∣∣vk(t)∣∣2. (3.17)
Differentiating (3.17) and using Gronwall’s inequality, from (3.15) and (3.12) we obtain, for
t  μk :
Ek(t)Ek(μk) exp
[ μk∫
0
∣∣a′(t)∣∣/a(t)dt]= ν2k exp
[
−4πεkνk +
k−1∑
j=1
∫
Ij
∣∣a′(t)∣∣/a(t)dt]. (3.18)
But, thanks to (2.3), (3.2), (3.4) and (3.6),∫
Ij
∣∣a′(t)∣∣/a(t)dt  8πM1νj εj , (3.19)
and hence, finally, for t  μk , we obtain
Ek(t) exp
[
−4πεkνk + 8πM1
k−1∑
εj νj + 2 log(νk)
]
. (3.20)j=1
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νk = 2Bk (3.21)
with B a sufficiently large integer to be chosen. From (3.7) and (3.21) we have
εkνk = BkΩ
(
2−Bk
)
log 2, (3.22)
and hence,
εk+1νk+1
εkνk
= BΩ(2
−B(k+1) )
Ω(2−Bk )
. (3.23)
From (3.23) and (2.2), choosing B sufficiently large, we obtain
πεkνk  8πM1
k−1∑
j=1
εj νj . (3.24)
Moreover we remark that, thanks to (2.2) and (3.7), we surely have, for any k  1,
πεkνk  2 log(νk). (3.25)
From (3.20), (3.24) and (3.25), we obtain, for t  μk ,
Ek(t)
(
νsk
)
 exp
[(−2πΩ(1/νk) + s) log(νk)]
and this expression, thanks again to (2.2), tends to 0 as k → +∞, for any s ∈ R.
So, for u defined by (3.11), for any s ∈ R and for any T0 > 0 we have u ∈ C∞([0, T0],H s(T));
that is u ∈ C∞([0,+∞),H s(T)). In particular u(0, x) and ∂tu(0, x) are in Hs(T)) for any s ∈ R.
On the other hand, in order to prove (2.6), we will use, instead of (3.17), the following energy
(see [8,9]):
E˜k(t) =
∣∣v′k(t)∣∣2 + ν2k ∣∣vk(t)∣∣2. (3.26)
From (3.16) it follows immediately that
E˜k(k + 1) =
∣∣v′k(μk + 1)∣∣2 + ν2k ∣∣vk(μk + 1)∣∣2 = ν2k e4πεkνk . (3.27)
Differentiating (3.26) and using again Gronwall’s inequality, from (3.27) and (3.12) we obtain,
for μk + 1 t < +∞,
E˜k(t) E˜k(μk + 1) exp
[
−νk
+∞∫
μk+1
∣∣1 − a(t)∣∣dt]
= ν2k exp
[
4πεkνk − νk
+∞∑
j=k+1
∫
I
∣∣1 − a(t)∣∣dt]. (3.28)
j
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Ij
∣∣1 − a(t)∣∣dt Mεj , (3.29)
so, finally, for t  μk + 1, we obtain
E˜k(t)
(
ν−sk
)
 exp
[
νk
(
4πεk − M
+∞∑
j=k+1
εj
)
+ (2 − s) log(νk)
]
. (3.30)
In order to evaluate the right-hand term in (3.30) from below, we consider the ratio
εk+1
εk
= B τ
′Ω(τ ′)
τ ′′Ω(τ ′′)
, (3.31)
where, for the sake of simplicity, we have set:
τ ′ := ν−1k+1 = 2−B
k+1
and τ ′′ := ν−1k = 2−B
k
.
But, by the mean value theorem, we get for some τ ∈ [τ ′, τ ′′]
τ ′ Ω(τ ′)
τ ′′ Ω(τ ′′)
= τ
′
τ ′′
[
Ω(τ ′) − Ω(τ ′′)
Ω(τ ′′)
+ 1
]
= τ
′
τ ′′
[ |Ω ′(τ )|(τ ′′ − τ ′)
Ω(τ ′′)
+ 1
]
. (3.32)
Remembering that Ω is a modulus function (see Definition 2.1 and, in particular, (2.2)), from
(3.31) and (3.32) we obtain
εk+1
εk
 2B τ
′|Ω ′(τ )|τ ′′
τ ′′Ω(τ ′′)
 2B τ
′|Ω ′(τ ′)|τ ′′
τ ′′Ω(τ ′′)
 2B
Ω(ν−1k )
. (3.33)
From (3.33) it follows immediately that, for k  k¯,
2πεk M
+∞∑
j=k+1
εj
and so, from (3.30) and (2.2), we get, for k + 1 t < +∞,
E˜k(t)
(
ν−sk
)
 exp
[
2πεkνk + (2 − s) log(νk)
]
= exp[log(νk)(2πΩ(1/νk) + 2 − s)]. (3.34)
From (3.34), (2.6) follows immediately. 
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of integers verifying:
k−1∑
j=1
δj  δk,
k−1∑
j=1
εj δj  εkδk, M1
k−1∑
j=1
jεj δj  kεkδk, (3.35)
with M1 given in (3.4), and such that
εkδk ψ(δk). (3.36)
These sequences will be chosen later. Let us set, for k = 1,2, . . . ,
Jk =
[
t ′′k−1, t ′k
)
, Ik =
[
t ′k, t ′′k
)
, (3.37)
where
t ′′0 = 0 and t ′k =
k−1∑
j=1
2δj + δk, t ′′k = t ′k + δk. (3.38)
Taking into account (3.35), (3.37) and (3.38), we obtain that
δk  t  4 δk for t ∈ Ik. (3.39)
Now we define the coefficient a(t) for t ∈ [0,+∞) as in (3.6), with
νk = k. (3.40)
Thanks to (3.3), (3.35), (3.36) and (3.39), inequality (2.10) is satisfied (with C = 2M , M given
in (3.3)).
As for inequalities (2.11), thanks to (3.4) and (3.39), they are all satisfied if we define
εk2k = (4δk)−1ψ(δk). (3.41)
In fact, for t ∈ Ik , taking (3.39) into account, we have∣∣a(h)(t)∣∣Mhεkkh MhNhεk2k MhNht−1ψ(t), (3.42)
where Nh = maxk1 kh2−k . We observe that, from (3.41), (3.36) follows immediately.
In order to obtain (3.35), taking (3.41) into account, it will be sufficient to define
δk =
[
ψ−1
(
Δk
)]+ 1,
where ψ−1 is the inverse function of ψ , [x] is the integral part of x and Δ is chosen sufficiently
large; inequalities in (3.35) then follow from (3.41).
Now we define a solution u ∈ C∞([0,+∞);Hs(T)) for any s ∈ R of Lu = 0 as in the proof of
previous theorem, that is we search a solution given by (3.11), with (3.12) and (3.13), where now
we have defined tk = (t ′′ + t ′ )/2, the middle point of Ik . Equalities (3.15) and (3.16) become:k k
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(
t ′k
)= e−2πkεkδk , v′k(t ′k)= 0, (3.43)
vk
(
t ′′k
)= e2πkεkδk , v′k(t ′′k )= 0. (3.44)
From (3.4), (3.6) and (3.40), in a similar way than in the proof of Theorem 2.4, we have:∫
Jj
∣∣a′(t)∣∣/a(t)dt = 0, ∫
Ij
∣∣a′(t)∣∣/a(t)dt  8πM1jεj δj , (3.45)
and so, for Ek defined as in (3.17) and for t  t ′k :
Ek(t)k
s  exp
[
−4πkεkδk + 8πM1
k−1∑
j=1
jεj δj + (2 + s) log(k)
]
. (3.46)
From (3.35) and (3.46) it follows, as in Theorem 2.4, that, for u defined by (3.11),
u ∈ C∞([0,+∞),H s(T)) for any s ∈ R.
On the other hand, (3.44) implies exactly (2.12). 
Remark 3.1. LetH(T ) be the topological vector space of all functions f (z), z = x+ iy, analytic
in C and 2π -periodic in the x-variable; moreover let H(T )′ be its usual dual space. We remark
that we have proved something more than the statement of Theorem 2.6. In fact (3.46), with
ks substituted by kk , shows that the solution u belongs to C∞([0,+∞),H(T )). In particular,
u(0, x) and ∂tu(0, x) are in H(T ). On the other hand, (3.44) shows that for any t¯ , u(t, ·) is
unbounded in (H(T ))′ for t ∈ (t¯ ,+∞).
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