Abstract. We report on computational results indicating that the well-known Cohen-Lenstra-Martinet heuristic for class groups of number fields may fail in many situations. In particular, the underlying assumption that the frequency of groups is governed essentially by the reciprocal of the order of their automorphism groups, does not seem to be valid in those cases. The phenomenon is related to the presence of roots of unity in the base field or in intermediate fields. For all the examples considered, we propose alternative predictions which agree closely with the data, and which are inspired by results of Gerth.
Introduction
The multiplicative structure of a number field K is controlled by the class group Cl K of its ring of integers O K . Although efficient algorithms have been developed to compute the class group for any given number field K, the knowledge on the distribution of class groups is extremely weak. In 1983, Cohen and Lenstra [5] proposed a heuristic which makes predictions for various question of an asymptotic nature on class groups of quadratic number fields, and more generally abelian extensions of Q. This was subsequently extended by Cohen and Martinet [7] to arbitrary number fields, see also [6] for tables of predictions in small degree.
In this paper we present numerical evidence indicating that this heuristic is not applicable to the p-part of the class group in the case where the base field or some intermediate field contains pth roots of unity. In particular, it seems to fail always when p = 2. Secondly, in some cases we modify the original formulas to make new predictions which agree quite closely with our computational results.
Consider a situation Σ := (K 0 , G, σ) consisting of a number field K 0 , a transitive permutation group G of degree n ≥ 2, and a possible signature σ of a degree n extension K/K 0 with Galois group (of the Galois closure) permutation isomorphic to G. For such a situation Σ, let K(Σ) denote the degree n extensions K/K 0 of K 0 (inside a fixed algebraic closure) with group G and signature σ. We are interested in the structure of the relative class group of K/K 0 for K ∈ K(Σ) (the kernel in C K of the norm map from K to K 0 ). The original heuristic of Cohen and Lenstra can now be phrased as follows: There exists a notion of primes which are good for Σ such that:
For any prime p which is good for Σ the distribution of Sylow p-subgroups of class groups for fields in K(Σ) is described by a simple law which essentially weighs groups by the inverse of the order of their automorphism group. Despite partial results, notably by Davenport-Heilbronn and Bhargava, there is no situation in which this prediction has been proved completely for even a single prime. Hence, no example of a good prime is known. Nevertheless, there are several proposals for what good primes should be: Clearly, by genus theory primes which divide the degree n cannot be good. Thus at most the primes in
can be good. Cohen, Lenstra and Martinet propose
as candidates for good primes. All computational data obtained previously seemed in accordance with the conjecture that all primes in P 1 are good. But, in fact, extensive computations have really only been carried out for quadratic number fields.
Here we present numerical data for the following situations Σ and primes p:
In all these situations our experimental data suggest that the respective p is not good for Σ. On the other hand, all other primes in P 1 (Σ) behave as expected. Note that in all cases, the listed primes are such that K 0 contains the pth roots of unity. In view of this it seems that at most primes in P 3 (Σ) := {p prime | gcd(p, n) = 1 and µ p ⊆ K 0 } can be good, where µ p denotes the pth roots of unity. In particular, the prime 2 would never be good. Furthermore, for extensions of composite degree, or more precisely, for non-primitive Galois groups, even less primes should be good. For example, we will argue in Section 4 why the prime 3 should be bad for quartic dihedral extensions of Q.
It was probably first noticed by Gerth [9] in cases where p / ∈ P 1 (which are certainly bad primes) that the roots of unity contained in the base field influence the distribution of class groups. He showed that the 4-rank of class groups of quadratic extensions K/K 0 of imaginary quadratic fields K 0 depends on whether K 0 contains the fourth roots of unity, that is, whether K 0 = Q( √ −1) or not. (See also his paper [10] which is concerned with cyclic extensions of degree p of certain fields containing the pth roots of unity.) This did not conflict with the original CohenLenstra heuristic. Nevertheless, Gerth had extended the original heuristic to include the prime 2, by assuming that the only difference to the case of odd primes comes from genus theory. (A similar extension to cyclic fields of prime degree was given by Gerth and Wittmann [11] .)
Our computations originated in the investigation of totally real quartic A 4 -extensions of Q. Elements of order 2 in the class group of a C 3 -field give rise to A 4 -fields unramified over the C 3 -subfield. Thus, the 2-rank of the class group of C 3 -fields has an intimate relation to the asymptotic of the counting function for A 4 -fields over Q. Any attempt to understand this latter counting function must, in our opinion, also involve some result on the former. Acknowledgements: I thank Hendrik W. Lenstra for the remark that roots of unity might matter, and Jürgen Klüners for helpful discussions.
Cyclic cubic fields
We first present computational results on class groups of cyclic cubic fields, that is, Galois extensions K/Q of degree 3. These computations are feasible since there exists an efficient algorithm for the generation of cyclic cubic number fields of bounded discriminant, almost linear in the number of fields, described for example in [3, 6.4.2] .
We have obtained several sets of data. The first consists of all C 3 -fields of discriminant at most 10 16 ; there are roughly 16 million such fields. Already, these fields together with discriminants and class groups occupy almost 900 MB of disc space. It hence did not seem reasonable to compute complete tables for even larger discriminants. Instead, we have also computed the first 100,000 fields of discriminant at least 10 i , for i ∈ {16, 18, 20, 22, 24}. The third set of data consists of the first 2,000,000 C 3 -fields of prime conductor of discriminant at least 10 i , for i ∈ {14, 16, 18, 20}. Finally, we computed the first 6,000,000 C 3 -fields of prime conductor of discriminant at least 10 22 , and the first 1,000,000 such fields of discriminant at least 10 28 . For all these fields, we calculated the class group using the computer algebra system PARI/GP (http://pari.math.u-bordeaux.fr). This took roughly 3 months of computing time on a SUN workstation. See Section 2.4 for remarks on the reliability of the data.
Some of the results are displayed in the following tables, together with the corresponding predictions by Cohen, Lenstra and Martinet [5, 6, 7] .
2.1. The odd behaviour of the even prime. In Table 1 we give the proportion of C 3 -fields of discriminant bounded by D = 10 2i , 4 ≤ i ≤ 8, with 3 -part h (K) := |Cl K | 3 of the class number (that is, the part of the class number prime to 3) equal to h . The last line of the table gives the proportions predicted by Cohen and Martinet in [6, (2)(a)]. It can be observed that the results for odd h are as expected, but that even class numbers occur far too often.
We next consider the average elementary abelian p-part. For a prime p and a finite set S of cyclic cubic number fields let
the average order of the maximal elementary abelian p-subgroup of the class group Cl K , for K ∈ S. Table 2 gives M(p rnkp , S) for some small primes p = 3 and for S of the form The heuristic in [5] predicts that
corresponding to the splitting behaviour of p in the cyclotomic field Q(ζ 3 ) of third roots of unity (see the last line of Table 2) .
Again, the table shows two things. First, for odd primes p ≥ 5, the actual data come rather close to the predictions, with increasing precision for larger D. Secondly, for p = 2, the data behave differently. In fact, the tables suggest that
2.2. The 2-rank. We next have a closer look at the behaviour of the 2-part of the class groups and illustrate the unexpected behaviour with some further statistics from our computations. It is predicted in [5, Ex. 5.9 and (C13)] and [6, 2(c) ] that the probability pr(rnk 2 (Cl K ) = r) that the class group Cl K has a given (necessarily even) 2-rank r should tend to
,
for q ∈ N. Furthermore, the higher moments
are predicted in [6, 2(d) ] to tend to
Inspired by the result of Gerth [9, Th. 1.1(ii)] on 4-ranks of class groups of quadratic extensions of Q( √ −1) we instead propose the following limit for 2-ranks:
. This is indeed a probability measure:
Proof. The left hand side equals
With this, the higher moments are given as follows: Lemma 2.2. The nth higher moment for the 2-ranks distributed as in (1) equals n k=1
(1 + 2 2k−3 ).
Proof. As in the previous proof we have
The result follows.
In Table 3 we tabulate the average elementary abelian 2-part of the class group and its first few higher moments for fields K in the range of d(K) ≤ 10 16 , as well as for the first 100,000 fields above 10 2i , 9 ≤ i ≤ 12, and compare this with the prediction from [5, 6] and with our new formula (1). It can be observed that the actual 2-ranks tend to be considerably larger than predicted in [6] . In fact, the larger the rank, the stronger the deviation becomes. For example, the original heuristic predicts less than 2 fields of 2-rank at least 6 in our range, while there are actually 243. The same holds for the higher moments.
On the other hand, the values come rather close to those predicted by formula (1). In order to rule out that the behaviour of 2-parts is caused by special properties of some small primes, which then occur in many of the first composite discriminants, we have also compiled tables for the 2-part of class groups of C 3 -fields of prime conductor. Here, in Table 4 the sets S consist of the first 2,000,000 fields of prime conductor and discriminant at least 10 i , where i ∈ {18, 20}, as well as the first 6,000,000 fields of prime conductor and discriminant at least 10 22 , and the first 1,000,000 fields of prime conductor and discriminant at least 10 28 . The same pattern as in the previous tables persists. In particular, as expected, the distribution of the 2-part of the class group is not influenced by the number of prime factors of the discriminant.
2.3. The Sylow 2-subgroups. We refine the previous tables by listing, in Table 5 , the relative proportions of certain 2-groups as Sylow 2-subgroups of class groups of C 3 -fields. Only those 2-groups which occur more than 200 times in our range have been retained. Also, in Table 6 Tables 5 and 6 respectively (see also [6, 2(a)]). Once again, the observed frequency of all non-trivial 2-groups is considerably larger than was predicted, with almost identical behaviour for prime and non-prime conductor. Even more seriously, the proportion among Sylow subgroups of a fixed order seems wrong. The fundamental assumption in [5] , which also underlies the subsequent papers [6, 7] , is that among groups of the same order, the relative frequency should be inversely proportional to the order of the automorphism group. The smallest example here is given by the two groups of order 16, viz. C the range of our data, this factor hovers around 2 instead. The situation is even worse for groups of order 64, but there the number of cases is still relatively small.
In Table 7 we have tabulated the medium deviation from the predictions [6, 7] taken over all fields of prime conductor in Table 6 of discriminant at least 10 16 . Here, the first column indicates the group structure of the Sylow 2-subgroup H 2 of Cl K , the second gives the observed mean deviation. We can make the following striking observation from this table: the deviation from the Cohen-Lenstra prediction essentially only depends on the rank of the Sylow 2-subgroup H 2 . The higher the rank of H 2 , the larger the factor, almost independent of the precise structure (and hence of the automorphism group) of H 2 . (There are just 25 fields with Sylow 2-subgroup of type C 16 , the numbers are in accordance with the proven asymptotic for C 3 -fields.
The class groups were computed with the command bnfclgp in PARI/GP, version 2.4.1. The correctness of the output of this program relies on the (yet unproven) generalized Riemann hypothesis. For reasons of computing time, it is not feasible to check all class groups only using proven bounds. Thus the tables of class groups are not mathematically proven; on the other hand, any error would imply failure of GRH.
In order to confirm the deviation from the Cohen-Lenstra heuristic observed above, it suffices to consider those fields for which PARI/GP predicts an even class number. There are 2,260,230 such fields of discriminant at most 10 16 . For all those fields of discriminant at most 10 15 , we constructed all corresponding A 4 -fields unramified over the intermediate C 3 -field, which proves that the 2-rank of the class group in these cases is at least as large as predicted.
We have also checked all class groups with 2-rank at least 6 with the command OrderClassGroup in KANT (http://www.math.tu-berlin.de/~kant/kash.html) (which uses proven bounds) and constructed the corresponding unramified extensions, without finding a discrepancy.
C 5 -and C 7 -fields
It is now tempting to see whether the exceptional behaviour of the prime 2 extends to other cyclic extensions of prime degree. We have made some less extensive computations for cyclic extensions of Q of degree 5. Here, it is already quite time consuming to obtain a reasonable amount of data. Still, we managed to determine the class groups of the first 660,000 C 5 -fields. The C 5 -fields were constructed with the PARI/GP-command rnfkummer.
The 2-rank rnk 2 (Cl K ) of the class group of a C 5 -field K is necessarily divisible by 4. By [5, Th. 6.3 and Ex. 6.6] the probability pr(rnk 2 (Cl K ) = r) of finding a given 2-rank r ≡ 0 (mod 4) should tend to (16) ∞ 16 r/4(r/4+1) (16) r/4 (16) r/4+1 with higher moments
Instead, we propose that the 2-rank should be distributed by the analogue of our formula (1) for C 3 -fields above, namely
.
Again, as in Lemma 2.1 it can easily be checked that this defines a probability measure, and as in Lemma 2.2 the corresponding higher moments are then given by n k=1
(1 + 2 4k−6 ).
The computational data together with the Cohen-Lenstra prediction and with our new prediction (2) are collected in Table 8 . The behaviour of the 2-part of the class group is again quite different from the original prediction (although one could certainly argue that here the amount of data is still too small to make some definite statement). On the other hand, the new prediction matches the data quite convincingly.
For C 7 -fields, the computations are even more expensive, and we have only managed to compute the first 33,000 class groups. Again, the 2-parts are much larger experimentally than would be expected.
Quadratic extensions of Q(
As indicated in the introduction, we expect that the failure of the Cohen-Lenstra heuristic is related to the existence of pth roots of unity in the base field. Another small case of this type, which is still amenable to computations, occurs for quadratic extensions of the field Q( √ −3) of third roots of unity. Here, the 3-part of the class group should behave differently. Note that the prime 3 lies in P 2 , since it does not divide the degree of the Galois closure (even over Q) of such an extension.
If 3 were a good prime, the distribution of 3-ranks r of class groups of such quadratic extensions K/Q( √ −3) should be given by the same formula as for real quadratic extension of Q, namely
with higher moments
Instead we expect this probability to be given by
(Exactly the same formula occurs in Gerth's paper [10, Th. 2] for the 3-rank of class groups of certain cyclic extensions of degree 3 of Q( √ −3).) Note that both formulas give the same value 4/3 for the first moment, which was proven to be correct by Davenport-Heilbronn.
It is pretty straightforward to enumerate quadratic extensions of Q( √ −3) of bounded discriminant. We obtain the numerical data in Table 9 . Again, the new prediction fits the data better. Now consider the situation Σ = (Q, D 4 , totally complex) of quartic D 4 -extensions of Q containing a non-real quadratic subfield. The number of such quartic D 4 -fields with discriminant bounded by x is known to grow linearly with x. On the other hand, it is easy to see that the number of quadratic extensions of Q( √ −3) with norm of the discriminant at most x also grows linearly with x. Furthermore, among these the ones with Galois group of the Galois closure over Q equal to D 4 has density 1. Thus, the quartic fields with Q( √ −3) as subfield have positive density among all fields in the situation Σ. We have just argued that the prime 3 is probably not good for quadratic extensions of Q( √ −3). Up to an interchange of two limits this conflicts with the assumption that 3 is good for Σ.
Non-Galois cubic fields
A further simple but interesting situation for the Cohen-Lenstra heuristic is given by non-Galois cubic extensions of Q. Here, the prime 3 is certainly bad, but it is not clear what to expect about the prime p = 2. After first assuming that 2 should be good, Cohen and Martinet themselves later speculated [8] that their heuristic might not apply for p = 2, in the light of computational data which showed an extremely slow convergence, if at all, against the predictions. Quite recently, though, Bhargava [2, Th. 5] proved that at least the first moment for the 2-rank, viz. 5/4 for totally real extensions and 3/2 for non-real extensions, is correct as predicted.
Using the efficient algorithm of Belabas for enumerating S 3 -fields of bounded discriminant, see [4] , we have computed analogous data as above for the 2-part of the class group in both signatures. These are given in Tables 10 and 11 . Although the range of discriminants is rather small, and the data are not as clear as in the previous cases, we still propose that the original prediction does not apply: In the totally real case, instead of (2) ∞ 2 r(r+2) (2) r (2) r+2 we should have (4) pr(rnk 2 (Cl K ) = r) = 15 8 · (2) ∞ (4) ∞ · 1 2 r(r+5)/2 (2) r with higher moments n k=1
(1 + 2 k−3 ).
In the non-real case, instead of (2) ∞ 2 r(r+1) (2) r (2) r+1 we expect (5) pr(rnk 2 (Cl K ) = r) = 3 2 · (2) ∞ (4) ∞ · 1 2 r(r+3)/2 (2) r with higher moments n k=1
(1 + 2 k−2 ) (formula (3) with 3 replaced by 2). Note that both (4) and (5) give the same first moment as the original prediction, which was proved by Bhargava. To our knowledge, our computations extend substantially further than previous ones. Note however that the number of fields, and in particular the range of discriminants, is much smaller than for the C 3 -fields and quadratic extensions of Q( √ −3) considered before.
