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Abstract. We analyze a new approach to three-dimensional electromagnetic scattering problems
via fast isogeometric boundary element methods. Starting with an investigation of the theoretical
setting around the electric field integral equation within the isogeometric framework, we show
existence, uniqueness, and quasi-optimality of the isogeometric approach. For a fast and efficient
computation, we then introduce and analyze an interpolation-based fast multipole method tailored to
the isogeometric setting, which admits competitive algorithmic and complexity properties. This is
followed by a series of numerical examples of industrial scope, together with a detailed presentation
and interpretation of the results.
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1. Introduction. As has been shown since their introduction by [33] in 2005,
isogeometric methods offer a variety of advantages over triangulation-based approaches.
Not only do they allow for an exact geometry representation via parametric mappings,
but also improved spectral properties and higher accuracies per degree of freedom
(DOF) have been shown in [17].
The interest in isogeometric boundary element methods is rooted in the need
for volumetric mappings by classical isogeometric analysis (IGA). These are usually
not provided by computer-aided design (CAD) frameworks since most CAD systems
handle only boundary representations. Boundary element methods, which already
exploited the possibility of exact geometry representations via parametric mappings
before the introduction of IGA [30], avoid this problem by reducing the problem at
hand to an integral equation operating exclusively on the boundary of the domain of
interest. Moreover, since merely a boundary representation must be available, this
makes boundary element methods exceptionally well suited for exterior problems,
specifically scattering problems. The adaptation of this to the isogeometric framework
has spawned a whole area of research, see, e.g, [1, 20, 21, 23, 31, 37, 48, 49], and
the references therein, as well as alternative approaches aiming to omit discretization
errors, e.g. [36].
Although the independence of volumetric mappings is one major advantage of
isogeometric boundary element methods, there are obstacles to be aware of. First,
they rely on the existence of fundamental solutions, thus not all PDEs are solvable by
a boundary element approach. Second, due to the non-local formulation, the arising
systems are dense, and thus boundary element methods rely on so-called fast methods
to be used efficiently, see eg. [3, 26, 27, 28, 30, 31].
While solid implementations and analysis for acoustic scattering exist, cf., e.g.,
[21], the efficient solution of the more involved electromagnetic problems is still
an open area of research, but of vast interest for the electromagnetic engineering
community [8]. Implementations of (lowest-order) boundary element schemes for
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Figure 1: A diagram showcasing the intention of this paper. Blue represents crucial
algorithmic advances, and green the corresponding analysis. It remarks on the state
of research (blocks) of isogeometric formulations of the electric field integral equation
(EFIE), as well as open questions, which have not yet fully been discussed in the
literature (circled). We aim to discuss these within this paper and present a fast
scheme which is verified by theory. Note that for classical approaches to the electric
field integral equation most of these issues have been resolved already.
electromagnetic scatterings, mostly based on the electric field integral equation (EFIE),
are widely adopted in industry, and classical implementations are well understood,
cf. [41]. Implementations realizing the isogeometric approach as first presented by [16]
exist as well, cf. [47]. However, many open questions about the theory and behavior of
this approach remain open, and the potential of fast methods is far from being fully
exploited.
The contribution of this paper is threefold, cf. Figure 1. First, existence and
uniqueness of discrete solutions for the isogeometric approach are unclear. Classical
proofs for other discretizations rely on commuting interpolation operators, see [7, 11, 13],
which have been obtained only recently for the isogoemetric approach in a multi-patch
setting [12]. In view of these developments, we establishing a discrete inf-sup-condition
which yields existence and uniqueness for isogeometric discretizations of the electric
field integral equation. Together with recent approximation results [12], this guarantees
optimal convergence rates.
The second point this paper is concerned with is the need for an efficient fast
method for this framework. The issue with usual methods, see, e.g., [3, 26, 27, 28], is
the fact that they were designed for lower order trial spaces and iterate over the degrees
of freedom – rather than the elements – during numerical quadrature. Applying this
approach to higher order spline spaces as done in [47] results in difficult bookkeeping
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of the supports and expensive numerical quadrature, since redundant evaluations of
geometry and fundamental solution are inevitable.
In this paper, we follow the approach of [20, 43], which allows for a fast method
with element-wise quadrature and fully avoids redundant evaluations of geometry and
fundamental solution. Our method exploits the isogeometric structure and yields a
simplified implementation based on interpolation on the unit square. Moreover, our
approach fits effortlessly into the H2-matrix framework [9], which is a more efficient
specialization of the frequently used H-matrix framework [29]. However, one should be
aware that approximations of the system by fast methods directly influences the quality
of the solution. Thus, induced errors needs to be well understood and controlled. We
provide a detailed analysis of the presented method which shows that it provably
maintains optimal convergence rates. To best of our knowledge, this makes our method
the only fast method for isogeometric boundary elements in the case of the EFIE
which is mathematically sound and computationally efficient.
This document is structured as follows. Section 2 reviews the basic notions
required for an analysis of the electric field integral equation and its discretization
within the isogeometric framework, which will be formulated in Section 3. This is
followed by a discussion of existence, uniqueness, and quasi-optimality of the solution
to the arising variational problem. Afterward, in Section 4, we introduce and analyze
an interpolation-based fast multipole approach. Section 5 then introduces numerical
experiments of different sizes, in which we investigate the behavior of our method,
with both the surface current and the scattered field as a quantity of interest in mind.
Finally, in Section 6, we conclude and reflect our results.
Throughout this paper, in order to avoid the repeated use of generic but unspecified
constants, by C .D we mean that C can be bounded by a multiple of D, independently
of parameters which C and D may depend on. In the usual sense, C &D is defined as
D . C, and C 'D as C .D . C.
2. Fundamental Concepts. We first introduce the required mathematical
framework for a precise introduction of the scattering problem for which we fol-
low the leads of [13]. Afterward, we will introduce the electric field integral equation
and review some of its properties.
2.1. The Electromagnetic Scattering Problem. On the bounded domain
Ω ⊂ R3 and for 0 ≤ s, we denote by Hs(Ω) the usual Sobolev spaces [38], and by
H s(Ω) their vector valued counterparts. For s= 0 we utilize the convention H(Ω) =
H0(Ω) = L2(Ω) and H (Ω) =H0(Ω) =L2(Ω). On unbounded domains Ωc := R3 \Ω
we utilize the same notation together with the subscript “loc” in the form of Hsloc(Ωc)
and H sloc(Ωc) to denote that the required regularity conditions must only be fulfilled
on all bounded subdomains of Ωc.
For compact manifolds Γ we denote by Hs(Γ) the usual construction of Sobolev
spaces on manifolds via charts, and by H s(Γ) their vector valued counterparts. As
usual, we define the spaces H−s(Γ) and H−s(Γ) as the dual spaces of Hs(Γ) and
H s(Γ) w.r.t. L2(Γ) and L2(Γ) as pivot spaces.
Let M be one of the domains Ω, Ωc, or the boundary Γ. For any differential
operators d defined onM, we define the spaces Hs(d,M) via the closure of Hs(M)
under the graph norm ‖·‖Hs(M) +‖d(·)‖Hs(M), equipping the spaces with the same.
The definition of graph norms is generalised to vector-valued differential operators and
spaces in complete analogy and we denote by H s(div0,M) the elements of H s(M)
with zero divergence. The following trace operator for vector fields onto Lipschitz
boundaries will be required to describe meaningful boundary data to the electric wave
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equation.
Definition 2.1 (Rotated Tangential Trace Operators, [13]). For u ∈ C(Ωc;C3),
with Ω being a domain with Lipschitz boundary, we define the exterior rotated tangential
trace operator as
γ+t (u)(x0) := limx→x0
x∈Ωc
u(x)×nx0 , for all x0 ∈ Γ,
where nx0 denotes the exterior normal vector of Ω at x0. The interior trace γ
−
t is
defined accordingly, using the exterior normal.
By density arguments, see also [13], this notation can be extended to be applicable to
the spaces H s+1/2loc (Ωc) for 0< s < 1 and H loc(curl,Ωc). Thus, we define H s×(Γ) :=
γ+t
(
H
s+1/2
loc (Ωc)
)
for all 0< s < 1 as well as
H
−1/2
× (divΓ,Γ) := γ+t
(
H loc(curl,Ωc)
)
.
It is known that γ+t : H loc(curl,Ωc)→H−1/2× (divΓ,Γ) is a bounded linear operator
[13].
With respect to the pairing
〈µ,ν〉× =
∫
Γ
(µ×nx) ·ν dσx ,
we define the spaces H−s× (Γ) by duality to H s×(Γ) for 0< s < 1. Note, however, that
the space H−1/2× (divΓ,Γ) cannot be defined via such a duality if Γ is non-smooth,
cf. [13].
Given a perfectly conducting object Ω with Lipschitz boundary Γ in a surrounding
Ωc, we are interested in the scattered field es of an electric incident wave ei hitting
the scatterer Ω. Assuming a time-harmonic problem, the scattered field es can then
be described in the frequency domain by the electric wave equation
curlcurl es−κ2es = 0 in Ωc,
γ+t es =−γ+t ei on Γ,∣∣curl es(x)×x · |x|−1− iωε0es(x)∣∣=O(|x|−2), |x| →∞.(2.1)
The wavenumber κ= ω√ε0µ0 is described in terms of the frequency ω, as well as the
material parameters permittivity ε0 > 0 and permeability µ0 > 0, which we assume to
be constant. It is known that (2.1) is uniquely solvable for any sufficiently regular
Dirichlet data and wavenumbers κ > 0, see [14]. Given an incident wave ei, the total
electric field e in Ωc is then given by e = ei+es.
2.2. The Electric Field Integral Equation. Since (2.1) is an unbounded
exterior problem in a homogeneous medium, it is convenient to use the following
boundary integral representation.
Lemma 2.2 (Representation Formula, [13]). For any solution es of (2.1) there
exists a density w ∈H−1/2× (divΓ,Γ) such that es(x) = (V˜κw)(x) for all x ∈ Ωc, where
(V˜κw)(x) =
∫
Γ
Gκ(x−y)w(y)dσy + 1
κ2
gradx
∫
Γ
Gκ(x−y)divΓw(y)dσy .(2.2)
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Gκ(x−y) is herein given by the Helmholtz fundamental solution
Gκ(x−y) = e
iκ‖x−y‖
4pi‖x−y‖ .(2.3)
Moreover, the electric single layer potential given in (2.2) is a continuous operator
V˜κ : H−1/2× (divΓ,Γ)→H loc(curl curl,Ωc), such that the image of V˜κ is divergence
free within Ωc.
We remark that the very same representation formula holds also for the electric wave
equation in the bounded domain Ω, which we shall not need here. However, for
our following considerations it is important to keep in mind that the interior and
the exterior problem are closely related to each other. More precisely, the following
considerations for the exterior problem fail, if κ is a resonant wavenumber of the
interior problem, see [13] for a precise definition and discussion.
By the Lemma above we know that a density w, which has a physical meaning in
terms of a surface current, with es = V˜κw, exists. To obtain it, we apply the tangential
trace on both sides of (2.2), which yields the electric field integral equation
−γ+t ei = (γ+t V˜κ)(w) =:Vκw.(2.4)
The variational formulation for the electric field integral equation (2.4) is as
follows.
Continuous Problem. Find w ∈H−1/2× (divΓ,Γ) such that
〈Vκw,ξ〉× =−〈γ+t ei,ξ〉×,(2.5)
for all ξ ∈H−1/2× (divΓ,Γ).
As done in [10], one can utilize a generalized Gårding-inqequality to show well posedness
of this continuous problem for non resonant wavenumbers.
3. The Discrete Problem. We will now discuss the technical details and ana-
lytic properties for the discretization of (2.5). Since much of the following analysis is
based on the approximation results of [12], we will follow its notation closely. For a
more in-depth introduction to spline theory we refer to [46], and to its application to
variational isogeometric analysis to [5].
3.1. Fundamental Notions. We review the basic notions of isogeometric anal-
ysis, restricting ourselves to spaces constructed via locally quasi uniform p-open knot
vectors as required by the theory presented in [5, 12].
Definition 3.1 (B-Splines, [5]). Fix p and k such that 0≤ p < k. A locally quasi
uniform p-open knot vector is given by a set
Ξ =
[
ξ0 = · · ·= ξp ≤ ·· · ≤ ξk = · · ·= ξk+p
] ∈ [0,1]k+p+1
with ξ0 = 0 and ξk+p = 1 such that there exists a constant θ ≥ 1 such that for all
p≤ j < k one finds θ−1 ≤ hj ·h−1j+1 ≤ θ, where hj := ξj+1− ξj for all ξj , ξj+1 ∈ Ξ. The
B-spline basis {bpj}0≤j<k is now defined by recursion as
bpj (x) =
χ[ξj ,ξj+1) if p= 0,x−ξj
ξj+p−ξj b
p−1
j (x) +
ξj+p+1−x
ξj+p+1−ξj+1 b
p−1
j+1(x) else,
6 J. DÖLZ, S. KURZ, S. SCHÖPS, AND F. WOLF
where χM denotes the indicator function for a set M . Moreover, we define the spline
space Sp(Ξ) := span({bpj}j<k).
To obtain spline spaces in two spacial dimensions, define, for a tuple Ξ = (Ξ1,
Ξ2) and polynomial degrees p = (p1,p2) the spaces Sp(Ξ) := Sp1(Ξ1)⊗Sp2(Ξ2). For
simplicity, we will assume all interior knots to have the same multiplicity. Given knot
vectors Ξ1, Ξ2 with knots ξki < ξki+1 and ξki , ξki+1 ∈Ξk for both, k= 1,2, sets of the form
[ξ1j , ξ1j+1]× [ξ2j , ξ2j+1] will be called elements. We reserve the letter h for the maximal
diameter of all elements. We remark that this tensor product construction does not
allow for local refinement. Approaches to omit this problem have been suggested, see
e.g. [22] and the sources cited therein, but are beyond the scope of this article.
Let  := [0,1]2 denote the unit square. As usual in the framework of isogeometric
analysis, the geometry Γ =
⋃
j≤N Γj will be given as a family of mappings
F j : → Γj ⊂ R3,(3.1)
which we will refer to as parametrization. These mappings will be given by NURBS
mappings, i.e., by mappings with a representation
F j(x,y) :=
∑
0≤j1<k1
∑
0≤j2<k2
cj1,j2b
p1
j1
(x)bp2j2 (y)wj1,j2∑k1−1
i1=0
∑k2−1
i2=0 b
p1
i1
(x)bp2i2 (y)wi1,i2
,
for control points cj1,j2 ∈ R3 and weights wi1,i2 > 0. For further concepts and algo-
rithmic realization of the NURBS we refer to [42].
We assume Γ =
⋃
j≤N Γj to be the piecewise smooth boundary of a simply con-
nected Lipschitz domain. Moreover, we assume any mapping of the parametrization
to be non-singular and invertible. On any interface Γj ∩Γi 6= ∅ we require the involved
mappings to coincide, i.e., F j(·,1)≡F i(·,0) must be satisfied up to orientation of the
reference domain.
We remark that, as long as the assumptions stated above are fulfilled, the de-
scription of the geometry is independent of the analysis that will follow, i.e., one
could choose sufficiently regular mappings that are not representable via NURBS, for
example, mappings containing trigonometric functions.
3.2. A Conforming Discretization. Let F j : → Γj be a mapping of the
parametrization of Γ. Defining the surface measure τ via
τ(x) := ‖∂xF j(x)×∂yF j(x)‖R3 , x ∈,(3.2)
the geometry transformations required for an analysis of isogeometric boundary element
methods are of the form
ι0(F j)(f0)(x) := (f0 ◦F j)(x), x ∈,
ι1(F j)(f 1)(x) :=
(
τ · (dF ᵀj)−1(f 1 ◦F j)
)
(x), x ∈,
ι2(F j)(f2)(x) := (τ · (f2 ◦F j))(x), x ∈.
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We note that, since dF ᵀj is a rectangular matrix, (dF
ᵀ
j)−1 is a common abuse of
notation, whose meaning is discussed for example in [41, Chapter 5.4]. In short, under
mild assumptions on the geometry mapping, ι1 has to be understood in the sense of
mapping a tangential vector field on a two-dimensional manifold embedded into R3 to
the tangential field of the two-dimensional reference domain. For implementations,
this technicality can usually be omitted, since the operations on the reference domain
merely require the push-forwards
(ι0(F j))−1(f0)(x) = (f0 ◦F−1j )(x), x ∈ Γj ,
(ι1(F j))−1(f 1)(x) =
(
τ−1 · (dF j)ᵀ(f 1 ◦F−1j )
)
(x), x ∈ Γj ,
(ι2(F j))−1(f2)(x) =
(
τ−1 · (f2 ◦F−1j )
)
(x), x ∈ Γj ,
where the computation of the inverse F−1j is not required, since all discrete entities
are known and constructed w.r.t. the reference coordinates.
An important property of these geometry transformations is that the following
diagram
H1(Γj) H (divΓ,Γj) L2(Γj)
H1() H (div,) L2()
ι0
curl div
ι1 ι2
curlΓ divΓ
commutes [12, 40]. Thus, a conforming spline basis of H1() yields automatically
conforming finite dimensional discretization of the entire diagram. More precisely,
given polynomial degrees p1,p2 > 0, the mapping properties of the differential operators
yield the conforming spline spaces
S0p,Ξ() := Sp1,p2(Ξ1,Ξ2), ⊂H1(),
S1p,Ξ() := Sp1,p2−1(Ξ1,Ξ′2)×Sp1−1,p2(Ξ′1,Ξ2), ⊂H0(div,),
S2p,Ξ() := Sp1−1,p2−1(Ξ′1,Ξ′2) ⊂ L2(),
together with their mapped counterparts on the surface.
For the multipatch boundary Γ = ∪j≤NΓj let Ξ := (Ξj)j≤N be an N -tuple of
knot vectors as in Definition 3.1. Let p = (pj)j≤N an N -tuple of pairs of integers
pj =
(
p
(j)
1 ,p
(j)
2
)
, corresponding to polynomial degrees for each patch Γj . Then we
define the spline complex on the boundary Γ via
S0p,Ξ(Γ) :=
{
f ∈H1/2(Γ) : ι0(F j)(f |Γj ) ∈ S0pj ,Ξj () for all j ≤N
}
,
S1p,Ξ(Γ) :=
{
f ∈H−1/2× (divΓ,Γ): ι1(F j)(f |Γj ) ∈ S1pj ,Ξj () for all j ≤N
}
,
S2p,Ξ(Γ) :=
{
f ∈H−1/2(Γ) : ι2(F j)(f |Γj ) ∈ S2pj ,Ξj () for all j ≤N
}
.
Throughout this paper, we will denote by p the minimal polynomial degree used for
the construction of S0p,Ξ(Γ).
Remark 3.2. In the spirit of the isogeometric paradigm, degrees and knot vectors
of the discrete B-spline spaces can be chosen to match the properties of the geometry
discretization [33]. Note, however, that there is no theoretical requirement for p and
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Ξ to match the discretization of the geometry if we assume sufficient regularity of
the parametrization. This fact will be used later on to benchmark different orders of
discretization on the same geometry.
By definition of the spline spaces above, the sequence
(3.3) S0p,Ξ(Γ) S1p,Ξ(Γ) S2p,Ξ(Γ)
curlΓ divΓ
is a conforming multipatch discretization of the two-dimensional sequence
(3.4) H1/2(Γ) H−1/2× (divΓ,Γ) H−1/2(Γ).
curlΓ divΓ
We refer to [12] for an in-depth discussion on how these spline spaces on the boundary
are connected with the B-spline discretization of the three-dimensional de Rham
sequence.
Replacing H−1/2× (divΓ,Γ) by S1p,Ξ(Γ)⊂H−1/2× (divΓ,Γ) yields the discrete varia-
tional problem to (2.5), given as follows.
Discrete Propblem. Find wh ∈ S1p,Ξ(Γ) such that
〈Vκwh,µh〉τ =−〈γ+t ei,µh〉τ ,(3.5)
for all µh ∈ S1p,Ξ(Γ).
Given a basis {ϕi}Ni=1 of S1p,Ξ(Γ), this yields the linear system
Vκ,hwh =−f h,(3.6)
where the right-hand side f h is given by
[
f h
]
j
= 〈γ+t ei,ϕj〉× and the system matrix
Vκ,h by [
Vκ,h
]
i,j
= 〈Vκϕj ,ϕi〉×
=
∫
Γ
∫
Γ
Gκ(x−y)ϕj(x) ·ϕi(y)dσy dσx
− 1
κ2
∫
Γ
∫
Γ
Gκ(x−y)divΓϕj(x)divΓϕi(y)dσy dσx ,
(3.7)
see also [13]. We remark that the system matrix is symmetric, but not Hermitian.
3.3. Approximation Properties and Discrete Inf-Sup Condition. The
conforming spline spaces introduced in the previous section provide approximation
results of optimal order in H−1/2× (divΓ,Γ), w.r.t. patchwise regularity. Therefore,
setting s≥ 0, we define the patchwise norms
‖f ‖H˜s(Γ) :=
∑
j≤N
‖f ‖Hs(Γj), ‖g‖H˜s(divΓ,Γ) :=
∑
j≤N
‖g‖Hs(divΓ,Γj),
for all functions f ∈ L2(Γ) and g ∈H−1/2× (divΓ,Γ) for which these expressions are
well defined. The corresponding spaces of higher patchwise regularity are defined
canonically as subspaces of L2(Γ) and H (divΓ,Γ) with finite norm, see [12].
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Theorem 3.3 (Approximation Properties of S1p,Ξ(Γ), [12]). Let f ∈ H˜
s(divΓ,Γ),
0≤ s≤ p and denote by f h the H−1/2× (divΓ,Γ)-orthogonal projection of f onto S1p,Ξ(Γ).
Then one finds
‖f −f h‖H−1/2× (divΓ,Γ) . h
1/2+s‖f ‖H˜s(divΓ,Γ).
According to the classical theory of the electric field integral equation the following
holds.
Lemma 3.4 (Criteria for a Stable Discretization, [7, Sec. 3], [10, Prop. 4.1]).
Under the assumptions that
1. there exists a continuous splitting H−1/2× (divΓ,Γ) = W ⊕V such that the
bilinear form induced by the variational formulation (2.5) is stable and coercive
on V ×V and W ×W , and compact on V ×W and W ×V ,
2. S1p,Ξ(Γ) can be decomposed into a sum S1p,Ξ(Γ) :=W h⊕V h of closed subspaces
of H−1/2× (divΓ,Γ),
3. W h and V h are stable under complex conjugation, and
4. it holds that W h ⊆W , as well as the so-called gap-property
sup
vh∈V h
inf
v∈V
‖v−vh‖H−1/2× (divΓ,Γ)
‖vh‖H−1/2× (divΓ,Γ)
h→0−→ 0,(3.8)
the discrete problem (3.5) enjoys inf-sup-stability.
The continuous splitting of H−1/2× (divΓ,Γ) has been discussed in the literature,
see, e.g., [13], and is required for proving the inf-sup-stability of (2.5). One of the most
concise (although not self-contained) constructions of said splitting and the discrete
inf-sup condition according to this scheme is due to [7], whose lines we will follow
closely, starting with the introduction of some necessary operators. The theory behind
them goes back to [32].
Lemma 3.5 (Regularising Projection). For compact domains Ω with Lipschitz
boundary there exists a continuous projection R : H−1/2× (divΓ,Γ)→H1/2× (Γ) such that
(divΓ ◦R)(u) = divΓu,(3.9)
for all u ∈H−1/2× (divΓ,Γ).
Proof. The definition of a suitable operator is done in [7, Lem. 3.1], which we
shortly recap for later reference.
For any v ∈H−1/2× (divΓ,Γ), the solution of the Neumann problem
∆w = 0 in Ω,
gradw ·n = divΓv on Γ,
(3.10)
defines a field gradw ∈H0(div0,Ω) with 〈gradw ·n,1〉L2(Γ) = 0. Using a continuous
lifting operator L : H0(div0,Ω) → H1(Ω) with curlLu = u for all u ∈ H0(div0,Ω)
satisfying 〈u ·n,1〉L2(Γ) = 0, see, e.g., [25, Theorem 3.4], we finally arrive at Rv :=
γ−t Lgradw ∈H1/2× (Γ) and (3.9) follows. Since gradw depends continuously on divΓv
and γ−t : H1(Ω)→H1/2× (Γ) is also continuous, the continuity of R follows.
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Indeed, one can show the continuous inf-sup-condition via the splitting V :=
R
(
H
−1/2
× (divΓ,Γ)
)
and W := (Id−R)(H−1/2× (divΓ,Γ)).
The construction of a corresponding discrete splitting relies on the multipatch
interpolation operators introduced in [12], given by
Π˜0Γ : H1/2(Γ)⊇D
(
Π˜0Γ
)→ S0p,Ξ(Γ),
Π˜1Γ : H
−1/2
× (divΓ,Γ)⊇D
(
Π˜1Γ
)→ S1p,Ξ(Γ),
Π˜2Γ : H−1/2(Γ)⊇D
(
Π˜2Γ
)→ S2p,Ξ(Γ),
with domains D( ·). Note that these projections commute with the surface differential
operators curlΓ and divΓ, i.e., one finds
(curlΓ ◦ Π˜0Γ)(f) = (Π˜1Γ ◦curlΓ)(f),
(divΓ ◦Π˜1Γ)(f ) = (Π˜2Γ ◦divΓ)(f ).
(3.11)
Among other estimates about these interpolation operators, [12] provides the following.
Lemma 3.6. Let f ∈ H˜ s(Γ) for 1≤ s≤ p. Then it holds that∥∥f −Π˜1Γf∥∥L2(Γ) . hs‖f ‖H˜s(Γ).
Other than in [7], we cannot use the operator R to introduce a discrete splitting,
since the image of R is not patch-wise in H1, which would be required to be contained
in D(Π˜1Γ). Instead, we have to introduce another regularising projection.
Lemma 3.7 (Regularising Projection for higher Regularity). For compact domains
Ω with Lipschitz boundary there exists a continuous projection R0 : H0(divΓ,Γ)→
H˜
1(Γ) such that (divΓ ◦R0)(u) = divΓu, for all u ∈H0(divΓ,Γ).
Proof. The proof is in analogy to Lemma 3.5. First, we remark that divΓu ∈L2(Γ).
Thus, (3.10) yields a field gradw ∈H1/2(div0,Ω) with 〈gradw ·n,1〉L2(Γ) = 0. [25,
Remark 3.12] shows that there is a continuous lifting operator L1/2 : H1/2(div0,Ω)→
H3/2(Ω) with curlLu = u for all u ∈H1/2(div0,Ω) satisfying 〈u ·n,1〉L2(Γ) = 0. This
yields the assertion by patchwise application of the rotated tangential trace. We remark
that the continuity of L1/2 follows by noting that the construction of the extensions in
[25, Theorem 3.4] and [25, Corollary 3.3] depend continuously on the input data. The
interpolation argument of [25, Remark 3.12] then yields the continuity assertion, since
the image of the procedure in [25, Theorem 3.4] and [25, Corollary 3.3] coincides for
equal input data in terms of their respective equivalence classes.
In analogy to the continuous setting, by Lemma 3.7 and the construction and
properties of the quasi-interpolation operators constructed in [12], the definition of
the discrete splitting via
V h := (Π˜1Γ◦R0)
(
S1p,Ξ(Γ)
)
, W h := (Id−Π˜1Γ ◦R0)
(
S1p,Ξ(Γ)
)
,
is well defined and would be a suitable candidate to fulfill the assumptions of Lemma 3.4.
Remark 3.8. The construction of both R and R0 make it clear that the kernel
of the respective operator consists exactly of the divergence free functions. Thus, it
follows that W h ⊆W holds, compare [7, Eq. 3.5].
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We are now ready to provide a statement about the inf-sup-stability of the
discretized EFIE.
Theorem 3.9. The discrete problem (3.5) enjoys inf-sup-stability.
Proof. First, we consider the case of S1p,Ξ(Γ) ⊂H1/2× (Γ), i.e., when S1p,Ξ(Γ) is
patchwise continuous. Due to Remark 3.8, it remains to check the gap property (3.8)
for V and V h. We write
sup
vh∈V h
inf
v∈V
‖v−vh‖H−1/2× (divΓ,Γ)
‖vh‖H−1/2× (divΓ,Γ)
. sup
vh∈V h
‖R0vh−vh‖H−1/2× (divΓ,Γ)
‖vh‖H−1/2× (divΓ,Γ)
= sup
vh∈V h
∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥H−1/2× (divΓ,Γ)
‖vh‖H−1/2× (divΓ,Γ)
.
Note that the last equality holds because one can show that Π˜1Γ ◦R0 is a projection, as
done in [7, Sec. 6] for R. Thus, it holds that
(Π˜1Γ ◦R0)(V h) = V h := (Π˜
1
Γ ◦R0)(S1p,Ξ(Γ)).
Since the canonical embedding H0(divΓ,Γ) ↪→H−1/2× (divΓ,Γ) is continuous, we arrive
at ∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥H−1/2× (divΓ,Γ) . ∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥H0(divΓ,Γ).
By the divergence preserving property of R0 and the fact that the interpolation
operators are projections which commute w.r.t. the surface differential operator, we
can apply Lemma 3.6 arriving at∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥H0(divΓ,Γ) = ∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥L2(Γ) . h‖R0vh‖H˜1(Γ).
Note that the right hand side is well defined due to R0(V h)⊂ H˜1(Γ). Combining the
above with the continuity of the R0 operator and inverse estimates, cf. Lemma A.1,
yields ∥∥(R0−Π˜1Γ ◦R0)(vh)∥∥H−1/2× (divΓ,Γ) . h1/2‖vh‖H−1/2× (divΓ,Γ),
and thus the assertion for the case S1p,Ξ(Γ)⊂H1/2× (Γ). The case S1p,Ξ(Γ) 6⊂H1/2× (Γ),
which is realized only for maximal knot repetition within knot vectors, reduces to the
classical theory of higher order Raviart Thomas elements on quadrilaterals, cf. [10, 52].
Following classical Babuška-Brezzi theory [2, 53], we can finally combine Theorems
3.3 and 3.9 and arrive at the main result of this section.
Theorem 3.10 (Discretization Error). The solution to (3.5) exists and is unique.
Moreover, assuming w ∈ H˜ s(divΓ,Γ) for some 0 < s ≤ p, for the solutions w ∈
H
−1/2
× (divΓ,Γ) and wh ∈ S1p,Ξ(Γ) of (2.5) and (3.5) we find that
‖w−wh‖H−1/2× (divΓ,Γ) . h
s+1/2‖w‖H˜s(divΓ,Γ).
As a corollary, we can predict the expected convergence rates of the scattered
electric field. Similar to scalar-valued problems, the convergence rate of the field
doubles.
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Corollary 3.11. Let x ∈ Ωc fixed. Let w be the solution to (2.5) and wh the
solution to the numerical problem (3.5). Then, for es = V˜κw and es,h = V˜κwh, it holds
‖es(x)−es,h(x)‖C3 ≤ C(x)h2p+1‖w‖H˜p(divΓ,Γ),
if w and the solution of a suitable adjoint problem are sufficiently smooth.
Proof. One readily verifies that
(
V˜κ ·
)
(x) is a linear and continuous functional on
H
−1/2
× (divΓ,Γ) for given x. Let then ϕ(x) be the solution of the adjoint problem of
finding ϕ(x) ∈H−1/2× (divΓ,Γ) such that〈
Vκξ,ϕ
(x)〉
× =
(
V˜κξ
)
(x)(3.12)
holds for all ξ ∈H−1/2× (divΓ,Γ). Let ϕ(x)h denote its discrete analogon. The assertion
now follows by applying a standard argument, see also [45, Theorem 4.2.14], to each
component of the scattered field to obtain
‖es(x)−es,h(x)‖C3 . ‖w−wh‖H−1/2× (divΓ,Γ)
∥∥∥ϕ(x)−ϕ(x)h ∥∥∥
H
−1/2
× (divΓ,Γ)
.
The previous theorem yields the assertion with C(x) = C‖ϕ(x)‖H˜p(divΓ,Γ), if the
solutions to (2.5) and (3.12) are smooth enough.
Remark 3.12. The proof applies to any linear and continuous output functional of
w. Thus, similar error estimates hold also for other quantities of interest, for example
for path integrals of the electric field, i.e., voltages, or radar cross sections, cf. [34].
4. Details of Implementation. This section is concerned with the implementa-
tion of a specialized fast method for the electric field integral equation with conforming
B-spline spaces in the isogeometric framework (3.6). The assembly of the system
matrices will be discussed in the following subsection. Since, in general, the matrices
will be densely populated, Section 4.2 discusses a fast compression method based on
interpolation of the kernel function as introduced in [20, 21]. A particular feature
of this approach is that its simple implementation integrates effortlessly into the
H2-matrix framework [9], which is a more efficient variant of the commonly used
H-matrix framework [29]. Section 4.3 is then concerned with the error analysis of the
method.
Before we start, we briefly comment on the adaptive cross approximation, which
has been used in [47]. Being a simple and purely algebraic algorithm, it is very popular
in the engineering community [35]. However, due to the overlapping supports of
higher-order B-spline discretizations, it will inevitably lead to redundant kernel and
geometry evaluations, and will thus become increasingly inefficient for higher order.
In contrast, the scheme we are going to present in this section avoids such redundant
computations by construction.
4.1. Assembly of the System Matrix. We assume that the B-spline space
S1p,Ξm(Γ) is, on each patch Γj , generated by the tuple Ξm,j = (Ξm,Ξm), where Ξm is
an equidistant knot vector with 2m, m≥ 0, elements. This corresponds to m steps of
uniform refinement in terms of the reference domain and generates a nested sequence
of meshes. Then, for each level of refinement m, the mesh consists of 4m elements
per patch. The key point of this refinement strategy is that it induces a quadtree
structure on the geometry, cf. Figure 2, which we will use for our compression scheme.
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Γi,0,0 refine
Γi,1,0 Γi,1,1
Γi,1,2Γi,1,3
refine
Figure 2: Refinement of the patch induced by the i-th mapping. Bold region corre-
sponds to cluster Γλ with λ = (i,1,1).
Each element Γi,j,k within the nested sequence of meshes will be refered to by a
tuple (i, j,k) =:λ, where i denotes the corresponding parametric mapping, j showcases
the level of refinement of the element and k denotes the index of the element in
hierarchically order. For notational purposes, we will define |λ| := j and also introduce
the diffeomorphisms Fλ : → Γλ which can easily be defined by combining F i with a
suitable affine transformation. For the efficient compression, each instance of Γλ is
also considered as a cluster, in the sense that Γλ will be considered as the set of tree
leaves appended to the subtree with root Γλ . Naïvely said, Γλ can be visualised as “a
square region on the geometry”. The hierarchically ordered collection of all Γλ will be
called cluster tree and denoted by T .
For each pair of clusters in T , the fundamental solution Gκ from (2.3) can be
localized to a localized kernel function
Gκ,λ,λ′ : ×→ C, Gκ,λ,λ′(s,t) =Gκ
(
Fλ(s)−Fλ′(t)
)
(4.1)
which reparametrizes the fundamental solution to ×. This reduces the dimension
(in terms of input variables) of the fundamental solution artificially.
On each element Γλ , ansatz functions ϕλ can be defined by lifting suitable shape
functions ϕ̂ on  to the surface by the suitable (localized) pullback, thus defining ϕλ .
To define suitable shape functions of polynomial degree p on , we introduce the knot
vector Ξ∗m, which is generated from Ξm by increasing the multiplicity of each knot to
p+1. We then define the spaces S∗p,m(), to be the discontinuous spaces generated by
p = (p,p) and Ξ∗m = (Ξ∗m,Ξ∗m). Then, for the particular case m= 0, S∗p,0() contains
all tensorised polynomials of degree p on . Later, we will also require S∗p,m(), m> 0,
which is generated by tensorised polynomials of degree p on every element on the unit
square. The span of all ansatz functions ϕλ with |λ|=m then yields a global discrete
discontinuous function space S∗p,m(Γ) of dimension k := 22mN(p+ 1)2.
Since B-splines are piecewise polynomials, it clearly holds that
S1p,Ξm(Γ)⊆ S∗p,m(Γ) := S∗p,m(Γ)×S∗p,m(Γ),
with p = (p,p) and Ξm = (Ξm,Ξm). We can therefore represent each basis function
of S1p,Ξm(Γ) by a linear combination of basis functions of S
∗
p,m(Γ). This yields a
transformation matrix T , which transforms the coefficient vector of a function in
S1p,Ξm(Γ) to the coefficient vector of the corresponding function in S
∗
p,m(Γ). Then,
instead of assembling the system of linear equations (3.6) with respect to S1p,Ξm(Γ),
one may assemble it with respect to S∗p,m(Γ) to obtain a system matrix V ∗κ,h and a
vector f ∗h. A linear system of equations equivalent to (3.6) is then given by
T ᵀV ∗κ,hTw =−T ᵀf ∗h.(4.2)
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Since the dimension of S∗p,m(Γ) is larger than the dimension of S1p,Ξm(Γ), the matrix
V ∗κ,h is larger than the matrix V κ,h. However, it has been shown in [43] for the
case of classical higher order Raviart-Thomas elements that the superspace approach
can achiever better compression rates and, thus, better computation times. In this
particular case, the non-zero elements in T were either 1 or −1. In [20, 21], the
superspace approach has been applied to represent higher order B-spline spaces for
Laplace and Helmholtz problems, where the elements of T were the coefficients of
a suitable basis transformation. Thus, the superspace approach in (4.2) can be
implemented as a mixture of the two: Whereas, on each patch Γj , one can use the
approach of [21] to find a suitable transformation matrix between S∗p,m(Γj)×S∗p,m(Γj)
and S1p,Ξm(Γ)|Γj , one can use the approach of [43] to enforce continuity across patch
boundaries. The transformation matrix T can then be seen as the product of two
sparse matrices.
Remark 4.1. From an implementation point of view, the transformation matrix
between S∗p,m(Γj)×S∗p,m(Γj) and S1p,Ξm(Γ)|Γj can easily be constructed in a black-box
fashion by exploiting the tensor product structure of the two spaces and spline-
interpolation in one dimension.
The highly local support of the ansatz functions in S∗p,m(Γ) has several advantages.
First, the numerical integration for the evaluation of the matrix entries can be done
with standard quadrature methods for higher order boundary element methods, see
[44] or [30]. Second, it will allow us to employ a version of the fast multipole method
for the matrix compression which perfectly fits the framework of isogeometric analysis.
Of course, one may also use any other compression method to approximate V ∗κ,h,
but we will see that our version of the fast multipole method in combination with
the structure of the isogemoetric mappings directly fits into the efficient H2-matrix
framework. Other compression methods tailored to isogeometric mappings, but in the
lowest-order context and in the less efficient H-matrix framework, have been compared
in [31].
Before we introduce the compression scheme, we first have to pull the matrix
represention (3.7) back to the reference domain. According to [41], for two basis
functions ϕi and ϕj of S∗p,m(Γ) supported on Γλ(i) and Γλ(j), the first integral is given
by ∫
Γ
∫
Γ
Gk(x−y)ϕi(x) ·ϕj(y)dσy dσx
=
∫

∫

Gκ,λ(i),λ(j)(s,t)ϕ̂j(s)ᵀdFλ(j)(s)ᵀdFλ(i)(t)ϕ̂i(t)dtds
(4.3)
and the second by∫
Γ
∫
Γ
Gk(x−y)divΓϕj(x)divΓϕi(y)dσy dσx
=
∫

∫

Gκ,λ(i),λ(j)(s,t)divϕ̂j(s)divϕ̂i(t)dtds.
(4.4)
Assuming that a finite dimensional basis of S∗p,m(Γ) is given in terms of scalar functions,
i.e., {[
ϕi
0
]
,
[
0
ϕj
]
: ϕi,ϕj basis functions of S∗p,m(Γ)
}
,
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the matrix V ∗κ,h can be further decomposed into
V ∗κ,h =
[
V
(1,1)
κ,h V
(1,2)
κ,h
V
(2,1)
κ,h V
(2,2)
κ,h
]
,
with [
V
(α,β)
κ,h
]
i,j
=
∫

∫

Gκ,λ(i),λ(j)(s,t)
(
〈∂αFλ(i)(s),∂βFλ(j)(t)〉ϕ̂j(s)ϕ̂i(t)
− 1
κ2
∂αϕ̂j(s)∂βϕ̂i(t)
)
dtds,
(4.5)
for α,β = 1,2.
Here, we denote by ϕ̂i the pullback of the basis function ϕi to the reference domain,
i.e.,
ϕ̂i = ϕi ◦Fλ(i).
This means that ϕ̂i is effectively an element of S∗p,0(), i.e., it is the tensor product
polynomials.
Remark 4.2. To obtain efficiency in an actual implementation, one may choose to
simultaneously assemble the V (α,β)κ,h and exploit the symmetry V
(2,1)
κ,h =
(
V
(1,2)
κ,h
)ᵀ and
the symmetry of V (1,1)κ,h and V
(2,2)
κ,h . Employing an element-wise integration scheme
avoids redundant evaluations of kernel function and geometry. This can be maintained
in the following compression scheme.
4.2. Compression of the System Matrix. Due to the non-locality of the
fundamental solution Gκ, the system matrix Vk,h given by (3.7) is densely populated.
Its storage and assembly cost are thus prohibitively expensive for higher-dimensional
ansatz and test spaces, and an efficient numerical implementation with compression
technique is needed. We follow the approach of [20, 21] to compress the matrices
V
(α,β)
κ,h , α,β = 1,2, in terms of a specialized fast multipole method, which yields a
representation of these matrices in terms of H2-matrices, see also [9]. However, the
approach is only applicable to matrices of the kind[
A
]
i,j
=
∫
Γ
∫
Γ
Gκ(x−y)ϕj(x)ϕi(y)dσy dσx
=
∫

∫

Gκ,λ(i),λ(j)(s,t)ϕ̂j(s)ϕ̂i(t)dtds,
which does not readily fit the format of the matrices from (4.5) due to the derivatives
of the geometry mappings contained in the basis functions and the involved surface
divergences. In the following, we will, therefore, adapt the construction to the setting
of the electric single layer operator.
For constructing the H2-matrix representation, consider the level-wise Cartesian
product T T := {Γλ×Γλ′ : Γλ ,Γλ′ ∈ T , |λ|= |λ′|} of the cluster tree T . Compressible
matrix blocks are then identified by the following admissibility condition.
Definition 4.3. The clusters Γλ and Γλ′ with |λ|= |λ′| are called admissible if
(4.6) max
{
diam(Γλ),diam(Γλ′)
}≤ ηdist(Γλ ,Γλ′)
holds for a fixed η ∈ (0,1). The largest collection of admissible blocks Γλ×Γλ′ ∈ T T
such that Γdad(λ)×Γdad(λ′) is not admissible forms the far-field F ⊂ T  T of the
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Figure 3: Illustration of the H2-matrix partitioning. All but the very smallest blocks
are contained in the farfield and will be compressed by the fast multipole method.
operator. The remaining non-admissible blocks correspond to the near-field N ⊂ T T
of the operator.
The far-field conforms with the compressible matrix blocks, whereas the near-field
is treated by the classical boundary element method, see Figure 3 for an illustration.
The block-cluster tree B := F ∪N can be constructed by Algorithm 4.1. We remark
that for all block-clusters Γλ ×Γλ′ ∈ B, it holds |λ| = |λ′| and refer to [20, 31] for
an in-depth discussion about the special properties of the block-cluster tree in the
isogeometric setting.
Algorithm 4.1 Construction of the block-cluster tree B
procedure BuildBlockClusterTree(cluster Γλ ,Γλ′)
if (Γλ ,Γλ′) is admissible then
sons(Γλ×Γλ′) := ∅
else
sons(Γλ×Γλ′) := {Γµ×Γµ′ : µ ∈ sons(λ),µ′ ∈ sons(λ′)}
for µ ∈ sons(λ),µ′ ∈ sons(λ′) do
BuildBlockClusterTree(Γµ ,Γµ′)
end for
end if
end procedure
For a given polynomial degree q ∈ N, let {x0,x1, . . . ,xq} ⊂ [0,1] denote q+ 1 in-
terpolation points. Furthermore, let Lm(s) for m= 0, . . . , q be the Lagrangian basis
polynomials with respect to these interpolation points. By a tensor product construc-
tion, one obtains the interpolation points xm := (xm1 ,xm2) and the corresponding
tensor product basis polynomials Lm(s) := Lm1(s1) ·Lm2(s2) for m1,m2 = 0, . . . , q. In
all admissible blocks Γλ×Γλ′ ∈ F , this gives rise to the approximation
Gκ,λ,λ′(s,t)≈
∑
‖m‖∞≤q,
‖m′‖∞≤q
Gκ,λ,λ′(xm ,xm′)Lm(s)Lm′(t) =: G˜
(q)
κ,λ,λ′(s,t).
We remark that the approach presented here interpolates the localized kernel (4.1) via
polynomials on the reference domain  of the isogeometric mappings rather than the
original kernel in space, as first introduced in [24, 28]. We will see that this will lead
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to a complexity of q2 in terms of the interpolation degree of the compression, rather
than q3.
Including the geometry information into the kernel evaluation yields
V
(α,β)
κ,h
∣∣∣
λ,λ′
= V (α,β)κ,h,1
∣∣∣
λ,λ′
+V (α,β)κ,h,2
∣∣∣
λ,λ′
(4.7)
with [
V
(α,β)
κ,h,1
∣∣∣
λ,λ′
]
`,`′
=
∫

∫

Gκ,λ,λ(s,t)〈∂αFλ(s),∂βFλ(t)〉ϕ̂`′(s)ϕ̂`(t)dtds
≈
∑
‖m‖∞≤q,
‖m′‖∞≤q
Gκ,λ,λ′(xm ,xm′)〈∂αFλ(xm),∂βFλ(xm′)〉
·
∫

Lm(s)ϕ̂`′(s)ds
∫

Lm′(t)ϕ̂`(t)dt
for two basis functions ϕ̂`, ϕ̂`′ ∈ S∗p,J−|λ|(). We thus have the representation[
V
(α,β)
κ,h,1
∣∣∣
λ,λ′
]
`,`′
=
[
M|λ|K
(α,β)
λ,λ′,1(M

|λ′|)ᵀ
]
`,`′ ,
where [
K
(α,β)
λ,λ′,1
]
m,m′
=Gκ,λ,λ′(xm ,xm′)〈∂αFλ(xm),∂βFλ(xm′)〉
and [
M |λ|
]
m1,`
=
∫ 1
0
Lm1(s1)φ̂`(s1)ds1, φ̂` ∈ S∗p,0([0,1]),
M|λ| =M |λ|⊗M |λ|.
For the second term in (4.7) we obtain[
V
(α,β)
κ,h,2
∣∣∣
λ,λ′
]
`,`′
=− 1
κ2
∫

∫

Gκ,λ,λ(s,t)∂αϕ̂`′(s)∂βϕ̂`(t)dtds
≈
∑
‖m‖∞≤q,
‖m′‖∞≤q
− 1
κ2
Gκ,λ,λ′(xm ,xm′)
∫

Lm(s)∂αϕ̂`′(s)ds
∫

Lm′(t)∂βϕ̂`(t)dt,
which amounts to the representation[
V
(α,β)
κ,h,2
∣∣∣
λ,λ′
]
`,`′
=
[
Mα,|λ| K
(α,β)
λ,λ′,2(M
β,
|λ′| )
ᵀ]
`,`′ ,
with [
M ∂|λ|
]
m,`
=
∫ 1
0
Lm(s)∂φ̂`(s)ds, φ̂` ∈ S∗p,0([0,1]),
M 1,|λ| =M
∂
|λ|⊗M |λ|,
M 2,|λ| =M |λ|⊗M ∂|λ|,
18 J. DÖLZ, S. KURZ, S. SCHÖPS, AND F. WOLF
V
(α,β)
κ,h
∣∣∣
λ,λ′
≈ M|λ| Mα,|λ|
K
(α,β)
λ,λ′,2
K
(α,β)
λ,λ′,1 (M

|λ|′)
ᵀ
(Mβ,|λ|′ )
ᵀ
Figure 4: Illustration of the storage savings for an admissible block V (α,β)κ,h
∣∣
λ,λ′ com-
pressed by the fast multipole method. When using the efficient H2-variant, M|λ|,
Mβ,|λ| , and M
β,
|λ| can be efficiently represented by recurrence relations such that
assembly, storage and application become negligible.
and [
K
(α,β)
λ,λ′,2
]
m,m′
=− 1
κ2
Gκ,λ,λ′(xm ,xm′).
In view of (4.7), this yields the low-rank representation
V
(α,β)
κ,h
∣∣∣
λ,λ′
≈
[
M|λ| M
α,
|λ|
][K (α,β)λ,λ′,1
K
(α,β)
λ,λ′,2
][ (
M|λ|
)ᵀ(
M β,|λ|
)ᵀ] ,(4.8)
for the matrices (4.5) in all admissible matrix blocks, see also Figure 4 for an illustration.
We remark that this representation is within the same framework as it was used for
the treatment of the hypersingular operator for the Laplace equation in [20]. Therefore
all considerations made in [20] also apply for our setting here. In particular, there hold
the following complexity results, which amount to a linear scaling w.r.t. the number of
elements.
Theorem 4.4. Let N denote the number of patches and m the level of refinement.
The storage consumption of the compressed matrix has a complexity of O(N ·4m(pq)2).
Moreover, the matrix-vector multiplication has also a complexity of O(N ·4m(pq)2), if
its fast H2-variant is used.
Remark 4.5. We stress that the introduced compression scheme has an intrinsic
H2-structure, which is more efficient than the frequently used H-matrix structure.
Its efficiency is based on the fact that, for each admissible block λ×λ′, there are
only q2 evaluations of the geometry and the kernel function required to assemble the
matricesK (α,β)λ,λ′,1 andK
(α,β)
λ,λ′,2. The other required matrices from (4.8) can be efficiently
represented by recurrence relations from smaller matrices with tensor product structure
such that assembly, storage and application do not affect the asymptotic behaviour,
see [20].
4.3. Error Analysis Of the Compression Scheme. The interpolation of the
fundamental solution for the compression of the system matrix introduces an error
in the system matrix and, thus, an error in the numerical solution. Since this error
depends on the degree of the interpolation q, this section is dedicated to a suitable error
analysis. The main application of the following theorem is to bound the approximation
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error of the bilinear form in a general form of Strang’s first lemma [45, Thm. 4.2.11]. A
direct consequence is that the compression scheme is able to maintain the convergence
rate predicted by Theorem 3.10, if the polynomial degree for the compression is
properly chosen.
Theorem 4.6 (Error of the Bilinear Form). Let σ > 0 be arbitrary but fixed and
denote by m the number of uniform refinement steps of . Then, for the electric single
layer operator Vκ,q which results from an interpolation of degree q > 0 of the kernel
function in every admissible block and the exact representation of the kernel in all
other blocks, there holds∣∣〈Vku,v〉×−〈Vk,qu,v〉×∣∣. 2−mσ‖u‖H0(divΓ,Γ)‖v‖H0(divΓ,Γ),(4.9)
provided that q ∼ (σ+ 1)m.
Proof. The proof is analogous to the proof of [31, Thm. 5.6], applied separately
to both summands of the electric single layer operator.
To apply the previous theorem in Strang’s first lemma, an additional inverse estimate
of the kind
‖uh‖H0(divΓ,Γ) . h−1/2‖uh‖H−1/2× (divΓ,Γ)
on the trial spaces is required. For patchwise continuous spline spaces S1p,Ξ(Γ) we
provide such an estimate in Lemma A.1, but we stress that the error analysis is also
valid for other trial spaces providing such an estimate.
We summarize our error analysis in the following theorem, which is a consequence
of the considerations in this section and [45, Thm. 4.2.11].
Theorem 4.7. The presented compression scheme maintains the existence and
uniqueness of solutions of the numerical scheme. Moreover, there exists q0 > 0 such
that the optimal convergence rate of Theorem 3.10 is maintained if one chooses
q ∼ (s+ 5/2)m and q ≥ q0.
5. Numerical Examples. A commodity of fast boundary element methods is
that they all rely on iterative solvers and, thus, they are likely to struggle with high
condition numbers caused by a large ratio of wave number to geometry diameter. Thus,
for comparison to other methods, we will indicate both for our test cases. The arising
systems are solved via a complex GMRES, without the application of preconditioners,
since a discussion of preconditioning would be beyond the scope of this paper.
The geometry evaluation incorporates Bézier extraction for efficient geometry
evaluations. Matrix assembly, matrix-vector multiplication and potential evaluation
are parallelized via OpenMP [39]. The implementation is publicly available under the
GNU GPLv3 license [6].
5.1. Mie Scattering. First, we test the implementation via the computation
of the surface current induced by a plane wave from a unit sphere. Here, an an-
alytic solution to the density is known in terms of a series expansion, see [50] for
a comprehensive account. Since the energy norm ‖·‖
H
−1/2
× (divΓ,Γ)
of the density is
not computable explicitly, we choose to compare the L2(Γ)-error of the density. In
accordance to quasi-optimality of the approach, cf. Theorem 3.10, a convergence of
order p is expected1, and can indeed be observed, cf. Figure 5a.
1We remark again, that with p we refer to the minimal polynomial degree utilized in the
construction of the first space of the discrete sequence (3.3).
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Figure 5: Numerical exmples on the unit sphere. Wave number κ = 1, parameters
q = 10, and η = 1.6. The DP-error refers to the maximum error obtained via the
manufactured solution of a selection of 100 points on a sphere of radius 3 around
the origin. GMRES was restarted every 1500 iterations, with a stopping criterion of
‖r‖2 ≤ 10−8.
5.2. The Electric Field as a Quantitiy of Interest. Although the density
obtained in an approach via the electric field integral equation admits a physical
interpretation as the surface current, the quantity of interest of scattering problems is
mainly the scattered electric field.
Unfortunately, a numerical implementation of the Mie series for the computation
of the electric field in open space could not achieve a sufficiently high precision to
compare with the high accuracies provided by our isogeometric method. Thus, in
order to obtain a reference solution, we employ an approach via manufactured solution,
i.e., a function that fulfills the electric wave equation in Ωc is used to generate the
required Dirichlet data. By existence and uniqueness of the solution, cf. [13], one can
thus validate the numerical scheme. As such a manufactured solution, we utilize a
simple Hertz-Dipole, for which one can check that it fulfils (2.1).
Definition 5.1 (Hertz-Dipole, [34, p. 411, (9.18)]). Let x0 ∈ Ωc. We define the
function
DPx0(x) := eiκr
(
κ2
r
(n×p0)×n+
(
1
r3
− iκ
r2
)(
3n(n ·p0)−p0
))
,
with r = ‖x−x0‖, p0 = (0,0.1,0.1), and n = (x−x0)/r.
Given a reference solution, the errors illustrated in Figure 5b validate the conver-
gence rates of the electric field predicted by Corollary 3.11. The last data point of the
highest order does not match the predicted order, but is, with an error around 10−12,
close enough to machine accuracy to expect noticeable numerical inaccuracies.
Since the sphere example is a classical benchmark test, we choose to publish detailed
data about the computation, specifically in terms of time to solution, in Table 1. There,
one can also find detailed information about the machine used for computations. This
may serve as a reference to compare the presented approach to other implementations,
but we stress again that one has to act cautiously when comparing times, since the
ISOGEOMETRIC BOUNDARY ELEMENTS IN ELECTROMAGNETISM 21
Table 1: Detailed data of the unit sphere example with κ= 1 and η = 1.6. Computed
on a Workstation with Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz, and has been
compiled with g++ 5.4, with compile flags -O3 -march=native -fopenmp. Mie-error
refers to the error w.r.t. the analytic solution of the scattering problem described in
Section 5.1, while the DP-error refers to the error obtained via the manufactured
solution as described in Section 5.2, cf. Figures 5a and 5b. Every 1500 iterations, the
GMRES was restarted, with a stopping criterion of ‖r‖2 ≤ 10−8. Evaluation of the
DP-error was done on a set of points scattered across the sphere of radius 3.
p= 1
h w.r.t.  0.5 0.25 0.125 0.06125
DOFs (real, double prec.) 96 384 1536 6144
matrix ass. (s) 0.02 0.14 1.14 9.15
solving (s) 0.02 0.32 3.4 79.9
GMRES iterations 12 55 119 231
DP-error 0.0074 0.0009 0.0001 1.23e-05
Mie error (L2) 1.051 0.499 0.246 0.122
p= 2
h w.r.t.  0.5 0.25 0.125 0.06125
DOFs (real, double prec.) 216 600 1944 6936
matrix ass. (s) 0.06 0.55 4.8 47.3
solving (s) 0.046 2.6 100.6 2279.6
GMRES iterations 48 158 362 616
DP-error 0.0009 1.82e-05 4.41e-07 1.29e-08
Mie error (L2) 0.251 0.052 0.012 0.0029
p= 3
h w.r.t.  0.5 0.25 0.125 0.06125
DOFs (real, double prec.) 384 864 2400 7776
matrix ass. (s) 0.8 1.16 17.4 197.3
solving (s) 0.15 8.46 237.8 8433
GMRES iterations 123 294 702 2003
DP-error 5.29e-05 9.83e-07 3.72e-09 2.45e-11
Mie error (L2) 0.085 0.011 0.0010 0.000121
p= 4
h w.r.t.  0.5 0.25 0.125 0.06125
DOFs (real, double prec.) 600 1176 2904 8664
matrix ass. (s) 0.6 5.42 52.1 746.29
solving (s) 2.08 79.2 3072.9 78508
GMRES iterations 224 400 919 5681
DP-error 6.81-e06 1.54e-07 6.77e-11 8.33e-12
Mie error (L2) 0.021 0.0034 0.00012 6.69e-06
performance of the fast method depends on various parameters of the problem, in
particular, the ratio of the wave number κ to the size of the geometry. The input
parameters of all computations are detailed in the captions of the corresponding figures.
Also, we note that due to the efficient, element-based approach of the multipole
method, the time spend for matrix assembly is negligible compared to the time required
for the solution of the linear system, cf. Table 1.
5.3. Manufactured Solution: Tesla Cavities. To test more involved geome-
tries with larger numbers of degrees of freedom, we test our boundary element method
on the Tesla cavity geometries. They resemble the cavities as used in particle accel-
erators, for example at DESY [19]. Simulation of electromagnetic fields within such
cavities is of enormous practical importance, due to the high manufacturing costs
through utilization of superconducting materials. Thus, one aims for accuracies of
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Figure 6: Mesh induced by refinement of level 3 of the Tesla geometries
the simulation that exceed the tolerances that manufacturers can achieve. Boundary
element methods are a good fit for these requirements, due to the high convergence
order of pointwise values within the domain, cf. [21, Cor. 3.4].
We start these numerical experiments on a single cell of the Tesla cavity, as
depicted in Figure 6, which resembles a single cell of the full nine-cell cavity. A
volumetric discretization is freely available through the geopdes package of Octave
[18]. We extracted the boundary in the form of 34 (one-cell) and 226 (nine-cell)
quadratic patches of similar sizes, such that all geometry mappings are smooth due to
no interior knot repetitions. On these we apply basis functions of different polynomial
degrees, refining uniformly in each refinement step to induce a hierarchical structure
cf. Figure 2. The scattering problem is then solved with a right hand side induced by
the Dipole for which the precise parameters are presented in Figure 7 and Table 2.
The results are depicted in Figure 7.
One can still observe the high convergence rates w.r.t. the number of degrees of
freedom. One can also see that the time for matrix assembly, as well as the time to
solution, seem to scale independent of the polynomial degree of the discrete functions.
However, both the time for matrix assembly and the time to solution differ by a
constant factor, favouring solutions obtained via higher order approaches. Moreover,
the number of GMRES iterations required for the solution of the system w.r.t. the
achieved accuracy of the solution appears to scale completely independent of p. This
also favors higher-order approaches: For a set accuracy, systems of higher order
approaches are smaller due to the higher accuracy per DOF. Thus, an iteration of a
matrix-free solver is computationally cheaper.
For the nine-cell example, such clear behavior is not visible, cf. Table 2. We
attribute this to the fact that the compression parameters (for admissibility condition
and order q of the multipole interpolation) had to be chosen such that the problem
remained computable on the accessible machines, i.e., one can not depend on the result
of Theorem 4.6. Despite the suboptimal choice of parameters, one still can observe
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Figure 7: Results for the Tesla 1-Cell geometry. Wave number κ= 18, manufacturd
solution DP(0,0.1,0.1). Admissibility condition with η = 0.1 and q = 14. GMRES
restart after 1500 iterations, stopping criterion ‖r‖2 ≤ 10−10. The DP-error refers
to the maximum error obtained via the manufactured solution of a selection of 100
points on a sphere of radius 3 around the origin.
that the method converges and yields good results.
6. Conclusion. The solution of electromagnetic scattering problems is an impor-
tant task in computational engineering. In particular for exterior scattering problems,
the idea of boundary element methods plays well together with the idea of isogeometric
analysis, since boundary representations of geometries are naturally available from
CAD frameworks.
We provided stability assertions for conforming B-spline discretizations for the
electromagnetic scattering problems in the multi-patch case. Together with recent ap-
proximation results [12], this yields optimal convergence results for the electromagnetic
scattering problem. To cope with the arising dense matrices from the discretization, we
introduced an interpolation-based fast multipole method, which directly integrates into
the isogeometric framework. In particular, and in contrast to other approaches in the
literature, it avoids redundant evaluations of kernel and geometry and provides simple
means for an efficient H2-matrix implementation, which provides superior complexity
properties compared to H-matrix implementations. We established relations between
the optimal convergence rates and the compression parameters. This shows how
the compression parameters must be chosen such that the convergence rates can be
maintained.
All theoretical results were confirmed by multiple numerical examples. We pro-
vided detailed data about intensive numerical tests and showed that that higher
order approaches yield the extremely high orders of convergence, as predicted by the
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Table 2: Detailed data of the sphere example with κ= 10. Computed on a Workstation,
with Intel(R) Xeon(R) CPU E7- 8850, and has been compiled with g++ 4.8.5, with
compile flags -O3 -march=native -fopenmp. The DP-error refers to the maximum
error obtained via the manufactured solution of a selection of 100 points on a sphere
of radius 3 around the origin. The stopping criterion for the GMRES was a residual
of ‖r‖2 < 10−10, with a restart every 1500 iterations.
p= 2, q = 12, η = 0.15
h w.r.t.  0.5 0.25 0.125
DOFs (real, double prec.) 8136 22600 73224
matrix ass. (s) 43 64 2031
GMRES iterations 879 1230 2552
DP-error 1.69e-03 3.84e-07 9.79e-09
p= 3, q = 10, η = 0.3
h w.r.t.  0.5 0.25 0.125
DOFs (real, double prec.) 14464 32544 90400
matrix ass. (s) 37 207 5944
GMRES iterations 1424 2987 7934
DP-error 9.07e-07 3.28e-07 1.33e-09
established theory. Moreover, numerical experiments suggest that approaches via
higher order B-splines are favorable over lower order approaches, w.r.t. accuracy per
DOF and time to solution for the desired accuracy.
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Appendix A. Inverse Estimate. For the the conclusion of Theorem 4.7 we
require the following inverse estimate for S1p,Ξ(Γ) for discretizations which feature patch-wise
continuous spline spaces. Note that inverse estimates for S0p,Ξ(Γ) and S
2
p,Ξ(Γ) can directly be
obtained from standard approximation theory for piecewise polynomials of arbitrary degree.
Lemma A.1 (Inverse Estimate for S1p,Ξ(Γ)). Let S
1
p,Ξ(Γ) be patchwise continuous. Then
it holds
‖vh‖H0(divΓ,Γ) . h−1/2‖vh‖H−1/2× (divΓ,Γ) for all vh ∈ S
1
p,Ξ(Γ).
For the proof we will require some additional knowledge of the space H−1/2× (Γ) and an
auxiliary lemma. Therefore, we recall that an equivalent norm on its dual H1/2× (Γ) is given
by
‖vh‖2H1/2× (Γ) =
∑
j≤N
‖vh‖2H1/2(Γj) +
∑
j≤N
∑
i∈Ij
Nij(vh),(A)
see also [13, 51]. For all j ≤N we define Ij in (A) as the set of the indices of the patches
sharing an edge with Γj . Moreover, we define for all j ≤N , i ∈ Ij , the quantity
Nij(vh) =
∫
Γi
∫
Γj
|(vh · n˜ij)(x)− (vh · n˜ji)(y)|2
‖x−y‖3R3
dσy dσx ,
where, assuming that ∂1F i = ∂1F j is the derivative of the parametrization of the common
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edge Γi∩Γj , we define n˜ij and n˜ji such that
n˜ij · ι−11 (∂1F i) =
∥∥ι−11 (∂1F i)× ι−11 (∂2F i)∥∥−1R3 on Γi,
n˜ji · ι−11 (∂1F j) =
∥∥ι−11 (∂1F j)× ι−11 (∂2F j)∥∥−1R3 on Γj .
In short, this means that n˜ij and n˜ji are the outward pointing normals on the common patch
boundary, scaled by a constant.
The following auxilliary lemma provides an inverse estimate for Nij(vh).
Lemma A.2. Let S1p,Ξ(Γ) be patchwise continuous. Then it holds
Nij(vh). h−1‖vh‖2L2(Γi∪Γj), for all vh ∈ S
1
p,Ξ(Γ).
Proof. For ease of notation we introduce the notation f̂ := ι1(F j)(f ) for every j ≤N .
Due to the assumptions on the parametrization, it holds
|vh · n˜ij |H1(Γi) ∼ |(vh · n˜ij)◦F i|H1() ≤
∣∣(v̂h)1(̂˜nij)1∣∣H1() + ∣∣(v̂h)2(̂˜nij)2∣∣H1().
In particular, the derivatives of ̂˜nij are bounded, such that we can use standard inverse
estimates for polynomials to estimate
|vh · n˜ij |H1(Γi) .
∣∣(v̂h)1∣∣H1() + ∣∣(v̂h)2∣∣H1()
. h−1
(∥∥(v̂h)1∥∥L2() +∥∥(v̂h)2∥∥L2())
. h−1
∥∥v̂h∥∥L2()
∼ h−1
∥∥vh∥∥L2(Γi).
This yields
|vh · n˜ij |H1(Γi∪Γj) =
√
|vh · n˜ij |2H1(Γi) + |vh · n˜ij |
2
H1(Γj)
. h−1
√
‖vh‖2L2(Γi) +‖vh‖
2
L2(Γj) = h
−1‖vh‖L2(Γi∪Γj).
(B)
By exploiting the assumptions on the geometry mappings and vh · n˜ij ≤ ‖vh‖R3‖n˜ij‖R3 , we
moreover conclude
‖vh · n˜ij‖L2(Γi∪Γj) . ‖vh‖L2(Γi∪Γj).(C)
Adding (C) to (B) and exploiting 1. h−1 yields
‖vh · n˜ij‖H1(Γi∪Γj) . h−1‖vh‖L2(Γi∪Γj).(D)
We conclude the proof by remarking that the L2(Γi ∪Γj)-orthogonal projection Πh onto
S1p,Ξ(Γi∪Γj) acts as an identity on S1p,Ξ(Γi∪Γj). Thus, setting vh = Πhv, v ∈ H˜
1(divΓ,Γi∪
Γj), interpolation between (C) and (D) together with
Nij(vh)≤ |vh · n˜ij |2H1/2(Γi∪Γj) ≤ ‖vh · n˜ij‖
2
H1/2(Γi∪Γj)
yields the assertion.
We are now in position to prove the required inverse estimate.
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Proof of Lemma A.1. We recall that the involved norms are given by
‖vh‖2H0(divΓ,Γ) = ‖vh‖
2
L2(Γ) +‖divΓvh‖2L2(Γ),
‖vh‖2H−1/2× (divΓ,Γ) = ‖vh‖
2
H
−1/2
× (Γ)
+‖divΓvh‖2H−1/2(Γ).
Since it holds divΓvh ∈ S2p,Ξ(Γ) for all vh ∈ S1p,Ξ(Γ), and therefore
‖divΓvh‖L2(Γ) . h−1/2‖divΓvh‖H−1/2(Γ),
it remains to deal with ‖vh‖L2(Γ), for which we will use a duality argument.
Therefore, we remember that an equivalent norm on H1/2× (Γ) is given by (A). Standard
inverse estimates for piecewise polynomials in each component yield∑
j≤N
‖vh‖2H1/2(Γj) . h
−1 ∑
j≤N
‖vh‖2L2(Γj),
whereas Lemma A.2 allows to estimate∑
j≤N
∑
i∈Ij
Nij(vh). h−1
∑
j≤N
∑
i∈Ij
‖vh‖2L2(Γi∪Γj) . h
−1‖vh‖2L2(Γ).
This yields
‖vh‖H1/2× (Γ) . h
−1/2‖vh‖L2(Γ), for all vh ∈ S1p,Ξ(Γ).(E)
Using the L2(Γ)-orthogonal projection Πh onto S1p,Ξ(Γ), we can now use a duality
argument to arrive at
‖vh‖L2(Γ) = sup
‖w‖L2(Γ)=1
〈vh,w〉L2(Γ)
= sup
‖w‖L2(Γ)=1
〈
vh,Πhw
〉
×
=‖vh‖H−1/2× (Γ) sup‖w‖L2(Γ)=1
∥∥Πhw∥∥H1/2× (Γ) . h−1/2‖vh‖H−1/2× (Γ).
In the last step we used the previously derived inverse estimate (E) and the stability of the
L2(Γ)-projection. This yields the assertion.
