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Abstract. The paper presents a two-layered system for learning and encoding a periodic 
signal and its application to a drumming task. The two layers are the dynamical system 
responsible for extracting the main frequency of the input signal, based on adaptive frequency 
oscillators, and the dynamical system responsible for learning of the waveform with a built in 
learning algorithm. By combining the two dynamical systems we can rapidly teach new 
trajectories to robots. The systems works online for any periodic signal, requires no signal 
processing and can be applied in parallel to multiple dimensions. Furthermore, it can adapt to 
changes in frequency and shape, e.g. to non-stationary signals, and is computationally 
inexpensive. The algorithm is demonstrated in a drumming task using the HOAP-2 humanoid 
robot.   
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1. Introduction 
 
This paper presents a new system for online learning 
and encoding periodic signals, and its application to 
the learning and repeating of the trajectory for a 
drumming task on a HOAP-2 humanoid robot. 
Various methods of performing drumming with 
robots exist. As it is a typical periodical task, the 
methods range from simple memorizing of the whole 
trajectory (An, 1988), on-line generation or 
modification of trajectories depending on the task and 
the state of the actuated device (Žlajpah, 2006), or for 
example generation of periodic trajectories using 
singular values decomposition and vector fields 
(Okada, 2002). 
Specific methods for the learning of drumming, 
but also applicable to other periodic tasks were 
described by, for example, (Degallier et al., 2006), 
(Kotosaka and Schaal, 2000)  and. (Ijspeert et al., 
2002). 
The approach in (Degallier et al., 2006) deals 
with rhythmic and discrete trajectory generation 
using nonlinear oscillators and less with motion 
imitation. The approach by (Kotosaka and Schaal, 
2000) explores synchronisation with external signals 
using neural oscillators, an approach applicable to 
many device specific tasks; see also (Williamson, 
1998).  
The system we will present is an extension of the 
approach by (Ijspeert et al., 2002), which is based on 
motion imitation and done by the learning of attractor 
landscapes of point attractors to form control policies 
(Ijspeert et al., 2002, a, b). The concept was applied 
to both discrete (Ijspeert et al., 2001) and periodic 
movements. The essence of this approach is in 
anchoring Gaussian basis functions in the phase of a 
dynamical system,  and the learning of a weight 
vector that multiplies the basis functions thus forming 
arbitrary smooth new attractor landscapes (Ijspeert et 
al., 2002, a). Nonlinear regression techniques are 
employed to learn the weight vector.  
The limitation of such an approach for periodic 
movement is that the period has to be known (Ijspeert 
et al., 2002b) – either specified beforehand, or 
extracted from the signal using signal processing, e.g. 
FFT. In case of the frequency changing over time, 
one can also use one of the feedback quantities of the 
actuated system to anchor the weight vector, for 
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example the measured torque (Gams et al., 2007). 
This, on the other hand, imposes great restrictions to 
the generality of the approach.  
Our extension is a system that surpasses these 
shortcomings and further expands the approach of 
anchoring the weight vector in phase space by 
employing adaptive frequency oscillators for the 
canonical dynamical system, anchoring the weight 
vector to their phase.  
Adaptive frequency oscillators have the property 
to on-line adapt to the frequency of any periodic 
input signal (Righetti et al, 2006, Righetti and 
Ijspeert, 2006). The advantage of using adaptive 
frequency oscillators is that the whole process of 
frequency extraction and adaptation is totally 
embedded into the dynamics of the adaptive 
frequency oscillator (Righetti et al, 2006) and no free 
parameters, such as a time window, need to be 
specified, nor do we need to perform any 
transformations as for example FFT. 
The key idea of our system is the splitting of the 
two dynamical systems – the canonical dynamical 
system for the extraction of the period, and the output 
dynamical system for the learning of the waveform. 
Combining the two dynamical systems provides us 
with a system that rapidly encodes trajectories of 
previously undetermined frequencies, works online, 
and can cope with non-stationary signals as well as 
the changing of the waveform.  
In the next sections we first present the structure 
of the proposed system (section 2.1), followed by the 
presentation of the building-blocks of the system – 
the adaptive frequency oscillators in a feedback 
structure as the canonical dynamical system (section 
2.2), and output dynamical system for the learning of 
the waveform (section 2.3). In section 3 we present 
the experimental results for both simulated (3.1) and 
hand-generated signals (3.2) and the final system 
structure. Applying the algorithm to a drumming task 
on a HOAP-2 humanoid robot is presented in section 
4. The paper finishes with a short discussion (section 
5). 
 
 
2. Frequency and waveform learning  
 
In this section we first present the structure of the 
proposed system, followed by the detailed 
explanation of the two building blocks: canonical 
dynamical system for the frequency adaptation, and 
output dynamical system for the learning of the 
waveform. 
 
2.1. Structure of the system 
Fig. 1 shows the structure of the proposed system for 
the learning of the frequency and the waveform of the 
input signal. 
We input an arbitrary periodic signal into the 
canonical dynamical system, which consists of an 
adaptive frequency oscillator feedback structure of 
several adaptive oscillators. Even though the system 
can work in parallel for several dimensions, let us 
assume for the clarity of the presentation that we 
have a 1-dimensional signal. The canonical 
dynamical system outputs the information on the 
frequency ω and the phase φ   of the oscillator, which 
are fed to the output dynamical system that is marked 
by ILWR for Incremental Locally Weighted 
Regression and basically it learns the weight vector 
with which we reconstruct the signal. Additionally, 
being a dynamical system, it ensures a smooth 
trajectory. Both frequency adaptation and learning of 
the weights work in parallel. The output of the 
algorithm can be for example joint coordinates of the 
robot or position in task space, and the weight vector 
wi, which we can use to replay the learned 
trajectories. 
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Fig. 1. Proposed structure of the system. The two-layer 
composition of the system is clearly seen: the Canonical 
Dynamical System as the first layer and the Output 
Dynamical System for the learning, as the second layer. 
 
 
2.2. Canonical Dynamical System 
As the basis of our canonical dynamical system we 
use the phase oscillator (Buchli et al., 2006) to which 
we apply the adaptive frequency learning rule as 
introduced in Righetti et al, 2006),  and combine it 
with the feedback structure (Righetti and Ijspeert, 
2006), which is shown in Fig. 2.  
 
-
Σαxi i
Pteach Qlearned
 
 
Fig. 2. Feedback structure of a network of adaptive phase 
oscillators. All oscillator receive the same input and have to 
be at different starting frequencies to converge to different 
final frequencies. Refer also to text and eqs. (1-6). 
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This enables us to adapt to the frequency of the input 
signal, which is not the case when using a simple 
nonlinear oscillator to provide a phase signal as in 
(Ijspeert et al., 2002). The equation of the adaptive 
phase oscillator in a feedback structure is governed 
by the following equations: 
 
 ( ) sin( )i i ix KF t xω= −?  (1) 
 ( ) sin( )i iKF t xω = −?  (2) 
 mod( ,2 )i ixφ π=  (3) 
 ( ) ( ) ( )teach learnedF t P t Q t= −  (4) 
 
0
cos( )
M
learned i i
i
Q xα
=
=∑  (5) 
 cos( ) ( )i ix F tα η=?  (6) 
 
where K is the coupling strength or constant, φ  is the 
phase, F(t) is the input into the individual adaptive 
frequency oscillators, Pteach(t) is the input signal into 
the system, Qlearned is the weighted sum of the outputs 
of each oscillator, M is the number of oscillators, αi is 
the amplitude associated to the i-th oscillator, and η is 
a learning constant. Throughout the paper we use 
K=20 and  η=1.  
Each of the oscillators of the structure receives 
the same input signal, which is the difference 
between the signal to be learned and the signal 
already learned, Eq. (4). As a negative feedback loop 
is used, this difference approaches zero as the 
weighted sum of separate frequency components, Eq. 
(5), approaches the learned signal, and the frequency 
stabilizes. Such a feedback structure can learn several 
frequency components of the input signal (Righetti 
and Ijspeert, 2006) and enables the frequency of the 
oscillator to converge to the target frequency as t→∞. 
Once a frequency of a separate oscillator is set, it 
disappears from the input due to the negative 
feedback loop and the other oscillators can adapt to 
other frequency components. Frequency adaptation 
results for different signals are presented in Fig. 3.  
The top plot shows the adaptation to a non-
stationary signal, presented by a chirp signal, to a 
step change in the frequency of the signal and in the 
end to a stationary signal. The output frequency 
stabilizes very quickly at the target frequency. In 
general this depends on the coupling strength K 
(Righetti and Ijspeert, 2006).As we can see, the used 
adaptive frequency phase oscillator can cope with the 
change in frequency of the input signal.  
This proves especially useful when adapting to 
the frequency of a hand-generated signal, which is 
never stationary, but always slightly changing. 
Additionally, we can exploit it to on-line change the 
frequency of the input signal, allowing us to modify 
the learning trajectory.  
The bottom plot shows the results of the 
Canonical Dynamical System adapting to an input 
signal with three frequency components. The  
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Fig. 3. Top: Adaptation to a chirp signal, ω0=7rad/s, 
ωt=(20-0.6t)rad/s for t<17.6s and ωt=10rad/s for t>17.6s. 
Adaptation to step change follows with ωt = 26rad/s and 
16rad/s, step changes occurring at t=20s and 30s. Bottom: 
Frequency adaptation of a feedback structure with three 
adaptive phase oscillators to y=0.5+0.8cos(4πt)+2sin(6πt). 
The initial conditions of the adaptive frequency oscillators 
are ω0=[3.14, 4.71, 6.28]rad/s. The canonical system 
successfully adapts to all three frequency components. 
 
 
oscillators tend to adapt to the components they are 
closest to, as they fall into their basins of attraction. 
These are different in size, depending on the power 
of separate component and the coupling strength, and 
can even overlap. Fortunately this only poses a 
design issue, as we have to include enough oscillators 
in a feedback loop to “eliminate” all the signals.  
 
2.3. Output Dynamical System 
The output dynamical system is used to learn the 
waveform of the input signal. For clarity reasons we 
present the algorithm for a one dimensional signal. 
The following dynamics specify the attractor 
landscape of a trajectory y towards the goal g with 
the canonical dynamical system providing the phase 
signal φ  to the function Ψ  of the control policy 
 
 1
1
1 ( ( ) )
N
i ii
z z N
ii
w r
z g y zα βω
=
=
Ψ= − − +
Ψ
∑
∑?  (7) 
 y zω=?  (8) 
 exp( (cos( ) 1))i ih cφΨ = − − . (9) 
 
Here g is the goal or the target of the dynamical 
system and can be used to displace the learned 
position in space (in our case g=0), ω is the output of 
the canonical dynamical system, determined by Eq. 
(2) and N is the number of Gaussian-like kernel 
functions given by Eq. (9), set to N=25 throughout 
the paper.  αz=8 and βz=2, for all the results; the ratio 
4:1 ensures critical damping. Such a system without 
the nonlinear term is a second-order linear system 
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with a unique globally stable point attractor (Ijspeert 
et al., 2002).  
We use triplets of position, velocity and 
acceleration ( ( )demoy t , ( )demoy t?  and ( )demoy t??  ) for 
the input into the learning algorithm. By rewriting   
Eq. (7) as: 
 1
1
1 ( ( ) )
N
i ii
z z N
ii
w r
z g y zα βω
=
=
Ψ− − − =
Ψ
∑
∑? , (10) 
 
it can be formulated as a supervised learning 
problem. By matching  y to ydemo, z to /demoy ω?  and  
z? to /demoy ω?? ,  the target function is then: 
 
 2
1 1( ( ) )target demo z z demo demof y g y yα β ωω= − − −?? ? (11) 
 
The learning of the weights is based on the well 
known locally weighted regression (Schaal and 
Atkeson, 1998) and is done incrementally for every 
time sample as governed by equations (12-14): 
 
 1 1 ( ) ( )t t ti i i iw w P r t e t
+ += + Ψ  (12) 
 
2 2
1
2
1 ( )
t t
t t i i
i i
t t
i i
i
P r
P P
P rλλ
+ = −
+Ψ
 (13) 
 ( ) ( ) ( )ttarget ie t f t w r t= − , (14) 
 
where Ψi are Gaussian-like kernel functions given in 
Eq. (9), with ci equally spaced between 0 and 2π,  and 
h=2.5N determining the width of separate kernel, 
throughout the paper. wi are the weights and λ=0.95 
is the forgetting factor. The recursion is started with 
wi=0 and Pi=1.  
Fig. 4 shows the time evolution of the Output 
Dynamical System with no frequency adaptation, and 
the weight parameters wi adjusted to fit the trajectory 
( ) sin(2 ) cos(4 ) sin(6 / 4)y t t t tπ π π π= + + − . As we 
can see in the top-left plot, the input signal and the 
reconstructed signal match very closely. The 
matching between the reconstructed signal and the 
input signal can be improved by increasing the 
number of Gaussian-like functions. 
 
 
3. Experimental evaluation 
 
In this section we present the results of the combined 
system for both simulated and hand-generated 1D 
and 2D signals. 
 
3.1. Simulated input signals 
Fig. 5 shows the results for a combined system which 
is learning a signal of shape y=sin(2πt)+sin(4πt+π/3), 
while at the same time  adapting to the frequency. As 
we can see towards the end of the plots, once the  
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Fig. 4. The result of Output dynamical system with a 
constant frequency input and with continuous learning of 
the weights. In all the plots the input signal is the dash-dot 
line while the repeated signal is the solid line. In the 
middle-right plot we can see the evolution of the kernel 
functions and in the bottom right plot the phase of the 
oscillator. Since we are using the phase oscillator, the 
amplitude is always r=1, bottom-left. 
 
 
frequency stabilizes (bottom-left), which is done very 
fast, so does the phase (bottom-right), and the 
matching of the input and the learned signal (top-
left). 
While the frequency is still adapting to the input, 
as can be seen in the start of the plots, this has a 
double effect on the generated output. Firstly, the 
frequency is incorrect and the target trajectory is 
calculated wrong, and secondly, the phase changes 
differently in consecutive periods which leads to 
incorrect 
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Fig. 5. The result of learning combined with frequency 
adaptation. Again the input signal is the dash-dot line. The 
middle-right plot shows the square of the difference of the 
input and the learned signal. The bottom left plot shows the 
frequency of the adaptive phase oscillator, for clarity 
reasons only the common frequency is shown. 2 oscillators 
were used in the canonical dynamical system; the higher 
frequency stabilizes at 4π rad/s. 
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mapping of the input signal to the weight vector of 
the Gaussian-like functions. With the fast frequency 
adaptation, the problem disappears by itself. 
 
3.2. Hand-generated signals 
We created an interface in Matlab/Simulink that 
allowed us to input a 2D signal with a computer 
mouse. We used the algorithm to learn and repeat 
both dimensions of the signal.  
Fig. 6 shows the results for a 2D hand-generated 
signal with continuous learning of the shape.  As we 
can see in the plots, the learned signal is very close to 
the input signal. Since we do not input the same 
signal all the time, but slightly different for every 
period due to the inaccuracy of the hand, the system 
continuously adapts to the input signal with a 
forgetting factor λ, see Eq. (12-14). The setting of the 
forgetting factor to 0.95 results in a slight delay of the 
adaptation of the output signal, but still ensures 
enough “inertia” of the weight vector not to change it 
completely for every time-step.  
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Fig. 6. Results for hand-generated signal with constant 
learning and frequency adaptation. The top left-plot shows 
two seconds of the input (dash-dot line) and the learned 
output signal (solid) in 2D. The bottom-left plot shows 2s 
of the input signals (solid) and the output signals on a 
common axis. The top-right plot shows the learned 
frequencies. The bottom-right plot shows the power 
spectrum of the y dimension of the input signal. 
 
 
When replaying the signal using a learned set of 
weights and frequencies, we have to take into 
consideration that we are trying to recreate two 
separate signals which belong to the same system. In 
other words, the frequencies for separate dimensions 
are in a roughly constant ratio. If this is not the case, 
the signals drift and the result is not a closed loop. 
While we do online learning, this is constantly 
corrected by the learning and the frequency 
adaptation. When replaying, on the other hand, a 
common 2D loop has to be considered and the ratio 
of the frequencies corrected. The correction can be 
implemented either during the online learning 
process, or just for the replaying of the signal.  
With this, the final control scheme is as presented 
in Fig. 9. As we can see, we input the r-dimensional 
signal into parallel r adaptive oscillator feedback 
structures. The outputs, ω1…r and φ 1…r, are led into a 
logic block, which determines if the ratio is within 
the defined interval of an integer number, and outputs 
a common main frequency ωm,1…r. For the phase, we 
have two options, as we can either output one 
common phase for all the r dimensions or we can 
generate separate phases for separate dimensions. 
Each has its own advantages. Using a common phase 
preserves more information, such as slightly different 
amplitude every other peak, but is for one of the 
dimensions (the shorter period) stretched so that the 
periods match. For accurate reconstruction it 
therefore needs more kernel functions. Using separate 
phases for separate learning algorithms, on the other 
hand, requires additional generation of the phases in 
exactly the previously determined frequency ratio. 
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Fig. 7. Modified structure of the system with an introduced 
logical block to determine frequency ratios. 
 
 
4. Drumming task 
 
In this section we present the results of applying the 
algorithm to a drumming task on a humanoid robot 
HOAP-2. 
 
4.1. Robot control 
To control the robot, we separated the interface 
and the algorithm on one side, and the actual control 
of the robot’s motion on the other side, to two 
computers as is presented in Fig. 8. 
 
Interface
Algorithm
Comm
Comm
FIFO
Robot
Position
Control
LAN
Matlab Simulink
User space RT Module
RT Linux
q
Computer1 Computer2
To robot
 
 
Fig. 8. Schematic of the robot control. We input the signal 
with a computer mouse in a Matlab/Simulink environment, 
run it trough the algorithm and send it over the LAN using 
the UDP protocol to the computer controlling the robot in 
real time. 
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On the interface side we record the mouse 
position and send it to the computer controlling the 
robot, with a frequency of 100Hz. The robot is 
position controlled with a frequency of 1000 Hz. 
Every time the computer controlling the robot 
receives a new referential position, it copies it to the 
RT module using a FIFO. As this is 10 times slower 
than the robot control, the referential positions 
between two values from computer1 have to be 
generated by interpolation. 
 
4.2. Inverse kinematics 
We mapped the recorded x and y mouse positions 
to the x (left and right) and y  (up and down) 
positions of the tip of the drumstick attached to the 
robot’s right arm, with a defined value for the third 
dimension. This requires an inverse kinematics 
algorithm. As the arm of the robot has 4 DOF we 
simplified the problem slightly by defining the angle 
between the horizontal plane and the plane of the 
forearm-upper arm segments. This allows us to 
derive an open-loop algorithm for the control of 
position in task-space. 
 
4.3. Dealing with obstacles 
As the drumming requires the contact of the 
drumsticks and the drum we have to make sure that 
the referential position is never inside the drum.  
To make sure this does not happen we have to 
modify the Output Dynamical system to include a 
repulsive force that prevents the robot to pass a 
predefined limit position. To include a repulsive 
force we modify Eq. (8) to: 
 
 ( ( ))y z p yω= +?  (15) 
where p(y) is defined as  
 3
1( )
( )L
p y
y y
σ= − −  (16) 
with σ=0.0001 determining how close to the limit we 
can get and yL being the limit. Fig. 9. shows the 
results for a 1D signal with the limit set to yL =[-1,1]. 
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Fig. 9. Output of the system with the limits set to yL=[-1,1] 
for the input signal y=cos(2πt)+sin(4πt). 
 
 
This can be useful for the drumming task in two 
ways. Firstly, we can set the limit for the physical 
limit that is the drum, and secondly, we can use this 
to accurately hit the drum by setting the limit and 
inputting a signal over the limit. The output signal 
will only reach the limit and we will be sure we hit 
the point we want, even though with a slightly 
different trajectory than we input. 
Fig. 10 shows the results for drumming trajectory 
with the limits for the drums also in the left and right. 
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Fig. 10. Results in xy plane for limits set to xl=[-0.5 0.5], 
yl=[-0.5]. The limits cut the output signal, making this a 
useful feature for the drumming task. 
 
 
Fig. 11 shows the achieved robot trajectories for 
different shapes, which do not need to correspond to 
drumming as the system can deal with other 
trajectories as well. Examples of such trajectories are 
the figure 8 (top right) or a “square”. In the bottom-
right plot we can see the input and the output signal 
for the trajectory in the bottom-right. 
The setting of the limits needs some calibration of 
the system, but it could very easily be avoided with 
some feedback; for the drum a touch sensor would 
do.  
 
 
5. Discussion 
 
The described algorithm follows the guidelines for a 
system for encoding and replaying trajectories. These 
are: the ease of representing and learning, 
compactness of the presentation, ease of use for 
replaying. The system also works as a filter, which 
makes it suitable for signals with considerable noise, 
such as signals generated by hand. It works 
completely online, adapting to stationary and non-
stationary signals, and is easy to use. As the output of 
the system is also the weight vector, we can 
categorize different trajectories and could in the 
future use it as means of measuring their similarities. 
Another function of the algorithm is also the 
ability to compress the information of a r-
dimensional periodic signal into a vector of size (N x   
r), where N is the number of Gaussian-like kernel 
functions. Furthermore, we can reconstruct the signal 
at an arbitrary frequency by using an oscillator to 
provide us with the phase.  
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Fig. 11. Repeating different trajectories with the real robot. 
The system can come also with different trajectories that do 
not correspond to drumming (top plots) The plot bottom-
right is the input and the output trajectories for the plot 
bottom-left. 
 
 
We successfully applied the algorithm to the 
drumming, even if the drumming trajectory is usually 
not smooth in the point of the hitting the drum and 
changing direction. Trajectories with “sharp edges” 
are more difficult to learn, being composed of many 
frequency components. With the common frequency 
component learned, the learned trajectory can be very 
close to the input signal, though maybe a bit 
smoother around the edges. Instead of using a mouse 
to input the signal, we can use any other input device 
with possibility to measure multiple DOF, or even 
kinesthetic demonstration on the robot itself.  
In the future we would like to expand the system 
to categorize learned trajectories; furthermore, we 
would like to perform two-handed drumming. A 
direction to follow is also to try and eliminate the 
logical block in our structure. 
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