Knowledge of the association information between the attributes in a data set provides insight into the underlying structure of the data and explains the relationships (independence, synergy, redundancy) between the attributes. Complex models learnt computationally from the data are more interpretable to a human analyst when such interdependencies are known. In this paper, we focus on mining two types of association information among the attributes -correlation information and interaction information which capture multivariate dependencies between the data attributes. Identifying the statistically significant attribute associations is a computationally challenging task -the number of possible associations increases exponentially and many associations contain redundant information when a number of correlated attributes are present. In this paper, we explore efficient data mining methods to discover non-redundant attribute sets that contain significant association information indicating the presence of informative patterns in the data.
Introduction
Large volumes of data are being generated in various fields of scientific research, economics, financial and marketing applications. Data mining techniques have been employed to make sense of these data sets, to discover useful patterns and models in the data that aid explaining how the system being represented works. To discover key patterns in the data, it is necessary to find associations between the attributes in the data that represent the interdependencies (such as independence, synergy and redundancy) and discover their statistical properties. These relationships are also useful for understanding an appropriate probabilistic model representing the data. Often the models constructed using some prior distributions and assumptions and the observed data become too cumbersome and lose clarity; it can yield excellent classification accuracy, but we do not really learn anything from the data for practical applications. In such cases, exploring attribute association patterns enable deeper insight into the data, and possibly allow one to comprehend the model(s)computationally learnt from the data.
From an information theoretic perspective, association information between attributes can be broadly categorized into (1) correlation information and (2) interaction information. The correlation information of an attribute set represents the total amount of information shared among the attributes; equivalently, it can be viewed as a general measure of dependency. The interaction information of an attribute set captures the multivariate dependencies between the attributes such that the information is not present in any subset of the given set. As we shall demonstrate in this paper, these two are related and complement each other in discovering useful patterns and relationships in the data.
In this paper, we study the problem of mining the above two types of association information in discrete data. Finding these associations have important implications in a biological or genetic context. The risk of developing many common and complex diseases such as cancer, autoimmune disease and cardiovascular disease involves complex interactions between multiple genes and several endogenous and exogenous environmental factors. For many complex diseases, individually each gene (or equivalently the single nucleotide polymorphisms on that gene) have weak associations with the disease, however, together they interact in a complicated fashion (often with environmental factors e.g. smoking habit) to control the expression of the disease [9, 8] . The successful detection of such gene-gene interactions and gene-environment interactions can provide the scientific basis for many underlying biological interactions, improves the prospects for uncovering potentially undiscovered genes involved in the disease process and helps to develop preventative and curative measures for particular genetic susceptibilities.
Besides genetics, the usefulness of exploring association information is also important in supervised learning problems such as feature selection where the task is to find a subset of the features that improve the accuracy of a classifier. Correlation measures such as Pearson's correlation, Spearman's rank correlation, Kendall tau correlation and chi square measures are commonly used to evaluate individual attribute relevancy in predicting the class attribute. Associations among attributes have been used for feature selection directly or indirectly in various data mining and machine learning applications, however most of these consider only pairwise associations (i.e. mutual information) between each attribute and the class [12, 29, 25] . Contributions of the paper: In this paper, we study the problem of mining statistically significant correlation information and interaction information in discrete data. Exploring all subsets of attributes for significant association information becomes computationally intractable as the number of attributes increases. To tackle the problem efficiently and effectively, we do the following:
1. We demonstrate and prove the relationship between the two association information metrics. 2. We derive the distributional properties of correlation information. 3. We propose the concepts of attribute combinations containing highly significant, moderately significant and non-significant correlation information. These are used to formulate combinations of interest as highly significant attribute sets that have all subsets with non-significant correlation information, and special combinations of interest that can have at most one subset with highly significant correlation information. 4. We present some bounds on correlation information and develop several pruning strategies utilizing these bounds to efficiently prune the search space. 5. Using the bounds and pruning strategies, we develop the algorithms correlation information miner (CIM) and interaction information miner (IIM). 6. Using several experimental and real-life data sets, we critically examine the effectiveness and efficiency of our proposed mining algorithms.
Related Work
Mining correlation information in high-dimensional discrete data has attracted much research interest in recent years. Various approaches have been developed, including correlation pattern mining [21, 19, 24] , feature selection [12, 29, 25] , finding correlated item pairs [33] , and others. Mining correlation information is also closely associated with mining frequent patterns in the data. It roots from the association rule mining problem introduced in the Apriori algorithm [2] . Since then much work has been done on frequent pattern mining with itemsets, constrained rule mining, measuring interestingness of association rules mined and so on. Traditionally support and confidence and related measures have been used to assess the usefulness of the rules mined. Correlation pattern mining was achieved with a statistical basis in [5] where the authors have used χ 2 correlation measure between pairs of attributes. Information theory based metrics like entropy have also been used as a quality measure for sets of attributes (or items) and efficient algorithms have been proposed to mine the maximally informative k-itemsets as in [20] . Algorithms have been proposed to find low-entropy sets as in [14] where they introduced two kinds of low entropy trees and discussed their properties. In the NIFS method [32] , the authors explore the problem of finding nonredundant high order correlations in binary data and propose pruning strategies by investigating the bounds of multi-information which is a generalization of pairwise mutual information. Their proposed pruning methods are based on hard thresholds which are difficult to set unless pre-determined using trial and error. We also use pruning strategies using bounds on correlation information, however, instead of hard thresholds, we employ the distributional properties of correlation information which improves the power of our method in the presence of noise in the data. Also our bounds are based on entropy inequalities and therefore not restricted to binary data. Using experimental data sets, we further show that our methods can identify attribute sets (we call them special combinations of interest) which are not detected in [32] and also mine interaction information among the attribute sets.
Compared with correlation information, interaction information is a more parsimonious measure of association. Interaction information between variables and attributes was researched upon in diverse areas like physics, information theory, neuroscience, game theory, law and economics. The concept was first introduced by McGill [23] as a multivariate generalization of Shannon's mutual information [27] . Later, Han [13] gave rigorous formal definitions of the concepts of interaction while properties of positive and negative interactions appeared in [30] . In physics, Cerf [7] analyzed interaction information of three variables in quantum physics, while Matsuda [22] studied properties of interaction information (referred to as higher order mutual information functions) for general complex systems. Bell [4] defined co-information forming a partially ordered lattice in terms of the entropies and used it for dependent component analysis. More recently, Jakulin [16, 18] studied it extensively from a machine learning perspective and provided methods for visualizing interactions and inter-preting the structure in the data.
Association Information Metrics
In this section, we introduce some basic notations that we shall use throughout the paper. In the rest of the paper, the term combination is also used to refer to a set of attributes. A given data set D is represented as a m × n matrix of discrete values where each row is a sample and each column is an attribute. Let ζ = {A 1 ; A 2 ; ...; A n } be the set of attributes in D. We treat A i as a discrete random variable and p(a i ) represents the probability density function of A i . Also, the words 'combination' and 'set' are used interchangeably in the paper referring to a collection of attributes.
Definition 3.1. The uncertainty of a discrete random variable A i is defined by Shannon's entropy [27] as, [16] . The KW II can be written succinctly as an alternating sum of the entropies of all possible subsets τ of S using the difference operator notation of Han [13] :
The number of attributes k in a combination is called the order of the combination. It quantifies interactions by representing the information that cannot be obtained without observing all k attributes at the same time.
In the bivariate case, the KWII is always nonnegative. But in the multivariate case, KWII can be positive (indicating synergy) or negative(indicating redundancy). A value of zero indicates the absence of k-way interactions. [13] [17] as,
The TCI is the total amount of information shared among the attributes in the set and has the properties:(1) A TCI value that is zero indicates that the attributes are independent. (2) The maximal value of TCI occurs when one attributes is completely redundant with the others. (3) The TCI is always non-negative and increases monotonically with increasing combination size i.e., T CI(
4 Relationship between KWII and TCI Here, we demonstrate the relationship between the above mentioned two information theoretic metrics.
, and, (4.1)
Note that (4.1) is a Mobius transform [15] of 4.1. Taking the inverse Mobius transform, we get f (S) = Z⊆S exp(Γ(Z)). Taking log of both sides and then expectation, we get
. The TCI of an attribute set S represents the sum of all KWII between two or more attributes from S, i.e., T CI(S) = Z⊆S,|Z|≥2 KW II(Z)
Proof. Using equation 4.2,
KW II(Z)
Then, by theorem 4.1 and TCI definition 3.3,
KW II(Z) or, T CI(S) =

Z⊆S,|Z|≥2
KW II(Z)
Note that for a set with two attributes, KWII and TCI are identical and represents mutual information. ; A 6 ) = 0.13. These reflect that KWII represents more parsimonious chunks of association information that constitutes the TCI and reveals the structure in the data that is not obvious from the correlation information.
Problem Formulation
In this section, we introduce the concepts of Combinations of Interest (or COI) and Special Combinations of Interest (or SCOI). A COI is an attribute set containing high TCI such that its proper subsets have low TCI, while a SCOI is similar to the COI but can have exactly one proper subset to have high TCI. Our definitions of high and low are based on statistical significance levels which is based on distributional properties explored in section 7. Broadly, our goal is to mine the COI, SCOI and combinations with high KWII that represent attribute sets containing non-redundant association information. To develop our mining strategy, we first give some formal definitions.
Preliminary Definitions
Assume that we know the probability distribution function of the T CI metric. Let α High and α Low are two given significance levels for determining the statistical significance of an observed TCI such that 0 < α High < α Low . Let S = {A 1 ; · · · ; A k } ⊆ ζ be a given set of attributes. For example, setting α High = 10 −10 and α Low = 10 −3 , a P value of 10 −12 will be Highly Significant while that of 0.01 will be Non-Significant.
Definition 5.4. S is a Combination Of Interest (or COI) if it satisfies:-
S is a HSC, and 2. Each proper subset of S is a NSC.
However checking all proper 2 k−1 subsets of S is computationally expensive. Let S k−1 ⊂ S with k − 1 attributes. From the monotonic increasing property of the TCI (property (3) in definition 3.3), T CI(S) ≥ T CI(S k−1 ). Therefore, we make the assumption that if P value(T CI(S)) ≥ α Low , then P value(T CI(S k−1 )) is also ≥ α Low as smaller TCI value usually has lower significance. As a result, we only need to check whether the k − 1 size subsets of S are NSC.
The definition of COI is based on the fact that if S is a HSC and one or more of its subsets are HSC or MSC, then S has redundancy as it has at least one subset with high correlation information. For example, assume set S = {A 1 ; A 2 ; A 3 ; A 4 } is a HSC and its subsets S = {A 1 ; A 2 } and S = {A 3 ; A 4 } are also HSC. In this case, mining S and S are sufficient to capture all the interacting attributes. However, this is a strict condition that need to be relaxed to capture more information as seen in the next definition. Let X = S\{A k }. Then, it can be easily shown that 
The definition is based on the fact that if A i and A j are redundant, they are in fact interacting, i.e, A i explains A j very well. Also A j completely explains itself (A j ) causing the expression KW II(A i ; A j ; A j ) to have redundant information. The denominator is used to normalize the KWII and is based on the easy to prove fact that KW II(
Compared with the TCI, the KWII is a more valuable information metric because it is a parsimonious measure of association for the attribute combination of interest alone and does not contain contributions from lower-order combinations [16] . However, KWII alone cannot be used to device an efficient mining algorithm because it takes on both positive and negative values. Only all individual entropies and a joint entropy are needed for one TCI calculation, making it computationally far more tractable than the KWII. The TCI is always non-negative and increases monotonically with increased combination size making it potentially suitable for our mining algorithm. From theorem 4.2, the TCI represents the cumulative synergy present in all subset combinations of the attribute set {A 1 ; A2; · · · ; A k }. Our goal is therefore to use the TCI in our mining algorithm to identify the regions in the combinatorial space (the COI and the SCOI) that contain potentially large correlation information (and therefore high interaction information) and then compute the KWII for the reduced combinatorial space. Thus we shall concomitantly mine attribute sets containing useful correlation information (i.e. TCI) and interaction information (i.e. KWII).
Mining Strategy
Given a maximum order of combinations to explore (K) and a pair of significance levels (α High , α Low ), our strategy of mining combinations with significant TCI and KWII broadly consists of two steps :-1. Discover COI and SCOI, and 2. Compute KWII of all K-subsets of the attributes present in combinations mined in step 1.
In step 1, we explore the search space in a breadthfirst manner that results in a set enumeration tree as shown in Figure 2 . When mining for COI and SCOI, computing the TCI of every attribute set is time consuming, therefore, in the next section we shall develop upper and lower bounds of TCI based on that of its parent/ancestor/sibling nodes in the search space. We further develop pruning strategies using definitions of COI, SCOI and redundancy (definitions 5.4-5.6). 6 Bounds on TCI In this section, we present results on upper and lower bounds on TCI. The P alue computation on these bounds shall be used to speed up our mining strategy. In obtaining the upper and lower bounds, we shall assume TCI computations on the attribute set S = {A 1 ; · · · ; A k } ⊆ ζ unless otherwise stated.
Theorem 6.1.
T CI(S)
Proof. We can write H(S) is three ways,
Adding all three, 3H(S) = X + Y . Here,
And,
The above theorem computes a lower bound on T CI(S) using entropy from the ancestor nodes. We first use it recursively in computing the upper bound of H(S) (equation 6.3) in a greedy fashion -first obtain its twoattribute subset (say (A i ; A j )) with maximum pair-wise entropy and then recursively compute upper bounds of the entropies H(S\{A i } and H(S\{A j }).
The upper bound on H(S) is then used to compute the lower bound of T CI(S).
Theorem 6.2.
T CI(S) ≤ T CI(S\{A t }) + min{H(S\{A t }, H(A t ))}
Proof. We have, T CI(S) − T CI(S\{A t }) = H(A t ) + H(S\{A t }) -H(S) = H(A t ) − H(A t |S\{A t }) ≤ H(A t ). Similarly, T CI(S) − T CI(S\{A t }) = H(A t ) + H(S\{A t }) -H(S) = H(S\{A t }) − H(S\{A t }|A t ) ≤ H(S\{A t }). Thus, T CI(S) − T CI(S\{A t }) ≤ min{H(A t ), H(S\{A t })}
The theorem computes a upper bound on T CI(S) using TCI and entropy of its parent node {S\{A t }} and H(A t ). The next two theorems are used to compute the upper and lower bounds of the node {S; A j } using entropy of its sibling {S; A i }, entropies of individual attributes and conditional entropies. Note that each conditional entropy of form
Theorem 6.3. 
T CI(S; A
j ) ≥ k t=1 H(A t ) + H(A j ) − H(S; A i ) − k min t=1 {H(A j |A t )}
Proof. By the chain rule of entropy, H(S; A j ) = H(S)+ H(A j |S). But H(S) ≤ H(S; A i ) and H(A j |S) ≤ min k t=1 {H(A j |A t )} so that H(S; A j ) ≤ H(S; A i ) + min
T CI(S; A
j ) ≤ k t=1 H(A t ) + H(A j ) − H(S; A i ) + Λ where, Λ = min{H(A i |A j ), k min t=1 {H(A j |A t )}}
Proof. By the chain rule of entropy, H(S; A
The result follows by inserting the last inequality in the TCI definition 3.3.
Probability Distribution of TCI
In this section, we derive the probability distribution of the TCI using a Taylor series based approximation to the TCI. This shall be used to evaluate the significance of the correlation information of an attribute set. (2) and f
Ignoring higher order terms in the Taylor's expansion, T CI(S)
The first two summations in equation 7.4 sum to 1/ln(2) resulting in theorem 7.1.
Note that the expression of T CI is related to the multidimensional statistical χ 2 test [28] defined as, [28] . Here R i denotes the count of distinct values that attribute A i can take. Equating the observed and expected cell counts to the relative frequencies and the cell probabilities, it can be easily observed that,
where N denotes the total number of samples in the data (i.e. sum of cell counts in all cells of the kdimensional contingency table). T CI represents the approximation to the T CI derived in equation 6.3. Using theorem 7.1 and equation 7.6 we claim that, 
which is the moment generating function of the gamma distribution with scale 1/(N ln (2)) and shape df /2.
Using theorem 7.2, the P value of an observed TCI value t is given by P rob(T CI > t).
Algorithm
Our mining algorithm consists of two stages (as mentioned briefly in section)-(1)Correlation Information Miner (or CIM) followed by (2) Interaction Information Miner (or IIM). The CIM explores the combinatorial space of attribute sets using a breadth-first search (BFS) enumerating a BFS tree where each node represents an attribute set
Next we describe pruning strategies using the concept of redundancy and bounds on TCI introduced before. 
Redundancy based pruning
TCI Bound based pruning For each node S in the search space, we calculate its upper and lower bounds before actual T CI(S). Let L(S)
be the maximum of the lower bounds, U (S) be the minimum of the upper bounds and T (S) be the true TCI for node S. Let P (v) be the P value for any value v. Note that as
. Assume that we have determined if S is a HSC/MSC/NSC. We shall employ the procedures Handle HSC and Handle MSC/NSC described below to handle each case. In the following, in each iteration, N extLevel is a queue that collects nodes to be explored in the next iteration of BFS and Θ is a set of COI/SCOI output by CIM.
(1) Handle HSC : Assume that the parent of the given node S is not a COI/SCOI. Using property 2 in definition 5.4, if S is a COI, store S in Θ and add node S to N extLevel; otherwise, prune subtree rooted at S as at least one subset of S has redundant correlation information. If the parent of S is a COI/SCOI, using property 2 and 3 in definition 5.5, if S is a SCOI, store S in Θ and add node S to N extLevel; otherwise, prune subtree rooted at S as the new attribute present in S (and not in its parent) does not significantly increase the correlation information.
(2) Handle MSC/NSC : If node S is a MSC, S and any superset of it cannot be a COI/SCOI. So simply prune the subtree rooted at S. If it is a NSC, add S to N extLevel to continue the search process.
values α = 0.2 and β = 0.8 as used in the paper. In our method, one can set the α's depending on the experiment and data size, e.g. one would set them conservatively to adjust for multiple comparisons. The ∆ can be set to a value > 0.7 depending on how much redundancy one wants to remove from the data.
9.1 Experiment 1 Here, we evaluate the effectiveness of our mining method in detecting attribute associations using a synthetic data set. The data consists of 15 binary attributes and 200 samples. The associations embedded in the data are (1)
where ⊕ denotes exclusive-or operation. In addition, noise is added by flipping each of A 1 , A 6 and A 11 with error probability p. We repeat the experiment 100 times. Figure 3A and B show the TCI and top 10 KWII mined by CIM and IIM, respectively for p = 0.1. The results are presented graphically as a spectra of TCI/KWII values plotted against attribute combinations. Utilizing statistical significance based mining, CIM successfully identifies the embedded associations exactly. The KWII spectra contains the three strongest associations and also other weak associations which can be visually identified as spurious combinations. Figure 3C shows that % of combinations with significant correlation information detected by CIM and is compared with the two methods NIFS [32] and mRMR [25] . The error probability p is varied as 0,0.1,0.15,0.2,0.25 and 0.3. As NIFS uses hard thresholds, it fails to detect the attribute associations when the strength of an associations varies due to noise in the data. CIM solves this problem by mining with statistical significance levels instead of threshold values. The other method mRMR finds subset of attributes with minimal redundancy among the attributes and a class label attribute. As mRMR requires a class attribute, we have run mRMR separately with: (1) A 1 , (2) A 6 , and (3) A 11 as the class attribute. However, mRMR performs poorly (even at p=0.0) because mRMR uses only mutual information between each attribute and the class to identify the associations.
Experiment 2
This experiment is modeled after pure epistasis [10] between two SNPs affecting a disease trait. A SNP is a DNA sequence variation in a base pair position at which different sequence alternatives (alleles) exist among individuals in some population. The set of SNPs on a single chromosome of a pair of homologous chromosomes is referred to as a haplotype, and two haplotypes taken together constitutes a genotype. Each SNP usually has two alleles (e.g. A, a) resulting in three genotype values (AA, Aa, aa). In a case-control experiment, the disease trait is binary (0=healthy, 1=diseased). The simulated data in this Associations are created in the data between A 1 , A 2 and A 16 using the model in Figure 4 . This results in the following significant combinations:-(C 1 ) {A 1 ; A 2 } and (C 2 ) {A 1 ; A 2 ; A 16 }. Note that C 1 is a COI and C 2 is a SCOI. Both CIM and IIM are able to identify both the associations (spectra shown in Figure 4A and B). NIFS identifies only C 1 because it assumes that any superset of a set with strong correlation information contains redundant information. However, in this case, A 16 can only be identified in combination with C 1 , so that C 2 contains information about A 16 not present in C 1 . Finally, we run mRMR with A 16 as the class attribute. Combinations {A 1 ; A 16 } and {A 2 ; A 16 } have extremely weak mutual information of 0.008 and 0.003 respectively. As mRMR depends on mutual information between each attribute and the class, it fails to identify any combination involving A 1 and A 2 .
Experiment 3
In this experiment, the data consists of 16 discrete attributes A 1 -A 16 . A set of complex attribute associations is created involving A 1 , A 2 , 
Runtime Evaluation
We have used the following two data sets to evaluate the efficiency of our pruning methods:-(1) Crohns disease dataset [11] is derived from the 616 kilobase region of human Chromosome 5q31 that may contain a genetic variant responsible for Crohns disease by genotyping 103 SNPs and contains 144 case and 243 control individuals. (2) Tickborne encephalitis dataset [6] consists of 58 SNPs genotyped from DNA of 26 patients with severe tick-borne encephalitis virus-induced disease and 65 patients with mild disease. Figure 6 shows the runtime of our mining method (CIM followed by IIM) under the redundancy based and TCI based pruning strategies as well as when both are applied together and none is applied. For both data sets, the missing values were imputed with the most frequent value for that particular SNP. Sample size based pruning is assumed to be active in all the cases. The number of attributes is varied as follows:
for each data set, from the set of N attributes, a set of K attributes (K = 10, 20, 30, 40) is randomly selected and removed from the original data. The experiment is repeated 10 times for each data set and the average runtime for each set of N − K attributes is shown. We observe that, the runtime is least when both pruning strategies are active (green, circles). TCI based pruning (blue, squares) achieves better efficiency than redundancy based (red, rhombuses) pruning in both data sets and the runtime increases exponentially when no pruning is applied. These demonstrates the effectiveness of our pruning methods, as the potential search space is exponential in the number of attributes. 
Application to Analysis of SNP-Diease Associations in Chromosome 5
We assess the potential of our mining method (CIM followed by IIM) for identifying key SNPs involved in the causation of Crohn's disease using data set from Daly et al [11] . The 103 SNPs in the data are numbered 0 to 102. Please refer to the 'RunTime Evaluation' section for a detailed data description. Rioux et al. [26] found 11 SNPs (IGR2055a 1, IGR2060a 1, IGR2063b 1, IGR2078a 1, IGR2096a 1, IGR2198a 1, IGR2230a 1, IGR2277a 1, IGR2081a 1, IGR3096a 1 and IGR3236a 1) with alleles that were associated with risk of Crohn disease. Nine of 11 significant SNPs are present in the data set we analyzed; SNPs IGR2078a 1 and IGR2277a 1 are missing. For association information mining, subjects and SNPs with missing genotypes are eliminated resulting in 40 SNPs with 58 cases and 92 controls. We perform the following two analyses with the data -(1) Mine the association information in the data without the disease phenotype. (2) Mine the association information such that each combination of SNPs always has the disease phenotype. In our first analysis, we identify three SNPs IGR2055a 1, IGR2230a 1 and IGR3236a 1 among the combinations with KW II > 90 th percentile of the KW II of all combinations obtained. In the second analysis where we take the case/control status into account, the five SNPs IGR2198a 1, IGR2055a 1, IGR3236a 1, IGR2081a 1 and IGR2230a 1 are found among the {SN P ,P henotype} and {SN P ,SN P ,P henotype} combinations with KW II > 90 th percentile of the KW II of all combinations mined. The T CI and KW II spectra for analysis 2 are shown in Figure 7 . th percentile of all the combinations for analysis 2 on Daly's data. Also disease related SNP numbers and names are given.
On closer examination of the data, we found that due to high linkage disequilibrium in the genomic region examined, SNPs IGR2066a 1, IGR2063b 1 and IGR2096a 1 belonged to Cover(IGR2055a 1) while IGR3096a 1 belonged to Cover(IGR2230a 1) and were pruned during the redundancy based pruning phase of our mining method. However, each of these SNPs is covered by a representative SNP included in the data, as a result, these SNPs and their associated interactions can be easily recovered using the Cover data structure after IIM completes. For example, consider SNPs 25 (IGR2055a 1) and 26 (IGR2066a 1). We have SNP 26 ∈ Cover(SNP 25), so that for SNP 26, we can get the combinations with high correlation information as {26, 38, P } and {26, 73, P } and the combinations with high interaction information as {26, P } and {26, 9, P }.
Application in Feature Selection
Here we give an example showing that detecting association information can help with feature selection and classification. Feature selection and classification is a vastly researched and mature area and we do not intend to propose a new feature selection or classification method, instead we show that when we consider multivariate associations among the features, we can improve the accuracy of some existing classifiers. We apply CIM followed by IIM to the following data sets:-(1) Crohn's disease data from Daly et. al [11] (2) Tick-borne encephalitis dataset [6] and (3) Voting data set [1] . The first two are described in the previous paragraphs. This third data set consists of votes for each of the U.S. House of Representatives Congressmen on the 16 key votes identified by the CQA. It has got 16 attributes and 435 samples. Owing to several missing values in the data, the instances containing missing values are eliminated from our analysis resulting in 233 instances. We mine association information such that the class attribute is present in each combination examined. The table 1 shows the classification results using some traditional classifiers (C4.5, Alternating Decision Tree or ADTree, Random Forest, Naive Bayesian and Classification & Regression Tree or CART). The attributes present in the top ten combinations with the highest KWII are used for Crohn's disease and Tick-borne encephalitis data sets while the attributes present in the top five combinations with the highest KWII are used for the Voting data set. All classifications were performed using Weka [31] with 10-fold cross-validations. Under each data set, the error rates using all the attributes and attributes in selected combinations are shown. The error rates in general decrease with the selected attributes when compared with all the attributes demonstrating that attributes present in combinations with higher association information can improve the classification accuracy.
Discussion
In this paper, we have analyzed the problem of mining significant association information between attributes in a data set and have presented novel methods to mine the two types of association information -correlation information and interaction information. Specifically, we have demonstrated and proved the relationships between the two and derived the distributional properties of correlation information that helped us to formulate our mining problem in terms of highly significant, moderately significant and non-significant combinations. We have also derived bounds on correlation information and a redundancy criterion and have developed pruning strategies using them that were found to be extremely effective in pruning the combinatorial search space. Using several experimental and real data sets, we have critically evaluated the effectiveness and efficiency of our mining strategy. For future work, we would like to explore strategies in making our method scalable for handling large number of attributes as commonly observed in genetic data sets.
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