ABSTRACT Vital nodes play a pivotal part of network structure and dynamics, where finding the minimal size of a set of vital nodes belongs to an NP-hard problem and cannot be solved by a polynomial algorithm. Recent studies of vital nodes identification mostly rely on the structural information, such as collective influence and degree. However, the performance of local-based methods varies for different structure, while the complexities of global-based methods are generally high for most situations. Here, we map the problem into an optimization issue based on global information of network structure and propose a belief propagation and node reinsertion (BPR) method with almost linear time complexity, where finding the minimum feeding back vertex set is a key. Compared with several state-of-the-art heuristic methods, the BPR method has advantages of high accuracy and practicability of vital nodes identification and low computational complexity. Under two attack schemes: static and dynamical, extensive experiments of Erdős-Rényi and scale-free models and real-world networks of the power grid and traffic network convincingly demonstrate that the BPR method remarkably outperforms other methods in vital nodes identification. This helps to reassess the operational risk of a network and improve robustness ranging from network design schemes, protection strategies to failure mitigation.
I. INTRODUCTION
Attack vulnerability in the complex network has recently attracted considerable attention, where many efforts have been devoted to focus on dynamics such as cascading failure, virus spreading, and information exchanging [1] - [5] . Originated from the physically connected computer network, attack vulnerability can be characterized as the decrease of network performance when nodes or edges are removed. As vulnerabilities of many infrastructures stem from the existence of vital nodes which can be vulnerable parts of a network under malicious attack, gaining an insight into the effect of removal of such vital nodes is critical. Although there are not many vital nodes in a network, their impacts can spread through the whole network. Evidence has demonstrated that even a locally intentional attack on a small number of nodes (edges) can lead to a serious global system collapse. For example, 2003 major blackout in north America caused a large swath of districts to be paralyzed and resulted in more than $4 billion financial losses, originated from outages of several critical transition lines [6] . Hence, it is critical to identify vital nodes in a network, which can help to improve the ability of a network to defend against attacks. The faster the network will crash into numerous components with fewer numbers of nodes, the better the algorithm.
In the past decades, questions regarding vital nodes identification are primarily asked about (i) What are vital nodes? (ii) How to identify these nodes? (iii) What is the impact of the removal of vital nodes? Numerous notable examples of network studies, ranging from reliability engineering, disaster risk science, social science, physics, and biology, make efforts to identify vital nodes that most crucially affect network topology and functionality [7] - [13] . Researchers have devoted efforts towards investigating how network robustness changes when vital nodes are removed from the network according to distinct centrality measures [14] , [15] . Based on heuristic methods, recent studies of vital nodes identification can be classified into three categories for their different methodologies. Some researchers use neighbor-based local information of a network such as the Collective Influence (CI) [3] , the Highest Degree (HD) [16] , K-Core [17] and new K-core [18] , and LocalRank methods [19] . While the time and space complexity of these local-based methods are low, the performances of them vary in different situations. The second type of study pays attention to path-based global information of a network, where Gradient maximum likelihood algorithm [20] , Betweenness centrality [21] , Closeness centrality [22] and Kats centrality [23] are some recently typical methods that mainly consider paths of network flow. This type of method usually has a better result, whereas the complexities of this type are usually high and not suitable for calculation of a network with large scale. The third type of method quantifies the importance of nodes through eigenvector of a network considering mutual enhance effect between nodes. This type of method is typically iterative algorithms that are different from the former two class of methods, including eigenvector centrality [16] , PageRank [24] , LeadRank algorithm [25] , and Hub centrality [26] .
These methods are widely used in vital nodes identification. However, they characterize limited parts of what it implies for a node to be critical in a network and each has its own shortcoming and limitation [27] . This may lead to underestimating the importance of some nodes. Moreover, it is a known fact that targeting vital nodes in a network is a nondeterministic polynomial hard (NP-hard) problem and cannot be solved by a polynomial algorithm. Therefore, it is rather difficult to calculate the accurate analytic solution. Here, we regard it as a combinatorial optimization problem and deal with the issue by a method based on global information of network structure: Firstly, we aim to find the minimum feeding back vertex set, which can be regarded as a problem of optimal attack based on message-passing theory [28] , [29] ; Secondly, optimize the attack order of vital nodes obtained from step one by using two different node reinsertion methods proposed in this paper. Compared with other methods, the simulation results show that the BPR algorithm achieves better performance in both speed and accuracy.
The rest of the paper is organized as follows. We first give a brief review of details of some recently proposed benchmark centrality measures. Then, the BPR algorithm is described in detail in Section III. In Section IV, vulnerability metric and network information are also given, while numerical results are mainly given in Section V. In order to compare BPR and other typical measures, we first put forward a method correlation analysis. In what follows, the performance of BPR measure and other benchmark measures are analyzed under both static and dynamical strategies, where we collected data of six networks including model and real networks. Moreover, we further investigate the computational efficiency of different methods. At the end of this paper, some conclusions are presented in Section IV.
II. BRIEF REVIEW ON TRADITIONAL METHODS
Here, we assume the structure of a network is unweighted and undirected without multiple edges and self-loops. A network can be represented as G = (V , E), where N = |V | is the number of nodes and M = |E| is the number of edges in a network. If a vertex set v ∈ V is removed from a network, the whole graph may be separated into a number of independent components, referring to an attack event for the network.
A. COLLECTIVE INFLUENCE
Recently, a novel efficient Collective Influence (CI) centrality is published in Nature by mapping influence maximization problem into an optimal percolation problem [3] . Based on the local structural information, CI is calculated by
where k i and k j are the degree of node i and node j, and j ∈ ∂Ball(i, l) represents that node j belongs to the neighborhood of node i from a distance l.
B. BETWEENNESS
In general, there is more than one shortest path between arbitrarily chosen two nodes in a network. Betweenness centrality is a measure that counts how many shortest paths that go through a node [21] . Nodes with a high betweenness centrality will be more influential than other nodes with low betweenness.
where i, s, and t are arbitrarily chosen nodes in a network. l st represents the number of paths between node s and t, whereas l i st is the number of paths going through node i.
C. THE HIGHEST DEGREE
The Highest Degree centrality is one of the most straightforward methods based on the degree of a node. The highest degree centrality can be defined as
where k i is degree of node i and HD(i) is a normalized degree centrality.
D. K-CORE
K-core centrality emphasizes the importance of the location of a node, which is a better indicator than the degree centrality for evaluating the spread influence of a node [17] . For example, at the first step, all the nodes with degree k ≤ 1 should be removed from the network until the degrees of all the remaining nodes satisfy k > 1 and the removal nodes belong to shell one. Then, we iteratively remove all the nodes with degree k ≤ 2, the rest can be done in the same manner.
E. PAGERANK
PageRank centrality supposes the importance of a node is determined by both quantity and quality of the nodes pointed to it, which does not only consider an important node pointing to another node but takes a diluted effect of a prestigious node VOLUME 6, 2018 on others into account [24] . It can be defined as
where α and β are positive constants, A ij is an adjacent matrix, x j is the neighborhood of node i, and k out j is the outdegree of node j.
III. BELIEF PROPAGATION AND NODE REINSERTION (BPR) METHOD
Here, BPR algorithm is proposed to obtain a faster way to break down a network, which mainly consists of two steps: belief propagation and node reinsertion. In this BPR algorithm, key nodes are calculated by belief propagation, while the attack sequence is optimized by node reinsertion process. Moreover, two types of different node reinsertion methods are also put forward.
A. BELIEF PROPAGATION (BP)
As most of the local-based algorithms do not take the global structure of a network into consideration, the performance of methods will be limited. Based on distributed messagepassing theory [28] , the belief propagation method is used to identify vital nodes with almost a linear time complexity O(N ln N ). Compared with other global methods that identify vital nodes by the number of the shortest paths that go through a node, BPR method transforms the problem into a combination optimization issue of finding the minimum feedback vertex set (FVS) for a better accuracy. FVS is a node set that intersects with every loop of the network and if removed, all loops break and leave behind a forest in the network. It is known that in sparse networks the small connected components are mostly trees. In this way, the removal of the root node of the remaining forest may induce an abrupt collapse of the whole network very efficiently. Hence, vital nodes can be regarded as root nodes and the minimum feedback vertex set [30] . FVS problem is also an NP-hard problem and can be approximately solved based on mean-field theory in statistical physics. Here we introduce how to apply belief propagation method to FVS problem.
The microscopic configuration of a network can be denoted as {A 1 , A 2 , ......, A N }, where A i represents the state variable of a node i and can only take a value of
. If node i is unoccupied or removed, the state A i = 0. If A i = i, it indicates that node i is occupied and itself is a parent node for its neighborhood, whereas A i = j, it means the parent of node i is node j and node i is also occupied.
According to replica-symmetric mean field theory [28] , [30] , the belief propagation can be represented as selfconsistent equations
where q A i i→j is the marginal state probability of node i when its neighbor node j ∈ ∂i is removed, and both x, w are the weighting parameters in the equation. Hence, the BP Eqs (5), (6) , and (7) provide all the three state probabilities of a node. Note that z i→j is a normalization factor denoted as
Eqs (5)- (8) form the common self-consistent belief propagation method. We can iteratively calculate these equations for a network until the results converge to a fixed value. The node with the highest q 0 i→j probability will be removed from the graph along with its entire attached links. The algorithm stops after no loops exist in the graph, where there are only trees or forest in the network topology. Then, an appropriate node, i.e. the root node in the graph, is supposed to be deleted in the largest tree until the graph completely breaks down. An example of BP method is shown in Fig. 1a . It is found that node 7, node 14, and node 13 have a relatively higher degree and will be firstly removed by the highest degree centrality. After removing these three nodes, the largest connected component still contains 7 nodes. As the main goal of the BP method is to remove loops in a network, which will generally result in a smaller size of the component. In Fig1a, node 4 in loop 1 , node 7 in loop 2 and node 12 in loop 3 are considered to be firstly removed by the BP method. Accordingly, the number of nodes in the largest component will decrease to 3 by contrast.
To describe the belief propagation algorithm in detail, we give a pseudo-code in Table 1 . We first input a graph with adjacency list, and then initialize two weight parameters. The next is the core part of the algorithm, which is called BP iteration. According to Eqs (5)- (8), we can calculate the empty probability q 0 of each node based on current inputting messages. By sorting the empty probability q 0 from large to small, we add these nodes to the removing list until the size of the biggest component in graph decreases lower than the threshold. Here, the threshold is a certain small value (e.g. thresh=0.01 or even small), which is used to determine the relative size of the giant component whether decreases to a given size to stop the algorithm. At this point, BP process terminates when no loops are present and output the resulting attack set of the original graph.
B. NODE REINSERTION (R)
Usually, attack order and the set of vital nodes are both determined by the centrality of nodes in a network. Nevertheless, it ignores the situation in which a minor perturbation to several nodes with relatively low centrality at the same time can also result in large-scale damages. In other words, it is important to recalculate and optimize the attack order even though we have already obtained the vital node set. Node reinsertion adds back a finite fraction of nodes at each step to keep the maximally fragmented network, which is a post-process and refinement of vital nodes identification at an early stage. As described in Fig.1b , two distinct types of reinsertion methods are proposed, where both have their unique advantages for different network topologies. In this algorithm, the complexities of searching, inserting and deleting are all O(N ln N ) for both R1 and R2.
1) THE SMALLEST NUMBER NODE REINSERTION (R1)
For the smallest number node reinsertion, the reinserted nodes are required to join the components with the smallest increasing number of components, called R1.
In other words, we recursively reinsert a node that is in the candidate node set obtained by BP iteration such that each reinserted node connects the least components in the network. Until all the removed nodes are reinserted into the network, the inverse sequence of reinsertion is the final optimal attack order. Fig.1b shows an example on how to reinsert a node into the network. If there are two candidates nodes V 1 and V 2 to be reinserted into the network, node V 2 that connects only two components will be first chosen to keep maximally fragmented network.
2) THE SMALLEST SIZE NODE REINSERTION (R2)
The second type of reinsertion requires the reinserted node to join the components of the smallest sizes, called R2. Other processes of R2 are the same as those of R1. For example, in Fig 1b, if the size of components satisfies n 1 + n 2 + n 3 < m 1 +m 2 , candidate node V 1 is firstly selected to be reinserted. This difference will have an advantage over networks with distinct topologies. Pseudo-code of R1 and R2 are described in detail in Table 2 . Both start with the attack list obtained from BP process. State of each node is assigned based on an attack list before running the reinsertion procedure. To achieve the optimal attack order, we iteratively calculate the fitness of each node in the attack list calculated by Eqs (11) , where N i represents the number of components node i would join in VOLUME 6, 2018 and S i stands for the size of clusters node i would join in. After several iterations, an output of optimal attack list can be obtained.
To further illustrate BPR method, we give an example of comparison between BPR method and static degree method on a small network with 20 nodes and 36 edges shown in Fig. 2 . In this case, static degree means degree centrality of each node is calculated only once during the whole process. First, BP procedure with R1 is performed on the graph to get attack list of node set {1, 6, 7, 14, 16, and 18}, while node set {6, 9, 11, 14, 16, and 18} with the highest degree is obtained by static degree method. The attack list calculated by BPR1 is {18 → 14 → 6 → 7 → 16 → 1}, whereas {14 → 18 → 6 → 16 → 9 → 11} is obtained by static degree method. It is found that even a minor modification on the attack order is possible to obtain a considerably different result, where static degree method (in a dashed line) has a worse performance than BPR method (in a solid line).
IV. METRICS AND NETWORK DESCRIPTION A. METRICS DEFINITION
In general, the robustness of a network is measured by the critical fraction of removed nodes q c , where network completely falls apart at the value of q c . However, this measurement cannot indicate the early collapse of a network suffering from a malicious attack. There are numerous other network measurements such as graph entropy [31] , network efficiency [32] , pairwise connectivity [33] etc. In order to measure the attack vulnerability of a network for each stage, V -index [34] is considered referring to the relative size of the largest component in the network during the whole node removal process, which can be defined as:
where V is the attack vulnerability index which can be shown as 1 minus the area surrounded by the curve and axes, N is the total number of nodes, and σ is the proportion of the largest component in a network after removing q = i/N fraction of nodes. In relation to a complex network, vulnerability refers to the inability to withstand damage caused by the random or malicious attack, which can be quantified as a V -index. Numerous centrality measures have been proposed from different perspectives in previous researches. The centrality of a node can be applied as a basis of attack strategy. In this paper, we will first introduce several state-of-theart benchmark centrality measures and compare these measures with BPR method to test the attack effects on different networks.
B. NETWORK DESCRIPTION
Two model networks including Erdős-Rényi (ER) network [35] and Scale-Free (SF) network [36] and four real networks of distinct types are introduced to study effects of removal on networks. ER network and SF network are two kinds of models with different topologies, where they have completely different behaviors under random or malicious attack. It is known that the SF network is more vulnerable to malicious attack but appears to be more robust under random attack than ER model. We employ an SF network with power exponent γ = 2.5 and an ER network with edge existence probability p = 0.00035.
The simulation also focuses on some real networks in different fields, including C.elegans neural network [37] , the road network of Oldenburg in Germany [38] , the power grid of Europe [39] , and human protein-protein interaction network [40] . Details of basic network parameters for above networks are described in Table 3 . In order to exhibit the topology of different networks, we show the number of nodes |V |, edges |E|, mean degree k, clustering coefficient c, and average path length l for each network. 
V. NUMERICAL RESULTS
In this section, attack effects on different networks are investigated by some specific procedures based on the abovementioned BPR measure and other centrality measures. We calculate and analyze the correlation between these measures. The size of the giant component of each network and its vulnerability with respect to distinct centrality measures are also analyzed by removing nodes in the order of decreasing centrality. In addition, vital nodes to be removed are based on two types of different schemes, i.e. static attack and dynamical attack.
A. CORRELATION ANALYSIS BETWEEN DIFFERENT METHODS
To seek the correlation between BPR method and the other centrality measures, we analyze the Pearson correlation, which is a measure of linear correlation between two vectors described as:
(y i − y) 2 (11) where n is the number of variables, x i and y i are the single element with index i, x and y are the mean value. Scatter plots with normalized centrality on horizontal and vertical axes between BPR1 and other typical measures on an ER network are shown with different colors in Fig. 3 . For example, the first row represents the correlation between BPR measure and the other measures. It is found that none of the correlation coefficients between BPR measure and other measures exceed 0.5, suggesting that BPR behaves very VOLUME 6, 2018 differently from other methods. The reason behind this is that BPR model aims to find the minimum feedback vertex set differing from the other method.
B. COMPARISON UNDER STATIC ATTACK STRATEGIES
Now we move on to study the vulnerability of a network by simultaneously removing a fraction of nodes. In the static scheme, the centrality measure of each node will not be recalculated when the structure of a network changes. First, we perform BPR and other benchmark methods on two different model networks and four real networks, which have been described in Section IV in detail. Here, we define a critical fraction of attack nodes q c as the minimum fraction of removed nodes keeping the size of the largest connected componentσ ≤ σ c . As seen in Fig 4a, BPR1 and BPR2 both have the lowest q c on ER and SF network when σ c = 0.1, while other methods to achieve the same effect need to remove a larger proportion of nodes. To further explore the attack effects of different methods, we show the vulnerability V -index that has been defined before in Fig 4b. It is found that the vulnerability of networks can be clearly increased by BPR method compared with other methods.
In Fig. 5 , the size of the largest connected component σ as a function of the fraction of removed nodes q is calculated for both model and real networks following distinct centrality measures, where 1 minus the area enclosed by the axis and curve represents V -index of a network. It is clear that our BPR measure with the smallest enclosed area is proved superior to other measures. Besides comparing with some typical methods, In Fig 5a and b, we also observe that BPR method offers a superior solution compared with recently proposed single BP [29] , [30] and CI method [3] , [41] at the initial stage (0 < q < 0.1), where σ by single BP and CI decrease much slower than that by BPR. This suggests that VOLUME 6, 2018 even though results in Fig 4 show BP and CI have a similar behavior with BPR, BPR can also help to identify critical nodes much more effectively at an early stage. We believe that the attack sequence mainly determines the attack effects during the failure process.
It is also found that network with a higher clustering coefficient exhibits a faster speed of structure collapse (see Fig. 5 and Table 3 ). We believe that network that appears to have a lower link density will be more robust than a higher one. Calculation of the ER network and SF network, whose degree distribution respectively follows a Poisson distribution and a power-law distribution, shows that SF network is more vulnerable according to these centrality measures. It is also found that the degree centrality that is a purely local measure is more effective than other measures that record global information of structure. Accordingly, degree centrality outperforms other measures at exposing network vulnerability in the static scheme whereas nodes identified by global measures like betweenness act as a bridge to connect highly connected parts of the structure.
Network topology highly affects the network robustness. It is known that ER network has a more robust structure than SF network under malicious attack. Experiments are also conducted on real networks of different fields in Fig 5c -f , where the attack strategy by BPR method is proved the most efficient at exposing the vulnerability of a network. We think that a network with the low average degree and long average path length will be easier to be degraded. The possible explanation for this may be a network with these properties is lack of spatially long-range correlation leading to a vulnerable network topology, which indicates that failure of the local structure may easily destroy the network.
C. COMPARISON UNDER DYNAMICAL ATTACK STRATEGIES
BPR can be used to identify vital nodes with an efficient performance in static attack scheme. The success of BPR leads us to the question: can we apply BPR method to a dynamical scheme? In the mode of dynamical attack, the importance of a node needs to be recalculated repeatedly after each round of attack. In other words, node centrality is updated iteratively during the whole attack process. Fig. 6 shows the size of the largest connected component σ under the sequential attack for networks and methods of different types. Compared with the static scheme, the dynamical scheme has a quite different behavior of destroying a network.
Network attacked by dynamical strategies appears to be more vulnerable (with a smaller enclosed area) than its static counterpart. In other words, dynamical attack scheme exhibits a greater attack effect than that of the static scheme due to the iterative calculation of importance of a node. However, not all the results follow this rule. Taking C.elegan neural network under K-core centrality measure for an example, the static attack is counter-intuitively more effective than a dynamical scheme. Moreover, different centrality measures show a different efficiency of network degrading, where the global measure BPR seems to be the most effective methods for both model and real networks compared with other measures.
In Fig 7, further study of critical removal fraction q c and vulnerability V -index reveal that vital nodes of distinct networks can be located remarkably better and faster by BPR than by other methods. To quantitatively test our BPR method, we also calculate the performance improvement based on Eqs (12) between BPR and other methods. Results are shown in Table 4 . It is found that BPR can be up to 4.35%∼76.11% more efficient than other methods in performance.
where V stands for vulnerability metric after removing vital nodes, PI represents performance improvement, i can be different methods including BP, CI, Bet, HD, PageRank and K-core.
D. COMPUTATIONAL EFFICIENCY ANALYSIS
Here, we aim to analyze the complexity of BPR method and other methods. BPR consists of two parts: BP and node reinsertion, where BP is almost linear complexity with O(N ln N ) and average complexity of searching, finding and deleting for node reinsertion is O(ln N ). The ''Union'' operation of node reinsertion, merging the candidate node into a connected component based on the previous graph, has a complexity of O(N ). Therefore, the overall complexity of BPR can be Table 5 , we show the complexity of different methods and their calculation time on an ER network with 10000 nodes and < k > = 4.
(The results are calculated on an 8-core CPU computer with Intel i7 2.8 GHz and 16G memory and are averaged over 500 realizations). It is found that BPR has a relatively lower complexity than other methods.
VI. CONCLUSIONS
In summary, it is important to make sense of impacts on the integrity of the entire network against failure. In view of previous studies, many efforts have been devoted to study how the structure of a network changes after a fraction of vital nodes are removed according to different centrality measures. However, these methods perform differently in speed and accuracy when network topology varies, which may lead to underestimating the importance of some important nodes. In this paper, we examine the attack vulnerability of both model and real networks by vital nodes identification based on BPR method. Two steps are included in BPR algorithm to identify vital nodes and optimize attack order: BP process and node reinsertion. Moreover, two kinds of attack schemes are considered to test the efficiency of BPR in this paper: static attack strategy and dynamical attack strategy. On the one hand, we find that finding the minimum feedback vertex set for both attack schemes is more efficient than other globalbased methods on different networks, indicating that nodes identified by BPR method should be targeted first. On the other hand, results demonstrate that BPR is able to achieve better performance in terms of speed, where the complexity of BPR is lower than other methods. However, due to the emergence property of vital nodes identified by BPR, the removal of a fraction of these vital nodes may lead to the abrupt breakdown of a network. This may make the BPR-guided strategy a dangerous scheme for destructive purposes. Moreover, BPR method may be only applicable to static single networks, where we need a further study to develop the new method for vital nodes identification in the temporal network and interdependent network. It is also possible for us to consider the impact of dynamical process for vital nodes identification, such as cascading failure and virus spreading. There are many areas for application of BPR method such as city traffic, power grid, and even ecological system. For example, to best protect healthy people from infection, we need to immune a specific group of people within a limited time and resource, where identifying vital nodes at an early stage is a key. As an ocean of empirical networks can be characterized by multiple dependency links between networks whose functioning in one network highly depends on another one, the future work may be extended to investigate vulnerability of the interdependent network by vital nodes identification. Elucidation of the structural difference between the interdependent network and single network seems to be an important research due to its significance for network vulnerability and normal functioning.
