We investigate the ambiguity behavior of finite automata in connection with their inner structure. We show that the degree of ambiguity of a finitely ambiguous nondeterministic finite automaton (NFA) with n states is at most 5"".n". There is a simple criterion which characterizes the infinite degree of ambiguity of an NFA, and which is decidable in polynomial time. The degree of growth of the ambiguity of an NFA is computable in polynomial time. Starting from the first result, we discuss the maximal finite degree of ambiguity of an NFA with n states, and we present subclasses of NFAs where this quantity is of order 28'"'.
Introduction
The degree of ambiguity is a structural parameter of a finite automaton.
Let x be an input word of a nondeterministic finite automaton (NFA) M. The degree of ambiguity of x in M (da,(x)) is defined as the number of all accepting paths for x. The degree of ambiguity of M is the maximal degree of ambiguity of an input word of M or is infinite, depending on whether or not a maximum exists. In the former (latter) case M is called finitely (infinitely) ambiguous.
The degree of growth of the ambiguity of M is defined as the minimal degree of a polynomial h over kJ, (NO denotes the semiring of all nonnegative integers) such that for each input word x of M da,(x) is at most h( 1 x I) if such a polynomial exists, or is infinite otherwise. In the latter case M is called exponentially ambiguous.
We will abbreviate the degree of growth of the ambiguity of M by "degree of M" and ask the reader not to mix up this notion with the "degree of ambiguity". Only recently, the degree of ambiguity received attention in connection with the equivalence problems for NFAs and finite tree automata, and with the succinctness of representation of regular languages. For the latter we refer to [19] and [S] . For the former we mention that the equivalence problem is PSPACE-complete for NFAs (see [4] ) and DEXPTIME-complete (w.r.t. log-space reductions) for finite tree automata [17] . For any fixed integrer k, however, the equivalence of NFAs with degree of ambiguity at most k can be tested in polynomial time [19, 111 . The same assertion holds true even for finite tree automata [17] . The following fundamental result was proved independently by Mandel and Simon [13] , Jacob [9] and Reutenauer [ 161: It is decidable whether or not an NFA is finitely ambiguous.
In fact, the aim of the three mentioned papers was to show: (a) It is decidable whether or not a finitely generated monoid of matrices with entries in N, (or in a larger semiring) is finite [13, 93. (b) There is an algorithm which computes the degree of an NFA [ 161. Moreover, from this work the following upper bounds can be derived. The degree of ambiguity of a finitely ambiguous NFA with n states and input alphabet C is at most 0 n2" "..' [13] , l ~~("3 #') where f is a recursive function [9] , l 2n.n2n. 24'"3 [16] .
The following results arose independently of [ 13, 9, 16] . Given any fixed integer k, it can be tested in polynomial time whether or not the degree of ambiguity of an NFA is greater than k (Stearns and Hunt III [19] , see also [24] ). Applying a nice matrix algorithm, it can be decided in polynomial space whether or not an NFA is finitely ambiguous (Chan and Ibarra [3] ). The problem "decide on input of an NFA M and of iENo whether or not the degree of ambiguity of M is greater than i" is PSPACEcomplete [3] .
In this paper we clearly follow the contents of [22] and of the first five chapters in [20] . Our main results are:
(1) The degree of ambiguity of a finitely ambiguous NFA with it states is at most 5 n/2' n' (see Section 2).
(2) There is a simple criterion (IDA) which characterizes the infinite degree of ambiguity of an NFA, and which is decidable in polynomial time (see Section 3). Generalizing (2), we obtain a polynomial-time algorithm which computes the degree of an NFA (see Section 4) . In fact, this algorithm is based on the criteria (EDA) and (IDA,) which characterize the properties "M is exponentially ambiguous" and "the degree of M is at least d", respectively, of an NFA M (LIEN,).
In Section 5 we discuss, starting from (l), the maximal finite degree of ambiguity of an NFA with n states. We present subclasses of NFAs restricted to which this quantity is a function of order 2@("). Baron [2] , the upper bound in (1) can be improved to 2l +k2'n. PI", where k2 co.7956 (note that 5"" = 2k' "', where k 1 z 1.1610). In [l l] this improvement and some of our results and proofs are presented in the context of the theory of formal power series. A new topological approach exhibited by Leung [12] yields an alternative proof of the characterization part of (2). In [23] the authors present a "nonramification" lemma for NFAs and apply it to finitely generated monoids of matrices with entries in Ni,. In fact, this lemma allows to shorten an input word of a finitely ambiguous NFA without changing its ambiguity behavior. Extending these ideas and the techniques presented in this paper the second author generalizes (1) and (2) to finite tree automata [18] .
Definitions and notations
A nondeterministic jinite automaton (NFA) is a 5-tuple M =(Q, C, 6, Q,, QF) where Q and C denote nonempty, finite sets of states and input symbols, respectively, Q,,QF~Q denote sets of initial and final (or accepting) states, respectively, and 6 is a subset of Q x C x Q. C is called the input alphabet of M, 6 is called the transition relation of M. Each element of 6 denotes a transition of M. For each (p, x, q)EQ x C* x Q da,(p, x, q) is defined as the number of all paths for x in M leading from p to q. We define s^:= {(p, x, q)EQ x C* x Qlda,(p, x, q)#O). Note that 6 = s^n Q x C x Q. We rename s^ by 6.
The degree ofambiguity of xEC* in M (da,(x)) is the number of all accepting paths for x in M, i.e. da,(x)=C,,QIJ4EaF daM(p, x, q). The degree of ambiguity of M (da(M)) is the supremum of the set {daM(x)lxeC*}.
Clearly, for all XEC*, da,( l E:={((p,j--l),(q,j))~~~Ij~Cml&(~,xj,q)~S).
P3 '43 (1) 
If M is a chain NFA, then da(M) < n".
From (1) and (2) follows Theorem 2.1.
Theorem 2.1. Let M be a$nitely ambiguous NFA with n states. Then, the degree of ambiguity of M is at most 5"". n".
Using an estimate of Baron [2] the upper bound in Theorem 2.1 can be improved to 2l +k2'n. n", where k2 < 0.7956 (note that 5"" = 2k1 .", where k, :=(log, 5)/2~ 1.1610). In Section 5 we state that each further improvement of this upper bound has to stop at 21.0221'n (see Th eorem 5.1). By reduction, Theorem 2.1 can be generalized to NFAs with E-moves [20, Theorem 6.11. Moreover, it can be applied to finitely generated monoids of matrices with entries in N, ([20, Theorems 7.1 and 7.31; see [23, Appendix] ).
Given an NFA M and an integer i, it is decidable in polynomial space whether or not da(M) is greater than i [3] . Thus, Theorem 2.1 implies that the degree of ambiguity of an NFA can be computed in polynomial space.
Our first lemma will show (1). In order to prove this lemma we need the following proposition. 
Proof. Let M = (Q, C, 6, Q,, QF). Let Qr , . . . , Qk be an order of the strong components of M so that for all i, j~[ k] the following holds:
Let K be a nonempty subset of [k], let l<i,<i,<...<i,<k so that K={il,...,il}, and let p=(pil, . . ..pi.)), q=(qi,, . . ..qil)EQCX) :=Qi, x ... x Qi,. We construct the NFA &@&K)=( Uf=, Qi,, C, ,j'P.9.K), Qy-9), Q',"-9)): 
A=1 I'@',~~~)
is a chain NFA, which is included in M. For all XEC* we observe that
This completes the proof of (i). The assertions (ii) and (iii) follow from (i). 0
Note that in Lemma 2.3 we showed, compared to [22], a better result with a shorter proof. The two next lemmas will demonstrate (2). Then, M is trim, and Q, = { p1 }, QF = {qk}. We will show by induction
First of all, we show that the lemma follows from (*). Define to := [log, nl.
Consider the function f which maps v to v log, v -(v . to -2'" -l ). f is continuous and differentiable on the open interval (0, cc). We know that f'(v) = log, V+ l/(log, 2) -to. f' is a monotonously ascending function. Moreover, f '(2'O-I) > 0 and n > 2'"-'. From this follows with standard arguments that f(n) >f(2'"-' ) = 0, i.e. n. t,, -2'0~1 <n. log, n. 
Proof of (*).

.x.EC).
Consider in the graph G,(x)=( V, E) the set D of all edges "leading from QI to Ql+l":
Let
Jc [m] so that D=(((q,,j-1), (p [+ 1, j))l jEJ>. We observe (see Fig. 3 ) that Then, we observe (see Fig. 3 )
xj_l).daMz(xj+l...~,). jtJ
Let t~fV. From the above expressions it follows that for all r~ [ t] This implies that daM(nyfw)= da,( pl, uy'w, qk) 2 t (see Fig. 3 ). Thus, da(M) = co. Let M comply with (IDA), let p,qEQ and EC* be selected according to that criterion.
Then, u, WEC* exist such that for all HEN da,(uv'w)~da,(p,v',q)3i. Thus, da(M)= a. On the other hand, assume that M is infinitely ambiguous. Then, according to Lemma 2.3, there is a chain NFA M' c M which is infinitely ambiguous, too. In Lemma 3.3 we will show the following:
If M" is an infinitely ambiguous chain NFA, then it complies with (IDA).
According to (3) , M' complies with (IDA) and, hence, M complies with (IDA), too. Therefore, we have shown that (3) implies Theorem 3.1. -Decide whether or not L(M') is empty.
In fact, the above algorithm requires time 0(n8. #Z). In Lemma 3.4 we will show the following: 
.).
There are i3ENo and i4~FU such that SiS=Si3+i4=:q and il + i, = 0 mod iz . i4 (see Fig. 6 ). In conclusion, we have (see Fig. 7 ) We remark that, after some slight modifications, the above proof also works for nonchain NFAs. Thus, Theorem 3.1 can be proved without using Lemma 2.3. Indeed, the counting mechanism of this lemma, although quite elementary, is much too fine for our purpose here.
In order to show (4) we need some preliminaries.
In a finite, directed graph G =( V, E) we use the following notations: Let p, qE V. We write p 2 q, if some path in G leads from p to q. We write p 7 q, if some paths in G lead from p to q and from q to p. 
It is easy to verify that (*) is equivalent to (IDA)'. (IDA)':
There is a strong component U of G4 so that U 2 n E; ##.
The following lemma shows (4) and, thus, completes the proof of Theorem 3.2.
Lemma 3.4. Let M =(Q,Z,S, Q,, QF) b e an NFA with n states. It is decidable in worst-case time O(n6. #C) (on a RAM without multiplications and divisions using the uniform cost criterion) whether or not M complies with (IDA).
Proof. For background information on RAMS we refer to [lS] and [l] . We present an informal algorithm deciding whether or not M complies with (IDA). Note that this algorithm uses well-known graph algorithms (see [l] ) as subroutines:
Step 1: Remove all useless states from M. Let w.1.o.g. M be trim.
Step 2: Construct E; and Gq.
Step 3: Compute the strong components of Gq.
Step 4: Decide whether or not M complies with (IDA)', i.e. check whether or not there is a strong component U of G4 so that U2 n E; #fl.
It can be easily seen that the above algorithm has worst-case time complexity O(n6. #C). 0
We add that a variant of the algorithm presented in the above proof can be implemented on a nondeterministic logarithmically space-bounded Turing machine (see, e.g. [6] ). Thus, the problem "decide whether or not an NFA is infinitely ambiguous" belongs to NSPACE(log, n) and, hence, also to NC. Thus, the degree of growth of the ambiguity allows to distinguish infinitely ambiguous NFAs.
The degree of growth of the ambiguity
The following criterion (EDA) characterizes the property "M is exponentially ambiguous":
There is a useful state ~EQ such that, for some word UEC*, daM(q,u,q)>2 (see Fig. 8 ). Fig. 9 ). Using the notation introduced in Section 3, we define the directed graph G5 = ( Vs, ES) and the set RrE,:
V,:={Ql, . . ..Qk}. R:={(Qi,Q.i)E VS x V, 1 there is a strong component U of G4 so that U'nEhZ$ and Un((P,P,q)EQ31PZq,PEQi,qEQj}f~}, E,:=Ru{(Qi, Qj)E v, X v,I6nQiXC*XQj#er}.
It is easy to verify that (Qi, 
Note that Theorem 4.4 generalizes Theorem 3.2. In the rest of this section we consider an NFA M =(Q,,Y,&Q,,QF).
In order to prove Theorem 4.1 we need the following lemma. According to Theorem 2.1, da(@, n) is at most 5"". n". Thus, da(@, n) denotes the maximal finite degree of ambiguity of an NFA in @ with n states. In this section we deal with the following problem. Given a class Q, of NFAs and neN, determine da(@,n) or find out lower and upper bounds.
We consider the following classes of NFAs: the class Q0 of all NFAs, the class @is of all NFAs with one input symbol, the class @ FL of all NFAs recognizing a finite language, the class Qc of all chain NFAs, the class Qc2 of all chain NFAs having 2 strong components, the class Qcu of all chain NFAs M having only unitary strong components (i. Note that in Lines l-4 of Table 1 da(@, n) is of order 2@(") while in Lines 5-10 da(@, n) is of order at least 2R(n) and at most 2'("'iogzn). In the light of the latter group of results we want to formulate the following question: Where is da(QO, n) situated in the range between 2@("' and 2°(""og2n)? By Lemma 2.3 we know that da(@c,n)d da(QO, n)< 5ni2. da(@c,n). Thus, it seems reasonable to consider the above question for Qc rather than for QO. But, even for @ ,--, 3 we do not know the answer. Nevertheless, we conjecture that da(@c, n) (and, hence, also da(QO, n)) is of order 2@(").
Proof of Theorem 5.1 (summary).
Line 1: [20, Theorem 5.11. Line 2:
[20, Theorem 5.21. Line 3:
Lemma 5.2 and assertion (*) in the proof of Lemma 2.5 (for k=2). (See Fig. 11 for the definition of 6 in the case ni = 5 and n2 =4.) M is a trim chain NFA having the strong components Qi and Q2. Thus, it also meets the assertion (i). M is planned to recognize a suitable input word by "counting" through almost all sets of its states. Claim 5.4. da(M)>2"'+"'-2.
We construct the words yr':=s, yi":=yi!, Oiyi'_',(i= 1, . . ..n. -l), yf':=y!,t)_i, yi'):=~j2_'~( -i)yi2'i (i= 1, . . . . n2 -l), and y:= a,~!,:)_ 1 0a2. Counting selected accepting paths for y in M it is easy to show that daM(y) 2 2"1+"-~ (see Fig. 12 for the graph G,(y) in the case n, = 4 and ti2 = 3).
From Claims 5.3 and 5.4 it follows that M meets the assertion (ii Using Lemma 5.5 we are able to establish the bounds in Line 4 of Table 1 with Lemmas 5.6 and 5.7. Using this definition it can be easily checked that M, is a trim NFA in @cu,2 which complies with (CU-FDA). Consider y := (1 225 1 3)(n-'1'6~C *. Counting selected accepting paths for y in M, it is easy to show that daMn(y)>9'"-lv6 (see Fig. 13 ). In conclusion, we know by Lemma 5.5 that 3'"-'"3<da,n(y)dda(M,)<co. 0
Definition of 6 and GM,(~) (n= 13): M complies with (CU-FDA), we observe for all i = 2, . . . ,I that (qi, 1, qi)$6 (see Fig. 14) .
Let XEC*. Let teN, and y~{e}u{2}~C* so that x=l'y. From the induction hypothesis it follows that daM(x)= i daM(q,, l',qi).da,+.r(qi,y,q,)< i 3("-(1-1)-1)'3 i=Z i=Z Note that j~3j'~ (HEN). Thus, da(M) is at most 3(n-1)'3. 
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