Abstract-The problem of universally predicting an individual continuous sequence using a deterministic finite-state machine (FSM) is considered. The empirical mean is used as a reference as it is the constant that fits a given sequence within a minimal square error. A reasonable prediction performance is the regret, namely the excess square-error over the reference loss. This paper analyzes the tradeoff between the number of states of the universal FSM and the attainable regret. This paper first studies the case of a small number of states. A class of machines, termed degenerated tracking memory (DTM), is defined and shown to be optimal for small enough number of states. Unfortunately, DTM machines become suboptimal and their regret does not vanish as the number of available states increases. Next, the exponential decaying memory (EDM) machine, previously used for predicting binary sequences, is considered. While the EDM machine has poorer performance for small number of states, it achieves a vanishing regret for large number of states. Following that, an asymptotic lower bound of O(k −2/3 ) on the achievable regret of any k-state machine is derived. This bound is attained asymptotically by the EDM machine. Finally, the enhanced exponential decaying memory machine is presented and shown to outperform the EDM machine for any number of states.
I. INTRODUCTION
C ONSIDER a continuous-valued individual sequence x 1 , . . . , x n , where each sample is assumed to be bounded in the interval [a, b] but otherwise arbitrary with no underlying statistics. Suppose that at each time t, after observing x t 1 = x 1 , . . . , x t , a predictor guesses the next outcomex t +1 and incurs a square error prediction loss (x t +1 −x t +1 ) 2 . A reasonable reference for the predictor is the best constant that fits the entire sequence within a minimal square error. This constant is the empirical meanx = 1 n n t =1 x t , and its square error is the sequence's empirical variance 1 n n t =1 (x t −x) 2 . Letx u,1 , . . . ,x u,n denote the predictions of a (universal) predictor U . When the empirical mean is used as a reference, the regret or the excess loss of U over the empirical mean, for an individual sequence x n 1 , is:
In the individual setting discussed in this paper, the performance of U is judged by the incurred regret of the worst sequence, i.e., max When there are no constraints on the universal predictor, the optimal U is the Cumulative Moving Average (CMA):
where the maximal regret tends to zero with the sequence length n, see [1] , [2] . Note that while the reference, the empirical mean predictor, is a constant and needs a single state, the CMA predictor is unconstrained and requires an ever growing amount of memory. A natural question arises: what happens if the universal predictor is constrained to be a finite k-state machine? This is the problem considered in this paper. Universal estimation and prediction problems where the estimator/predictor is a k-state machine have been explored extensively in the past years. Cover [3] studied hypothesis testing problem where the tester has a finite memory. Hellman [4] studied the problem of estimating the mean of a Gaussian (or more generally stochastic) sequence using a finite state machine. This problem is closely related to our problem and may be considered as a stochastic version of it: if one assumes that the data is Gaussian, then predicting it with a minimal mean square error essentially boils down to estimating its mean. More recently, the finite-memory universal prediction problem for individual binary sequences with various loss functions was explored thoroughly in [5] - [10] . The finitememory universal portfolio selection problem (that dealt with continuous-valued sequences but considered a very unique loss function) was also explored recently [11] . However, the basic problem of finite-memory universal prediction of continuous-valued, individual sequences with square error loss was left unexplored so far. This paper provides a solution for this problem, presenting such universal predictors attaining a vanishing regret when a large memory is allowed, but also maintaining an optimal tradeoff between the regret and the number of states used by the universal predictor.
The outline of the paper is as follows. In section II we formulate the discussed problem and present guidelines that will be used throughout this paper. Section III is devoted to universal prediction with a small number of states. We present the class of Degenerated Tracking Memory (DTM) machines, an algorithm for constructing the optimal DTM machine and a lower bound on the achievable regret within this class. The optimal DTM machine is shown to be the optimal solution among all machines when a small enough number of states is available. Sections IV, V and VI are devoted to universal prediction using a large number of states. In section IV we consider a known universal machine -the Exponential Decaying Memory (EDM) machine, prove asymptotic lower and upper bounds on its worst regret and show that its regret vanishes as the number of states increases. In section V we present an asymptotic lower bound on the worst regret of any deterministic k-states machine. Finally, in section VI, we present a new machine, the Enhanced Exponential Decaying Memory (E-EDM) machine that outperforms the EDM machine. In section VII we summarize the results and discuss further research.
II. PRELIMINARIES
We consider universal predictors with continuous-valued input samples that are assumed to be bounded in the interval [a, b] . Giving a sequential predictor, we would like to compare the square error incurred by its predictions to the loss incurred by the empirical mean, which is the best off-line constant predictor. In other words, it is the best among all predictors that know the entire sequence in advance, but are constrained to predict a single, constant value. The induced square error loss of the empirical mean is, of course, the empirical variance.
Definition 1: For a given sequence {x 1 , . . . , x n }, the excess loss of a universal predictor U with predictions {x 1 , . . . ,x n } over the best constant predictor, the empirical meanx = 1 n n t =1 x t , is termed the regret of the sequence and is therefore given by
We analyze the performance of a universal predictor U by its worst sequence, i.e., by the sequence that induces the maximal regret
where the notation x n 1 (which occasionally will also appear as {x t } n t =1 ) is used to denote {x 1 , . . . , x n }. The universal predictors considered in this work are memory limited. Finite-State Machine (FSM) is a commonly used model for sequential machines with a limited amount of storage. We focus here on time-invariant FSM's.
Definition 2: A deterministic finite-state machine is defined by:
• An set of k states where {S 1 , . . . , S k } denote the value assigned to each state. 
An FSM predictor works as follows. Suppose that at time t the machine is at state i . Then the prediction isx t = S i , the value assigned to state i . On receiving the input sample x t , the machine moves to the next state ϕ(i, x t ). The incurred loss for time t is then (x t −x t ) 2 .
In the rest of the paper we assume that the input samples are bounded to [0, 1] . One can easily verify that any FSM that achieves a regret smaller than R for any sequence bounded in [0, 1], can be transformed into an FSM that achieves a regret smaller than R(b − a) 2 for any sequence bounded in [a, b] , by applying the following simple transformation. Each state value S i is transformed to a + (b − a)S i and each threshold set T i is transformed to a + (b − a)T i . Thus, all the results presented in this paper hold for the case where the individual sequence is assumed to be bounded in [a, b] .
To conclude this section, we provide the definition of a minimal circle and a Theorem that will be used throughout this paper. A version of this Theorem was first given in [12, Th. 6.5] .
that rotate the machine between these states. A minimal circle is a circle that does not contain the same state more than once. An example is depict in Figure 1 .
The sequence that induces the maximal regret for a given FSM, endlessly rotates the machine in a minimal circle.
Proof: Let {x t } n t =1 be any sequence of samples and {x t } n 
t =1 x i,t /n i is the empirical mean of minimal circle c i . Let the regret of the minimal circle c i be R i , then we can write
Let the minimal circle with the maximal induced regret be c j . Then this regret satisfies R j ≥ R(U, x n 1 ). This is true since otherwise, i.e., if all R i satisfy R i < R(U, x n 1 ), we get
which is clearly wrong. Thus, by further noting that for n k the regret induced by the residual sequence is negligible, and there are finite number of minimal circles in a given FSM, the proof is concluded.
III. DESIGNING AN OPTIMAL FSM WITH
A SMALL NUMBER OF STATES In this section we search for the best universal predictor with relatively small number of states. We start by presenting the optimal machines for one, two and three states. The optimality is in a sense of achieving the lowest maximal regret using the allowed number of states. We then define in subsection III-D a new class of machines termed the Degenerated Tracking Memory (DTM) machines. This class contains the optimal solutions found for one, two and three states. In subsection III-E a schematic algorithm for constructing the optimal DTM machine is given. A lower bound on the achievable (maximal) regret of any DTM machine is proven in subsection III-F. We conclude this section in subsection III-G by presenting the tradeoff between number of states and regret achieved by the optimal DTM machine.
A. Single State Universal Predictor
The problem of finding the optimal single state machine has a trivial solution. By symmetry, the optimal state is assigned with the value 1 2 and the worst sequence, all 1's or 0's, incurs a (maximal) regret of R = 
B. Two States Universal Predictor
A two states machine has two possible minimal circles. Figure 2 illustrates the possible minimal circles: a zero-step circle (staying at the same state, S 1 when the input is zero and at S 2 when the input is one) and a two steps circle (toggling between the two states, when the input toggles between zero and one). The lowest maximal regret is achieved when the (maximal) regrets of both minimal circles are equal. The reason for this is clear. Suppose that the regret of the zerostep circle (staying at S 1 ) is greater than that of the two steps circle (toggling between S 1 and S 2 ). In this case one can make the value of S 1 smaller, reducing the regret of the zero step circle, and so reducing the maximal regret. In the same manner if the regret of the two steps circle is greater, one can reduce it by making S 1 larger. Therefore the minimum of the maximal regret is attained when the regret of both circles is the same. Following that, let the lowest state be assigned with the value S 1 = √ R and a transition threshold 2 √ R and the second state with S 2 = 1 − √ R and a transition threshold 1 − 2 √ R. In this case, the regret of the zero-step circles is no more than R. Now, let us analyze the regret induced by a sequence x 1 , x 2 , x 1 , x 2 , . . . that endlessly rotate the machine in the two steps minimal circle. Since the regret is convex in the input samples, maximal regret is attained at the edges of the transition regions, i.e., when x 1 = 0 or x 1 = 1 − 2 √ R induces a down-step and x 2 = 1 or x 2 = 2 √ R induces an up-step (assuming that the machine starts at the highest state). Therefore there are four combinations that may bring the regret of this minimal circle to maximum. By computing these regrets one gets that the sequence 0, 1, 0, 1, . . . incur the highest regret: R(U, x n 1 ) = R − 2 √ R + 3/4. Equaling this regret to R results in R = ( 3 8 ) 2 and the maximal regret of both minimal circles is the same. The optimal two states machine is thus:
• State values are: • The states transition function satisfies:
The worst sequence that endlessly rotates the machine in one of the minimal circles incurs a (maximal) regret of R = ( 2 we need to design a machine with more than two states. Figure 3 illustrates a three states machine where the various lines represent all possible jumps from each state. With the same considerations as for the two states machine, the lowest state is assigned with S 1 = √ R and the upper state with
C. Three States Universal Predictor
From symmetry aspects, the middle state is assigned with S 2 = 1 2 . We also note that if a two states jump is allowed from the lower state to the upper state, the sequence 0, 1, 0, 1, . . . toggles the machine between these states. In that case, as was done for the two states machine, the incurred regret is no less than ( 3 8 ) 2 . Hence, only a single state jump is allowed, otherwise the three states machine has no gain over the two states machine. In the same manner as for the two states machine, one can get that the optimal three states machine satisfies:
• State values are:
• The states transition function satisfies:
The worst sequence that endlessly rotates the machine in one of the minimal circles incurs a (maximal) regret of R = 0.1079. Figure 4 depict the states and the transition thresholds over the interval [0, 1] . Note the hysteresis characteristics of the machine, providing "memory" or "inertia" to the finitestate predictor. An "extreme" input sample is needed for the machine to get out from the current state, and change the prediction value. 
D. The Class of DTM Machines
We now want to find a more general solution for the best universal predictor with a small number of states. We start by defining a new class of machines and then provide an algorithm to construct the optimal machine among this class. This optimality is in the sense of achieving the lowest maximal regret using the allowed number of states. The optimality of our algorithm among the class of DTM machines is being proved. We Further show that for small enough number of available states, this optimal DTM machine is also optimal among all machines. 
• The maximum down-step in the lower half, i.e., from states {S k l , . . . , S 1 }, is no more than a single state jump. Similarly, the maximum up-step in the upper half, i.e., from states {S 1 , . . . ,S k u } is no more than a single state jump.
• A transition between the lower and upper halves is allowed only from and to the nearest states to 1 2 , S 1 and S 1 (implying that the maximum up-jump (down-jump) from S 1 (S 1 ) is a single state jump). An example of a DTM machine is depict in Figure 5 . Note, however, that the optimal solutions presented before for one, two and three states, belong to the class of DTM machines.
In summary, two constraints define the class of DTM machines: (a) no more than a single state down-step and up-step from all states in the lower and upper halves, respectively, and (b) a transition between the halves is allowed only from and to the nearest states to 1 2 , S 1 andS 1 . These constraints facilitate the algorithm for constructing the optimal DTM machine.
E. Constructing the Optimal DTM Machine
We now present a schematic algorithm for constructing the optimal DTM machine. Given a desired regret, R d , the task of finding the optimal DTM machine can be viewed as a covering problem, that is, assigning the smallest number of states in the interval [0, 1], achieving a regret smaller than R d for all sequences. We note that in an optimal k-state machine, the upper half of the states is the mirror image of the lower half. To show this symmetry property, note first that in DTM machines minimal circles cannot cross between the machine halves, since crossing back and forth between halves requires to pass through the middle state. Suppose that the optimal state allocation in the lower half is {S i , . . . , S 1 }. For each sequence x = {x 1 , . . . , x n } that rotates in the lower half there is a symmetric sequencex = {1−x 1 , . . . , 1−x n } that rotates in the upper half. The state allocation {1 − S i , . . . , 1 − S 1 } in the upper half ensures that the regret induced byx equals to the regret induced by x in the lower half. Therefore the situation is completely symmetric and the optimal state allocation in the upper half must be the mirror image of the optimal allocation in the lower half. This property allows us to design the optimal DTM machine only for the lower half.
The algorithm we present here recursively finds the optimal states' allocation and their transition thresholds. Suppose states {S i−1 , . . . , S 1 } in the lower half (in descending order where S 1 is the nearest state to 1 2 ) and their transition threshold set {T i−1 , . . . , T 1 } are given and satisfying regret smaller than R d for all minimal circles between them. Our algorithm generates the optimal S i , i.e., the optimal allocation for state i , and a threshold set, T i , satisfying regret smaller than R d for all minimal circles starting at that state.
We start by finding S 1 , the nearest state to 1 2 in the lower half, in the optimal DTM machine.
Lemma 1: In the optimal k-states DTM machine for a given desired regret R d , S 1 = 1 2 if k is odd and
if k is even. Proof: From symmetry aspects S 1 = By definition, only a single state up-jump is allowed from S 1 and only a single state down-jump is allowed fromS 1 . Thus, the machine can be rotated between these states, constructing a two steps minimal circle. Denote by x 1 and x 2 the samples that induce the up and down jumps, correspondingly. These samples must satisfy the transition thresholds, i.e.,
Since the regret is a convex function of the input samples, the regret of a minimal circle is maximized by samples at the edges of the constraint regions. Thus, in a two steps minimal circle there are four combinations that may maximize the regret and need to be analyzed. By examining the regrets in all four cases we get that S 1 must satisfy two constraints
2 . Note that S 1 must satisfy S 1 ≤ 1 2 which does not hold for low enough R d , implying a lower bound on the achievable regret of the optimal DTM machine (see section III-F). Now, after presenting the starting state of the algorithm, we present the complete algorithm for constructing the optimal DTM machine:
1) Set i = 1 and the corresponded starting state S 1 (see Lemma 1) . Set the maximum up-step from the starting state m u,1 = 1. 
2) Set the next state index i
= i + 1. 3) SetS i,m S i = S i,m u,i T i = T i,m u,i .
Explanations and Comments:
• For a given desired regret R d , one should run the algorithm presented above twice -for odd and even number of states with the corresponded starting state, S 1 . The optimal DTM machine is the one with the least states among the two (differ by a single state).
• Note that transition thresholds for state 1 are need to be given -a single state up-jump if the input sample satisfies x ≥ S 1 + √ R d and a single state down-jump if the input sample satisfies x ≤ S 1 − √ R d . These are the optimal transition thresholds since as the interval for transition is wider the number of possible worst sequences in other minimal circles decreases. Furthermore, with these transition thresholds the maximal regret of a zerostep minimal circle (staying at S 1 ) is R d .
• A valid threshold set for state i is a set of transition thresholds that satisfy regret smaller than R d for all minimal circles starting at state i . To complete the construction of the optimal DTM machine, we still need to present an algorithm for finding the optimal transition thresholds at each iteration (
Step (3)). Suppose that the states {S i−1 , . . . , S 1 } in the lower half and their transition threshold set {T i−1 , . . . , T 1 } are given and satisfying regret smaller than R d for all minimal circles between them. Suppose also that S i and m are given, where m denotes the maximum up-step from state i . Note that there are m + 1 minimal circles starting at state i (depict in Figure 6 ):
• Zero-step minimal circle (staying at state i ).
• For any 2 ≤ j ≤ m + 1, a minimal circle of j steps -one up-step (of j − 1 states), j − 1 down-steps (of a single state). Also note that these m +1 minimal circles are within the lower half, that is, within the states {S i−1 , . . . , S 1 } (see Step (3) ).
Let x j 1 be the samples that endlessly rotate the machine in a minimal circle, where x 1 induces the up-step from state i and x j 2 induce the down-steps. Since the regret is convex in the input samples, the samples x j 2 that bring the regret to maximum are at the edges of the transition regions, that is, satisfying
Thus, there are 2 j −1 combinations of x j 2 that may maximize the regret. Now, given x j 2 , Lemma 2 below provides upper
2 )) and lower (C l (x j 2 )) bounds on x 1 so that in this region the induced regret is smaller than R d . Therefore, by computing these bounds for all 2 j −1 combinations of x j 2 , one may find a region for x 1 in which the regret is lower than R d for all of these combinations. This region is given bỹ
where A j is the set of 2 j −1 combinations of x j 2 . Note that this interval is valid only ifC l ≤C h . In that case we can say that the maximal regret of this minimal circle is guaranteed to be lower than R d and conclude that the transition thresholds for a j − 1 steps up-jump from state i must satisfỹ
Going over all minimal circles, 2 ≤ j ≤ m + 1, results upper and lower bounds,C l andC h , for each transition threshold. Thus, if a threshold set can be found to satisfy all bounds and to cover the interval 
where:
(12) Proof: Analyzing the regret of the sequence and claiming for regret smaller than R d results is the constraint on x 1 :
We can now present the algorithm for finding a threshold set for state i given S i and m, the maximum up-step: 1) Find C j,l and C j,h for all 2 ≤ j ≤ m + 1 as follows:
where a(x j 2 ) and b(x j 2 ) are given in (12) and A j is the set of 2 j −1 combinations of x j 2 :
2) If one of the following constraints does not hold, return and declare that there are no valid thresholds.
3) Find a valid monotone increasing transition thresholds
4) Set the transition thresholds for the down-step
{0, S i − √ R d }.
Explanations and Comments:
• C j,l < C j,h must be satisfied otherwise there is no x 1 that satisfies regret smaller than R d for all 2 j −1 combinations of x j 2 .
• C j +1,l ≤ C j,h must be satisfied otherwise there is no
• This algorithm provides threshold set given the states {S i−1 , . . . , S 1 } and m, the maximum up-step from state i . It also requires S i . Recalling the algorithm for finding S i -we search for the minimal S i,m with a valid threshold set for a given m. Thus, one can provide high S i,m and reduce it until no valid threshold set can be found. Theorem 2: The algorithm above constructs the optimal DTM machine for a given desired regret, R d , i.e., the machine that has the lowest number of states among all DTM machines with maximal regret smaller than R d .
Proof: In each iteration the algorithm finds the minimal S i with a valid threshold set. Note that in DTM machines the transition thresholds for up-steps,
have an impact on the regrets of the minimal circles other than those starting at state i . Thus, given S i , the optimality of these thresholds is only in the sense of satisfying regret smaller than R d for these minimal circles. As for the down thresholds -an input sample x induces a down-step from state s if it satisfies 0 ≤ x < T s,−1 . As T s,−1 is smaller for all states (12) Thus, in all aspects, optimality is achieved at each iteration in the algorithm by assigning state i with the minimal value S i , down thresholds {0, S i − √ R d } and valid up thresholds.
F. Lower Bound on the Maximal Regret of DTM Machines
Here we show that any DTM machine can not attain a maximal regret lower than ( 
Proof:
In an optimal k-states DTM machine, where k is even, the starting state S 1 , must satisfies
implying that if the desired regret satisfies
and no DTM machine with even number of states can be formed. We then conclude that also a DTM machine with an odd number of states can not be formed (since otherwise a sub-optimal DTM machine with even number of states could have been formed by adding another state). Figure 7 shows the maximal regret vs. the number of states of the machines constructed by the algorithm presented above. Note how the optimal machine can not attain a maximal regret smaller than 0.0278. 
G. Conclusions

IV. THE EXPONENTIAL DECAYING MEMORY MACHINE
In the previous section we studied the case of tracking the empirical mean when small number of states are available. In the rest of the paper we shall examine the case of large number of states. We start by proposing the Exponential Decaying Memory (EDM) machine. This machine was presented in [13] as a universal predictor for individual binary sequences. It was further shown that with k states it achieves an asymptotic regret of O(k −2/3 ) compared to the constant predictors class and w.r.t. the log-loss (code length) and square-error functions. Here we start by describing and adjusting the EDM machine for our case, predicting individual continuous sequences.
Definition 5: The Exponential Decaying Memory machine is defined by:
• The transition function between states satisfies:
wherex t is the prediction (state) at time t and Q is the quantization function to the nearest state.
Note that the spacing gap between states, denoted , satisfies:
and the quantization function satisfies Q(y) =x t +1 , if y satisfiesx t +1 − ≤ y <x t +1 + 1 2 . Also note that the EDM machine is a finite-memory approximation of the Cumulative Moving Average predictor given in Equation (2), where
is replaced by the constant value k −2/3 (which was shown to be optimal in [13] ).
We now present asymptotic bounds on the regret attained by the EDM machine when used to predict individual continuous sequences.
Theorem 4:
The maximal regret of the k-states EDM machine, denoted U E DM k , attained by the worst continuous sequence, is bounded by
Proof: Consider an L length sequence {x t } L t =1 that endlessly rotates the machine in a minimal circle of L states {x t } L t =1 . The input sample at each time t can be written as follows
where P t ∈ Z denotes the number of states crossed by the machine at time t, δ t is a quantization addition that satisfies |δ t | < 1 2 and has no impact on the jump at time t, i.e., it has no impact on the prediction at time t + 1. Since we examine a minimal circle, the sum of states crossed on the way up is equal to the sum of states crossed on the way down, i.e., L t =1 P t = 0. This means that the empirical mean of the sequence isx
Now, we can write
Substituting this and (21) in (23) yields
The first term on the right hand side depends only on the quantization of the input samples, δ t , thus we term it quantization loss. The second term depends on the spacing gap between states, , thus we term it spacing loss. Hence, the regret of the sequence is upper bounded by a loss incurred by the quantization of the input samples and a loss incurred by the quantization of the states' values, i.e., the prediction values. By applying |δ t | < 1 2 we bound the quantization loss:
Let us now upper bound the spacing loss. We define sub-step as a a single state step that is associated with a full step. For example, a step at time t of P t > 0 states consist of P t substeps. We denote these up sub-steps by {U SS t,1 , . . . , U SS t,P t }.
Note that all of them are associated with a full up-step from statex t . Since in a minimal circle the number of states crossed on the way up and down are equal, we can divide all sub-steps into pairs of up and down sub-steps that cross the same state.
For example, an up sub-step U SS t, j is paired with a down substep that crosses the same state. The up sub-step is associated with a full up-step from statex t . The paired down sub-step is associated with a full down-step from a state which we denote byx U SS t, j . Noting that P t is positive for up-steps and negative for down-steps, we can write
Now, up sub-step U SS t, j crosses one of the states between x t andx t + P t . The paired down sub-step has to cross the same state. Since the farthest up or down-step in an EDM machine is k −2/3 , we can conclude that the paired down substep is associated with a full down-step from a state that satisfŷ x U SS t, j ≤x t + P t + k −2/3 . By applying this into Equation (26) we get
where in the last inequality we used
(since the farthest step is k −2/3 ). The spacing loss, thus, satisfies:
By using Theorem 1, the upper bound is proven. The proof for the lower bound is given in Appendix I where we show that there is a sequence that endlessly rotates the k-states EDM machine in a minimal circle, incurring a regret of
Note that Theorem 4 implies that the k-state EDM machine achieves a regret smaller than 17 4 k −2/3 for any individual continuous sequence bounded in [0, 1]. Moreover, the regret of the worst sequence, that is, the maximal regret, is at least
In Figure 8 the maximal regret vs. the number of states, achieved by the EDM machine is plotted (regret of
Also plotted is the performance of the optimal DTM machine. Note that the DTM outperforms the EDM machine for small number of states. Nevertheless, while the achievable (maximal) regret of the optimal DTM machine is bounded away from zero, the EDM can attain any vanishing regret with large enough number of states.
V. LOWER BOUND ON THE ACHIEVABLE MAXIMAL REGRET OF ANY k-STATES MACHINE
In section III we have analyzed machines with relatively small number of states. We then examined the case of large number of states and proposed the EDM machine as a universal predictor. We showed that asymptotically, using enough states, it can achieve any vanishing regret. However, is it the optimal solution? Does it attain a desired (maximal) regret with the lowest number of states? In this section we present an asymptotic lower bound on the number of states used by any machine with maximal regret R.
Definition 6: Given a starting state S i , a Threshold Sequence x, denoted T S(x), is constructed for any x in the following manner. If the current state is smaller than x, the next sample in the sequence is 1 (inducing an up-step). If not, the next sample is 0 (inducing a down-step).
For any starting state and any x, the constructed T S(x) induces a monotone jumps to the vicinity of x and than rotates the machine in a minimal circle. If the starting state is below x, the T S(x) induces monotone up-steps until the machine crosses x (or monotone down-steps if the starting state is above x). In the vicinity of x the T S(x) rotates the machine only in a bounded number of states. The lowest possible state is bounded from below by the maximum down-jump from the nearest state to x and the highest possible state is upper bounded by the maximum up-jump from the nearest state to x. Therefore, the T S(x) endlessly rotates the machine in a finite number of states, thus inducing a minimal circle. Since the regret induced by the monotone sequence is negligible, this part can be ignored, and therefore we shall assume that any T S(x) endlessly rotates the machine in a minimal circle, without the monotone part. 
We note that by construction, (x −x t )(x t − x) is positive for all t. Moreover, since x ≤ 1 2 and x t = 1 for up-steps and x t = 0 for down-steps, it follows that:
Hence half of the states have to be within R x from x, otherwise we get a regret higher than R. In the same manner it can be shown that for x > 1 2 half of the states have to be within
Lemma 4: Consider an FSM with maximal regret R. The maximum number of states crossed in an up-step and in a down-step from state S i , for any i , must satisfy
Proof: See Appendix II. Note that Lemma 4 implies the same lower bound on the achievable regret of any DTM machine, R ≥ ( 
Proof:
Consider a k-states machine with maximal regret R. Lemma 3 implies that for any x ≤ 
states, where S i is the assigned value to state i . We define the interval B(m u ) as all x's satisfying
In other words, B(m u ) is the interval
Note that the length of this interval, |B(m u )|, always equals to 2 √ R. Now, let N 1 be the largest integer satisfying
, and N 2 be the smallest integer satisfying 1 − √ (R)(2N 2 + 1) ≤ 0. We can then write
where we note that {B (N 1 ) , . . . , B(N 2 )} are non-intersecting intervals. Also note that the smallest value in B(N 1 ) (that is, 1 − √ (R) (2N 1 + 1) ) is greater than states. Using the fact that in an optimal machine the minimal number of states in the lower and upper halves is equal (see Section III-E), we can conclude that k, the number of states, satisfies
The function x(1 − x − √ R) is concave and has a single maximum point at 
This concludes the proof. Note that Theorem 5 implies that a k-states FSM can not attain maximal regret smaller than
VI. ENHANCED EXPONENTIAL DECAYING MEMORY MACHINE
In Section IV we showed that the EDM machine can achieve any maximal regret, as small as desired. In this section we present a new FSM named the Enhanced Exponential Decaying Memory (E-EDM) machine. We prove that it outperforms the EDM machine and better approaches the lower bound presented in the previous section. 
A. Designing the E-EDM Machine
The algorithm for constructing the E-EDM machine for a desired regret R d , is as follows.
, where each contains all x's satisfying both
Note that these segments are non-intersecting. 
• Assign all states in segment A(m u , m d ) with maximum up and down jumps of m u , m d states, correspondingly. Note that according to Lemma 4, these are the minimal maximum jumps allowed in order to achieve maximal regret smaller than R.
• Assign transition thresholds for each state i as follows:
that is, if the machine at time t is at state i , it jumps j states if the current outcome, x t , satisfies:
Note that as required, the transition thresholds cover the Figure 9 depict the spacing gap in two adjacent segments. Recall that the transition thresholds in the EDM machine are
we get that the transition thresholds in the E-EDM machine are identical to those defined for the EDM machine. Furthermore, recall that according to Theorem 4, the maximal regret of the k-states EDM machine is greater than We shall now prove that the maximal regret in an E-EDM machine, constructed by the algorithm above, is indeed no more than the desired regret R d .
Theorem 6: The construction of the E-EDM machine according to the algorithm VI-A, yields a machine with maximal regret that is no more than R d .
Proof: Consider a sequence x L 1 that endlessly rotates the E-EDM machine (denoted U E−E DM ) in a minimal circle of L statesx L 1 . Each input sample x t can be written as follows:
where P t is the number of states the machine crosses at time t (−m d ≤ P t ≤ m u ) and δ t satisfies δ t ≤ √ R and can be regarded as a quantization addition that has no impact on the jump at time t, i.e., has no impact on the next prediction. Since we examine a minimal circle, the sum of states crossed on the way up is equal to the sum of states crossed on the way down, i.e L t =1 P t = 0. By applying this and Jensen's inequality, the regret of the sequence satisfies:
We term the first loss in the right hand side of (44) quantization loss (since it depends only on δ t , the quantization of the input sample, x t ). By applying δ t ≤ √ R we get:
We term the second loss in the right hand side of (44) spacing loss (sincex t −x 1 depends only on the spacing gap between states). Thus, as we sjowed that for the EDM machine, the regret of the sequence is upper bounded by a loss incurred by the quantization of the input samples and a loss incurred by the quantization of the states' values, i.e., the prediction values.
Lemma 5: For any sequence x L 1 that endlessly rotates the E-EDM machine in a minimal circle of statesx L 1 , where the spacing gap between all states is identical, the spacing loss is smaller than R satisfying:
Proof: See Appendix III. Lemma 6: For any sequence x L 1 that rotates the E-EDM machine in a minimal circle of statesx L 1 , where the spacing gap is not equal between all states, the spacing loss is smaller than R satisfying:
Proof: See Appendix IV. Since R = 
B. Performance Evaluation
The following Theorem evaluates the number of states used by an E-EDM machine designed with a desired regret R d .
Theorem 7: The number of states in an E-EDM machine designed to achieve maximal regret smaller than R d is
Proof: See Appendix V. Theorem 4 implies that the asymptotic worst regret of the k-states EDM machine is at least 2 ) −3/2 . Thus we can conclude that: 1) For a given desired regret, the E-EDM machine outperforms the EDM machine in number of states by a factor of:
i.e., it uses only 2 3 of the states needed for the EDM machine to achieve the same maximal regret. 2) For a given desired regret, the E-EDM machine approaches the lower bound with a factor of about:
In Figure 10 we plot the (maximal) regret attained by the EDM and E-EDM machines as a function of the number of states, together with the lower bound given in Theorem 5.
Note that for a large number of states the E-EDM machine indeed outperforms the EDM machine by a factor of ∼ 2 3 and approaches the lower bound with a factor of ∼ 6.
VII. SUMMARY AND CONCLUSIONS
In this paper we studied the problem of predicting an individual continuous sequence as well as the empirical mean using a finite-state machine.
For small number of states, or equivalently, when the desired maximal regret is relatively large, we presented a new class of machines, termed the Degenerated Tracking Memory (DTM) machines. An algorithm for constructing the best predictor among this class was given. For small enough number of states, this optimal DTM machine was shown to be optimal among all machines. It is still unknown up to which number of states this result holds true. Nevertheless, for larger number of states, one can try to attain better performance by easing the constraints imposed on the class of DTM machines and allowing more than a single state down-jump (up-jump) from all states in the lower (upper) half. The construction of the optimal machine in that case is, however, much more complex. Another important implication of these restrictions, is a lower bounded of R = 0.0278 on the achievable maximal regret of any DTM machine.
For universal predictors with a large number of states, or equivalently, when the desired maximal regret is relatively small, we proved a lower bound of O(k −2/3 ) on the maximal regret of any k-states machine. We proposed the Exponential Decaying Memory (EDM) machine and showed that the worst sequence incurs a bounded regret of O(k −2/3 ), where k is the number of states. We further presented the Enhanced Exponential Decaying Memory (E-EDM) machine which outperforms the EDM machine and better approaches to the lower bound. An interesting observation is that both machines are equivalent up to the prediction values, where a better state allocation is preformed when constructing the E-EDM machine. Recalling that the EDM machine is a finite-memory approximation of the Cumulative Moving Average predictor which is the best unlimited resources universal predictor (w.r.t. the nonuniversal empirical mean predictor) [2] , we can understand why both the EDM and the E-EDM machines approach optimal performance.
Analyzing the performance of the EDM and the E-EDM machines showed that the regret of any sequence can be upper bounded by the sum of two losses:quantization loss, the loss incurred by the quantization of the input samples, and spacing loss, the loss incurred by the quantization of the prediction values. It is worth mentioning that the maximal regret of the optimal DTM machine can also be upper bounded by the sum of these losses. As the number of states in the optimal DTM machine increases, the quantization loss goes to the lower bound, R = 0.0278, and the spacing loss goes to zero. Thus, understanding the optimal allocation between these two losses may lead to the answer of up to which number of states the optimal DTM machine is the best universal predictor. It is also worth mentioning that the E-EDM machine is constructed with allocating half of the desired regret to the quantization loss and the other half to the spacing loss. A further optimization may be obtained by a different allocation.
Throughout this paper we assumed that the sequence's outcomes are bounded. Note that this constraint is mandatory since the performance of a universal predictor is analyzed by the regret of the worst sequence. In the unbounded case, for any finite-memory predictor one can find a sequence that incurs an infinite regret. However, an optional further study is to expand the results presented here to a more relaxed case, e.g. sequences with a bounded difference between consecutive outcomes.
In this study we essentially examined finite-memory universal predictors trying to attain the performance of the (non-universal) "zero-order" predictor, i.e., the empirical variance of any individual continuous sequence. We believe that our work is the first step in the search for the best finitememory universal predictor trying to attain the performance of the best (non-universal) L-order predictor, for any L.
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Proof: Here we show that there is a continuous-valued sequence which rotates the EDM machine (denoted U E DM ) in a minimal circle incurring a regret of
Consider the following minimal circle: m states up-step, m − 1 states down-step, m states up-step, m − 1 states downstep and so on m − 1 times. The last step is a down-step of m − 1 states that close the circle and return the machine to the initial state. Denoting the states' gap by , the described sequence can be written as follows: 1
. . .
Now, assuming that all of these sample are between 0 and 1, one can note that they form a minimal circle of 2m − 2 states {x 1 , . . . ,x 2m−1 } with equal spacing between them. The circle is as follows:x 1 →x m+1 →x 2 →x m+2 → x 3 → . . . →x 2m−1 →x m →x 1 , where → and → denote up and down-step, accordingly.
The regret of the described sequence is:
Let us choose
where x denotes the rounding of x to the largest previous integer. In that case the highest sample, x 2m−3 , satisfies x 2m−3 ≤x 1 + 1/2k −2/3 − 2 + 1/2 + 1/2k −1/3 , and the lowest sample x 2m−1 , satisfies x 2m−1 ≥x 1 + 1/2k −2/3 − 2 − 1/2 + 3/2k −1/3 . Choosing, for example,
where Q(·) denotes the quantization to the nearest state, results in x 2m−3 ≤ 1 and x 2m−1 ≥ 0, and thus all samples {x 1 , . . . , x 2m−1 } are valid, that is, satisfy 0 ≤ x t ≤ 1. Now, by substituting (48) in (47) we get
1 Note that we can always apply ξ > 0 as small as desired to ensure that the samples are not exactly equal to the transition threshold, but otherwise inside the regions of transition. For example, we could have taken induce down-jumps of a single state. Since the regret of any zero-step minimal circle is smaller than R, an input sample that satisfies x =x t − √ R −ε, where ε → 0 + , must induce a down-jump of at least one state. Thus, we can always choose the input samples x L+1 2 to satisfy x t ≥x t − √ R. We shall also assume that x 1 satisfies:
wherex 1 = S i . We show that this assumption can not hold true. By denoting λ t =x t −x 1 we note that the empirical mean of the sequence satisfies:
Now, let us examine the regret incurred by the described sequence:
where (52) follows λ t ≥ 0 and x t ≤x t for all the down samples x L+1 2 and (53) follows (51). In [10] it is shown that in an FSM with maximal regret R w.r.t. binary sequences, the maximal up-jump is no more than 2 √ R. Therefore, this must hold also for continuous-valued sequences. Hence, in the discussed minimal circle all states are within 2 √ R from the initial state, that is 2 √ R ≥ λ t for all t and we get R(U, x L 1 ) > R. We can now conclude that to attain a regret smaller than R, any input sample x that induces an L states up-jump from state i , must satisfy:
Since an input sample 1 induces an m u,i states jump from state i we conclude that the following must be satisfied:
In the same manner it can be shown that 0
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Proof: First we note that:
where we used L t =1 P t = 0. Note that P txt is positive for up-steps and negative for down-steps. We consider a minimal circle within a segment A(m u , m d ) that crosses states with the same spacing gap, denoted = (m u , m d ). It follows that:
Define mixed sequences as sequences where the up and down steps are interlaced. Define straight sequences as sequences where all the up-steps are first, followed by all the down-steps (consecutive in time). We show that any mixed sequence with {P t } L t =1 jumps that rotates the machine in a minimal circle with the same spacing gap for all states can be transformed into a straight sequence with the same jumps only in a different order (up-jumps are first) without changing the spacing loss of the sequence. First we note that for any three interlaced jumps
states (accordingly), the following holds true:
Thus, Equation (58) implies that the spacing loss of these three jump does not change when the order of the jumps is:
This can be shown also for a sequence with consecutive downjumps between two up-steps:
Hence, in a recursive way any mixed sequence can be transformed into a straight sequence without changing the spacing loss by moving all the down-jumps to the end of the sequence. In the rest of the proof we assume straight sequences. Note that this transformation changes the states of the minimal circle, but since we transform the sequence only for an easier analysis, we can assume that all states still have the same spacing gap. Figure 11 gives an example. We continue by proving that applying maximum up and down steps maximize the spacing loss. Consider two consecutive down-steps of P d 1 , P d 2 states staring at statex, with a total of C states, i.e P d 1 + P d 2 = C. Note that we examine two down-steps. Thus C ≤ 2m d . The spacing loss of these two down-steps is:
We get that we can maximize the spacing loss by taking a couple of down-steps and unite them into a single down-step (if together they cross no more than m d states), or to apply maximum down-step, m d , to the first and C −m d to the second (if together they cross more than m d states). Thus, assuming straight sequences, we can start with the first couple of down-steps, maximize the spacing loss by applying maximum down-step, then take the third down-step and apply maximum down-step with the new down-steps that were created. In a recursive way we can maximize the spacing loss by applying maximum down-steps (note that the number of down-steps reduces which also maximize the spacing loss). In the same manner it can be shown that applying maximum up-steps maximize the spacing loss. 
In the same manner, all down-steps satisfy:
Thus, the worst case scenario of the spacing loss satisfies:
where the length of the circle satisfies:
Therefore, the worst case scenario satisfies:
we get that the spacing loss for any minimal circle within a segment (and with identical spacing gap between all states) satisfies:
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Proof:
We denote two adjacent segments by  A(m u,1 , m d,1 ) and A(m u,2 , m d,2 ). Assume A(m u,1 , m d,1 ) is the lower segment and the minimal circle starts at the lowest state. Denote the spacing gap of each segment by (m u,1 , m d,1 ) and A(m u,2 , m d,2 ). See the E-EDM machine definitions in section VI. First we assume that the minimal circle traverse between the segments only once (that is, once on the way up and once on the way down). We also assume that 1 < 2 . We can now divide the minimal circle into two virtual minimal circles -take the up-step that traverse the machine to the higher segment and denote the destination state of this jump byx c . Take a down-step that crosses statex c and split it into two stepsassuming the down-step crosses P d states, c d states jump to statex c and (P d − c d ) states jump from statex c . Note that two minimal circles were constructed: left minimal circle that traverse C 1 states and right minimal circle that traverse C 2 states. This is depicted in Figure 14 . The spacing loss of the down-step satisfies:
Note thatx c is in the upper segment but we used 1 since the first m u,2 + m d,2 states in the upper segment have spacing gap of 1 (see the construction of the E-EDM machine in section VI-A). Also note that the first term in the right hand side of Equation (67) belongs to the spacing loss of the right minimal circle and the middle term belongs to the spacing loss of the left minimal circle. Note that the spacing loss of the minimal circle is compose of the spacing loss of the left and right minimal circles and the last term in Equation (67). The left minimal circle traverse C 1 states, all with spacing gap 1 . The right minimal circle traverse C 2 states, some with spacing gap 1 and some with 2 . We can now conclude that the spacing loss satisfies:
where we applied Lemma 5 (Equation (62) 
Let us bound the length of the minimal circle:
Substituting in (69) results in:
spacing loss ≤ R.
Assume again that the minimal circle traverse between the segments only once but now assume 1 > 2 . Divide the minimal circle into two virtual minimal circles in the same manner as above but now take the down-step that traverse the machine to the lower segment and split an up-step. In the same manner we can show that the spacing loss is not larger than R.
Assuming that the minimal circle traverse between segments m times, in the same manner as above we can divide the circle into m left minimal circles and m right minimal circles and bound the spacing loss.
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Proof: Consider an E-EDM machine that was designed to attain maximal regret R d . By denoting R = 
where we applied R = 
Using the approximation we made to calculate the lower bound we get:
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