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Abstract—Compared to traditional distributed computing envi-
ronments such as grids, cloud computing provides a more cost-ef-
fective way to deploy scientific workflows. Each task of a scientific 
workflow requires several large datasets that are located in different 
datacenters from the cloud computing environment, resulting in se-
rious data transmission delays. Edge computing reduces the data 
transmission delays and supports the fixed storing manner for sci-
entific workflow private datasets, but there is a bottleneck in its stor-
age capacity. It is a challenge to combine the advantages of both edge 
computing and cloud computing to rationalize the data placement 
of scientific workflow, and optimize the data transmission time 
across different datacenters. Traditional data placement strategies 
maintain load balancing with a given number of datacenters, which 
results in a large data transmission time. In this study, a self-adap-
tive discrete particle swarm optimization algorithm with genetic al-
gorithm operators (GA-DPSO) was proposed to optimize the data 
transmission time when placing data for a scientific workflow. This 
approach considered the characteristics of data placement combin-
ing edge computing and cloud computing. In addition, it considered 
the impact factors impacting transmission delay, such as the band-
width between datacenters, the number of edge datacenters, and the 
storage capacity of edge datacenters. The crossover operator and 
mutation operator of the genetic algorithm were adopted to avoid 
the premature convergence of the traditional particle swarm opti-
mization algorithm, which enhanced the diversity of population evo-
lution and effectively reduced the data transmission time. The ex-
perimental results show that the data placement strategy based on 
GA-DPSO can effectively reduce the data transmission time during 
workflow execution combining edge computing and cloud compu-
ting. 
 
Index Terms—Edge computing, Cloud computing, Data place-
ment, data transmission time, scientific workflow 
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I. INTRODUCTION 
CIENTIFIC applications are usually data- and computation-
intensive, and they are composed of hundreds of interre-
lated tasks. Workflow models have been an effective way to 
represent complicated scientific applications, which are widely 
used in many scientific fields, such as astronomy [1], physics 
[2], and bioinformatics [3]. The complex structure and large da-
tasets in a scientific workflow result in strict requirements on 
the storage capacity of the deployment environment. Grids and 
other traditional distributed computing environments are typi-
cally built for specific scientific research with low-level re-
source sharing. A scientific workflow deployed in such envi-
ronments will result in more wasted resources. 
Cloud computing [4,5] virtualizes resources in different geo-
graphic locations into a resource pool through virtualization 
technology. The resource pool is made available to end-users in 
a pay-as-you-go manner. Its high efficiency, flexibility, scala-
bility, and customizable features provide a more cost-efficient 
way to deploy scientific workflows [6]. Cloud computing re-
sources are usually deployed at the remote end, and the scien-
tific workflow has large-scale datasets interaction, resulting in 
serious data transmission delays [7].  
Edge computing resources are usually deployed in the near 
end, which can reduce the data transmission delays and have an 
effect on private datasets protection [8]. Due to the limited re-
sources, it is impossible to store all the datasets required and 
generated by a scientific workflow in edge computing. 
Combining the advantages of both edge computing and cloud 
computing to rationalize the data placement of a scientific 
workflow is an efficient way to reduce data transmission delays. 
Cloud computing ensures the resource supply and maintains the 
quality of service under the conditions of a drastically fluctuat-
ing workload. Edge computing guarantee the security of pri-
vacy datasets for a scientific workflow [9]. Data placement 
strategies for a scientific workflow combining edge computing 
and cloud computing have become a popular topic [10]. In the 
field of emergency management, a low-delay data transmission 
is required for a scientific workflow deployed combining edge 
computing and cloud computing [11]. However, the private da-
tasets that are stored in a fixed manner lead to a large amount 
of data movement across datacenters during the workflow exe-
cution. There is a large contradiction between the large amount 
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of data movement and the limited bandwidth between datacen-
ters, resulting in serious data transmission delays. Therefore, it 
is important to propose a reasonable data placement strategy for 
a scientific workflow combining edge computing and cloud 
computing. 
The detailed requirements of a good strategy data placement 
are as follows: (1) The scientific workflow has a complex struc-
ture and large datasets. Therefore, the data placement strategy 
should ensure high cohesion within a datacenter and low cou-
pling between different datacenters, which reduces the data 
transmission time across datacenters combining edge compu-
ting and cloud computing. (2) For security reasons, private da-
tasets should be stored in edge datacenters. Because the storage 
capacity of edge datacenters is limited, some datasets must be 
transmitted across different datacenters. It is a challenge to 
place the datasets with low latency un-der the conditions of the 
limited bandwidth and fixed private datasets. 
Traditional data placement strategies for a scientific work-
flow mainly adopted clustering [12,13] and evolutionary algo-
rithms [14,15]. The clustering algorithms maintained load bal-
ancing and effective resource utilization among multiple data-
centers. To guarantee low-delay data transmission combining 
edge computing and cloud computing, a data placement strat-
egy for a scientific workflow requires high cohesion within a 
datacenter and low coupling between different datacenters. 
However, the clustering algorithms only considered load bal-
ancing. Traditional evolutionary algorithms adopted the genetic 
algorithm (GA) [16], whose time complexity is very high. 
Therefore, a time-driven data placement strategy for a scientific 
workflow combining edge computing and cloud computing is 
still an open issue.  
In previous works [17, 18], we addressed workflow schedul-
ing based on the improved particle swarm optimization (PSO), 
which is an evolutionary algorithm. Workflow data placement 
and workflow scheduling are both NP-hard problems with 
many similarities. There-fore, this study proposed a self-adap-
tive discrete PSO algorithm with genetic algorithm operators 
(GA-DPSO) to reduce the data transmission time during work-
flow execution combining edge computing and cloud compu-
ting. This approach considered the impact factors on the trans-
mission delay, such as the bandwidth between datacenters, the 
number of edge datacenters, and the storage capacity of edge 
datacenters. 
The main contributions of this study are as follows: 
1. According to the characteristics of data dependencies in a 
scientific workflow, preprocessing for formalizing the scientific 
workflow was designed to effectively compress the number of 
datasets and improve the execution efficiency of GA-DPSO. 
2. The crossover and mutation operator of the GA were 
adapted to avoid the premature convergence of traditional PSO, 
which enhanced the diversity of population evolution and effec-
tively reduced the data transmission time. 
3. A time-driven data placement strategy based on GA-
DPSO for a scientific workflow was proposed that optimized 
the data transmission time from a global perspective combining 
edge computing and cloud computing. This strategy considered 
the impact factors on the transmission delay, such as the band-
width between datacenters, the number of edge datacenters, and 
the storage capacity of edge datacenters. 
The remainder of this study is organized as follows. Related 
work is presented in section II. Section III discusses in detail 
the process of data placement for a scientific workflow combin-
ing edge computing and cloud computing, and section IV rep-
resents the proposed GA-DPSO algorithm. In section V, our al-
gorithm is compared with other state-of-the-art algorithms. Fi-
nally, section VI summarizes the full text and presents future 
work. 
II. RELATED WORK 
A data placement strategy for a scientific workflow is critical 
to the workflow system performance. Factors such as large da-
tasets, limited bandwidth, and privacy datasets stored in fixed 
edge datacenters have a critical effect on data transmission time. 
Therefore, it is of great significance to propose a feasible data 
placement strategy for a scientific workflow to compress data 
transmission and improve system performance combining edge 
computing and cloud computing. 
Current research mainly focused on optimizing the number 
of data movement and data transmission time in cloud environ-
ment. Yuan et al. [12] proposed a data placement strategy based 
on k-means and BEA clustering for a scientific workflow that 
effectively reduced the number of data movements. However, 
it ignored the difference in the storage capacity of each datacen-
ter. In addition, the number of data movements did not accu-
rately represent the amount of data movement or actual data 
transmission status. Wang et al. [19] designed a data placement 
strategy based on k-means clustering for a scientific workflow 
in cloud environments that considered the data size and depend-
ency. This approach reduced the number of data movements us-
ing a data replication mechanism, but it did not formalize the 
data replication cost. Cui et al. [15] constructed a tripartite 
graph to formulate the data replica placement problem and pro-
posed a data placement strategy based on the GA for a scientific 
workflow, to reduce the number and amount of data movement 
in cloud environments. However, this work ignored the privacy 
datasets in the scientific workflow. Zheng et al. [14] proposed 
a three-stage data placement strategy based on the GA for a sci-
entific workflow in cloud environments that considered crucial 
factors such as data dependency and global load balancing 
across datacenters. This approach had a significant effect on the 
optimization of the data transmission time. However, it had 
high time complexity. Li et al. [13] proposed a data placement 
strategy based on data dependency destruction for a scientific 
workflow in hybrid cloud environments that effectively reduced 
data transmission time across different datacenters. This work 
has influenced the present study, yet it ignored the difference in 
storage capacity across different datacenters and the different 
bandwidths between datacenters. 
Edge computing has recently emerged as an important para-
digm to bring computation and cache resources to the edge of 
core networks [16]. Recently, there were many studies aiming 
at improving QoS in edge computing. Gang Sun et al. designed 
DMRT_SL and DMRT_NSL algorithms to efficiently reduce 
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the latency for provisioning the workflow in edge computing-
like service request, which met the requirements of different 
kinds of service requests [20]. This strategy ignored the impact 
of different bandwidths across multiple datacenters on data 
placement. [21] presented a workflow-net-based mechanism for 
mobile edge node cooperation in fog-cloud networks to form 
guaranteed service specific overlays for faster service delivery. 
By proposing an algorithm that predicts the response time of 
complex event processing (CEP) services dynamically, [22] de-
ployed the operators on the edge nodes with the minimum pre-
dicted delay to reduce the response time. It ignored the impact 
of different datacenter storage capacities on the data placement. 
While some research focused on reducing energy consumption. 
[23] designed an energy-efficient computation offloading 
(EECO) scheme, which jointly optimized offloading and radio 
resource allocation to obtain the minimal energy consumption 
under the latency constraints. 
Combining edge computing and cloud computing can solve 
delay minimization problem effectively. Odessa [24] was an ex-
ample that could offload tasks to either the cloud or a dedicated 
edge computing cloudlet. Odessa could adapt quickly to 
changes in scene complexity, compute resource availability, 
and network bandwidth. But it did not make good use of the 
public cloud. Both [16] and [25] considered the characteristics 
of data placement combining edge computing and cloud com-
puting. The former research mainly focused on putting forward 
a heuristic algorithm based on genetic algorithm (GA) and sim-
ulated annealing (SA) to solve a resource-constrained delay 
minimization problem, the latter one focused on proposing a 
cloud assisted mobile edge computing (CAME) framework to 
solve a capacity-constrained delay minimization problem. [26] 
introduced strategies to create placement configurations for 
data stream processing applications whose operator topologies 
follow series parallel graphs, aiming at improving the response 
time. The similarity between their work and ours is that both the 
placement decisions took cloud computing and edge computing 
into consideration, but their work focused on data stream pro-
cessing. 
In summary, previous studies have researched the data place-
ment for a scientific workflow. However, they mostly ignored 
crucial factors such as the limited storage capacity of edge cloud 
datacenters and the difference in bandwidths across different 
datacenters on the data placement combining edge computing 
and cloud computing. 
III. PROBLEM DEFINITION AND ANALYSIS 
The core purpose of data placement for a scientific workflow 
is to achieve a minimum data transmission time while satisfying 
the storage capacity constraint of each datacenter. In this sec-
tion, we define the concepts related to the data placement strat-
egies for a scientific workflow combining edge computing and 
cloud computing and analyze the data transmission time opti-
mization using a specific example.   
A. Problem Definition 
The problem definition includes a new hybrid environment 
combining edge computing and cloud computing, a scientific 
workflow, and a data placement strategy. 
 The hybrid environment combining edge computing and 
cloud computing DC = {DCcld, DCedg} includes cloud compu-
ting at the remote end and edge computing in the near end, 
which both consist of multiple datacenters. Cloud computing 
DCcld = {dc1, dc2, ..., dcn} consists of n datacenters, and edge 
computing DCedg = {dc1, dc2, ..., dcm} consists of m datacenters. 
This study designs a data placement strategy. Thus, we focus 
on the storage capacity of each datacenter and ignore their com-
puting capacity. The datacenter dci (whose number is i) is ex-
pressed as 
 , ,i i i dc capacity type                               (1) 
where capacityi represents the storage capacity of the datacenter 
dci, and the datasets stored in this datacenter cannot exceed its 
capacity. typei = {0, 1} represents the location that the datacen-
ter dci belongs to. When typei = 0, dci belongs to cloud compu-
ting, and it can only store public datasets. When typei = 1, dci 
belongs to edge computing, and it can store both private and 
public datasets. The bandwidth across different datacenters is 
expressed as follows. 
11 12 1| |
21 22 2| |
| |1 | |2 | || |
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, ,,
i jij ijb band type type                            (3) 
where bij represents the bandwidth between datacenters dci and 
dcj. bandij is the measured value of bandwidth bij, where ∀i, j 
=1, 2, ..., |DC| and i ≠ j. The bandwidth is assumed to be known 
and not fluctuate. 
 The scientific workflow is represented by a directed acyclic 
graph G = (T, E, DS) [21], where T = {t1, t2, ... , tr} denotes a set 
of nodes containing r tasks, E = {e12, e13, ... , eij} denotes the 
data dependencies between each pair of tasks, and DS = {ds1, 
ds2, ... , dsn} denotes all datasets in the scientific workflow. 
 Each data-dependent edge eij = (ti, tj) represents a data de-
pendency between task ti and task tj, where task ti is the direct 
precursor of task tj, and task tj is the direct successor of task ti. 
In the process of scheduling a scientific workflow, a task cannot 
start until all of its precursors have been completed.  
For a task ti = <IDSi, ODSi>, IDSi is the input datasets of ti, 
and ODSi is the output datasets of ti. The relationship between 
the task set and dataset is many-to-many (that is, one data may 
be used by multiple tasks, and one task may also require multi-
ple input datasets). 
For a dataset dsi = <dsizei, gti, lci, flci>, dsizei represents the 
dataset size, gti represents the task generating dsi using (4), lci 
represents the original storage location of dsi using (5), and flci 
represents the final placement location of dsi. 
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Datasets can be divided into initial datasets DSini and gener-
ated datasets DSgen according to data sources. The initial da-
tasets are the input datasets of a scientific workflow, and the 
generated datasets are the intermediate datasets generated dur-
ing the scientific workflow execution. In (4), Task(dsi) repre-
sents the task generating the dataset dsi. In addition, datasets can 
also be divided into fixed datasets DSfix (that is, private datasets) 
and flexible datasets DSflex (that is, public datasets) according to 
their storage locations. Private datasets can only be stored in 
edge datacenters, and fix(dsi) represents the edge datacenter 
storing the private dataset dsi. 
The purpose of our data placement strategy is to minimize 
the data transmission time while satisfying all requirements 
during workflow execution. Any task execution in a workflow 
must satisfy two conditions: (1) The task should be scheduled 
to a specific datacenter. (2) The input datasets required by the 
task are already in the specific datacenter. Because the time for 
scheduling tasks to datacenters is much less than the time for 
transmitting datasets from one datacenter to another [27, 28], 
this study only focuses on the data transmission time. Assume 
that a task is scheduled to the datacenter with a minimum data 
transmission time after data placement for a scientific workflow. 
The data placement can be defined as S = (DS, DC, Map, Ttotal), 
where 
1,2,...,
{ , , }
i k ji DS
Map dc ds dc

   represents the maps from 
the datasets DS to the datacenters DC. A map <dci, dsk, dcj> 
represents the dataset dsk transmission from the original storage 
location dci to the final placement location dcj, and the data 
transmission time is calculated as (6). Ttotal represents the total 
data transmission time during data placement for a scientific 
workflow, which is shown in (7).  
( , , ) ,
i k j
k
transfer
ij
dc ds dcT
dsize
band
                       (6) 
| | | | | |
1 1
,( , ) ,
i k jtotal
DC DC DS
ijk
i j i k
transfer dc ds dcTT e
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             (7) 
where eijk = {0, 1} represents if there is a dataset dsk transmitted 
from the original storage location dci to the final placement lo-
cation dcj, eijk = 1 indicates presence, and eijk = 0 indicates ab-
sence. 
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Fig. 1.  A sample of data placement for a scientific workflow. 
 The problem of time-driven data placement strategies for a 
scientific workflow combining edge computing and cloud com-
puting can be formalized as (8). Its core purpose is to pursue a 
minimum total data transmission time while satisfying the stor-
age capacity constraint for each datacenter. 
| |
1
,
,
total
DS
j ij
j
i
T
i ds u capacity

  
Minimize
subject to
               (8) 
where uij = {0, 1} indicates whether the dataset dsj is stored in 
datacenter dci. uij = 1 if yes and uij = 0 if no. 
B. Problem Analysis 
Figure 1(a) is a sample of data placement for a scientific 
workflow, which includes five tasks {t1, t2, t3, t4, t5}, five input 
datasets {ds1, ds2, ds3, ds4, ds5}, and an intermediate dataset 
{ds6}. These dataset sizes {dsize1, dsize2, dsize3, dsize4, dsize5, 
dsize6} are {3GB, 5GB, 3GB, 3GB, 5GB, 8GB}, respectively, 
and ds4 is the private dataset that is only stored in edge datacen-
ter dc2. The input datasets of task t4 are {ds3, ds4, ds6}, which 
include ds4. Therefore, task t4 must be executed in datacenter 
dc2. Similarly, dataset ds5 is private and only stored in edge dat-
acenter dc3. Task t5 must be executed in datacenter dc3. Two 
data placement results with different strategies are shown in 
Figures 1(b) and 1(c), where dc1 is a cloud datacenter with un-
limited storage capacity, and the other two datacenters (dc2 and 
dc3) are edge datacenters with the same storage capacity (20 
GB). The bandwidth between edge datacenters is approxi-
mately 10 times faster than the bandwidth between a cloud dat-
acenter and an edge datacenter [29]. Assume that the bandwidth 
{band12, band13, band23} across three datacenters is {10 M/s, 20 
M/s, 150 M/s}. 
Figure 1(b) is the data placement result according to [13]. 
Based on the partitioning model of the dependency matrix, the 
public datasets {ds1, ds2, ds3} are stored in cloud datacenter dc1, 
and ds6 is stored in edge datacenter dc2. The privacy datasets 
{ds4, ds5} are stored in their corresponding edge datacenters. 
This data placement result is that the number of data move-
ments is 4, the amount of data movement is 27 GB, and the data 
transmission time is approximately 1953 s.  
Figure 1(c) is the optimal data placement result. The public 
datasets {ds1, ds2} are stored in cloud datacenter dc1, and the 
datasets {ds3, ds6} are stored in edge datacenter dc3. The data 
placement result is that the number of data movements is 5, the 
amount of data movement is 30 GB, and the data transmission 
time is approximately 1023 s. Due to the consideration of the 
bandwidth across different datacenters, the data transmission 
time of this strategy is significantly better than the former in 
[13]. 
The traditional matrix-partitioning model [12] tends to place 
datasets with high data dependency in the same datacenter, 
which effectively reduces the amount of data movement across 
different datacenters. However, these approaches ignore the im-
pact of bandwidth on the final data placement when pursuing a 
short data transmission time. This study proposed a data place-
ment strategy based on GA-DPSO, which adaptively placed da-
tasets while considering the bandwidth between datacenters, 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
5 
number of edge datacenters, and storage capacity of edge data-
centers. 
IV. DATA PLACEMENT STRATEGY BASED ON GA-DPSO 
For a data placement strategy S = (DS, DC, Map, Ttotal), its 
core purpose is to find the best map from DS to DC that has a 
minimum data transmission time Ttotal. It is an NP-hard problem 
to find the best map from DS to DC [30]. Therefore, we pro-
posed a data placement strategy based on the GA-DPSO algo-
rithm to optimize the data transmission time from a global per-
spective combining edge computing and cloud computing. To 
improve the strategy efficiency, a preprocessing of compressing 
datasets was performed. The preprocessing and GA-DPSO al-
gorithm are described as follows. 
A. Preprocessing for a scientific workflow 
Algorithm 1: Merge each cut-dataset into a new dataset 
procedure preprocess (G(T, E, DS)) 
    1: Record the out-degree and in-degree of G’s datasets 
    2: Find all cut-edge datasets. 
    3: If there are cut-edge datasets, merge each cut-edge da-
taset into a new dataset. 
    4: Repeat step 2 until there is no cut-edge dataset. 
end procedure 
 Algorithm 1 introduces the preprocessing pseudocode for a 
scientific workflow that merges each cut-edge dataset into a 
new one. A cut-edge dataset is one where there are two adjacent 
datasets (such as dsi and dsj), at least one dataset is public, and 
they only have one common task. The out-degree of dsi is 1 and 
the in-degree is 1, and there is only one task between dsi and dsj. 
The process of merging a cut-edge dataset into a new one is 
shown in Figure 2(a). The science workflow Epigenomics [31] 
have many cut-edge datasets, and the number of datasets is 
compressed by more than 30% after preprocessing. Figure 2(b) 
shows the structure of the Epigenomics before and after prepro-
cessing. GA-DPSO will process a workflow faster with less da-
tasets. 
ds5
ds6
t5
ds5,ds6
t5
 
(a) 
 
(b) 
Fig. 2  Preprocessing for a scientific workflow: (a) Merging a cut-edge dataset 
into a new one; (b) The structure of Epigenomics before and after preprocessing 
Property 1: Preprocessing compresses the number of da-
tasets in a scientific workflow and improves the execution effi-
ciency of GA-DPSO. However, it may affect the final data 
placement result. 
The number of datasets is compressed as shown in Figure 2. 
Part B in this section introduces the problem encoding of GA-
DPSO, whose dimensions are based on the number of datasets. 
Therefore, compressing the number of datasets reduces the cod-
ing dimension of GA-DPSO, which will improve the execution 
efficiency. In Figure 2(a), ds5 and ds6 are merged together. This 
means that ds5 and ds6 must be stored in the same datacenter 
after preprocessing. Without preprocessing, ds5 and ds6 may be 
stored in different edge datacenters. Therefore, the prepro-
cessing may affect the final result of data placement. 
B. GA-DOSO 
PSO is an evolutionary computation technique inspired by 
the social behavior of bird flocks, which was first presented by 
Kennedy and Eberhart [32]. The particle is the most important 
concept in PSO. A particle represents a candidate solution that 
moves around in the search-space. Each particle has its own ve-
locity, which determines its future direction and magnitude. 
The movement of each particle is determined by its velocity and 
position, and they iteratively update these using (9) and (10). 
1
1 1 2 2
( ) ( ),
i
t t t t t t
i i i i
V w V c r pBest X c r gBest X      
    
(9) 
1 1.t t ti i iX X V
  
                           
 (10) 
Vit and Xit represent the velocity and position of the ith particle 
at the tth iteration, respectively. In general, a maximum velocity 
Vmax is defined to ensure that the particle search-space is in the 
range of the solution space. This velocity is affected by the per-
sonal best position of the particle, pBest, and the global best 
position of the population, gBest. The inertia weight w deter-
mines how much the previous velocity can affect the current 
velocity. It has a significant impact on the convergence of the 
algorithm. The two acceleration coefficients (that is, c1 and c2) 
represent the particle cognitive ability to their personal and 
global best values. To enhance the randomness of searching, the 
algorithm introduces two random numbers (r1 and r2) whose 
values are both between 0 and 1. In addition, a fitness function 
is used to evaluate the quality of a particle. 
Traditional PSO is used to solve the continuous problem. The 
data placement problem in this study is discrete and requires a 
new problem-coding approach. For the premature convergence 
of traditional PSO, a new update strategy for particles is needed. 
In addition, the parameter setting may affect the search capabil-
ity of an evolutionary algorithm. Therefore, GA-DPSO is pro-
posed to solve the above problems. The data placement strategy 
based on GA-DPSO is described in detail as follows. 
1) Problem encoding 
To improve the algorithm performance and enhance its 
searching efficiency, a good encoding strategy should satisfy 
the following three principles [33]: 
Definition 1 (Completeness). Each candidate solution in the 
problem space can be encoded as a particle. 
Definition 2 (Non-redundancy). A candidate solution in the 
problem space has only one corresponding encoded particle. 
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Definition 3 (Viability). Each encoded particle corresponds 
to a candidate solution in the problem space. 
It is difficult to propose an encoding strategy that satisfies the 
above three principles. Inspired by [34], we adopt the discrete 
encoding strategy to generate n-dimensional candidate solution 
particles. A particle represents a data placement solution for a 
scientific workflow combining edge computing and cloud com-
puting, and the ith particle in the tth iteration is shown in (11). 
1 2( , , , ),
t t t t
i i i inX x x x                            
 (11) 
where n is the number of datasets after preprocessing, and each 
particle is an integer-valued vector of dimension n. xik (k=1, 
2, …, n) represents the final placement location of the kth da-
taset in the tth iteration, whose value is the datacenter number, 
that is, xik = {1, 2, ..., |DC|}. Note that the storage location of 
the private datasets is fixed, which is never changed. For exam-
ple, in Figure 1, ds4 and ds5 can only be fixed and stored in dc2 
and dc3, respectively. Figure 3 shows an encoded particle cor-
responding to the data placement of Figure 1(c). After prepro-
cessing, the number of datasets is changed from six to five. The 
datasets ds5 and ds6 are compressed into a single dataset stored 
in dc3. 
1 1 3 2 3
1 2 3 4 5datasets
storage 
location  
Fig. 3  An encoded particle corresponding to the data placement 
 Property 2: Our discrete encoding strategy satisfies the non-
redundancy and completeness principles, but does not satisfy 
the viability principle. 
After data placement, each dataset is stored in the corre-
sponding datacenter, which has a corresponding datacenter 
number. The final placement location of a dataset can only be 
in a datacenter. A data placement strategy for a scientific work-
flow corresponds to an n-dimensional particle. The value of the 
ith dimension in a particle is the datacenter number that stores 
the ith dataset. A data placement strategy only corresponds to 
one encoded particle, which satisfies the non-redundancy prin-
ciple. Each public dataset can be stored in different datacenters, 
and the value of corresponding dimensions in a particle can be 
a different datacenter number. Each data placement strategy has 
the corresponding encoded particle, which satisfies the com-
pleteness principle. Some encoded particles cannot be the can-
didate solutions for the problem space. If the final placement 
location of datasets in Figure 3 is (1, 2, 2, 2, 2), then all datasets 
except ds1 are stored in dc2. The size of datasets in dc2 is 24 GB, 
which exceeds its storage capacity (that is, 20 GB). Therefore, 
the discrete encoding strategy does not satisfy the viability prin-
ciple. 
2) Fitness function 
A fitness function evaluates the advantages and disad-
vantages of a particle. In general, a particle with smaller fitness 
has better performance [35]. The purpose of this study is to re-
duce the transmission time of data placement for a scientific 
workflow. The smaller the data transmission time, the better the 
particle. The fitness function is equal to the transmission time 
of a data placement strategy corresponding to a specific particle. 
However, our discrete encoding strategy does not satisfy the vi-
ability principle, and the fitness function must be defined ac-
cording to different situations. 
Definition 4 (Feasible particle). An encoded particle (which 
corresponds to a specific data placement strategy) satisfies the 
storage capacity constraint. That is, there is no edge datacenter 
exceeding its storage capacity. 
Definition 5 (Infeasible particle). An encoded particle 
(which corresponds to a specific data placement strategy) does 
not satisfy the storage capacity constraint. That is, there is at 
least one edge datacenter exceeding its storage capacity. 
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Fig. 4  Update operation: (a) Crossover operator for the individual (social) cog-
nition component; (b) Mutation operator for the inertia component 
We compare the value of the fitness function of two encoded 
particles for three different cases. 
Case 1: Both encoded particles are feasible, and the particle 
with the smaller data transmission time is selected as the better 
one. The fitness function is defined as follows. 
( ).itotal Xfitness T
                          (12) 
Case 2: Both encoded particles are infeasible, and the parti-
cle with the smaller data transmission time is selected as the 
better one. An infeasible particle may become a feasible particle 
after the update operation, and the particle with the smaller data 
transmission time is more likely to be selected. Therefore, the 
fitness function is consistent with (12). 
Case 3: An encoded particle is infeasible, and another one is 
feasible. There is no doubt that the feasible particle is selected, 
and the fitness function is defined as follows. 
| |
1
,0, if 
.
1,else              
DS
j i ij
j
capacityi ds u
fitness 
  


 



         
       (13) 
3) Update strategy 
As shown in (9), traditional PSO includes three main parts: 
inertia, individual cognition, and social cognition. The move-
ment of each particle is influenced by its personal best-known 
position, but is also guided toward the global best-known posi-
tion in the search-space [36]. The traditional PSO is easy to 
prematurely converge into a local optimum. To enhance the 
search ability of our strategy, we adapt the crossover and muta-
tion operators of the GA for particle update to explore a wider 
range of the solution space. The update strategy for the ith par-
ticle at the tth iteration is described as follows. 
1 1 1
2 1( ( ( ), ), ),
t t t t
i g p u i iX c C c C w M X pBest gBest
       
(14) 
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where Cg(), Cp() are both crossover operators, and Mu() repre-
sents the mutation operator. 
For the individual cognition and social cognition components, 
we adapt the crossover operator of the GA and update the cor-
responding parts of (9), which is shown in (15) and (16). 
1
1 1 1
1
( , )
( , ) ,
t t
t t t p i
i p i t
i
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B c C A pBest
A else


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(15) 
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B else


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    
(16) 
where r1 (or r2) is a random factor between 0 and 1. Cp() (or 
Cg()) randomly selects two indexes in an old particle, and re-
places the segment between them with the one in the pBest (or 
gBest) particle. Figure 4(a) illustrates the crossover operator for 
the individual (or social) cognition component. It randomly se-
lects the two crossover indexes (ind1 and ind2), and replaces the 
segment between 1st (ind1) index and 2nd (ind2) index in the old 
particle with the pBest (or gBest) particle. 
 Property 3: The crossover operator may change an encoded 
particle from feasible to infeasible, and vice versa. 
The encoded particle (1, 1, 3, 2, 3) in Figure 3 is feasible. 
Assume that the pBest particle is (2, 3, 2, 2, 3), and the crosso-
ver indexes are 1st and 2nd. Therefore, the generated encoded 
particle is (2, 3, 3, 2, 3) after the crossover operator. This parti-
cle places {ds2, ds3, ds5, ds6} in dc3, and the size of all datasets 
in dc3 is 21 GB, which exceeds the storage capacity of dc3 (20 
GB). This generated particle is infeasible. On the contrary, an 
infeasible particle (2, 3, 3, 2, 3) crossover with the pBest particle 
(2, 2, 1, 2, 3) in index 1st and 2nd. The new generated particle (2, 
2, 3, 2, 3) is feasible. 
For the inertia component, we adapt the mutation operator of 
the GA and update the inertia part of (9), which is shown in (17). 
1
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            (17) 
where r3 is a random factor between zero and one. Because the 
private datasets are stored in the corresponding fixed datacen-
ters, Mu() randomly selects an index in an old particle, which 
can only be within the position of public datasets. Mu() then ran-
domly changes this index value in the range of the datacenter 
number. The mutation operator selects the index in two cases. 
 Case 1: The old particle is feasible. Mu() randomly changes 
this index value in the range of the datacenter number. 
 Case 2: The old particle is infeasible. Mu() randomly selects 
one index of the overloaded datacenters, and then randomly 
changes this index value in the range of the datacenter number. 
The encoded particle in Figure 3 belongs to Case 1. Mu() ran-
domly selects the index ind1, and then updates the value of ind1 
from 3 to 2 in Figure 4(b). 
Property 4: The mutation operator may change an encoded 
particle from feasible to infeasible, and vice versa. 
The mutation operator randomly selects 2nd index of a feasi-
ble particle (1, 2, 3, 2, 3) to mutate, and then generates a new 
infeasible particle (1, 3, 3, 2, 3). This new particle stores {ds2, 
ds3, ds5, ds6} in dc3, whose size of datasets is 21 GB, exceeding 
its storage capacity (20 GB). Alternately, it mutates an infeasi-
ble particle (1, 3, 3, 2, 3) in index 2nd, and then generates a new 
feasible particle (1, 1, 3, 2, 3). 
4) A map from a particle to a data placement 
Algorithm 2: A map from a particle to a data placement 
procedure dataPlacement (G, DC, X) 
1: Initialization: dccur(i) ← 0, Ttotal ← 0. 
2: foreach dsi of DSini // Determine whether there is an overloaded 
datacenter during placing initial datasets 
3:       dccur(X[i]) += dsizei, place dsi in dcX[i] 
4:       if dccur(X[i]) > capacityX[i] then 
5:             return this particle is infeasible 
6:       end if 
7:  end for 
8: for j = 1 to j = |T| // Determine whether there is an overloaded datacenter 
during tasks execution 
9:     Place task tj in datacenter dcj with minimal data transmission time 
10:      if dccur(j)+sum(IDSj)+sum(ODSj) > capacityj 
11:             return this particle is infeasible 
12:       end if 
13:    Place the output datasets ODSj of tj in the corresponding datacenters, 
and update their current storage 
14: end for 
15: for j = 1 to j = |T| // Calculate the total transmission time of data 
placement 
16:       Find the datacenters DCj storing the input datasets IDSj of tj  
17:          Calculate the transmission time from IDSj to dcj according to (6) 
18:          Ttotal += Transferj 
19: end for 
20: Output the data placement strategy and the corresponding Ttotal 
end procedure 
Algorithm 2 is the pseudocode of mapping a particle to a data 
placement for a scientific workflow with inputs, including a sci-
entific workflow G = (T, E, DS), the datacenters DC, and the 
encoded particle X. First, the current storage of all datacenters 
dccur(i) is set to 0 and the total data transmission time Ttotal is set 
to 0 (line 1). After initialization, the datasets are stored in the 
corresponding datacenters, and the current storage of each dat-
acenter dccur(X[i]) is recorded. If the storage of any edge datacen-
ter exceeds its storage capacity, then the encoded particle is in-
feasible and returned (line 2-7). According to the task execution 
sequence, the task tj is placed in datacenter dcj with a minimal 
transmission time. If the sum (including the current storage of 
dcj), the size of input datasets of task tj, and the size of output 
datasets of task tj exceeds the storage capacity of dcj, then the 
encoded particle is infeasible and returned. Otherwise, the out-
put datasets of tj are stored in the corresponding datacenters, 
whose current storage is updated (lines 8-14). If the encoded 
particle is feasible, we further calculate the data transmission 
time. All tasks are sequentially scanned, and the datacenters 
DCj that store the input datasets IDSj of tj are identified. The 
transmission time Transferj from IDSj to dcj according to (6) is 
calculated, and all related transmission times are superimposed 
to calculate the total data transmission time Ttotal (lines 15-19). 
Finally, the data placement strategy and corresponding Ttotal are 
output (line 20). 
5) Parameter settings 
The inertia weight w in (9) determines the speed change, 
which has an effect on the search ability and convergence of 
PSO [37]. When the inertia weight w is large, the global search 
ability of PSO is strong and does not easily converge; otherwise, 
the local search ability of PSO is strong and converges easily. 
Equation (18) is a classical adjustment mechanism of the inertia 
weight [38]. In the initial stage of PSO, more focus is placed on 
the global search to a wider range of solution spaces. As the 
number of subsequent iterations increases and the search goes 
deeper, PSO focuses more on the local search ability. Therefore, 
the value of inertia weight w decreases linearly with the number 
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of iterations, where wmax and wmin are the maximum and mini-
mum values of w, respectively, during the initialization phase. 
itersmax and iterscur are the maximum and the current number of 
iterations, respectively. 
max min
max
max
.cur
w w
w w iters
iters

                  (18) 
The inertia weight of (18) is adjusted based on the number of 
iterations, which does not satisfy the nonlinear characteristics 
of data placement. Therefore, an inertia weight that can adap-
tively adjust the search ability according to the current particle 
quality is designed in (19). The new adjustment mechanism can 
adaptively adjust its search ability according to the difference 
between the current and global best particles. 
1 1
max max min( ) exp( ( ) ( ( )-1.01)),
t t
i iw w w w d X d X
      
(19) 
1 1
1 ( , )( ) ,
| |
t t
t div X gBestd X
DS
 
                  
 (20) 
where div(Xt-1, gBestt-1) represents the number of different val-
ues between the current particle Xt-1 and the global best particle 
gBestt-1. When div(Xt-1, gBestt-1) is large (which means that there 
is a big difference between Xt-1 and gBestt-1), then it must en-
hance the global search ability. Therefore, the weight of w 
should be increased to ensure a larger search range and avoid 
premature convergence. Otherwise, it must enhance the local 
search ability and accelerate the convergence to find an optimal 
solution. 
 According to the linear increase (or decrease) strategy [39], 
the other two acceleration coefficients (c1 and c2) are defined as 
(21) and (22). 
1 1
1 1
max
,
start end
start
cur
c c
c c iters
iters

                  (21) 
2 2
2 2
max
.
start end
start
cur
c c
c c iters
iters

                 (22) 
 Note that 1
startc  and 1
endc  are the initial and final values of c1. 
2
startc and 2
endc  are the initial and final values of c2. 
6) Algorithm flowchart 
Figure 5 is the GA-DPSO flowchart, whose detailed steps are 
described as follows. 
Step 1: Compress the number of datasets according to the 
preprocessing for a science workflow in part 1 in this section 
(that is, Algorithm 1). 
Step 2: Initialize relevant parameters of GA-DPSO such as 
population size, maximum iteration, inertia weight, and cogni-
tive factors, then randomly generate the initial population.  
Step 3: According to the map from a particle to a data place-
ment in part 2 in this section (that is, Algorithm 2), calculate the 
fitness of each particle based on (12) and (13). Each particle is 
set as its personal best particle, and the particle with the smallest 
fitness is set as the global best particle of the population. 
Step 4: Update particles based on (14) - (17), and recalculate 
the fitness of each updated particle. 
Step 5: If the fitness of the updated particle is smaller than its 
personal best particle, then set the updated particle as its own 
 
1 https://confluence.pegasus.isi.edu/display/pegasus/WorkflowGenerator 
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Fig. 5  GA-DPSO flowchart 
personal best particle. Otherwise, go to Step 7. 
Step 6: If the fitness of the updated particle is smaller than 
the global best particle, then set the updated particle as the 
global best particle. 
Step 7: Verify whether the stop condition is met. If it is not 
satisfied, then go to Step 4. Otherwise, terminate the procedure. 
V. EXPERIMENTAL RESULTS AND ANALYSIS 
We conducted all simulation experiments on a Win8 64-bit op-
erating system with an i7-7500U 2.90 GHz Intel (R) Core (TM) 
processor and 8GB of RAM. According to [38], the relevant pa-
rameters of GA-DPSO were set as follows. The size of initial 
population was 100, the maximum iteration was 1000, wmax = 0.9, 
wmin = 0.4, 1
startc = 0.9, 1
endc = 0.2, 2
startc = 0.9, and 2
endc = 0.4. 
A. Experimental setup 
We conducted our experiments using five types of partly syn-
thetic workflows: CyberShake in earthquake science, Montage 
in astronomy, SIPHT in bioinformatics, Epigenomics in bioge-
netics, and LIGO in gravitational physics. These were all inves-
tigated in depth by Bharathi et al. [30]. Both the number of da-
tasets and the structure in each type of scientific workflow are 
different. The detailed information about dependency structure 
and input/output datasets for each type of workflows is recorded 
in an XML file1. For each scientific field, there are four kinds 
of scientific workflows with different sizes of tasks, from which 
this study selected three for our experiments: small (approxi-
mately 30 tasks), medium (approximately 50 tasks), and large 
(approximately 1000 tasks). 
We evaluate the effect of several impact factors on different 
data placement strategies. Therefore, we adjust some impact 
factors based on the basic experiment, whose setup is described 
as follows. The hybrid environment consists of four datacenters 
{dc1, dc2, dc3, dc4}, where dc1 is a cloud datacenter with unlim-
ited storage capacity, and the other three datacenters are edge 
datacenters. We define the benchmark storage capacity capbench-
mark as (23), and the storage capacity of three edge datacenters 
is 2.6 times that of capbenchmark. 
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(a)                                                                 (b)                                                                 (c) 
Fig. 6  Data transmission time of different strategies for three kinds of workflows in basic experiment: (a) Small; (b) Medium; (c) Large 
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The proportion of private datasets in a workflow is set to 25%, 
and the bandwidth across different datacenters is described as 
follows (its unit is M/s).   
~ 10 20 30
10 ~ 150 150
20 150 ~ 100
30 150 100 ~
.Bandwidth 
 
 
 
 
 
 
             (24) 
B. Competitive algorithms 
There are certain similarities between the hybrid cloud envi-
ronment and the environment combining edge computing and 
cloud computing [29]. To verify the effectiveness of GA-DPSO, 
we modified the DCO-k-means data placement strategy [13] 
and the GA-based data placement strategy (GS) [15] to adapt 
the time-driven data placement strategies for a scientific work-
flow combining edge computing and cloud computing. 
The DCO-k-means data placement strategy first clustered the 
datasets according to the data dependency, and then divided the 
datasets into data blocks using a matrix-partitioning model. The 
data dependency degree, which represented the number of tasks 
that simultaneously accepted two relevant datasets as input, 
played a significant role in the matrix-partitioning model. The 
definition of data dependency degree ignored the factor of 
bandwidth while optimizing data transmission time. Therefore, 
we redefine the data dependency degree dependencyij as follows. 
( )( )
( )( )
( )( )
( . . )
min( , )
,   ,
,            ,
,            ,
0,     
i j
i j
i j
ij i j
i j
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 
 
,
                           ,i j fixds ds DS






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

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           (25) 
where Count(dsi.T∩dsj.T) represents the number of tasks that 
accept both datasets dsi and dsj as input, and ( )( )i jflc flcband
 rep-
resents the pre-placement bandwidth between the datacenter 
storing dsi and the one storing dsj. The new definition of data 
dependency degree considers the influence of bandwidth while 
optimizing data transmission time. 
 GS primarily used a binary encoding strategy with GA to op-
timize the number of data movements, amount of data move-
ment, and data transmission time in cloud environments. It ig-
nored private datasets and placed all datasets in a cloud data-
center. To compare with GA-DPSO, we modified GS as follows. 
The fixed storage of private datasets was considered with binary 
encoding. Moreover, GS considered the bandwidth factor not 
only in the map from the encoded chromosome to the data 
placement, but also in the calculation of the fitness function. 
Finally, to observe the effect of the preprocessing in section 
IV, the NGA-DPSO algorithm without preprocessing is used as 
another comparison algorithm. 
C. Experimental results and analysis 
GS, GA-DPSO, and NGA-DPSO belong to the meta-heuris-
tic algorithms. Therefore, they terminate if they maintain their 
original value after 80 iterations in our experiments. Because 
the data placement results with the same meta-heuristic algo-
rithm may be different in each experiment, the data transmis-
sion time is measured as the average of 100 repeated experi-
ments. The unit of data transmission time is seconds (s), and the 
experimental results for data transmission time is reduced by 10 
times. 
Figure 6 shows the data transmission time of different data 
placement strategies for three kinds of scientific workflows un-
der a basic experiment. In general, GA-DPSO and NGA-DPSO 
have the best performance. GS is worse compared with GA-
DPSO and NGA-DPSO, and the overall performance of DCO-
k-means is the worst. Due to the data dependency degree of 
DCO-k-means being defined based on the pre-placement band-
width (but not the final bandwidth), there is a gap between the 
actual data placement and preconceived one. The search scope 
of GS is relatively limited during each iteration, and it does not 
adaptively adjust according to the performance of the current 
chromosome, which results in a worse result compared with 
GA-DPSO or NGA-DPSO. For Epigenomics and Montage, 
NGA-DPSO is slightly better than GA-DPSO, and the average 
data transmission time is reduced by approximately 1.5%. This 
is mainly due to the fact that the preprocessing affects the final     
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(a)                                                                       (b)                                                                      (c)  
  
(d)                                                                             (e)  
Fig. 7  Data transmission time of different strategies for medium workflows with different numbers of edge datacenters: (a) CyberShake; (b) Epigenomics; (c) 
LIGO; (d) Montage; (e) SIPHT 
data placement result (Property 1). The compressed datasets 
become larger, which may no longer be stored in the original  
edge datacenter and must be stored in another datacenter with a 
larger storage capacity. The preprocessing eventually leads to a 
slight difference between GA-DPSO and NGA-DPSO. 
Figure 6(c) shows the data transmission time of different 
strategies for large scientific workflows under the basic experi-
ment. The strategies in Figure 6(c) cost more data transmission 
time compared with those in Figures 6(a) and 6(b). This is 
mainly because of the increase in the number and total amount 
of workflow datasets, which results in more data transmission 
across different datacenters. For example, the number of da-
tasets in the small, medium, and large scientific workflow of 
LIGO is 47, 77, and 1501, and the total size of datasets is 2.47  
TABLE I 
THE AVERAGE NUMBER OF ITERATION WHEN ACHIEVING GBEST FOR THE 
MEDIUM WORKFLOWS 
Algorithms CyberShake Epigenomics LIGO Montage SIPHT 
GS 482 534 374 472 664 
NGA-DPSO 273 219 273 245 484 
GA-DPSO 271 184 275 234 479 
TABLE II 
THE AVERAGE EXECUTION TIME WHEN ACHIEVING GBEST FOR THE MEDIUM 
WORKFLOWS (MS). 
Algorithms 
CyberSh
ake 
Epigen
omics 
LIGO Montage SIPHT 
GS 89847 97902 185388 105246 1051482 
NGA-DPSO 49943 76804 145821 85436 853540 
GA-DPSO 50435 56851 152956 75499 850142 
TB, 4.08 TB, and 82.21 TB, respectively. It costs more time to 
transmit more and larger datasets in large workflows with the 
same bandwidth across different datacenters. 
Tables 1 and 2 show the average number of iterations and 
average execution time for the three meta-heuristic algorithms 
when achieving the optimal result for medium scientific work-
flows. The average execution time is measured in milliseconds 
(ms). The average number of iterations of GA-DPSO outper-
forms NGA-DPSO for Epigenomics and Montage, whose num-
ber of iterations can be reduced by approximately 10%. This is 
mainly due to the preprocessing. The number of datasets of 
Epigenomics is compressed from 77 to 50, whose compression 
rate exceeds 35%. Through preprocessing, the number of da-
tasets can be reduced and the encoding space for each particle 
can be reduced accordingly. Therefore, the number of iterations 
for searching the optimal result can be significantly reduced. 
With the compression of the encoding space for each particle, 
the execution efficiency of GA-DPSO is improved, and the ex-
ecution time of GA-DPSO is reduced accordingly. From Table 
2, it can be seen that the execution time of GA-DPSO is signif-
icantly superior to NGA-DPSO for the scientific workflows 
with high compression ratios, which also benefits from the pre-
processing. Regarding the number of iterations and the execu-
tion time, GS has the worst performance compared with the 
other two meta-heuristic algorithms, which is mainly due to the 
encoding space of GS not being effectively compressed. The 
search scope of GS is relatively limited during each iteration 
and does not adaptively adjust itself according to the perfor-
mance of the current chromosome. 
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(a) 
 
(b)  
Fig. 8  Data transmission time of different strategies for Epigenomics and 
SIPHT with different storage capacities: (a) Epigenomics; (b) SIPHT 
For the number of iterations and execution time of different 
data placement strategies for small and large scientific work-
flows, the overall trends are similar to those for medium science 
workflows. Therefore, the follow-up experiments evaluate the 
performance of different strategies for only the medium scien-
tific workflows. 
To observe the influence of the number of edge datacenters 
on the performance of different strategies, we adjusted the num-
ber of edge datacenters based on the basic experiment. The 
number of edge datacenters was set to {3, 5, 6, 8, 10}, and the 
bandwidth between the new edge datacenters was set to 120 
M/s. The bandwidth between edge and cloud datacenters was 
set to 20 M/s. As the number of edge datacenters |DC| increases, 
the benchmark storage capacity capbenchmark will decrease. 
Figure 7 shows the data transmission time of different strat-
egies for medium scientific workflows with different numbers 
of edge datacenters. As the number of edge datacenters in-
creases, the data transmission time of all data placement strate-
gies increases. The total storage capacity of all edge datacenters 
remains the same. As the number of edge datacenters increases, 
the storage capacity of each edge datacenter decreases. As a re-
sult, the number or the size of datasets stored in a edge datacen-
ter decreases. The data transmission time across different data-
centers increases accordingly. Based on Figure 7, we find that 
NGA-DPSO and GA-DPSO have the best performance, and 
DCO-k-means has the worst performance. This is because 
DCO-k-means divides datasets into different datacenters based 
on the clustering algorithm, which results in some large datasets 
being unable to be placed in a suitable datacenter. 
The performance of NGA-DPSO and GA-DPSO is almost 
identical in Figures 7(a), 7(c), and 7(e). This is mainly because 
the preprocessing has no effect on such workflows (Cyber-
Shake, LIGO, and   SIPHT) and there are no compressed da-
tasets. However, there is a large gap between NGA-DPSO and 
GA-DPSO in Figures 7(b) and 7(e), especially for Epigenomics 
in Figure 7(b). Preprocessing compresses the number of da-
tasets in a scientific workflow, but may affect the final result of 
data placement (Property 1). When there are a large number of 
edge datacenters (8 or 10), the impact of Property 1 increases. 
Figure 7(e) shows the data transmission time of different strat-
egies for SIPHT. It can be seen that the performance of GS is 
inferior to DCO-k-means. This is because the size of each da-
taset in SIPHT is similar, and DCO-k-means can obtain a better 
dataset partitioning result after the clustering algorithm. 
In the follow-up experiments, we selected the representative 
medium scientific workflows (Epigenomics and SIPHT) as the 
experimental subjects. To observe the influence of the storage 
capacity of each edge dataenter on the performance of different 
strategies, we adjusted the storage capacity of each edge data-
center based on the basic experiment. The multiplier of the 
benchmark storage capacity for each edge datacenter was set to 
{2, 2.6, 3, 5, 8}. 
Figure 8 shows the data transmission time of different data 
placement strategies for Epigenomics and SIPHT with different 
storage capacities of each edge datacenter. This hybrid environ-
ment includes one cloud datacenter and three edge datacenters. 
With the increase in the storage capacity of each edge datacen-
ter, more datasets can be stored. The bandwidth between edge 
datacenters is relatively large, which decreases the data trans-
mission time. 
 
(a) 
 
(b) 
Fig. 9  Data transmission time of different strategies for Epigenomics and 
SIPHT with different bandwidths: (a) Epigenomics; (b) SIPHT 
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Figure 8(a) shows the data transmission time of different data 
placement strategies for Epigenomics with different storage ca-
pacities for each edge datacenter. From the experimental results, 
we know that all datasets of Epigenomics are stored only in the 
edge datacenters with NGA-DPSO and GA-DPSO when the 
multiplier of the benchmark storage capacity is more than 3. 
This means that there is no dataset being transmitted to the 
cloud datacenter, which greatly decreases the data transmission 
time. However, all datasets of Epigenomics are stored only in 
the edge datacenters with DCO-k-means when the multiplier of 
the benchmark storage capacity is more than 8. This is because 
DCO-k-means first adopted a clustering algorithm to place the 
initial datasets, then placed the generated datasets based on the 
data dependency degree. Using such operations, it is impossible 
to place two large generated datasets of Epigenomics in the 
same edge datacenter until the multiplier of the benchmark stor-
age capacity is more than eight. Figure 8(b) shows the data 
transmission time of different data placement strategies for 
SIPHT with different storage capacities for each edge datacen-
ter. The performance of DCO-k-means is better than GS. This 
is because there are more datasets (1049), and the size of each 
dataset is almost the same in SIPHT, which has little impact on 
the operations of DCO-k-means. 
To observe the influence of bandwidth across different data-
centers on the performance of different data placement strate-
gies, we adjusted the bandwidth across different datacenters 
based on the basic experiment. The bandwidth across different 
datacenters is {0.5, 0.8, 1.5, 3, 5} times faster than the band-
width in the basic experiment. 
Figure 9 shows the data transmission time of different data 
placement strategies for Epigenomics and SIPHT with different 
bandwidths across different datacenters. As the bandwidth 
across different datacenters increases, the speed of data move-
ment increases and the data transmission time decreases signif-
icantly. Experimental results show that the increase in band-
width does not change the final placement of each strategy. 
D. Industrial applications 
Data transmission time plays a decisive role in the user expe-
rience of time-sensitive applications. In the application of aug-
mented reality, video application can be transformed into a sim-
ple workflow application. The data placement strategy based on 
GA-DPSO proposed in this paper, combined with the storage 
resources of edge computing and cloud computing, can effec-
tively reduce the data transmission time of scientific workflow 
and improve the user experience of the application of aug-
mented reality. 
VI. CONCLUSION 
Based on the serious data transmission delays in data place-
ment for a scientific workflow combining edge computing and 
cloud computing, a time-driven data placement strategy based 
on GA-DPSO for a scientific workflow was proposed. The ex-
perimental results showed that the data placement strategy 
based on GA-DPSO effectively reduced the data transmission 
time during workflow execution combining edge computing 
and cloud computing. While the total storage capacity of all 
edge datacenters remained the same, the increase in the number 
of edge datacenters made the data placement more decentral-
ized, and increased the data transmission time. The increase in 
storage capacity of each edge datacenter effectively increased 
the number and size of datasets stored in an edge datacenter. 
Moreover, all datasets could be stored in an edge datacenter 
with no data transmission time, if the storage capacity of the 
edge datacenter was large enough. As the bandwidth across dif-
ferent datacenters increased, the data transmission time de-
creased. However, the final placement for each scientific work-
flow did not change with different strategies. 
In the future, the impact of the proportion of private datasets 
for a workflow and the impact of each edge datacenter with dif-
ferent storage capacities on the data placement strategies will 
be considered. In addition, it costs not only time, but also money 
to transmit data among edge datacenters and cloud datacenters. 
Therefore, we will comprehensively optimize the data transmis-
sion cost of the data placement for a scientific workflow com-
bining edge computing and cloud computing. 
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