ABSTRACT It is vital to choose the right supplier to reduce cost and provide high-quality products. However, a gap remains because the supplier's process is mainly measured using qualitative and intangible criteria. Further, with technological advances, the measurement of quality characteristics is transforming through smart data sensors. With a specific time or space measurements can be done at high frequency. The functional relationships between the measures or profiles can be established. The profiles indicate the pattern in the data. The literature focused on the case when quality characteristics are described by linear profile and consider symmetric tolerance. However, in a real-world application, nonlinear profiles and asymmetric tolerance is frequently found. This study proposed multiple comparisons with the best and the difference test statistic methods to select the best suppliers when the quality characteristics are described by nonlinear profile with asymmetric tolerances. A Monte Carlo simulation study is conducted, computer programs are written in the R programming language. The result indicated in terms of rejecting inferior suppliers, the multiple comparisons with the best method perform better than the difference test statistics. With the proposed methods, managers can make decisions using a single, easy-to-understand index. Also, these methods can handle any number of suppliers. For the convenience of a decision-maker, critical values, and profile size requirements are provided. An illustrative example is included to give a better insight into the proposed methods.
I. INTRODUCTION
The global business situation is aggressively competitive; it requires companies to manufacture ''defect-free'' (zero defect) products [1] . Once defective products reach the market, it does cause not only damage to market potential but also additional repair costs, which is unfavorable for the firm [2] . Several aspects can determine and improve quality; having the right supplier to work with is among the significant elements. In supply chain management, supplier selection is a key activity [3] . However, firms generally struggled to choose the best suppliers with the uncertainties that exist [4] , [5] . As a result, supplier selection has become a critical issue in managing production, and in the literature; it received substantial
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attention [6] - [8] . Quality is the decisive criteria for evaluating supplier's performances and supplier selection [6] .
Further, with a considerable increase in outsourcing initiatives, the quality of a product is immensely tied to the performance of suppliers. Ho et al. [9] found that 87% of peer-reviewed articles report considering quality in supplier selection. However, a gap remains because the quality is mainly measured using qualitative and intangible criteria. For instance, Deng et al. [10] utilized increased lead time, the rejection rate of the product, remedy for quality problems, and quality assessment. Li et al. [11] applied ISO certification, among others. Memari et al. [12] suggested the use of reputation and technical capability as measures of product quality. The imprecise nature of these measurements causes uncertainty and a lack of trust in the results [13] .
In the literature, process capability indices (PCIs) have been used in the production as capability measures based on required criteria, including process consistency, process loss, and process yield [14] . PCIs represent statistical measures on how well a process is capable of producing within the pre-determined design tolerance [4] . A processed product passing the inspection, or product characteristic fall within the tolerance, is labeled as good quality. Process yield is known as the common criterion used to measure process performance [15] , [16] . Process yield takes a vital role in the evaluation of quality [17] . In a high-tech process, Pearn and Wu [18] introduced an effective approach based on PCI to manage a low fraction of defectives.
A quality parameter can be characterized by a relationship between a response and explanatory variables; the relationship can be linear or nonlinear [19] . This functional relationship is referred to as a profile [20] - [22] . Hence, profile data consists of the desired quality characteristics or the response variable, and one or more explanatory variable. However, in many instances, profiles cannot be well-represented by a linear regression function, instead requires a nonlinear function [23] . Moreover, the literature is lacking to study supplier selection for nonlinear profiles [24] . Hence, the study of supplier evaluation and selection for the nonlinear profile with asymmetric tolerance is needed.
The best suppliers are usually unknown, and in production, decision-makers need to compare more than two suppliers. This study proposed multiple comparisons with the best (MCB) and difference statistics with Bonferroni correction methods. Nonlinear profiles with asymmetric tolerances are studied. Quantitative supplier evaluation and selection procedures are developed. A Monte Carlo simulation study with 100,000 replications is conducted to determine the critical values, selection power, and required number of profiles for the proposed methods. The new methods are compared with each other. The result indicated in term of rejecting inferior suppliers; the MCB performs better than the difference test statistics.
The study is organized as follows: the existing literature regarding nonlinear profiles, process yield, and their application to supplier selection are summarized in section 2. Section 3 presents the proposed methodologies. The simulation study, results of the statistical power analysis, power comparison, and the required number of profiles are presented in Section 4. Section 5 provided an illustrative example of the implementation of the proposed method, and Section 6 presents concluding remarks.
II. LITERATURE REVIEW
This section provides more explanations about the nonlinear profiles, process yield index for nonlinear profiles, and supplier selection for nonlinear profiles using PCIs.
A. NONLINEAR PROFILE FOR ASYMMETRIC TOLERANCES
When a linear function adequately represents the profiles, it is categorized as a linear profile [25] , [26] . However, depending on the specific application, profiles can take on several different functional forms [17] . Hosseinifard and Abbasi [20] noted linear profiles commonly appear in calibration applications, and defined simple linear regression model for calibration problems, for the j th profile (j = 1, 2, 3, . . . ., M ) a linear profile can be represented by:
where β i0 and β i1 represent the intercept and the slope parameters, y ij is a response variable of the i th measurement (i = 1, 2, 3, . . . N ). ε ij is the i th random error, and x ij is the i th value of the explanatory variable corresponding to the j th profile. In practice, the functional relationship cannot always be modeled by a linear function [24] , [25] . Thus, a nonlinear function that generally labeled as a nonlinear profile ought to be used to characterize the profiles [22] . Nonlinear profiles are regarded as high-dimensional data [22] , [25] , [27] . Hence, a nonlinear regression function is proposed, and given as follows.
where f (.) is a nonlinear regression, X ij is a single regressor variable, β is a p × 1 vector of parameters for a single profile, and ε ij ∼ N µ, σ 2 . A nonlinear profile studied by [27] is a 'bathtub' function given by:
where β= (a1, a2, b1, b2, c, d). To measure the within-profile variability, the mean squared error (MSE i ) is applied by
Williams et al. [27] , where
andŶ ij is the estimated value of Y ij in Equation 2.
B. PROCESS YIELD INDEX FOR THE NONLINEAR PROFILE WITH ASYMMETRIC TOLERANCE
Process yield is the percentage of the successful product units passing the inspections [18] . Units are inspected according to design tolerance and arranged into two groups: passed (conforming) or rejected (nonconforming) [14] . A process is considered as good quality if the produced items fall within the tolerances [27] . Thus, the yield is the primary criteria for interpretations of the process capability. Several PCIs have been designed to assess process capabilities such as accuracy, precision, and loss. Hence, process capability indices Cp, Cpk, Cpm, Cpmk, and Spk are aimed to measure process performance with two-sided tolerance limits [20] , [28] . Meanwhile, to measure process performance considering one-sided specification, Cpu and Cpl are utilized [27] . The indices are used to compare the pre-set design requirement with production performance [29] . Pearn and Kotz [1] , discussed the index Cpu is useful to measure the capability of a smaller-the-better process with an upper tolerance limit (USL), while the index Cpl measures the capability of a larger-the-better process with a lower tolerance limit (LSL). Kane [37] , proposed two indices as given below.
where µ and σ are processed mean and standard deviation, respectively. Note that Cpu and Cpl do not consider the existence of a target. When target value is involved, in the case of a one-sided tolerance, Kane [37] suggested the indices in Equation 5 .
A profile data have multiple levels, let LSL i andUSL i denote the lower and upper tolerances for the response at i th level of the explanatory variable. The process yield for normally distributed processes with one-sided tolerance USL i , is given in Equation 6 .
where, Z is N(0, 1) and (.) is the cumulative density function of the standard normal distribution. µ X i and σ 2
are the mean and variance of X ij at the i th level of the explanatory variable. Likewise, for normally distributed processes with tolerance limit LSL i , the process yield at the i th level is determined by Equation 7 .
Wang [38] proposed PCIs for a simple linear profile with one-sided tolerance. Similarly, the index to measures nonlinear profiles that considered the smaller, the better, is established as shown below.
For the larger, the better, the yield indices established as Equation 9 .
For two-sided tolerance limits, the yield indices established as Equation 10 .
where −1 (.) is the inverse of (.). PCIs are theoretical quantities based on the process mean and the process variance, which in practice seldom are known. Hence, they need to be estimated from a random sample, and the estimated indices have to be treated as random variables. Wang [38] adopted the Taylor expansion to derive the asymptotic distribution ofĈpuA for a simple linear profile. For a nonlinear profile with asymmetric and one-sided tolerance, the asymptotic distribution can be obtained similarly. Furthermore, the simple form of the distribution is found, as shown in Equation 11 .
where
Similarly, the distribution of CplA, CpuA can be derived.
C. SUPPLIER SELECTION VIA PROCESS YIELD INDEX
Several variables are considered by decision-makers when selecting suppliers, such as price, quality, delivery, geographical location, service, technical expertise [6] . Different industry has a different priority. But, in production, quality is the most crucial factor while choosing suppliers [7] , [39] . PCIs are employed for identifying the relationship between actual process performances and design tolerance. In other words, it reflected the process performances by unit-less measure [17] .
Multiple studies solve the supplier selection problem based on PCIs [4] . For instance, for a single quality characteristic and indices C pk and C pm [40] presented four methods: difference, generalized confidence interval, Bonferroni, and modified Bonferroni methods. Pearn and Wu [18] introduced an effective method based on C pk to deal with product acceptance determination for low fraction of defectives. Lin and Kuo [3] proposed MCB to deal with supplier's selection and compared multiple suppliers based on the PCI S pk . Wu et al. [4] employed a Bayesian approach to select a group of suppliers with the largest C pk value. Further, for multiple quality characteristics Pearn et al. [36] and Lin and Pearn [41] proposed the ratio based statistics, to compare two suppliers. The methods identify the supplier with the highest overall yield among competing suppliers, while evaluating multiple quality characteristics of a component. Yen and Pearn [2] compared two processes with multivariate data and [42] compare two one-sided processes and select the one that has a higher capability. Pearn and Wu [43] applied C T pu and provided a two-phase supplier selection procedure based on the quotient of two statistics for normally distributed processes with multiple independent characteristics. Lan and Lin [44] solve the supplier selection problem by comparing the S T pk index of multiple suppliers under multiple quality characteristics. Recently, for multi-supplier and multiline [7] considered a group selection problem, in which a group of suppliers is selected based on a multi-line yield index and applied the Bonferroni method to control the overall error rate. Reference [45] , [46] considered a group supplier selection problem for multi-supplier and multi-line, in which a supplier group containing the best suppliers is selected based on a multi-line yield index C T pk . In the literature, practical applications where the quality characteristics are represented using profiles have been spread across multiple sectors [27] . For profile data, Wang and Tamirat [16] proposed the MCB method to solve the supplier selection problem when linear profiles describe the quality characteristic with two-sided tolerances. For linear profiles with one-sided specifications, the MCB method based on PCIs is provided by [47] to compare the process yields of multiple suppliers. However, the quality characteristics were described by a linear model and, more particularly, simple linear model to express the profile data. In some cases, a profile is better described by a nonlinear relationship [23] , and industrial applications of profile monitoring are mainly focused on a process with multiple quality characteristics or nonlinear profiles. For example, [29] studied the stamping tonnage data. Walker and Wright [31] examined the density of the wood board. Recently, Jahani et al. [33] studied the performance of the ice-making process and characterized it over different temperature signals. Thus, a study for the nonlinear profile is required. Besides, the literature is lacking in supplier selection for nonlinear profiles [24] . To the best of our knowledge, we couldn't find a previous study that attempted to provide an approach to evaluate and select the best supplier where multiple quality characteristics and nonlinear profiles characterize the quality.
III. PROPOSED SUPPLIER SELECTION METHODOLOGY
Dickson [6] listed 23 criteria that can influence the supplier selection, for example, quality, price, performance history, delivery, warranties. Among those criteria, quality is considered an important factor [7] , [39] . PCIs are necessary for quality program implementation and quality improvement activities. In production, decision-makers need to compare more than two suppliers. Hence, multiple comparison methods are necessary. This section describes the proposed multiple comparison methods, discuss supplier selection procedures, critical values, and decision rules.
A. MULTIPLE COMPARISONS WITH BEST (MCB)
The purpose of conducting the comparison is to assess the cost of non-conformance [16] . It is desirable to select a supplier or a group of suppliers with the highest process yield amongst k (k>2) competitors. The higher process yield, the better the supplier, and it implies the smaller cost of nonconformance [3] . Horrace and Schmidt [48] proposed MCB, which constructs a joint confidence interval for the vector VOLUME 7, 2019 TABLE 6. The required number of profiles by MCB for k = 3(1)6, h=0.1(0.1)0.5, C=1.00 and α = 0.05.
TABLE 7.
The required number of profiles by MCB for k = 3(1)6, h=0.1(0.1)0.5, C=1.33 and α = 0.05.
of differences from the unknown best population parameter. Since the best supplier is usually unknown, the aim is to compare the highest PCI, with the remaining suppliers PCIs [3] . MCB constructs a subset of the population at the specified confidence level, which contains the best population [3] . The parameters of interest could be defined as.
A reference subset S contains the estimation of PCIs not smaller than the best supplier by different magnitude (h) and can be defined by:
where CpkA k represent the highest PCI value among the competitors and the overall confidence level is controlled at least 1-α by the critical value h a,k . The critical value can be found using Equation 14 [3] . The critical values for h a,k is given in Table 1 when comparing 2 until 10 suppliers with α = 0.01, 0.025, 0.05, 0.10.
The subset S contains the largest estimated value of the process yield. The largest value is compared with the rest supplier in subset S. The proposed simultaneous confidence intervals at a confidence level of at least 1 -α become. 
The decisions are based on the rule below Decision Rule: l is the best supplier with the highest process yield index C I (CpkA) at a significant level α if LCB l = 0. Otherwise, l is the inferior supplier if LCB l > 0. If S contains a single supplier, LCB l = UCB l = 0.
B. DIFFERENCE TEST STATISTICS
When conducting multiple comparisons, multiple tests cause the overall type I error rate inflates [7] . Daniels et al. [40] , utilized the Bonferroni technique to reduce total type I error at a specific p-value. Suppose there are b tests, and E i be the event of falsely rejecting the i th test, 1 ≤ i ≤ b. Based on the Bonferroni inequality, the probability of falsely rejecting any test is less than or equal to α when the significance level of the individual test is controlled at α/g [7] , [40] .
For the difference test statistics, the supplier selection procedure includes three steps. First, collect data and compute sample statistics and derive the estimator of C I (ĈpkA). Second, rank the estimators in ascending or descending order for instance, CpkA 1 ≤ CpkA 2 ≤ . . . ≤ CpkA k . Hence, the largest estimated value CpkA k belongs to the k th supplier. Third, CpkA k is compared with other k-1 suppliers [7] . Thus, the hypothesis can be formed as H 0 : CpkA k -CpkA l < 0, H 1 : CpkA k -CpkA l > 0. To test whether supplier one could be included into subset S or not, a statistic W i in which W i = CpkA k − CpkA l , 1 < l < k is applied.
The asymptotic probability density function of W i is described as: The critical value (C a ) can be calculated by Equation 23 [41] .
Decision Rule: Supplier l can be selected and consider better supplier when the value of W i is less than or equal to the critical value (C a ). The critical value (C a ) for k = 3, 4, 5, 6, n = 30, 50, . . . , 150, C = 1, 1.1, . . . , 2, and α = 0.05 is given in Table 2 .
IV. RESULTS AND DISCUSSIONS
In this section, a simulation study is performed to determine the statistical power of the proposed methods. With the required power levels, the number of profiles and critical value are tabulated. The powers of the MCB and difference statistics methods are compared.
A. POWER ANALYSIS
Power is defined as the probability of rejecting all of the H 0 when it is false; it is given as power = 1-β, where β is a type II error [16] . In this study, a simulation study was conducted to examine the power of new methods, and the methods are compared under given conditions. Such as the number of levels (N ), the number of profiles (M ), significance level (α), and the number of suppliers (k). The programs were written in the R language [50] . A nonlinear logistic model characterizes the profile; Equation 24 is employed for simulation purpose [27] . The tolerance limits of the explanatory variable for N = 4 and N = 10 are given, as shown in Table 3 and 4, respectively. Decision rules provided in the previous section are utilized for the MCB and difference methods. For instance, power analysis for three suppliers k = 3, a successful run will count if LCB 1, LCB 2 are all positive and LCB 3 is equal to zero using MCB, and W 1 , W 2 are all greater than the critical value, and W 3 is less than or equal to the critical while using difference statistics. Figure 1 to Figure 3 depicts the power of MCB and difference methods, respectively based on yield differences. At a specified significance level α = 0.05, as the number of profiles increases, the power of test increases. The curves shifting to the right indicates the power increases. Regardless of the number of suppliers, the power of the test increases with the number of profiles increases. Further, the power of the test is influenced by the number of levels, see Figure 2 . The larger the levels, the higher the power, for instance, at k = 4, the power increases by 0.435 from 4 levels to 10 levels. On the other hand, the power of test declined with increasing the number of competing suppliers. Thus, the number of profiles (M ) and the number of levels (N ) have a positive relationship with the power of the test. However, the number of suppliers reduces the power of the test. of best suppliers and the number of inferior suppliers with C = 1.67, h = 0.25N = 4k = 3, 4, 5, 6 and M = 200. The results can be found in Table 5 . The result shows that MCB is performed better than Bonferroni.
B. POWER COMPARISONS
A supplier with the highest process yield is considered to be the best suppliers and favorably to be selected. Further, it is possible for having more than one best supplier or even up to k-1 best suppliers. Let the highest value of process yield CpkA is denoted by C. The interest is to select a supplier with the process yield not smaller than the superior one by a value h. LFC setting with k number of suppliers is applied. For MCB k/2 the top limit of k/2, represent the number of best suppliers, and k/2 for the bottom limit represent the number of inferior suppliers. For example, when the number of suppliers is 5 (k = 5) and LFC is applied, then the upper limit k/2 = 3 and the bottom limit k/2 = 2. That is, three superior and two inferior suppliers. To compare the power of two proposed method, this study conducted a Monte Carlo simulation study for power with k = 3(1)6 and M = 200C = 1.67, h = 0.25 and N = 4 as presented in Table 5 . Table 5 indicates that MCB possesses higher power than Bonferroni. The least power of MCB occurs at the upper limit k/2 of k/2. Meanwhile, the least power of the Bonferroni occurred when there is only one best supplier. As shown in Figure 5 the power of the Bonferroni method is consistently increasing with the number of best suppliers. Similarly, in Figure 6 , the power of MCB is higher and performs better than Bonferroni.
In supplier selection where the process yield is based on measurements on a vector of quality characteristics at a given time, the MCB is found to have higher power if and only if there exists only a single best supplier otherwise the Bonferroni method is superior [7] , [46] . However, in this study, the result indicated the MCB outperforms irrespective of the number of best suppliers. The characteristics of profile data can explain this. In profile data practitioners and engineers can collect a large number of measurements to construct the functional relationship for the process or product performance, the higher the number of levels the more accurate the information [22] . The results in power comparisons indicated the power of the MCB significantly increases with the increase in the numbers of levels. That is, MCB responds for increasing levels faster than Bonferroni. For instance, for k=3, C=1.5, and two best suppliers (Nb=2) the power difference between the two methods increases from 0.14 to 0.27 while increasing N=4 to N=10. When N=2 the difference is insignificant. For measurements at a given time or space or N=1 the results became similar to [7] , [46] .
C. REQUIRED NUMBER OF PROFILES
In the previous section, the supplier selection relies solely on α risk without considering the β risk (type II error). This type II error is unfavorable for the new supplier. However, when the number of profiles and α risk are known, the power of test 1-β can be calculated. The previous section shows that the increase in the number of profiles improved power. Consequently, the β risk is smaller. Hence, to maintain the α risk and β risk at the same time, the number of profiles should be increased. To calculate the minimum required number of profiles using MCB method, a Monte Carlo simulation was performed considering k = 3(1)6, power = 0.7, 0.8, 0.9, h = 0.1(0.1)0.5, C = 1.00. 1.33, 1.50, 2.00 and α = 0.05, and LFC is applied with 100,000 replications. The minimum number of profiles required with a given power (1-β) and significant level (α), can be obtained by Equation 24 [16] . The result of the simulation is tabulated in Table 6-9. From  Table 6 -9, the minimal required number of profiles denoted by n, increases along with k, power, C and, decrease while h increases.
Considering the result of Figure 5 , that shows the least power for Bonferroni occur when there is only one best supplier, a simulation for minimal profiles required for Bonferroni method is set with one best supplier with yield index C, and the process yield of the rest suppliers are C-h. The required number of profiles can be found by Equation 25 below [7] .
The simulation result is tabulated in Table 10-13. Based on  Table 10 -13, it can be concluded: (1) the higher number of suppliers (k), the higher required number of profiles, (2) the higher value of C, the greater required number of profiles, (3) the higher value of magnitude different (h), the smaller required number of profiles, (4) the minimal required number of profiles for Bonferroni is higher than MCB. That is, the higher the sample size, the greater the power, and the β risk are smaller. It is a favorable condition for a new supplier. On the other hand, the larger the samples size, the higher the cost of data collection. Hence, having an optimum number of profiles is necessary and essential for the company to make a decision as efficient as possible.
V. ILLUSTRATIVE EXAMPLE
To give further explanation, an illustrative example from the leather dyeing process is provided. The desired quality characteristic is color effluent, and the independent variable is temperature. Five levels of temperature in degree Celsius is considered 25(7)53. Five suppliers k = 5 are competing for an order to provide high-quality raw material for a high-end luxury gloves producer. A good quality product has a smaller color effluent at a higher temperature. To be selected, new suppliers have to perform better than existing suppliers. With a given value of α = 0.05, N = 5, and let 130 profiles are collected from each supplier, the estimated process yield (ĈpkA) for each supplier became 1.30, 1.12, 1.25, 1.05, and 1.01 respectively. Based on previous lots, the process yield index for the leather dyeing process is found to be no more than C = 1.33. Referring to Table 1 , the critical value of MCB became 2.442 and the critical value for the Bonferroni method is calculated and found to be 0.2842. The decision rule is supplier will be categorized as the best if the LCB is equal to zero for MCB, the value of test statistic W less than or equal to the critical value, 0.2842 for the difference statistics. Otherwise, the supplier is inferior. Based on Table 14 , if the firm decided the best supplier based on MCB, there are only two suppliers considered to get an order, supplier 1 and supplier 3. The lower confidence bound of these two suppliers are equal to zero, implies the best suppliers. Meanwhile, four suppliers are selected if the company decided the best suppliers based on the result shows by Bonferroni method. Supplier 5 is assumed to be the inferior one and will get no order because the value of W statistic is higher than the critical value, 0.2842. Thus, it can be concluded that MCB is more sensitive in assessing inferior suppliers than Bonferroni. MCB precisely and effectively select supplier by rejecting more inferior suppliers. Hence, this result is consistent with the conclusion made in the previous section that MCB is more powerful than the Bonferroni method, and to reach the same power level as the MCB, the Bonferroni method requires a larger sample size.
VI. CONCLUDING REMARKS
With the rapid advancement of technology and the competitive global business situation, firms required to manufacture defect-free products. Selecting the best supplier, help a firm minimize the risk of having defective products. The literature is lacking to study supplier selection for a nonlinear profile with asymmetric tolerance. Further, for manufacturing firms quality is considered as the essential criterion in supplier selection. However, a gap remains because the quality is mainly measured using qualitative and intangible criteria. Suppliers affected by the subjective nature of the decisions are frustrated. This study provides a new approach to help decision-makers to tackle the problem when the best supplier is unknown. Quality is measured with a single numerical index and a decision is made statistically with a desired significance level. Suppliers with the highest process yield will be chosen and categorized as the best supplier. Hence, a firm can reduce the cost by selecting the right supplier to work with and provides high-quality products.
This study proposed multiple comparison techniques namely MCB and Bonferroni methods to deal with supplier selection problem based on process yield indices. A simulation study is conducted for nonlinear profiles with asymmetric tolerance at the least favorable configuration setting. The result indicated that the higher the levels or, the larger number of profiles, the higher the power of the test. Increases the number of suppliers, reduced the selection power test. Based on the simulation study, it is also found that MCB performs better than the Bonferroni method. The minimal required number of profiles for Bonferroni is higher than MCB. The larger the required number of profiles, the higher the cost of the inspection. Overall, MCB is more conservative and sensitive to assess inferior suppliers than the Bonferroni method.
In addition, the critical value and the minimum required number of profiles are tabulated. When firms faced with conditions where the best supplier is unknown, the proposed method can help evaluate and select the best supplier. MCB compares the unknown best supplier with every supplier and makes sure that the best supplier is chosen. Computer programs are developed.
The limitation of the study is the profile analysis is designed under the assumption of independence of consecutive observations. Moreover, future studies may consider other complex profiles under multiple line or multiple characteristics.
