Real-time dynamic substructuring is an experimental technique for testing the dynamic behaviour of complex structures. It involves creating a hybrid model of the entire structure by combining an experimental test piece -the substructure -with a numerical model describing the remainder of the system. The technique is useful when it is impractical to experimentally test the entire structure or complete numerical modelling is insufficient.
INTRODUCTION
The hybrid numerical-experimental testing technique known as real-time dynamic substructuring allows one to observe at full scale the behaviour of a critical element under dynamic loading. The whole system under consideration -the emulated system -is split up into an experimental test piece -the substructure -and a numerical model describing the special property of the governing equations, the section demonstrates how one can find τ c in a general situation of more complex and nonlinear substructured systems.
For a substructured system to be stable the delay due to the transfer system must be less than τ c . This is often not the case so it is common to apply a delay compensation scheme to negate the effect of the transfer system delay [10, 13, 23] . In Section 4 we use a generic approach to delay compensation, presented by Wallace et al. [19] , to authenticate the approach proposed in this paper with experimental data. Finally, in Section 4.1 we use information gained from the DDE modelling to propose a method of over-compensation that can be used to help attain a successful real-time dynamic substructure test especially suited to dynamical systems with very low damping.
THE SUBSTRUCTURED SYSTEM
We consider the example of a single mass-spring oscillator system with one excitation input, r, shown in Figure 1 , for the emulated system. The state of the system is represented by z * , where (.) * indicates that these dynamics are based on the 'complete' dynamics of this emulated system.
In order to create a substructured model of the system shown in Figure 1 , the spring k s is isolated and taken to be the substructure. The remainder of the structure, the excitation wall and the mass-spring-damper unit, is modelled numerically. This decoupling results in the substructured system shown schematically in Figure 2 
where the feedback force F is the substructure response of F = −k s x (see Figure 2 ). As the transfer system has its own dynamics, it cannot react instantaneously to the change of state of the numerical model and thus introduces an inevitable time delay. This means that x(t) = z(t − τ ) for some positive τ . In our modelling we take τ to be constant and ignore the additional effects of any physical disturbances on the transfer system. The delay τ introduces a systematic synchronisation error z(t) − x(t) = z(t) − z(t − τ ) into the substructuring algorithm. Wallace et al. [19] have conjectured that, in general, the k c z * r k s m substructured system z(t) approximates the emulated system z * (t) if this synchronisation error is small, that is, z → z * if x → z. Therefore, it is natural that the synchronisation error is a crucial measure for the accuracy of the substructuring experiment and, in fact, may be the only explicit measurement of accuracy available for complex systems. We call the substructured system unstable if the synchronisation error grows exponentially in time and we call it stable if the synchronisation error remains bounded. As a result, when the synchronisation error is non-zero, the force is also described by the same delayed state z of the numerical model, such that F = −k s z(t−τ ). The overall substructured system is then governed by a delay differential equation (DDE) that can be written as
3. STABILITY OF THE SUBSTRUCTURED SYSTEM
Explicit Stability Analysis
Using Equation (2) with r =ṙ = 0 and x(t) = z(t − τ ) we obtain the complimentary equation
This can be expressed with non-dimensionalized parameters as
where
(The values of these parameters are given in Section 4.) The introduction of a delay term into a linear ordinary differential equation (ODE) has two effects. First, it changes the spectrum of the ODE by a perturbation of order τ and secondly it introduces infinitely many new modes. Searching for solutions of the form z = Ae λt in Equation (4) leads to the characteristic equation
where complex roots λ i are the system eigenvalues. If the delay is small, the new modes are all strongly damped and the perturbation of the ODE spectrum can be expanded by approximating e λτ = (1 − λτ ) to give a critical delay value of
This expression highlights that lightly damped stiff structures, such as those commonly encountered in structural engineering, will have a small τ c and, consequently, it will be more difficult to maintain stability of the substructuring test. A previous analysis of the effect of time delay in substructuring [10] used an energy analysis of periodic orbits to equate the time delay to a form of negative damping. Equation (6) demonstrates how this negative damping manifests itself. In fact, the equivalent negative damping term can be expressed as c neg = −k s τ , with instability occurring at the point of sign change for the damping of the overall system. In order to determine the stability boundaries of Equation (4) explicitly we search for points in the parameter space where its characteristic equation has purely imaginary solutions, that is, just undergoes a Hopf bifurcation; entailing the creation of (small) oscillations and is a well know phenomenon in the context of DDEs [21, 24] . This analysis is valid not just for small τ but for any value of τ [25, 26] . Specifically, the stability boundaries are found in the parameter space by searching for solutions of the form z = Ae jωt = Ae jωt whereω = ω ωn is a positive real number (0 cannot be a characteristic root in this case). We insertω into the characteristic equation (5) to obtain a system of two real equations:
for the imaginary part.
We use the Equations (7) and (8) to express the parameters as functions ofω. In this way, we can identify all points in the parameter space where the DDE has purely imaginary eigenvalues and, thus, changes stability at a Hopf bifurcation. Taking into account that the cot function is periodic and p and ζ must be positive we get
where n is an integer, is satisfied on the stability boundary. If arccot is to be taken between 0 and π then n has to be non-negative sinceτ is positive. Squaring and adding the Equations (7) and (8) and rearranging for p, we get
Figure 3(a1) shows the curves for n = 0 to n = 2 (up to the limit ofτ ≈ 12.79, or τ = 0.4s) of the infinite solution set for the critical parameter pairs (τ , p) in the (τ , p)-plane with ζ fixed at 0.0213. These curves are parameterized byω running from 0 to +∞ in Equations (9) and (10). Along these curves the system has a pair of purely imaginary eigenvalues and, hence, gains one additional unstable mode. Along the lineτ = 0 the system is stable. Consequently, always the lowest parts of the curves define the stability boundary; the grey area is the region of stability. For comparison we have inserted into Figure 3 (a1) as a dashed curve the stability boundary obtained from the perturbation (approximate) analysis Equation (6) . As stated earlier, it can be seen that the approximation only holds for small values of the delay. Further more it is a slight underestimation of the explicit solution as the higher order terms are not included in the approximation. Figure 3 (a2) shows an enlargement of the region where the ratio of the spring constants has a value of p = 1 for which the experimental testing is performed in Section 4. The non-dimensionalized critical valueτ c can be read off asτ c = 0.04627, from which the critical time delay can be computed as τ c = 1.335 ms.
To obtain the critical delayτ c and ζ for fixed p as parametric curves in the (τ , ζ)-plane we rearrange Equation (7) forτ and (10) for ζ, thus expressing the criticalτ and ζ as functions ofω and p (taking into account thatτ and ζ must be positive):
whereω runs from max{0, 1 − p} to √ 1 + p, and n is any non-negative integer if arccos takes values between 0 and π. Figure 3 (b1) shows the stability region (grey) and the critical values ofτ and ζ for fixed p = 1 using the curves defined parametrically by (11) and (12) . The primary curve withτ for n = 0 is always the stability boundary in the (τ , ζ)-plane. Again, we have inserted into Figure 3 (b1) as a dashed curve the approximate stability boundary given by Equation (6) that was obtained from perturbation analysis. This curve is only accurate for systems which are lightly damped with a maximum of approximately 15% damping for this structure, which can be seen from the enlargement of the experimental region in Figure 3 (b2).
Figures 3(a1) and 3(b1) also highlight that there are 'stable' parameter regions. These are regions where the system is stable regardless of the delayτ . We note that the vast majority of structures, especially in the civil engineering field, are lightly damped such that operating in the region of stability for allτ would be extremely unlikely. However, when substructuring mechanical components, such as individual damper units, other parts of the stable region are likely to be accessible.
Additionally, we note that the frequency at which instability occurs is constant and independent of the excitation frequency. We can find the instability frequency, ω I , from Equation (10) by rearranging forω for the case where p = 1 and ζ = 0.0213 at the point of instability,
Numerical Stability Analysis
For more complex DDEs than Equation (4) it may become impossible to find stability regions as shown in Figures 3 by analytical calculations. We therefore move to a numerical approach for finding the stability regions when the substructured system is complex or nonlinear. In this section, we use a mathematical tool called DDE-BIFTOOL to demonstrate how this numerical analysis may be applied. DDE-BIFTOOL is a collection of Matlab routines for numerical bifurcation analysis of systems of DDEs with multiple fixed, discrete delays and is freely available for scientific purposes [22] . We used DDE-BIFTOOL to find the critical delay τ c where the first Hopf bifurcations occurs and the substructured system destabilizes. Figure 4(a1) shows the real parts of the roots of the characteristic equation for the substructured system as the delay τ is increased (shown up to τ = 0.6s). The system is stable when all roots are in the left half plane, that is, none of the curves are above zero. The first Hopf bifurcation takes place when the dominant branch crosses the dashed line where Re(λ) = 0. As can be observed from the enlarged view in Figure 4 (a2), stability is maintained until the response delay reaches the critical value of τ c = 1.335ms. This agrees with the value found in the explicit stability analysis in Section 3.1.
The zero roots can be followed to see the effect of varying the structural parameters on the stability of the substructured system in terms of the critical delay. Figure 4(b) shows the stability boundary given by τ c when the spring stiffness is varied. As expected, the boundary obtained with DDE-BIFTOOL agrees with that in Figure 3(a1) . For the response time of the actuator of the experiments presented in Section 4 we are dealing with a small delay, so that the first Hopf curve in Figure 4 (c) is the relevant stability boundary. Figure 4(c) shows the stability region, bounded by τ c , for changing system damping of the numerical model. Again, we have agreement with the result found from the characteristic equation shown in Figure 3(b1) .
Overall, the results in this section agree with the explicit stability analysis in Section 3.1. This demonstrates the potential of the numerical stability analysis with DDE-BIFTOOL, with the added advantage that it works also for much more complex and nonlinear systems.
EXPERIMENTAL SUBSTRUCTURE TESTING WITH DELAY COMPENSATION
To implement real-time dynamic substructuring experimentally we used a dSpace DS1104 R&D Controller Board running on hardware architecture of MPC8240 (PowerPC 603e core) at 250 MHz with 32 MB synchronous DRAM. This is fully integrated into the block diagram-based modelling tool MATLAB TM /Simulink TM which is used to build the substructured model. The dSpace companion software ControlDesk is used for online analysis, providing soft real-time access to the hard real-time application. The structural system parameters were found through system identification to be spring stiffness k = k s = 2250N/m and damping ratio c = 3Ns/m. The constant mass of 2.2kg is connected via three parallel shafts that constrains its motion to one degree of freedom. The transfer system is a UBA (timing belt and ball screw) linear Servomech actuator. Figure 5 shows the Experimental rig setup of the substructured system.
Focusing on the fundamental principles of delay errors and the concepts proposed by the DDE modelling we now perform small scale tests using a servo-mechanical actuator. As the system considered is very lightly damped, ζ = 0.0213, we must employ a control strategy to ensure the stability of the substructuring algorithm as the transfer system delay τ will be greater than the critical delay value of τ c = 1.335ms. A common strategy in real-time substructuring is delay compensation by extrapolation [10, 16, 19, 23] which has been shown to work on both servo-hydraulic and servo-mechanical actuators. The technique used in this paper is the Adaptive Forward Prediction (AFP) algorithm, presented by Wallace et al. [19] , which is based on the idea of feeding a forward prediction z of the state z of the numerical model into the transfer system. It is a generic approach to delay compensation as it allows non-integer multiples of the previous time step to be predicted and adapts to changing plant conditions through self-tuning. The AFP algorithm uses the prediction z(t) = (P N,n,∆ [z])(t + ρ) where P N,n,∆ [z] is the least squares fitting N th -order polynomial through the n time-point pairs 
(t, z(t)), (t − ∆, z(t − ∆)),. . . , (t − (n − 1)∆, z(t − (n − 1)∆)
). The time difference ∆ is the sampling time step (1ms for experimentation) and ρ is the amount of forward prediction. Thus, ρ is used to compensate for the delay τ generated by the control of the transfer system, which we do not know prior to experimentation. Figure 6 shows the experimental results for a wall excitation of 3Hz and constant delay compensation of ρ = 9.4ms with polynomial fitting paraments N = 4 and n = 16. It can be seen from Figure 6 (a) that the numerical model dynamics z closely replicate those of the emulated system z * , losing accuracy only slightly at the direction changes of the actuator. Note that the transfer system dynamics are not shown on this plot but are represented by a synchronisation subspace plot [27] in Figure 6 (b). Perfect synchronisation is represented by a straight diagonal line. A constant delay turns this straight line into an ellipse, as can be seen from the limit of stability shown in grey representing z vs. z(t − τ c ). We can see from the subspace plot that there is generally a high level of synchronisation, below the stable limit, apart from when the actuator changes direction. Here we observe a region of loss in accuracy as the control signal must reach a certain level to overcome the static friction of the actuator mechanics before the piston will move. In fact, the algorithm verges into the unstable region at both limits. However, despite this, once the static friction is overcome, synchronisation is quickly regained. This shows that the instability shown by a substructured system (or this type of DDE) is not catastrophic. For instability to grow cumulatively, the synchronisation must remain in the unstable region for a number of successive time steps. Therefore, if the control algorithm can recover more quickly than the exponential growth, then the system will be able to recover regardless of the disturbance to the synchronisation. We note that the lower the damping in the system, the smaller the critical limit of stability and the faster instability will grow for a given delay. 
An over-compensation method
A fundamental difficulty for substructuring is that it is only safe to start an experimental test from a region of stability, otherwise the unstable growth may make the test impossible or damage the substructure. Hence, it is a major concern for the performance of any delay compensation algorithm to find the interval of permissible magnitudes of compensation where the substructured system is stable. Pragmatically, when starting a substructuring test for the case τ > τ c we can initiate the test using a numerical estimation of the force (i.e. zero time delay) and switch over to the measured force when the control algorithm has achieved a high level of synchronisation. However, ideally the test should be initiated using the measured force itself to retain the true structural characteristics. Figure 7 demonstrates the stability restrictions imposed on the AFP algorithm by the DDE system for the two pairs of algorithm parameters N and n for a variable ρ magnitude. To this end, we use DDE-BIFTOOL to find the eigenvalues of the DDE model explicitly including the delay compensation scheme to find the forward prediction stability regions. Figure 7 If the real part of the eigenvalue is positive then the system is unstable. The dashed lines highlight the parameter value where the forward prediction equals the actual delay in the system, ρ = τ = 9.4ms. The polynomial forward prediction gives, in general, only a finite interval of stability for ρ. For low order schemes the interval of permissible ρ is large. Stability ranges from ρ ≈ τ − τ c = 8.065ms to ρ max ≈ 41 ms for N = 2, n = 10 (as in Figure 7(a1) ). Thus, for low N the AFP algorithm can start with an initial guess for ρ that is substantially larger than the delay τ . Increasing the order N of the fitting polynomial improves the accuracy of the prediction as can be seen from the improved frequency accuracy of the polynomial fit shown in Figure 7 (b2) compared to Figure 7 (a2). However, in general, this shrinks the range of forward prediction ρ that is permissible for stability. Figure 7 (b1) shows that the maximal permissible ρ is at ρ max ≈ 15 ms for N = 4, n = 16. Near ρ max another eigenvalue of the system becomes dominant and unstable. Obviously, it is preferable to start the test with the optimum level of compensation, but when we do not have a good understanding of the substructure characteristics, or of the transfer system(s) we are using, it could be very difficult to estimate this value. Therefore, if the delay τ is not known and expected to be larger than the critical delay of the substructured system, the AFP algorithm should start with a low order N to give a large range of stable forward prediction ρ and to over-compensate the initial guess, as this will give the largest stable region as shown by Figure 7 . Once the adaption algorithm is close to convergence, we then increase the prediction order N to improve the accuracy of the substructuring experiment. We note that the permissible order of N is also limited by the noise fed back from the load transducer as well as ρ max > τ − τ c . Additionally, if delay is equivalent to adding negative damping in our system, then over-compensating (predicting too far forward in time) will have the opposite effect by increasing the damping. If we control to a shifted synchronisation origin, such that we now take τ = −0.5ms as having zero synchronisation error, for example, this will have the effect of over-damping the dynamic response of the numerical model. Firstly, this makes the numerical model slower to react to sudden state changes, i.e., high frequency noise fed back from the substructure, and, secondly, will mean that there is greater margin before the critical delay limit is reached. This can be seen in Figure 8 , where panels (a) shows the case of no delay compensation, (b) the case for under-compensated (zero initial compensation) and (c) the over-compensation method with shifted synchronisation origin of τ = −1ms. It is noteworthy that although under-compensated, the substructured system regained stability after approximately 2s in Figure 8(b) . However, once stable the unwanted oscillations take a further 3s to die out. It is not always possible for stability to be regained, in this case the controller adapts faster than the unstable growth. The consequences of such unknown dynamics could significantly affect the structural properties of the substructure and possibly lead to failure. The over-compensation method is advantageous as the substructuring algorithm is always stable (under the maximum limit) as shown in Figure 8 (c2), and therefore, has a correspondingly high numerical model accuracy throughout, Figure 8(c1) . The frequency at which instability is observed is shown in Figure 9 . There is little difference in the spectral frequency response between the emulated dynamics (calculated numerically) and the overcompensation method (measured experimentally) whereas there is an increase of approximately three orders of magnitude at a frequency of 7.1Hz when the substructured system is undercompensated (ω I = 7.1Hz from Equation (13)). This is in contrast to the case of no delay compensation for which we see the expected exponential growth and necessity to terminate the test after 2s to prevent substructure damage in Figure 8 (a1).
CONCLUSION
In this paper we have discussed the hybrid numerical-experimental technique of real-time dynamic substructuring. We proposed the new approach of representing the substructured system as a delay differential equation (DDE) model. This allowed us to use well established techniques to determine the critical delay beyond which the substructured system is unstable. We used a well-known simple, linear example of a single mass-spring oscillator system to highlight the complex nature that delays play in the dynamical accuracy and stability of the substructuring algorithm. Specifically, we have demonstrated both an analytical and numerical solution for calculating the limit of stability for such a system.
In order to validate this approach experimentally, a delay compensation scheme was then used to compensate for the delay that arises through the control of the transfer system. With further numerical analysis using DDE-BIFTOOL we proposed an over-compensation method for substructuring that has a number of distinct benefits. The margin to the critical limit of stability is extend and the effects of high frequency noise are reduced. However, the primary reason for adopting such a methodology is that the test can be initiated from and entirely operated within a stable region of the substructuring algorithm. These factors become increasingly important as the damping of the structure is reduced or the stiffness is increased.
The theoretical and experimental case study presented in this paper demonstrates the overall effectiveness of the DDE modelling approach. In future work this approach will be used in more complex substructuring scenarios. The overall goal is to realize real-time dynamic substructuring of realistic engineering components, such as cables of suspension bridges and sloshing tanks for high-rise buildings, as well as for individual components such as damper units.
