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Abstract
We consider a stabilized nonconforming finite element method for data assimilation in
incompressible flow subject to the Stokes’ equations. The method uses a primal dual structure
that allows for the inclusion of nonstandard data. Error estimates are obtained that are
optimal compared to the conditional stability of the ill-posed data assimilation problem.
1 Introduction
The design of computational methods for the numerical approximation of the Stokes’ system of
equations modelling creeping incompressible flow is by and large well understood in the case where
the underlying problem is well-posed. Indeed, provided suitable boundary conditions are set, the
system of equations are known to satisfy the hypotheses of the Lax-Milgram lemma and Brezzi’s
theorem ensuring well-posedness of velocities and pressure. These theoretical results then underpin
much of the theory for the design of stable and accurate finite element methods for the Stokes
system [14, 4].
In many cases of interest in applications, however, the necessary data for the theoretical results
to hold are not known; this is the case for instance in data assimilation in atmospheric sciences
or oceanography. Instead of knowing the solution on the boundary, data in the form of measured
values of velocities may be known in some other set. It is then not obvious how best to apply
the theory developed for the well-posed case. A classical approach is to rewrite the system as an
optimisation problem and add some regularization, making the problem well-posed on the contin-
uous level and then approximate the well-posed problem using known techniques. For examples
of methods using this framework see [1] and [6].
In this paper we advocate a different approach in the spirit of [8, 9]. The idea is to formulate the
optimization problem on the continuous level, but without any regularization. We then discretize
the ill-posed continuous problem and instead regularize the discrete solution. This leads to a
method in the spirit of stabilized finite element methods where the properties of the different
stabilizing operators are well studied. An important feature of this approach is that it eliminates
the need for a perturbation analysis on the continuous level taking into account the Tikhonov
regularization and perturbations in data, that the discretization error then has to match. In our
case we are only interested in the discretization error and the perturbations in data. This allows
us to derive error estimates that are optimal in the case of unperturbed data in a similar fashion
as for the well-posed case.
We exemplify the theory in a model case for data assimilation where data is given in some
subset of the computational domain instead of the boundary, and we obtain error estimates using
a conditional stability result in the form of a three ball inequality due to Lin, Uhlmann, and Wang
[19]. A particular feature of the method formulated for the integration of data in the bulk (and
not on the boundary), is that the dual adjoint problem does not require any regularization on
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the discrete level. Indeed, the adjoint equation is inf–sup stable, similarly to the case of elliptic
problems on non-divergence form discussed in [21].
The rest of the paper can be outlined as follows. First, in Section 2, we introduce the Stokes’
problem that we are interested in and propose the continuous minimization problem. Then,
in Section 3, we present the non-conforming finite element method and prove some preliminary
results. In Section 4 we prove the fundamental stability and convergence results of the formulation.
Finally we show the performance of the approach on some numerical examples.
2 Stokes equations
Let Ω be a polygonal (polyhedral) domain in Rd, d = 2 or 3. We are interested in computing
solutions to the Stokes’ system
−∆u+∇p = f in Ω
∇ · u = g in Ω.
(2.1)
Typically these equations are then equipped with suitable boundary conditions and are known
to be well-posed using the Lax-Milgram Lemma for the velocities and Brezzi’s theorem for the
pressures. It is also known that the following continuous dependence estimate holds, here given
under the assumption of homogeneous Dirichlet conditions on the boundary.
‖u‖H1(Ω) + ‖p‖Ω . ‖f‖H−1(Ω) + ‖g‖Ω, (2.2)
where we used the notation ‖x‖Ω := ‖x‖L2(Ω) and a . b for a ≤ Cb with C > 0.
Observe that for any solution to the equations (2.1) and in any closed ball BR ⊂ Ω there holds
(u, p)|BR ∈ [H2(BR)]d ×H1(BR). (2.3)
Provided f ∈ [L2(Ω)]d and g ∈ H1(Ω). See for instance [20, Proposition 3.2].
We will in the following make the stronger assumption that (u, p) ∈ [H2(Ω)]d×H1(Ω). Observe
that this is not a strong assumption for the particular problem we will study below, since the
domain Ω here is somewhat arbitrary and not necessarily determined by a physical geometry.
Indeed the only situation in which this assumption can fail is when the boundary of Ω coincides
with a physical boundary with a corner.
Herein the main focus will be on methods that allow for the accurate approximation of the
solution under the much weaker stability estimates that remain valid in the case of ill-posed
problems where (2.2) fails.
A situation of particular interest is the case where the boundary data gD is known only on
a portion ΓD of ∂Ω and nothing is known of the boundary conditions on the remaining part
Γ′D := ∂Ω \ ΓD. This lack of boundary information makes the problem ill-posed and we assume
that some other data is known such as:
• The normal stress in some part of the boundary ΓN ⊂ ∂Ω and ΓN ∩ ΓD 6= ∅,
(−n · ∇u+ pn) · n = ψ. (2.4)
We will refer to this problem as the Cauchy problem below.
• The measured value of (u, p) in some subdomain ω ⊂ Ω. We will refer to this problem as
the data assimilation problem below.
In the first case it is known that if a solution exists, then gD = ψ = 0 implies u = 0, p = 0 in Ω
by unique continuation [13], however, no quantitiative estimates appear to exist in the literature
for the pure Cauchy problem; see [5] for results using additional measurements on the boundary.
In the second case stability may be proven in the form of a three balls inequality and associated
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local stability estimates, see [19, 5]. For completeness of the analysis we focus on the second
case for the error estimates below. In particular we consider the case where no data are known
on the boundary, i.e. ΓD = ΓN = ∅. In the data assimilation case the following Theorem from
[19] provides us with a conditional stability estimate. Assuming an optimal conditional stability
estimate for the Cauchy problem in the spirit of [3], it is straightforward to extend the anaysis to
this case following [7].
Theorem 2.1. (Conditional stability for the Stokes’ problem) There exists a positive number
R˜ < 1 such that if 0 < R1 < R2 < R3 ≤ R0 and R1/R3 < R2/R3 < R˜, then if BR0(x0) ⊂ Ω∫
BR2 (x0)
|u|2 dx ≤ C
(∫
BR1 (x0)
|u|2 dx
)τ (∫
BR3 (x0)
|u|2 dx
)1−τ
for (u, p) ∈ [H1(BR0(x0))]d+1, satisfying (2.1) with f = g = 0 in BR0(x0), where the constant C
depends on R2/R3 and 0 < τ < 1 depends on R1/R3, R2/R3 and d. For fixed R2 and R3, the
exponent τ behaves like 1/(− log(R1)) when R1 is sufficiently small.
Proof. For the proof we refer to [19].
In the data assimilation problem corresponding to Theorem 2.1 measured data uM : ω 7→ Rd
are available in ω such that uM satisfies (2.1) in ω and there exists u defined on Ω satisfying (2.1)
such that u|ω = uM . Our objective is to design a method for the reconstruction of u, given u˜M :=
uM +δu, where δu ∈ [L2(ω)]d is a perturbation of the exact data resulting from measurement error
or interpolation of pointwise measurements inside ω. Observe that the considered configuration is
also closely related to a pure boundary control problem, where we look for data on the boundary
such that u = uM in the subset ω.
We will first cast the problem (2.1), with the notation f = f and with g = 0, on weak form.
For the derivation of the weak formulation we introduce the spaces V := {v ∈ [H1(Ω)]d} and
W := {v ∈ [H10 (Ω)]d} for velocities and Q := L2(Ω) and Q0 := L20(Ω), where the zero–subscript
in the second case as usual indicates that the functions have zero integral over Ω.
We may the multiply the first equation of (2.1) by w ∈W and first integrate over Ω and then
apply Green’s formula to obtain∫
Ω
∇u : ∇w dx−
∫
Ω
p∇ · w dx =
∫
Ω
fw dx, ∀w ∈W
similarly we may multiply the second equation by q ∈ L2(Ω) and integrate over Ω to get∫
Ω
q∇ · u dx = 0.
Introducing the forms
a(u,w) :=
∫
Ω
∇u : ∇w dx,
b(p, w) = −
∫
Ω
p∇ · w dx
and
l(w) :=
∫
Ω
fw dx
we may formally write the problem as: find (u, p) ∈ V ×Q0 such that u|ω = uM and
a(u,w) + b(p, w) = l(w), ∀w ∈W (2.5)
b(y, u) = 0, ∀y ∈ Q. (2.6)
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Observe that this problem is ill-posed. In particular observe that we are not allowed to test with
w = u because of the homogeneous Dirichlet conditions set on the functions in W . To regularize
the problem we cast it on the form of a minimization problem, first writing
A[(u, p), (w, y)] := a(u,w) + b(p, w)− b(y, u)
and then introducing the Lagrangian
L[(u, p), (z, x)] := 1
2
m(u− u˜M , u− u˜M ) +A[(u, p), (z, x)]− l(z),
where m(·, ·) is a bilinear form that depends on what data we wish to integrate. For the data
assimilation problem that is our main concern we simply have
m(u, v) := γM
∫
ω
uv dx,
where γM > 0 is a free parameter. We will also use the notation
(u, v)ω :=
∫
ω
uv dx.
The optimality system of the associated constrained minimization problem takes the form
A[(u, p), (w, y)] = l(w) (2.7)
A[(v, q), (z, x)] +m(u, v) = m(u˜M , v). (2.8)
This problem is ill-posed in general, but in the data assimilation case we know that if a solution
exists and l(w) = 0 then this solution must satisfy the conditional stability of Theorem 2.1. A
consequence of this is that if the system admits a solution (u, p) ∈ V × L2(Ω) for the exact data
uM , then this solution is unique. To show this assume that there are two solutions u1 ∈ V and
u2 ∈ V that solve (2.7)–(2.8), then v = u1 − u2 ∈ V solves the homogenous Stokes’ equation and
has v|ω = 0 and the uniqueness is a consequence of unique continuation based on Theorem 2.1.
Below we will assume that there exists a unique solution (u, p) ∈ [H2(Ω)]d ×H1(Ω) that satisfies
(2.1) in Ω with u = uM in ω.
3 The nonconforming stabilized method
Let {Th}h denote a family of shape regular and quasi uniform tesselations of Ω into nonoverlapping
simplices, such that for any two different simplices κ, κ′ ∈ Th, κ∩κ′ consists of either the empty set,
a common face or a common vertex. The outward pointing normal of a simplex κ will be denoted
nκ. We denote the set of element faces in Th by F and let Fi denote the set of interior faces F
in F . To each face F we associate a unit normal vector, nF . For interior faces its orientation is
arbitrary, but fixed. On the boundary ∂Ω we identify nF with the outward pointing normal of Ω.
We define the jump over interior faces F ∈ Fi by [v]|F := lim→0+(v(x|F − nF )− v(x|F + nF ))
and for faces on the boundary, F ∈ ∂Ω, we let [v]|F := v|F . Similarly we define the average of a
function over an interior face F by {v}|F := 12 lim→0+(v(x|F − nF ) + v(x|F + nF )) and for F on
the boundary we define {v}|F := v|F . The classical nonconforming space of piecewise affine finite
element functions (see [11]) then reads
Xh := {vh ∈ L2(Ω) :
∫
F
[vh] ds = 0, ∀F ∈ Fi and vh|κ ∈ P1(κ), ∀κ ∈ Th}
where P1(κ) denotes the set of polynomials of degree less than or equal to one restricted to the
element κ, and with homogeoneous Dirichlet boundary conditions
X0h := {vh ∈ L2(Ω) :
∫
F
[vh] ds = 0, ∀F ∈ F and vh|κ ∈ P1(κ), ∀κ ∈ Th}.
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We may then define the spaces Vh := [Xh]
d and Wh := [X
0
h]
d. For the pressure spaces we define
Qh := {qh ∈ L2(Ω) : q|κ ∈ R,∀κ ∈ Th} and Q0h := Qh ∩ L20(Ω).
To make the notation more compact we introduce the composite spaces Vh := Vh × Q0h and
Wh := Wh ×Qh.
3.1 Finite element formulation
By writing the equations (2.7)–(2.8) with arguments in the discrete spaces, the formulation may
now naively be written: find (uh, ph)× (zh, xh) ∈ Vh ×Wh such that,
Ah[(uh, ph), (wh, yh)] = l(w) (3.1)
Ah[(vh, qh), (zh, xh)] +m(uh, vh) = m(u˜M , vh). (3.2)
for all (vh, qh)× (wh, yh) ∈ Vh ×Wh. The discrete bilinear form is defined by
Ah[(uh, ph), (wh, yh)] := ah(uh, wh) + bh(ph, wh)− bh(yh, uh) (3.3)
where the forms are defined by
ah(uh, wh) =
∑
κ∈Th
∫
κ
∇uh : ∇wh dx,
bh(ph, wh) = −
∑
κ∈Th
∫
κ
ph∇ · wh dx.
To obtain a stable formulation we need to add stabilizing terms. This can be done in several
different ways, resulting in different methods with different stability, accuracy and conservation
properties. Our choice herein has been guided by the principle that stabilization is added only if it
is necessary for accuracy and has minimal influence on the conservation properties of the scheme.
We will also comment on some variants. For the primal velocities we suggest to use the standard
jump stabilization that has been shown to stabilize the Crouzeix-Raviart element in a number of
applications [15, 16, 10],
sj,t(uh, vh) :=
∑
F∈Fi
∫
F
htF [uh][vh] ds. (3.4)
For the pressure on the other hand we propose to use the following weak penalty term
sp,t(ph, qh) :=
∫
Ω
htphqh dx. (3.5)
We also propose the compact form: find (Uh, Zh) ∈ Vh×Wh, where Uh := (uh, ph) ∈ Vh×Q0h and
Zh := (zh, xh) ∈Wh ×Qh, such that,
Ah[(Uh, Zh), (Xh, Yh)] + Sh[(Uh, Zh), (Xh, Yh)] +m(uh, vh) = l(wh) +m(u˜, vh) (3.6)
for all (Xh, Yh) ∈ Vh ×Wh, Xh := (vh, qh) and Yh := (wh, yh). The bilinear forms are then given
by
Ah[(Uh, Zh), (Xh, Yh)] := Ah[(uh, ph), (wh, yh)] +Ah[(vh, qh), (zh, xh)] (3.7)
and
Sh[(Uh, Zh), (Xh, Yh)] := Sp[(uh, ph), (vh, qh)]− Sa[(zh, xh), (wh, yh)], (3.8)
where Sa and Sp are positive semi-definite, symmetric bilinear forms. In the following, we shall
also make use of the following bilinear form
G[(Uh, Zh), (Xh, Yh)] :=Ah[(Uh, Zh), (Xh, Yh)] (3.9)
+ Sh[(Uh, Zh), (Xh, Yh)] +m(uh, vh).
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The precise design of the regularization is problem dependent. For the Cauchy problem, the
velocities must be stabilized both for the forward and the adjoint problems. This is not necessary
in the data assimilation case, where the stabilizing terms takes the form
Sp[(uh, ph), (vh, qh)] := γusj,−1(uh, vh) + γpsp,2(ph, qh), γu > 0, γp ≥ 0 (3.10)
and
Sa[(zh, xh), (wh, yh)] := γxsp,0(xh, yh), γx ≥ 0. (3.11)
Observe that the minimal stabilization that allows for optimal error estimates is γu > 0, γp =
γx = 0. In the analysis below we will focus on this case, noting that the case with added pressure
stabilization follows in a similar way, but is slightly more elementary. From the theoretical point
of view the choice γp > 0 has no detrimental effect, neither on conservation nor on the accuracy
of the primal solution. The choice γx > 0 on the other hand perturbs both local and global
conservation, but still allows for optimal error estimates. The interest of the addition of the
pressure stabilization stems from the possibility of eliminating the pressure and we briefly discuss
the resulting formulation before proceeding with the analysis.
3.2 Elimination of the pressure
Consider the dual mass conservation equation in the formulation (3.6) with the stabilization given
by (3.10) and (3.11) and γp > 0,
b(qh, zh) + sp,2(ph, qh) = 0,∀qh ∈ Q0h.
Observing that γ−1p h
−2∇ ·wh ∈ Q0h we may eliminate the physical pressure from the formulation,
since
b(ph, wh) = −(ph,∇ · wh)h = −sp,2(ph, γ−1p h−2∇ · wh) = b(γ−1p h−2∇ · wh, zh)
= (γ−1p h
−2∇ · wh,∇ · zh)h.
Similarly, for γx > 0 the dual pressure xh may be eliminated. Starting from the mass conservation
equation
−b(yh, uh)− sx,0(xh, yh) = 0
we use that yh = ∇ · vh is a valid test function to deduce
−b(xh, vh) = −(xh,∇ · vh)h = sx,0(xh,∇ · vh) = −b(∇ · vh, uh) = (∇ · vh,∇ · uh)h.
The resulting formulation is an equal order interpolation formulation for the Stokes’ system using
the nonconforming Crouzeix-Raviart element for both the forward and the dual system. Find
(uh, zh) ∈ Vh ×Wh such that
ah(uh, wh)− (γ−1p h−2∇ · wh,∇ · zh)h = l(wh) (3.12)
ah(zh, vh) + (∇ · uh,∇ · vh)h + sj,−1(uh, vh) +m(uh, vh) = m(u˜M , vh)
for all (vh, wh) ∈ Vh ×Wh. We identify this scheme as a discretization of the continuous regu-
larization of the Stokes’ Cauchy problem proposed in [6]. It follows that the analysis below also
covers that method in the special case that the discretization uses the nonconforming space Xh.
3.3 Technical Lemmas
We will end this section by proving some elementary Lemmas that will be useful in the analysis
below. We will use ‖ · ‖X to denote the L2–norm over X, subset of Rd or Rd−1.
We recall the interpolation operator rh : [H
1(Ω)]d → [Xh]d defined by the (component wise)
relation
{rhv}|F := |F |−1
∫
F
{rhv} ds = |F |−1
∫
F
v ds
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for every F ∈ F and with |F | denoting the (d − 1)-measure of F . It is conventient to introduce
the broken scalar product
(x, y)h :=
∑
κ∈Th
∫
κ
xy dx,
with the associated norms
‖x‖2h := (x, x)h and ‖x‖21,h := ‖x‖2h + ah(x, x).
The following inverse and trace inequalities are well known
‖v‖∂κ ≤ Ct(h− 12 ‖v‖κ + h 12 ‖∇v‖κ), ∀v ∈ H1(κ),
hκ‖∇vh‖κ + h
1
2
κ ‖vh‖∂κ ≤ Ci‖vh‖κ, ∀vh ∈ Xh.
(3.13)
Using the inequalities of (3.13) and standard approximation results from [11] it is straightforward
to show the following approximation results of the interpolant rh
‖u− rhu‖Ω + h‖∇(u− rhu)‖h ≤ Cht|u|Ht(Ω)
‖h− 12 (u− rhu)‖F + ‖h 12∇(u− rhu) · nF ‖F ≤ Cht−1|u|Ht(Ω)
(3.14)
where t ∈ {1, 2}. It will also be useful to bound the L2-norm of the interpolant rh by its values
on the element faces. To this end we prove a technical lemma.
Lemma 3.1. For any function vh ∈ Xh there holds
‖vh‖Ω ≤ cT
(∑
F∈F
hF ‖{vh}‖2F
) 1
2
Proof. It follows by norm equivalence of discrete spaces on the reference element and a scaling
argument (under the assumption of shape regularity) that for all κ ∈ Th
‖vh‖2κ ≤ C
∑
F∈∂κ
hF ‖vh‖2F . (3.15)
The claim follows by summing over the elements of Th and recalling that ‖vh‖2F = ‖{vh}‖2F .
For the analysis below we also need a quasi-interpolation operator that maps piecewise linear,
nonconforming functions into the space of piecewise linear conforming functions. Let Icf[Qh]
d ∪
Vh 7→ V ∩ Vh denote the quasi interpolation of uh into Vh ∩ V , [17, 2, 18] such that
‖Icfuh − uh‖Ω + h‖∇(Icfuh − uh)‖h . ‖h 12 [uh]‖Fi
and for vh ∈ Xh
‖Icf∇vh −∇vh‖h . ‖h 12 [∇vh]‖Fi . (3.16)
Below, the global conservation properties of this operator will be important and we therefore
propose the following perturbed variant that satisfies a global conservation property. We define
the modified interpolant by
u˜h := Icfuh + dh (3.17)
where the perturbation dh ∈ Vh ∩ V is the solution to the following constrained problem, p¯ ∈ R
(dh, wh)h + (∇dh,∇wh)h + (p¯,∇ · wh)h = 0
(∇ · dh, q¯)h = (−∇ · Icfuh, q¯)h, (3.18)
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for all (wh, q¯) ∈ (Vh ∩ V )× R. This implies that∫
∂Ω
u˜h · n ds =
∫
Ω
∇ · u˜h dx = |Ω|∇ · (Icfuh + dh) = 0
with |Ω| denoting the d-measure of Ω and
∇ · Icfuh := |Ω|−1
∫
Ω
∇ · Icfuh dx.
Lemma 3.2. The problem (3.18) is well-posed and the solution satisfies
‖dh‖H1(Ω) ≤ ‖∇ · Icfuh‖Ω . ‖h− 12 [uh]‖Fi + ‖∇ · uh‖h
Proof. Since the linear system corresponding to (3.18) is square, existence and uniqueness is a
consequence of the stability estimate. Take wh = dh + αp¯x, with α > 0, q¯ = p¯ in (3.18) and
observe that for α small enough, there exists c(α) > 0 such that
‖dh‖2H1(Ω) + c(α)‖p¯‖2Ω . ‖∇ · Icfuh‖2Ω . ‖∇ · (Icfuh − uh)‖2h + ‖∇ · uh‖2h
. ‖h− 12 [uh]‖2Fi + ‖∇ · uh‖2h. (3.19)
An immediate consequence of Lemma 3.2 is that u˜h satisfies similar approximation estimates
as Icf, but with improved global conservation. We collect these results, the proof of which is an
immediate consequence of the discussion above, in a corollary.
Corollary 3.3. The conforming approximation u˜h satisfies the discrete estimate,
‖u˜h − uh‖1,h . ‖h− 12 [uh]‖Fi + ‖∇ · uh‖h (3.20)
and has the global conservation property∫
∂Ω
u˜h · n ds = 0.
Using the regularity assumptions on the data in l(w) it is straightforward to show that the
formulation satisfies the following weak consistency
Lemma 3.4. (Weak consistency) Let (u, p) be the solution of (2.1), with f ∈ L2(Ω), and let
(uh, ph) ∈ V be the solution of (3.6). Then, for all wh ∈Wh, there holds,
|ah(uh − u,wh) + bh(ph − p, wh)|
≤ inf
(νh,ηh)∈V
∑
F∈F
∫
F
|nF · (σ(u, p)− {σ(νh, ηh)})||[wh]| ds. (3.21)
where σ(u, p) := ∇u− Ip, with I the identity matrix.
Proof. Multiplying (2.1) with wh ∈Wh and integrating by parts we have∫
Ω
fwh dx = −
∫
Ω
∇ · (∇u− Ip) · wh dx
= −
∑
κ∈Th
∑
F∈∂κ
∫
F
σ(u, p) · nκ · wh ds+ ah(u,wh) + bh(p, wh) (3.22)
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or by rearranging terms
ah(u,wh) + bh(p, wh) = l(wh) +
∑
κ∈Th
∑
F∈∂κ
∫
F
σ(u, p) · nκ · wh ds.
Using (3.6) we obtain
ah(uh − u,wh) + bh(ph − p, wh) = −
∑
κ∈Th
∑
F∈∂κ
∫
F
σ(u, p) · nκ · wh ds.
Since every internal face appears twice with different orientation of nκ we have for all νh ∈ Vh,∑
F∈∂κ
∫
F
σ(u, p) · nκ · wh ds =
∑
F∈∂κ
∫
F
nκ · (σ(u, p)− {σ(νh, ηh)}) · wh ds.
We now observe that by replacing wh with the jump [wh] we may write the sum over the faces of
the mesh, replacing nκ by nF . The conclusion follows by taking absolute values on both sides and
moving the absolute values under the integral sign resulting in the desired inequality.
Lemma 3.5. Let U := (u, p) ∈ V ×Q0 denote the solution to (2.7)-(2.8) with δu = 0. Then there
holds
|A[(U − Uh, Zh), (Xh, Yh)]− Sh[(Uh, Zh), (Xh, Yh)] +m(u˜M − uh, vh)|
≤ inf
(νh,ηh)∈V
∑
F∈F
∫
F
|nF · (σ(u, p)− {σ(νh, ηh)})||[wh]| ds
for all (Xh, Yh) := ([w,yh], [vh, qh]) ∈ V ×W.
Proof. Subtract (3.6) from (2.7)-(2.8) and apply Lemma 3.4 to the equation for the primal variable
U .
Lemma 3.6. For any v ∈ [H1(Ω)]d, y ∈ L2(Ω) and for all wh ∈Wh, qh ∈ Qh there holds
ah(v − rhv, wh) = 0, bh(qh, v − rhv) = 0 and bh(y − pi0y, wh) = 0
Proof. By integration by parts we have, using the orthogonality property on the faces of rh,
ah(v − rhv, wh) =
∑
κ∈Th
∑
F∈∂κ
∫
F
(v − rhv) · (nκ · ∇wh) ds = 0,
bh(qh, v − rhv) =
∑
κ∈Th
∑
F∈∂κ
∫
F
(v − rhv) · nκqh ds = 0,
and by definition
bh(p− pi0p, wh) = (p− pi0p,∇ · wh)h = 0.
Lemma 3.7. Let (uh, ph) ∈ V then there holds
‖h 12nF · [∇uh]‖Fi + ‖h
1
2 [ph]‖Fi . ‖h
1
2nF · [∇uh − Iph]‖Fi + ‖∇ · uh‖Ω + ‖h−
1
2 [uh]‖Fi .
Proof. Let ui, i = 1, . . . , d denote the components of uh and define the tangential projection of
the gradient matrix on the face F by T∇uh := (I−nF ⊗nF )∇uh where ⊗ denotes outer product.
Considering one face F ∈ Fi we have
‖h 12nF · [∇uh − Iph]‖2F = ‖h
1
2nF · [∇uh]‖2F + ‖h
1
2 [ph]‖2F − 2
∫
F
hFnF · [∇uh] · (nF · [Iph])ds.
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The integrand of the last term of the right hand side may be written
nF · [∇uh] · (nF · [Iph]) = [ph]
d∑
i=1
d∑
j=1
nF,inF,j [∂xjui].
By applying the following identity
d∑
i=1
d∑
j=1
nF,inF,j∂xjui = ∇ · uh − tr(T∇uh),
where tr(T∇uh) denotes the trace of T∇uh, we may write
[ph]
 d∑
i=1
d∑
j=1
nF,inF,j [∂xjui]
 = [ph] ([∇ · uh]− [tr(T∇uh)]) .
Observe that since the tangential component of the gradient of the conforming approximation
Icfuh does not jump we have
[tr(T∇uh)] = [tr(T (∇uh −∇Icfuh)].
Collecting these identities we obtain∫
F
hFnF · [∇uh] · nF · [Iph]ds =
∫
F
hF [ph]
(
[∇ · uh]− [tr(T∇(uh − Icfuh))]
)
ds
≤ ‖h 12 [ph]‖FCi(‖∇(uh − Icfuh)‖∆F + ‖∇ · uh‖∆F ),
where ∆F denotes the union of the elements that have F as common face. Consequently
2
∫
F
hFnF · [∇uh] · nF · [Iph]ds ≤ 1
2
‖h 12 [ph]‖2F + C‖h−
1
2 [uh]‖2F∆F + C‖∇ · uh‖
2
∆F .
Summing over F ∈ Fi we see that
‖h 12nF · [∇uh]‖2Fi +
1
2
‖h 12 [ph]‖2Fi . ‖h
1
2nF · [∇uh − Iph]‖2Fi + ‖∇ · uh‖2Ω + C‖h−
1
2 [uh]‖2Fi
which proves the claim.
Lemma 3.8. (Discrete Poincare´ inequality) For all (uh, ph) ∈ Vh ×Q0h there holds
‖huh‖1,h . ‖h 12nF · [∇uh]‖Fi + ‖h−
1
2 [uh]‖Fi + ‖uh‖ω
and
‖hph‖Ω . ‖h 12 [ph]‖Fi .
Proof. For the first inequality use the Poincare´ inequality for nonconforming finite elements and
a triangle inequality
‖huh‖1,h . ‖h(∇uh − Icf∇uh)‖h + ‖hIcf∇uh‖h.
Then observe that for Icf∇uh constant, ‖uh‖ω = 0 implies that Icf∇uh = 0 and therefore [12,
Lemma B.63]
‖hIcf∇uh‖h ≤ ‖h∇(Icf∇uh −∇uh)‖h + ‖uh‖ω.
Using (3.16) componentwise twice we then have
‖huh‖1,h . ‖h 12 [∇uh]‖Fi + ‖uh‖ω.
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Finally each component of ∇uh is decomposed on the normal and tangential component on each
face F and we observe that using an elementwise trace inequality,
‖h 12 (I − nF ⊗ nF )[∇uh]‖Fi = ‖h
1
2 (I − nF ⊗ nF )[∇(uh − Icfuh)]‖Fi
. ‖∇(uh − Icfuh)‖h . ‖h− 12 [uh]‖Fi .
Similarly for the proof of the second inequality observe that since (redefining Icf to act on a scalar
variable, and once again by [12, Lemma B.63]) ‖hIcfph‖Ω . ‖h∇Icfph‖Ω +
∫
Ω
hIcfph dx there holds
‖hph‖h . ‖h(ph − Icfph)‖h + ‖h∇(Icfph − ph)‖h +
∫
Ω
h(Icfph − ph) dx.
It then follows using an inverse inequality that
‖hph‖h . ‖ph − Icfph‖Ω . ‖h 12 [ph]‖Fi
and the proof is complete.
4 Stability estimates
We will now focus on the formulation (3.6) with γp = γx = 0. An immediate consequence of this
choice is that any solution to the system must satisfy
∇ · uh|κ = ∇ · zh|κ = 0, ∀κ ∈ Th. (4.1)
The issue of stability of the discrete formulation is crucial since we have no coercivity or inf–
sup stability of the continuous formulation (2.7)–(2.8) to rely on. Indeed here the regularization
plays an important part, since it defines a semi-norm on the discrete space. We introduce a
mesh-dependent norm for the primal variable Xh := (vh, qh) ∈ V
|||Xh|||V,Q := ‖h 12nF · [∇vh]‖Fi + ‖h
1
2 [qh]‖Fi + γ
1
2
M‖vh‖ω + ‖h−
1
2 [vh]‖Fi , (4.2)
We will also use the following triple norm with control of both the dual pressure variabel xh
and the dual velocities zh.
|||(Uh, Zh)||| := |||Uh|||V,Q + ‖xh‖Ω + ‖∇zh‖h.
Since Dirichlet boundary conditions are set weakly on Wh, |||(Uh, Zh)||| can be shown to be a
norm on Vh × Q0h using Lemmata 3.7–3.8. We now prove a fundamental stability result for the
discretization (3.6).
Theorem 4.1. Let γu, γM > 0, γp = γx = 0 in (3.6)–(3.8). There exists a positive constant
cs, that is independent of h, but not of γu, γM or the local mesh geometry, such that for all
(Uh, Zh) ∈ V ×W there holds
cs|||(Uh, Zh)||| ≤ sup
(Xh,Yh)∈V×W
G[(Uh, Zh), (Xh, Yh)]
|||(Xh, Yh)|||
Proof. First we observe that by testing with Xh = Uh and Yh = −Zh we have
γu‖h− 12 [uh]‖2Fi + γM‖uh‖2ω = G[(Uh, Zh), (Uh,−Zh)].
Then observe that by integrating by parts in the bilinear form ah(·, ·) and using the zero mean
value property of the approximation space we have
ah(uh, wh) + bh(ph, wh) =
∑
F∈Fi
∫
F
[nF · ∇uh − phnF ] · {wh} ds.
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Define the function ξh ∈Wh such that for every face F ∈ Fi
{ξh}|F := hF [nF · ∇uh − phnF ]|F .
This is possible in the nonconforming finite element space since the degrees of freedom may be
identified with the average value of the finite element function on an element face. Using Lemma
3.1 we have
‖ξh‖2Ω ≤ cT
∑
F∈Fi
h2F ‖h
1
2
F [nF · ∇uh − phnF ]‖2F . (4.3)
Testing with Yh = (ξh, 0) and Xh = (0, 0) we get
‖h 12 [nF · ∇uh − phnF ]‖2Fi = G[(Uh, Zh), (0, Yh)].
By testing with Xh = (zh + αrhvx, xh), where α > 0 and vx ∈ [H1(Ω)]d is a function such that
∇ · vx = xh and ‖vx‖H1(Ω) ≤ cx‖xh‖Ω, we have
‖∇zh‖2h + α‖xh‖2 + ah(zh, αrhvx)
+ γusj,−1(uh, zh + αrhvx) +m(uh, zh + αrhvx)ω
= G[(Uh, Zh), (Xh, 0)].
Observe now that by the Cauchy-Schwarz inequality, the arithmetic-geometric inequality and the
stability of rhvx there holds
ah(zh, αrhvx) ≤ 1
4
‖∇zh‖2h + c2xα2‖xh‖2Ω.
Then by the trace inequality and Poincare´’s inequality
γusj,−1(uh, zh + αrhvx) + γM (uh, zh + αrhvx)ω
. (γu‖h− 12 [uh]‖Fi + γM‖uh‖ω)(‖∇zh‖h + ‖vx‖H1(Ω))
≤ Cγ(γu‖h− 12 [uh]‖2Fi + γM‖uh‖2ω) +
1
4
(‖∇zh‖2h + α2‖xh‖2Ω).
The consequence of this is that for α, β > 0 sufficiently small there exists c such that
c
(
‖h− 12 [uh]‖2Fi + ‖∇zh‖2h + ‖uh‖2ω
+ ‖xh‖2Ω + ‖h
1
2 [nF · ∇xh − phnF ]‖2F
)
≤ G[(Uh, Zh), (XUZ , YUZ)], (4.4)
where XUZ = Uh+(β(zh+αrhvx), xh), YUZ = −Zh+(ξh, 0). Applying Lemma 3.7, recalling that
‖∇ · uh‖h = 0 we deduce that
C|||(Uh, Zh)|||2 ≤ G[(Uh, Zh), (XUZ , YUZ)]. (4.5)
It remains to prove that |||(XUZ , YUZ)||| . |||(Uh, Zh)|||. This follows by observing that
|||(XUZ , YUZ)||| ≤ |||(Uh, Zh)|||
+ β(‖h 12 [∇(zh + αrhvx)]‖Fi + ‖(zh + αrhvx)‖ω + ‖h−
1
2 [zh + αrhvx]‖Fi) + ‖∇ξh‖h
and
‖h 12 [∇(zh + αrhvx)]‖Fi + ‖(zh + αrhvx)‖ω + ‖h−
1
2 [zh + αrhvx]‖Fi . ‖zh‖1,h + ‖rhvx‖1,h
. ‖∇zh‖h + ‖xh‖Ω.
Finally we use an inverse inequality and the bound (4.3) to obtain the bound
‖∇ξh‖h . ‖h
1
2
F [nF · ∇uh − phnF ]‖Fi . |||(Uh, 0)|||
which finishes the proof.
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Corollary 4.2. The formulation (3.6) admits a unique solution (uh, ph) ∈ V and (zh, xh) ∈ W.
Proof. The system matrix corresponding to (3.6) is a square matrix and we only need to show
that there are no zero eigenvalues. Assume that l(wh) = 0. It then follows by Theorem 4.1 that
for any solution (uh, ph) there holds
cs|||(Uh, Zh)||| ≤ sup
(Xh,Yh)∈V×W
G[(Uh, Zh), (Xh, Yh)]
|||(Xh, Yh)||| = 0.
Recalling Lemma 3.8 this implies that uh = ph = zh = xh = 0 showing that the solution is
unique.
Remark 4.3. Observe that the proof of Theorem 4.1 works also for γp > 0 and γx > 0, the only
modification in this case is that the contribution ‖∇·uh‖h must be added to the norm |||(uh, ph)|||V
and stability must be proven by testing with yh = ∇ · uh.
5 Error estimates using conditional stability
In this section we will use the stability proven in the previous section to derive error estimates.
Proposition 5.1. Let (u, p) ∈ [H2(Ω)]d ×H1(Ω) be the solution of (2.1) and (uh, ph) × Zh the
solution to (3.6)–(3.8), with γu, γM > 0 and γp = γx = 0. Then there holds
|||((rhu− uh, pi0p− ph), Zh)||| . h(‖u‖H2(Ω) + ‖p‖H1(Ω)) + γ
1
2
M‖δu‖ω
Proof. First denote the discrete error Θh = (rhu− uh, pi0p− ph). Then by Theorem 4.1
cs|||(Θh, Zh)|||2 ≤ sup
(Xh,Yh)∈V×W
G[(Θh, Zh), (Xh, Yh)]
|||(Xh, Yh)||| .
Then applying Lemma 3.5 and 3.6 we have
G[(Θh, Zh), (Xh, Yh)] ≤ inf
(νh,ηh)∈Vh×Wh
∑
F∈F
∫
F
|(σ(u, p)− {σ(νh, ηh)}) · nF ||[wh]| ds
− bh(yh, rhu− u) + sj,−1(rhu, vh) + γM (rhu− u− δu, vh)ω.
First note that
inf
(νh,ηh)∈V
∑
F∈F
∫
F
|(σ(u, p)− {σ(νh, ηh)}) · nF ||[wh]| ds
≤ h 12 ( inf
(νh,ηh)∈V
∑
F∈F
‖σ(u, p)− {σ(νh, ηh)}‖2F )
1
2 ‖∇wh‖h
. h(‖u‖H2(Ω) + ‖p‖H1(Ω))|||(0, Yh)|||,
bh(yh, rhu− u) = 0,
sj,−1(rhu, vh) ≤ Ch‖u‖H2(Ω)‖h− 12 [vh]‖Fi ≤ Ch‖u‖H2(Ω)|||(Xh, 0)|||.
Finally, using a Cauchy-Schwarz inequality and a Poincare´ inequality for ηh
γM (rhu− u, vh)ω . γM‖rhu− u‖ω‖vh‖ω . h2‖u‖H2(Ω)|||(Xh, 0)|||.
For the perturbation we have
γM (δu, wh)ω ≤ γM‖δu‖ω‖wh‖ω.
Collecting the above estimates ends the proof.
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Theorem 5.2. Assume that u ∈ [H2(Ω)]d and p ∈ H1(Ω). Let u˜h be defined by (3.17) then
‖u˜h‖H1(Ω) + ‖ph‖Ω . ‖u‖H2(Ω) + ‖p‖H1(Ω) + γ
1
2
Mh
−1‖δu‖ω
and, if δu = 0
u˜h ⇀ u in [H
1(Ω)]d and ph ⇀ p in L
2Ω).
Proof. For the pressure we immediately observe that
‖ph‖Ω . ‖ph − pi0p‖Ω + ‖p‖Ω . h−1|||(0, ph − pi0p)|||V + ‖p‖Ω
Then observe that by a Poincare´ inequality and the H1-stability of the interpolation operator rh
there holds
‖u˜h‖H1(Ω) ≤ ‖u˜h − uh‖1,h + ‖uh‖1,h
≤ ‖u˜h − uh‖1,h + ‖uh − rhu‖1,h + ‖rhu‖1,h
. ‖h− 12 [uh − rhu]‖Fi + ‖uh − rhu‖ω + ‖∇(uh − rhu)‖h + ‖u‖H1(Ω).
Therefore
‖u˜h‖H1(Ω) . h−1|||(uh − rhu, 0)|||V + ‖u‖H1(Ω)
and the first claim follows by applying Proposition 5.1.
It follows that for δu = 0 we may extract a subsequence of pairs (u˜h, ph) that converges weakly
in [H1(Ω)]d × L2(Ω). By construction the divergence of the H1-conforming part satisfies
‖∇ · u˜h‖Ω . ‖h− 12 [uh − rhu]‖Fi + ‖∇ · uh‖h︸ ︷︷ ︸
=0
+h‖u‖H2(Ω) . h‖u‖H2(Ω)
and hence ‖∇ · u˜‖h → 0 for h → 0. It remains to show that the weak limit is a weak solution of
Stokes equation. To this end consider, with w ∈ C10 (Ω),
|a(u˜h, w) + b(ph, w)− l(w)|
= |ah(u˜h − uh, w) + ah(uh, w − rhw) + b(ph, w − rhw)− l(w − rhw)|
= |ah(u˜h − uh, w)− l(w − rhw)| . (‖h− 12 [uh]‖Fi + h‖f‖Ω)‖w‖H1(Ω)
. h‖w‖H1(Ω)
We conclude by taking the limit h→ 0.
Theorem 5.3. Assume that (u, p) ∈ [H2(Ω)]d × H1(Ω) is the unique solution of (2.1) with
u = uM in ω and the parameters R1, R2 and R3 satisfy the assumptions of Theorem 2.1. If uh
is the solution of (3.6)-(3.8), with γu, γM > 0, γp = γx = 0 and ‖δu‖Ω ≤ h0, h0 > 0, then, for
h > h0, there holds
‖u− uh‖BR2 (x0) . hτ
where τ is the power from Theorem 2.1 and the hidden constant depends on R2/R3, the local mesh
geometry and ‖u‖H2(Ω) and ‖p‖H1(Ω).
Proof. First let u− uh = u− u˜h︸ ︷︷ ︸
eu∈[H1(Ω)]d
+ u˜h − uh︸ ︷︷ ︸
eh∈Vh
, where u˜h is defined by (3.17). We recall that
‖eh‖Ω . ‖h− 12 [uh]‖Fi ≤ Ch‖u‖H2(Ω)
so we only need to bound ‖eu‖BR2 (x0). Also introduce ep = p−ph ∈ L2(Ω). It follows that (eu, ep)
is a solution to the Stokes’ equation on weak form with a particular right hand side. Indeed we
have for all (w, q) ∈ [H10 (Ω)]d ×Q
a(eu, w) + b(ep, w) = l(w)− a(u˜h, w) + b(ph, w) =: 〈f, w〉V ′,V (5.1)
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and
− b(q, eu) = b(q, u˜h) =: (g, q)Ω (5.2)
where f ∈ V ′ and g ∈ L20(Ω). Now consider the problem (2.1) with homogeneous Dirichlet
boundary conditions on ∂Ω and the right hand side f and g as defined above. This problem is
well-posed and we call its solution {Eu, Ep} ∈ [H10 (Ω)]d × L20(Ω). By the well-posedness of the
problem we know that
‖Eu‖H1(Ω) + ‖Ep‖Ω ≤ ‖f‖H−1(Ω) + ‖g‖Ω
We know from equation (3.20), the fact that ‖∇ · uh‖h = 0 and Proposition 5.1 that ‖g‖Ω .
‖h− 12 [uh]‖Fi . h and for ‖f‖V ′ we derive the bound
sup
w∈[H10 ]d
‖w‖1=1
〈f, w〉V ′V = l(w)− a(u˜h, w)− b(ph, w)
= l(w − rhw)− ah(u˜h − uh, w)
. h‖f‖Ω + sj,−1(uh, uh) 12 . h+ ‖δu‖ω. (5.3)
Considering now the functions U := u − u˜h − Eu and P := p − ph − Ep we see that {U,P} is a
solution to (2.1) with f = 0 and g = 0. By equation (2.3) we have {U,P} ∈ [H2($)]d ×H1($) on
every compact $ ⊂ Ω. We may then apply Theorem 2.1 to U and obtain∫
BR2 (x0)
|U |2 dx ≤ C
(∫
BR1 (x0)
|U |2 dx
)τ (∫
BR3 (x0)
|U |2 dx
)1−τ
. (5.4)
These results may now be combined in the following way to prove the theorem. First by the
triangle inequality, writing u− uh = U + Eu + u˜h − uh,
‖u− uh‖BR2 (x0) ≤ ‖Eu‖BR2 (x0) + ‖u˜h − uh‖BR2 (x0) + ‖U‖BR2 (x0) = I + II + III.
By (2.2) and (5.3) there holds for the first term
I . ‖Eu‖H1(Ω) . h+ ‖δu‖ω
and using the discrete interpolation and Proposition 5.1
II = ‖u˜h − uh‖BR2 (x0) . ‖h−
1
2 [uh]‖Fi . h+ ‖δu‖ω.
For the last term, using (5.4), we have
III .
(∫
BR1 (x0)
|U |2 dx
)τ/2(∫
BR3 (x0)
|U |2 dx
)(1−τ)/2
.
By the definition of U and since by assumption BR1(x0) ⊂ ω(∫
BR1 (x0)
|U |2 dx
) 1
2
. ‖rhu− uh‖ω + ‖rhu− u‖ω + ‖u˜h − uh‖ω
+ ‖Eu‖BR1 (x0) . h+ ‖δu‖ω. (5.5)
Here we applied Proposition 5.1, (3.14), discrete interpolation (3.20), and (2.2) applied to Eu.
Finally by the triangle inequality, the a priori assumption u ∈ H2(Ω), (2.2) and the first claim of
Theorem 5.2 we have(∫
BR3 (x0)
|U |2 dx
) 1
2
≤ ‖u‖H1(Ω) + ‖u˜h‖H1(Ω) + ‖Eu‖H1(Ω) . 1 + h−1‖δu‖ω.
The claim follows by collecting the bounds on the terms I − III and applying the assumption on
the perturbations in data versus the mesh-size.
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Remark 5.4. It is straightforward to prove the Proposition 5.1 and the Theorems 5.2 and 5.3
also for γp ≥ 0 and γx ≥ 0 and thereby extending the analysis to include the method (3.12). We
leave the details for the reader.
Remark 5.5. One may also introduce perturbations in the right hand side f . Provided these
perturbations are in [L2(Ω)]d the same results holds. Details on the necessary modifications can
be found in [7].
6 Numerical example
Our numerical example is set in the unit square Ω = (0, 1)2 with zero right hand side and data given
in the disc S1/2 := {(x, y) ∈ R2 :
√
(x− 0.5)2 + (y − 0.5)2 < 0.125}. The flow is nonsymmetric
with the exact solution given by
u(x, y) = (20xy3, 5x4 − 5y4) and p(x, y) = 60x2y − 20y3 − 5.
We consider the formulation (3.6)-(3.8), with l(wh) = 0 For the parameters we chose, γM =
800 and γu = 10
−5, γp = γz = γx = 0. First we perform the computation with unperturbed
data. The results are presented in the left graphic of Figure 1. We report the velocity error
both in the global L2-norm (open square markers), the local L2-norm in the subdomain where√
(x− 0.5)2 + (y − 0.5)2 < 0.375 (filled square markers) and in the residual quantities of (6.1)
(circle markers, r1 filled, r2 open),
r1 :=
(∫
S1/2
(uh − u)2 dx
) 1
2
and r2 := ‖h− 12 [uh]‖Fi . (6.1)
The global pressure is plotted with triangle markers. The error plots for this case are given in
figure 1. We observe the O(h) convergence of the residual quantities (6.1). The global velocity
and pressure L2-errors appears to have approximately O(|log(h)|−1) convergence. The local error
matches the result of Theorem 5.3. Indeed the dotted line is shows the behavior of the quantity
C1‖e‖0.3Ω (r1 +r2)0.7 +10h2 illustrating the different components of the local error used in the proof
of the theorem. We see that this quantity (with a properly chosen constant) gives a good fit with
the local error.
The same computation was repeated with a 1% relative random perturbation of data. The
results for this case is reported in the right plot of Figure 1. As predicted by theory the results
are stable under perturbation of data as long as the discretization error is larger than the random
perturbation (up to a constant). When the perturbations dominate the errors in all quantities
appear to stagnate.
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Figure 1: Relative L2-error against mesh-size, left unperturbed data, right with 1% relative noise.
Reference lines are the same in both plots and of orders, dashed lines ≈ O(h) with different
constants, dash dot ≈ O(h 34 ) and dotted C1‖e‖0.3Ω (r1 + r2)0.7 + 10h2
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