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Abstract
We study the regularity of the Lyapunov exponent for quasi-periodic cocycles (Tω, A)
where Tω is an irrational rotation x → x + 2piω on S1 and A ∈ Cl(S1, SL(2,R)), 0 ≤
l ≤ ∞. For any fixed l = 0, 1, 2, · · · ,∞ and any fixed ω of bounded-type, we construct
Dl ∈ Cl(S1, SL(2,R)) such that the Lyapunov exponent is not continuous at Dl in Cl-
topology. We also construct such examples in a smaller Schro¨dinger class.
1 Introduction and Results
Let X be a Cr compact manifold. If T : X → X is an ergodic system with normalized invariant
measure µ and A : X → SL(2,R), we call (T,A) a cocycle. When A is L∞ (C l, analytic,
respectively), we call (T,A) a L∞ ( C l, analytic, respectively) cocycle.
For any n ∈ N and x ∈ X, we denote
An(x) = A(Tn−1x) · · ·A(Tx)A(x)
and
A−n(x) = A−1(T−nx) · · ·A−1(T−1x).
For fixed (X,T, µ), the (maximum) Lyapunov exponent of (T,A) is defined as
L(A) = lim
n→∞
1
n
∫
log ‖An(x)‖dµ ∈ [0,∞).
We are interested in the continuity of the Lyapunov exponent L(A) in Cl(X,SL(2,R)). It
is known that L(A) is upper semi-continuous, thus it is continuous at generic A. Especially, it
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is continuous at A with L(A) = 0 and at uniformly hyperbolic cocycles. The most interesting
issue is the continuity of L(A) at the points of non-uniformly hyperbolic cocycles, which is
bound to depend on the class of cocycles under consideration including its topology. Knill [27]
showed that L : L∞(X,SL(2,R)) → [0,∞) is not continuous if (X,T ) is aperiodic (i.e. the set
of periodic points is of zero measure). Then Furman proved that if (X,T ) is uniquely ergodic,
then L : C0(X,SL(2,R))→ [0,∞) is never continuous at points of non-uniformly hyperbolicity.
Motivated by Man˜e´ [28, 29], Bochi [7, 8] further proved that with T : X → X being a fixed
ergodic system, any non-uniformly hyperbolic SL(2, R)-cocycle can be approximated by cocycles
with zero Lyapunov exponent in the C0 topology. These results suggest that the discontinuity
of L is very common among cocycles with low regularity.
We also mention some other related results on the continuity of the Lyapunov exponent.
Furstenberg - Kifer [18] and Hennion [20] proved continuity of the largest Lyapunov exponent of
i.i.d random matrices under a condition of almost irreducibility. More recently, C. Bocker-Neto
and M. Viana [6] proved that the Lyapunov exponents of locally constant GL(2,C)-cocycles over
Bernoulli shifts depend continuously on the cocycle and on the invariant probability.
If the base system is a rotation on torus, i.e., X = Tn, T = Tω : x→ x+ 2piω with rational
independent ω, we call (Tω, A) a quasi-periodic cocycle. X = S1 is the most special case. For
simplicity, we denote the cocycle (Tω, A) by (ω,A).
If furthermore A(x) = Sv,E(x) is of the form
Sv,E(x) =
(
E − v(x) −1
1 0
)
,
we call (ω, Sv,E(x)) a quasi-periodic Schro¨dinger cocycle. This type of cocycles have attracted
much attention largely due to their rich background in physics.
Now we recall some positive results for quasi-periodic cocycles (ω,A). In [19] Goldstein and
Schlag developed a powerful tool, the Avalanche Principle, and proved that if ω is a Diophantine
irrational number and v(x) is analytic, then the Lyapunov exponent L(E) is Ho¨lder continuous
provided L(E) > 0. Similar results were proved in [13] by Bourgain, Goldstein and Schlag
when the underlying dynamics is a shift or skew-shift of a higher dimensional torus. Then
Bourgain and Jitomirskaya [12] improved the result of [19] by showing that if ω is an irrational
number and the potential v(x) is analytic, then the Lyapunov exponent is jointly continuous
on E and ω. This result is crucial to solving the Ten Martini problem in [2]. Similar results
were obtained by Bourgain for shifts of higher dimensional tori in [11]. Later, Jitomirskaya,
Koslover and Schulteis [22] proved that the Lyapunov exponent is continuous on a class of
analytic one-frequency quasiperiodic M(2,C)-cocycles with singularities. With this result, they
proved continuity of Lyapunov exponent associated with general quasi-periodic Jacobi matrices
or orthogonal polynomials on the unit circle in various parameters. Recently, Jitomirskaya
and Marx [23] proved the continuity of Lyapunov exponent for all non-trivial singular analytic
quasiperiodic cocycles with one-frequency, thus removing the constraints in [22]. Moreover,
applications are extended to analytic Jacobi operators with more parameters, which is crucial
to determining the Lyapunov exponent of extended Harper’s model by Jitomirskaya and Marx
[24]. For further results, one is referred to [4, 5, 9, 10, 14, 15, 16, 17, 21, 30].
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In conclusion, the Lyapunov exponent of quasi-periodic cocycles is discontinuous in C0 topol-
ogy, and continuous in Cω topology.
In [22] the authors proposed to consider the situation between C0 and Cω. Klein [26] studied
continuity of Lyapunov exponent on E in the Gevrey case. More precisely, he proved that the
Lyapunov exponent of quasi-periodic Schro¨dinger cocycles in the Gevrey class is continuous
at the potentials v(x) satisfying some transversality condition. Recently, Avila and Krikorian
[1] restricted their attention to a class of quasi-periodic SL(2,R) cocycles, called -monotonic
cocycles (cocycles satisfying a twist condition). They proved that the Lyapunov exponent is
continuous, even smooth in smooth category of -monotonic quasi-periodic SL(2,R) cocycles.
An interesting question is if the Lyapunov exponent of (ω,A) is always continuous in
Cl(S1, SL(2,R)), l = 1, 2, · · · ,∞, as in Cω(S1, SL(2,R)) or in -monotonic quasiperiodic
SL(2,R)-cocycles.
In this paper, we construct a cocycle Dl ∈ Cl(S1, SL(2,R)) such that the Lyapunov exponent
is not continuous at Dl in Cl-topology for any l = 1, 2, · · · ,∞.
Theorem 1 Suppose that ω is a fixed irrational number of bounded-type. For any 0 ≤ l ≤ ∞,
there exist cocycles Dl ∈ Cl(S1, SL(2,R)) such that the Lyapunov exponent is discontinuous at
Dl in Cl(S1, SL(2,R)).
Remark 1.1 Let Λ =
(
λ 0
0 λ−1
)
and Rθ =
(
cos θ − sinθ
sin θ cos θ
)
. The cocycles we constructed
are of the form Λ·Rpi
2
−φ(x), where φ(x) is either a 2pi-periodic function corresponding to a cocycle
homotopic to the identity (see Figure 1), or a sum of the identity and a 2pi-periodic function
corresponding to a cocycle non-homotopic to the identity (see Figure 2).
Remark 1.2 Theorem 1 shows that the continuity of Lyapunov exponent in Cl-topology (l =
1, 2, · · · ,∞) and Cω is different. Combining with Avila and Krikorian’s result [1], it also shows
the continuity of Lyapunov exponent in Cl-topology (l = 1, 2, · · · ,∞) and C0 is different. It
is plausible that the Lyapunov exponent is continuous at an open and dense set in Cl-topology
(l = 1, 2, · · · ,∞). Surprisingly, there are no examples of continuity of Lyapunov exponent at
non-uniformly hyperbolic cocycles which are homotopic to the identity.
Remark 1.3 We say ω is an irrational number of bounded type if there exists M ≥
√
5+1
2 , such
that for its fractional expansion pnqn , n = 1, 2, · · · , it holds that qn+1 < Mqn, ∀n. Technically we
need to assume that ω is of bounded type. This is not typical as the set of such numbers is of
measure zero. We believe that counterexamples can be constructed for ω in a full measure, even
for all real numbers.
Remark 1.4 Recently, Jitomirskaya and Marx [25] obtained similar results in complex category
M(2,C) by the tools of harmonic analysis.
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From the SL(2,R) examples homotopic to the identity constructed in Theorem 1, it is easy
to construct examples in the Schro¨dinger class by conjugation.1
Theorem 2 Suppose that ω is a fixed irrational number of bounded-type. For any 0 ≤ l ≤
∞, there exists a C l periodic function v(x) = v(x + 2pi) such that the Lyapunov exponent is
discontinuous at Sv,0 in the Schro¨dinger class, i.e., there exist C
l periodic functions vn(x) =
vn(x+ 2pi) such that vn(x)→ v(x) is C l topology but L(Svn,0) 9 L(Sv,0).
Outline of the proof of Theorem 1. Dl will be constructed as the limit of a sequence of cocycles
{An(x), n = N,N + 1, · · · } in Cl(S1, SL(2,R)). {An(x), n = N,N + 1, · · · } possess some kind
of finite hyperbolic property, i.e., ‖Ar+nn (x)‖ ∼ λr
+
n for most x ∈ S1 and λ  1 with r+n → ∞
as n → ∞, which gives a lower bound estimate (1 − ) log λ of the Lyapunov exponent of the
limit cocycle Dl(x) if λ  1. Then by modifying {An(x)}∞n=N , we construct another sequence
of cocycles {A˜n(x)}∞n=N such that A˜n(x)→ Dl(x) in Cl-topology as n→∞. Moreover, for each
n, the Lyapunov exponent of A˜n(x) is less than (1− δ) log λ with 1 > δ   > 0 independent of
λ, which implies the discontinuity of the Lyapunov exponent at Dl(x).
A key technique in the construction of An(x) comes from Young [31], which was derived
from Benedicks-Carleson [3]. However, there is a difference between our method and the one in
[31]. To construct An(x) and A˜n(x), we have to start from some cocycle possessing “degenerate”
critical points, while the critical points of cocycles in [31] are non-degenerate.
The proof of Theorem 2. For any 0 ≤ l ≤ ∞, assume that Dl+τ (x) = Λ · Rpi
2
−φ(x) are cocycles
homotopic to the identity constructed in Theorem 1, and τ = τ(ω) is a fixed integer which
will be defined later. In the example, φ(x) can be assumed to satisfy maxx |φ(x)| < pi10 . Let
α = (0, 1)T . Then Dl+τ (x) · α and α are linearly independent for every x, thus the matrix
B1(x) = (−Dl+τ (x − ω) · α, α) ∈ C l+τ (S1, GL(2,R)) is non-singular. A direct computation
shows that there exist a(x), c(x) ∈ C l+τ (S1,R) such that
B1(x+ ω)
−1Dl+τ (x)B1(x) = S(x) =
(
a(x) −1
c(x) 0
)
Here c(x) > 0 since the determinant of B1 does not change sign, and we write c(x) = e
f(x). Let
B2(x) =
(
ed(x) 0
0 ed(x+ω)
)
, where
d(x+ 2ω)− d(x) = f(x)− [f(x)]. (1.1)
Then B2(x+ω)
−1S(x)B2(x) has the form
(−v(x) −1
e[f(x)] 0
)
where v(x) is uniquely determined by
Dl+τ . Since 2ω is Diophantine, (1.1) has a solution d(x) ∈ C l(S1,R) if τ is large enough. It
follows that v(x) ∈ C l(S1,R).
1The authors are grateful to A. Avila, Z. Zhang and the referee for pointing out this. The proof given below
was proposed by A. Avila and the referee. One can also use Z.Zhang’s trick in [32] to give another proof.
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Let B(x) = B1(x)B2(x), then detB(x) = e
[f ]detB(x+ ω) by Dl+τ (x)B(x) = B(x+ ω)S(x).
It follows that e[f ] = 1 since x 7→ x + nω is ergodic in S1, and consequently detB(x) = e is
constant. Let B˜(x) = 1√
e
B(x) ∈ C l(S1, SL(2,R)), we have
B˜(x+ ω)−1Dl+τ (x)B˜(x) =
(−v(x) −1
1 0
)
= Sv,0.
L(Dl) = L(Sv,0) since Lyapunov exponent is conjugation invariant.
By Theorem 1, there is a sequence of A˜n such that A˜n → Dl+τ in C l+τ topology and
|L(A˜n)−L(Dl+τ )| > δ for a positive δ when n is large. By the similar argument as above, there
exist B˜n(x) ∈ C l(S1, SL(2,R)), vn(x) ∈ C l(S1,R), such that B˜n conjugates A˜n to a Schro¨dinger
cocycle Svn,0 and thus L(A˜n) = L(Svn,0). Since ‖A˜n−Dl+τ‖Cl+τ → 0, we have ‖B˜n− B˜‖Cl → 0
and then ‖vn−v‖Cl → 0. On the other side, |L(Sv,0)−L(Svn,0)| > δ > 0 when n is large enough.
The proof of Theorem 2 is thus finished.
Throughout the paper ω is a fixed irrational number of bounded type (described by the
parameter M), l is a fixed positive integer, δ = 14M
−20 > 0,  = M−100 > 0. N , µ and λ with
λ ≥ µ ≥ λ1−  N  1 and µ > 2 denote three large numbers determined later.
2 Some properties of the concatenation of hyperbolic matrices
In this section, we will study the norm of the product of hyperbolic matrices by analyzing the
curves of the most contracted directions of them. The analysis in this section is developed from
[31]. In the following, all matrices belong to SL(2,R).
A matrix A ∈ SL(2,R) with ‖A‖ > 1 is called hyperbolic. We denote the unit vectors on
the most contracted and expanded direction of A by s(A) and u(A) respectively. That is,
|A · s(A)| = min
|v|=1
|A · v| = ‖A‖−1, |A · s′(A)| = max
|v|=1
|A · v| = ‖A‖.
It is known that s ⊥ u and As ⊥ Au. Moreover, for two matrices A and B with ‖A‖, ‖B‖ > 1,
it is easy to see that ‖BA‖ = ‖B‖ · ‖A‖ if and only if A(s(A)) is parallel to s(B). The most
contracted direction plays a key role in the growth of the norm of product of hyperbolic matrix
sequences.
For a sequence of matrices {· · · , A−1, A0, A1, · · · }, we denote
An = An−1 · · ·A1A0
and
A−n = A−1−n · · ·A−1−1.
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Definition 2.1 For any 1  µ ≤ λ, we say that the block of matrices {A0, A1, ..., An−1} is
µ-hyperbolic if
(i) ‖Ai‖ ≤ λ ∀i,
(ii) ‖Ai‖ ≥ µi(1−) ∀i
and (i)-(ii) hold if A0, ..., An−1 is replaced by {A−1n−1, ..., A−10 }.
The next proposition is due to Young [31], which tells us when the concatenation of two
hyperbolic blocks is still a hyperbolic block.
Lemma 2.1 Suppose C satisfies ‖C‖ ≥ µm with µ  1. Assume {A0, A1, · · · , An−1} is a
µ−hyperbolic sequence and ∠(s(C−1), s(An)) = 2θ  1. Then ‖An · C‖ ≥ µ(m+n)(1−) · θ.
Denote Λ =
(
λ 0
0 λ−1
)
and Rθ the rotation by the angle θ, i.e., Rθ =
(
cos θ − sin θ
sin θ cos θ
)
. Let
φ(x) be the lift of a Cl function defined on S1. Throughout this paper, the matrix A is of the
special form Λ ·Rpi
2
−φ(x).
Let RP1 be the real projective line and denote the natural projection R2 → RP1 by v → v¯.
For any matrix A ∈ SL(2,R), define the map A¯ : RP1 → RP1 by A¯ · v¯ = A · v. Then we define
the projective actions corresponding to A(x) by
ΦA : S1 × RP1 → S1 × RP1, ΦA(x, θ) = (Tx, A¯(x)θ).
Then for A(x) = Λ ·Rpi
2
−φ(x), we have
ΦA = ΦΛ ◦ ΦRpi
2−φ(x)
: S1 × RP1 → S1 × RP1,
where ΦΛ(x, θ) = (x, Λ¯θ) and ΦRpi
2−φ(x)
(x, θ) = (Tx, pi2 − φ(x) + θ).
Suppose that An(x) is hyperbolic for any x ∈ I ⊂ S1. Let s, u : I → RP1 be the function
s(x) = s(An(x)), u(x) = u(An(x)).
We also define s′, u′ : Tn(I)→ RP1 by
s′(x) = s(A−n(x)), u′(x) = u(A−n(x)).
It is not difficult to see that
(Tnx, s′(Tnx)) = ΦnA(x, u(x)), (T
nx, u′(Tnx)) = ΦnA(x, s(x)), x ∈ I. (2.1)
Since φ(x) is Cl, we have that the map h : (x, θ) → ∂∂θ |An(x)θˆ| is Cl. Obviously, from
the definition of s(x) and u(x), we have h(x, s(x)) = h(x, u(x)) = 0. Moreover, since An(x)
is hyperbolic, we can easily see that if h(x, θ) = 0, then ∂h∂θ (x, θ) 6= 0, where θˆ denotes the
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unit vector corresponding to θ ∈ RP1. Thus by Implicit Function Theorem s, u are deter-
mined by h(x, θ) = 0 with l-order derivatives. Similarly, we can prove that s′, u′ are of l-order
differentiability.
The following lemma gives the estimates on the derivatives of curves of the most contracted
direction of hyperbolic matrices.
Lemma 2.2 Let I be an interval in S1. Assume that (A(x), · · · , A(Tn−1x)) is µ-hyperbolic for
each x ∈ I with n, µ ≥ λ1−  1. Then it holds that
(1) |s− φ(x)|C1 < 2µ−(1−), ∀x ∈ I;
(2) |s′|C1 < 2µ−(1−) ∀x ∈ TnI.
The proof can be found in [31] given by Young.
3 The construction of An(x)
We first construct the counter-examples in finite smooth case. Throughout this paper, l ∈ N is
arbitrary but fixed, and N  1 with q−2N < δ and
10l
∞∑
n=N
log qn+1
qn
≤ . (3.1)
For c1 ∈ [0, pi), c2 = c1 + pi and n ≥ N , we define C0 = {c1, c2}, In,1 = [c1 − 1q2n , c1 +
1
q2n
],
In,2 = [c2 − 1q2n , c2 +
1
q2n
] and In = In,1
⋃
In,2. For x ∈ In, we denote the smallest positive
integer j with T jx ∈ In (respectively T−jx ∈ In) by r+n (x) (respectively r−n (x)), and define
r±n = minx∈In r±n (x). Obviously, r±n ≥ qn. Moreover, for C ≥ 1, we denote by In,iC the set
[ci − 1Cq2n , ci +
1
Cq2n
], i = 1, 2 and by InC the set
In,1
C ∪ In,2C .
For any n > N , we inductively define {λn} by log λn = log λn−1− 10l log qnqn−1 where λN = λ. It
is easy to see that λn decrease to some λ∞ with λ∞ > λ1− if λ N  1.
In this section, we will inductively construct a convergent sequence of cocycles {An(x), n =
N,N + 1, · · · } in Cl(S1, SL(2,R)) with some desirable properties. More precisely, we will prove
Proposition 3.1 There exist An = ΛRpi
2
−φn(x) with φn(x) the lift of a Cl function on S1 (n =
N,N + 1, · · · ) such that the following properties hold:
1 . |φn(x)− φn−1(x)|Cl ≤ λ
−q
1
10
n−1
n , if n > N. (3.2)
2. For each x ∈ In, An(x), An(Tx), · · · , An(T r+n (x)−1x) is λn-hyperbolic.
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3. Let sn(x) = s(A
r+n
n (x)), s′n(x) = s(A
−r−n
n (x)). Then we have
(1)n sn(x)− s′n(x) = φ0(x) on In10 ;
(2)n |sn(x)− s′n(x)| ≥ 12 |φ0(x)| ≥ 1(20q2n)l+1 , x ∈ In\
In
10 ,
where φ0(x) is defined in (3.3) and (3.4).
Proof. The construction of AN (x): Let c1, c2 ∈ S1 with c1 ∈ [0, pi), c2 = c1 + pi and δ0 a small
positive number. We define φ0 on {x||x− c1| ≤ δ0}
⋃{x||x− c2| ≤ δ0} as follows.
φ0(x) =
{
φ01(x), |x− c1| < δ0;
−φ02(x) ( or φ02(x)), |x− c2| < δ0, (3.3)
and where
φ0i(x) = sgn(x− ci)|x− ci|l+1, i = 1, 2. (3.4)
Then we define φ(x) be a lift of a Cl function on S1 satisfying the following.
(a)
φ(x) =
{
φ01(x), |x− c1| ≤ δ0;
−φ02(x) (or pi + φ02(x), respectively), |x− c2| ≤ δ0.
(b) ∀|x− ci| > δ0, i = 1, 2, |φ(x)− kpi| > δl+10 for any k ∈ Z .
Remark 3.1 One can either choose φ(x) to be a 2pi periodic function (see Fig. 1), which
corresponds to a cocycle homotopic to the identity, or to be the identity plus a 2pi-periodic
function (see Fig. 2), which corresponds to a cocycle non-homotopic to the identity.
Let A = Λ · Rpi
2
−φ(x) which belongs to Cl(S1, SL(2,R)). From [31], there exists a (large)
λ∗ > 0 depending on φ, l and  such that
{A(x), · · · , A(T r+N (x)−1x)} is λ − hyperbolic, ∀x ∈ IN (3.5)
if λ > λ∗.
Let s¯N (x) = s(A
r+N (x)) and s¯′N (x) = s(A
−r−N (x)). Define eN (x) to be the following 2pi-
periodic function:
eN (x) =

φ0(x)− (s¯N − s¯′N )(x) x ∈ IN10
h±N (x), x ∈ IN\ IN10
0, x ∈ S1\IN
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where h±N (x), restricted in each interval of IN\ IN10 , is a Cl−function satisfying
djh±N
dxj
(ci ± 110q2N ) =
djφ0
dxj
(ci ± 110q2N )−
dj(s¯N−s¯′N )
dxj
(ci ± 110q2N )
djh±N
dxj
(ci ± 1q2N ) = 0, i = 1, 2, 0 ≤ j ≤ l
|h±N (x)| ≤ 4‖φ‖C1 · λ−(1−).
(3.6)
From Lemma 2.2, we have |φ0(x)− (s¯N − s¯′N )(x)| ≤ 4‖φ‖C1 ·λ−(1−), which implies the existence
of h±N .
Now we define AN = Λ · Rpi
2
−φN (x) where φN (x) = φ(x) + eN (x) is a modification of φ(x).
Property 2 listed in Proposition 3.1 for AN is a consequence of the following lemma.
Lemma 3.1 For x ∈ IN , it holds that
A
r+N (x)
N (x) = A
r+N (x)(x) ·R−eN (x)
and
A
−r−N (x)
N (x) = ReN (T−r
−
N
(x)
x)
·A−r−N (x)(x).
Proof. Obviously T ix ∈ S1\IN for x ∈ IN and 1 ≤ i ≤ r+N (x) − 1. Since AN (x) = A(x) for
x ∈ S1\IN , we have that
A
r+N (x)
N (x) = A
r+N (x)(x) · (A−1(x)AN (x)), x ∈ IN .
9
From the definition, we have AN (x) = A(x) · Rφ(x)−φN (x), which implies A−1(x)AN (x) =
Rφ(x)−φN (x). Thus we obtain the first equation. Similarly, we can prove the second equation.
uunionsq
Proof of Property 2 listed in Proposition 3.1 for AN From (3.5), for each x ∈ IN , A(x),
A(Tx), · · · , A(T r+N (x)−1x) is λN−hyperbolic. It is known that a rotation does not change the
norm of a vector. Thus from Lemma 3.1, we know that for each x ∈ IN , AN (x), AN (Tx), · · · ,
AN (T
r+N−1x) is λN−hyperbolic, which shows that sN (x) and s′N (x) are well-defined.
Subsequently, we have the following conclusion:
Lemma 3.2 It holds that
eN (x) = (sN (x)− s′N (x))− (s¯N (x)− s¯′N (x)), x ∈ IN .
Proof. Since a rotation does not change the norm of a vector, for a hyperbolic matrix A and a
rotation matrix Rθ, we have
s(A ·R−θ) = s(A) + θ, s(Rθ ·A) = s(A). (3.7)
From Lemma 3.1, we have
sN (x) = s¯N (x) + eN (x), s
′
N (x) = s¯
′
N (x).
Thus
φN (x)− φ(x) = (sN (x)− s′N (x))− (s¯N (x)− s¯′N (x)), x ∈ IN ,
which concludes the proof. uunionsq
Property 3 listed in Proposition 3.1 for AN is a consequence of the next lemma.
Lemma 3.3 sN (x)− s′N (x) coincides with φ0(x) on IN10 . Moreover, on IN\ IN10 ,
|sN (x)− s′N (x)− φ0(x)| ≤
1
(20q2N )
l+1
,
if λ > q
8(l+1)
N · |φ‖C1 and qN > 20.
Proof. From the definition of eN (x), we have eN (x) = φ0(x) − (s¯N − s¯′N )(x) on IN10 . Thus by
Lemma 3.2, we have for each x ∈ IN10 , (sN − s′N )(x) = (s¯N − s¯′N )(x) + eN (x) = (s¯N − s¯′N )(x) +
φ0(x) − (s¯N − s¯′N )(x) = φ0(x). More generally, for each x ∈ IN , we have (sN − s′N )(x) =
(s¯N − s¯′N )(x) + eN (x) = φ0(x) + (s¯N − s¯′N − φ0)(x) + eN (x). Hence the last part of this lemma
can be obtained from the construction of eN if λ > q
8(l+1)
N · |φ‖C1 and qN > 20.. uunionsq
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The construction of AN is thus finished except the verification of Property 1, which will be
done for all n together later. Assuming that AN , · · · , An−1 satisfying the properties listed in
Proposition 3.1 have been constructed, we then construct An.
The construction of An: The construction is similar to that of AN . By inductive assumptions,
the sequence {An−1(x), · · · , An−1(T r
+
n−1(x)−1x)} is λn−1−hyperbolic. Moreover, the functions
sn−1(x) and s′n−1(x) satisfy:
(1)n−1 sn−1(x)− s′n−1(x) = φ0(x) on In−110 ;
(2)n−1 |sn−1(x)− s′n−1(x)| ≥ 12 |φ0(x)| ≥ 1(20q2n−1)l+1 , x ∈ In−1\
In−1
10 .
To construct An(x) with desired properties, we need the following lemmas.
Lemma 3.4 Let x0, . . . , xm be a T−orbit with x0, xm ∈ In and xi 6∈ In for 0 < i < m. Then
{An−1(x0), . . . , An−1(xm−1)} is λn-hyperbolic.
Proof. The proof is similar to that in [31]. For the sake of the readers, we will give the sketch
of the proof. Assume that 0 = j0 < j1 · · · < jk = m are the return times of x0 to In−1. Since
∠(s(A−jin−1(xji)), s(A
ji+1−ji
n−1 (xji))) >
1
2
|s′n−1(xji)− sn−1(xji)| >
1
8q
2(l+1)
n
, (3.8)
from the induction assumption and Lemma 2.1, we obtain that
‖Ajin−1(x0)‖ ≥ λji(1−)n , i = 1, . . . , k.
uunionsq
Let s¯n(x) = s(A
r+n
n−1(x)) and s¯
′
n(x) = s(A
−r−n
n−1 (x)), x ∈ In. Define en(x) ∈ Cl be the following
2pi-periodic function:
en(x) =

(sn−1 − s′n−1)(x)− (s¯n − s¯′n)(x) x ∈ In10
h±n (x), x ∈ In\ In10
0, x ∈ S1\In
where h±n (x) is a polynomial of degree 2l + 1 restricted in each interval of In\ In10 satisfying
djh±n
dxj
(ci ± 110q2n ) =
dj(sn−1−s′n−1)
dxj
(ci ± 110q2n )−
dj(s¯n−s¯′n)
dxj
(ci ± 110q2n )
djh±n
dxj
(ci ± 1q2n ) = 0, i = 1, 2, 0 ≤ j ≤ l.
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Define φn(x) = φn−1(x) + en(x). Let An(x) = Λ · Rpi
2
−φn(x). The property 2 in Proposition 3.1
for An can be derived from the following lemma:
Lemma 3.5 For x ∈ In, it holds that
Ar
+
n (x)
n (x) = A
r+n (x)
n−1 (x) ·R−en(x)
and
A−r
−
n (x)
n (x) = Ren(T−r
−
n (x)x)
·A−r−n (x)n−1 (x).
Similar to the proof of Lemma 3.2, we have the following result:
Lemma 3.6 It holds that
en(x) = (sn(x)− s′n(x))− (s¯n(x)− s¯′n(x)), x ∈ In.
The property 3 in Proposition 3.1 for An can be obtained by the following lemma:
Lemma 3.7 Let λn > max{8(l + 1), q8(l+1)N · |φ‖C1} and qN ≥ (10 +M)10. Then it holds that
sn(x)− s′n(x) coincides with φ0(x) on In10 . Furthermore, on In\ In10 ,
|(sn(x)− s′n(x))− (sn−1(x)− s′n−1(x))| ≤
1
(20q2n)
l+1
.
Proof. From the definition of en(x), we have en(x) = (sn−1−s′n−1)(x)−(s¯n−s¯′n)(x) on In10 , which
together with Lemma 3.6 implies that for each x ∈ In10 , (sn − s′n)(x) = (s¯n − s¯′n)(x) + en(x) =
(sn−1 − s′n−1)(x). Since (sn−1 − s′n−1)(x) = φ0(x) on In−110 by induction assumption (1)n−1, we
obtain the first part of the lemma.
For each x ∈ In\ In10 , we have (sn − s′n)(x) = (s¯n − s¯′n)(x) + en(x) = (sn−1 − s′n−1)(x) + (s¯n −
sn−1 + s′n−1 − s¯′n)(x) + en(x). Recall that λn > λ∞ > λ1−  1 and qn ≤ Mqn−1, we have
λ
qn−1
n  q2ln . Hence the last part of this lemma can be obtained from the induction assumption
(2)n−1 for (sn−1−s′n−1)(x) on In−1 and Lemmas 3.8 and 3.9 if λn > max{8(l+1), q8(l+1)N · |φ‖C1}
and qn ≥ qN ≥ (10 +M)10. uunionsq
The property 1 in Proposition 3.1 for all An, n = N,N + 1, · · · is obtained by the definition
of φn−1(x), φn(x) and the following lemmas.
Lemma 3.8 Let λ,N  1. Then for x ∈ In, sn−1, s′n−1, s¯n, s¯′n are Cl curves. Moreover, for
any k ≤ min{l, r+
1
10
n−1}, it holds that
|s¯n − sn−1|Ck , |s¯′n − s′n−1|Ck ≤ ‖φn−1‖k · λ−
1
3
(r+n−1)
2
3 . (3.9)
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Proof. The lemma is proved in the Appendix. uunionsq
Remark 3.2 In the appendix, we will prove that Lemma 3.8 not only holds for A = ΛRpi
2
−φ(x)
defined in this section, but also holds for the one defined in Section 5. So it is applicable when
we construct the C∞ counter-example in Section 5.
When we construct the finite smooth counter-examples, l is fixed. One can take λ sufficiently
large (depending on l) such that
|s¯n − sn−1|Cl , |s¯′n − s′n−1|Cl ≤ λ−(r
+
n−1)
1
5 < λ−q
1
5
n−1 , (3.10)
holds for all n > N .
Lemma 3.9 For any x ∈ S1, it holds that |en(x)|Cl ≤ λ
−q
1
10
n−1
n .
Proof. From Lemma 3.8, we have that for fixed l and λ, n 1, |en(x)|Cl ≤ λ
−q
1
5
n−1
n for x ∈ In10 .
Consequently from Cramer’s rule, |h±n (x)|Cl = O(λ
−q
1
5
n−1
n ), which implies |en(x)|Cl ≤ λ
−q
1
10
n−1
n for
x ∈ S1. uunionsq
By property 1 in Proposition 3.1, An(x) converge to a cocycle Dl(x) in Cl-topology. Next
we estimate the lower bound of the Lyapunov exponent of Dl(x).
Theorem 3 The Lyapunov exponent L(Dl) of Dl(x) has a lower bound (1− 4) log λ.
Proof. From the subadditivity of the finite Lyapunov exponent, the finite Lyapunov exponent
of a cocycle converges (to the Lyapunov exponent). Thus there exists a large N0 ≥ N such that∣∣∣∣ 1N0
∫
S1
log ‖DN0l (x)‖dx− L(Dl)
∣∣∣∣ ≤ .
Since An(x) converges to Dl(x), there exists a large N1 > N0 such that for any n > N1, it
holds that ∣∣∣∣ 1N0
∫
S1
log ‖DN0l (x)‖dx−
1
N0
∫
S1
log ‖AN0n (x)‖dx
∣∣∣∣ ≤ .
Thus it is sufficient to prove 1N0
∫
S1 log ‖AN0n (x)‖dx ≥ (1− 3) log λ for sufficiently large n.
We say that x ∈ S1 is nonresonant for An(x) if
dist(T ix, C0) > 1q2N for 0 ≤ i < qN ,
dist(T ix, C0) > 1q2k for qk−1 ≤ i < qk, N < k ≤ n.
(3.11)
The set of points with the nonresonant property (3.11) has Lebesgue measure at least 2pi(1 −∑
N≤k<n
1
qk
), which is larger than 2pi(1− 2pi ) for N  1.
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Proposition 3.2 For each x ∈ S1 with the nonresonant property (3.11), (An(x), · · · , An(T qn−1x))
is λ1−-hyperbolic.
Proof. Let the trajectory in question be x, Tx, · · · . Let j0 be the first time it is in IN , and let
n0 be s.t. T
j0x ∈ In0\In0+1. In general, let ji and ni be defined so that T jix ∈ Ini\Ini+1, and
T ji+1x be the next return of T jix to Ini . Obviously, ji+1− ji ≥ qni . Moreover, from Proposition
3.1, it holds that An(T
jix), · · · , An(T ji+1−1x) is λ∞−hyperbolic.
Since T jix 6∈ Ini+1, from (2)n in Proposition 3.1, we have ∠(sn(T jix), s′n(T jix)) > ( 120 |Ini+1|)l+1.
Similar to (3.8), it holds that ∠(s(A−jin (T jix)), s(Aji+1−jin (T jix))) > 12∠(sn(T jix), s′n(T jix)).
Hence from Lemma 2.1, it follows that
‖Aji+1n (x)‖ ≥ ‖Ajin (x)‖ · ‖Aji+1−jin (T jix)‖ · ∠(s(A−jin (T jix)), s(Aji+1−jin (T jix)))
≥ ‖Ajin (x)‖ · λji+1−ji∞ · ( 140 |Ini+1|)l+1.
Inductively, we have
‖Ajsn (x)‖ ≥ ‖Aj0n (x)‖ · λjs−j0∞ ·
s−1∏
i=1
(
1
40
|Ini+1|)l+1.
Similar to the proof of (3.5), we have ‖Aj0n (x)‖ ≥ λj0∞. Consequently,
‖Ajsn (x)‖ ≥ λjs∞ ·
s−1∏
i=1
(
1
40
|Ini+1|)l+1. (3.12)
Suppose qm−1 ≤ js < qm, N + 1 ≤ m ≤ n. The nonresonant property prohibits xji from
entering Im for i < s. For k < m, the number of ji’s such that ni = k is less than js/qk,
since the smallest first return time rk for x ∈ Ik satisfies rk ≥ qk (see the beginning of this
section). Moreover at each one of these returns, the distance from c1 and c2 is ≥ ( 140 |Ik+1|)l+1 =
(40q2k+1)
−(l+1).
Then
− 1
js
log
s−1∏
i=1
(
1
40
|Ini+1|)l+1 ≤
1
js
n−1∑
k=N
js
qk
log(40q2k+1)
(l+1) ≤ 4(l + 1)
∑
k≥N
log qk+1
qk
<

2
lnλ∞
if λ N  1. Equivalently, we have
s−1∏
i=1
(
1
40
|Ini+1|)l+1 ≥ λ
− 
2
js
∞ .
Thus from (3.12), it holds that
‖Ajsn (x)‖ ≥ λ
(1− 
2
)js
∞ .
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Now we consider the case js < i < js+1. Since An(T
jix), · · · , An(T js+1x) is λ∞−hyperbolic,
from the definition 2.1, it holds that An(T
jix), · · · , An(T ix) is also λ∞−hyperbolic(without loss
of generality, we assume i− js ≥ 10). Then similar to the argument above, we have
‖Ain(x)‖ ≥ λ
(1− 
2
)i
∞ ≥ λ(1−2)i, 10 ≤ i ≤ qn.
This concludes our proof. uunionsq
From Proposition 3.2, we have that 1j log ‖Ajn(x)‖ > (1−2) log λ for each nonresonant point
and 1 ≤ j ≤ qn with n ≥ N . Since the measure of the nonresonant point set is not less than
2pi(1− 2pi ), choose n > N0, j = N0 and this concludes the proof of Theorem 3. uunionsq
4 The construction of A˜n(x)
Recall that ω is bounded type, i.e., qn+1 < Mqn for some M ≥
√
5+1
2 . In this section, we will
prove the following:
Theorem 4 There exists a sequence of cocycles A˜n(x) such that A˜n(x)→ Dl(x) in Cl-topology.
Moreover, the Lyapunov exponent of A˜n(x) is less than (1− δ) log λ for any large n λ.
To prove Theorem 4, we need the following proposition:
Proposition 4.1 There exist A˜n with the following properties:
1. A˜n is of the form ΛRpi
2
−φ˜n(x) with
|φ˜n(x)− φn(x)|Cl = O(q−2n ). (4.1)
2. For each x ∈ In, A˜n(x), A˜n(Tx), · · · , A˜n(T r+n (x)−1x) is λn-hyperbolic.
3. Let s˜n(x) = s(A˜
r+n
n (x)), s˜′n(x) = s(A˜
−r−n
n (x)). Then we have
s˜n(x) = s˜
′
n(x) on
In
10
.
Proof. Let e˜n(x) ∈ Cl be a 2pi-periodic function such that
e˜n(x) =

(sn − s′n)(x) x ∈ In10
h˜±n (x), x ∈ In\ In10
0, S1\In,
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where h˜±n (x) is a polynomials of degree 2l + 1 restricted on each interval of In\ In10 and satisfies
for i = 1, 2 and 0 ≤ j ≤ l
dj h˜±n
dxj
(ci ± 110q2n ) =
dj(sn−s′n)
dxj
(ci ± 110q2n )
dj h˜±n
dxj
(ci ± 1q2n ) = 0.
c
From (1)n in Proposition 3.1, it holds for 0 ≤ j ≤ l that |(sn− s′n)(x)|Cj = O(q−2(l+1−j)n ). Hence
from Cramer’s rule we have that |h˜±n (x)|Cl = O(q−2n ). Consequently, |e˜n(x)|Cl = O(q−2n ).
Define φ˜n(x) = φn(x) + e˜n(x) and A˜n(x) = Λ · Rpi
2
−φ˜n(x). Thus conclusion 1 is proved,
which together with the fact that An(x)→ Dl(x) in Cl-topology implies that A˜n(x)→ Dl(x) in
Cl-topology.
Since for each x ∈ In, An(x), An(Tx), · · · , An(T r+n (x)−1x) is λn-hyperbolic and φ˜n(x) = φn(x)
on §1\In, we see that A˜n(x), A˜n(Tx), · · · , A˜n(T r+n (x)−1x) . Thus s˜n(x) = s(A˜r
+
n
n (x)) and s˜′n(x) =
s(A˜−r
−
n
n (x)) are well-defined. Moreover, similar to Lemma 3.2, it holds that s˜n(x) − s˜′n(x) =
sn(x)− s′n(x)− e˜n(x).
Thus from the definition of e˜n(x), it holds that
s˜n(x) = s˜
′
n(x), x ∈
In
10
. (4.2)
This ends the proof of the proposition. uunionsq
The following observations are useful later for the estimate of the upper bound of the Lya-
punov exponent for A˜n(x).
Lemma 4.1 Suppose A and B are two hyperbolic matrices such that ‖A‖ = λm1 and ‖B‖ = λn2
with m,n > 0 and λ1, λ2  1. If A(s(A)) ‖ u(B), then ‖BA‖ ≤ 2 max{λm1 · λ−n2 , λn2 · λ−m1 }.
Proof. For any hyperbolic matrix A, it holds that s(A) ⊥ u(A) and A(s(A)) ⊥ A(u(A)). From
A(s(A)) ‖ u(B), we have A(u(A)) ‖ s(B). For any vector v ∈ R2, let v = v1 ⊕ v2 with respect
to s(A)⊕ u(A). Then
Av = Av1 ⊕Av2 = (|Av1| · u(B))⊕ (|Av2| · s(B)).
Consequently
BAv = (|Av1| ·B(u(B)))⊕ (|Av2| ·B(s(B))).
Thus we have
|BAv| ≤ λn2 · λ−m1 |v1|+ λm1 · λ−n2 |v2| ≤ 2 max{λm1 · λ−n2 , λn2 · λ−m1 }|v|.
This concludes the proof of this lemma. uunionsq
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Lemma 4.2 For any interval I ∈ S1 with 0 < |I| < pi/4, let r = minx∈I min{i > 0|T ix (mod 2pi) ∈
I} and rˆ = maxx∈ I
10
min{i > 0|T ix (mod 2pi) ∈ I10}. Then δ ≤ rrˆ .
Proof. Without loss of generality, we can assume I = [0, a]. Let m = min{k|T qkI⋂ I 6= ∅}.
Since T qn0, T qn+10 are on the different side of 0 and limn→∞ |T qn0| = 0, it follows that there
is a k0 > 0 such that |T qm+k0+10| < |T qm+k00| ≤ 110 |I|. It follows that I ⊂ T qmI ∪ T qm+k0 I10 ∪
T qm+k0+1 I10 ( mod 1). Thus
r
rˆ
≥ qm
qm+k0+1
≥M−(k0+1).
Since M >
√
5+1
2 , one can see that k0 < 9. It follows that δ ≤ rrˆ . uunionsq
Lemma 4.3 For any interval I ∈ S1 with 0 < |I| < pi/4, let r1 = maxx∈I min{i > 0|T ix (mod 2pi) ∈
I} and r2 = minx∈I min{i > 0|T ix (mod 2pi) ∈ I + pi}. Then there is positive integer k1 < 18
such that r1 ≤ k1r2.
Proof. Without loss of generality, we assume I = [0, a]. From the proof of Lemma 4.2, we
have that there is a positive integer k0 < 9 such that T
k0r2pi ∈ [pi, pi + a2 ], which implies that
T 2k0r2pi(mod 2pi) ∈ [0, a]. The proof is completed by setting k1 = 2k0. uunionsq
From Lemmas 4.2 and 4.3, we can easily obtain the following:
Corollary 4.1 Let min rn(x) = minx∈In min{i > 0|T ix (mod 2pi) ∈ In} and max rn(x) =
maxx∈ 1
10
In
min{i > 0|T ix (mod 2pi) ∈ 110In}. Then M−k1−1 ≤ min rn(x)max rn(x) ≤ 1.
Proof of Theorem 4 Let · · · < nj−1 < nj < nj+1 < · · · be the returning times of x ∈ In/10 to
In/10. Moreover, we denote nj+ be the first returning time of x ∈ In to In after nj . Similarly,
we denote by nj− the last returning time of x ∈ In to In before nj . Obviously, it holds that
nj−1 ≤ nj− < nj and nj < nj+ ≤ nj+1.
Since Tnjx ∈ [c1 − 12q2n , c1 +
1
2q2n
], (4.2), Lemma 4.1 and Corollary 4.1 are applicable. Set
d3 =
1
2M
−k1−1. From the definition of A˜n, we have ‖A˜n(x)‖ ≤ λ for each x. Consequently,
‖A˜n(Tnj+x) · · · A˜n(Tnjx) · · · A˜n(Tnj−x)‖
≤ 2 max{‖A˜nj+−njn (Tnjx)‖ · ‖A˜nj−nj−n (Tnj−x)‖−1, ‖A˜nj+−njn (Tnjx)‖−1 · ‖A˜nj−nj−n (Tnj−x)‖}
≤ 2 max{‖A˜nj+−njn (Tnjx)‖, ‖A˜nj−nj−n (Tnj−x)‖}
≤ 2λmax{nj+−nj ,nj−nj−} ≤ λ(1−d3)(nj+−nj−),
(4.3)
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which implies
‖A˜n(Tnj+1x) · · · A˜n(Tnj−1x)‖ ≤ λnj+1−nj−1−d3(nj+−nj−) ≤ λ(nj+1−nj)(1−d23).
Thus we have, for any k,
‖A˜n(Tnkx) · · · A˜n(x)‖ < λ
∑k
j=0(nj+1−nj)(1−d23) = λnk(1−d
2
3).
In other words, we have shown that the Lyapunov exponent of A˜n(x) will be less than (1 −
d23) log λ = (1− 14M−2(k1+1)) log λ. The proof is finished since k1 can be less than 18. uunionsq
Proof of Theorem 1 for finite order differentiability: The proof for the case l = 0 can be found
in [7, 8, 10, 17, 27, 30]. For l > 0, from the definition of An(x) and A˜n(x), we have that
in any neighborhood of Dl(x), there exists a cocycle A˜n(x) with the Lyapunov exponent less
than (1 − δ) log λ. From Theorem 3, we know that L(Dl(x)) is larger than (1 − 4) log λ. The
discontinuity is obvious since δ > 4. uunionsq
5 The proof for the C∞ case: a sketch
In this section, we will prove Theorem 1 for the C∞ case. The basic idea is same as the finite
smooth case. We will pay our attention to the difference between the two cases.
In the following, we will first follow the steps in Section 3 to construct a sequence of C∞
cocycles which are C1-convergent. Then we will prove that it actually converges in C∞ topology.
Recall  = M−100  δ = 14M−20 defined in the introduction. Assume λ  eq
a+1
N  1 with
0 < a < 110 . For n ≥ N , define λn+1 such that λqn+1n+1 = λqn+1n · e−(10q
2
n+1)
a
with λN = λ
1−. From
the definition of λn, we have λ
qn
n ≥ λqnn−1·e−q
2a
n ≥ λqnn−2·e−qn·q
2a−1
n−1 ≥ · · · ≥ λqn ·λ−c3·q2anN ≥ λ(1−2)qnN
if λ 1, where c3 > 0 is a constant. It implies that λn decrease to λ∞ ≥ λ1−2.
Construction of AN (x) Let c1, c2 ∈ S1 with c1 ∈ [0, pi), c2 = c1 + pi and δ0 a small positive
number. We define φ0 on {x||x− c1| ≤ δ0 or |x− c2| ≤ δ0} as follows.
φ0(x) =
{
φ01(x), |x− c1| < δ0;
−φ02(x) ( or φ02(x)), |x− c2| < δ0, (5.1)
where
φ0i(x) = sgn(x− ci)e−
1
|x−ci|a , i = 1, 2. (5.2)
Let A(x) = Λ ·Rpi
2
−φ(x), where φ is the lift of a C∞ periodic function on S1 satisfying
(a)
φ(x) =
{
φ01(x), |x− c1| ≤ δ0;
−φ02(x) (or pi + φ02(x), respectively), |x− c2| ≤ δ0.
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(b) ∀|x− ci| > δ0, i = 1, 2, |φ(x)− kpi| > e−
1
δa0 for any k ∈ Z.
Using the same argument as that in finite smooth case, we have that
A(x), · · · , A(T r+N (x)−1x) is λ− hyperbolic sequence. (5.3)
By Lemma 2.2,
|s¯N (x)− s¯′N (x)− φ0(x)| ≤ ‖φ‖ · λ−1 (5.4)
for x ∈ IN .
Let eN (x) ∈ C∞ be a 2pi-periodic function such that eN (x) = φ0(x) − (s¯N (x) − s¯′N (x)) for
x ∈ IN .
Lemma 5.1 For any n ≥ N , there exists fn ∈ C∞ be a 2pi-periodic function such that
fn(x) :

= 1, x ∈ In10 ,
∈ [0, 1], x ∈ In\ In10
= 0, x ∈ S1\In
(5.5)
and ∣∣∣∣drfn(x)dxr
∣∣∣∣ ≤ q3rn , 0 ≤ r ≤ [q 110n ]. (5.6)
The proof will be given in the Appendix.
Let eˆN (x) = eN (x) · fN (x) and φN (x) = φ(x) + eˆN (x) for x ∈ S1. Define AN (x) = Λ ·
Rpi
2
−φN (x). Obviously, AN (x) = A(x) ·R−eˆN (x). Then from (5.3), we obtain that, for any x ∈ IN ,
AN (x), · · · , AN (T r+N (x)−1x) is λ-hyperbolic sequence and (sN − s′N )(x) = (s¯N − s¯′N )(x) + eˆN (x),
which implies sN (x)− s′N (x) = φ0(x) on IN10 . (5.4) implies that |eˆN (x)|C1 ≤ ‖φ‖l ·λ−(r
+
N )
1
4 in IN .
Thus we have |sN (x)− s′N (x)| ≥ 12 · e−(10·q
2
N )
a
on IN\ IN10 if λ > e(10·q
2
N )
a · ‖φ‖.
Inductively, we assume that AN (x), · · · , An−1(x) have been constructed such that for N ≤
i ≤ n− 1,
(a)i |φi(x)− φi−1(x)|C1 ≤ λ
−q
1
10
i−1
i for x ∈ Ii, i > N ;
(b)i Ai(x), · · · , Ai(T r+i (x)−1x) is λi-hyperbolic for x ∈ Ii;
(c)i si(x)− s′i(x) = φ0(x) for x ∈ Ii10 and |si(x)− s′i(x)| ≥ 12 · e−(10·q
2
i )
a
for x ∈ Ii\ Ii10 .
We now Construct of An(x). From (b)n−1, we have
‖Ar
+
n−1(x)
n−1 (x)‖ · e−(10q
2
n−1)
a ≥ λqn−1(1−)n−1 · e−(10q
2
n−1)
a ≥ λ(1−)qnn , x ∈ In−1.
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Combining this with (c)n−1, we obtain that
An−1(x), · · · , An−1(T r
+
n (x)−1x) is λn−hyperbolic, x ∈ In. (5.7)
Same as the finite smooth case (see (3.10)), from Lemma 3.8 we have
|(sn−1(x)− s′n−1(x))− (s¯n(x)− s¯′n(x))|C1 ≤ λ
−q
1
5
n−1
n−1 , x ∈ In. (5.8)
Define a 2pi-periodic function en(x) ∈ C∞ such that
en(x) = (sn−1(x)− s′n−1(x))− (s¯n(x)− s¯′n(x)) x ∈ In.
Define eˆn(x) = en(x) · fn(x) where fn is defined in Lemma 5.1, φn(x) = φn−1(x) + eˆn(x)
and An(x) = Λ · Rpi
2
−φn(x). Obviously, An(x) = An−1(x) · R−eˆn(x). Then from (5.7), we obtain
that, for any x ∈ In, An(x), · · · , An(T r+n (x)−1x) is λn-hyperbolic sequence and (sn − s′n)(x) =
(s¯n − s¯′n)(x) + eˆn(x), which implies sn(x) − s′n(x) = φ0(x) on In10 . (5.6) and (5.8) imply
|eˆn(x)|C1 ≤ q3n · λ
−q
1
4
n−1
n−1 , x ∈ In. Thus we have |sn(x)− s′n(x)| ≥ 12 · e−(10·q
2
n)
a
on In\ In10 .
In conclusion, we have
(a)n |φn(x)− φn−1(x)|C1 ≤ λ
−q
1
10
n−1
n for x ∈ In;
(b)n An(x), · · · , An(T r+n (x)−1x) is λn-hyperbolic for x ∈ In;
(c)n |sn(x)− s′n(x)| = φ0(x) for x ∈ In10 and |sn(x)− s′n(x)| ≥ 12 · e−(10·q
2
n)
a
for x ∈ In\ In10 .
All the construction above is same as the finite smooth case. From (a)n, one sees that An
converges to a cocycle D∞(x). From (b)n, one sees that the Lyapunov exponent of D∞(x) has
a lower bound log λ∞ > (1 − 4) log λ. The additional work we should do is to prove that An
converge to a cocycle D∞ in any Ck, k = 1, 2, · · · topology.
By Lemma 3.8 and Lemma A.10, we have
Lemma 5.2 Let λ N  1. For n > N and 0 ≤ k ≤ [(r+n−1)
1
10 ], it holds that∣∣∣∣dk(s¯n − sn−1)dxk
∣∣∣∣+
∣∣∣∣∣dk(s¯′n − s′n−1)dxk
∣∣∣∣∣ ≤ 2λ− 13 (r+n−1) 23 · ‖φ0‖k.
Corollary 5.1 AN (x), AN+1(x), · · · , is convergent to D∞(x) in C∞-topology.
Proof. It is equivalent to prove that φn(x), n = N,N + 1, · · · converge in any Ck topology. For
any fixed k ∈ N, we take n1(k) so that k ≤ [(r+n−1)
1
10 ] if n ≥ n1(k). From the definition of φn(x),
we have φn(x)− φn−1(x) = eˆn(x) where
eˆn(x) = (s¯n(x)− sn−1(x) + s¯′n(x)− s′n−1(x))fn(x) = en(x)fn(x)
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With the help of Lemma 5.2, we have∣∣∣∣dren(x)dxr
∣∣∣∣ ≤ 2λ− 13 (r+n−1) 23 · ‖φ0‖r, 0 ≤ r ≤ k.
This together with (5.6) implies that∣∣∣dr eˆn(x)dxr ∣∣∣ ≤∑|L1|+|L2|=r |DL1en(x)| · |DL2fn(x)|
≤ 2(r + 1)! · ‖φ0‖r · q3rn · λ−
1
3
(r+n−1)
2
3 ≤ 2(k + 1)! · ‖φ0‖k · (M · r+n−1)3k · λ−
1
3
(r+n−1)
2
3 .
(5.9)
Take n2(k) so that 2(k + 1)! · ‖φ0‖k · (M · r+n−1)3k ≤ λ
1
6
(r+n−1)
2
3 if n ≥ n2(k). Then for any
n ≥ max{n1(k), n2(k)}, it holds that
|φn(x)− φn−1(x)|Ck = |eˆn(x)|Ck ≤ λ−
1
6
(r+n−1)
2
3 ,
Hence {An(x)}∞n=N converges in Ck-topology for any k ∈ N. This concludes the proof. uunionsq
Construction of A˜n(x) Next we will construct the sequence A˜n(x), n = N,N +1, · · · , which is
also C∞-convergent to D∞, but the Lyapunov exponent of each A˜n(x) possesses an upper bound
less than (1− δ) log λ.
Let e˜n(x) = −(sn(x) − s′n(x)) · fn(x) be a C∞ class 2pi−periodic function such that it is
−(sn(x)− s′n(x)) on In10 and vanishes outside In. From (c)n, we have that e˜n(x) = φ0(x) · fn(x).
Then we define φ˜n(x) = φn(x) + e˜n(x).
Lemma 5.3 For 0 ≤ k ≤ [qan] and x ∈ In, it holds that
|φ(k)0 (x)| ≤ e−
q2an
4 .
The proof can be found in the Appendix.
Take n3(k) so that k ≤ [qan] if n ≥ n3(k). Combining (5.6) with Lemma 5.3, we have
|e˜n(x)|Ck ≤ e−
q2an
8 if n ≥ n3(k). It follows that A˜n(x) = Λ ·Rpi
2
−φ˜n(x) is convergent to D∞(x) in
C∞-topology.
In the same way as in Section 4, we can obtain that (1− δ) log λ is the upper bound of the
Lyapunov exponent for A˜n(x), while the lower bound of the Lyapunov exponent of D∞(x) is
(1 − 4) log λ, which produces the discontinuity since 4 < δ. The proof of Theorem 1 in C∞
case is thus finished.
A Appendix
In the Appendix, we will give the proofs of Lemmas 3.8 and 5.2.
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A.1 Some lemmas.
Before proving Lemmas 3.8 and 5.2, we firstly give some lemmas as preparations.
Lemma A.1 Suppose that {A0, A1, ..., An−1} is µ-hyperbolic. Let si = s(Ai), i = 1, 2, · · · , n.
Then for µ 1, we have
(a) ∠(si, sn) ≤ µ−2i(1−)+3, (b) |Aisn| ≤ µ−i(1−3)+3.
Proof. Let ui = u(A
i). To prove (a), we write si = v1 ⊕ v2 respecting si+1 ⊕ ui+1. Then we
have
| sin∠(si, si+1)| · |Ai+1 · ui+1| = |Ai+1 · v2| ≤ |Ai+1 · si|
≤ µ1+ · |Ai · si| ≤ µ1+ · µ−i(1−).
On the other hand, |Ai+1·ui+1| ≥ µ(i+1)(1−). Thus we obtain |∠(si, si+1)|  1 and |∠(si, si+1)| ≈
| sin∠(si, si+1)| ≤ µ−2i(1−)+2, which implies
∠(si, sn) ≤
n−1∑
j=i
∠(si, si+1) ≤ µ−2i(1−)+3.
To prove (b), we write sn = v3 ⊕ v4 respecting si ⊕ ui. Then we have
|Aiv3| ≤ µ−i(1−)
and
|Aiv4| = | sin∠(si, sn)| · |Aiui|
≤ µ−2i(1−)+3 · µi(1+) = µ−i(1−3)+3.
uunionsq
Let A ∈ SL(2,R), θ ∈ RP1 and A¯θ = ψ. It holds that
|(DA¯)θ| = 1|Aθˆ|2 . (A.1)
Then it follows that
θˆ = A−1 ·Aθˆ = |Aθˆ| ·A−1ψˆ = |Aθˆ| · |A−1ψˆ| · θˆ,
which implies that |Aθˆ| · |A−1ψˆ| = 1, where θˆ and ψˆ are the unit vectors corresponding to θ and
ψ.
For x ∈ In, let x0 = x, xi+1 = Txi, x′0 = T r
+
n−1x, x′i+1 = T
−1x′i. Define
θ0 = sn(x0) = sn(A
r+n
n (x)), θj+1 = An(xj)θj
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and
θ′0 = s
′
n(x
′
0) = sn(A
−r+n
n (x′0)), θ
′
j+1 = A
−1
n (x′j)θ
′
j ,
j = 0, 1, · · · , r+n − 1.
Let
f(λ, θ) := λ2 · g−1(λ, θ) := |DΛ¯(θ)| = 1|Λθˆ|2 =
λ2
sin2 θ + λ4 cos2 θ
. (A.2)
Thus from (A.1), we have, for i > j,
∏i
t=j+1 ft :=
∏i
t=j+1 f(λ,
pi
2 + θt+1) =
∣∣∣∣(DA−(i−j)n (xi))θi∣∣∣∣
= 1
|(DA(i−j)n (xj))θj |
= |A(i−j)n (xj) · θˆj |2.
(A.3)
From (b) of Lemma A.1, we have
j−1∏
t=0
ft ≤ λ−2j(1−3). (A.4)
Similarly we have∏i
t=j+1 f
′
t :=
∏i
t=j+1 f(λ, θ
′
t +
pi
2 − φn(x′t−1)) = |A
(i−j)
n (x′j) · θˆ′j |2,
∏j−1
t=0 f
′
t ≤ λ−2j(1−3).
(A.5)
Now we give estimates for
∏i
t=j+1 f(λ,
pi
2 + θt+1) and
∏i
t=j+1 f(λ, θ
′
t +
pi
2 − φn(x′t−1)).
Lemma A.2 Let λ  1. Then for ak = f(λ, pi2 + θk) and a′k = f(λ, θ′k + pi2 − φ(x′k)), 0 ≤ k ≤
r+n − 1, it holds that
|ai−1 · · · aj |, |a′i−1 · · · a′j | ≤ λ−(i−j) · gj(1), (A.6)
where gx(r) = max{gˆx(r), 1},
gˆx(r) =
{
(φ(1/4M2x2))−2c7r2 , x ≥ 0,
1, x = 0,
for x ≥ 0, r ∈ N and c7 > 0 depending only on M .
Proof. We only give estimates for ak and the estimates for a
′
k are similar. From (A.4), we have
|ai−1 · · · a0| ≤ λ−2i(1−3), together with |aj−1 · · · a0| ≥ λ−2j , which implies that
|ai−1 · · · aj | ≤ λ−2i(1−3)+2j = λ−(i−j) · gj(1)2 · λ−(i−j)+6i · gj(1)−2 ≤ λ−(i−j) · gj(1)2.
It is trivial that (A.6) holds if i−j > 61−6j. Thus we only need to consider the case i−j ≤ 61−6j.
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For any k ≥ 1, define n(k) be the integer such that qn(k) ≤ k < qn(k)+1, where we define
q0 = 1 for convenience. Then T
kx(mod 2pi) 6∈ In(k)+1 since r+n(k)+1 ≥ qn(k)+1, which implies
|T kx−cs| ≥ 1q2
n(k)+1
, s = 1, 2. From qn(k)+1 ≤M ·qnk , it follows that |T kx−cs| ≥ 1M2·q2
n(k)
≥ 1
M2k2
.
From the assumption, we get that for k ∈ [j, i− 1] ⊂ [j, 2j],
|T kx− cs| ≥ 1
4M2j2
. (A.7)
Define S(m) = {k ∈ [j, i− 1]|T kx (mod 2pi) ∈ Im, m ≥ N}. Let
m∗ = max
{
m
∣∣∣∣max{k|k ∈ S(m)} −min{k|k ∈ S(m)} ≥ 910 · |i− j|
}
if it exists.
If m∗ exists, let k1 = i1, i2, · · · , it = k2 are all the points in [j, i] such that T isx ∈ Im∗ , 1 ≤
s ≤ t. Then t is a constant depending only on M . In fact, without loss of generality, let
i− j ≥ 60 since otherwise, t ≤ 60. Since ω is of bounded type, similar to the proof of Corollary
4.1, we know that there exists a constant c6 = c6(M) > 0 such that c6 ≤ min tm(x)max tm+1(x) ≤ 1,
where min tm(x) = minx∈Im min{i > 0|T ix (mod 2pi) ∈ Im} and max tm(x) = maxx∈Im min{i >
0|T ix (mod 2pi) ∈ Im}.
Then if t ≥ [ 1c6 ] + 1, one sees that S(m∗ + 1) 6= ∅. Moreover, it holds that max tm∗+1(x) >
[ 130(i− j)] + 1. Otherwise, we have that
max{k ∈ S(m∗+1)} ∈ [i−1−( 1
30
(i−j)+1), i−1], min{k ∈ S(m∗+1)} ∈ [j, j+ 1
30
(i−j)+1],
which contracts the definition of m∗. Thus it follows that min tm∗(x) ≥ [ c630(i− j)]. Then we
obtain that t ≤ [30c6 ] + 1.
From the definition of Im∗ , we have
|Ais+1−is(T isx) · θˆis | ≥ λis+1−ism∗ ≥ λis+1−is∞ , 0 ≤ s ≤ t− 1.
From the construction of φn, it holds that φm∗(x) = φn(x) on Im∗\In. Then from (2)n in
Proposition 3.1 and (A.7), we have
|sm∗(T isx)− s′m∗(T isx)| ≥
1
2
φ(1/4M2j2),
which, by Lemma 2.1, implies
|Ais+1−is(T isx) ·Ais−is−1(T is−1x) · θˆis−1 |
≥ 14 |Ais+1−is(T isx) · θˆis | · |Ais−is−1(T is−1x) · θˆis−1 | · |sm∗(T isx)− s′m∗(T isx)|
≥ 14λis+1−is−1∞ · φ(1/4M2j2), 0 ≤ s ≤ t− 1.
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Consequently, we see that
|Ai−j(T jx) · θˆj | ≥ |Ait−i0(T i0x) · θˆi0 | · λ−
1
10
(i−j) ≥ 14λk2−k1∞ · φ(1/4M2j2) · λ−
1
10
(i−j)
≥ 14λ
9
10
(i−j)
∞ · φt+1(1/4M2j2) · λ− 110 (i−j) ≥ λ 23 (i−j) · φc7(1/4M2j2)
if λ 1, which implies (A.6) with c7 = max{[30c6 ] + 1, 60}.
Otherwise, if m∗ does not exist. Let t′ ≥ 0 be the number of items in the set S(N). Without
loss of generality, we assume t′ ≥ 2 and i − j ≥ 60. Let k3 = j1 < j2 < · · · < jt′ = k4 be
all the points in [j, i] such that T jsx ∈ IN , 1 ≤ s ≤ t′. Then similar to the above argument,
max tN (x) > [
1
30(i − j)] + 1, otherwise m∗ will exist. It implies min tN (x) ≥ [ c630(i− j)]. Thus
t′ ≤ [30c6 ] + 1. Then (A.6) can be proved similarly by the above argument. uunionsq
2
We also need the following estimate for f, g which are defined in (A.2).
Lemma A.3 For any i ≥ 1, it holds that
|∂iθf(λ, θ)| ≤ 4i · (i!)2 · λ2i|f(λ, θ)|. (A.8)
Proof. From the expression of f in (A.2), ∂iθf(λ, θ) can be written as the sum of the following
terms:
λ2 · k! · g−(k+1) · ∂i1θ g · · · ∂ikθ g,
where 1 ≤ k ≤ i, i1 + · · · + ik = i with i1, · · · , ik > 0 and the number of the terms in the sum
is i!. When is = 1, then |g−1| · |∂isθ g| = |2 sin θ(λ
2−λ−2)·λ2 cos θ|
sin2 θ+λ4 cos2 θ
. Since | λ2 sin θ cos θ
sin2 θ+λ4 cos2 θ
| ≤ 1, we have
|g−1| · |∂θg| ≤ 4 · λ2.
If is > 1, then |g−1| · |∂isθ g| ≤
|λ4 sin(2θ+pi
2
(is−1))|
sin2 θ+λ4 cos2 θ
≤ λ4 since sin2 θ + λ4 cos2 θ > 1 for λ > 1. In
conclusion, we have |g−1| · |∂isθ g| ≤ 4λ2is . Thus it follows that
λ2|g−k−1 · ∂i1θ g · · · ∂ikθ g| ≤ λ2 · |g|−1 ·
k∏
s=1
|g|−1|∂isθ g| ≤ 4i · λ2 · |g|−1 · λ2i = 4i · |f | · λ2i.
Thus |∂iθf(λ, θ)| ≤ 4i · (i!)2 · λ2i · |f | since k ≤ i. This ends the proof of the lemma. uunionsq
2Lemma A.2 describe some kind of “sub-exponential growth property” in the following sense. Let φ(x) be
defined as in Sections 3 or 5, then one can see that there exists 0 < c < 1 such that
|ai−1 · · · aj | ≤ gj(1) ≤ λj
c
for any 0 ≤ j ≤ i ≤ r+n − 1. For example, for φ(x) defined as in Section 5, we can set c = 2a.
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A.2 Upper bound estimates for θj and θ
′
j
In this section, we will give upper bound estimates for derivatives of θj and θ
′
j which are
defined in the last section.
We firstly derive out the recursive expression for θj and θ
′
j . From (A.2) and the definition
of θj , θ
′
j , we have
dθj
dx = f(λ,
pi
2 + θj+1) ·
dθj+1
dx + φ
′
n(xj),
dθ′j
dx = f(λ, θ
′
j+1 − φn(x′j) + pi2 ) · (
dθ′j+1
dx − φ′n(x′j)),
or equivalently,
dθ˜j
dx = f(λ, θ˜j+1 + φn(xj+1)) · (
dθ˜j+1
dx + φ
′
n(xj+1)),
dθ′j
dx = f(λ, θ
′
j+1 + φ˜n(x
′
j+1)) · (
dθ′j+1
dx + φ˜
′
n(x
′
j+1)),
where θ˜j =
pi
2 + θj − φn(xj) and φ˜n(x′j+1) = pi2 − φn(x′j). For convenience, we will still use
notations θj and φn(x
′
j+1) to denote θ˜j and φ˜n(x
′
j+1). Then we obtain
dθj
dx = f(λ, θj+1 + φn−1(xj+1)) · (
dθj+1
dx + φ
′
n−1(xj+1)) := fj+1 · (dθj+1dx + φ′n−1(xj+1)),
dθ′j
dx = f(λ, θ
′
j+1 + φn−1(x
′
j+1)) · (
dθ′j+1
dx + φ
′
n−1(x′j+1)) := f
′
j+1 · (
dθ′j+1
dx + φ
′
n−1(x′j+1)),
(A.9)
where 0 ≤ j ≤ r+n−1 − 2.
By (A.9), we have
dθj
dx = fj+1 · (
dθj+1
dx + φ
′
n−1(xj+1))
= fj+1 · (fj+2 · (dθj+2dx + φ′n−1(xj+2)) + φ′n−1(xj+1))
= fj+1 · (fj+2(· · · (dθidx + φ′n−1(xj)) · · · ) + φ′n−1(xj+1))
=
∑r+n−1
i=j+1
∏i
t=j+1 ft · φ′n−1(xi) +
∏r+n−1
i=j+1 fi ·
dθ
r+n−1
dx
:=
∑r+n−1
i=j+1 Fj,i(x, θj+1, · · · , θi) +
∏r+n−1
i=j+1 fi ·
dθ
r+n−1
dx
:= Fj(x, θj+1, · · · , θr+n−1) +
∏r+n−1
i=j+1 fi ·
dθ
r+n−1
dx .
(A.10)
Similarly,
dθ′j
dx can be written as the form
dθ′j
dx
= F ′j +
r+n−1∏
i=j+1
f ′i ·
dθ′
r+n−1
dx
(A.11)
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with F ′j = F
′
j(x, θ
′
j+1, · · · , θ′r+n−1).
From (2.1) and the fact that S(A) ⊥ U(A) for any hyperbolic matrix A, it holds that
dθ0
dx
=
dθ′
r+n−1
dx
,
dθ′0
dx
=
dθr+n−1
dx
. (A.12)
From (A.12),(A.10) and (A.11), we have
dsn
dx
= F0(x, θ0(x), · · · , θr+n−1(x)) +
0∏
i=r+n−1
fi(λ, x, θi) · ds
′
n
dx
and
ds′n
dx
= F ′0(x, θ
′
0(x), · · · , θ′r+n−1(x)) +
0∏
i=r+n−1
f ′i(λ, x, θ
′
i) ·
dsn
dx
.
Thus 1− 0∏
i=r+n−1
fi ·
0∏
i=r+n−1
f ′i
 · dsn
dx
= F0 + F
′
0
0∏
i=r+n−1
fi (A.13)
and 1− 0∏
i=r+n−1
fi ·
0∏
i=r+n−1
f ′i
 · ds′n
dx
= F ′0 + F0
0∏
i=r+n−1
f ′i . (A.14)
Similarly, from (A.10) and (A.11), we have
dθj
dx =
∑
j≤k≤r+n−1
(∏
j≤i≤k fi
)
bk(x) +
∏
j≤k≤r+n−1 fk · dθ0dx
:=
∑
j≤k≤r+n−1 Fj,k(x, θj , · · · , θk) +
∏
j≤k≤r+n−1 fk ·
dθ′0
dx
:= Fj(x, θj , · · · , θr+n−1) +
∏
j≤k≤r+n−1 fk ·
dθ′0
dx
(A.15)
and
dθ′j
dx =
∑
j≤k≤r+n−1
(∏
j≤i≤k f
′
i
)
b′k(x) +
∏
j≤k≤r+n−1 f
′
k · dθ0dx
:=
∑
j≤k≤r+n−1 F
′
j,k(x, θ
′
j , · · · , θ′k) +
∏
j≤k≤r+n−1 f
′
k · dθ0dx
:= F ′j(x, θ
′
j , · · · , θ′r+n−1) +
∏
j≤k≤r+n−1 f
′
k · dθ0dx
(A.16)
with bk = −φ′(T kx) and b′k = φ′(T r
+
n−k−1x).
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Now we give estimates for θj and θ
′
j . For convenience, we use multi-index notation
DKF :=
∂k1 · · · ∂kmF
∂xk11 · · · ∂xkmm
,
for function F = F (x1, · · · , xm) where K = (k1, · · · , km), |K| := k1 + · · ·+ km.
Lemma A.4 Let Y = (y1, · · · , yt) and L = (0, l1, · · · , lt). Assume that G(λ, Y ) satisfies that
for any (l1, · · · , lt),
|DLG(λ, Y )| ≤ 4|L| · (|L|!)2 · λ2|L| · ‖G‖. (A.17)
Define Θ = (θ1, · · · , θt) and Γ(x) = (γ(x+η1), · · · , γ(x+ηt)) with ηi ∈ R. Then for Gˆ(λ, x,Θ) =
G(λ,Γ(x) + Θ) and Lˆ = (0, l0, l1, · · · , lt), we have
|DLˆGˆ(λ, x,Θ)| ≤ 4|Lˆ| · (|Lˆ|!)2 · P |Lˆ|
t+|Lˆ| · ‖γ‖l0 · λ
2|Lˆ| · ‖G‖. (A.18)
Proof. From the condition (A.17), we have that
|DLˆGˆ(λ, x,Θ)| ≤
∣∣∣ ∂l0
∂xl0
(
∂l1+·+lt
∂yl1 ···∂yltG(λ,Γ(x) + Θ)
)∣∣∣
≤
∑
m1,1+···+mt,kt=l0
| ∂
k1+l1+···+kt+lt
∂yk1+l11 · · · ykt+ltt
G(λ,Γ(x) + Θ)| · ‖γ‖Cm1,1 · · · ‖γ‖Cmt,kt
≤ 4|Lˆ| · (|Lˆ|!)2 · P |Lˆ|
t+|Lˆ| · ‖γ‖l0 · λ
2|Lˆ| · ‖G‖,
(A.19)
where we use the fact that the number of the terms in the sum is not more than P
|Lˆ|
t+|Lˆ| and
denote ‖γ‖Cm1,1 · · · ‖γ‖Cmt,kt by ‖γ‖l0 .
uunionsq
Remark A.1 In the following, for a function h = h(x), we sometimes denote by
‖h‖k = max{k1+·+km=k}
∏
1≤i≤m ‖h‖Cki .
It is easy to see that
‖h‖k1 · ‖h‖k2 ≤ ‖h‖k1+k2 . (A.20)
From Lemmas A.2 and A.4, we have the following estimates:
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Lemma A.5 Let K = (kj , · · · , kr+n−1) with kj + · · ·+ kr+n−1 = k and
Θ(x) = (θj+1(x), · · · , θr+n−1(x)),
Θ′(x) = (θ′j+1(x), · · · , θ′r+n−1(x)),
where θj(x), θ
′
j(x) are defined as above, and 0 ≤ j ≤ r+n−1. Then we have
|DK(∏r+n−1i=j fi)(λ, x,Θ)|, |DK(∏r+n−1i=j fi)(λ, x,Θ′)| ≤ 4k · (k!)2 · ‖φn‖kj · P kr+n−j+k · λ−(r+n−j)+2k · gj(1)
|DKFj,i(λ, x,Θ)|, |DKF ′j,i(λ, x,Θ′)| ≤ 4k · (k!)2 · ‖φn‖kj+1 · P ki−j+k · λ−(i−j)+2k · gj(1).
(A.21)
Proof. From (A.8) and Lemma A.4, we have
|DK(
r+n−1∏
i=j
fi)(λ, x,Θ)| ≤ 4k · (k!)2 · ‖φn‖kj+1λ2k · P ki−j+k|(
r+n−1∏
i=j
fi)(λ, x,Θ)|.
From Lemma A.2, we know that
|(
r+n−1∏
i=j
fi)(λ, x,Θ)| < λ−(i−j) · gj(1).
Then
|DK(
r+n−1∏
i=j
fi)(λ, x,Θ)| ≤ 4k · (k!)2 · ‖φn‖kj · P kr+n−j+k · λ
−(r+n−j)+2k · gj(1).
The other estimates in (A.18) can be proved by the same method.
uunionsq
The following element lemma can make the proof of Lemma A.7 simpler:
Lemma A.6 Let λ  1. If for any r ∈ N, f1(x) and f2(x) satisfy |drfidxr | ≤ |φ|r · rr · λ8r
2 ·
gn(r), i = 1, 2. Then we have
|d
r(f1 · f2)
dxr
| ≤ |φ|r · rr · λ8r2 · gn(r).
Proof. This can be easily proved from the definition of gn (See Lemma A.2) and the definition
of |φ|r (See (A.20)). uunionsq
The following estimates on the upper bound of derivatives of θj , θ
′
j are important for the
proof of Lemmas 3.8 and 5.2.
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Lemma A.7 Let λ N  1. Then if n ≥ N , x ∈ In, 0 < j ≤ r+n − 1 and 1 ≤ r ≤ l, it holds
that
|θ0|Cr , |θ′0|Cr ≤ |φn|r · rr · λr
4
, |θj |Cr , |θ′j |Cr ≤ |φn|r · rr · λr
4 · gj(r). (A.22)
Proof. For r = 1, from (A.12)-(A.14), (A.21) with j, k = 0 implies that |dθ0dx |, |
dθ′0
dx | ≤ 2|φn|1,
thus the first part in (A.22) is obtained. From (A.15) and (A.21) we have
|dθjdx | ≤
∑
j≤k≤r+n−1 λ
−(k−j) · gj(1) · (2|φn|1)
≤ 4gj(1) · |φn|1 ≤ |φn|1 · λ · gj(1)
if λ 1. Similar estimate can be obtained for dθ
′
j
dx , Hence the proof for the case r = 1 is finished.
Assume (A.22) holds true for the case 0 < i ≤ r. Now we prove the first part of (A.22) for
the case r + 1. Later we will consider the second part of it.
Let L = (r1, l0, · · · , lk) and Lt = (lt,1, · · · , lt,lt), 0 ≤ t ≤ k with r1 + |L0| + · · · + |Lk| = r.
From (A.21), we have
|drF0,kdxr | ≤
∑ |DLF0,k| · |DL0θ0| · · · |DLkθk|
≤ 4r · (r!)2 · P rk+r · λ−k+2r · ‖φn‖r1+1 · |DL0θ0| · · · |DLkθk|, k = 0, 1, · · · .
(A.23)
From inductive assumptions, one sees that
|DLtθt| ≤ |φn|lt,1 · llt,1t,1 · λl
4
t,1 · gt(lt,1) · · · · |φn|lt,lt · l
lt,lt
t,lt
· λl4t,lt · gt(lt,lt).
Obviously we have gj(r1) ·gj(r2) ≤ gj(r1 +r2). From the fact that
∑
1 ≤ t ≤ k
1 ≤ u ≤ lt
lt,u = r, we obtain
∏
1 ≤ t ≤ k
1 ≤ u ≤ lt
gt(lt,u) ≤ gt(
∑
1 ≤ t ≤ k
1 ≤ u ≤ lt
lt,u) ≤ gt(r) ≤ gk(r).
Similarly, we have∏
1 ≤ t ≤ k
1 ≤ u ≤ lt
l
lt,u
t,u ≤ rr,
∏
1 ≤ t ≤ k
1 ≤ u ≤ lt
|φn|lt,u ≤ |φn|r−r1 ,
∏
1 ≤ t ≤ k
1 ≤ u ≤ lt
λ
l4k,lk ≤ λr4 .
Thus (A.23) implies
|d
rF0
dxr
| ≤ (r + 1)r+1 · λr4+2r · |φn|r+1 ·
∑
1≤j≤r+n
4r · (r!)2 · P rj+r · gj(r) · λ−j .
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Thus provided ∑
1≤j≤r+n
4r · (r!)2 · P rj+r · gj(r) · λ−j ≤ λ3r
3
, (A.24)
we can obtain
|d
rF0
dxr
| ≤ 1
2
(r + 1)r+1 · λ(r+1)4 · |φn|r+1.
From the definition of φ in Section 3 and gx(r), we have gx(r) ≤ (2Mx)4c7lr2 with r ≤ l.
Thus it holds that
4r · (r!)2, (x+ r)r, gx(r) ≤ λ 14x,
if x ≥ r3 and λ 1.
A direct computation shows that∑
1≤j≤r+n 4
r · (r!)2 · P rj+r · gj(r) · λ−j
≤ 2λ ∫ +∞1 (x+ r)r · 4r · (r!)2 · gx(r) · λ−xdx
≤ 2λ(∫ r31 (x+ r)r · 4r · (r!)2 · gx(r) · λ−xdx+ ∫∞r3 λ− 14xdx)
≤ 2λ(∫ r31 (40r4)r · gr3(r)dx+ 4λ− 14 r3)
≤ 4λ · (40r4)r · r3 · gr3(r) ≤ λ3r3
if λ  1. Thus we have proved (A.24). The same estimate holds true for ∏0≤i≤r+n−1 fi and∏
0≤i≤r+n−1 fi ·
∏
0≤i≤r+n−1 f
′
i . By Lemma A.6, we get same estimates for
dr+1θ0
dxr+1
, The estimate
for θ0 is thus finished. The estimate for θ
′
0 is obtained by the same method.
Next we estimate θj , 1 ≤ j ≤ r+n − 1. From (A.21), we obtain∣∣∣dr+1Fj,kdxr+1 ∣∣∣ ≤∑ |DLFj,k| · |DLjθj | · · · |DLkθk|
≤∑P rk−j+r · 4r · (r!)2 · gj(1) · λ2r · λ−(k−j) · (r + 1)(r+1) · λr4 · |φn|r+1 · gk(r)
≤ (r + 1)r+1 · λr4+2r · |φn|r+1 · gj(r + 1)[λ−(k−j) · P rk−j+r · 4r · (r!)2 · gk(r) · g−1j (r)].
It follows that∣∣∣dr+1Fjdxr+1 ∣∣∣ ≤ (r + 1)r+1 · λ(r+1)4 · |φn|r+1 · gj(r + 1)·
λ−4r3 ·∑j≤k≤r+n−1[λ−(k−j) · P rk−j+r · 4r · (r!)2 · gk(r) · g−1j (r)].
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Similar to the estimate for
∣∣∣dr+1F0dxr+1 ∣∣∣, we can prove that if λ 1,∑
j≤k≤r+n−1
[λ−(k−j) · P rk−j+r · 4r · (r!)2 · gk(r) · g−1j (r)] ≤ λ4r
3
.
The same estimates hold true for
∏
j≤i≤r+n−1 fi · dθ0dx . Thus with the help of Lemma A.6, we
finish the proof for θj and the one for θ
′
j is similar. Thus we finish the proof for the case r + 1.
This concludes the lemma. uunionsq
Remark A.2 The above estimate still hold true if φn in section 3 is replaced by φn in section
5.
A.3 The proof of Lemma 3.8
We only give the proof for the first part of Lemma 3.8, the second part can be proved by same
method. The following estimates will be used later.
Lemma A.8 For 0 ≤ j ≤ r+n − 1, it holds that
|θ¯j − θj | ≤ λ−2r
+
n−1(1−3)+2j . (A.25)
Proof. From Lemma A.1 we have
|s¯n − sn−1| ≤ µ−2r
+
n−1(1−)+3 ≤ λ−2r+n−1(1−3). (A.26)
Recall that for any linear map L : R2 → R2 and w ∈ R2 with |w| = 1, it holds that
|(DL¯)w¯| = 1|Lw|2 , where w ∈ RP1 corresponds to w. From the fact that ‖A(x)‖ = λ for any
x ∈ S1, we have |(DA¯)w¯| ≤ λ2 for any w ∈ R2 with |w| = 1.
From the definition of θj , θ¯j , we know that θj = An−1(xj−1) θj−1 and θ¯j = An−1(xj−1) θ¯j−1.
Moreover, θ0 = sn−1 and θ¯0 = s¯n. Thus
|θ¯j−θj | = |Λ¯·(φn−1(xj−1)+θ¯j−1)−Λ¯·(φn−1(xj−1)+θj−1)| ≤ ‖DΛ¯‖·|θ¯j−1−θj−1| ≤ λ2·|θ¯j−1−θj−1|
From (A.26), we then obtain
|θ¯j − θj | ≤ λ2 · |θ¯j−1 − θj−1| ≤ · · · ≤ λ2j · |θ¯0 − θ0| ≤ λ−2r
+
n−1(1−3)+2j .
uunionsq
Similar to (A.9), we have
dθ˜j
dx = f(λ, θ˜j+1 + φn−1(xj+1)) · (
dθ˜j+1
dx + φ
′
n−1(xj+1)),
d ˜¯θj
dx = f(λ,
˜¯θj+1 + φn−1(xj+1)) · (d
˜¯θj+1
dx + φ
′
n−1(xj+1)),
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where θ˜j =
pi
2 + θj − φn−1(xj) and ˜¯θj = pi2 + θ¯j − φn−1(xj) with θ0 = sn−1 and θ¯0 = s¯n. For
convenience, we will still use notations θj and θ¯j to denote θ˜j and
˜¯θj . Then we obtain, for
0 ≤ j ≤ r+n−1 − 2 and 1 ≤ s ≤ r+n−1 − 1− j,
dθj
dx =
∑j+s
i=j+1
∏i
t=j+1 ft · φ′n−1(xi) +
∏s
t=1 fj+t · dθj+sdx
:=
∑j+s
i=j+1Hj,i(x, θj+1, · · · , θj+s) +
∏s
t=1 fj+t · dθj+sdx
:= Hj(x, θj+1, · · · , θj+s) +
∏s
t=1 fj+t · dθj+sdx ,
where ft = f(λ, θt + φn−1(xt)).
Similarly,
dθ¯j
dx can be written as the form
dθ¯j
dx
= H¯j +
s∏
t=1
f¯j+t · dθ¯j+s
dx
with H¯j = Hj(x, θ¯j+1, · · · , θ¯j+s).
To prove Lemma 3.8, it is sufficient to prove
Lemma A.9 Let 0 ≤ k ≤ min{l, r+
1
10
n−1}, 0 ≤ j ≤ 12r+n−1, s = [(r+n−1)
2
3 ] with n  1. Then it
holds that
|d
kθj
dxk
− d
kθ¯j
dxk
| ≤ ‖φn−1‖k · (r+n−1)4k
2 · λ−s+2k · kk · λk4 · gs+j(k). (A.27)
Remark. Note that θ0 = sn−1 and θ¯0 = s¯n, Lemma 3.8 follows from Lemma A.9 by taking j = 0,
where we use the fact that gs+j(k) ≤ (2Mr+n−1)4c7(l+1)
3 ≤ λ 13 s if λ, n 1.
Proof of Lemma A.9 The proof for the case k = 0 can be obtained by lemma A.8.
For the case k > 0, from Lemma A.7, one sees that, for K = (Kj+1, · · · ,Kj+s) with Ki =
(ki,1, · · · , ki,li), j + 1 ≤ i ≤ j + s,
|DKiθi| ≤
∏li
t=1 k
ki,t
i,t · λk
4
i,t · ‖φn−1‖ki,t · gi(ki,t) ≤ |Ki||Ki| · λ|Ki|
4 · ‖φn−1‖|Ki| · gi(|Ki|),
(A.28)
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which, together with (A.21), implies
| dk−1
dxk−1 (
∏s
i=1 fj+i)|
≤
∑
L = (k0, l1, · · · , ls)
k0 + k1,1 + · · · + ks,ls = k − 1
|DL(
s∏
i=1
fj+i) ·Dkj+1θj+1 · · ·Dkj+sθj+s|
≤
∑
L = (k0, l1, · · · , ls)
k0 + k1,1 + · · · + ks,ls = k − 1
4|L| · (|L|!)2 · ‖φn−1‖k0 · P |L|s+|L| · λ−s+2|L|gj+s(1)·
(k − k0)k−k0 · λ(k−k0)4 · ‖φn−1‖k−k0 · gj+s(k − 1− k0)
≤ P ks+1+k · 4k · (k!)2 · kk · λk
4‖φn−1‖k · P ks+k · λ−s+2k · gj+s(k)
≤ (s+ 1 + k)2k · 4k · (k!)2 · kk · λk4 · ‖φn−1‖k · λ−s+2k · gj+s(k).
Since k + s r+n−1, the above estimates imply that, for n 1,
|dθj
dx
−Hj |Ck , |
dθ¯j
dx
− H¯j |Ck ≤
1
2
· r+4k2n−1 · kk · λk
4 · ‖φn−1‖k · λ−s+2k · gj+s(k). (A.29)
Hence to prove Lemma A.9, it is sufficient to estimate |dkH¯j
dxk
− dkHj
dxk
|.
Assume (A.27) holds for k. We now prove (A.27) holds for k+1. Let Jj be the set for all the
pairs (Sj , Kt) such that Sj = (sj , · · · , sj+s),Kt = (kt,1, · · · , kt,st) with 0 ≤ j ≤ 12r+n−1, j + 1 ≤
t ≤ j + s, kt,1, · · · , kt,st ≥ 1 and sj + |Kj+1|+ · · ·+ |Kj+s| = k. Then we have
|dkHj
dxk
− dkH¯j
dxk
|
≤∑Jj |DSjH¯j ·DKj+1 θ¯j+1 · · ·DKj+s θ¯j+s −DSjHj ·DKj+1θj+1 · · ·DKj+sθj+s|
≤∑Jj (|DSj (H¯j −Hj) ·DKj+1θj+1 · · ·DKj+sθj+s| +∑
1≤t≤s |DSjHj ·DKj+1θj+1 · · ·DKj+t(θ¯j+t − θj+t) · · ·DKj+s θ¯j+s|
)
:=
∑
Jj
(E0 +
∑
1≤t≤sEt).
From (A.28), we have
|DKj+1θj+1 · · ·DKj+sθj+s| ≤ kk · λk4 · gj+s(k) · ‖φn−1‖k−sj .
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Let e1 = (1, 0, · · · , 0), · · · , et = (0, · · · , 1, · · · , 0), · · · , es = (0, · · · , 1). Then from (A.18) and
(A.25),
|DSj (H¯ji −Hji)| ≤
∑
1≤t≤s ‖DSj+etHji‖ · |θ¯j+t − θj+t|
≤∑1≤t≤s 4|Sj |+1 · ((|Sj |+ 1)!)2 · ‖φn−1‖|Sj |+1 · P |Sj |+1i−j+|Sj |+1 · λ−(i−j)+2(|Sj |+1) · gj(1) · λ−2(r+n−1(1−3)−(j+t))
≤ ‖φn−1‖|Sj |+1 · (8s(|Sj |+ 1))|Sj |+3 · λ−r
+
n−1+2(k+1) · gj(1).
In the above, we use the fact thats j + t <
2r+n−1
3 and  <
1
10 , λ 1.
Consequently, we obtain
E0 ≤ ‖φn−1‖k+1 · (k + 1)k+1 · λ(k+1)4 · (r+n−1)k+4 · λ−r
+
n−1+2(k+1) · gj+s(k + 1).
From (A.22) and the inductive assumption for the case k, we have the following estimate:
|DKj+t(θ¯j+t − θj+t)| ≤ |∂
kj+t,1 θ¯j+t
∂xkj+t,1
· · · ∂
kj+t,sj+t θ¯j+t
∂x
kj+t,sj+t
− ∂
kj+t,1θj+t
∂xkj+t,1
· · · ∂
kj+t,sj+t θj+t
∂x
kj+t,sj+t
|
≤∑1≤m≤sj+t ∣∣∣∣∂kj+t,1θj+t∂xkj+t,1 · · · ∂kj+t,m (θ¯j+t−θj+t)∂xkj+t,m · · · ∂kj+t,sj+t θ¯j+t∂xkj+t,sj+t
∣∣∣∣
≤∑1≤m≤sj+t (∏r 6=m(kj+t,r)kj+t,r · λk4j+t,r · gj+t(kj+t,r) · ‖φn−1‖kj+t,r) ·
‖φn−1‖kj+t,m · (r+n−1)4k
2
j+t,m · λ−s+2kj+t,m · (kj+t,m)kj+t,m · λk4j+t,m · gj+t(kj+t,m)
≤ |Kj+t||Kj+t| · λ|Kj+t|4‖φn−1‖|Kj+t| · (r+n−1)4k
2
j+t,m · λ−s+2kj+t,m · gj+t(|Kj+t|).
It, together with (A.28) and (A.22), implies if k < min{l, r+
1
10
n−1},
Et ≤ s · 4|Sj | · (|Sj |!)2 · ‖φn−1‖|Sj | · P
|Sj |
s+|Sj | · λ2|Sj | · gj(1)·
‖φn−1‖k+1−|Kj+t| · (k + 1− |Kj+t|)k+1−|Kj+t| · λ(k+1−|Kj+t|)
4 · gj+s(k + 1− |Kj+t|)·
|Kj+t||Kj+t| · λ|Kj+t|4‖φn−1‖|Kj+t| · (r+n−1)4k
2
j+t,m · λ−s+2kj+t,m · gj+t(|Kj+t|)
≤ ‖φn−1‖k+1 · (8(s+ k + 1))4|Sj | · (r+n−1)4k
2
j+t,m · (k + 1)k+1 · λ(k+1)4 · gj+s(k + 1) · λ−s+2kj+t,m+2|Sj |.
Since ki+t,r ≥ 1 for any t, r, it holds that
ki+t,m + si+t − 1 ≤ ki+t,m +
∑
1≤r≤si+t,r 6=m
ki+t,r = |Ki+t|.
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Moreover, for any 1 ≤ u ≤ s, si+u ≤ |Ki+u|. Consequently, from si +
∑
1≤u≤s |Ki+u| ≤ k, we
have
|Si|+ ki+t,m − 1 = si +
∑
1≤u≤s,u 6=t
si+u + si+t + ki+t,m − 1
≤ si +
∑
1≤u≤s,u 6=t
|Ki+u|+ |Ki+t|
≤ si +
∑
1≤u≤s
|Ki+u| ≤ k.
Thus from the fact that 8(s+ k + 1) < r+n−1 and |Sj |, ki+t,m ≤ k, we have
Et ≤ ‖φn−1‖k+1 · (r+n−1)4(k
2+k) · (k + 1)k+1 · λ(k+1)4 · gj+s(k + 1) · λ−s+2(k+1).
Then ∑
Ji
(E0 +
∑
1≤t≤sEt)
≤ P ks+k · [‖φn−1‖k+1 · (k + 1)k+1 · λ(k+1)
4 · (r+n−1)k+4 · λ−r
+
n−1+2(k+1) · gj+s(k + 1)
+s‖φn−1‖k+1 · (r+n−1)4(k
2+k) · (k + 1)k+1 · λ(k+1)4 · gj+s(k + 1) · λ−s+2(k+1)]
≤ 12‖φn−1‖k+1 · (r+n−1)4(k+1)
2 · λ−s+2(k+1) · (k + 1)k+1 · λ(k+1)4 · gs+j(k + 1),
where we use the fact that s ·P ks+k ≤ (s+ k)k+1 ≤ r+4kn−1. It, together with (A.29), implies (A.27)
for the case k + 1. Thus we finish the proof of Lemma A.9.
uunionsq
A.4 Proof of Lemma 5.1 and 5.3
Proof of Lemma 5.1 Define
ψ(x) =
{
e−
1
x2 , x > 0
0, x ≤ 0.
Let
w1 =
{
w0(x), x ≤ 0
w0(−x), x > 0,
where w0(x) =
ψ(x+2)
ψ(x+2)+ψ(−x−1) .
Then we define fn be a pi-periodic function such that
fn(x) = w1(10q
2
n(x− c1)), x ∈ [c1 −
pi
2
, c1 +
pi
2
].
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We will check fn satisfy (5.5) and (5.6). Without loss of generality, we assume x− c1 ≤ 0. Then
fn(x) =
ψ(10q2n(x− c1) + 2)
ψ(10q2n(x− c1) + 2) + ψ(−10q2n(x− c1)− 1)
. (A.30)
If in addition |x− c1| ≤ 110q2n , then −1 ≤ −10q
2
n(x− c1)− 1 ≤ 0. Thus ψ(−10q2n(x− c1)− 1) = 0,
which implies fn(x) = 1.
For x ∈ [pi2 − c1, pi2 + c1]\In, |10q2n(x− c1)| ≥ 10. Then for x− c1 ≤ 0, it holds that 10q2n(x−
c1) + 2 ≤ −8, which implies ψ(10q2n(x− c1) + 2) = 0. Hence fn(x) = 0.
Combining these with the fact that 0 ≤ w0(x) ≤ 1 for any x, we obtain (5.5).
To deal with (5.6), we first estimate ψ(r)(x) for r ∈ N. Obviously, ψ(r)(0) = 0. For x 6= 0, by
direct computations, we have
|ψ(r)(x)| = |∑l1+···+ls=r e− 1x2 · (−x−2)(l1) · · · (−x−2)(ls)|
≤∑l1+···+ls=r(l1 + 1)! · · · (ls + 1)! · e− 1x2 · x−(2s+l1+···+ls)
≤ r! · (2r)! · e− 1x2 · x−3r ≤ ((2r)!)2e− 1x2 · x−3r.
(A.31)
In the last inequality, we use the facts that the number of terms in the sum is not more than r!
and that k1! · k2! ≤ (k1 + k2)!.
Next we estimate the maximum of the function ψr(x) = e
− 1
x2 · x−3r for x > 0.
Let
ψ′r(x) = (2x
−3 − 3rx−1) · ψr(x) = 0.
We obtain the unique extreme point
x∗r = (
2
3r
)
1
2 . (A.32)
Since ψr(x) → 0 as x tends to 0 or ∞, x∗r is the unique maximum point for ψr on x > 0. It is
easy to see that
|ψr(x∗r)| = e−
3r
2 · ( 23r )−
3
2
r ≤ r2r.
Thus we obtain
|ψ(r)(x)| ≤ ((2r)!)2 · r2r ≤ (2r)6r. (A.33)
From the definition, we have f
(r)
n (x) = (10q2n)
r · w(r)0 (y) with y = 10q2n(x − c1). From the
fact that w1 is even, we only need to consider y ≤ 0. for y ≤ −2, ψ(y + 2) = 0 or equivalently
w0(y) = 0, it is sufficient to consider the situation −2 ≤ y ≤ 0.
If y ∈ [−2,−32 ], it holds that −y − 1 ∈ [12 , 1], which implies that ψ(−y − 1) ≥ miny∈[ 12 ,1].
Otherwise, if y ∈ [−32 , 0], we have y + 2 ∈ [12 , 2], then ψ(y + 2) ≥ miny∈[ 12 ,2] ψ(y). In conclusion,
we obtain
min
y∈[−2,0]
(ψ(y + 2) + ψ(−y − 1)) ≥ min
y∈[ 1
2
,2]
ψ(x) = e−4. (A.34)
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Thus
|w(r)0 (y)| ≤
∑
|R|=r |ψR(y)|,
where R = (r1, l1, · · · , ls) and
ψR(y) = (ψ2 + ψ−1)−(1+s) · ψ(r1)2 · (ψ2 + ψ−1)(l1) · · · (ψ2 + ψ−1)(ls)
with ψ2 = ψ(y + 2) and ψ−1 = ψ(−y − 1).
From (A.33) and (A.34), we have
|ψR| ≤ e4(1+s) · (2r1)6r1 · 2s ·
∏
1≤i≤s(2li)
6li
≤ e4(1+s) · 2s · (2r)6r ≤ (8r)6r.
Thus |w(r)0 (y)| ≤ (r + 1)! · (8r)6r, which leads that
|f (r)n (x)| ≤ (10 · qn)2r · (r + 1)! · (8r)6r ≤ (qn)2r · (8r)8r ≤ (qn)3r
if r ≤ [q
1
10
n ]. uunionsq
Proof of Lemma 5.3 Similar to (A.31) in the proof of Lemma 5.1, we obtain that
|φ(r)0 (x)| ≤ ((2r)!)2e−
1
xa · x−3r.
From (A.32), x∗r = (
2
3r )
1
2 is the unique extreme point for the function e−
1
x2 · x−3r. Since for
0 ≤ r ≤ [qan], it holds that x∗r > q−2n . Thus on In, if n 1, we have
|φ(r)0 (x)| ≤ ((2r)!)2e
− 1
q−2an · q6rn ≤ e−
q2an
4 .
uunionsq
A.5 Proof of Lemma 5.2
First we have the following estimate for ‖φn‖k.
Lemma A.10 For any n, k ∈ N with n ≥ N , it holds that
‖φn‖k ≤ ((3k)! · kk · λk4)n−N+1 ·
n∏
t=N
q3kt · ‖φ0‖k. (A.35)
Proof. Let Lk be the set for all integer vectors K = (k1, · · · , km) with m ≥ 1, k1, · · · , km ≥ 1
and |K| = k.
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For n = N , from (A.20) and Lemmas 5.1 and A.7 it is easy to see that
‖φN‖k = maxK∈Lk
∏
1≤i≤m ‖φN‖Cki ≤ maxK∈Lk
∏
1≤i≤m(‖φ0‖Cki + ‖φN − φ0‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φ0‖Cki + ‖(sN − s0) · fN‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φ0‖Cki + ‖φ0 · fN‖Cki + ‖sN · fN‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(1 + (ki + 1)! · q3kiN (1 + kkii · λk
4
i ))‖φ0‖ki
≤ maxK∈Lk
∏
1≤i≤m(ki + 2)! · q3kiN · kkii · λk
4
i ‖φ0‖ki
≤ (3k)! · kk · λk4 · q3kN · ‖φ0‖k.
Thus we prove (A.35) for the case n = N .
Assume (A.35 holds true for the cases N, · · · , n, we will prove it holds for the case n+ 1.
From (A.20), the inductive assumption and Lemmas 5.1 and A.7, we have
‖φn+1‖k = maxK∈Lk
∏
1≤i≤m ‖φn+1‖Cki ≤ maxK∈Lk
∏
1≤i≤m(‖φn‖Cki + ‖φn+1 − φn‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φn‖Cki + ‖(sn+1 − sn) · fn+1‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φn‖Cki + ‖sn · fn+1‖Cki + ‖sn+1 · fn+1‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φn‖ki + (ki + 1)! · q3kin+1 · ‖sn‖Cki + (ki + 1)! · q3kin+1 · ‖sn+1‖Cki )
≤ maxK∈Lk
∏
1≤i≤m(‖φn‖ki + (ki + 1)! · q3kin+1 · kkii · λk
4
i ‖φn−1‖ki + (ki + 1)! · q3kin+1 · kkii · λk
4
i ‖φn‖ki)
≤ maxK∈Lk
∏
1≤i≤m 3(ki + 1)! · q3kin+1 · kkii · λk
4
i (‖φn‖ki + ‖φn−1‖ki)
≤ 12 · (3k)! · kk · λk
4 · q3kn+1 · (‖φn‖ki + ‖φn−1‖ki) ≤ ((3k)! · kk · λk
4
)n−N+2 ·∏n+1t=N q3kt · ‖φ0‖k.
Thus we complete the proof. uunionsq
Now we prove Lemma 5.2. For any fixed k ≥ 1, we take n0(k) such that (r+n−1)
1
10 > k if
n ≥ n0(k).
From the definition of φ0 in section 5, it follows that
|gs+i(k)| ≤ exp(4M2(s+ i)+2a · 2c7k2) ≤ λ2(s+i)2a·k2
if λ, n 1. Since 2a < 1, from the definition of s and k, we know that
(r+n−1)
3k(r+n−1)
1
10 · λ2k+2s2a·k2 · kk · λk4 ≤ λ 14 s ≤ λ 13 (r+n−1)
2
3 .
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if λ, n 1.
Taking i = 0 and l =∞ in Lemma A.9, we have
|dksn
dxk
− dksn−1
dxk
| = |dkθ0
dxk
− dk θ¯0
dxk
|
≤ ‖φn−1‖k · λ
1
3
(r+n−1)
2
3 · λ−s
≤ ‖φn−1‖k · λ−
2
3
(r+n−1)
2
3 .
if λ,N  1. Then by Lemma A.10, we have
|d
ksn
dxk
− d
ksn−1
dxk
| ≤ ((3k)! · kk · λk4)n−N+1 ·
n∏
t=N
q3kt · ‖φ0‖k · λ−
2
3
(r+n−1)
2
3
if λ,N  1.
Since r+n−1 ≥ qn−1 ≥ (
√
2)n−1, it follows that n ≤ log√2 r+n−1 + 1. On the other hand, since
qn+1 ≤M · qn, one sees that qn ≤Mn. Then it follows that
n∏
t=N
qt ≤
n∏
t=N
M t ≤Mn2 .
Combining these with λ, n 1 and k ≤ (r+n−1)
1
10 , one sees that
((3k)! · kk · λk4)n−N+1 ·∏nt=N q3kt
≤ ((3k)! · kk · λk4)log√2(r+n−1+1) ·M6k log√2 r+n−1+1)
≤ λ 13 (r+n−1)
2
3 ,
which implies that
|d
ksn
dxk
− d
ksn−1
dxk
| ≤ λ− 13 (r+n−1)
2
3 · ‖φ0‖k.
We conclude Lemma 5.2.
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