Identificación de patrones de circulación atmosférica en el Valle de Sogamoso y estimación de su impacto en la calidad del aire mediante un modelo meteorológico avanzado y análisis de trayectorias by Arango Chacón, Cristian Darío
IDENTIFICACIÓN DE PATRONES DE CIRCULACIÓN ATMOSFÉRICA EN EL 
VALLE DE SOGAMOSO Y ESTIMACIÓN DE SU IMPACTO EN LA CALIDAD 
DEL AIRE MEDIANTE UN MODELO METEOROLÓGICO AVANZADO Y 
ANÁLISIS DE TRAYECTORIAS
Cristian Darío Arango Chacón
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Geociencias
Bogotá, Colombia 
2014

IDENTIFICACIÓN DE PATRONES DE CIRCULACIÓN ATMOSFÉRICA EN EL 
VALLE DE SOGAMOSO Y ESTIMACIÓN DE SU IMPACTO EN LA CALIDAD 
DEL AIRE MEDIANTE UN MODELO METEOROLÓGICO AVANZADO Y 
ANÁLISIS DE TRAYECTORIAS
Cristian Darío Arango Chacón
Tesis presentada como requisito parcial para optar al título de:
 Magíster en Ciencias - Meteorología 
Director:
Rodrigo Jiménez Pizarro, Ph.D. 
Codirector:
Alejandro Peña Palacio, Ph.D
Línea de Investigación:
Modelación de la Calidad del Aire 
Grupo de Investigación: 
Grupo de Investigación en Calidad del Aire 
Universidad Nacional de Colombia 
Facultad de Ciencias, Departamento de Geociencias
Bogotá, Colombia 
2014

A mis padres por su gran esfuerzo y gran ejemplo,
A mis hermanos y amigos que siempre me 
motivaron a seguir en los momentos más difíciles, 
a  Angélica, que llegó como llega la lluvia y 
se quedó aún en las tempestades 
“Ojalá podamos ser capaces de seguir
 caminando los caminos del viento,
a pesar de las caídas y las traiciones
 y las derrotas, porque la historia continúa,
más allá de nosotros, y cuando ella
dice adiós, está diciendo: hasta luego.”
Eduardo Galeano
 Agradecimientos
Al  profesor  Rodrigo  Jiménez  por  sus  orientación,  aportes,  colaboración  y 
paciencia en esta investigación. A la profesora Gloria León por que mas allá de 
sus valiosos aportes en esta investigación, ha sido una amiga, una consejera y un 
gran apoyo e inspiración en este proceso de formación como meteorólogo.  A los 
profesores Franklyn Ruiz, Néstor Rojas y Thorsten Beisiegel por sus oportunos 
aportes y colaboración.  A mis compañeros de maestría, especialmente a Arturo 
Lomas que ha sido, no solo un amigo, sino también un maestro. A José Garzón 
por su colaboración en el análisis de topografía. A Oscar Guerrero por su ayuda 
en el manejo del modelo STILT. Al centro de modelamiento científico (CMC) de la 
universidad  del  Zulia  en  Venezuela,  en  cabeza  de  Ángel  Muñoz  por  su 
desinteresado apoyo a la comunidad meteorológica en toda Latinoamerica. 
Resumen
En esta investigación se indagó la capacidad del modelo meteorológico WRF en 
la caracterización de la circulación atmosférica en el valle de Sogamoso, con el 
fin de identificar  los patrones de circulación atmosférica  que afectan la calidad 
del aire de la región  durante el mes de febrero de la campaña CAVASO 2002. 
Para ello se validó el  modelo con 10 simulaciones en términos de topografía, 
usos del suelo y parametrizaciones, principalmente de capa límite planetaria y 
radiación, para luego acoplarlo con el modelo de dispersión lagrangiano STILT. 
Los  resultados  indican  que  el  modelo  suaviza  la  topografía   con  respecto  al 
modelo digital  de elevación del  IGAC, con diferencias en la altura del  terreno 
(HGT) promedio de 200m pero que pueden llegar hasta 1000 metros, así como 
una mejoría en las simulaciones al utilizar los datos MODIS de uso del suelo en 
vez de los datos USGS que el modelo utiliza por defecto. También se encontró 
que  los  esquemas  ACM2  y  Dudhia  para  las  parametrizaciones  de  PBL  y 
Radiación de onda corta presentan los mejores resultados. Con respecto a los 
patrones de circulación, no se encontraron mayores diferencias entre los días de 
baja  y  alta  contaminación  atmosférica,  pero  si  se  identificaron  dos  patrones 
relacionados con la entrada de vientos al valle provenientes del oriente del país y 
del Magdalena Medio, que crean situaciones locales diferentes. 
Palabras  clave:  calidad  del  aire  ,  topografía  compleja,  usos  del  suelo, 
parametrizaciones, simulación meteorológica, simulación lagrangiana .
Abstract
In  this  work  the  ability  of  the  WRF meteorological  model  to  characterize  the 
atmospheric circulation in the valley of Sogamoso is investigated,  in order to 
identify  patterns  of  atmospheric  circulation  affecting  air  quality  in  the  region 
during the February 2002 campaign CAVASO. The WRF model was validated with 
10 simulations in  terms of  topography,  land use,  and parametrizations,  mainly 
planetary boundary layer and radiation, in order to couple it with the lagrangian 
dispersion  model  STILT.  The  results  indicate  that  the  model  smooths  the 
topography with respect to IGAC digital elevation model, with differences in terrain 
height  (HGT)   200m average but  that  can  reach  up to  1000 meters,  and an 
improvement in the simulations using the MODIS land use data instead of the 
USGS data used by the model by default. Also found that the ACM2 and Dudhia 
schemes PBL parameterizations and shortwave radiation have the best results. In 
relation with  circulation patterns, no major differences between days of high and 
low air pollution were found, but two patterns were identified related to the entry of 
the valley winds from the eastern winds and from Magdalena Medio Winds, which 
create different local situations.
Key  words:  air  quality  ,  complex  topography,  land  use,  parametrizations, 
numerical weather prediction, Lagrangian simulation .
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INTRODUCCIÓN
El Valle de Sogamoso es una de las regiones más industrializadas de Colombia y la 
región más densamente poblada de Boyacá.  La calidad del  aire en esta región está 
afectada por un grupo muy heterogéneo de fuentes de emisión, entre las que se incluyen 
tráfico  pesado,  industria  grande,  mediana  y  pequeña,  y  alrededor  de  600  hornos 
artesanales de producción de ladrillo (chircales) y cal altamente contaminantes.  Tan es 
así  que el  Valle  de Sogamoso es reconocido como una de las 6 regiones de mayor 
contaminación  atmosférica  en  Colombia  (Jiménez  et  al,  1999,  2003;  Jiménez,  2005; 
Gómez et al, 1994; Jaramillo, 2001).
La  exposición  a  material  particulado  suspendido  menor  a  10  μm  (PM10)  causa 
enfermedades  respiratorias  y  cardiovasculares.  La  existencia  de  una  relación  entre 
concentración de material particulado, especialmente el  PM10, y los efectos nocivos de 
corto  plazo  (diario)  sobre  la  salud  de  las  personas,  ha  sido  ampliamente  estudiada. 
Trabajos como el de Tellez et al (2000), Sanhueza et al, (2006) y, en Colombia, Martinez 
et al, (2007) han demostrado un aumento del riesgo de mortalidad ante incrementos del 
PM10. La concentración anual de PM10 en el Valle de Sogamoso fue de de 67 μg/m3 en el 
2004, y la máxima concentración alcanzada en un promedio de 24 horas en el 2005 fue 
cercano a los  300 μg/m3.  Este valor  es 2  veces mayor  al  estándar  colombiano (150 
μg/m³).
La complejidad física del problema de contaminación atmosférica en esta región se debe 
no solo a la heterogeneidad espacial, temporal y de composición de las emisiones de 
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contaminantes atmosféricos, sino también a la extrema complejidad topográfica del Valle 
de Sogamoso, la cual intrínsecamente implica complejidad meteorológica.  Por otro lado, 
el Valle de Sogamoso se conecta con el Valle de Tundama, lo cual crea unas situaciones 
complejas en términos de predicción de la circulación de los vientos pues investigaciones 
previas demuestran una convergencia de dos tipos de vientos en la zona: vientos de valle 
– montaña  (provenientes de los llanos orientales y el Magdalena medio propios de este 
tipo de región), y los vientos que circulan entre los dos valles. 
Este problema ha sido llamativo para algunos centros de investigación a nivel nacional e 
internacional.  Es  el  caso  del proyecto Establishment  of  a  Demonstrative  Air  Quality  
Management System in the Sogamoso Valley, Colombia (SAQMS, 2000-2003) (Jiménez 
et al, 1999) permitió, entre otros, establecer la Red de Monitoreo de la Calidad del Aire 
del  Valle  de  Sogamoso (RMCAVAS),  hoy  en  día  administrada  por  CORPOBOYACÁ. 
Como parte del  proyecto SAQMS, también se llevó a cabo la campaña de medición 
CAVASO 2002, durante la cual se hicieron, entre otros, sondeos atmosféricos con un 
balón  cautivo  y  mediciones  de  contaminantes  con  sistemas  DOAS  en  2  sitios  de 
medición (Jiménez et al, 2003; Jiménez, 2005). 
Más  recientemente,  Uribe,  Suárez  y  Barreto  (2009)  desarrollaron  un  proyecto 
encaminado  a  evaluar  la  dispersión  de  PM10 en  el  Valle  de  Sogamoso.  Para  este 
propósito actualizaron el inventario de emisión de PM10 en la región y usaron el modelo 
de  dispersión  AERMOD  como  herramienta  de  cálculo.  Aunque  AERMOD  reproduce 
razonablemente bien los promedios anuales medidos, tiene dificultades en reproducir los 
valores diarios observados.
La  presente  Tesis  de  Maestría  busca  caracterizar  de  los  patrones  de  circulación 
atmosférica  en  el  Valle  de Sogamoso que  afectan  la  calidad  del  aire  y  que  puedan 
explicar los cambios drásticos relativamente rápidos en la concentración de PM10 (como 
se observa en la Figura 2-2 de los aspectos metodológicos). Para este propósito se usó 
el  modelo meteorológico avanzado  Weather  Research and Forecasting  Model (WRF) 
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(Skamarock et al, 2005).  En ese sentido se buscó establecer  el origen del fenómeno de 
ventilación del Valle de Sogamoso y determinar el impacto de la entrada de vientos de 
provenientes de los Llanos Orientales y por el costado norte del valle, es decir, vientos 
provenientes  del  Magdalena  Medio.  El  análisis  se  complementa  con  un  estudio  de 
trayectorias de masas de aire y su influencia sobre las estaciones de medición mediante 
un modelo computacional de tipo lagrangiano.
OBJETIVOS
General
Identificar  los  patrones  de  circulación  atmosférica  regional  y  local  en  el  Valle  de 
Sogamoso mediante simulación validada con el modelo meteorológico WRF, y establecer 
su relación con el transporte de contaminantes mediante análisis de trayectorias.
Específicos
 Plantear  asociaciones  plausibles  entre  patrones  de  circulación  y  episodios  de 
contaminación atmosférica observados, con énfasis en cambios relativamente rápidos 
de concentración de contaminantes.
 Evaluar la respuesta de un modelo de mesoescala (WRF) en la caracterización de la 
circulación atmosférica en el valle de Sogamoso de forma diaria y en situaciones de 
baja y alta contaminación atmosférica. 
 Llevar a cabo un análisis de trayectorias de masas de aire contaminadas desde las 
estaciones de medición hacia las fuentes mediante un modelo computacional de tipo 
lagrangiano.
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1. VALLE DE SOGAMOSO
1.1 Ubicación y características geográficas
El Valle de Sogamoso está localizado en el departamento de Boyacá sobre la Cordillera 
Oriental de los Andes (Figura 1-1). El Valle de Sogamoso está localizado a 2569 m.s.n.m 
y  se extiende  por  el  corredor  del  Alto  Chicamocha,  dentro  del  cual  se  destacan los 
centros  urbanos  de  Paipa,  Nobsa,  Tibasosa,  Duitama  y  Sogamoso.  El  Valle  de 
Sogamoso  tiene  73  km de  longitud  y  8  km  de  ancho,  y  se  encuentra  rodeado  por 
montañas que tienen una altitud que varía entre 2400 y 3000 m.s.n.m (Figura 1-2).
Figura 1-1. Ubicación del Valle de Sogamoso.
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Figura 1-2. Topografía del valle de Sogamoso. (Uribe et. al., 2009)
1.2  Características climatológicas
El hecho de que el Valle de Sogamoso esté ubicado en una zona montañosa implica que 
los regímenes de lluvia y temperatura presentan ciertas modificaciones debido a factores 
de meso y microescala. En general, la mayor parte de la región Andina (incluyendo el  
Valle  de  Sogamoso)  presenta  un  régimen  bimodal  en  la  distribución  anual  de  la 
precipitación  con  cantidades  que  oscilan  entre  los  500  y  los  1000  mm/año  y  picos 
máximos de lluvia hacia abril y octubre. 
Por su parte, la temperatura media en la región Andina se encuentra caracterizada por 
los  pisos  térmicos  estrechamente  ligados  con  la  elevación.  En  los  valles  de  los 
principales río como el Magdalena, el Cauca, el Patía y el Sogamoso, se registran los 
más altos valores, entre 24 y 28°C, mientras que en los altiplanos de Cundinamarca, 
Boyacá y Nariño, la zona montañosa del centro de Antioquia, Cauca y el Viejo Caldas se 
presentan  valores  bajos,  entre  12  y  16°C.  En  la  alta  montaña  se  registran  valores 
inferiores a 8°C. (IDEAM 2005).
A  continuación  se  presenta  una  descripción  climatológica  del  Valle  de  Sogamoso 
basados en la información de dos estaciones de tipo climatológico principal presentes en 
la zona; se trata de las estaciones Aeropuerto Alberto Lleras Camargo , ubicada en el 
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municipio de Sogamoso, con una elevación de 2500 m.s.n.m., latitud 0,541°N y longitud 
72,58°W, y en Belencito, municipio de Nobsa, en la latitud 0,547°N, longitud 72,53° W y a 
una altura de 2530 m.s.n.m. Para el estudio se tomaron en cuenta una serie de 30 años 
(1981 – 2010) para los datos mensuales de precipitación, humedad relativa, temperatura 
media, brillo solar, y viento . 
1.2.1 Precipitación
Como se mencionó anteriormente,  el atlas climatológico del IDEAM señala un régimen 
bimodal para esta zona de la región Andina, hecho que se confirma con el estudio del 
ciclo anual para las dos estaciones. Los meses de mínima precipitación se presentan en 
la temporada Diciembre – Enero - Febrero, con valores entre los 15 mm y los 35 mm, y la 
temporada Junio – Julio – Agosto, con valores entre los 45mm y los 55 mm; mientras que 
la temporada de mayor precipitación se presenta en los meses Abril – Mayo, con valores 
alrededor de los 100mm, y Octubre – Noviembre con valores alrededor de los 80 mm. 
Como se observa en la figura 1-3, el comportamiento de las estaciones analizadas es 
muy similar excepto al principio del año cuando la estación del aeropuerto de Sogamoso 
presenta valores inferiores a los de la estación Belencito. La precipitación anual para la 
zona presenta valores entre los 700 mm y los 750 mm
1.2.2 Temperatura
En la  figura 1-4 se observa el  comportamiento levemente bimodal  de la  temperatura 
media  característico  de  gran  parte  de  la  región  Andina.  Los  valores  máximos  de 
temperatura se presentan hacia los meses de Marzo – Abril (con valores de14,5°C para 
Sogamoso y 16°C para Belencito) y  Noviembre (con valores de 14,5°C para Sogamoso 
y 15,7°C para Belencito),  Mientras que los valores mínimos de temperatura media se 
presentan entre Julio Y Agosto (13,8°C para Sogamoso y 14,9°C para Belencito);  sin 
embargo, la fluctuación intranual de la temperatura media no es mayor a 2°C. El valor 
promedio de la temperatura media anual es de 14,2°C para Sogamoso y 15,6°C para 
Belencito.  Al  igual  que  la  precipitación,  el  comportamiento  de  las  series  de  datos 
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mensuales multianuales de las estaciones estudiadas es muy similar aunque, La estación 
de Belencito presenta valores un poco mas altos que los que presenta Sogamoso. 
Figura 1-3.  Promedios mensuales multianuales de precipitación (1981 – 2010). 
Figura 1-4.  Promedios mensuales multianuales de temperatura (1981 – 2010). 
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1.2.3 Humedad Relativa
La humedad relativa es afectada por el relieve, que puede frenar el paso masas húmedas 
a otras áreas y aumentar la presencia de la humedad en el área a donde llegan estas 
masas, pero en general, las menores o mayores alturas no inciden en la presentación de 
máximos o mínimos de humedad relativa (IDEAM, 2005).
Al  igual  que  las  variables  anteriores,  la  humedad  relativa  presenta  un  ligero 
comportamiento bimodal, principalmente en Belencito, con dos máximos, uno en Mayo y 
luego entre Octubre y  Noviembre (ambos con valores de humedad cercanos al 77%), y 
dos mínimos entre Enero – Febrero (con 71% de humedad) y otro muy leve en Agosto – 
Septiembre. La humedad relativa fluctúa intranualmente entre 70% y 78% para las dos 
estaciones estudiadas y el valor medio anual esta cerca del 75%  (figura 1-5).
Figura 1-5.  Promedios mensuales multianuales de humedad relativa (1981 – 2010). 
1.2.4 Brillo solar
Sobre la mayor parte del territorio colombiano la incidencia de la radiación solar global 
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tiene promedios entre 4,0 y 4,5 kWh/m2 por día, especialmente sobre la Amazonía, la 
Orinoquía,  sectores  del centro  y  sur  de la  región Pacífica  y  gran parte de la  región 
Andina. (IDEAM, 2005)
La figura 1-6 muestra los valores medios multianuales de las horas de brillo solar. Al final 
y  al  comienzo del  año se presentan la  mayor  cantidad de horas de brillo  solar,  con 
valores entre las 200  y las 250 horas/mes, hacia julio se presenta un leve pico con un 
valor cercano a las 140 horas/mes. Por su parte, los meses con menor cantidad de horas 
de brillo solar son abril y octubre con valores entre las 100 y las 130 horas/mes. El valor 
anual  de horas  de brillo  solar  es de 1920 horas para Sogamoso y 1649 horas para 
Belencito.
Figura 1-6.  Promedios mensuales multianuales de brillo solar (1981 – 2010). 
1.2.5 Viento
El viento se determina por la dirección o punto del horizonte desde donde sopla y por su 
velocidad,  de la  cual  depende su mayor  o  menor  fuerza.  Colombia,  por  encontrarse 
geográficamente ubicada entre el Trópico de Cáncer y el Trópico de Capricornio, está 
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sometida a los vientos Alisios que soplan del noreste en el hemisferio norte y del sureste 
en el  hemisferio sur,  aunque en el país, por su terreno complejo,  no tienen siempre 
exactamente  estas  direcciones.  Debido  a  que  Colombia  se  encuentra  en  las 
proximidades del Ecuador, la fuerza de Coriolis, se hace muy pequeña, y por ello los 
vientos están influenciados fuertemente por las condiciones locales y por el rozamiento 
proporcionado por las grandes irregularidades que presenta la cordillera de los Andes al 
ramificarse en tres sistemas que se extienden longitudinalmente a lo largo del país con 
diferentes elevaciones. Además, los dos mares que bañan el territorio nacional también 
tienen su papel en el comportamiento del viento. (modificado de IDEAM, 2005).
En el valle de Sogamoso el ciclo diurno del viento se ve afectado principalmente por el 
fenómeno de valle  montaña,  haciendo  frecuentes  las  inversiones  térmicas  que  tanto 
afectan la  calidad del  aire del  sector.  Durante el  día los vientos se dirigen hacia las 
montañas  producto  del  calentamiento,  mientras  que  en  la  noche  se  presenta  el 
comportamiento inverso  con vientos más débiles. A este fenómeno se suma la isla de 
calor  que  se  forma  en  las  áreas  urbanas  en  el  que  el  calor  retenido  por  las 
construcciones y las carreteras de la ciudad puede hacer mas intensas las brisas de valle 
montaña. Desafortunadamente no existe a suficiente cantidad de datos en el sector para 
establecer una climatología de vientos, tan es así que de las dos estaciones estudiadas 
solo la de Belencito posee datos de  viento. Los trabajos de Rodríguez y Rojas (2003) y 
Uribe  et al. (2009), coinciden en afirmar que la velocidad del viento oscila entre 0,5 m/s y 
2,1m/s en promedio a lo largo del año, mientras que la dirección del viento predominante 
es  la  noreste  (influenciada  por  los  vientos  alisios)  y  la  sureste  (influenciada  por  a 
topografía del lugar).
1.2.6 Clasificación climática
El  estudio  climatológico  se  desarrolla  según  cuatro  sistemas  de  clasificación 
internacionalmente adoptados: Caldas – Lang, Thornthwaite, Martonne, y Köeppen Estos 
métodos se describen ampliamente en Eslava (1994). Los datos que se utilizan para la 
clasificación son los promedios mensuales multianuales de la normal climatológica 1981-
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2010 de las variables temperatura y precipitación para cada estación con sus respectivas 
altitudes y latitudes. Los datos para realizar la clasificación climática de Sogamoso fueron 
tomados  de   la  estación  Aeropuerto  Alberto  Lleras  Camargo  que  se  mencionó 
anteriormente. 
Clasificación climática según Caldas – Lang
El sistema de clasificación climática establecido por el sabio Caldas en 1802, aplicado al 
trópico americano, se basa únicamente en la variación altitudinal de la temperatura. Por 
su parte Lang en 1915 estableció su clasificación basado en el cociente que se obtiene al 
dividir el valor de la precipitación  anual (mm) por la temperatura media anual (°C). este 
cociente se llama índice de efectividad de la precipitación o factor de lluvia de Lang. El 
sistema unificado Caldas – Lang define 25 tipos climáticos que se denominan teniendo 
en cuenta primero el valor de la temperatura media anual (piso térmico según Caldas) y a 
continuación con el  valor  de la precipitación media anual se define el  factor  de Lang 
(Eslava, 1994). En este sentido se presenta la tabla 1-1 que muestra el resumen de la 
clasificación Caldas – Lang, según la cual, el clima para Sogamoso sería frio semiárido, 
con un factor de Lang de 52,3.
Tabla  1-1. Clasificación  climática  según  Caldas  –  Lang  Para  la  estación  de 
Sogamoso.
Altitud 2500 m Piso 
térmico
Frio
(F)
Temperatura 
promedio 
anual 
14,2 °C Factor de 
Lang 
(P/T)
52,3
Precipitación 
anual
744 mm
Grado de humedad Semiárido (sa)
Tipo Climático Frio Semiárido (Fsa)
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Clasificación climática según De Martonne
Hecha en 1937, se trata de un índice de aridez (IM) que utiliza la precipitación total anual 
(P) en mm, la temperatura media anual (T) en °C, la precipitación del mes más seco (Ps) 
en mm, y la temperatura de ese mismo mes (Ts) en °C; el índice se halla mediante la 
siguiente formula (IDEAM, 2005):
Im=
P
2 (T+10 )
∗
12Ps
Ts+10
Según la clasificación sistematizada de De Martonne se presenta en la tabla 1-2, el clima 
para Sogamoso sería húmedo con un índice de aridez de 20,96
Tabla 1-2. Clasificación climática según De Martonne para la estación Sogamoso
Temperatura 
promedio anual
14,2 °C Índice de 
aridez (IM)
Precipitación anual 744 mm
20,96
Temperatura mes 
más seco.
13,9°C
Precipitación mes 
más seco 
22 mm
Tipo Climático Húmedo (C)
 
Clasificación climática según  Thornthwaite
En este sistema de clasificación climática predominan los conceptos de humedad que se 
reflejan en la utilización de índices que se definen teniendo en cuenta la precipitación 
media anual (P), la evapotranspiración potencial anual (EP), el déficit de agua anual (D) y 
el exceso de agua anual (EX) (Eslava, 1994). Este tipo de clasificación es muy utilizada 
con fines agroclimáticos.
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Este tipo de clasificación exige realizar un balance hídrico que se presenta en el anexo 1. 
De acuerdo a este balance se obtienen los datos de la tabla 1-3.  La primera letra de la 
clasificación climática para Sogamoso está definida por el factor de humedad, la segunda 
letra está definida por el Índice de aridez (ya que es un clima de tipo B), la tercera letra 
está definida por  el  índice  de eficiencia  termal,  y  la  cuarta  letra está  definida por  el 
coeficiente de concentración estival.
Según la tabla 1-3, el tipo de clima que caracteriza a Sogamoso de acuerdo al modelo de 
Thornthwaite  es:  moderadamente  húmedo,  poca  o  nada  deficiencia  de  agua, 
mesotermal, con pocas variaciones de temperatura media en el año.
Tabla 1-3. Clasificación climática según Thornthwaite para la estación de 
Sogamoso.
Factor de 
Humedad
47,1 B2
Índice de 
aridez
0 r
Índice de 
eficiencia 
termal
673 B´1
Coeficiente de 
concentración 
estival
25,1 a´
Tipo Climático: B2rB´1a´
Clasificación climática según   Köeppen
Se basa en la temperatura media en grados centígrados (°C) y en la precipitación en 
milímetros (mm) de lluvia y en algunos casos en centímetros (cm) de lluvia, y considera 
una estación de verano entre marzo y septiembre y una de invierno entre octubre y 
marzo para el hemisferio norte, y lo contrario para el hemisferio sur. Define cinco grandes 
clases climáticas que se distinguen por letras así:
A (climas tropicales lluviosos), B (climas secos), C (climas templados o mesotermales), D 
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(Climas boreales) y E (climas de nieves perpetuas). A su vez cada uno de estos grupos 
están subdivididos en otros, obteniéndose al final 13 tipos fundamentales de climas (dos 
letras),  que  pueden  ser  divididos  en  otros  subgrupos  que  dan  una  tercera  letra  y 
desglosan aún con más detalle los diferentes climas.
Las  tabla  1-4  contiene  la  información  de  la  clasificación  para  Sogamoso.  Como  la 
precipitación anual en cm es mayor que 2 veces la temperatura media anual, entonces la 
primera letra está entre A,C,D. ahora bien, como la temperatura del mes más cálido está 
entre -3 y  18°C,  entonces se toma la C como la  primera letra.  Ahora bien,  como la 
precipitación  del  mes  más  húmedo  no  es  10  veces  mayor  que  el  mes  más  seco, 
entonces la segunda letra es f. Según esto, el clima de Sogamoso de acuerdo al modelo 
de Köeppen es:  Templado húmedo (mesotermal)  con lluvias de moderada intensidad 
todo el año.
Tabla 1-4. Datos de la estación de Sogamoso para la clasificación climática de Köeppen.
Temperatura 
mes mas cálido
14,6°C
Temperatura 
mes mas frio
13,9°C
Temperatura 
media anual
14,2°C
Precipitación 
anual
 
744cm
Precipitación  del 
mes más seco
22 mm
Tipo de clima Cf
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En síntesis,  los cuatro sistemas de clasificación coinciden en que Sogamoso es una 
región húmeda,  el  modelo de Caldas – Lang dice  además que es una región fría  y 
semiárida,  pues  está  ubicada  a  gran  altura  sobre  la  cordillera  oriental  y  el  modelo 
Thornthwaite predice que es una región con poca deficiencia de agua lo que favorece 
cultivos como la papa. Este último y el modelo de Köeppen coinciden en que es una 
región mesotermal, es decir, templada.
1.3 Calidad del aire del valle de Sogamoso
Como es bien sabido, la principal fuente de contaminación en el Valle de Sogamoso son 
los hornos de chircal o unidades productoras de ladrillo o de cal, las cuales utilizan como 
combustible carbón térmico. Éste fenómeno redimensiona el problema, no solo en un 
ámbito ambiental, sino también en un ámbito socioeconómico ya que cada horno genera, 
en promedio, empleo para cinco personas, lo que lo convierte en una de las principales 
actividades económicas  del sector junto a la actividad industrial de grandes empresas 
cementeras  y  siderúrgicas.   Empresas  como  Sidenal,  Hornasa,  Indumil,  entre  otras, 
ubicadas en el Parque Industrial, junto a Acerías Paz del Río, Holcim, Argos y las caleras 
que operan desde Nobsa y los hornos alfareros situados en el área rural del municipio, 
son responsables de emitir más de 40.000 toneladas anuales de material particulado a la 
atmósfera.
Estos focos contaminantes superan en algunos casos la norma nacional de calidad del 
aire, contemplada en la Resolución 610 de 2010, y a través de la cual se establece un 
límite de emisión de material particulado de 100 microgramos por metro cubico. En el 
caso  del  Valle  de  Sogamoso  las  emisiones  alcanzan  los  180  microgramos  por  día, 
situación que incide directamente en la calidad de vida de la población que allí reside. 
Las concentraciones anuales de material particulado MP10, medidas en la   estación El 
recreo de la Red de Monitoreo de la Calidad del Aire (RMCA) de  Sogamoso, muestran 
una tendencia decreciente, mostrando en el 2004 una   concentración de 67,10 μg/m3, 
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en el  2006  de  55,61  μg/m3 y  de  53.5  μg/m3 para   el año  2007.  Sin  embargo,  las 
condiciones  meteorológicas  del  Valle  y su  topografía  de  montaña-valle  facilitan  la 
aparición de fenómenos esporádicos de  inversión térmica que exponen a la población a 
niveles de contaminación alto (Uribe et al., 2009).
Según el IDEAM en el Informe Anual sobre el Estado del Medio Ambiente y los Recursos 
Naturales  Renovables  en  Colombia  (IDEAM,  2007),  el  Valle  de  Sogamoso  no  tiene 
problemas de contaminación por CO ni SO2, pero si por O3 y PM10. En el caso del O3 los 
límites  permisibles  horarios  y  de  ocho  (8)  horas  son  superados  durante  los  3  años 
analizados (2004 - 2006), con concentraciones máximas que alcanzan los 93 ppb. Ahora 
bien, en el caso del PM10 todas las concentraciones anuales se encuentran por encima 
de los 50 μg/m³ (el limite anual permitido según la norma 610 de 2010 del Ministerio de 
Ambiente,  Vivienda  y  Desarrollo  Territorial  es  precisamente  50  μg/m³),  y  las 
concentraciones diarias pueden llegar a valores de 275 μg/m³ (superando también la 
norma  610 de 2010 que establece 100 μg/m³ como límite máximo diario).
Por  otro  lado,  la  actividad  industrial  del  sector  está  acompañada  de  altos  flujos 
vehiculares  que  han  dado  lugar  a  la  construcción  de  la doble  Calzada  Briceño-
Sogamoso, lo cual incrementará aún más las emisiones de gases provenientes de la 
quema de combustibles fósiles. Precisamente este hecho influenció una investigación de 
medición de huella de carbono en el  Valle de Sogamoso tanto de fuentes fijas como 
móviles, arrojando que es éste último el que genera una huella ecológica mas alta, lo que 
confirma  que hay saturación de vehículos en el Valle de Sogamoso (Avellaneda, 2007).
1.3.1 Calidad del aire y salud
Gran cantidad de estudios  han señalado la  estrecha relación entre la  contaminación 
atmosférica y enfermedades respiratorias. Rodríguez Y Rojas (2003) hacen un resumen 
de los reportes de los casos que llegan a urgencias en el Hospital Regional de Sogamoso 
en el que se indica que las infecciones respiratorias son la primera causa de morbilidad 
en niños menores de 1 año y personas mayores de 60 años.
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Por  su  parte,  Uribe  et.  al.,  (2009) mencionan  que,  según  datos  del  consolidado  del 
Sistema Básico de Información en Salud - SBIS que registra enfermedades transmisibles 
y de notificación obligatoria,  las principales causas de morbilidad para el municipio de 
Sogamoso en el 2005, se deben principalmente a Infección Respiratoria Aguda (39,2%), 
Hipertensión arterial (29,6%) y Enfermedad Diarreica Aguda y Poliparasitismo Intestinal 
(12,3%). En términos de mortalidad se destacan la  Enfermedad Pulmonar Obstructiva 
Crónica con el 8,8% de los casos y la  hipertensión arterial con el 7,7% de los casos.
1.3.2 Fuentes de emisión 
Como se mencionó anteriormente, la industria en el Valle de Sogamoso está centrada en 
la producción derivada de la minería como lo es la producción de ladrillo y cal, y también 
por la industria cementara y metalúrgica. De acuerdo a ésto, la mayoría de fuentes de 
emisión se pueden clasificar  en dos grandes grupos:  el  de las empresas industriales 
pesada  y el de las empresas artesanales. Sin embargo, el Valle de Sogamoso también 
cuenta con algunas industrias medianas y, en menor medida, con emisiones de tipo móvil 
por el transporte de carga.  La figura 1-7 muestra la ubicación de las fuentes de emisión 
según el inventario de emisiones realizado por Uribe et al. (2009).
Empresa industrial pesada:
En el valle de Sogamoso se encuentran concentradas el mayor número de empresas del 
corredor  Industrial  de  Boyacá.  Éste  tipo  de  industria  se  encuentra  conformada  por 
empresas de cemento en las cuales se destacan Holcim y Argos, las siderúrgicas Acerías 
Paz del Río (ACPR) y Siderúrgica Nacional (Sidenal), además se encuentran ubicadas la 
industria militar (Indumil) y Hornos Nacionales (Hornasa). 
Empresa industrial artesanal:
Estas empresas están constituidas en su mayoría por unidades productoras de ladrillo 
(chircales) y de cal, las cuales utilizan como combustible carbón térmico. En casi todos 
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los municipios del Valle de Sogamoso se presenta actividad artesanal. Según Jaramillo, 
F. (2001), tanto los chircales como las minas se encuentran ubicados principalmente en 
Sogamoso  (605  hornos  aproximadamente)  y  las  caleras  en  Nobsa  (173  hornos 
aproximadamente),  aunque  también  hay  presencia  en  Tunja  donde  existen 
aproximadamente 130 hornos para la producción de ladrillo, en su mayoría ubicados en 
zona rural, y en el municipio de Samacá que se dedica principalmente a la producción de 
coque utilizando como base el carbón explotado en la misma región. 
La presencia de chircales es mayor que la de las caleras y las minas, ocupando el 51% 
de la industria artesanal, mientras que las caleras ocupan un 19% y las minas un 30% . 
La extracción de materiales en las minas se realiza de manera tradicional, con muy poca 
tecnología;  los materiales que se extraen son:  carbón,   arcilla  para la  producción de 
ladrillos; arena, para la producción de cemento y destinada para la construcción; y calizas 
para los procesos de caleras,  roca fosfórica y recebo, estos dos últimos en menores 
volúmenes que  los  anteriores  debido a  la  poca  comercialización  que tienen  entre  el 
sector productivo (Uribe et al., 2009).
Figura 1-7. Fuentes de emisión en el Valle de Sogamoso
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Empresa industrial mediana:
La  empresa  mediana  se  encuentra  conformada  por  10  actividades  productivas, 
trituración, trefilación, metalurgia, materiales refractarios laminación, fundición, concreto, 
cemento, centros de acopio y asfalto. La actividad que conforma la mayor parte de este 
sector industrial son los centros de acopio con un 35% (Uribe et al., 2009).
1.3.3  Red para el monitoreo de la calidad del aire en el Valle de 
Sogamoso
Los primeros esfuerzos de monitoreo de material particulado en el Valle de Sogamoso 
datan de 1983, cuando el Ministerio de Salud donó tres medidores de alto volumen de 
partículas en suspensión (TSP). Estas mediciones se ejecutaron hasta el año 1990 . La 
veracidad de estas mediciones se ha puesto en prueba debido a la inconsistencia y a la 
interrupción en las mediciones, que a su vez se le atribuye a la mala operación de los 
equipos de monitoreo, a la deficiente infraestructura y al no cumplimiento de las normas 
generales de localización de equipos (Jaramillo, 2001). 
La red para el monitoreo de la calidad del aire en el Valle de Sogamoso nació entre los 
años  de  1999  y  2000,  con  la  colaboración  de  varias  organizaciones  nacionales  e 
internacionales como el World Laboratory, La Ecole Polytecnique Federale de Lausanne, 
La Corporación Autónoma de Boyacá,  La Universidad de los Andes,  y la Alcaldía de 
Sogamoso . El diseño e implementación de la red estuvo a cargo de la Universidad de los 
Andes en el año 2001. Se instalaron 4 estaciones con diferentes características.
En la tabla 1-5 se presenta la información sistematizada de los parámetros medidos, 
tanto de contaminantes como meteorológicos, en las estaciones de la red de calidad del 
are del Valle de Sogamoso. Por otro lado, en la Figura 1-8 se presenta la ubicación de 
dichas estaciones dentro del valle. 
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Tabla 1-5. Parámetros medidos en las estaciones de la RMCA - Valle de Sogamoso . 
(Modificado de Rodríguez y Rojas, 2003)
Estación Variable 
meteorológica
instrumento Altura sobre 
el suelo
contaminante
Recreo
Dirección del 
viento
Veleta
10 m PM 10
Velocidad del 
viento
Anemómetro
Temperatura Termo-
higrómetro
3m O3
Humedad relativa
Radiación solar Actinógrafo 3m NOx
Precipitación Pluviómetro 2.5 m SO2
Bavaria
Dirección del 
viento
Veleta
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Figura 1-8. Ubicación de las estaciones de la RMCA. 
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2. ASPECTOS METODOLÓGICOS
2.1 Datos a utilizar
Como es bien sabido, los modelos regionales requieren datos iniciales y de frontera a 
partir de los cuales realiza sus cálculos y simulaciones. Dichos datos son suministrados 
por diversas fuentes como los modelos de circulación global (GCM por sus siglas en 
inglés).  Adicionalmente,  los  datos  observados  como  los  radiosondeos,  los  datos  de 
satélite, boyas marinas, entre otros; pueden ser asimilados a los resultados de dichos 
modelos globales mediante el Global Data Assimilation System (GDAS), estos datos son 
conocidos  como  re-análisis.  Una  famosa  fuente  de  datos  de  reanalisis  es  Climate 
Forecast System Reanalysis (CFSR) (Suranjana et al., 2010) del Research Data Archive 
(RDA),  manejado por NCAR (National Centers for Atmospheric Research) que cubre el 
periodo comprendido entre enero de 1979 y diciembre de 2010 y tiene una resolución 
temporal de 6 horas, una resolución espacial horizontal de 0,5° y 37 niveles de presión 
desde 1000 mbar hasta 1 mbar . Según la página Reanalyses.org, uno de los conjuntos 
de datos con mejor resolución espacial  para la  región de estudio son los del  CFSR, 
además presentan una facilidad de uso con el modelo WRF, ya que en su página de 
descargas se puede elegir la opción de descargar solo las variables meteorológicas que 
se necesitan para el modelo WRF. 
En cuanto a los datos de observación para validar el modelo se utilizaron los datos de la 
campaña de medición CAVASO 2002, a partir de la cual se configuró la red de calidad del 
aire del Valle de Sogamoso. La estación principal de medición durante dicha campaña 
fue El Recreo, que registro datos, para esa campaña, de  radiación solar, temperatura, 
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humedad relativa, dirección y velocidad del viento; así como muy buenos datos de PM10 
para el mes de febrero de 2002.  También se usaron los datos del balón cautivo lanzado 
en algunos días de la campaña. 
2.2 Herramientas computacionales
Las  simulaciones  meteorológicas  correspondientes  a  esta  investigación  se  realizaron 
haciendo  uso  del  modelo  WRF  versión  3.2.1  (Skamarock  et  al,  2005)  ,  el  cual  es 
ampliamente explicado en el capitulo 3. Para el post procesamiento y visualización de los 
outputs  del  modelo  WRF  se  utilizó  principalmente  la  el  programa  NCL (The  NCAR 
Command  Language)  versión  6.0.0.  [Software] (2011)  (Boulder,  Colorado: 
UCAR/NCAR/CISL/VETS. http://dx.doi.org/10.5065/D6WD3XH5)
Para las simulaciones de trayectorias lagrangianas se utilizó el modelo STILT (Stochastic 
Time-Inverted Lagrangian Transport ) (Lin et. al., 2003),  y el módulo de acoplamiento de 
dicho modelo con WRF, wrf-stilt versión 3.2, los cuales se describen en el capitulo 5. Para 
la visualización de las salidas de este modelo se utilizó la plataforma stilt-R desarrollada 
en el software estadístico R. (Nehrkorn et. al., 2010)
2.3 Metodología
La metodología se dividió principalmente en dos partes: validación del modelo WRF y 
simulación del estudio de caso utilizando WRF-STILT. Para la simulación meteorológica 
se definieron 3 dominios anidados con “two way nesting” (Gill y Pyle, 2008). Un primer 
dominio de 9 km de resolución espacial con 72 x 72 puntos de celda, ubicado sobre la 
zona nororiental de Colombia; un segundo dominio de 3 Km de resolución espacial con 
58 x 58 puntos de grilla,  que incluye parte del departamento de Boyacá;  y un tercer 
dominio de 1 Km de resolución con 46 x 46 puntos de grilla, que abarca la zona del Valle 
de Sogamoso. Los tres dominios están centrados en las coordenadas 5,72° N y -72.92° 
W (Figura 2-1). 
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2.3.1  Validación del modelo WRF
La validación y estudio de sensibilidad del modelo WRF se hizo con el fin, no solo de 
encontrar el juego de parametrizaciones que mejor representen la meteorología del Valle 
de  Sogamoso  para  el  mes  de  Febrero  de  2002,  sino  también  para  determinar  la 
efectividad de usar una alta resolución (1km)  en terrenos complejos y de montaña. La 
utilización  de  una  alta  resolución  espacial  en  modelos  numéricos  de  pronóstico  del 
tiempo es aún motivo de discusión, autores como Jorba (2005) plantean que  el estudio 
de  los  fenómenos  atmosféricos  que  se  acontecen  se  tiene  que  realizar  con  mayor 
resolución  si  el  tipo  de  terreno  de  una  zona  es  más  accidentado.  Por  otro  lado,  la 
mayoría de modelos de calidad del aire implican resolución de malla fina.
Figura 2-1. Dominios definidos para la simulación. En el recuadro hay una ampliación 
de los 3 dominios con los departamentos de Colombia que abarcan.
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La validación del modelo se dividió en tres etapas:
1. Evaluación topografía y usos del suelo:
• topografía USGS – topografía IGAC : en la que se comparan los datos de altura 
del terreno de la USGS y los datos nacionales del IGAC, y se analiza las áreas 
donde USGS subestima o sobrestima la topografía.
• usos del suelo USGS – MODIS (cualitativa) (Lu_index – Landusef): en la que se 
hace un análisis de la representación de estas dos categorías en comparación 
con las categorías del IGAC. 
2. Influencia de la resolución horizontal:
Se compara los resultados de la evaluación meteorológica entre los dominios 2 y 3, que 
son los que tienen salidas horarias, con el fin de determinar las bondades o desventajas 
de utilizar una resolución muy fina (1 km) en comparación de una resolución de 3km. Las 
variables  meteorológicas  y  los  estadísticos  son  los  mismos  que  se  utilizan  en  la 
evaluación de las parametrizaciones con la diferencia de que también se tiene en cuenta 
la humedad específica. 
3. Evaluación de parametrizaciones:
En  esta  evaluación  se  desarrollaron  10  simulaciones  con  diferentes  esquemas  de 
parametrización, según el  diseño experimental que se muestra en la  tabla 2-1. Dicha 
evaluación se enfocó en las parametrizaciones de capa límite planetaria, y radiación solar 
directa,  aunque  se  analizan  todas  las  parametrizaciones  en  conjunto  por  simulación 
entendiendo que el modelo WRF funciona con un sistema holístico de parametrizaciones 
y no con cada una individualmente.  Las variables meteorológicas que se utilizaron en la 
evaluación fueron  radiación solar, temperatura, humedad relativa, dirección y velocidad 
del viento; todas en superficie. 
Los estadísticos utilizados para la validación fueron los recomendados por León (2005). 
principalmente se utilizó: 
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RMSE: El error cuadrático medio es la raíz cuadrada del promedio del cuadrado de las 
diferencias ajustadas individuales entre el  pronóstico (φ i  )  y la observación (φ iobs), 
donde N es el número total de comparaciones pronosticadas. La medida del error total, 
RMSE incluye los componentes sistemáticos y al  azar,  los cuales se pueden separar 
usando medidas para el error sistemático y el error al azar, tales como error de sesgo y 
desviación de estándar: 
 Ecuación 2-1.
donde φ i : es el valor pronosticado para la celda i 
φ iobs :es el valor observado para la celda i 
N : es el número de valores analizados 
MAE: El error absoluto medio es el promedio del valor absoluto de la diferencia entre el 
pronóstico (φ i ) y la observación (φ iobs), donde N es el número total de comparaciones 
pronosticadas.  Tomar  el  valor  absoluto  de  esta  diferencia  fuerza  a  MAE a  tener  en 
cuenta, tanto errores positivos como negativos, así  MAE hace la medida del error total 
del modelo.
 Ecuación 2-2.
donde φ i : es el valor pronosticado para la celda i 
φ iobs :es el valor observado para la celda i 
N : es el número de valores analizados 
BIAS: El  error  del sesgo o BIAS  es una medida de la  fiabilidad del  modelo.   es el 
promedio de la diferencia entre el pronóstico (φ i ) y la observación (φ iobs), donde N es 
el número total de pronósticos comparados. Debido a que BE carece del término en valor 
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absoluto o al  cuadrado,  se permite la  cancelación de errores individuales positivos y 
negativos, poniendo en evidencia solamente el exceso, es decir el error sistemático. 
BE representa la desviación promedio entre los pronósticos y las observaciones. Si  BE 
es positivo, los valores pronosticados tienden a superar a los observados, mientras que si 
el sesgo es negativo sucede lo contrario. 
Ecuación 2-3.
donde φ i : es el valor pronosticado para la celda i 
φ iobs :es el valor observado para la celda i 
N : es el número de valores analizados 
RMSVE: El vector del error cuadrático medio (RMSVE) es simplemente el RMSE
aplicado a las magnitudes del pronóstico y de las componentes observadas del
Vector:
Ecuación 2-4.
donde:
ui : es el valor pronosticado para la celda i de la componente u del viento 
uiobs : es el valor observado para la celda i de la componente u del viento 
vi : es el valor pronosticado para la celda i de la componente v del viento 
v iobs : es el valor observado para la celda i de la componente v del viento 
N : es el número de valores analizados 
Tabla 2-1. Diseño experimental de la evaluación de las parametrizaciones.
 
simulación LWR SWR PBL
1
UCM
MM5 -MO
WSM6
RRTM
YSU
2 MYJ
3 ACM2
4 RRTMG YSU
5
RRTM
GSS ACM2
6
GFDL
ACM2
7 ACM2
8
MM5-MO WSM6
GSS
ACM2
9 CAM ACM2
10 RRTM ACM2
urban surface surface layer microphysics Land surface
Noah-LSM Dudhia
Pleim-xiu
Noah-MP
Ferrier/ETA
Pleim-xiu
Noah-LSM
dudhia
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2.3.2.  Simulación del estudio de caso 
En  la  simulación  del  estudio  de  caso  se  analizan  las  condiciones  meteorológicas 
simuladas por el modelo para los días en los que se presentó mayor contraste en la 
concentración de PM10 que, como se ve en la figura 2-1, son los días 4-5 y 15 y 16. Ésta 
figura  ilustra el control que ejerce la meteorología en la calidad del aire en el Valle de 
Sogamoso. Durante el periodo presentado, las emisiones son prácticamente constantes y 
sin  embargo  se  observan  variaciones  drásticas  en  la concentración  de  PM10.  Estos 
variaciones están por tanto asociadas a cambios en la circulación atmosférica (Jiménez, 
2005).
2.3.3.  Análisis de simulación lagrangiana con STILT.
Finalmente  se  realiza  un  análisis  de  retrotrayectorias  y  huellas  de  influencia  con  el 
modelo  lagrangiano  STILT  para  los  días  anteriormente  mencionados,  con  el  fin  de 
determinar el área de influencia de las estaciones de la red de calidad del aire del valle 
de Sogamoso y que afecta la calidad del aire particularmente de la estación El Recreo. 
Figura 2-2. PM10 para el Valle de Sogamoso durante la campaña CAVASO 2002
Imagen tomada de (Jiménez, 2005)
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3. ANÁLISIS DE SENSIBILIDAD Y 
PARAMETRIZACIONES DEL MODELO WRF 
En el presente capitulo se presentan los resultados de la validación de la topografía y 
datos de uso del suelo, así como de diferentes parametrizaciones del WRF con el fin de 
encontrar aquellas que mejor representen las condiciones meteorológicas del valle de 
Sogamoso. Al final también hay un análisis de sensibilidad entre los dominios utilizados y 
una validación de los perfiles verticales. Previo a esto se presenta el modelo, explicando 
su estructura y funcionamiento así como algunos casos reportados en la literatura en los 
que se utiliza el modelo para hacer investigación en calidad del aire.
3.1  Generalidades del modelo meteorológico WRF
El WRF (Weather Research and Forecasting) es un modelo numérico mesoescalar de 
predicción del tiempo diseñado tanto para investigación atmosférica, así como para uso 
operacional. Cuenta con dos núcleos dinámicos, un sistema de asimilación de datos, y 
una arquitectura de software que permite la  computación paralela. El modelo sirve una 
amplia gama de aplicaciones meteorológicas través de escalas que van desde metros 
hasta  miles  de  kilómetros.  Su  desarrollo  ha  sido  producto  del  esfuerzo  de  varias 
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agencias,  principalmente  National  Center  for  Atmospheric  Research's (NCAR), 
Mesoscale  and  Microscale  Meteorology (MMM),  Division,  National  Oceanic  and 
Atmospheric  Administration's (NOAA)  ,  National  Centers  for  Environmental  Prediction 
(NCEP) y Earth System Research Laboratory (ESRL),  entre otros  (Skamarock et  al., 
2005). 
La amplia difusión del modelo WRF ha llevado a que su uso se extienda a una gran 
cantidad de usuarios que lo aplican en diferentes áreas incluyendo la investigación y la 
predicción de tormentas a gran escala, modelamiento de la calidad del aire, simulación 
de  incendios  forestales,  predicción de  huracanes  y  tormentas  tropicales,  climatología 
regional, y predicción numérica del tiempo (Michalakes et al., 2004).
Como se mencionó anteriormente, existen dos núcleos dinámicos en la infraestructura de 
software  de  WRF:  Advanced  Research  WRF  (ARW),  desarrollado  principalmente  en 
NCAR, y Nonhydrostatic Mesoscale Model (NMM) desarrollado en NCEP. Estos núcleos 
resuelven ecuaciones de la  dinámica atmosférica.  El soporte del  primero lo  brinda la 
División NMM de NCAR y el del segundo es proporcionado por Developmental Testbed 
Center (DTC) (Skamarock et al., 2005). 
Los  principales  componentes  del  WRF  se  presentan  en  la  Figura  3-1 que  también 
representa el diagrama de flujo del funcionamiento general del modelo. En la figura se 
aprecia los programas centrales del sistema de modelamiento:
• The WRF Preprocessing System (WPS)
• WRF-DA
• ARW solver
• Post-processing & Visualization tools
A continuación se explica brevemente cada componente de la figura 3-1.
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WRF Preprocessing System (WPS) :
Este programa se utiliza en la simulación de datos reales. Sus funciones son: 1) definir 
los dominios de simulación;  2)  interpolar  los datos del  terreno (como usos del suelo, 
altura del terreno, etc)  en los dominios de simulación; 3) extraer e interpolar los datos 
meteorológicos  del  modelo  global  al  dominio  de  simulación  en  la  horizontal.  Sus 
principales características incluyen : Reconoce datos meteorológicos en formato GRIB 1 
o 2 provenientes de varios centros alrededor del mundo; Reconoce datos de uso del 
suelo tanto de USGS (24 categorías), como de MODIS (20 categorías); permite el uso de 
varias  proyecciones  de  mapa  como  son  estereográfica  polar,  Lambert  –  Conformal, 
Mercator y latitud – longitud.; permite el anidamiento entre dominios (o Nesting); uso de 
interfaces para introducir otros datos estáticos, asi como datos meteorológicos.
ARW solver:
Este es el principal componente del sistema de modelamiento, el cual es compuesto por 
varios programas de inicialización, tanto para simulaciones reales como idealizadas, y el 
programa  de  integración  numérica.  Entre  sus  principales  características  están: 
aplicabilidad a escala regional y global; espaciamiento vertical entre niveles variable en 
altura;  opciones  de  parametrizaciones  físicas  para  superficie  terrestre,  capa  límite 
planetaria, radiación atmosférica y de superficie, microfísica y convección de cúmulos; 
paso de tiempo adaptativo; condiciones de frontera laterales con zona de relajación, etc.
Graphics and Verification Tools:
Varios programas permiten la visualización de los datos de salida del WRF, entre ellos se 
cuenta con RIP4 (basado en NCAR Graphics),  NCAR Graphics Command Language 
(NCL), GRADS, VAPOR (Visualization and Analysis Platform for Ocean, Atmosphere, and  
Solar Researchers),  entre otros.
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Figura 3-1. Diagrama de flujo del sistema de procesamiento del WRF (Michalakes et al., 
2004)
3.1.1 Uso del modelo WRF con fines de calidad del aire
La importancia de los campos meteorológicos como entrada de los modelos regionales 
de calidad del aire ha sido claramente referenciada. Trabajos como los de Seaman, 2000; 
Pielke and Uliasz, 1998 (citados en Borge et al., 2008) han hecho evidente la necesidad 
de  tener  un  mejor  conocimiento  de  la  sensibilidad  y  el  rendimiento  de  los  modelos 
meteorológicos  para  luego  ser  utilizados  en  estudios  de  calidad  del  aire.  No  solo  el 
modelo  WRF se  ha  utilizado  con  éste  propósito,  el  MM5,  otro  modelo  numérico  de 
predicción también ha sido ampliamente utilizado para el el desarrollo de estrategias de 
control de la calidad del aire (Sistla et al., 2001; Mao et al., 2006; Gilliam et al., 2006;  
citados en  Borge et al., 2008).
Análisis de sensibilidad y parametrizaciones                                                                   34  
Importantes  estudios  de  análisis  de  sensibilidad  del  modelo  WRF,  principalmente  en 
términos de parametrizaciones, se han realizado durante campañas de medición de la 
calidad del aire entre los mas importantes podríamos contar los de Bao et al. (2008), Lee 
et al. (2011), Borge et al. (2008) y Jorba (2005) .  
En Colombia, cada vez es mas usado el WRF con fines de investigación en calidad del 
aire.  Trabajos  como Aristizabal  (2010),  que  acopla  el  WRF al  modelo  chimere  para 
determinar condiciones de frontera del modelo TAPOM para la ciudad de Bogotá; o el de 
Rincón  (2012),  quien  evaluó  el  modelo  calpuff  también  para  Bogotá,  previamente 
alimentado  con  las  salidas  del  WRF.  En  el  Valle  de  Aburrá  (en  el  departamento  de 
Antioquia, donde se ubica la ciudad de Medellín) también se ha utilizado el WRF para 
simular procesos de dispersión del material particulado. (Hoyos y Zapata, 2013). 
3.2.  Evaluación de los datos de  topografía y uso del suelo del 
modelo
La interacción entre el suelo y la atmósfera es realmente compleja, en la atmósfera libre, 
las  características  del  viento  dependen  en  buena  medida  de  las  condiciones  de 
circulación que gobiernan la mesoescala y la escala sinóptica; pero conforme decrece la 
altitud, la topografía y otras propiedades del suelo como la vegetación, el tipo de suelo, el 
uso  del  suelo,  entre  otras,  generan  forzamientos  dinámicos  y  térmicos  capaces  de 
producir importantes modificaciones en la dirección e intensidad de los vientos (Correa 
et al., 2009).
Una de las partes básicas de los modelos numéricos de predicción a mesoescala, como 
el WRF es la parametrización de los flujos de energía en la superficie terrestre, ya que 
las  simulaciones  atmosféricas  resultan  afectadas  por  inhomogénidades  térmicas  o 
báricas  a  escala  local  o  regional   (Fernández y  Castro,  1991).  En este   sentido,  es 
fundamental evaluar la  forma en que el  modelo representa los diferentes parámetros 
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relacionados  al  suelo  con  el  fin  de  encontrar  errores  sistemáticos  en  la  simulación 
meteorológica y, si es posible, corregirlos, ya que una inadecuada representación el uso 
del suelo puede incidir en aspectos como el albedo y los ﬂujos superficiales de energía, 
humedad y momento, lo que implica balances y procesos energéticos (Rivera y Amador, 
2009) que influyen en diversos fenómenos meteorológicos como la convección térmica; 
en consecuencia, éste tipo de estudios tienen vital importancia, no solo en la calidad del 
aire, sino en otras áreas como la agrometeorología.
Kumar et al. (2010) investigaron el grado en que el uso de los datos MODIS (Moderate 
Resolution Imaging Spectroradiometer) Puede mejorar la habilidad de pronósticos de los 
flujos de superficie,estructuras de la capa límite, y la precipitación en el modelo WRF, con 
respecto al  uso de los datos USGS (US Geological  Service).   En Colombia Pabón y 
Beisiegel (2011) también señalan la importancia de los datos de uso de suelo para la 
simulación  de  eventos  extremos  como  el  pronóstico  de  una  granizada  severa.  Sus 
resultados indican que en ninguna prueba que empleó los datos del USGS se obtuvieron 
resultados que presentaron alguna granizada sobre la zona urbana de Bogotá, lo que 
parece estar relacionado con la mayor fidelidad de los datos MODIS y la topografía del 
IGAC.
El conjunto de datos para topografía y uso del suelo para todo el planeta pueden ser 
obtenidos a través de la página web de WRF, La información obtenida en esta página se 
encuentra en diferentes resoluciones que van desde cada 10’ (aproximadamente 18,5 
Km) hasta  cada 30’’ (aproximadamente 900 m) (Aristizabal,  2010).   Esta información 
incluye las categorías de uso de la tierra  del USGS por defecto, sin embargo, se puede 
seleccionar también las categorías de uso del suelo sobre la base de la clasificación 
MODIS.  En la tabla 3-1 se presenta una comparación de estos dos tipos de categorías 
de uso del suelo. 
Los datos del  USGS se publicaron por primera vez en el  año 1993,  cuentan con 24 
categorías de uso de suelo y han sido generados con el se
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“Imager”, instalado en el satélite GOES. Los datos de MODIS han sido producidos con el 
sensor del mismo nombre, ubicado en dos satélites polares, cuentan con 20 categorías y 
se publicaron en el año 2001 (Pabon y Beisiegel, 2011).
Tabla 3-1. Comparación de los datos USGS vs MODIS
USGS MODIS
Instrumento de medición AVHRR (Advanced
Very High Resolution
Radiometer)
MODIS (MODerate
resolution Imaging
Spectroradiometer)
Canales 5 canales 15 canales dedicados 
exclusivamente a land 
surface/vegetation
Fecha de recolección de 
los datos
Abril de 1992 a Marzo de 
1993
Enero a Diciembre de 
2001
Institución encargada USGS/ORNL Boston University
Esquema de clasificación Modiﬁed USGS Modiﬁed IGBP
Número de categorías 24 20
Modificado de: http://www.atmos.illinois.edu/~snesbitt/ATMS597R/notes/noahLSM-tutorial.pdf
3.2.1. Topografía
La  topografía  desarrollada  para  un  modelo  de  predicción  numérica  del  tiempo  es 
importante  por  varias  razones.   La  altura  del  terreno  define  la  profundidad  de   la 
atmósfera  por  encima  del  suelo,  que  influye  en  la  cantidad  de  radiación  solar   que 
alcanza  la  superficie  del  suelo.  La  topografía  también  puede  ayudar  a   bloquear  o 
canalizar los flujos atmosféricos (Stensrud, 2007).
La representación de la topografía de la superficie por el modelo determina su capacidad 
de pronosticar las estructuras meteorológicas inducidas por el terreno.  si un modelo no 
representa  un  accidente  topográfico,  no  puede  resolver  o  pronosticar  un  fenómeno 
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meteorológico inducido o influenciado por esa estructura topográfica (COMET, 2009).
En este sentido, se evaluó en cada dominio la altura del terreno (variable HGT en el 
modelo) con respecto a los datos del modelo digital de terreno (SRTM) del IGAC, de 
1000 m de resolución para el primer dominio y 400 m de resolución para el segundo y 
tercer dominio, en cada dominio se realizó una resta de los dos conjuntos de datos para 
identificar las áreas criticas en donde el modelo estaba subestimando o sobrestimando la 
altura  con  el  fin  de  determinar  las  zonas  en  las  que  puede  haber  error  en  la 
representación de los procesos físicos a causa de la topografía. 
En  general,  la  topografía  del  modelo  se  presenta  suavizada  con  respecto  al  IGAC, 
muchos accidentes topográficos no son bien representados. Como se observa en la resta 
de datos  del  primer dominio (Figura 3-2 (c)),  la  mayor  diferencia entre los datos se 
presenta en la zona de montaña con diferencias que pueden llegar hasta los 1000m, 
mientras que en los dominios 2 y 3 (Figura  3-2 (f)(i)) se aprecia que las diferencias son, 
en  promedio,  de  200m.  En  la  cuenca  del  valle  de  Sogamoso  específicamente,  se 
presenta una subestimación de la topografía entre 50 m y 200 m (color azul claro en la 
Figura 3-2 (i)), pero que puede llegar incluso a los 400 m.  Por su parte, en algunas de las 
partes altas del valle se presenta una sobrestimación de la topografia, también entre 50 
m y 200 m (color naranja en la Figura 3-2 (i)). Éstas diferencias pueden incidir en factores 
como nubosidad y  la precipitación  pero también en la radiación que recibe la superficie, 
y la representación del flujo de vientos.
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Figura 3-2. Comparación topografía USGS vs IGAC. 
a) USGS Dom 1 b) IGAC Dom 1 c) diferencia Dom 1
 USGS – IGAC
d) USGS Dom 2 e) IGAC Dom 2 f) diferencia  Dom 2
USGS – IGAC
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g) USGS Dom 3 h) IGAC Dom 3 i) diferencia  Dom 3
USGS – IGAC
3.2.2. Uso del suelo
La evaluación del uso del suelo se realizo de manera cualitativa, Para dicha evaluación 
se tomaron las variables LU_INDEX y   LANDUSEF.  Ambas variables muestran los usos 
del suelo, la diferencia es que la primera muestra todos las categorías que hay en un 
dominio,  presentando la más representativa de cada punto de celda;  mientras que la 
segunda muestra cada categoría en el dominio con una intensidad de 0 a 1 (donde 0 
significa que no se presenta en el punto de celda y 1 que tiene una alta representación 
en dicho punto).
Estas variables generadas con el módulo Geogrid del modelo WRF, a partir de los datos 
tanto  de  USGS  como  de  MODIS,  fueron  comparadas  con  la  leyenda  nacional  de 
coberturas de la tierra, desarrollada en conjunto por el IDEAM  y el IGAC. Esta leyenda 
tiene una escala 1:100.000 y se realizó según la metodología CORINE (Coordination of 
Information  on  the  Environmental)  Land  Cover  adaptada  para  el  país  (IDEAM-IGAC, 
2010).
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LU_INDEX: 
Primero se evalúo la variable LU_INDEX (Figura 3-3) lo cual permite ver un panorama 
general de la representación del uso del suelo  en los tres Dominios. En el dominio 1 se 
observa que esta parte del país presenta un uso del suelo enfocado principalmente a los 
bosques latifoliados, las sabanas y los cultivos. Tanto MODIS como USGS presentan una 
sobrestimación en las zonas de bosques y una subestimación en las zonas de cultivos, 
hacia el oriente MODIS muestra una combinación de pasturas y sabanas, mientras que 
USGS,  siendo mas acorde con los  datos IGAC-IDEAM,  prioriza  las  sabanas.  En los 
dominios 2 y 3 se aprecia que los datos MODIS tienen una mejor representación ya que 
ubica y define bien las zonas de sabanas, sabanas leñosas y pasturas situación que no 
sucede con USGS. Sin embargo siguen los problemas con las zonas de cultivos y la 
sobrestimación de los bosques. En el dominio 3 particularmente, se ve como MODIS 
ubica las zonas urbanas lo cual es importante para los estudios de calidad de aire.
Figura 3-3. Evaluación de la variable LU_INDEX 
a) b) c)
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d) e) f)
g) h) i)
Dominio 1: a)  IGAC-IDEAM, b)  LU_INDEX MODIS, c)  LU_INDEX USGS
Dominio 2: d)  IGAC-IDEAM, e)  LU_INDEX MODIS, f)  LU_INDEX USGS
Dominio 3: g)  IGAC-IDEAM, h)  LU_INDEX MODIS, i)  LU_INDEX USGS
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LANDUSEF: 
La variable LANDUSEF permite una comparación más detallada de cada categoría de 
uso del suelo. La evaluación de esta variable se realizó teniendo en cuenta solamente si 
la ubicación de la categoría del modelo (MODIS o USGS) se acercaba a la ubicación de 
los datos nacionales. Para ello se utilizó un shape con los datos nacionales y luego, en la 
misma gráfica, se pusieron los datos del modelo con cada categoría evaluada según los 
grupos de datos como se muestra en la Tabla 3-2. Algunas categorías se evaluaron más 
de una vez con el  fin  de  encontrar  las  de mayor  afinidad con respecto  a  los  datos 
nacionales.
Tabla 3-2. Categorías similares de uso del suelo 
Categoría 
IDEAM  IGAC
Categorías MODIS Categorías USGS
cultivos Croplands, Cropland/Natural 
Vegetation Mosaic
Dryland Cropland and Pasture, Irrigated 
Cropland and Pasture, Mixed 
Dryland/Irrigated Cropland and Pasture, 
Cropland/Grassland Mosaic, 
Cropland/Woodland Mosaic 
Cultivos 
forestales
Cropland/Natural Vegetation 
Mosaic
Cropland/Woodland Mosaic
Bosques Evergreen Needleleaf 
Forest,Evergreen Broadleaf 
Forest,Deciduous Needleleaf 
Forest,Deciduous Broadleaf 
Forest, Mixed Forests,Woody 
Savannas
Deciduous Broadleaf Forest, Deciduous 
Needleleaf Forest, Evergreen 
Broadleaf,Evergreen Needleleaf,Mixed 
Forest
Nieves 
perpetuas
Snow and Ice Snow or Ice
Pastos Grasslands Dryland Cropland and Pasture, Irrigated 
Cropland and Pasture, Mixed 
Dryland/Irrigated Cropland and Pasture, 
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Grassland, Mixed Shrubland/Grassland 
Sabana Woody Savannas, Savannas Savanna
Vegetación 
natural
Cropland/Natural Vegetation 
Mosaic
Barren or Sparsely Vegetated
Cuerpos de 
agua
Water Water Bodies
Áreas 
húmedas
Permanent Wetlands, Water Water Bodies, Herbaceous 
Wetland,Wooden Wetland
Zonas 
urbanas
Urban and Built-Up Urban and Built-up Land
Modificado de : 
http://www.mmm.ucar.edu/wrf/users/docs/user_guide_V3/users_guide_chap3.htm#_Land_Use_and
En general, de los 41 grupos de categorías evaluados según la tabla anterior, son pocas 
las  categorías  en  las  que  coinciden  los  conjuntos  de  datos  del  modelo  con  las  del 
IDEAM-IGAC. Las zonas urbanas presentan los mejores resultados, por ello es analizada 
con más detenimiento. 
Es  importante  señalar  que  la  variable  LANDUSEF  presenta  los  datos  en  forma  de 
porcentaje, de esta manera, en un mismo punto de celda se pueden presentar varias 
categorías en cierta intensidad o porcentaje y la suma de éstos dará un 100%. En éste 
sentido, la barra inferior de la figura 3-4  indica la intensidad de la categoría en el punto 
de celda, cuando sea 0 quiere decir que no hay presencia de la categoría en el punto, si 
es 1 quiere decir que es la categoría dominante en ese punto. 
Zonas urbanas: 
En la Fig 3-4 se presentan los dominios de 9km de resolución para las zonas urbanas, se 
observa  que,  tantos  los  datos  MODIS  (izquierda)  como  los  datos  USGS  (Derecha) 
representan las  ciudades de  Bogotá  (1),  Medellín  (2),  Bucaramanga (3),  Cúcuta  (4), 
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Ibagué  (5),  Pereira  (6),  y  Manizales  (7)  sin  embargo,  los  datos  MODIS  tienen  una 
representación de centros urbanos como Medellín y Bogotá, reafirmando lo expuesto por 
Pabon & Beisiegel (2010); esto puede deberse a que éstos datos son más recientes por 
lo que tienen en cuenta la gran expansión de las principales urbes de Colombina que se 
ha presentado en las últimas décadas.
Por otro lado, en los dominios de 3km y 1km de resolución(c) y (d), aunque MODIS no 
identifica  la  ciudad  de  Tunja,  si  presenta  datos  en  Sogamoso,  Duitama,  y  Nobsa, 
mientras que USGS no tiene información para estas resoluciones; lo que lleva a pensar 
que es preferible usar los usos del suelo MODIS para dominios de gran resolución en 
centros urbanos, útiles para análisis de calidad del aire. 
Figura 3-4. Uso del suelo para zonas urbanas.
a) b)
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b) c)
Presencia de la categoría en cada punto de grilla 
Los puntos rojos indican las ciudades de Bogotá y Sogamoso
a)  y b) dominios de resolución de 9 Km para MODIS y USGS respectivamente. Los recuadros 
representan a las ciudades de Bogotá y Medellín, los números corresponden a las ciudades: 1. 
Bogotá, 2. Medellín, 3. Bucaramanga, 4. Cúcuta, 5. Ibagué, 6. Pereira, 7. Manizales.
c) y d) dominios con resolución de 3km y 1km, respectivamente, para MODIS.
Es importante resaltar que el análisis del uso del suelo de los datos MODIS y USGS 
frente  a  los  datos  del  IGAC-  IDEAM  fue  cualitativo,  debido  a  que  un  análisis  más 
completo de tipo cuantitativo implica una metodología que alargaría demasiado el trabajo 
de  investigación  y  la  desviaría  en  cierta  medida  de  su  propósito  principal.  Una 
metodología más amplia de dicha evaluación se presenta en el trabajo de Garzón (2014), 
investigación que se dedica exclusivamente a evaluar los resultados del modelo WRF 
para la ciudad de Bogotá utilizando los datos de topografía y usos del suelo nacionales 
frente a los que utiliza el modelo por defecto. 
Comparación de la temperatura y humedad relativa generadas con los datos 
de uso del suelo MODIS y USGS
Finalmente, se realizaron las gráficas en las que se comparan los datos del dominio 3 (el 
de mayor resolución) de las variables temperatura, la humedad relativa y la humedad 
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específica  (a  2m  de  altura)  usando  los  datos  MODIS  y  USGS  con  respecto  a  las 
observaciones. Estas dos variables meteorológicas son unas de las más sensibles a la 
configuración y parametrización del suelo ya que están íntimamente relacionadas con los 
flujos de calor y humedad en la superficie (Stensrud, 2007). 
La figura 3-5 presenta dos simulaciones realizadas con la misma configuración excepto 
en la utilización del uso del suelo, esta figura muestra que el modelo simula relativamente 
bien el ciclo diario de la temperatura y la humedad relativa, principalmente en horas de la 
mañana. Por otro lado, las simulaciones para temperatura y humedad relativa obtenidas 
con  MODIS  (linea  azul)  se  acercan  ligeramente  más  a  las  observaciones  que  la 
obtenidas con USGS (linea roja). Para la humedad específica la mejoría no es tan clara, 
ya que MODIS y USGS presentan un comportamiento muy similar, aunque los valores 
con los datos USGS son levemente más altos. Los estadísticos evaluados  confirman lo 
que se infiere de las gráficas, de esta manera se encontró que para la temperatura el 
RMSE de es 2.13°C para MODIS y 2.3°C para USGS, mientras que el  BIAS es de 
-0.19°C y -0.85°C respectivamente; por su parte, para la humedad relativa el RMSE es 
de  13.06%  para  MODIS  y  17.42%  para  USGS,  el  BIAS  es  de  8.93%  y  13.68% 
respectivamente; finalmente, para la humedad específica el RMSE es de 1.40g/Kg para 
MODIS y 1.58 g/Kg para USGS,  el BIAS es de 0.74 g/Kg para MODIS y 0.96 g/Kg para 
USGS.  Esto confirma las hipótesis establecidas pues, como se ha venido argumentando, 
MODIS posee una representación más real de los usos del suelo, lo cual se ve reflejado 
en las variables meteorológicas estudiadas, también muestra que tanto con MODIS como 
con USGS se presenta una subestación de la temperatura y una sobrestimación de la 
humedad relativa y la humedad específica.  Es importante mencionar que en el modelo 
WRF las variables termodinámicas a 2 m de altura no se simulan directamente, sino que 
se diagnostican a partir de la superficie del suelo y las capas bajas del modelo, Por lo 
tanto, el bias podría ser el reflejo de errores en el diagnóstico de la transición vertical  
desde la superficie hasta valores atmosféricos. (Xiao et al., 2010). 
Para determinar el impacto de los flujos de calor sensible (variable HFX en el WRF) en la 
determinación de la temperatura, se compararon dichos flujos en la superficie  entre las 
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dos simulaciones (Figura 3-5 (c)). Ésta variable está influenciada por la parametrización 
de la PBL (en esta parte del experimento las dos simulaciones tienen la misma PBL). Se 
encontró que MODIS tiene un HFX menor que USGS, principalmente en los primeros 
días del mes, lo cual está acorde con lo expuesto por Xiao et al (2010) quienes obtienen 
mayores temperaturas a bajos HFX.  
Figura 3-5.  Evaluación de la temperatura, humedad relativa y HFX con datos 
MODIS y USGS
a)
b)
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c)
d)
a) Temperatura, b) humedad relativa, c) humedad específica, d) flujo de calor 
sensible HFX.
3.3. Influencia de la resolución horizontal.
Con el fin de tener claras las ventajas o desventajas que brinda utilizar una resolución 
fina en el modelamiento meteorológico de una región con orografía compleja como lo es 
el  Valle  de Sogamoso se compararon los resultados de los dominios 2 y  3 para las 
variables temperatura, humedad relativa,  humedad específica, radiación y viento, de la 
simulación 10 que fue la que se realizó con datos MODIS. 
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Como se observa en la tabla 3-3, la tendencia del modelo es a mejorar la temperatura y 
la  humedad  relativa  con  el  aumento  de  resolución.  La  mejora  en  términos  de  la 
temperatura  es  menor  a  un  grado  (1°C),  mientras  que  en  humedad  relativa  es  en 
alrededor de 5%.  La humedad específica mejora en el  dominio tres en términos de 
RMSE pero no en el BIAS, y los vientos son mejores en el dominios 2 que en el de mayor 
resolución. Las figuras 3-6, 3-7 y 3-8 muestran que en ambos dominios se subestima la 
temperatura y se sobrestima la humedad relativa, principalmente en horas de la tarde y 
noche, así como la humedad específica.  En el rectángulo rojo se indican los días del 
estudio  de caso (Ver  metodología),  como se observa,  el  día  4  de febrero fue mejor 
modelado que el  día  5 tanto  en temperatura  como en humedad relativa  y  humedad 
específica, mientras que el día 16 fue ligeramente mejor modelado que el día 15.
Tabla 3-3. Evaluación estadística para los dominios 2 y 3 de la simulación 10. 
Variable Dominio 2 Dominio 3
Temperatura RMSE (°C) 2.9 2.1
MAE 2.4 1.6
BIAS (°C) -1.9 -0.2
Humedad relativa RMSE (%) 18.7 13.1
MAE 15.8 10.3
BIAS (%) 15.3 8.9
Humedad 
específica
RMSE (g/Kg) 1.71 1.68
MAE 1.35 1.32
BIAS (g/Kg) 1.07 1.18
Radiación RMSE (W/m2) 176.9 176.4
MAE 99.1 99.0
BIAS(W/m2) 76.2 74.8
Velocidad  del 
viento
RMSE (m/s) 1.1 1.3
MAE 0.7 0.9
BIAS (m/s) 0.1 0.5
Viento vectorial RMSEV 2.3 2.7
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Figura 3-6. Comparación series de tiempo entre observaciones y dominios 1 y 2 
de la simulación 10 para la temperatura.
a) primeros 10 días de simulación. b) segundos 10 días de simulación. 
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Figura 3-7. Comparación series de tiempo entre observaciones y dominios 1 y 2 
de la simulación 10 para la humedad relativa. 
a) primeros 10 días de simulación. b) segundos 10 días de simulación. 
A diferencia de la temperatura y la humedad relativa, la humedad específica modelada no 
sigue el patrón de la marcha diaria que se muestra en las observaciones. La figura 3-8 
comprueba lo  que indican los  resultados estadísticos  en el  sentido de que son muy 
pequeñas las diferencias entre los dos dominios para esta variable. 
Análisis de sensibilidad y parametrizaciones                                                                   52  
Figura 3-8. Comparación series de tiempo entre observaciones y dominios 1 y 2 
de la simulación 10 para la humedad específica. 
a) primeros 10 días de simulación. b) segundos 10 días de simulación. 
En términos de flujos de radiación de onda corta aunque hay una mejora con el aumento 
de resolución, esta es menor a 1 W/m2, lo cuál es  insignificante, como se corrobora en la 
figura 3-9 el comportamiento de los dos dominios es el mismo. En la figura también se 
puede apreciar que el modelo simula una radiación muy homogénea en todos los días y 
no predice los días con baja radiación observada como el  3,  4 y  6 de febrero.  Esto 
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precisamente hace que el 5 de febrero sea mejor modelado que el 4, mientras que en el 
15 y 16 no se presentaron diferencias significativas.  Las horas de la tarde es donde se 
presenta la subestimación de esta variable.
Figura 3-9. Comparación series de tiempo entre observaciones y dominios 1 y 2 
de la simulación 10 para la radiación de onda corta.
a) primeros 10 días de simulación. b) segundos 10 días de simulación. 
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Figura 3-10. Comparación series de tiempo entre observaciones y dominios 1 y 2 de la 
simulación 10 para la radiación de velocidad del viento.
a) primeros 10 días de simulación. b) segundos 10 días de simulación. 
Los vientos, por otro lado, presentaron una leve desmejora en la evaluación estadística 
de la velocidad del viento y de las componentes vectoriales para  el dominio de mayor 
resolución respecto al  segundo dominio.  En ambos casos se tiende a sobrestimar la 
velocidad  del  viento.  Este  comportamiento  puede  ser  causado  debido  a  que  mucha 
resolución horizontal puede generar ruido de pequeña escala que puede cubrir la señal 
de gran escala, por lo que se recomiendo un cierto grado de suavizado en el terreno. 
(COMET,  2009).  Como  se  observa  en  la  figura  3-10  el  modelo  tiene  una  buena 
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aproximación del comportamiento de la velocidad del viento y sus variaciones, de esta 
manera tanto el  modelo como las observaciones muestran una menor velocidad para 
días como el 1, 3, 4, 6, 11, 18, ; y mayor velocidad para días como el 2, 5, 10, 12. 
Por su parte, la rosa de viento de los datos observados para todo el mes de febrero 
indican vientos provenientes principalmente del suroeste (alrededor de 24% frecuencia) y 
del oeste(alrededor de 20% frecuencia), con velocidades promedio de 1 m/s, pero que 
pueden llegar a alcanzar entre 3 y 6 m/s. La rosa de viento para el dominio 2 muestra la 
mayor frecuencia de vientos (poco mas de 20%) provenientes del oeste y, con menor 
frecuencia, vientos provenientes del noroeste; la velocidad promedio es de 1 m/s pero 
algunos vientos provenientes del este y noreste alcanzan los 9 m/s. Finalmente, la rosa 
de  vientos  del  dominio  3  presenta  vientos  del  oeste  (con  poco  mas  de  24%  de 
frecuencia)  y vientos del  suroeste y  sur con una frecuencia poco mayor del  20%, la 
velocidad promedio para éste dominio es de 2 m/s, pero alcanza los  9 m/s en los vientos 
provenientes del norte y este.
Figura 3-11. Rosas de viento para el mes de febrero. 
a) b)
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c)
Rosas  de  viento  del  mes  de  febrero 
para : 
a) observaciones
b) dominio 2
c) dominio 3
Las Figuras 3-12 y 3-13 muestran el comportamiento diario de los vientos observados y 
modelados,  cada circulo concéntrico hace referencia a la velocidad del viento y cada 
circulo coloreado representa la velocidad y dirección del viento cada hora. Al comparar 
dichas  gráficas  de  los  días  caso  de  estudio  se  observa  que el  modelo  simula 
relativamente bien el día 4 de febrero en el domino 3 (figura 3-12 (c)) en términos de 
dirección,  pero  con  sobrestimación  de  la  velocidad  del  viento,  como  se  mostró 
anteriormente. Para este día se tienen vientos que entran tanto por el noreste como por 
el suroeste del valle de Sogamoso, el modelo solo simula  los vientos que entran por el 
noreste del valle. Para el día 5 de febrero los datos  observados (figura 3-12 (d)) indican 
vientos principalmente del noroeste, mientras que el modelo simula vientos del noreste 
en los dos dominios con intensidades del viento mayores a las observadas (figura 3-12 
(e) y (f)). 
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Por otro lado, para el 15 de febrero las observaciones muestran principalmente vientos 
leves y vientos de hasta 5 m/s provenientes del oeste y un poco del norte en la tarde 
(figura 3-13 (a)), mientras que el modelo muestra vientos del oeste en la mañana y del 
noreste y noroeste en la noche. El dominio 2 presenta intensidades más bajas que el 
dominio3. Lo propio sucede con el 16 de febrero que muestra vientos leves del noroeste 
en la mañana y mas fuertes del oeste-suroeste en la tarde y noche, mientras que las 
simulaciones en ambos dominios indican vientos con una componente más fuerte del 
norte, tendiendo hacia el noreste, con intensidades más fuertes en el dominio 3 que en el 
2.
3.4 Evaluación de las parametrizaciones utilizadas. 
Los modelos de predicción numérica del tiempo no pueden resolver las características y 
los procesos atmosféricos complejos que se producen dentro de una sola celda de malla 
del modelo, es decir, no los pueden pronosticar. Para tener en cuentas dichos procesos 
se  utilizan  Parametrizaciones.  La  utilización  de  las  parametrizaciones  implica  ciertos 
problemas debido a:
• Las interacciones entre los esquemas de parametrización, donde cada esquema 
contiene su propio conjunto de errores,  y datos de entrada y salida (por ejemplo, 
un modelo del suelo y un esquema de radiación que se intercambian información 
acerca del calentamiento de la capa límite). 
• La  creciente  complejidad  e  interconexión  entre  las  parametrizaciones,  que 
produce errores de pronóstico cuyo origen es difícil de rastrear.
El  impacto más grande del uso de los esquemas de parametrización suele producirse 
sobre la predicción de las variables en superficie (COMET, 2009). 
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En este sentido es importante validar las parametrizaciones del modelo con el  fin de 
encontrar con qué parametrizaciones se comporta mejor el modelo en la zona de estudio. 
Para tal fin se realizaron 10 simulaciones con diferentes juegos de parametrizaciones 
según se muestra en la tabla 2-1 (ver aspectos metodológicos). Éste diseño experimental 
abarca las parametrizaciones en su conjunto, pero su análisis se enfoca en la evaluación 
de los esquemas de PBL y Radiación (particularmente de onda corta) y los modelos de 
superficie que son las parametrizaciones  más importantes en los modelos de calidad del 
aire (Xiu et al., 2011) y que influyen directamente en  las variables temperatura, humedad 
relativa,  velocidad  y  dirección  del  viento,  y  radiación  que  cuentan  con  datos  de 
observaciones  que  se  pueden  utilizar  para  la  validación.  Finalmente  es  importante 
mencionar  que el  diseño experimental  incluye  dos simulaciones  exactamente  iguales 
(simulaciones 3 y 10)  que tan solo varían en el uso del suelo, con el fin de comparar los  
datos MODIS y USGS. 
3.4.1.  parametrización de capa límite planetaria (PBL).
Como se mencionó anteriormente, las características de la superficie del suelo pueden 
influir en los flujos de energía que se producen en las capas bajas de la atmósfera. el  
siguiente paso es determinar cómo estos flujos de energía influyen en la evolución de la 
atmósfera. Esta influencia se produce en primer lugar dentro de la capa límite planetaria 
(PBL)   (Stensrud, 2007). La capa límite planetaria (PBL por sus siglas en ingles) es la 
parte de la troposfera que está directamente influenciada por la superficie terrestre, y 
responde a los forzamientos de la misma en una escala de alrededor de una hora (Stull, 
1988  ). En  otras  palabras,  La  capa  límite  planetaria  es  la  responsable  de los  flujos 
verticales de humedad, calor y momentum, debidos al transporte de turbulencia en la 
parte baja de la columna atmosférica. La capa límite planetaria es de gran importancia 
para  los  estudios  de  calidad  del  aire,  ya  que  dentro  de  esta  los  contaminantes 
atmosféricos originados en la superficie se mezclan y se transportan. Dicha mezcla esta 
relacionada  con  la  altura  de  la  capa  de  mezcla,  la  cual  es  mayor  durante  el  día 
dependiendo de la situación meteorológica, de la rugosidad del suelo y de otros factores 
(Montoya, 2005).  
61                                                                                                                          Capítulo 3 
La estructura de la capa límite (ver Figura 3-14) está asociada al tipo de turbulencia fruto 
del calentamiento diurno. En general, se pueden describir tres componentes principales 
de dicha estructura (Stull, 1988):
a) La “capa de mezcla” se crea durante el día, cuando la irradiancía solar que llega a la 
superficie  de la  tierra  es  intensa,  desarrollando convección  térmica.  Es  decir,  el  aire 
cálido que se encuentra cerca del suelo asciende al ser menos denso que el aire sobre 
él, creándose una estructura de inestabilidad (turbulencia convectiva o térmica) en las 
capas más bajas. 
b) La “capa estable nocturna” se crea como su nombre lo dice, después de la puesta del 
sol, la superficie terrestre no recibe irradiancía solar, pero si la superficie sigue emitiendo 
irradiancía en longitudes de onda larga. Consecuentemente, producto de esta acción, el 
suelo y el aire, así como las capas más bajas, se enfrían más rápidamente que el aire en 
las capas más altas. De esta forma se obtiene un aumento de la temperatura con la 
altura y por tanto, una capa térmicamente estable. 
c) La “capa residual” se crea sobre la capa estable nocturna, esta no es afectada por la 
pérdida de la temperatura del suelo, por lo que mantiene el gradiente de temperatura de 
la capa de mezcla del día anterior. 
La capa superficial es la capa donde los flujos turbulentos son casi constantes con la 
altura,  relativa  al  nivel  de superficie.  Estos  flujos  se ven fuertemente  influidos  por  la 
estratificación térmica, es decir son influenciados por el gradiente vertical de temperatura. 
La altura de la capa superficial, no es tan fácil de determinar, por lo que se adopta el 
siguiente criterio para definir su tope: la capa superficial atmosférica comprende el 10% 
de la altura de la capa límite atmosférica, más cercana a la superficie y que está en 
contacto directo con la superficie terrestre.
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En la capa superficial la temperatura potencial decrece con la altura, lo que favorece la 
creación  de  remolinos  turbulentos  que  luego  se  propagan  por  inercia  a  la  capa  de 
mezcla. Por otro lado, en la capa de mezcla, la temperatura potencial y la humedad son 
más o menos constantes con la altura (Montoya, 2005)
Figura 3-14. Estructura de la capa límite planetaria. (modificado de Stull, 1998)
Descripción general de los esquemas PBL:
La importancia de la parametrización de la PBL en NWP se ha demostrado en diferentes 
aspectos, como por ejemplo el hecho de que las habilidades predicción de un modelo de 
pronóstico  para  variables  como la  precipitación  son  sensibles  a  la  formulación  de  la 
mezcla vertical  y  a  parámetros  como el  numero crítico  de Richardson,  utilizado para 
hallar la altura de la capa límite ( Hong and Pan, 1996). Un aspecto importante en la 
necesidad de parametrizar la capa límite es que La resolución horizontal de los modelos 
es insuficiente para resolver los procesos turbulentos (escala micrómetros a  kilómetros). 
Los esquemas de PBL son utilizados para parametrizar los flujos verticales turbulentos 
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no resueltos de calor, momentum, y humedad dentro de la capa límite y a través de la 
atmósfera.  Dichas parametrizaciones están basadas en relaciones matemáticas en el 
que el número de incógnitas es superior al de ecuaciones. El sistema se dice entonces 
que  no  está  cerrado.  El  tratamiento  matemático  orientado  a  resolver  este  problema 
conduce a una situación más complicada aún, ya que el número de incógnitas crece al 
mismo tiempo que las expresiones aumentan su grado de complejidad. El problema de 
cierre de estas ecuaciones ha impedido el desarrollo de una teoría consistente de los 
movimientos turbulentos del aire y ha abierto las vías de desarrollo de procedimientos 
alternativos de cálculo a partir de teorías o suposiciones  semiempíricas que arrastran 
restricciones  importantes  que  han  de  tenerse  en  cuenta  a  la  hora  de  aplicar  tales 
expresiones  en  la  atmósfera  real  (Larocca).  Por  lo  tanto,  la  clausura  en  la 
parametrización  de  los  flujos  turbulentos  está  basada  en  observaciones  y  no  en 
conceptos  teóricos.  La  exactitud  de  la  clausura  depende  en  parte  del  nivel  de 
interacciones internas incluidas en los cálculos (orden de cierre). En teoría, una clausura 
local de orden superior debe dar resultados más precisos; sin embargo, las resoluciones 
temporales y verticales  para efectuar mejoras en la parametrización de PBL deberían ser 
mas altos que actualmente utilizan los modelos operativos: En éste sentido, a medida 
que mejore la resolución de la baja tropósfera y la atmoósfera cerca a la superficie, la 
simulación de la PBL también mejorará (COMET, 2009).
Los  esquemas  de  parametrización  de  capa  límite  se  pueden  dividir  en  dos  grandes 
grupos:
1. Esquemas de clausura local:
Estima los flujos de turbulencia en cada punto de grilla a partir de los valores medios de 
las variables atmosféricas y/o sus gradientes en ese punto. La suposición de que los 
flujos turbulentos dependen únicamente de los valores locales y de los gradientes de las 
variables básicas del modelo es menos válida bajo condiciones convectivas, cuando los 
flujos  son  dominados  por  largas  turbulencias  que  transportan  el  fluido  a  mayores 
distancias (Troen and Mahrt 1986; Stull 1984. citados en Xiao et al., 2010. ) . Éste tipo de 
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esquemas pueden ser de 1er orden, de 1,5 orden y de 2do orden:
• primer orden: Es uno de los esquemas mas utilizados,  comúnmente llamado 
teoría K, en la que se asume que el flujo vertical turbulento está relacionado con 
su  gradiente.  En  este  esquema,  sólo  las  ecuaciones  de  pronóstico  para  las 
medias de las variables se mantienen y la flujos turbulentos están parametrizados 
(Stull 1988) .
• 1.5 orden:  Este esquema incluye ecuaciones no solo para las medias de  las 
variables estándar  de pronóstico (̣̣  u  ;  v;  θ;  q)  sino también la  varianza de la 
temperatura potencial  y la energía cinética turbulenta.
• Segundo  orden:  Ademas  de  utilizar  las  ecuaciones  para  las  variables  del 
esquema de  1,5  orden,  también  utiliza  ecuaciones  predictivas  para  todos  los 
términos de covarianza restantes. El número de incógnitas es grande lo que hace, 
como  se  mencionó  anteriormente,  que  las  ecuaciones  tengan  términos  muy 
complejos. 
2. Esquemas de clausura No local: 
La clausura no local es particularmente importante para capas límite convectivas, donde 
es  natural  asumir  que  el  torbellino  (eddie)  turbulento,  generado  por  empuje,  puede 
ocupar  la  totalidad de la  capa límite.  En éste tipo de esquemas,  la  capa límite  está 
directamente  influenciado  por  lo  que  está  sucediendo  en  la  superficie  de  la  tierra  y 
responde  los forzamientos por cambio de superficie rápidamente. Varias investigaciones 
dejan claro que las aproximaciones de tipo no local tiene un gran número de ventajas 
sobre las aproximaciones de los esquemas locales (Stensrud, 2007). Los esquemas de 
clausura no local mas representativos son:
• Esquemas de capa de mezcla:  Fue desarrollado en 1960 y aún es muy utilizado 
en modelos oceánicos. Se fundamenta en la suposición de que la  temperatura 
potencial es constante con la altura dentro de la capa de mezcla y que dicha capa 
es  horizontalmente  homogénea,  despreciando  los  efectos  de  la  advección 
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horizontal. 
• Esquema de convección penetrativa o esquema Blackadar  :  Asume que la 
intensidad de mezcla bajo convección libre depende de la temperatura de la capa 
superficial y el flujo de calor en la parte superior de  dicha capa. Los resultados de 
Zhang y Anthes (1982) sugieren que este esquema no local Normalmente lo hace 
muy  bien  en  las  capas  límite  no  saturadas.  Bright  y  Mullen  (2002)  también 
encuentran  que  el  esquema simula  bien  la  capa  límite   sobre  Arizona  en  el 
verano,  cuando  la  profundidad  de  la  capa  límite  puede  exceder  los  3km 
(Stensrud, 2007). 
• Esquema  de  difusión:  Es  utilizado  por  el  NCEP  (National  Centers  for 
Environmental  Prediction  ).  Este  esquema  utiliza  los  resultados  de  largos 
torbellinos y su formulación. Ha sido comparado con esquemas de clausura local 
durante  el  primer  experimento  de  campo ISLSCP (International  Satellite  Land 
Surface  Climatology  Project)  (Hong  and  Pan,  1996)  indicando  que  produce 
mejores estructuras de la capa límite. 
La figura 3-15 resume las diferencias entre los esquemas de clausura local y no local. 
Mientras que en un esquema local las propiedades de una capa solo se pueden mezclar 
con las de las capas adyacentes en la vertical, en un esquema no local las propiedades 
de una capa pueden mezclarse con todas las otras capas en la PBL (COMET, 2009).
Descripción de los esquemas utilizados:
Por que se evaluaron los esquemas YSU, MYJ y ACM2?
• La evaluación de los esquemas de PBL llevada a cabo por Xiao et al.  (2009) 
utiliza estos mismos tres esquemas para simular las condiciones atmosféricas de 
una región muy contaminada de Texas, Estados Unidos.
• Las tres parametrizaciones brindan la posibilidad de comparar esquemas locales 
y no locales.
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Asymmetrical Convective Model version 2 (ACM2) PBL: 
La parametrización ACM2  (Pleim, 2007) Es un esquema no local que  combina la ACM1, 
que es un modelo simple que originariamente era una modificación del modelo Blackadar 
convectivo, con un modelo de difusión turbulenta de primer orden. Esta modificación se 
ha diseñado para mejorar la forma de los perfiles verticales cerca de la superficie. Por lo 
tanto, en condiciones convectivas ACM2 puede simular un transporte rápido hacia arriba 
en las plumas ascendentes,  mientras que en condiciones estables o neutrales puede 
simular  un cizallamiento local  inducido por la  difusión turbulenta,  es decir,  se puede 
comportar como un esquema local.( Xiao et al., 2010) ACM2 esta particularmente bien 
adaptado para el transporte, dentro de la PBL, de cualquier variable atmosférica (u, v, θ , 
qv) y especie química.
Figura 3-15. Diferencias entre los esquemas local y no local. (COMET, 2009)
Yonsei University (YSU) PBL: 
The Yonsei University PBL (Hong et al., 2006)  Es un esquema no local de primer orden. 
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Es la nueva generación de la parametrización MRF PBL, usa los términos de contra-
gradiente en la ecuación de turbulencia de Richardson. El arrastre en este esquema es 
proporcional al flujo de flotabilidad de superficie. El límite de la PBL se calcula utilizando 
el  cero como número de crítico de Richardson (Bulk Richardson number) (luego este 
valor  cambio  a  0,25  en  la  versión  3  del  WRF),  por  lo  tanto  depende  del  perfil  de 
flotabilidad en el cual, el límite de la PBL se define en la máxima capa de arrastre (en 
comparación con la capa en la cual la difusividad se convierte en cero). Una magnitud 
mas pequeña del contra-gradiente de mezcla produce una buena mezcla en el perfil de la 
capa límite (Xiao et al., 2010). 
Mellor-Yamada-Janjic (MYJ) PBL: 
Es una parametrización de turbulencia en la PBL y en la atmósfera libre (Janjic, 2002), es 
un esquema local, de orden 1,5.  Determina los coeficientes de difusión de turbulencia 
calculando  la  energía  cinética  turbulenta  (TKE).  El  esquema  es  apropiado  para 
condiciones estables y levemente inestables de la atmósfera, pero es propenso a limitar 
los flujos que se aproximan a la convección libre (Xiao et al., 2010). Es el único de los 
tres esquemas evaluados que presenta un pronóstico de la TKE.
3.4.2.  Parametrización  de  radiación  (shortwave  radiation  y 
longwave radiation).
La  radiación  es  el  principal  motor  y  controlador  de  la  atmósfera.  En  su  proceso,  la 
radiación pasa a través de la atmósfera y llega a la superficie de la Tierra en cantidades 
que  se  distribuyen  de  manera  desigual  en  el  espacio  y  el  tiempo.  Esta  distribución 
desigual de energía, debido en parte a la forma esférica de la Tierra, produce gradientes 
horizontales de temperatura, que producen los movimientos atmosféricos. La radiación 
no  sólo  determina  el  clima  de  la  Tierra,  sino  que  también  desempeña  un  papel 
significativo en los balances locales de energía.
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Cambios  en una  fracción de 1% en la  media  anual  de radiación puede dar  lugar  a 
cambios  significativos  en el  clima global  cuando este cambio  persiste durante  varios 
años, esto pone de relieve la importancia de las parametrizaciones de radiación en los 
modelos  climáticos  globales.  Sin  embargo la  radiación también es  importante  en los 
acontecimientos que suceden día a día en la atmósfera, de esta manera juega un papel 
importante, tanto en grandes escalas de tiempo como en pequeñas escalas y por lo tanto 
necesita  ser  parametrizada  en  una  amplia  variedad  de  condiciones  atmosféricas 
(Stensrud, 2007).
La radiación, junto con la PBL y land surface, son las parametrizaciones más importantes 
en los modelos de calidad del aire. A su vez, land surface y la altura de la PBL dependen 
de una adecuada simulación tanto de la radiación de onda corta, como de la radiación de 
onda larga (Xiu et al., 2011).
Las parametrizaciones de radiación están destinados a proporcionar un método rápido y 
exacto para determinar el flujo total de radiación. Estos cálculos proporcionan tanto el 
flujo radiativo total en la superficie del suelo, que se necesita para el balance de energía 
superficial,  y  el  flujo  divergente de radiación vertical,  que se utiliza  para  calcular  las 
velocidades de calentamiento y enfriamiento radiativo.  La parametrización de radiación 
se encarga de representar la absorción de la radiación por la atmósfera, las nubes y el 
polvo; la dispersión por las moléculas de aire y polvo; y la reflexión de las nubes y el  
polvo.  Mientras que la parametrización de tierra-superficie  se encarga de distribuir  la 
radiación que llega a la superficie terrestre en absorbida y reflejada (Lacono & Nehrkorn, 
2010 ).
En este sentido, la evaluación de las parametrizaciones se realiza con el fin de encontrar 
maneras  de  calcular  los  flujos  ascendentes  y  descendientes  de  radiación  de  forma 
acertada y precisa.
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Descripción de los esquemas utilizados
Dentro  de  la  atmósfera  la  radiación  responde  a  las  nubes  y  el  vapor  de  agua 
distribuciones, así como el dióxido de carbono especificado, el ozono, y (opcionalmente) 
las concentraciones de gases traza pronosticado por el modelo. Todos los esquemas de 
radiación en el WRF actualmente son de columna (unidimensional) y cada columna se 
maneja  de  manera  independiente.  Este  tipo  de  esquemas  tienen una  buena 
aproximación si  el  espesor  de la  capa  vertical  del  modelo  es mucho menor  que la 
resolución horizontal de la malla. Por lo tanto sería menos precisa en altas resoluciones 
horizontales (Skamarock et. al., 2005). Este supuesto puede ser una desventaja en la 
simulación propuesta, por lo tanto es necesario prestar atención a ésta variable. 
Shortwave radiation
La radiación de onda corta incluye longitudes de onda que conforman el espectro solar. 
Esta parametrización tienen como fuente la radiación solar pero los procesos incluyen la 
absorción, reflexión y dispersión en la atmósfera y en las superficies del suelo. Para la 
radiación de onda corta, el flujo hacia arriba es el reflejo debido al albedo de la superficie. 
La  descripción  de  los  esquemas  de  onda  corta  que  se  presenta  a  continuación  fue 
tomada de  Skamarock et. al. (2005) y Skamarock et. al. (2008)
Eta Geophysical Fluid Dynamics Laboratory (GFDL) Shortwave : 
Utiliza efectos del vapor de agua atmosférico, ozono y dióxido de carbono. Las nubes se 
superponen al azar. La radiación de onda corta se calcula usando el coseno del angulo 
solar cenital medio diario en el intervalo de tiempo.
Dudhia (MM5) Shortwave : 
Este  esquema  esta  basado  en  el  modelo  MM5.  Tiene  una  sencilla  integración 
descendente de flujo solar, tiene en cuenta el vapor de agua atmosférico, la dispersión en 
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días despejados y el albedo y la dispersión de las nubes. Usa look-up tables para las 
nubes. También cuenta con una opción para tener en cuenta la pendiente del terreno y 
efectos de sombra en el flujo solar de superficie.
Goddard Shortwave Scheme: 
Este esquema  Cuenta con un total de 11 bandas espectrales y considera componentes 
de  radiación  solar  difusa  y  directa  en  una  aproximación  de  dos  corrientes  para  los 
componentes  dispersos  y  reflejados.  El  ozono  es  considerado  con  varios  perfiles 
climatológicos disponibles.
Longwave radiation
La radiación de onda larga incluye radiación infrarroja o térmica absorbida y emitida por 
los  gases  y  superficies.  El  flujo  ascendente  de  la  radiación  de  onda  larga  de  es 
determinado por la emisividad de la superficie que a su vez depende de tipo de uso del 
suelo, así como de la temperatura de la superficie. La descripción de los esquemas de 
onda larga que se presenta a continuación fue tomada de  Skamarock et. al. (2005) y 
Skamarock et. al. (2008) 
Rapid Radiative Transfer Model (RRTM) Longwave :
Este esquema es tomado del modelo MM5, es un esquema espectral de banda  que 
utiliza el método k-correlacionado.  Utiliza tablas preestablecidas para representar con 
precisión los procesos de onda larga, debido al vapor de watater, el ozono, el CO2 y los 
gases traza (si se presentan), así como los que representan el espesor óptico de nubes. 
Rapid Radiative Transfer Model (RRTMG) Longwave: 
Es básicamente  el  mismo esquema anterior,  pero  utilizado  ampliamente  en  modelos 
globales (por ello la G) sin embargo puede ser utilizado en modelos regionales. Incluye la 
aproximación  McICA  (Monte-Carlo  Independant  Column Approximation)  que  le  da 
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capacidad  para  representar  en  sub  grillas  variedad  de  nubes  con  opciones  al  azar. 
También incluye la  capacidad de absorción de aerosoles,  entre otras diferencias  con 
respecto al esquema RRTM (http://rtweb.aer.com/rrtmg_lw_description.html).
CAM Longwave : 
Un esquema espectral de banda utilizado en la NCAR Community Atmosphere Model 
(CAM 3.0) para simulaciones climáticas. Tiene el potencial para manejar varios gases 
traza. También interactua con nubes. 
3.4.3. Otras parametrizaciones.
A continuación  se  mencionan  las  demás  parametrizaciones  que  se  utilizaron  en  las 
simulaciones y se explica brevemente las razones por las que se eligieron los esquemas 
a trabajar. 
LAND SURFACE
¿Por que se trabajó con  el esquema Noah-LSM?
• El esquema Noah – LSM es el modelo más completo y complejo de los land surface 
model. 
• La selección se basó la evaluación de Borge et al. (2008) para diferentes esquemas 
del modelo wrf con fines de calidad del aire. Ellos muestran una preferencia de éste 
esquema  ya  que  predice  mejor  las  razones  de  mezcla  agua-suelo  cerca  a  la 
superficie. Sus resultados fueron mas recientemente corroborados por  Wharton et al. 
(2013) quienes hicieron un estudio enfocado en los Land surface model del modelo 
WRF para simular vientos, llegando a la conclusión de que los mejores modelos son 
los  Noah-LSM  y  Noah-MP,  mientras  que  el  modelo  RUC  presenta  los  peores 
resultados. 
¿Por que  hubo algunas simulaciones con los esquemas Noah-MP y Pleim-Xiu? 
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• Noah-MP es una versión extendida de la Noah LSM con mejores opciones de multi-
física  para  abordar  las  deficiencias  críticas  en  Noah  (Barlage  et  al.,  2012). 
Desafortunadamente este esquema solo esta disponible a partir de la version 3.4 del 
modelo WRF, razón por la cual en las simulaciones que se utilizó (#5 y #6) no se 
activo el esquema y no generó datos de temperatura ni humedad relativa. 
• Algunas  investigaciones  trabajan  combinando  el  esquema  de  PBL ACM2  con  el 
esquema  land  surface  Pleim-Xiu,  particularmente  los  usuarios  de  Community 
Multiscale  Air  Quality  (CMAQ)  acoplado  al  modelo  de  mesoescala  de  quinta 
generación MM5 (Gilliam et al., 2007). 
MICROFISICA
¿Por que se eligió el esquema wsm6? 
• El  análisis  de  sensibilidad  del  modelo  WRF para  propósitos  de  calidad  del  aire, 
llevado a cabo por Borge et al. (2008) muestra una ligera mejoría en los resultados de 
los estadísticos de WSM6 sobre otros esquemas como WSM5, LIN, ETA GCP. Las 
variables evaluadas fueron temperatura, dirección y velocidad del viento. 
• Otros trabajos como el de Meij et al. ( 2009), Rincon (2012), entre otros,  utilizan el 
esquema WSM6 en el modelo WRF para hacer investigaciones de calidad del aire. 
• Es el  esquema más completo  de  los  WRF-single-moement-microphysics-schemes 
incluyendo graupel en su proceso (Lim & Hong, 2006), lo cual es importante, ya que 
para  dominios  menores  a  10  km es  recomendable  que  el  esquema use  graupel 
(Dudhia, 2011)
¿Por que  hubo algunas simulaciones con el esquema Ferrier? 
• Debido a que se quería evaluar el esquema de radiación de onda corta GFDL, el cual 
solo puede ser utilizado con la microsfísica de Ferrier (Dudhia, 2011).
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SURFACE LAYER
¿Por que se trabajó con  los esquemas Monin-Obukhov (MM5) y Pleim-Xiu?
Según el user guide (Skamarock et. al., 2008 ) del modelo WRF: 
• El esquema ACM2 está optimizado para trabajar con éstos dos esquemas de surface 
layer.
• El  esquema  YSU está  optimizado  para  trabajar  con  el  esquema  Monin-Obukhov 
(MM5).
URBAN SURFACE
¿Por que se trabajó con  el esquema UCM?
• Según  el  estudio  realizado  por  Lee  et  al.  (2011),  quienes  evalúan  las 
parametrizaciones urban surface en el modelo WRF durante la campaña de medición 
Texas Air Quality Study , cuando se activa la parametrización Urban surface con el 
esquema UCM las simulaciones guarda mayor fidelidad con los datos observados de 
altura de la PBL y  temperatura superficial.
3.4.4.  Resultados  de  la  evaluación  de  las  parametrizaciones 
utilizadas.
La tabla 3-4 sintetiza los valores de los estadísticos RMSE, BIAS, y MAE evaluados en 
las variables  Temperatura, humedad relativa, radiación de onda corta,  y  viento para el 
mes de febrero de 2002 para el dominio 3 (el dominio de mayor resolución) de las 10 
simulaciones con las que se realizó la evaluación de las prametrizaciones. Para recordar 
el diseño experimental y las parametrizaciones físicas utilizadas en cada simulación es 
necesario remitirse a la tabla 2-1 en la metodología.
Tabla 3-4. Resultados validación estadística de las parametrizaciones del WRF
simula-
ción
Temperatura (°C) Humedad relativa (%) Radiación de onda corta 
(W/m2)
Viento (m/s)
RM 
SE 
BIAS MAE RMSE BIAS MAE RMSE BIAS MAE RMSE BIAS MAE RMSE
V
1 2.5 -1.2 2.1 19.2 15.8 16.4 176.6 74.8 99.2 1.4 0.6 0.9 2.8
2 2.7 -0.8 2.2 19.9 15.7 16.6 176.5 74.5 99.1 1.8 0.9 1.2 3.3
3 2.4 -0.8 2.0 17.4 13.7 14.6 176.2 74.7 98.9 1.3 0.5 0.9 2.7
4 2.5 -1.1 2.0 19.2 15.6 16.4 176.6 74.7 99.2 1.3 0.5 0.9 2.7
5 194.7 92.8 110.7 1.5 -0.8 1.0 2.8
6 176.9 85.6 99.2 1.5 -0.8 0.9 2.8
7 2.1 -0.2 1.7 19.2 15.5 16.1 176.4 84.6 99.5 1.5 0.7 1.1 2.7
8 2.6 -0.9 2.1 17.3 12.4 14.2 189.9 72.8 109.2 1.5 0.6 1.0 2.7
9 2.4 -0.8 1.8 16.2 11.8 13.2 183.1 74.9 103.9 1.5 0.7 1.0 2.7
10 2.1 -0.2 1.6 13.1 8.9 10.3 176.4 74.8 99.0 1.3 0.5 0.9 2.7
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La simulación que presenta una mejor evaluación estadística es la número 10 (la que se 
hizo con MODIS), principalmente para temperatura y humedad relativa, lo que corrobora 
que  MODIS  mejora  las  interacciones  suelo-atmósfera,  como  ya  se  había  discutido 
anteriormente.   En cuanto  a los  vientos  y  la  radiación  la  simulación 10 no presenta 
mejorías con respecto a la 3, la cual es exactamente igual a la simulación 10 pero con 
datos de USGS para uso del suelo. A parte de la simulación 10 y 3, la simulación 9, que 
solo difiere de la simulación 3 en las paramterizaciones de radiación, también presenta 
buenos resultados excepto en radiación precisamente.
Figura 3-16.  Comparación de flujos de calor sensible HFX entre esquemas de 
PBL
Simulación 1: YSU (rojo), simulación 2: MYJ (verde), simulación 3 y 10: ACM2 (violeta y azul 
respectivamente)
Por su parte, la simulación 2 es la que presenta los peores resultados (excepto en la 
radiación), teniendo en cuenta principalmente el RMSE que es una medida del error total 
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del  modelo.  Esta  simulación  se  caracteriza  por  ser  la  única  en  la  que  se  utilizó  el 
esquema de PBL MYJ. Investigaciones como la de Xiao et al (2010)  y Borge et al. (2008) 
también encuentran que este esquema presenta los mayores errores con respecto a los 
datos observados, principalmente en términos de temperatura y humedad relativa.  Una 
posible causa de los errores producidos con MYJ sería una diferencia en los flujos de 
calor simulados por el esquema en comparación con los de ACM2 y YSU, tal como lo 
plantea Stensrud (2007) en su libro. La figura 3-16 muestra que el promedio diario del 
flujo de calor sensible HFX es mayor para el esquema MYJ (verde) que para YSU (rojo) y 
ACM2 (azul y violeta), principalmente hacia el medio día, cuando se presenta la mayor 
radiación.  Un comportamiento similar  se encuentra en las simulaciones de Xiao et  al 
(2010). Por otro lado, el  flujo de calor latente LH no muestra variaciones importantes 
entre los esquemas. Fig 3-17
Figura 3-17. Comparación de flujos de calor latente LH entre esquemas de PBL
Simulación 1: YSU (rojo), simulación 2: MYJ (verde), simulación 3 y 10: ACM2 (violeta y azul 
respectivamente)
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El esquema de PBL que presenta mejores resultados es el ACM2, lo cual es acorde con 
otros estudios que expresan la mejoría de este esquema ya que  puede comportarse 
como un esquema local o no local según sea la necesidad, lo cuál mejora los flujos de 
energía  y  humedad  dentro  de  la  PBL.  Dichos  flujos  de  energía  y  humedad  se  ven 
reflejados en la temperatura y la humedad relativa. 
Al revisar la tabla 3-4 se observa que, en general, en todas las simulaciones el modelo 
tiende a subestimar la temperatura. La figura 3-18, que muestra el promedio diario de la 
temperatura para las simulaciones con parametrización ACM2 de PBL, indica que  para 
el mes de febrero dicha subestimación se da en casi todas las horas del día, siendo entre 
las  8  y  10  de  la  mañana  las  horas  en  que  mas  se  acerca  el  pronóstico  a  las 
observaciones. Un análisis apoyado en la figura 3-6 muestra que en los primeros días del 
mes se subestima la temperatura principalmente en la noche y madrugada, mientas que, 
a partir del día 9, empieza a ser mas notoria la subestimación hacia el medio día.
Figura 3-18.  Comparación del promedio diario de la temperatura  para simulaciones 
ACM2
Análisis de sensibilidad y parametrizaciones                                                                   78  
Por su parte, la humedad relativa es sobrestimada por el modelo según la tabla 3-4. Una 
vez más, la gráfica promedio del mes de la humedad relativa (Figura 3-19) muestra que 
se sobrestima casi todo el día y que las mejores horas de pronóstico se dan entre las 8 y  
10 am. Al revisar de nuevo la figura 3-7 se observa que, en general, en los primeros días 
del mes se sobrestima la humedad relativa hacia la noche y madrugada y, a partir del 8 
día es mayor la sobrestimación que se da hacía el medio día. 
Figura  3-19.  Comparación  del  promedio  diario  de  la  humedad  relativa  para 
simulaciones ACM2
Es importante, a pesar de que no existen datos de observación, comparar las alturas de 
la PBL generadas por los diferentes esquemas, cada uno de los cuales utiliza un método 
diferente para su estimación. MYJ define la altura de la PBL como la altura a la que la  
TKE desciende a un valor bajo predefinido.  ACM2  define la cima de la PBL como el 
punto  en el  que el  número global  de Richardson,  calculado por  encima del  nivel  de 
flotabilidad neutra, supera por primera vez el número crítico de Richardson. El esquema 
YSU también  utiliza  el  número  de  Richardson,  pero  lo  calcula  empezando  desde  la 
superficie  Stensrud (2007).  Teniendo en cuenta estas diferencias se puede explicar la 
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figura 3-20, la cual presenta las alturas de la PBL para diferentes esquemas evaluados; 
en ella se observa como el esquema MYJ predice la altura mas baja de la PBL, mientras 
que el esquema ACM2 simula la PBL mas alta.  El hecho de que ACM2 presente una 
PBL más  alta  se  explica,  según  Xiao  et  al.  (2010),  en  la  mezcla  vertical,  ya  que 
diferencias en la mezcla vertical y el arrastre pueden crear diferencias en el desarrollo 
vertical de la PBL.  Una mezcla vertical fuerte provoca un arrastre más fuerte en la parte 
superior  de  la  PBL de  aire  troposférico  libre,  lo  que  favorece  el  calentamiento  y  la 
reducción en la humedad relativa dentro de la PBL, por lo que ACM2 tiene la PBL mas 
alta. El punto más alto de la PBL se alcanza entre la 1 pm y las 3pm HLC y tiene un lapso 
de estabilidad antes de que comience a descender. En la figura también se resalta el 
hecho de que la simulación realizada con MODIS (simulación 10) predice una altura de la 
PBL mayor que con la simulación realizada con USGS (simulación 3)
Figura 3-20. Alturas de la PBL  simuladas por los diferentes esquemas
Simulación 1: YSU (rojo), simulación 2: MYJ (verde), simulación 3 y 10: ACM2 (violeta y azul 
respectivamente)
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En  cuanto  a  la  parametrización  de  radiación  de  onda  corta  se  observa  que  el 
comportamiento de la variable evaluada (radiación solar directa) es muy sensible a esta 
parametrización, ya que los resultados de la evaluación estadística de las simulaciones 
con los mismos esquemas de radiación de onda corta es muy similar, principalmente en 
cuanto RMSE y MAE. El caso mas claro el de Dudhia, que para sus 5 simulaciones 
presentó resultados parecidos. Este fenómeno también está relacionado con la época del 
año ya que, al  estar la ZCIT al sur del territorio nacional,  se tiene un cielo con poca 
cobertura nubosa que pueda absorber radiación solar en la atmósfera y, por tanto, es 
mas fácil para el modelo hacer la estimación de la cantidad de radiación que alcanza la 
superficie del suelo. 
Figura 3-21. Comparación del promedio diario de la radiación de onda corta 
Simulación 7: GFDL (verde), simulación 9: GSS (rojo), simulación 10: Dudhia (azul)
Por otro lado, el Bias indica una sobrestimación de esta variable en todos los esquemas 
empleados, principalmente el esquema GFDL. La figura 3-21 muestra la manera en que 
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la radiación, en todos los esquemas (solo se escogió una simulación por cada esquema 
ya que son muy similares entre sí), sobrestima la radiación desde las primeras horas  del 
día (alrededor de las 6 am) hasta que alcanza su pico máximo (entre la  1 y 2 pm), 
después  del  cual  el  modelo  mejora  la  estimación  de  la  variable  con  una  pequeña 
subestimación en las últimas horas de radiación solar del día (entre las 6 y 7 pm). La 
figura 3-9 muestra los buenos resultados de la simulación a lo largo del mes, que tiene 
las  peores  representaciones  los  días  3,  4  y  6,  días  en  que  se  reduce  la  radiación 
observada.
El esquema MM5 Dudhia (simulaciones 1, 2, 3, 4, y 10) presenta los mejores resultados 
para los tres estadísticos evaluados, lo que coincide con los resultados de Borge et al., 
(2008) . El esquema GFDL muestra un bias alto, pero un rmse y mae con valores muy 
cercanos a los de Dudhia; mientras que el esquema Goddard de la nasa presenta un 
bias mas cercano al de dudhia, pero tiene los peores resultados en el rmse y el mae. La 
simulación  5,  que  también  se  corrió  con  el  esquema  goddard,  presenta  los  peores 
resultados en los tres estadísticos. 
Un hecho que se encontró, y que vale la pena profundizar en futuras investigaciones, fue 
que las mayores sobrestimaciones en el Bias se dieron en las simulaciones que utilizaron 
el esquema Pleim-Xiu como Suface layer scheme (simulaciones 5, 6, 7). lo cual sugiere 
una relación entre ésta parametrización y la radiación de onda corta modelada. 
Finalmente, la evaluación del viento no evidencia una relación o una sensibilidad directa 
con alguna parametrización tal como se esperaba, ya que la velocidad y dirección del 
viento son variables muy complejas en las que influyen muchos procesos físicos que 
dependen  de,  prácticamente,  todas  las  parametrizaciones.  En  general,   la  tabla  3-4 
muestra  que  las  simulaciones  tienen  comportamientos  similares  sin  embargo,  la 
simulación 2 tiene los peores resultados lo que hace pensar en la influencia de los flujos 
de calor sensible en los vientos ya que, como se observa en la figura 3-16 el flujo de 
calor sensible en el esquema MYJ utilizado en la segunda simulación es mayor que en 
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las otras simulaciones (que son muy similares entre si), lo que podría causar vientos mas 
fuertes. El trabajo de Borge et al., (2008) también encuentra vientos mas fuertes para el 
esquema MYJ.  Las simulaciones 5 y 6 fueron las únicas corridas que mostraron un bias 
negativo lo que sugiere la influencia de a parametrización land surface model en este 
fenómeno, pues estas fueron las únicas simulaciones realizadas con el esquema  Noah – 
MP.
3.5. Evaluación de la estructura vertical de la atmosfera simulada 
por el WRF
En esta sección se presenta la validación vertical del modelo, que se realizo con el fin de 
tener una idea de la capacidad de simulación del modelo WRF, no solo en superficie, sino 
también  en  las  capas  verticales  de  la  atmosféra.  Para  ello  se utilizaron  los  datos 
recogidos con ayuda de un balón cautivo ubicado en el Aeropuerto de Sogamoso durante 
la  campaña  CAVASO  2002,  éste  balón  realizó  unos  perfiles  verticales  de  humedad 
relativa y temperatura para los días 1 de febrero a las 9 am; 12 de febrero a las 7:45 am, 
11 am y 12 pm; 14 de febrero a las 6 am, 7 am, 9 am y 10 am. Por su parte, los datos del  
modelo WRF fueron obtenidos del dominio de mayor resolución de la simulación 10 que, 
como se demostró anteriormente, presentó los mejores resultados en la evaluación de 
parametrizaciones. 
La Figura 3-22 muestra los perfiles verticales de temperatura y humedad relativa para los 
días 11 de febrero a las 745 am y 14 de febrero a las 9 am. El comportamiento que se 
presenta  es  muy  similar  a  las  demás  horas  y  días  evaluados  ya  que  en  todas  las 
evaluaciones se evidencio que el modelo suaviza la temperatura y la humedad relativa, 
por lo que no reproduce las pequeñas variaciones que se presentan en rangos pequeños 
de altura.
Lo  mas  importante  que  se  observa  en  los  perfiles  es  que  la  temperatura  vertical 
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modelada tiene una buena aproximación a la observada, presentándose en la mayoría de 
los  casos  una  subestimación.  La  humedad  relativa,  por  el  contrario,  no  es  bien 
representada por el  modelo,  se presenta una sobrestimación considerable,  lo  que se 
traduce  en  una  sobresaturación  del  aire.  Es  importante  mencionar  que  los  datos 
observados de la humedad relativa tienen cierta incertidumbre en las mediciones debido 
al sensor. 
Figura  3-22.  Perfiles  verticales  de  humedad  relativa  y  temperatura.  Balón 
cautivo vs WRF
   
a) b)
En  azul  se  muestra  la  temperatura  y  en  rojo  la  humedad  relativa,  las  lineas 
segmentadas son los datos del modelo.
a) evaluación para el 12 de febrero a las 7:45 am  
b) evaluación para el 14 de febrero a las 9:00 am 
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4. SIMULACIÓN ESTUDIO DE CASO CON 
WRF
En el presente capitulo se presentan los resultados de la simulación meteorológica en el 
Valle de Sogamoso con el Modelo WRF en el contexto del caso de estudio. Se describen 
los campos de viento obtenidos con la simulación que mostró los mejores resultados 
según el  capitulo anterior,  para los días de situaciones de contaminación atmosférica 
contrastantes  según  la  figura  2-2  (ver  metodología).  Para  cada  día  estudiado  se 
desarrolla un modelo conceptual de los patrones de viento que ayuda a sintetizar y a 
entender mejor las situaciones meteorológicas que se presentan. 
Con  el  fin  de  complementar  los  análisis  realizados  en  los  niveles  mandatorios  y 
superficie se realizaron unos cortes verticales que permiten ver de manera integral en 
toda la atmósfera el perfil de vientos. En el dominio 1 se realizaron dos cortes centrados 
en la estación El Recreo, que buscan analizar la entrada de vientos a la cordillera oriental 
desde los llanos y desde el Valle de Magdalena; en el dominio 2 se realizaron tres cortes, 
también centrados en la estación El Recreo, que apuntan, no solo a analizar la entrada 
de  vientos  provenientes  de  los  llanos  orientales,  sino  también  a  tener  una  primera 
perspectiva de los vientos dentro del valle de Sogamoso; en el dominio 3 se realizaron 
los  mismos tres  cortes  anteriores  centrados  en la  estación  El  Recreo y  ademas,  se 
hicieron dos cortes adicionales con el fin de ver con mas claridad los vientos anabáticos y 
catabáticos y la conexión entre el Valle de Sogamoso y el Valle de Tundama. Figura 4-1
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Figura 4-1. Cortes verticales realizados en cada dominio.
a)
b)
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c)
La linea roja indica los cortes realizados para: a) Domino 1, b) Dominio 2, c) Dominio 3. 
En total fueron analizadas 1464 imágenes para los 4 días y los tres dominios, entre los 
tres niveles mandatorios (250mb, 500mb y 850mb), las cartas de superficie y los perfiles 
verticales.
4.1.  Situación para el 4 de febrero.
El día 4 de febrero se presentó la mayor concentración de contaminantes de la campaña. 
La medición de PM10 se llevó a cabo desde 11:20 am hora local hasta las 11:15 am del 
día siguiente. El análisis meteorológico es el siguiente:
En niveles altos, a 250mb de presión, el modelo presenta un patron constante en los 3 
dominios  influenciado  por  la  condicion  sinóptica:  vientos  provenientes  del  suroeste. 
(figura 4-2. (a)).  En niveles medios (500mb) predomina el flujo del oeste con una leve 
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componente  sur  en el  dominio  1,  mientras que en el  dominio  2  y  3 los  vientos son 
proncipalmente del noroeste.  Se observa  una dorsal asociada a un flujo anticilónico 
sobre el Meta y parte de Cundinamarca. (figra 4-2. (b))
Figura 4-2.  Campo de vientos en 250 mb y 500 mb para el 4 de febrero
a)  b)
Campo de vientos en el dominio 1 para: a) 250 mb a las 13 hrs  y b) 500 mb a las 10 hrs
Con respecto al viento en 850mb y superficie, en el dominio 1 se aprecia que los vientos 
alisios llegan por el noreste hasta encontrarse con la cordillera oriental.  (figura 4-3. (a)) 
Dentro de la cordillera oriental  los vientos se ven claramente influencienciados por la 
orografia, mas que por algún patron sinóptico. En el valle del Magdalena se presentan 
vientos del suroeste en la mañana y en la tarde empiezan a entrar vientos del norte.  En 
el domino 2 (figura 4-3. (b)) la influencia de los vientos alisios se da entre  las 10 am y las 
6pm, hora en la cual se empiezan a ver vientos catabáticos sobre los llanos orientales; 
sobre la cordillera  oriental se ve la influencia de vientos del noroeste y pareciera haber 
cierta entrada de vientos alisios del este lo cual no se ve reflejado en el perfil vertical. 
(figura 4-5. (a) y (b))
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Figura 4-3.  Campo de vientos en 850mb y superficie para el 4 de febrero en los 
dominios 1 y 2
a)
b)
Campo de vientos para: a) Dom 1 a  850 mb a las 13 hrs, b) Dom 2 en superficie a las 15 hrs
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En el Valle de Sogamoso los vientos en superficie (ya que en 850 mb no hay datos para 
éste dominio) indican que predomina por la mañana  vientos oeste, asociados  al régimen 
de mesoescala.   Al  interior  del  valle  se presentan vientos anabáticos  leves y mucha 
turbulencia, lo que genera bajas velocidades del viento y, en ciertas horas, se presenta 
canalización principalmente en el valle de Tundama (Figura 4-4 (a)). Al avanzar el día, el 
calentamiento genera vientos anabáticos suaves.  En la tarde vientos mas fuertes,  se 
observa una canalización del valle de Tundama con flujo advectivo. Hacia el medio día se 
presentan vientos  provenientes del noroeste que empiezan a entrar con fuerza en el 
valle de Sogamoso (Figura 4-4 (b)). A las 3 de la tarde la entrada de vientos del noroeste 
es mas fuerte, también cambia radicalmente la dirección de los vientos que entran por el 
norte  del  valle  de  Sogamoso,  cerca  a  la  estación  Belencito,  con  una  dirección 
predominante del este, lo cual podría llevar aire contaminado a El Recreo (Figura 4-4 (c)). 
A Partir  de  las  8  pm  se  empiezan  a  presentar  vientos  catabáticos  débiles  con  el 
enfriamiento del valle,  principalmente en la ladera cercana al municipio de Sogamoso 
donde  se  ubican  los  chircales,  estos  vientos  seguramente  también  llevan  aire 
contaminado al municipio de Sogamoso. 
En general, La altura de la PBL alcanza un máximo de poco mas de 2000m.
Perfiles verticales para el 4 de febrero:
los perfiles de los dominios 1 y 2  indican vientos del oriente en la troposfera libre  y del 
occidente en la atmósfera troposférica, incluyendo los niveles bajos, lo que significa que 
no hay entrada de vientos proveniente de los llanos orientales.  En los perfiles no se 
observan los vientos catabáticos hacia los llanos orientales que se vieron en la carta de 
superficie. El dominio 3 muestra un patrón simular a los dos anteriores, predomina un 
flujo advectivo del noroeste, pero al interior del valle de Sogamoso se observan vientos 
débiles con cierta subsidencia. (Figura 4-5)
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Figura 4-4.  Campo de vientos  en superficie para el 4 de febrero en el dominio 3 
a) b)
c) d) 
Campo de vientos para en el dominio 3 para a) 9 hrs, b) 12 hrs, c) 15 hrs, d) 20 hrs. Los puntos 
sitúan las estaciones de la red de calidad del aire
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Figura 4-5.  perfiles verticales para el 4 de febrero
a) b)
c) d) 
Perfiles verticales para a) dominio 1 a 135° 13 hrs, b) dominio 2 a 135° 12 hrs, c) dominio 3 135°  
a 12 hrs, d) dominio 3 45° 15 hrs. 
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4.2 . Situación para el 5 de febrero.
El día 5 de febrero bajó la concentración de contaminantes con respecto al día anterior 
en alrededor de 70μg/m3. La medición de PM10 se llevó a cabo desde desde las 11:40 
am hasta las  9:25 am del día siguiente.
El análisis del campo de vientos del modelo para el 5 de febrero en niveles altos (250mb) 
(Figura 4-6 (a)) indica un patrón muy similar al del día anterior: vientos  provenientes 
principalmente del suroeste y del oeste. En niveles medios (500mb) (Figura 4-6 (b)), al 
igual  que el  día anterior,  predomina el  flujo del  oeste pero esta vez con un flujo del 
noroeste mas marcado en los tres dominios. 
Figura 4-6.  Campo de vientos en 250 mb y 500 mb para el  5 de febrero
a) b)
Campo de vientos en el dominio 1 para: a) 250 mb a las 13 hrs, y b) 500 mb a las 13 hrs
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En superficie y 850 mb para el dominio 1 (Figura 4-7 (a)) otra vez los vientos alisios del 
nororiente llegan fuertes hasta encontrarse con la cordillera oriental. Por otro lado, se 
observa que los vientos del norte que entran al Valle del Magdalena son mas fuertes, lo 
que implica un flujo mas laminar  que el  día anterior;  ésto implica que dichos vientos 
tienen mayor impacto sobre la cordillera oriental, lo cual se ve reflejado en el dominio 2 
(Figura 4-7 (b)) en el que se observa la fuerte influencia de los vientos del noroeste (que 
afectan a Sogamoso).  Una vez mas, a partir de las 6 pm los alisios se debilitan dando 
paso a los vientos catabáticos que de la cordillera bajan hacia los llanos. 
En el  dominio 3 la carta de superficie, que permite ver mejor el  Valle de Sogamoso, 
muestra  en  la  mañana  un  comportamiento  similar  al  del  día  anterior  con  vientos 
anabáticos  y  una  mayor  canalización  de  los  vientos  dentro  del  Valle  .  Sin  embargo 
también se presentan vientos mas fuertes del noroeste (Figura 4-8 (a)). A partir del medio 
día se observa la entrada de vientos del norte por el norte del valle de Sogamoso. El valle 
de Tundama por su parte sigue bajo la influencia de vientos del noroeste (igual que el día 
anterior  pero  menos fuerte)  (Figura 4-8 (b)).  En la  tarde se intensifica  la  entrada de 
vientos por el norte del Valle de Sogamoso, éste comportamiento es mas fuerte que el 
día  anterior  en el  que predominan los  vientos  del  noroeste entrando por  el  Valle  de 
Tundama y el sur del Valle de Sogamoso (Figura 4-8 (c)). En la noche se tienen vientos 
mas fuertes que el  día anterior,  lo  que puede incidir  en una mejor  dispersión de los 
contaminantes,  y  no  son  tan  influyentes  los  vientos  catabáticos  que  traen  aire 
contaminado de los chircales  ubicados en la  ladera cercana a la  estación el  Recreo 
(Figura 4-8 (d)). 
Es importante mencionar que la temperatura superficial es mayor que la del día anterior, 
lo cual influye ampliamente en la intensidad de los vientos.  Pero no parece tener un 
mayor impacto en la altura de la PBL que muestra valores similares a los del día anterior. 
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Figura 4-7.  Campo de vientos en 850mb y superficie para el 5 de febrero en los 
dominios 1 y 2
a)
b)
Campo de vientos para: a) Dom 1 a  850 mb a las 13 hrs , b) Dom 2 en superficie a las 15 hrs
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Figura 4-8.  Campo de vientos en superficie para el 5 de febrero en el dominio 3 
a) b)
c) d) 
Campo de vientos para en el dominio 3 para a) 9 hrs, b) 12 hrs, c) 15 hrs, d) 20 hrs. Los puntos 
sitúan las estaciones de la red de calidad del aire
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Figura 4-9.  perfiles verticales para el 5 de febrero
a) b)
c) d) 
Perfiles verticales para a) dominio 1 a 90° 13 hrs, b) dominio 2 a 135° 12 hrs, c) dominio 3 135° a 
12 hrs, d) dominio 3 45° 15 hrs. 
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Perfiles verticales para el 5 de febrero:
En general, los perfiles verticales son similares a los del día anterior. En los dominios 1 y 
2 se presenta de nuevo vientos del oriente en la troposfera libre y del  del occidente en la 
atmósfera troposférica.  Una vez mas, no hay entrada de vientos de los llanos orientales, 
sin embargo se ve una mayor velocidad en los vientos y mayor subsidencia sobre la 
cordillera  oriental  y  el  Valle  de  Magdalena.  En  el  dominio  3  se  ve  un  flujo  menos 
advectivo de noroeste fruto de una mayor subsidencia, lo que podría incidir en una mayor 
entrada de aire limpio proveniente de capas medias  de la atmósfera. (Figura 4-9)
4.3  Situación para el 15 de febrero.
Las otras dos situaciones evaluadas son el 15 y 16 de febrero. El 15 de febrero es un día 
de relativamente baja concentración de contaminantes, a pesar de que la medición de 
PM10 fue mucho mas de 24 horas, desde las 00:00 am hasta las  11:00 am del 16 de 
febrero.
El análisis meteorológico simulado por el modelo para éste día muestra un cambio radical 
en flujo de viento con respecto a los 5 y 6 de febrero. En los 250 mb de presión se 
observa que el viento proviene del este y del sureste en los tres dominios (Figura 4-10 
(a)).  En  niveles  medios  (500mb)  también  predomina  el  flujo  del  este  con  una  leve 
componente norte en el dominio 1, por lo demás se tiene un flujo muy laminar (Figura 4-
10 (b)). 
Las cartas de vientos en 850 mb de presión y superficie muestran para el dominio 1 
viento principalmente del noreste controlado por los vientos alisios  que chocan contra la 
cordillera  oriental.  También  se  tienen  vientos  del  norte  entrando  por  el  valle  del 
Magdalena. En la tarde se presenta un sistema ciclónico sobre Santander que afecta la 
circulación en el valle mencionado (Figura 4-11 (a)). En el dominio 2  se observa la fuerte 
influencia  de  los  vientos  alisios,  con  una  aparente  entrada  de  dichos  vientos  a  la 
cordillera  oriental,  lo  cual  se  corrobora  con  los  perfiles  verticales  (Figura  4-13).  Se 
presenta flujo del este principalmente sobre la cordillera oriental, pero en la tarde entra 
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viento del noroeste por el norte del departamento de Boyacá (Figura 4-11 (b)).
Figura 4-10.  Campo de vientos en 250 mb y 500 mb para el  15 de febrero
a) b)
Campo de vientos en el dominio 1 para: a) 250mb a las 10 hrs y b) 500mb a las 10 hrs
En el valle de Sogamoso, los vientos en superficie muestran por la mañana vientos del 
este  en  las  zonas  altas  y  vientos  anabáticos  débiles  en  el  interior  de  los  valles  de 
Sogamoso  y  de  Tundama  fruto  del  calentamiento  superficial,  lo  que  causa  una 
canalización (Figura 4-12 (a)) .  En la tarde siguen los vientos anabáticos con vientos 
débiles al interior del valle (Figura 4-12 (b)),  a partir  de las 4 pm empiezan a entrar 
vientos fuertes por el este del valle de Sogamoso y del suroeste por el Valle de Tundama 
(Figura 4-12 (c)). En la noche se presentan vientos del este y del noreste que podrían ser 
catabáticos  sobre la ladera cercana a la estación El Recreo debido al enfriamiento de la 
superficie (Figura 4-12 (d)). A partir de las 10 pm se tienen calmas. 
La altura de la PBL alcanza los 2500 m entre la 1pm y las 4 pm en el interior de Valle de 
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Sogamoso. 
Figura 4-11.  Campo de vientos en 850mb y superficie para el 15 de febrero en 
los dominios 1 y 2
a)
b)
Campo de vientos para: a) Dom1 a  850 mb a las 13 hrs , b) Dom 2 en superficie a las 17 hrs
Simulación estudio de caso con WRF                                                                              100  
Figura  4-12.  Campo  de  vientos  en  superficie  para  el  15  de  febrero 
en el dominio 3 
a) b)
c) d) 
Campo de vientos para en el dominio 3 para a) 9 hrs, b) 12 hrs, c) 16 hrs, d) 20 hrs. Los puntos 
sitúan las estaciones de la red de calidad del aire
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Figura 4-13.  perfiles verticales para el 15 de febrero
a) b)
c) d) 
Perfiles verticales para a) dominio 1 a 90° 13 hrs, b) dominio 2 a 135° 12 hrs, c) dominio 3 135° a 
12 hrs, d) dominio 3 135° 21 hrs. 
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Perfiles verticales para el 15 de febrero:
los perfiles de los dominios 1 y 2  indican vientos del oriente en toda la parte de la 
atmósfera evaluada (alrededor de 20 km de altura) lo que parece favorecer cierta entrada 
de  vientos  en  superficie  a  la  cordillera  provenientes  de  los  llanos  orientales.  En  los 
perfiles no se observan los vientos catabáticos hacia los llanos orientales que se vieron 
en la carta de superficie. El dominio 3 muestra un patrón del este, como en los dominios 
anteriores, al interior del valle de observan vientos débiles y, a diferencia del 4 y 5 de 
febrero,  se  aprecia  de  manera  más  clara  los  vientos  anabáticos  en  el  día  y  los 
catabáticos en la noche.  (figura 4-13)
4.4. Situación para el 16 de febrero.
El día 16 de febrero aumentó la concentración de contaminantes con respecto al  día 
anterior  en  alrededor  de  60μg/m3,,  a  pesar  de  que  el  tiempo  de  medición  fue 
significativamente menor. La medición se llevó a cabo desde las 2:00 pm hasta las  10:40 
am del 17 de febrero. 
El análisis meteorológico simulado por el modelo para el 16 de febrero en niveles altos, a 
250  mb, muestra un patrón similar al del día anterior, con la diferencia de que el flujo  
proviene principalmente del sureste (Figura 4-14 (a)). Lo propio sucede con los niveles 
medios en los que, al igual que el día anterior, predominan los vientos del este. (Figura 4-
14 (b))
En superficie y 850 mb se observa para el dominio 1 y el dominio 2 (Figura 4-15) un 
comportamiento similar al del día anterior, los vientos alisios que se encuentran con la 
cordillera oriental. También se presenta de nuevo el sistema ciclónico sobre Santander. 
La única diferencia con el día anterior es que en el dominio 2 no se observa la entrada de 
viento del noroeste por el norte del departamento de Boyacá.
103                                                                                                                          Capítulo 4 
El análisis de superficie del dominio 3 muestra en la mañana vientos del este más fuertes 
que el  día anterior lo que interrumpe la canalización del valle y hace que los vientos 
anabáticos en el interior del valle de Sogamoso no sean tan fuertes. (Figura 4-16 (a)).  En 
la  tarde se presenta de nuevo la entrada de vientos del  este pero con  mucha mas 
velocidad y mas temprano que en el día anterior (Figura 4-16 (b)) , éste fenómeno hace 
que no se presente el flujo de vientos entrando por el valle de Tundama que se presentó 
el día anterior hacia las 4 pm (Figura 4-16 (c)) En la noche no hay diferencias relevantes 
en los vientos con respecto al 15 de febrero, una vez mas se presentan vientos del este y 
del noreste sobre la ladera cercana a la estación El Recreo . (Figura 4-16 (d))
En general éste día es levemente de mayor temperatura superficial que el día anterior, lo 
cual no parece influir en la altura de la PBL que es similar en los dos días.
Figura 4-14.  Campo de vientos en 250 mb y 500 mb para el  16 de febrero
a) b)
Campo de vientos en el dominio 1 para: a) 250mb a las 13hrs y b) 500mb a las 10 hrs
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Figura 4-15.  Campo de vientos en 850mb y superficie para el 16 de febrero en 
los dominios 1 y 2
a)
b)
Campo de vientos para: a) Dom 1 a  850 mb a las 10 hrs, b) Dom 2 en superficie a las 17 hrs
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Figura 4-16.  Campo de vientos para el 16 de febrero en el dominio 3 
a) b)
c) d) 
Campo de vientos para en el dominio 3 para a) 9 hrs, b) 12 hrs, c) 16 hrs, d) 20 hrs. Los puntos 
sitúan las estaciones de la red de calidad del aire
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Figura 4-17.  perfiles verticales para el 16 de febrero
a) b)
c) d) 
Perfiles verticales para a) dominio 1 a 90° 13 hrs, b) dominio 2 a 135° 12 hrs, c) dominio 3 135° a 
12 hrs, d) dominio 3 135° 21 hrs. 
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Perfiles verticales para el 16 de febrero:
Los perfiles de los dominios 1 y 2 presentan un comportamiento similar al del día anterior, 
con la diferencia de que los vientos del este son mas fuertes (como se vio en las cartas 
de superficie), lo que hace que la entrada de vientos proveniente de los llanos orientales 
hacia la zona andina sea mas evidente. En el dominio 3 otra vez se observa un patrón 
similar al del día anterior pero con un flujo mas advectivo del este. Una vez mas se puede 
apreciar los vientos anabáticos claramente, aunque no ocurre lo mismo con los vientos 
catabáticos. (figura 4-17)
4.5.  Sintesis de las situaciones analizadas.
• En general  el comportamiento de los patrones de circulación simulados entre los 
días  de  baja  contaminación  y  alta  concentración  de  contaminantes  son  muy 
similares,  tanto  en  capas  altas  y  medias  como  en  superficie.  En  las 
observaciones por su parte, se evidencia un cambio significativo en la dirección 
del viento para el día 5 de febrero con respecto al día 4, pero no ocurre lo mismo 
para el día 16 con respecto al día 15 de febrero. Ver figuras 3-18 y 3-19 (a) y (d)
• Se puede distinguir dos tipos de patrones, para los días 15 y 16  Se tiene mayor 
influencia de los vientos alisios que los días 4 y 5, lo cual implica entrada de 
vientos del oriente. Mientras que los días 4 y 5 predominan los vientos del oeste 
provenientes del  Magdalena medio. Éste comportamiento se evidencia en las 
rosas de viento de los datos modelos en las figuras 3-18 y 3-19 que, como la 
misma figura indica, difieren de las observaciones principalmente para el día 5 de 
febrero.
• La canalización del valle se da cuando los vientos son principalmente de tipo local 
y de baja velocidad, cuando entran vientos fuertes, ya sea del este o del oeste, no 
se presenta canalización.  
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• Se evidenció, tanto en los datos observados como en los datos modelados, que el 
día 5 de febrero presenta una mayor velocidad del viento que el 4 de febrero, 
principalmente en horas de la tarde. Lastimosamente, para los días 15 y 16 de 
febrero las velocidades del viento son muy similares.
• El comportamiento de los vientos en la noche y madrugada (vientos catabáticos y 
mucha calma) puede posibilitar la ocurrencia de episodios de contaminación. 
• Los días de mayor contaminación (4 y 16) tienen mayor influencia de los vientos 
catabáticos que podrían llevar aire contaminado a la estación Recreo, y por tanto 
estar relacionados con los episodios de contaminación. 
• Las temperaturas superficiales y las alturas de la PBL son muy similares en los 
días evaluados de baja contaminación y elevada contaminación, por lo cual no 
parecen influir.  entender mejor las situaciones meteorológicas que se presentan. 
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5. ANÁLISIS DE LA SIMULACIÓN 
LAGRANGIANA.
Una vez se validó el modelo WRF y se estableció el mejor juego de parametrizaciones, 
se simuló la  meteorología del  Valle  de Sogamoso,  las salidas de ésta simulación se 
utilizan como datos de entrada para el modelo de simulación lagrangiana STILT previa 
conversión de los  archivos  meteorológicos  al  formato estándar  que el  modelo  STILT 
acepta , para ello se requirió la compilación del WRF bajo algunas modificaciones para 
generar variables adicionales en los outputs así como la utilización de unos programas 
para la conversión de formatos de netcdf a ARL.  
El modelo STILT genera unas huellas de influencia con las cuales es posible estimar, 
para un área determinada, el grado de sensibilidad de las mediciones en los receptores o 
estaciones a las emisiones de contaminantes. (Guerrero, 2013). En otras palabras, STILT 
infiere  de  manera  aproximada  la  influencia  de  las  fuentes  de  emisión  sobre  las 
estaciones de medición, y en ese sentido, determinar si la ubicación de dicha estación es 
la más adecuada. 
5. 1  Modelos lagrangianos de dispersión de partículas
Un  modelo  de  dispersión  es  una  representación  matemática  de  los  procesos  de 
transporte y difusión que se presentan en la atmósfera  en otras palabras, los modelos de 
dispersión proporcionan un medio para pronosticar el impacto de ciertos contaminantes 
atmosféricos emitidos por una fuente o grupo de fuentes en la calidad del aire. 
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Los  modelos  de  dispersión  pueden  ser  utilizados  con  diversos  objetivos,  entre  ellos 
destacan: el desarrollo de estrategias de control en la evaluación del impacto ambiental, 
en el análisis de tendencias de calidad del aire, en la selección del sitio apropiado para 
ubicar  estaciones  de  monitoreo,  estudios  de  diseño  de  chimeneas,  entre  otros.  Los 
modelos aplicados a cada uno de los casos ejemplificados pueden variar en complejidad, 
en  la  cantidad  de  datos  de  alimentación  requeridos  y  en  la  forma  de  llegar  a  los 
resultados. 
La  capacidad  para  pronosticar  la  calidad  del  aire  utilizando  modelos  matemáticos  , 
involucra un gran numero de suposiciones sobre los mecanismos de dispersión de los 
contaminantes, dando como resultado que a pesar de incluir muchas posibles variables 
contribuyentes, el resultado tiene una confiabilidad dada.
Los parámetros meteorológicos requeridos hora a hora en estos modelos de dispersión 
son, de acuerdo al concepto de estabilidad de Pasquill, dirección y velocidad del viento, 
temperatura  y  altura  de  mezcla.  Los  outputs  de  los  modelos  de  dispersión  son 
concentraciones para cada receptor en cada hora. (Viatela, 2007)
Aproximación lagrangiana a la ecuación de dispersión. 
La ecuación de difusión (ecuación 5.1) plantea dos aproximaciones diferentes para su 
solución, aproximación euleriana y aproximación lagrangiana.
Ecuación de difusión:
     Ecuación 5.1 
Donde:
Di es la difusión molecular de las especies i en el aire. 
ci concentración del contaminante de la especie i 
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Ri y Si representan las razones de cambio de las concentraciones con 
el tiempo debido a reacciones químicas entre distintas especies y la 
presencia de fuentes y sumideros respectivamente. 
En la aproximación lagrangiana el sistema de referencia sigue la partícula del fluido, la 
cual está sujeta a las fluctuaciones del flujo turbulento. Los modelos lagrangianos son 
particularmente buenos para condiciones de flujo complejas (viatela,  2007),  así  como 
para simular concentraciones en un corto plazo de emisión desde la fuente con indices 
de emisión altamente variables en escenarios complejos de dispersión (Daly & Zannetti. 
2007). Estos modelos tienen el potencial de simular la turbulencia y capturar el transporte 
a altas resoluciones mediante la simulación de la advección y de la dispersión en la capa 
de mezcla (Lin et al., 2003 , citado en Guerrero, 2013). 
5. 2  Generalidades del modelo STILT
El modelo STILT (Stochastic Time-Inverted Lagrangian Transport) Lin et al.  (2003) se 
basa  en  el  código  fuente  del   modelo  HYSPLIT   (Hybrid  Single-Particle  lagrangian 
Integrated Trajectory) del Laboratorio de Recursos del Aire (Air Resources Laboratory, 
ARL) de la NOAA, utilizando el  esquema de advección media de éste modelo,   pero 
empleando un módulo turbulencia diferente. STILT  Es un modelo atmosférico que simula 
el movimiento de las parcelas de aire usando conjuntos de "partículas" ficticias a partir de 
un lugar y tiempo determinado.  Estas partículas pueden correr tanto hacia atrás y hacia 
adelante en el tiempo desde la ubicación inicial. STILT se ha utilizado principalmente  en 
manera de retrotrayecorias, donde las partículas se extienden a medida que viajan hacia 
atrás en el  tiempo.  De esta manera,  las partículas proporcionan conocimiento de las 
trayectorias de aire que llegan a la ubicación especificada (receptor). A partir de esta 
información se puede construir la "huella" o "footprint" de una observación atmosférica la 
cual es muy útil para la comprensión de los conjuntos de datos atmosféricos (Lin et al.,  
2007).  Éstas  huellas  tienen  unidades  de  concentración  divididas  entre  el  flujo  de 
contaminante ( ppmv µmol-1 m2s).
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En el modelo STILT, las partículas (que representan parcelas de aire de igual masa ) son 
transportadas por fenómenos de advección y turbulencia, cuya información se obtiene a 
partir  de  simulación meteorológica.  La modelación del  transporte turbulento  como un 
conjunto de partículas transportadas estocásticamente se aproxima más a la naturaleza 
estocástica de las parcelas de aire en comparación con otras parametrizaciones (por 
ejemplo, coeficientes de difusión) (Gerbig et al., 2003 citado en Guerrero, 2013). 
La simulación inversa inicia en la localización del receptor selecciona el subconjunto de 
trayectorias que llegan (visto hacia adelante en el tiempo) al receptor. Las características 
de  una  simulación  inversa  enfocada  al  receptor  permite  la  selección  apropiada  de 
parcelas de aire en una sola simulación. Por tanto, existe un ahorro computacional al 
desarrollar una simulación inversa en el tiempo, en comparación con una directa (Lin et 
al., 2003) .
Las partículas son liberadas atrás en el tiempo desde la localización del receptor durante 
un periodo de tiempo determinado y la variación de su densidad, o acumulación, sobre la 
región de análisis se traduce en la variabilidad de la influencia que las diferentes zonas 
geográficas ejercen sobre la concentración medida. En otras palabras, la densidad de 
partículas proporciona la densidad de influencia que es el cambio en la concentración en 
el receptor como respuesta a los flujos en las localizaciones y en los tiempos donde las 
partículas se encuentran después de correr el modelo inverso en el tiempo .
STILT cuenta con un código escrito en fortran el cual, una vez compilado, el ejecutable 
llamado hymodelc que realiza los cálculos de simulación estocástica lagrangiana hacia 
atrás y hacia adelante en el tiempo. El ejecutable puede usarse directamente desde la 
Terminal de comandos del Sistema Operativo GNU/Linux o mediante el lenguaje de alto 
nivel del software estadístico R (R Core Team, 2012). La primera opción tiene la ventaja 
de permitir una interacción directa con el modelo STILT y poder modificar de forma más 
específica algunos parámetros. La segunda opción es más eficiente porque no requiere 
de la configuración de archivos tipo namelist (similares a WRF), permite realizar un post-
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procesamiento directo mediante diferentes paquetes gráficos de R . La interfaz gráfica de 
R  se  basa  principalmente  en  la  utilización  de  dos  funciones  específicas:  Trajec  y 
Trajecfoot para la generación de las huellas de influencia. 
La función Traject básicamente se encarga de llamar al ejecutable de Fortran hymodelc y 
de generar una estructura de datos conteniendo las localizaciones y elementos de huella 
de las partículas durante cada paso de tiempo hasta el final de la simulación. Por su 
parte,  Trajecfoot genera  la  huella  de  influencia  que  corresponde  a  la  distribución 
geográfica de los elementos de huella para cada partícula sobre una malla uniforme a 
una resolución definida. 
5. 3  Acoplamiento WRF-STILT
El modelo STILT no resuelve las ecuaciones dinámicas de la atmosféricas, razon por la 
cual requiere un conjunto de datos meteorológicos para conducir el movimiento de las 
partículas.  Esta  característica  se  traduce  en  un  bajo  coste  computacional  y  en  la 
flexibilidad para usar diferentes campos meteorológicos así como en la posibilidad de 
construir conjuntos de varios modelos para evaluar errores en las simulaciones (Lin et al., 
2007). 
los modelos de predicción meteorológica (Numerical Weather Prediction Model, NWP) 
ofrecen los campos de viento más realistas con los que dirigir el modelo lagrangiano. 
Como  ejemplos  de  modelos  acoplados  se  encuentran  el  modelo  lagrangiano  de 
dispersión de partículas de la Universidad de Colorado que se ha acoplado con RAMS 
(Pielke et al, 1992) y los modelos FLEXPART – ECMWF y FLEXPART – WRF (Stohl et al, 
2005). STILT ha sido acoplado con ECMWF (Gerbig et al., 2008), RAMS, WRF (Nehrkorn 
et al, 2010) y los campos meteorológicos producidos por los sistemas de asimilación de 
datos del Centro Nacional de Predicción Ambiental (National Centers for Environmental 
Prediction, NCEP) (NOAA/NCEP, 2010). Los modelos acoplados basados en STILT han 
producido resultados satisfactorios en la modelación de la dispersión de gases traza a 
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escala sinóptica y mesoescala. Un ejemplo de ello es la investigación de  Nehrkorn et al. 
(2010) en la que se describe ampliamente el acoplamiento WRF-STILT  y su rendimiento 
se muestra para un estudio de balance de carbono en el continente de América del Norte.
El modelo STILT requiere que WRF sea compilado de manera que se incluya el paquete 
avgflux que permite exportar los valores de vientos promediados en el tiempo así como 
los  flujos  de  masa  convectivos  .  Es  necesario  re  compilar  el  modelo  WRF  previa 
modificación del archivo Registry_EM con el  fin de que los outputs incluyan variables 
como la  masa  total  de  aire  seco  en  columna  en  los  puntos  u  y  v  y  en  puntos  no 
escalonados,  ‘muu’,  ‘muv’,  ‘mut’,  la  variable  de energía cinética turbulenta,  ‘tke’,  y  la 
densidad inversa o volumen específico, ‘alt’. 
Paso  seguido  es  necesario  configurar  el  namelist.  input  del  WRF  según  los 
requerimientos  de  STILT  a  los  archivos  conocidos  como  history_files.  Para  ello,  se 
adicionaron dos líneas en las opciones dinámicas: 
do_avgflx_em = 1, 1, 1, 
do_avgflx_cugd = 1, 1, 1, 
La  opción  do_avgflx_em  permite  la  exportación  de  velocidades  advectivas  másicas 
promediadas en el tiempo. La opción do_avgflx_cugd da lugar a generar flujos másicos 
convectivos y promediados en el  tiempo a partir  del uso del  esquema Grell  Devenyi. 
(Guerrero, 2013) También se configuró el namelist de manera que se genere un archivo 
en formato NetCDF por cada vez que se produzca una salida de información, para cada 
uno de los dominios. Esta opción en WRF se conoce como frames_per_outfile y el valor 
que debe establecerse para cada dominio es 1, que significa la generación de un archivo 
*.nc por cada tiempo de escritura.
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Conversión archivos Netcdf a ARL.
Para convertir  los archivos netcdf a al  formato estándar de Air  Resources Laboratory 
(ARL) de la NOAA es necesario utilizar un programa desarrollado por Nehrkorn et al, 
2010  escrito  en  fortran,  el  cual  esta  basado  en  las  utilidades  de  conversión  de 
información meteorológica de HYSPLIT . Dicho convertidor se puede compilar tanto con 
los  compiladores  de  intel  como  con  los  compiladores  de  GNU.  Como  fruto  de  la 
compilación aparece un ejecutable llamado wrfnc2arl que corresponde al convertidor de 
información meteorológica. 
Los resultados de la  rutina del  ejecutable wrfnc2arl  son archivos pre-convertidos con 
estructura del formato *.arl, donde cada uno corresponde a un tiempo de escritura. Este 
último hecho da lugar a la generación de un número elevado de ficheros si el tiempo de 
simulación  es  relativamente  largo  y  si  los  intervalos  asignados  para  escritura  de 
resultados son cortos lo que causa inconvenientes en el momento de usar el modelo 
lagrangiano de dispersión de partículas STILT. Por este motivo,  se hace necesaria la 
concatenación de todos los archivos individuales correspondientes y generar uno único 
por cada dominio y por cada día. Esta tarea se realiza mediante el script concat_arl.csh. 
Como resultado final del proceso de conversión y concatenación, se genera un archivo 
*.arl por cada dominio espacial y por cada día y tiene la siguiente estructura general: 
dnn.yyyymmdd.arl donde nn es el número del dominio y yyyymmdd es el año (y), mes 
(m) y día (d) de simulación. Estos archivos están listos para ser usados de forma directa 
por el modelo STILT (Guerrero, 2013).
5. 4  Simulación lagrangiana para el Valle de Sogamoso.
Como  se  mencionó  anteriormente,  la  información  de  los  campos  meteorológicos  en 
formato de ARL brindan la factibilidad de poder ejecutar las simulaciones lagrangianas 
mediante el uso de STILT Sobre el Valle de Sogamoso en un área correspondiente al 
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tercer dominio de la simulación con el WRF. Para la utilización del ejecutable hymoldec 
de STILT se utilizó la interfaz en R, ya que éste lenguaje da lugar a la implementación de 
funciones de post-procesamiento avanzadas que permiten, entre otros aspectos, unificar 
los resultados así como a la posibilidad de graficarlos de forma efectiva y directa.  
Lo  primero  que  se  realizó  fue  ejecutar  la  función  trajec,  descrita  anteriormente,  las 
principales opciones con las que se configuró dicha función fueron:
• días de simulación: 4,5,15 y 16 de febrero.
• información espacial: se realizó una simulación exclusivamente con la estación el 
Recreo con el fin de realizar un análisis mas detallado, y otra incluyendo todas las 
estaciones de la red de calidad del aire del valle de Sogamoso.
• Número de horas a simular en sentido temporal inverso : se realizó una corrida 
cada hora con un horizonte inverso de 24 horas  y otra corrida con un horizonte 
de una hora ya que, como se vio en el capitulo anterior, la dirección de los vientos 
dentro del valle de Sogamoso cambia rápidamente y varias veces en el día. 
• Número de partículas : según Guerrero (2013)  un mayor número de partículas 
representará de forma más detallada el comportamiento de la física atmosférica y, 
por consiguiente, reducirá la incertidumbre en los valores obtenidos de elementos 
de huella . En ese sentido se usaron 1000 partículas, las mismas que utilizó el 
anterior autor para Bogotá.
Una  vez  estas  opciones  están  configuradas,  la  función  Trajec  invoca  al  ejecutable 
hymodelc, el cuál desarrolla los cálculos de simulación lagrangiana. Cada partícula, en 
cada paso de tiempo, tendrá asignadas coordenadas espaciales y su correspondiente 
elemento de huella. (Guerrero, 2013)
5.4.1 Análisis de las huellas de influencia 
Los  valores  de  localizaciones,  tiempos  y  elementos  de  huella  de  cada  una  de  las 
Análisis de la simulación lagrangiana                                                                              117  
partículas, que son generados por Trajec y exportados a un archivo, son procesados por 
la función Trajecfoot, la cualtambién pertenece a la interfaz de R para la ejecución del 
modelo STILT. Trajecfoot genera la huella de influencia que corresponde a la distribución 
geográfica de los elementos de huella para cada partícula sobre una malla uniforme a 
una resolución definida. 
La  huella  de  influencia  geográfica  indica  la  sensibilidad  de  las  mediciones  de  los 
receptores frente a las fuentes de emisión de los contaminantes que son transportados 
por los vientos. Las unidades de la huella de influencia geográfica son las mismas que 
las asignadas a los elementos de huella y corresponden a concentración por unidad de 
flujo superficial (ppmv μmol-1 m2 s ). Se basa en el número de partículas que se localizan 
cerca a la superficie en una localización determinada y en el tiempo que residen en cada 
elemento de malla. (Guerrero, 2013)
Las principales opciones con las que se configuró la función trajecfoot fueron:
• Intervalo de tiempo de integración de los elementos de huella (foottimes): (0,1) y 
(0,24) según el número de  horas a simular en sentido temporal inverso de la 
función trajec.
• Intervalo  de  distancia  vertical  sujeto  a  integración  (zbot,  ztop):  0m  (nivel 
superficial) 
• Degradación de la resolución (coarse): 0 (sin degradación de malla) 
Una vez se corrió la función trajec y trajecfoot se obtuvo una gráfica de 24 horas que da 
un panorama general de lo que ocurrió en el día y una gráfica para cada hora simulada, 
que representa lo que sucedió la hora inmediatamente anterior, por lo tanto simula el 
viento una hora antes de alcanzar la estación de medición de calidad del aire (simulación 
inversa). En Cada gráfica se incluyen las principales fuentes de emisión dentro del Valle, 
los chircales (ladrilleras) y las caleras . La barra lateral indica la intensidad de la huella en 
log(ppmv μmol-1 m2 s) , entre mas roja sea el pixel, mayor es la influencia que tiene 
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sobre la estación. (figura 5-1)
Figura 5-1. Descripción de las imágenes obtenidas con trajecfoot.
Las huellas  de influencia  permiten tener  una aproximación de la  procedencia  de los 
vientos que inciden sobre las estaciones de la red de calidad del aire, particularmente la 
estación  El  Recreo.  En  este  sentido,  se  pueden  utilizar  para  entender  episodios  de 
contaminación como los observados en la campaña CAVASO.  Este tipo de estudios 
permiten conocer cuales son las condiciones meteorológicas que llevan a condiciones 
críticas de contaminación dentro del valle de Sogamoso. 
El  análisis  de  las  huellas  de  influencia  se  hace  comparando  los  días  de  baja 
contaminación  con  los  de  alta  contaminación,  hora  a  hora,  con  el  fin  de  encontrar 
diferencias sustanciales que puedan explicar las diferencias en las mediciones de PM10 
realizadas. 
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Análisis para 4  y 5 de febrero. 
Como ya se ha mencionado, el 4 de febrero fue un día muy contaminado en Sogamoso, 
mientras que el 3 de febrero fue un día con menor concentración de contaminantes. Los 
periodos de medición de PM10 fueron relativamente similares, ambos empezaron a las 
11 am hora local y terminaron, el 4 a las 11 am del siguiente día y, el 5 a las 9 am del 6  
de febrero. 
Las gráficas de las huellas de influencia para 24 horas hacia atrás (tomadas a las 11 am) 
muestran  principalmente  influencia  de  los  vientos  del  oeste  para  los  dos  días,  en 
concordancia con las cartas de superficie analizadas en el capitulo anterior. Para el 4 de 
febrero se tiene una influencia mas directa de los vientos que bajan por la ladera cerca a 
Duitama, mientras que para el 5 de febrero es mas importante el flujo que entra por el 
valle de Tundama (Figura 5-2). sin embargo, causa curiosidad que la huella para este día 
no tenga en cuenta los flujos que entran por el norte del valle de Sogamoso en horas de 
la  tarde  que,  como muestra  la  figura  4-8  (c)  y  (d),  fueron  muy  influyentes  sobre  la 
estación analizada. 
Figura 5-2.  Huellas de influencia para el 4 y 5 de febrero con 24 horas hacia 
atrás.
a) b)
Huellas para los periodos: a) de 4 a 5 de febrero 11 am. b) de 5 a 6 de febrero 11 am. 
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Ahora bien, al analizar las huellas de influencia de una hora se observa que para las 
primeras  horas  de  medición  hay  una  gran  influencia  de  los  vientos  del  oeste,  que 
progresivamente se va moviendo hacia el norte. En dicha transición el aire puede llevar 
aire contaminado de las caleras (figura 5-3 (a) y (b)).  Hacia las 3 pm se observa que la  
influencia, para los dos días, es del flujo que entra por el norte del valle de Sogamoso 
(figura 5-3 (c) y (d)), fenómeno que precisamente no se evidencia en la figura 5-2. 
Entre las 5pm y las 7pm se da la mayor diferencia en las huellas para los dos días ya 
que, mientras en el 4 de febrero la influencia pasa a ser mas hacia el sur, en el 5 de 
febrero la huella muestra una dirección mas hacia el noroeste. (figura 5-3 (e) y (f)). En la 
noche y madrugada el comportamiento de los dos días es similar,  huellas de influencia 
cercana a la estación debido a los vientos en calma y los vientos catabáticos, lo que da 
lugar a episodios de contaminación, pues las ladrilleras se ubican en una ladera cercana 
a la estación El Recreo. La dirección de las huellas tiene un componente principalmente 
del sur del valle de Sogamoso y es muy simular al que se observa en la figura 5-3 (e).  
Finalmente, se generaron las gráficas de las huellas de influencia, 24 horas hacia atrás, 
para las 5 estaciones de la red de calidad del aire del valle de Sogamoso (figura 5-4), las 
cuales muestran un patrón similar a la figura 5-2. Influencia de vientos del oeste para el 4 
de febrero y del suroeste para el 5 de febrero. Lo destacado de estas imágenes es que 
se puede inferir que las estaciones mas afectadas por la contaminación atmosférica son 
las estaciones de Belencito y El Recreo, las demás estaciones tienen una huella que se 
ve influenciada por aire mas limpio. Una vez mas, el modelo STILT no representa los 
flujos entrantes por el norte del valle de Sogamoso (cerca a la estación Belencito) que se 
vieron con el WRF.
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Figura 5-3. Comparación de huellas de influencia horarias para 4 y 5 de febrero.
a) b)
c) d)
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e) f)
Huellas horarias para: a) 4 feb 1 pm;  b) 5 feb 1pm. c) 4 feb 3 pm. d) 5 feb 3 pm.
e) 4 feb 7 pm. f) 5 feb 7 pm
Figura 5-4. Comparación de huellas de influencia diarias de la red de calidad del 
aire del Valle de Sogamoso para 4 y 5 de febrero.
a) b)
Huellas para las cinco estaciones de la RCAVS en los periodos: a) de 4 a 5 de febrero 
11 am.  b)  de 5  a 6 de febrero 11 am.  Las estaciones están representadas por  los 
asteriscos azules. 
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Análisis para el 15  y 16 de febrero. 
La  calidad  del  aire  para  el  valle  de  Sogamoso  después  del  4  de  febrero  presenta 
relativamente bajos niveles de PM10 hasta el 16 de febrero, día en que se registran altos 
niveles de dicho contaminante. La diferencia en la concentración de PM10 entre el 15, 
que fue un día limpio, y el 16 es de alrededor de  60μg/m3. Los periodos de medición 
para estos dos días fueron mas heterogéneos que los días anteriores. El día 15 se midió 
desde las 00:00 am hasta las  11:00 am del 16 de febrero, mientras que el día 16 se 
midió desde las 2:00 pm hasta las  10:40 am del 17 de febrero. 
Teniendo en cuenta los periodos de medición, se realizaron las gráficas de las huellas de 
influencia para 35 horas hacia atrás para el día 15 y 21 horas para el día 16, ambas 
tomadas a partir de las 11 am.  El comportamiento de las huellas para estos dos días es 
mas variopinto con relación a los evaluados anteriormente, esta vez se tiene influencia 
tanto del oeste como del este debido a, como se menciona en el análisis de las cartas de 
viento del WRF, la entrada de vientos alisios fuertes a la cordillera oriental. En la gráfica 
del  15  de  febrero  (figura  5-5  (a))  se  puede  apreciar  la  influencia  del  fenómeno  de 
canalización  del  valle  de  Tundama  y  la  manera  como  se  conecta  con  el  valle  de 
Sogamoso. 
Figura 5-5.  Huellas de influencia diarias para 15 y 16 de febrero.
a) b)
Huellas para los periodos: a)  15 a 16 de febrero.  b) de 16 a 17 de febrero  
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Con respecto  a las huellas de influencia de una hora se observa en general  que el 
comportamiento en los dos días es muy similar. Para el 15 de febrero entre las 00 y las 
11 am  la huellas,  influenciadas por las calmas,  se ubican muy cerca de la estación 
analizada. A partir de las 11 am se tienen huellas influenciadas por los vientos del sureste 
hasta las 3 pm, lo cual difiere de las cartas de vientos en superficie, que para esas horas 
muestra vientos anabáticos en los dos días (figura 5-6 (a) y (b)).  Entre las 3pm y las 8pm 
las huellas muestran que la influencia es del sur debido a los vientos del sureste que 
entran al valle de Sogamoso (figura 5-6 (c) y (d)). En estas horas las huellas no tienen 
mayor  influencia  de  las  fuentes  de  contaminación,  excepto  por  algunas  ladrilleras 
ubicadas al sur de la estación El Recreo.  En la noche y madrugada (figura 5-6 (e) y (f)),  
la  dirección  de  las  huellas  cambia  hacia  el  noroeste  procedentes  del  canal  de 
interconexión entre el valle de Tundama y el valle de Sogamoso, seguramente causados 
por el fenómeno de canalización. Este tipo de vientos lleva material particulado de las 
caleras hacia la estación de medición. Para las últimas horas de medición de los dos días 
(de 6 am a 11 am) se tienen huellas influenciadas por las calmas con cierta componente 
del noroeste (figura 5-6 (g)  y (h)).  Este tipo de calmas son las que mas propician el 
aumento en la medición de material particulado. 
Figura 5-6. Comparación de huellas de influencia horarias para 15 y 16 de febrero.
a) b) 
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c) d) 
e) f) 
g) h)
Huellas para  a)  15 feb medio día.  b) 16 feb medio día.  c) 15 feb 5 pm
d)16 feb 5 pm. e)15 feb media noche. f) 16 feb media noche. 
g)16 feb 8 am. h) 17 feb 8 am.
126                                                                                                                         Capítulo 5 
Las huellas de influencia de 35 y 21 horas para las cinco estaciones de las red de calidad 
del  aire  del  valle  de Sogamoso muestran un comportamiento  similar  a  la  figura  5-5. 
influencia tanto de vientos del oeste, como del este. Sin embargo, las huellas  permiten 
apreciar  que  el  área  de  mayor  influencia  para  las  cinco  estaciones  es  el  canal  de 
interconexión entre el valle de Sogamoso y el Valle de Tundama por lo que, a diferencia 
de lo que sucede en el 4 y 5 de febrero, todas las estaciones pueden ser susceptibles de 
recibir aire contaminado (figura 5-7).
Figura  5-7.  Comparación  de  huellas  de  influencia  diarias  para  15  y  16  de 
febrero.
a) b)
Huellas para las cinco estaciones de la RCAVS en los periodos: a) de 15 a las 00 am a 
16 de febrero a las 11 am. b) de 16 a las 2 pm a 17 de febrero a las 11 am. Las 
estaciones están representadas por los asteriscos azules. 
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6. CONCLUSIONES Y RECOMENDACIONES.
6.1.  Conclusiones
El  uso  de  modelos  de  dispersión  de  contaminantes  en  el  aire  acoplado  a  modelos 
meteorológicos  permite  analizar  episodios  críticos  de  calidad  del  aire  con  el  fin  de 
entender las causas y las consecuencias de dichos episodios. La región del Valle de 
Sogamoso es de gran complejidad topográfica lo que hace que una gran variedad de 
condiciones locales la  afecten.  El hecho de que sea una zona con gran variedad de 
fuentes de emisión de contaminantes, tanto industriales como artesanales, sumado a su 
complejidad meteorológica, la ha puesto en la mira de varios centros de investigación de 
calidad del aire, con el fin de establecer políticas que ayuden a reducir la vulnerabilidad 
de la población residente en los municipios que se ubican dentro del valle.
En ese sentido, se logró implementar y validar el modelo WRF con el fin de simular las 
condiciones atmosféricas para el  mes de febrero de 2002, en el  cuál se presentaron 
situaciones  contrastantes  de  calidad  del  aire  durante  la  campaña  de  medición 
meteorológica y de contaminantes CAVASO 2002. La validación del modelo se realizó 
comparando la topografía y los usos del suelo con respecto a los datos nacionales, así 
como  la  sensibilidad  de  10  simulaciones  en  las  cuales  se  utilizaron  diferentes 
parametrizaciones principalmente de capa límite y radiación.
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En cuanto a la topografía se encontró que el modelo la suaviza con respecto al modelo 
digital  de elevación del IGAC, haciendo que  muchos accidentes topográficos no sean 
bien representados. La mayor diferencia en los dos juegos de datos se presenta en las 
zonas de montaña, mas exactamente, sobre la cordillera. En general,  se encontraron 
diferencias que están en promedio entre los 200 y 400 metros de diferencia, llegando en 
algunos puntos a 1000 m. 
En  los  usos del  suelo,  se  compararon  dos  corridas,  una  realizada  con datos  USGS 
(utilizados por defecto en el modelo) y otra con datos MODIS. Los resultados muestran 
que  en  los  dominios  2  y  3  los  datos  MODIS  tienen  una  mejor  representación 
principalmente de zonas de sabanas, sabanas leñosas, pasturas y zonas urbanas.   Al 
comparar la temperatura y humedad relativa simuladas por los dos usos del suelo se 
encuentra  que MODIS es  ligeramente  mas  fiel  a  las  observaciones  que  USGS, 
presentando un BIAS y un RMSE mas bajo, lo cual puede ser, en parte, resultado de un 
flujo de calor sensible (HFX) menor que el de los datos USGS. 
La  evaluación  de  las  parametrizaciones   en  el  dominio  3  (el  dominio  de  más  alta 
resolución), muestra la simulación 10 como la corrida que mas se acerca a los datos 
observados,  principalmente  para temperatura y  humedad relativa;  de igual  manera la 
simulación 3 y la 9 presentan buenos resultados. En todas ellas, se utilizó el esquema 
ACM2 de PBL. Por su parte, la simulación 2 es la que presenta los peores resultados 
(excepto en la radiación). Esta simulación se caracteriza por ser la única en la que se 
utilizó el esquema de PBL MYJ. En general, el modelo tiende a subestimar la temperatura 
y a sobrestimar la humedad relativa, la radiación solar directa y la velocidad del viento 
(excepto en las simulaciones 5 y 6 para ésta última variable).  Una posible causa de los 
errores producidos con MYJ sería una diferencia en los flujos de calor simulados por el 
esquema en comparación con los de ACM2 y YSU,  los  cuales  son mayores para el 
esquema MYJ. En cuanto a las altura de la PBL el esquema ACM2 presenta una altura 
mas alta en comparación con los otros  dos esquemas,  lo  cual  se debe a la  intensa 
mezcla vertical de dicho esquema. Además, la simulación realizada con MODIS tiene una 
PBL mucho mas alta que la simulada por USGS. 
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En términos de radiación de onda corta, se observó que  los resultados de la evaluación 
estadística de las simulaciones con los mismos esquemas de radiación de onda corta es 
muy similar, principalmente en términos de RMSE, lo cual podría estar asociado también 
a  la  poca  cobertura  nubosa  de  la  época  del  año  evaluada.  En  general,  hubo  una 
sobrestimación de la radiación,  siendo el  esquema  MM5 Dudhia el  que presentó los 
mejores resultados, mientras que el  esquema Goddard Scheme de la nasa presenta los 
peores resultados.
La evaluación del viento presentó resultados similares en todas las simulaciones, excepto 
en la simulación llevada a cabo con el esquema MYJ de PBL, mientras que el esquema 
de land surface Noah-MP fue el  único que generó subestimación en la velocidad del 
viento. 
Por otro lado, al comparar los resultados obtenidos entre los dominios 2 y 3 se encontró 
una  mejoría  con  el  aumento  de  resolución  horizontal,  principalmente  en  términos  de 
temperatura y humedad relativa, mientras que en la velocidad del viento el dominio 2 
obtuvo mejores resultados que el dominio 3. En cuanto a la radiación, el comportamiento 
de los dos dominios es muy similar. Finalmente, se compararon las rosas de vientos de 
los dos dominios con las observaciones encontrándose que, en general, el dominio 3 se 
acerca más a estas en términos de dirección del  viento.  Particularmente el  día 4 de 
febrero fue bien representado por la rosa del viento del dominio 3.
Ahora bien, el análisis de la simulación 10 y su posterior acoplamiento al modelo STILT 
para  los  días  estudio  de  caso  permitió  encontrar  ciertos  fenómenos  de  circulación 
atmosférica dentro del valle de Sogamoso. El primer patrón que se evidencia es la mayor 
influencia de los vientos alisios  para los días 15 y 16, lo que implica entrada de vientos 
del oriente (que se puede ver en los perfiles verticales elaborados), mientras que para 
los días 4 y 5 son mas importantes los vientos que entran del valle de Magdalena. Por 
otro  lado  se  encontró  que  no  existen  diferencias  significativas  entre  los  patrones  de 
circulación  simulados  para  los  días  de  alta  y  baja  concentración  de  contaminantes 
atmosféricos,  lo  cual  discrepa  de  las  observaciones  que  si  muestran  diferencias 
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significativas en la dirección del viento, al menos, entre los días 4 y 5 de febrero. 
Otro  factor  que  se  evaluó  fue  la  posible  mayor  advección  generada  por  mayores 
velocidades del viento en días con baja concentración atmosférica, lo cual si se presentó 
para los días 4 y 5 de febrero, en donde el día 5 tuvo una mayor velocidad del viento, 
tanto para los datos observados como para los modelados. Sin embargo,  No se observó 
la misma diferencia para los días 15 y 16 de febrero. 
Algo que muestran cartas de viento en superficie y que se corrobora con las huellas de 
influencia analizadas es que Los días de mayor contaminación (4 y 16) tienen mayor 
influencia de los vientos catabáticos que podrían llevar aire contaminado a la estación 
Recreo, y por tanto estar relacionados con los episodios de contaminación. Las huellas 
también muestran que las horas en las que los chircales o ladrilleras  tienen una mayor 
influencia sobre la estación es en las horas de la noche y madrugada, ya que la cercanía 
de estas fuentes al área urbana de Sogamoso sumado a la poca advección de éstas 
horas del días, posibilita que aumente la concentración de contaminantes.
Las huellas de influencia, principalmente para los días 4 y 5 de febrero, muestran que las 
estaciones de la red de calidad del aire mas afectadas por las ladrilleras y las caleras son 
la estación El Recreo y Belencito.
6.2.  Recomendaciones.
Debido a los limitados recursos computacionales con los que se contó en la investigación 
se tuvo que utilizar un juego de dominios muy pequeños para Colombia. En ese sentido, 
sería  interesante  utilizar  la  misma  metodología  (con  la  misma  resolución  horizontal) 
aplicada a dominios mas grandes (con dominios que incluyan la interacción mar – tierra) 
con el fin de averiguar las bondades que esto traería para la simulación con el modelo 
WRF.
Conclusiones y recomendaciones                                                                                   131  
Un importante resultado de ésta tesis fue el demostrar que las parametrizaciones ACM2 
en PBL y MM5 Dudhia en shortwave radiation se comportan muy bien para una región de 
topografía compleja de Colombia como lo es el  valle  de Sogamoso, Sin embargo es 
importante seguir analizando otras parametrizaciones como la microfísica (principalmente 
en épocas de nubosidad) y las parametrizaciones de suelo.  Un hecho que se encontró, 
que demuestra lo expuesto y  que vale la pena profundizar en futuras investigaciones, fue 
que las mayores sobrestimaciones en el Bias para la radiación de onda corta, se dieron 
en las  simulaciones que utilizaron el  esquema Pleim-Xiu  como Suface layer  scheme 
(simulaciones  5,  6,  7);  lo  cual  siguiere  una  relación  entre  ésta  parametrización  y  la 
radiación de onda corta modelada. 
Acorde con  la creciente utilización a nivel mundial del modelo STILT, sin lugar a dudas 
vale la pena seguir validando sus resultados para el territorio Colombiano y compararlo 
con los resultados del modelo Hysplit, quien es el modelo “madre” a partir del cual se 
construyó STILT.  De igual manera, es importante validar el modelo con mayores datos 
de observación en  situaciones específicas  de  altas  concentraciones de  contaminates 
atmosféricos. 
ANEXO 1: Balance hídrico de la clasificación según Thornthwaite para la estación de 
Sogamoso
Mes Ene Mar anual
Temperatura (°C) 13,91 14,24 14,57 14,8 14,61 14,2 13,86 13,83 13,87 14,24 14,56 14,14 X=14,2
4,55 4,75 4,8 4,7 4,75 4,55 4,45 4,6 4,65 4,5 4,45 4,45 55,2
54 57 57 56 57 54 53 55 56 54 53 53
Factor de corrección (F) 1,02 0,93 1,03 1,02 1,06 1,03 1,06 1,05 1,01 1,03 0,99 1,02
55 53 59 57 60 56 56 58 57 56 52 54 673
24 44 67 134 151 78 67 52 80 132 126 35 990
-31 -9 8 77 91 22 11 -6 23 76 74 -19
Almacenaje de agua útil (A) 50 41 49 100 100 100 100 94 100 100 100 81
Delta A 31 9 -8 -51 0 0 0 6 -6 0 0 19
Exceso 0 0 0 26 91 22 11 0 17 76 74 0 317
0 0 0 0 0 0 0 0 0 0 0 0
55 53 59 57 60 56 56 58 57 56 52 54
Relación de Humedad -0,56 -0,17 0,14 1,35 1,52 0,39 0,2 -0,1 0,4 1,36 1,42 -0,35
47,1
0
Factor de Humedad 47,1
Indice de Eficiencia Termal 673
169
25,1
Balance Hídrico
Feb Abr May Jun Jul Ago Sep Oct Nov Dic
indice calórico
Evapotranspiración 
Potencial (Et)
Evapotranspiración 
Potencial (Ep) Ajustada
Precipitación (mm)
P-Ep(mm)
Deficit
Evapotranspiración Real (Er)
Indice de Humedad Anual (Ih)
Indice de Aridez (Ia)
Ep de los 3 meses consecutivos T + altos
Coeficiente de Concentracion Estival (CE)
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Anexo 2. Namelist.wps utilizado en el modelo 
wrf para la simulación 10.
&share 
 wrf_core = 'ARW', 
 max_dom = 3, 
 start_date = '2002-02-01_00:00:00', '2002-02-01_00:00:00', '2002-02-01_00:00:00', 
 end_date   = '2002-02-28_18:00:00', '2002-02-28_18:00:00', '2002-02-28_18:00:00', 
 interval_seconds = 21600, 
 io_form_geogrid = 2, 
 debug_level = 1000, 
/ 
&geogrid 
 parent_id         = 1,1,2, 
 parent_grid_ratio = 1,3,3, 
 i_parent_start    = 1,27,20, 
 j_parent_start    = 1,27,24, 
 e_we          = 72,58,46, 
 e_sn          = 72,58,46, 
 geog_data_res = 'modis_30s+30s','modis_30s+30s','modis_30s+30s', 
 dx = 9000, 
 dy = 9000, 
 map_proj =  'mercator', 
 ref_lat   = 5.72, 
 ref_lon   = -72.92, 
 truelat1  = 5.72, 
 stand_lon = -72.92, 
 geog_data_path = '/home/wrfgeo/Modelos/WRF/geog' 
 opt_geogrid_tbl_path='../../../WPS/geogrid/' 
/ 
&ungrib 
 out_format = 'WPS', 
 prefix = 'FILE', 
/ 
&metgrid 
 fg_name = 'FILE', 
 io_form_metgrid = 2, 
 opt_metgrid_tbl_path ='../../../WPS/metgrid/' 
/ 
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&mod_levs 
 press_pa = 201300 , 200100 , 100000 , 
             95000 ,  90000 , 
             85000 ,  80000 , 
             75000 ,  70000 , 
             65000 ,  60000 , 
             55000 ,  50000 , 
             45000 ,  40000 , 
             35000 ,  30000 , 
             25000 ,  20000 , 
             15000 ,  1000 /
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Anexo  3.  Namelist.input  utilizado  en  el 
modelo wrf para la simulación 10.
&time_control 
run_days                 = 28, 
run_hours                = 0, 
run_minutes              = 0, 
run_seconds              = 0, 
start_year               = 2002,     2002,     2002, 
start_month              = 02,       02,       02, 
start_day                = 01,       01,      01, 
start_hour               = 0,        0,        0, 
start_minute             = 00,       00, 00, 
start_second             = 00,       00, 00, 
end_year                 = 2002,     2002,     2002, 
end_month                = 02,        02,        02, 
end_day                  = 28,        28,        28, 
end_hour                 = 18,       18,       18, 
end_minute               = 00,       00, 00, 
end_second               = 00,       00, 00, 
interval_seconds         = 21600, 
input_from_file          = .true.,   .true., .true., 
history_interval         = 180,       60, 60, 
frames_per_outfile       = 8,     24, 24, 
restart                  = .false., 
restart_interval         = 10080, 
io_form_history          = 2, 
io_form_restart          = 2, 
io_form_input            = 2, 
io_form_boundary         = 2, 
debug_level              = 0, 
auxinput4_inname  = "wrflowinp_d<domain>", 
auxinput4_interval  = 1440, 
io_form_auxinput4  = 2, 
/ 
&domains 
time_step                = 54, 
time_step_fract_num      = 0, 
time_step_fract_den      = 1, 
max_dom                  = 3, 
e_we                     = 72,       58,       46, 
e_sn                     = 72,       58,       46, 
e_vert                   = 28,       28,       28, 
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num_metgrid_levels       = 38, 
dx                       = 9000,     3000,     1000, 
dy                       = 9000,     3000,     1000, 
grid_id                  = 1,        2,        3, 
parent_id                = 1,        1,        2, 
i_parent_start           = 1,       27,       20, 
j_parent_start           = 1,       27,       24, 
parent_grid_ratio        = 1,        3,        3, 
parent_time_step_ratio   = 1,        3,        3, 
feedback                 = 1, 
smooth_option            = 0, 
/ 
&physics 
mp_physics               = 6,        6, 6, 
ra_lw_physics            = 1,        1, 1, 
ra_sw_physics            = 1,        1, 1, 
radt                     = 9,        3,         1, 
sf_sfclay_physics        = 1,        1, 1, 
sf_surface_physics       = 2,        2, 2, 
bl_pbl_physics           = 7,        7, 7, 
sf_urban_physics         = 1,        1,         1, 
bldt                     = 0,        0, 0, 
cu_physics               = 0,        0, 0, 
cudt                     = 0,        0, 0, 
isfflx                   = 1, 
ifsnow                   = 0, 
icloud                   = 0, 
surface_input_source     = 1, 
num_soil_layers          = 4, 
num_land_cat             = 20, 
maxiens                  = 1, 
maxens                   = 3, 
maxens2                  = 3, 
maxens3                  = 16, 
ensdim                   = 144, 
sst_update  = 1, 
/ 
&fdda 
/ 
&dynamics 
w_damping                = 0, 
diff_opt                 = 1, 
km_opt                   = 4, 
diff_6th_opt             = 0,        0, 0, 
diff_6th_factor          = 0.12,     0.12, 0.12, 
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base_temp                = 290., 
damp_opt                 = 0, 
zdamp                    = 5000.,    5000.,5000., 
dampcoef                 = 0.2,      0.2, 0.2, 
khdif                    = 0,        0, 0, 
kvdif                    = 0,        0, 0, 
non_hydrostatic          = .true.,   .true., .true., 
moist_adv_opt            = 1, 1, 1, 
scalar_adv_opt           = 1, 1, 1, 
/ 
&bdy_control 
spec_bdy_width           = 5, 
spec_zone                = 1, 
relax_zone               = 4, 
specified                = .true.,  .false., .false., 
nested                   = .false.,   .true., .true., 
/ 
&grib2 
/ 
&namelist_quilt 
nio_tasks_per_group      = 0, 
nio_groups               = 1, 
/
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