Abstract-Ternary channels can be used to model the behavior of some memory devices, where information is stored in three different levels. In this paper, error correcting coding for a ternary channel where some of the error transitions are not allowed, is considered. The resulting channel is non-symmetric, therefore classical linear codes are not optimal for this channel. We define the maximum-likelihood (ML) decoding rule for ternary codes over this channel and show that it is complex to compute, since it depends on the channel error probability. A simpler alternative decoding rule which depends only on code properties, called dA-decoding, is then proposed. It is shown that dA-decoding and ML decoding are equivalent, i.e., dA-decoding is optimal, under certain conditions. Assuming dA-decoding, we characterize the error correcting capabilities of ternary codes over the non-symmetric ternary channel. We also derive an upper bound and a constructive lower bound on the size of codes, given the code length and the minimum distance. The results arising from the constructive lower bound are then compared, for short sizes, to optimal codes (in terms of code size) found by a cliquebased search. It is shown that the proposed construction method gives good codes, and that in some cases the codes are optimal.
I. INTRODUCTION
Error correcting coding plays a central role in any communication system. Since the seminal paper by Shannon, the main body of research on coding theory has been devoted to binary linear codes. However, non-binary codes have also demonstrated remarkable performance. Among them, ReedSolomon codes [1] are one of the most popular and widely used coding schemes. Recently, the interest for non-binary codes has been renewed with the rediscovery of low-density parity-check (LDPC) codes [2] . Non-binary LDPC codes have been shown to perform very close to capacity and to outperform binary LDPC codes in some cases [3] .
Most of the previous works on non-binary codes consider a Galois Field whose order q is a power of 2. On the other hand, little attention has been devoted to non-binary codes when q is not a power of two. Indeed, for conventional channels, binary linear codes or q-ary codes with q being a power of two show very good performance. Ternary codes for the symmetric ternary channel using the ordinary Hamming distance metric have been considered in the literature before. See, for instance, [4, 5] and references therein. In this paper, however, we consider error correcting coding for a ternary non-conventional channel.
Recently, coding for flash memories has received some attention. See, for instance, [6] [7] [8] and references therein. Multilevel flash memory is a storage technology where the charge level of any cell can be easily increased, but not easily decreased. In fact, the only way to decrease the charge level of a cell is to erase the whole block (i.e., set the charge on all cells in a block to zero) and reprogram each cell. This is a time-consuming process which consumes energy and reduces the lifetime of the memory. The coding problem for flash memories is to design modulation codes that maximize the number of rewrites between two erasures.
In this paper, however, we look at a different memory device coding problem, namely coding for electrically erasable programmable read-only memories (EEPROMs), which are semiconductor memories that retain their data contents when power is off. They can be read and written to like standard RAMs and are suitable for applications where storage of small amounts of data is critical and periodic writing of new data is required. Typical applications are radio frequency identification tag, smart dust, or automotive applications including car audio and multimedia, chassis and safety, and power train. The communication channel underlying EEPROMs can be suitably modeled as a binary symmetric channel (BSC). Currently, very simple error correcting codes based on the well-known Hamming codes combined with hard decoding are implemented on-chip to correct single bit errors [9] . However, next generation devices demand for more stringent requirements in terms of reliability as well as storage density. A suitable modification of the physics of EEPROM memories allows to store the information in three levels, thus higher densities can be achieved. While transitions between adjacent Ratio of symbols 0 in the optimal input distribution p(x) that maximizes I(X, Y ) of channel H as a function of p. levels are allowed, transitions from the highest level to the lowest level and from the lowest level to the highest level are physically not possible. A simple model for the resulting channel is the discrete memoryless ternary channel with input alphabet X = {0, 1, 2}, output alphabet Y = {0, 1, 2}, and probability transition matrix
where p ≤ 2/3 and the entry in the ith row and the jth column denotes the conditional probability of receiving symbol j when symbol i was transmitted. Notice that transitions 1 → 2 and 2 → 1 are not allowed. As a result, the channel defined by (1) is non-symmetric. The channel model is depicted in Fig. 1 . In this paper, we consider error correcting coding for the non-symmetric ternary channel of Fig. 1 . We define the maximum-likelihood (ML) decoding rule for ternary codes over this channel and show that its implementation is complex, since it depends on the channel error probability p. As an alternative, a simpler decoding rule which depends only on code properties, called d A -decoding, is proposed based on a more appropriate distance measure. It is shown that under certain conditions the proposed decoding rule is optimal, i.e., it is equivalent to ML decoding. We then address error correcting capabilities of ternary codes under d A -decoding. In particular, we derive a sphere-packing bound to upper bound the size of the codes assuming d A -decoding. We also derive a constructive lower bound on the size of the codes given the code length and its minimum distance, which proves the existence of good codes. The construction method is based on binary block codes as basic elements. The construction method is then generalized to a non-symmetric q-ary channel. Finally, for ternary codes of small sizes, we compare the constructive lower bounds to optimal codes (in terms of code size) found by a clique-based code search. It is shown that the binary code construction method gives very good codes. Also, in some cases, optimal ternary codes are obtained.
The remainder of the paper is organized as follows. In Section II, we outline some of the notation used in this paper. Then, in Section III, we address the computation of the channel capacity. The ML decoding rule for ternary codes over the non-symmetric channel is given in Section IV. Also, a simpler decoding rule which depends only on code properties is derived. Section V addresses the error correcting capabilities of ternary codes over the non-symmetric ternary channel. In Section VI, an upper bound on the size of codes is given, and in Section VII a constructive lower bound is derived. An encoding algorithm is given in Section VIII. The construction method is generalized to q-ary non-symmetric channels in Section IX, and in Section X we compare the values from the constructive lower bound with the results of a clique-based search. Finally, in Section XI, we draw some conclusions.
II. NOTATION
Throughout the paper, we use capital letters to denote random variables, e.g., X, and its calligraphic version, X , to denote the alphabet of X. Also, for convenience, we denote the probability mass function by p(x) = Pr(X = x), x ∈ X , rather than by p X (x). We will write vectors in boldface letters, and the ith element of a vector a as a i . The cardinality of a set S, i.e., the number of elements in S is denoted by |S|. Furthermore, a q-ary code C of length n is a subset of Z n q , q ≥ 2, where Z q = {0, . . . , q − 1} and Z n q is the set of all ntuples over Z q . We will use subindexes to distinguish between codes over alphabets of different order q. For instance, a binary code will be denoted by C 2 and a ternary code by C 3 . A code C with code length n containing M = |C| codewords and minimum distance d shall be referred to as an [n, M, d] code. The Hamming weight of a vector a is denoted by w a and the Hamming distance between two vectors a and b is denoted by d H (a, b). For simplicity, we shall denote the non-symmetric ternary channel of Fig. 1 by H.
III. CHANNEL CAPACITY
In this Section, we derive the capacity (C) for the channel model of Fig. 1 , defined as
where I(X, Y ) is the mutual information between X and Y . We denote by p x , x ∈ {0, 1, 2}, the probability Pr(X = x). Due to the symmetry between symbols 1 and 2, we can assume that the input distribution p(x) = p 0 , p 1 , p 2 which maximizes I(X, Y ) will be such that p 1 = p 2 . Thus, the distributions we are interested in are entirely characterized by p 0 and take the form p(x) = p 0 ,
. With this constraint, I(X, Y ) can be written as
where h(t) = −t log 3 (t) − (1 − t) log 3 (1 − t) is the ternary entropy function. 
The values of p * 0 are given in Fig. 3 as a function of p. Since H is not symmetric, the input distribution p(x) that maximizes the mutual information I(X, Y ) is not uniform. For very low values of p, the best input distribution tends to the uniform distribution. However, for increasing values of p the optimal distribution tends to favor the symbols 1 and 2, and symbol 0 should be less used. There is a point after which the best distribution is p(x) = 0, 1/2, 1/2 for some range of values of p. This implies that symbol 0 should not be used for this range of transition error probabilities. In that case, the optimal codes are binary codes on symbols {1, 2}. For values of p approaching one, the best distribution tends again to the uniform distribution.
The channel capacity is depicted in Fig. 3 as a function of p. For comparison purposes, the capacity of the symmetric ternary channel is also given. Clearly, the capacity of the nonsymmetric ternary channel is higher.
IV. ML DECODING AND d A -DECODING
In this Section, we give the ML decoding rule for the ternary channel H of Fig. 1 . We then propose an alternative decoding rule, called d A -decoding, which is much simpler to compute, and show that both rules are equivalent under certain conditions.
For later use, let C 3 ⊂ Z n 3 be a ternary code of length n. Also, let x = (x 1 , . . . , x n ) be a codeword in C 3 which is transmitted over channel H, and y = (y 1 , . . . , y n ) ∈ Z n 3 the received noisy observation at the output of the channel. The user data is assumed to be uniformly distributed, and thus also the codewords.
Let u, v ∈ Z n 3 be two ternary vectors, and define the subsets S 0 , S 1 , S 2 , and S 3 as
We define the following distance measure between two ternary vectors u and v transmitted over channel H:
Definition 1: Let u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ) be two vectors in Z n 3 transmitted over channel H with error probability p. The distance d ML (u, v) between u and v is defined as
Remark 1: Notice that with some abuse of language, we call d ML a distance measure. However, formally speaking d ML is not a distance measure, since the identity of indiscernibles does not hold. Also, note that for symmetric channels the distinction between subsets S 0 and S 1 is not necessary, since the conditional probabilities p(y|x) are independent of x. Similarly, the distinction between subsets S 2 and S 3 is not required for symmetric channels.
We can express the ML decoding rulê
in terms of the distance d ML (x, y). By taking the logarithm of the conditional probability p(y|x) we obtain:
where the first equality is due to the assumption that the channel is memoryless. Using (9), the ML decoding rule can then be formulated as follows:
Given a received word y, decode to the codeword x that minimizes the distance d ML (x, y).
Proof: It is sufficient to prove that for a given y, when x varies among codewords, d ML (x, y) increases for decreasing values of p(y|x). For d ML (x, y) = ∞ there is at least one position i such that the transition x i → y i is not permitted; therefore p(y|x) = 0. Now, we consider the case where
Then, the result follows from the monotonicity of the exponential function.
Notice that d ML depends on both the code and the channel transition probability p. However, one would be interested in a distance metric that depends only on the code, thus allowing for a simpler decoding rule. We define the following distance measure between two ternary vectors u and v:
Definition 2: Let u and v be two vectors in Z
where
Remark 2: Notice that in this case the identity of indiscernibles holds. However, the triangular inequality does not hold anymore.
Using the distance d A (u, v) we can define the following decoding rule which does not depend on p:
Given a received word y, decode to the codeword x that minimizes the distance d A (x, y).
In the remainder of the paper we shall refer to this decoding rule as d A -decoding. We denote by t A the error correcting capability of a code C 3 over the channel H under d A -decoding. Note that d A -decoding does not necessarily minimize the probability of error. However, we can prove the following Theorem:
Theorem 1: Let C 3 be a ternary code of length n, and let H be the ternary channel of Fig. 1 with transition error probability p. d A -decoding and ML decoding of codewords transmitted over H are equivalent for all codes C 3 of length n if and only if the following inequality is satisfied:
Proof: See Appendix A. Theorem 1 gives the range of values of the channel error probability p such that d A -decoding is equivalent to ML decoding. We denote the maximum value of p such that d Adecoding and ML decoding are equivalent by p max . The value p max is depicted in Fig. 4 as a function of the code length n. d A -decoding and ML decoding are equivalent for all values of p under the curve. For small values of n, d A -decoding and ML decoding are equivalent even for high values of p. The range of p for which d A -decoding is optimal decreases with the block length n. For instance, for n ≈ 100, d A -decoding is optimal for p < 0.1. This is by far compatible with requirements of memory devices. Therefore, for practical purposes, the d Adecoding rule is optimal and can be considered instead of the more complex ML decoding rule with no loss in performance.
V. ERROR CORRECTING CAPABILITIES
In the following, we analyze the distance properties and the error correcting capabilities of ternary codes over the ternary channel H under the d A -decoding rule defined in the previous Section. We require the definition of another distance measure:
Definition 3: Let u and v be two vectors in Z n 3 . The distance d B (u, v) between u and v is defined as
It is easy to check that d B is such that for two ternary symbols u i , v i ∈ Z 3 the following equalities are satisfied:
Remark 3: Notice that for two binary vectors u and v,
We define the minimum d B -distance of a ternary code, denoted by d B,min , as follows:
Definition 4: Let x andx be two distinct codewords of
Then, assuming d A -decoding, the error correcting capability t A of a ternary code over the channel H is given by the following Proposition:
Proposition 1: The error correcting capability t A of a code C 3 over the ternary channel H is
Proof: See Appendix B.
VI. A SPHERE-PACKING BOUND
The main goal when designing codes is that of achieving the largest possible minimum distance with the highest possible code rate. In this Section, we give a simple upper bound on the size of codes over the ternary channel H assuming d Adecoding. In particular, we derive a sphere-packing bound. However, its formulation is harder than for the case of symmetric channels. Since transitions 1 → 2 and 2 → 1 are not possible, the ternary space we deal with is not isotropic and has the shape of a hypercube of dimension n centered on the all-zero vector (see Fig. 5 for n = 3) . Therefore, spheres have smaller volumes if they are closer to the vertices of the hypercube. The goal here is to find how many spheres of a given radius can be packed in the ternary space. Denote by
the sphere with center u and radius r in Z n 3 , and its volume by |S(u, r)|. The following Proposition gives a lower bound on the value of |S(u, r)|:
Proposition 2: Let S(u, r) be a sphere with center u and radius r in Z n 3 of volume |S(u, r)|. It follows that
where the bound is attained by spheres centered on the vertices of the hypercube.
Proof: See Appendix C. It is now possible to formulate the sphere-packing bound for our channel.
Theorem 2: Let C 3 be a ternary code of length n and minimum d B -distance d B,min over the ternary channel H. It follows that
Proof: See Appendix D. Note that the tightness of the upper bound in (20) worsens with increasing values of d B,min , since the tightness of the lower bound on the volume of the spheres given by Proposition 2 also decays when d B,min increases.
VII. CONSTRUCTIVE LOWER BOUND
In this Section, we give a constructive lower bound on the size of codes over channel H and show the existence of good codes. Given the code length n and the minimum d B -distance d B,min , the goal is to construct an [n, M, d B,min ] code C 3 for the ternary channel H with reasonable M and error correcting capability t A given by (17) . The proposed construction method uses binary codes as basic elements. In particular, we define mappings that are applied to binary codes to generate a set of codewords of Z n 3 that satisfies a given minimum d B -distance d B,min . For clarity purposes, we first summarize the proposed construction method, and then formalize it.
A. Sketch of the Construction Method
The proposed construction method is a two-step procedure. First, we build a large amount of subspaces of Z n 3 such that the d B -distance between any two subspaces is at least d B,min 1 . To this aim, we consider an [n, M 2 , d B,min ] binary code C 2 for the BSC, such that each codewordx ∈ C 2 defines a subspace Ex of the ternary space. Ex is the set of ternary words yieldinḡ x when projected to binary words (by changing their symbols 2 into symbol 1). Notice that the cardinality of subspaces Ex is |Ex| = 2 wx . Example 1: Letx = 1100. Then, Ex = {1100, 1200, 2100, 2200}
and |Ex| = 2 2 = 4. The use of codes for the BSC comes from the fact that the binary projection of the transmission chain 1100 → 00, 1200 → 01, 2100 → 10, 2200 → 11.
Now, if we choose C 2 2 = {00, 11}, then the selected ternary codewords in Ex are 1100 and 2200.
Notice that if x ∈ Ex is transmitted, the received vector y might not belong to Ex. If the receiver is able to determine that x ∈ Ex, i.e.,x =x, we know the position of the zeros of x. Therefore, only errors in the remaining positions (in the form 1 → 0 and 2 → 0) must be considered. These transitions correspond to erasures in a BEC, hence C wx 2 must be a good code for the BEC able to correct at least t A errors. Notice that for a BEC this corresponds to d H,min ≥ t A + 1 = dB,min 2 . Example 3: Let x = 2200 (x = 1100). Assume that y = 0200 was received and that the receiver is able to correctly estimatex = 1100. If C 2 2 = {00, 11} was chosen, then 0200 is mapped to ?1 where we use symbol ? to denote an erasure. Then, the decoder of C 2 2 = {00, 11} will decode ?1 to 11, which corresponds to the ternary codeword 2200 in E 1100 .
The set of ternary vectors selected within the subspaces Ex using codes C 
B. Mappings and Their Topological Properties
Let u be a vector of Z n 2 and denote by w u its Hamming weight. We denote by g u (j) (1 ≤ j ≤ w u ) the jth non-zero entry of u. We define the mapping ϕ u such that:
where (e i ) 1≤i≤n is the canonical basis of Z
We define another mapping ψ that transforms a word in (Z 2 ∪ {?}) n into a ternary word by mapping 0 → 1, 1 → 2, and ? → 0: 
Proof: Since d B (1, 2) = 2d B (0, 1) and d B (a, a) = 0 for all a ∈ Z 3 , we have
, the following equality holds:
Proof:
(27)
andṽ ∈ Z wv 3 , both with no zero entries. The following inequality holds:
Proof: Sinceũ andṽ have no zero entries:
C. Construction and Lower Bound
. We consider the following ternary code:
Proposition 6: The cardinality of code C 3 satisfies:
Proof: Since for allx ∈ C 2 , ϕx and ψ are trivially injective, it is enough to prove that the union
Forx,z ∈ C 2 such thatx =z, let x ∈ ϕx(ψ(C wx 2 )) and z ∈ ϕz(ψ(C Corollary 1:
Proposition 7: Let x and z be two distinct codewords of
Its weight enumerator has three non-zero values: A 1 = 1, A 2 = 2, and A 5 = 1. Therefore, we require three binary codes C we obtain |C wx 2 | codewords of C 3 through ϕx(ψ(C wx 2 )). For instance, forx = 11000 and C 2 2 = {00, 11} we obtain |C 2 2 | = 2 codewords of C 3 by applying ϕ 11000 to ψ(z), where z ∈ {00, 11} is one of the codewords of C 
The constructive method proposed above gives a lower bound on the cardinality of ternary codes over H. We used this method to construct codes using extended BCH (eBCH) codes for C 2 and codes obtained from the tables in [10, 11] 
Note that the proposed construction method does not require full knowledge of the binary codes used as basic elements to compute the lower bound; given n and d B,min , only the knowledge of the weight enumerator A d of C 2 is required. On the other hand, for codes {C Table I . For given n and d B,min , we report in the table the code size M . The upper bound on the size of codes over H of length n and minimum d B -distance d B,min is also given in the table (numbers between brackets).
The constructive lower bound is strongly dependent on the binary codes selected as basic elements. Better bounds than the ones in Table I can be obtained if we use, e.g., good nonlinear binary codes instead of eBCH codes. Furthermore, the choice of the binary code C 2 , even among codes of the same length, minimum distance, and size, can have a great impact on the size of the ternary code generated. We observed that the overall WE of the code was crucial; maximizing the size of C 2 may be less important than using a code with a WE adapted to the construction. As an example, for short block lengths n we report in Table II the best size (M max ), the worst size (M min ), and the average size (M ) of the ternary codes obtained by using (non-linear) binary codes of a given size and minimum distance 3 [12] for C 2 . The number of codes of a given size M 2 is given between brackets in the table, and the largest tabulated value for M 2 for a given n is the maximum possible, i.e., the corresponding codes are optimal. For {C d 2 } we used the codes from [10, 11] , since for minimum distance 2 they are optimal (their size is M d 2 = 2 d−1 ). For n = 11, there exist 13088 codes of optimal size (M 2 = 144). Among them, choosing a code with a more suited WE can bring the size of the generated ternary code from M min = 6195 to M max = 6653. For n = 9, the best ternary codes are not obtained from binary codes for C 2 of optimal size (M 2 = 40), but from a binary code of size M 2 = 38. In fact, starting from an optimal code yields worse results than considering codes of smaller sizes, down to M 2 = 36.
Remark 4: With respect to the list of codes in [12] we also considered the codes obtained by adding (modulo 2) the allone vector to every codeword of the code, since this changes the WE of the code, which may have a great impact on our construction.
VIII. VARIABLE-LENGTH TO FIXED-LENGTH ENCODING
The construction method proposed in the previous Section provides codes as sets of codewords. However, finding a simple encoding from the set of messages (thought of as binary words of fixed length) to the set of codewords is a difficult problem. Notice that by construction the resulting ternary codes are non-linear. While it is always possible to . Assume also that efficient encoders and decoders are known for these binary codes over the BSC for C 2 and over the BEC for the codes {C , and let u 2 be the next k wx 1 bits of m andx 2 the codeword associated to u 2 by C wx 1 2 . 4) Transmit x = ϕx 1 (ψ(x 2 )) over H and remove the first k + k wx 1 bits of m. 5) Go back to step 1. This encoder outputs a sequence of ternary words of length n that are decoded after transmission over H by a decoder that works with the following pattern:
1) Consider the first received block of n ternary symbols, y. 2) Letȳ 1 denote the word obtained by replacing every occurrence of symbol 2 by the symbol 1 in y. 3) Letû 1 denote the output of the decoder of C 2 corresponding toȳ 1 (the estimate of u 1 ),x 1 the codeword associated toû 1 by C 2 , and wx 1 the weight ofx 1 .
4) Letȳ
(x 1 * y) , wherex 1 * y denotes the element-wise product of the two vectors. 5) Letû 2 denote the output of the decoder C errors occur, the message is correctly decoded.
Proof: See Appendix F. The first drawback of this effective transmission scheme is inherent to the variable-length to fixed-length setting. For finite messages m, the length of m will not always match the required information block length of the code. In this situation, some dummy symbols must be appended to the message prior to encoding. While this is not especially a hard problem (a simple solution is to append at the end of the message the symbol 1, and as many symbols 0 as needed to reach the required size, which is easy to code and to decode), it suffers from an efficiency loss that increases as the average number of blocks sent per message decreases.
The second obvious drawback is that if more than t A errors occur on the same block, it is very likely that the decoder of C 2 will decode on a codeword of wrong weight, which would result in a shift of the rest of the decoded blocks. The risk of losing such amount of data is affordable only in applications in which any error in the whole message compromises its use, such as the binaries of a software.
IX. EXTENSION TO q-ARY CHANNELS
In this Section, we extend the construction method of Section VII to q-ary codes for the q-ary generalization of the ternary channel H.
Definition 5: For q ≥ 3, let H q be the channel characterized by input alphabet X = {0, . . . , q − 1}, output alphabet Y = {0, . . . , q − 1}, and the set of conditional probabilities p(y|x) such that for x ∈ X and y ∈ Y: 
Let u be a vector of Z n 2 of Hamming weight w u . We extend the mappings defined in Section VII to the new q-ary setting:
and
We call E 
Proposition 10:
q , the following equality holds:
Proposition 11: Let u, v ∈ Z n 2 , and letũ ∈ Z wu q andṽ ∈ Z wv q , both with no zero entries. The following inequality holds:
Propositions 9 to 11 can be proved in the same way as Propositions 3 to 5 in Section VII-B, respectively.
The goal is now to construct, with n and minimum d Bdistance d B,min given, an [n, M, d B,min ] code C q for the qary channel H q with reasonable M , starting from elementary codes for the binary symmetric channel and for the (q −1)-ary erasure channel as basic elements.
Let
We consider the q-ary code C q obtained as follows:
Proposition 12: The cardinality of code C q satisfies:
Corollary 2:
Proposition 13: Let x and z be two distinct codewords of
The adaptation of the proofs of these propositions for the ternary case to the q-ary case is straightforward, and details are omitted for brevity.
Remark 5: The variable-length encoding process in Section VIII for the ternary case can be directly adapted to the q-ary case (q > 3) when q is of the form 2 ℓ + 1 with ℓ > 1 by reading symbols of Z q−1 as groups of ℓ bits of the binary input. If q is of another form, this direct adaptation is still possible but involves an efficiency loss (the number of bits read is the highest ℓ such that 2 ℓ + 1 ≤ n, and some symbols of Z q−1 are not used).
X. TERNARY CODE SEARCH
In this Section, for small values of n, we compare the constructive lower bound on the size of ternary codes in Section VII with the results of a computer-based search for good ternary codes. We have conducted both an unrestricted code search for ternary codes and a search based on the code construction from Section VII. As we will show below, in both cases, the code search reduces to the problem of finding (weighted) cliques in an undirected (weighted) graph, which has been solved using state-of-the-art algorithms from graph theory. Both exhaustive algorithms (when the code parameters n and d B,min are small) and a greedy approximate algorithm (for larger values of the code parameters) have been used. 
A. Unrestricted Ternary Code Search
Let G = G(V, E, (d B,
B. Restricted Ternary Code Search Based on the Binary Code Construction
Let G = G(V, E, (d B,min , w min , w max )) denote an undirected weighted graph with vertex set V and edge set E, where each vertex v(a) represents a binary vector a ∈ Z n 2 with Hamming weight at least w min and at most w max . Furthermore, the weight of a vertex v(a) is the size of an optimal binary code of length w a , where w a denotes the Hamming weight of a, and with minimum Hamming distance at least and a maximum-size (or optimal) restricted [n, M ] ternary block code with codewords of Hamming weight at least w min and at most w max and minimum d B -distance at least d B,min corresponds to a maximum weighted clique in the graph G. Thus, the code search problem reduces to finding (weighted) cliques in a graph.
Finding the weights of the vertices in the graph above is a difficult problem, since they correspond to the sizes of optimal binary codes. Obviously, we can find these weights by carrying out several code searches in a similar fashion as described above, where the vertex set of the ith graph, i = 1, . . . , n, corresponds to a set of binary vectors from Z 
C. Exhaustive Search for Maximum Cliques
The problem of finding a maximum clique (or the equivalent problem of finding a maximum stable set) in an arbitrary undirected graph is one of the most important NP-hard problems in discrete mathematics and theoretical computer science. There are several efficient algorithms for searching for maximum cliques in arbitrary graphs. See, for instance, [13] [14] [15] and references therein. One standard approach for finding a maximum clique is based on the branch-and-bound method [16] . Most branch-and-bound algorithms use heuristic coloring algorithms to find an upper bound on the size of a maximum clique in the bound step. Sophisticated coloring algorithms can reduce the search space significantly. For very dense graphs (or very sparse graphs for the equivalent problem of finding a maximum stable set), the branch-and-bound algorithm in [14] is one of the fastest known algorithms, and we have used this algorithm in combination with the algorithm from [13] , which is faster when the graph is not that dense, when searching for ternary block codes.
Finally, we remark that most algorithms for finding a maximum clique can be straightforwardly extended to finding a maximum weighted clique.
D. Greedy Search for Maximum Cliques
There are numerous heuristic or approximate algorithms in the literature for searching for maximum (weighted) cliques in an arbitrary (weighted) undirected graph. See, for instance, [17] and references therein. In this work, we have used a very simple greedy algorithm, which is outlined below in Algorithm 1.
The greedy algorithm in Algorithm 1 is a random algorithm, since there could be several vertices v in line 8 that have maximum degree. Thus, it is beneficial to run the algorithm several times.
In the setting of a weighted graph, priority is given to the vertex of maximum degree (as for the unweighted case), and if there are several vertices with degree equal to the maximum degree, priority is given (in a random fashion) to the vertices with the highest weight.
E. Results From a Code Search
When n is not very small, the size of the unrestricted graph described in Section X-A becomes very large. Thus, to reduce Algorithm 1 Greedy Maximum Clique Search 1: / * Find an approximate maximum clique in an arbitrary undirected graph G = G(V, E) * / 2: Construct the complementḠ =Ḡ(V,Ē) of G, where an edge e ∈Ē if and only if e ∈ E. 3: Initialize the setṼ with the empty set. 4 : while V = ∅ do 5: if ∃v ∈ V of degree at most 1 then 6: select a random vertex v ∈ V of degree at most 1 and add it toṼ , i.e., letṼ ←Ṽ ∪ {v} 7: else 8: select a random vertex v ∈ V of maximum degree (> 1) and add it toṼ , i.e., letṼ ←Ṽ ∪ {v}.
9:
end if 10: Remove v and all its adjacent edges fromḠ. 11: end while 12: The vertex setṼ is an independence set in the original undirected graphḠ, and it follows thatṼ is a clique in the original undirected graph G.
the size of the graph, we have, in some cases, restricted the code search to constant-weight codes, i.e., to codes in which all codewords have the same Hamming weight (w min = w max = w, for some w), or to nearly constant-weight codes, where w min is larger than 0 and/or w max is less than n, and w max − w min is small compared to n. Also, when the size of the graph becomes too large, the greedy algorithm from Algorithm 1 is used instead of a much more complex exhaustive algorithm. In Table III , the size M of both restricted and unrestricted ternary codes for different values of the block length n and the minimum distance d B,min are presented. The numbers in the parentheses are from an unrestricted search for ternary codes, and should be compared to the numbers in front that are from a restricted search, as described in Section X-B. The numbers in bold are exact values (from an exhaustive search) for nonconstant-weight codes, i.e., with w min = 0 and w max = n. As can be seen from the table, in some cases, the binary code construction gives optimal ternary codes.
Notice that the output of this ternary code search is not purely numerical and actually yields codes as sets of codewords. While this may not always be a valuable information (especially for codes with no known form of regularity), in our case it provides binary codes C 2 that yield good or even optimal ternary codes. It also provides the families C d 2 , but only the size of these matter, so the problem of finding the best C d 2 is the same as the one of finding the largest binary codes of length d, for a given minimum distance.
XI. CONCLUSION
In this paper, coding for a non-symmetric ternary channel where some transitions are not allowed was addressed. We derived the ML decoding rule for this channel and showed that it is complex to compute, since it depends on the error transition probability p. We then proposed an alternative decoding rule, called d A -decoding, based on a more suitable distance measure which does only depend on code properties. Notice that α 0 satisfies α 0 ≤ min{n − d, n − w y }, where n− d is the number of symbols that are equal in x and y, and n − w y is the number of symbols 0 in y. Therefore, p(y|x), for given n, w y , and d, can be lower-bounded by 
We now prove that if (13) holds, then B + (n, w y , d+1) < B − (n, w y , d) for all n, w y , and d. Thus, we prove that the closest codeword to a received vector y is always the most likely one. For the sake of simplicity, we will denote these two bounds by B 
To prove (49), it is sufficient to show that d ≤ n−1 2 , because by hypothesis
and because
In this subcase of the proof
Therefore, 2d < n − 1, and d ≤ 
The proof of (53) is similar to the proof of (49): it is sufficient to show that n − w y − 1 ≤ n−1 2
. Since in this subcase
we have 2(n − w y ) ≤ n, and n − w y − 1 ≤ 
Again, to prove (55), we show that w y ≤ n−1 2 . Now,
so we have 2w y ≤ n − 2, and w y ≤ 
Again, to prove (57), we show that n − d − 1 ≤ n−1 2
. As in this subcase, 
Therefore, we successfully d A -decode y if
Therefore, sincex 1 is a codeword of C 2 which has an error correction capability t A , y is successfully decoded toû 1 = u 1 .
•û 2 = u 2 : Sinceû 1 = u 1 , we havex 1 =x 1 and wx 1 = wx 1 . We prove thatȳ 2 can be decoded to u 2 using the decoder of code C wx 1 2
. Consider a position j, 1 ≤ j ≤ wx 1 : -Eitherȳ 2j =x 2j , -Orȳ 2j =x 2j andȳ 2j = ?, which involves thatx 1 * y has a 0 at coordinate i = gx 1 (j) (the jth nonzero entry ofx 1 ). Sincex 1i = 1, y i = 0. Also, sinceû 1 = u 1 , thenx 1 =x 1 , which implies that gx 1 (j) = gx 1 (j) = i. Thus, x i = 0 and x i = y i , with y i = 0 sinceȳ 2j = ?. By assumption there are at most t A coordinates such that x i = y i . Therefore, we conclude that |{j :ȳ 2j =?}| ≤ t A , -Notice that the caseȳ 2j =x 2j andȳ 2j = ? is not possible. Following the reasoning of the previous case, it would involve that x and y are different but both non-zero at a given coordinate, which is not a possible transition in our channel H.
Therefore, no error and at most t A = dB,min−1 2 erasures differentiateȳ 2 fromx 2 . Since the minimum distance of C wx 1 2 is such that dB,min 2 > t A , its decoder can correct these at most t A erasures, and successfully estimate u 2 .
