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ABSTRACT 
This paper studies the minimal rational interpolation problem using algebrogeo- 
metric methods. Specifically, we deal in a unified framework with the following 
problems: scalar and matrix interpolation, and left and right tangential interpolation. 
While the results we prove are known, our methods of proof are quite different. 
In addition, our proof shows that these problems can be solved by an application 
of the Gr/Sbner basis algorithm, a popular computational tool in computer algebra. 
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INTRODUCTION 
The goal of this paper is to study the minimal rational interpolation 
problem using algebrogeometric methods. Specifically, we will deal in a 
unified framework with the following problems: scalar and matrix interpola- 
tion, and left and fight tangential interpolation. The results we will prove are 
known [1]. However, our methods of proof are quite different. In addition, 
our proof will show that these problems can be solved by an application of 
the Gr6bner basis algorithm, a popular computational tool in computer 
algebra. 
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The main idea of the proof is to write down a matrix of polynomials that 
captures the input data, almost exactly as in [1]. The only difference here will 
be to homogenize this matrix. Then the concept of "syzygies of relations," 
from commutative algebra, gives a compact, unified proof for all the interpo- 
lation problems mentioned above. 
1. PRELIMINARIES 
We first introduce some concepts from algebraic geometry and commuta- 
tive algebra that will be used. Let S = k[s, t] be the polynomial ring in two 
variables, where k is any field. Then S = ~,  S n, where S n is the vector space 
of homogeneous polynomials of degree n. Any polynomial f (s)  = En=0 a,s', 
where a n 4: 0, can be homogenized to a polynomial of degree m >~ n by 
f(s,  t) = 2~*o a, s'tm-i" Similarly, a homogeneous polynomial f (  s, t) of de- 
gree n can be dehomogenized as f (s)  =f(s ,  1), which will be a polynomial 
of degree at most n. In a similar way, a polynomial matrix can be homoge- 
nized as well, either to make all the entries in each row homogeneous of the 
same degree, or to make all its columns homogeneous. 
A graded module over S is a module M over S, along with a direct sum 
decomposition M = *n M,, such that S n • M i c M i + n. A homomorphism ~b 
between two graded S modules M and N is said to be graded of degree i if 
dP(Mn) (7_ Nn+ i. For each integer n we define the "twisted" graded module 
S(n) as follows: S(n) = (gm[S(n)]m, where [S(n)] m = Sn+ m. Clearly, S(n) is 
a graded S-module for all n. Further, if f is a homogeneous polynomial of 
degree n, then multiplication by f defines a graded homomorphism of 
degree zero from S( -n )  to S. In fact, it is easy to see that every graded 
homomorphism of degree i from S(n) to S(m) corresponds to multiplication 
by a homogeneous polynomial of degree m - n + i. Let M = ~t'n= 1 S(a t) 
for some integers a i >/0, and let N = S n. We will think of elements m ~ M 
as 1 × m column vectors of the form m = (h l . . . . .  hm)* (we will denote the 
transpose of a matrix A by A*). Further, if m is homogeneous of degree d, 
then the polynomials h i are homogeneous of degree d - a t. Every homo- 
morphism ~b of degree zero from N to M corresponds to an m × n matrix 
F = ( f t )  such that $(n) = F '  n and the ith row of F consists of homoge- 
3 
neous polynomials of degree a t. Further, if we assume that m >i n, we will 
say that the map d~ is pseudosurjective (it is surjective at the "sheat ~' level) if 
and only if the maximal minors of F do not have any common factors. 
Let us assume that F is pseudosurjective. The kernel K of the map ~b, 
considered as a submodule of N, is called the module of syzygies among the 
columns of F. This module is a free module, and there exist integers 
RATIONAL INTERPOLATION THEORY 161 
b l , . . . ,  bn_ m such that K = Ker~b = ~"-'"i=1 S( -b i )  and E b~ = E ai. For 
generic input data, the integers bj are as large as possible. More precisely, if 
n =b(n-m) ,  then b j=b for all j, and if n =b(n -m)+c,  where 
0 < c < n - m, then b 1 . . . . .  b,. = b + 1 and b,.+l . . . . .  b,_,,, = b. An indi- 
cation of the proofs of these claims is given in the concluding paragraphs of 
this section. 
The map from K to N has a matrix representation G = (gij), where G is 
an n × (n - m) matrix whose jth column consists of homogeneous polyno- 
mials of degree b 2. Further, FG = 0, and if f = (f~ . . . . .  f,,)* ~ S" belongs 
to 
the kernel of ~b, where the f/ are all homogeneous polynomials of degree d, 
then there exist polynomials hI . . . . .  h,_,,, ~ S such that the degree of hi is 
d - bj and f = Y'. hjGj, where Gj is the j th cohunn of G. 
Given any matrix F which represents a homogeneous map between two 
free, graded S-modules, the Gr/Sbner basis 'algorithm can compute the matrix 
G which essentially represents the module of syzygies among the columns of 
F. Given all of this background, our approach to each of the interpolation 
problems will be to write down a matrix F such that all the interpolants will 
belong to the submodule generated by some submatrix of the resulting 
module of syzygies represented by G. Thus once the generator matrix of 
syzygies G is computed, the interpolating solutions can be read off from 
certain submatrices of G. The main property of the matrix F will be that 
each interpolating solution will give rise to a syzygy of F and vice versa. 
We have implemented our algorithm on MACAULAY [2], an implementation 
of the Gr/Sbner basis algorithm. We have written small programs called 
scripts, which, given the input data, provide the square submatrix of G that 
has all the information about the interpolating solutions. 
Let p1 denote the projective line of one dimensional subspaces of k 2. We 
recall the fact that the affine line, that is, the points in the field k, can be 
naturally embedded in pl. Each point in p1 can be represented by its 
homogeneous coordinates (s : t ) .  In particular, any point a ~ k can be 
considered as the point (a : 1) ~ P~. The point at infinity has coordinates 
(1:0). 
In the remainder of this section, we will briefly give an interpretation of
the maps F and G, in sheaf theoretic terms, and show how all the properties 
claimed follow from elementary facts in algebraic geometry. We let Op, 
denote the structure sheaf of rings on pl. For each m, Op,(m) denotes a 
locally free sheaf of degree m (for basic concepts about coherent sheaves on 
p1, refer to Section 1.1 of [3]). The global sections of the sheaf Opt(m) can 
be identified with Sm, the vector space of homogeneous polynomials of 
degree rn. 
An m × n matrix F as above represents a map from the sheaf O~, to the 
sheaf ~i'=l Op'(ai). If the maximal minors of F do not have any common 
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factors, then this sheaf map is surjective. The kernel of this map is a locally 
free sheaf, and by a theorem of Grothendieck op. cit., there exist integers 
b l  . . . . .  bn-m such that there is an exact sequence of sheaves 
n - -  m l t l  
j= l  i=1 
If G is the matrix representation f the map o', then the properties claimed 
for the matrix G above, follow from this exact sequence. 
The statement about the generic values of the column degrees bj of G 
follows from the fact that these matrices lie in the open set of controllable 
systems in the smooth compaetifieation of m-input, p-output systems of 
McMillan degree n, constructed in [4]. Further, the generic system in this 
space has the row degrees bj as claimed. 
2. INTERPOLATION PROBLEMS 
We will discuss the following four problems: scalar interpolation, matrix 
interpolation, and left and right tangential interpolations. For each of these 
problems we will write down a matrix F which represents a map from S" to 
S(1) m for appropriate choice of integers m and n. 
2.1. Scalar  In terpo lat ion  
We are given n distinct points x 1 . . . . .  x,, ~ k and another set of n points 
Yl . . . .  , Y~ ~ k. We wish to parametrize the set of all rational functions y(s )  
such that y(x i) = Yi for i = 1 . . . . .  n. 
We define the n × (n + 2) matrix F as follows: 
F = I 
s - x l t  0 "" 0 t -y l t  
0 s - x2t  "" 0 t - -y2t  
0 0 "" s - xnt  t -ynt  
CLAIM 1. The matr ix  F represents  a pseuck~surjective map f rom S "+2 to 
S(1)". 
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Proof. The submatrix F0 of F consisting of the first n columns of F has 
determinant F l ( s -  xi t ) .  The minor of F obtained by replacing the ith 
column of F 0 by the (n + 1)st column of F does not vanish at (x~ : 1). Thus 
the maximal minors of F do not have any common factors. • 
Let G be the matrix representing the syzygies of relations among the 
columns of F. So G is a (n + 2) × 2 matrix that will be partitioned as 
follows: 
all  a12 
C = anl an2 !. 
f l  gl 
fe g2 
The first column of G consists of homogeneous polynomials of degree q, and 
the second column is homogeneous of degree n -q  for some integer 
0 ~< q -K< n. Also, the product of the two matrices FG is zero. Now, if we 
consider the product of the ith row of F and the first column of G, we get 
the relation 
ali(s -- xi ) t  +f l (S ,  t ) t  - - f z (s ,  t )y i t  = O. 
Now, if we take t = 1 and s =x  i, we get that f l (x i ,1 )=y i f2 (x i ,1 ) .  
Similarly, one gets that for i=  1 . . . . .  n, gl(xi, 1)= yig2(xl,  1). Thus if 
f2(x,,  1) ~ 0 for i = 1 . . . . .  n, then f~/f2 is a solution to the interpolation 
problem. A similar statement is true for gl /g2.  
CLAIM 2. l f  r(s) = p(s ) /q (s )  is a rational function such that r(x i) = Yi 
for  i = 1 . . . . .  n, then there exist polynomials h,(s) such that p = h l f  1 + h 2 g~ 
and q = h l f  2 + h 2gz. 
Proof. We can homogenize the two polynomials p and q so that the 
degree of p(s, t) = deg q(s, t) = max{deg p, deg q}. Further, by the as- 
sumptions on p and q, for each i we have p(s, t)t  - yitq(s, t) = - ( s  - 
xit)bi(s, t) for some homogeneous polynomial b/. Thus the element m = 
(b  1 . . . . .  bn, p, q)* ~ S n+2 belongs to the module of syzygies of F. Since the 
columns of G provide a set of generators for this module, there exist 
polynomials h I and h 2, such that m = hlG ~ + h2G 2. The polynomials h i 
satisfy the conditions in the claim. • 
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Since the existence of interpolants i guaranteed, the claim implies that at 
least one of f2 or g2 is such that it does not vanish at any of the points x i. In 
particular, the minimal degree of an interpolant is either q or n - q. 
The output of our script in MACAULAY is the 2 × 2 matrix consisting of the 
last two rows of G. 
2.2. Matr ix Interpolat ion 
Here we are given n distinct points x 1 . . . . .  x,, ~ k and n scalar matrices 
Yl . . . . .  Yn of size p × m, and we want to parametrize all rational matrices 
Y(s )  such that Y(x  i) = Yi. 
Here we let F be an np × (np + m + p)  matrix that represents a map 
from S Èp+'''+È to S(1)"P. The matrix F is defined as follows: 
F = 
(s  - x l t ) I  p 0 "" 0 tip - tY  1 
0 ( s  - x2t ) I  p "" 0 tip - tY  2 
0 0 "" ( s  - x,~t)Ip tip - tY  n 
where Ip is the p × p identity matrix. For the same reason as in Section 2.1, 
the maximal minors of F do not have any common factors. Thus the matrix of 
syzygies G, which is an (m + p)  x (np + m + p)  matrix, has homogeneous 
columns of degrees ql >/0 such that E qi = np. As before, we partition the 
mat~x G as follows: 
G = 
a l l  " '" a l ,  m +p 
anp,l "'" anp,~7~+p 
f l l  " ' "  f l ,  ,,, +p 
fm+p,l "'" fm+p,m+p 
Now, let us consider a submatrix 
columns, say i l , . . . ,  i m, so that e=Ifl" 
fm+p,il 
P of G2, obtained by choosing any m 
. . .  ---- ' (1 )  
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where P1 is a p x m matrix consisting of the first p rows of P, and P2 is an 
m × m matrix. On substituting (s : t) = (x i : 1) in the matrix equation FG = 
0, one gets that [(I.. -Y i ) "  P](xi,  1) = 0 for i = 1 . . . . .  n, that is, el(x i ,  1) = 
YiP2(xi, 1). We ca~l the choice of the m columns permissible if the matrix 
P2(xi, 1) is invertible for all i. I f  so, Y(s )  = P1P~I(s,  1) is an interpolant. 
Conversely, let Y(s )  be a rational interpolant. Let Y = ND -1 be a right 
coprime factorization of G, and let us assume that the matrix P = (N* I D*)* 
is column reduced• We homogenize the entries of P so that each column of 
P(s, t) consists of  homogeneous polynomials of the same degree• Since 
ND-t (x i )  = Yi, we have that [N - YiD](x i )  = 0 for all i. Thus there exist 
p X m matrices Bi(s, t)  such that tN(s ,  t) - tY iD(s,  t)  = - ( s  - x i t ) I .  • 
Bi(s, t). Thus F .  (B* I "'" I B* I N* I -D* )*  = 0. Since G represents t[ae 
module of syzygies of F, there exists an (m + p) x m matrix H such that 
GH = (B~ I "'" I B* [ N* I -D* )* .  In particular e(s ,  t)  = G2H.  Further, if 
G~ denotes the last m rows of G 2, then D = G~ H. Now, since the existence 
of interpolants is guaranteed, there exists at least one permissible choice of 
P(s, t)  such that D is invertible at all the x~. In turn, this implies that there 
exists a permissible choice of m columns of the matrix G 2 that provides an 
interpolant. Therefore the interpolant of least McMillan degree is the small- 
est sum of m of the degrees {ql . . . . .  qm+p} such that these m columns form 
a permissible choice. 
The output of our script in MaCAtTt~Y is the (m + p) × (m + p) matrix 
G 2 • 
2.3. Left Tangential Interpolation 
Here we are given n distinct points, x l . . . . .  x, ~ k and r i × p matrices 
V i and r i ×m matrices Yi, such that rank of V i is r i ~<p. We wish to 
parametrize all p x m rational matrices Y(s )  such that ViY(x  ~) = Yi for 
i = 1 . . . . .  n. We le t  r= Er  i. 
The matrix F we will consider here is a r × (r  + m + p) matrix defined 
as follows: 
F = 
(s  - x l t ) I r l  0 ... 0 tV  l - tY~ I 
0 ( s  - x2t)Ir2 "" 0 tV  2 - tY  2 
J o o ... ( s -xot ) I r , ,  tvn --tYn 
Using the fact that all the V i have rank r i and an argument similar to the 
ones in the previous two sections, the maximal minors of F do not have any 
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common factors. Thus the matrix of syzygies G is an (m + p) × (r  + m + p) 
matrix whose columns are homogeneous of degrees qi >~ 0 such that ]~ qi = r. 
As before, we partition the matrix G as follows: 
G = 
a l l  ""  a l ,m+ p 
ar ,  1 " "  a r ,m+ p 
f l l  "'" f l ,  m +p 
f ro+p,1  "'" fm+p,m+p 
We choose a submatrix P(s,  t)  of G 2 exactly as in (1). As in Section 2.2, 
(V  i -Y~)"  P(x i ,  1) = 0. Thus if the matrix P2(xi)  is invertible for all i, then 
the matrix Y = P1P~ 1 is an interpolant. 
Conversely, if Y is any interpolant and Y = ND -1 is a right coprime 
factorization of Y, we proceed as in Section 2.2 to show that it is obtained by 
postmultiplying G 2 by a m × (m + p) matrix H. The characterization f the 
minimal degree of interpolant follows in a similar vein. 
2.4. Right Tangential Interpolation 
Here we are given n distinct points, x 1 . . . . .  x, ~ k and m x s i matrices 
W i and p × s i matrices Yi such that the rank of V i is s i ~ m. We wish to 
parametrize all p × m rational matrices Y(s )  such that Y(x~)W i = Yi for 
i=  1 . . . . .  n. We le t  s = Es  i. 
The matrix F we will consider here is an s ×(s+m+p)  matrix 
defined as follows: 
F = 
(s  - x l t ) Is ,  0 "" 0 tW*  - tY~'  
0 (s-x2t)t   - . .  0 tw2 - tY2  
o o ... (s - x.t)Iso tw.* -trn* 
By our assumptions on the ranks of W i, the maximal minors of G do not have 
any common factors. Thus the matrix of syzygies G is an (s + m + p) × (m 
+ p) matrix, whose columns are homogeneous of degrees qi >~ 0 such that 
Eq i  = s. 
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We let G = (G* [ G*)* as before, and choose a submatrix Q of G 2 by 
choosing p columns as follows: 
p = 
f l ,  6 
f ro+p,  i I 
"'" f l  ip 
"'" fn~+p, ip  
where QI is a m ×p matrix and Q2 is a p ×p matrix. On substituting 
(s : t )  = (x i :  1) in the equation FG = 0, we get that for each i, W~*Ql(x  i, 1) 
= Y~*Q2(x~, 1). By taking the transpose of this equation, one gets that 
Q~W~ = Q~Y~. I f  the matrix Q2 is invertible at all the points x~, then 
y = [Q~I] .Q~ is an interpolant. 
Given an interpolant Y(s) ,  we take a left coprime factorization Y = D- IN  
and consider the matrix Q(s)  = Q = (N I D)* in its column reduced form. 
We homogenize the entries of Q so that each colunm of Q(s,  t )  consists of 
homogeneous polynomials of the same degree. Since D 1N(x i )Wi  = Yi, we 
have that [Wi*N* - Yi*D*](xi ,  1) = 0 for all i. Therefore, there exist matri- 
ces Bi(s, t )  such that tWi*N*(s ,  t )  - tY i*D*(s,  t )  = - ( s  - x i t ) I  v • Bi(s, t).  
The rest of the argument follows exactly as in Section 2.2. 
REMARK. For ease of exposition we assumed that the points x i in each 
of the above problems were all points in the finite plane. The method can be 
modified to allow for one of the points to be the point (1:0) ~ pl  as follows. 
The factor s - x i t  gets replaced by t. We choose a linear factor as + bt that 
does not vanish at any of the points xi and replace the factor t by the factor 
as + bt in the matrix F. For example, in the scalar interpolation problem, if 
the first point x 1 is (1 : 0), then the matrix F is 
F = 
i 0 "" 0 as + bt 
s - x2t " .  0 as + bt 
0 " .  s - x,,t as + bt 
-yl(as + bt) 
-y2(as + bt) 
-y , , (as  + bt )  
Here as + bt is any linear factor that is nonzero at all of the points (1 : 0), 
(x,2: 1) . . . . .  (x,, : 1). Our assumption on the points being distinct has not been 
dropped. 
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