In this paper, a Monte Carlo method, which is based on some new simulation techniques proposed recently, is presented to numerically price the callable bond with several call dates and notice under the Cox-Ingersoll-Ross (CIR) interest rate model. The corresponding algorithms are also presented to practical callable bond pricing. The numerical experiments show that this method works very well for callable bond under the CIR interest rate model.
Introduction
A callable bond is a bond that allows the issuer to buy back the bonds from the bond holders at pre-specified prices on the pre-specified call dates. Therefore, a callable bond is a straight bond embedded with a call of European option (a single call date) or Bermudan option (several call dates). However, this option is an integral part of a bond, and cannot be traded alone, and hence, its prices cannot be observed. Thus, the callable bond pricing must be involved in the pricing problem of the corresponding option.
There are some different approaches for pricing callable bonds. The first approach is based on the BlackDerman-Toy model, which was presented in [1] (2006) , with the discrete simulation of binary tree. With the help of the risk-neutral valuation, the second approach is to obtain a partial differential equation (PDE) subject to appropriate boundary conditions based on the equilibrium interest rate model. Since it is very difficult to analytically solve this PDE, some different discretizations and different numerical methods have been proposed. Büttler in [2] (1995) applied finite difference method to find the evaluation of callable bonds. Büttler and Waldvogel in [3] (1996) derived an analytic expression for the Green's function of the corresponding PDE for certain specific interest rate models, and developed a semi-analytic method for pricing callable bonds with notice. As the further development, the finite volume method was used by D'Halluim et al. in [4] (2001) , and the finite element method was considered by Farto and Vázquez in [5] (2005) for the numerically pricing callable bonds with notice. Recently, a dynamic programming approach was proposed by Ben-Ameur et al. in [6] (2007) for numerically pricing options embedded in bonds. In this dynamic programming approach they used finite difference method and solved the Green's function by conditional distributions and expectations with piecewise-linear approximation.
Meanwhile, in the last decade, many new numerical schemes for simulations of interest rate models, especially, the Cox-Ingersoll-Ross (CIR) interest rate model, have been proposed. For instance, the balanced implicit method (BIM) was proposed by Milstein et al. in [7] (1998), the balanced Milstein method (BMM) was developed by Kahl and Schurz in [8] (2006) . Also, the exact transition distribution method (ETD) is considered to simulate the square-root diffusions (e.g. see [9] ). Recently, a new splitting-step scheme was presented by Ding and Chao in [10] (2009). In this paper, based on these new simulation techniques we present a Monte Carlo method to numerically price the Bermudan-type callable bond with notice. This paper is structured as follows. After this introduction, the interest rate models are reviewed, and several numerical simulation techniques are surveyed in Section 2. Then, based on these simulation techniques, an efficient Monte Carlo method is presented to price the callable bond with several call dates and notice under the CIR interest rate model in Section 3. The corresponding algorithms are presented in this section. Finally, numerical experiments for a practical callable bond with 10 call dates and 2 months notice are provided in Section 4. The
Simulations of Interest Rate Models
Pricing financial derivatives depends on the description of the dynamic process of underlying assets. Since the underlying asset of callable bond is the interest rate, we focus on the mathematical models for the interest rate. These models can be divided as single factor models and multiple factor models by the number of status variables.
The first well-known single factor model was proposed by Vasicek in [11] (1977) . In this model, the interest rate is give by the stochastic differential equation (SDE):  , but is an increasing function of   r t instead. The first single factor model that possesses nonnegative interest rate is the CIR model, which was proposed by Cox, Ingersoll and Ross in [12] (1985) . In this CIR model the interest rate   r t follows the following SDE:
This model embodies the feature that the volatility is an increasing function of   r t . In this paper we focus on this model.
Although the application of the Yamada's condition reveals that the SDE (1) has a unique non-negative solution   r t for any given initial value 0 0 r is difficult to find an explicit formula for this solution. Thus, many practical applications lead to the numerical simulation of the CIR model. However, this involves two problems: The first one is that the numerical simulation would yield negative value in the general discretization of SDE (1); The second one is that, since the diffusion coefficient is not globally Lipschizian, the convergence of the general discretization for SDE (1) is not guaranteed.
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In the last decade, many efficient new numerical schemes have been proposed for the CIR model (1) with positivity preservation. In the following, we survey these schemes, which are employed in the numerical experi-
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Recently, an efficient splitting-step scheme for the CIR ) was pro ed by Ding and Chao in [10] . This new scheme, which is called the DC scheme here, is given as reser r, the model (1 pos
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The Monte Carlo Method
arison to s less com com M scheme e consider a Bermudan callable bond which has m n  pre-specified coupon dates:
where the bond may be redeemed at the last n dates (call dates):
d between each notice date and corresponding call date is denoted as
. As in Figure 1 , the notice perio 
where   
The issuer of the bon .
d should minimizes his outstanding debt. If the price of the callable bo greater than the time value of the call price including the coupon payment, he will call the bond to meet the requirement of the optimal call policy. That means he will choose the minimum value between uncall and call values, i.e., the value of the bond at the nd is 
To solve this optimal problem, we can consider the following equation for the variable  :
Then, the root of this equa * . (6) tion is the break-even interest rate e price and 0.7981, which is given in [3] . 
