Abstract. This article presents an investigation of a heuristic approach for unsupervised parameter selection for gesture recognition system based on Vector Quantization (VQ) and Hidden Markov Model (HMM). The two stage algorithm which uses histograms of distance measurements is proposed and tested on a database of natural gestures recorded with motion capture glove. Presented method allows unsupervised estimation of parameters of a recognition system, given example gesture recordings, with savings in computation time and improved performance in comparison to exhaustive parameter search.
Introduction
Human-computer interfaces (HCI) using natural human gestures are one of the promising new approaches in interaction design. The important component of a gesture interface is a recognition system for time series measurements of data (motion capture readings or image derived features). For this task, one popular and reported as effective approach is the combination of Vector Quantization (VQ) and Hidden Markov Model (HMM) [1, 2] . While effective, this method needs to be provided with several parameters, notably number of VQ symbols, number of HMM states, and initial choice for HMM matrices. Those parameters are often chosen ad hoc or by trial and error, with random selection of initial conditions. Such approach is time consuming and can lead to suboptimal performance [3, 4] . On the other hand, the performance of input recognition largely determines the usability of a HCI system.
Our approach and main contribution of this work is the investigation of a two step, heuristic algorithm for VQ+HMM parameter selection: first, computing the number of VQ symbols by considering class separation, followed by iterative hierarchical clustering of subsequences for finding initial HMM matrices. The standard model reestimation (Baum-Welch algorithm) and selection (Akaike/Bayesian information criterion or others) can be applied afterwards for completing the parameter selection. This algorithm allows for deterministic and unsupervised estimation of parameters of a recognition system, given example set of gesture recordings, with savings in computation time and improved performance in comparison to exhaustive or random parameter search.
Related work
The choice of parameters is an integral element of a development of a VQ+HMM system, and as such has been a subject of active research. In [11] , one of the most popular Vector Quantization algorithms was introduced, named after authors' initials as LBG. By an iterative process of splitting and optimizing cluster centers, it finds optimal VQ dictionary vectors with respect to the distortion measure. This approach produces good results for coding applications, but does not consider the discriminative power of the sequences of symbols for the classification task. The latter problem can be related to estimation of class separation and within/between class variability as considered in Linear Discriminant Analysis (LDA). The problem of parameterization of VQ for optimal class separation has been considered in [12] using Dynamic Time Warping (DTW) and Learned Vector Quantization with the objective of speech recognition with Self Organizing Maps. The similarity of symbol sequences with application for recognition has also been the subject of [13] , where DTW was applied to sequences after VQ. The problem of optimization of VQ centroids has been addressed in [14] , with application of Bhattacharyya distance.
Our approach builds on above works, focusing on maximization of the Bhattacharyya measure of within-class and between-class distance distributions, obtained using Levenshtein symbol distance, a technique conceptually similar to DTW.
The other problem with design of VQ+HMM recognizer, apart from the above, is the parameterization of a HMM. [1] note the importance of good initial HMM values, as the reestimation algorithm (Baum-Welch) finds local, not global maximum of likelihood function; a procedure is thus proposed for improving the initial values using K-means clustering of data vectors. The clustering can be also used to identify the number of HMMs needed for representation, as in [8] where DTW and hierarchical clustering is used to obtain a set of HMMs describing a set of human motion trajectories. In [2] authors optimize the performance of a HMM by merging states based on Kullback-Leibler similarity measure of symbol emission matrices, however, this is done after training, with the chief objective of reducing number of states of a HMM constructed as a sum of several others. In [5] , several model selection strategies are investigated, including sequential state pruning strategy, where least probable states are iteratively deleted from the model. While effective, deletion could possibly lead to a loss of information in the final model. [6] perform an in-depth analysis and argue for using cross-validated likelihood to assess the number of states.
Our approach considers estimation of initial HMM parameters, which are to be improved with Baum-Welch optimization. We split the sequences into fragments and successively merge them with agglomerative hierarchical clustering based on the Bhattacharyya distance of distributions of symbol occurrences. At each moment, the clustered fragments can be translated into HMM initial parameters.
This article is organized as follows: section two contains the method description, section three experimental results with motion capture database, last section presents conclusions.
Method
We focus on the problem where the user interface (UI) designer has the following:
1.
An acquisition system that captures human motion as a time sequence of vectors X=(x t ), where each represents the data from l sensors (finger bend, hand rotation, and similar when using motion capture device) or features (such as trajectory features, shape moments when working with images of motions).
2.
A set of c gestures (defined motions) selected to be used in the interface. The input sequence X is classified into one of the c gestures using VQ+HMM framework as follows. First, a quantization function (1) is used, transforming a sequence of vectors X into a sequence of discrete symbols S=(s t ). Then, a set of HMM models corresponding to the gestures λ 1 ,...,λ c is used to compute the estimate of the sequence being generated with each model. Either the forward or Vitterbi algorithm can be used for this purpose [1] . By comparing the result probabilities the class of the input can be derived.
Implementation of this approach requires definition of the VQ and HMM stages. For VQ a quantization algorithm must be selected, for example the Linde-Buzo-Gray (LBG) method [11] . Given a set of reference data, the algorithm can calculate the m reference ("dictionary") vectors. The number of VQ symbols m (or related parameter, like target distortion ε), however, has to be explicitly provided. For HMM, the defining stochastic matrices (starting state probability vector Π, state to state transmission probabilities A and symbol emission probabilities B) must be given. The HMM matrices are commonly estimated with Baum-Welch method [1] , but this requires definition of their initial values and implicitly providing the number of states n.
Choosing the number of Vector Quantization symbols
The objective of this stage is to derive the number of VQ symbols m. The proposed method follows from the observation that for any two recorded symbol sequences S 1 and S 2 we can use approximate string matching to compute the distance d S (S 1 ,S 2 ) between them. The use of approximate methods is necessary, as subsequent recordings of the same gesture usually differ in both length and content of the symbol sequence, resulting from variations of movement (speed, hand configuration and so on). The nature of those differences can be formalized as symbol addition, deletion and replacement, thus Levenshtein distance is particularly fitting for this purpose.
Given a set of c gesture classes with k realizations of each class we can compare them both within their classes (by computing d S (S 1 ,S 2 ) where S 1 and S 2 belong to the same class) and between them (where each of S 1 and S 2 belong to a different class). We can compute the histograms h W of within-class d S and h B of between-class d S . After normalizing the histograms, we can compute Bhattacharyya distance as (2) This distance has been selected as it is reported to have good properties [9] . We can make the following observations concerning its behavior in this context:
1. d B can be treated as a measure of separation of the two histograms. In other words, it can be used to estimate the compactness of the clusters formed by realizations of each gesture. Good separation (preferable situation, with high d B value) occurs when, on average, the distance between gestures sampled from one class is substantially smaller than to other classes. Poor separation occurs when the average distance within each class is comparable to other classes. In the second case the d B value is low, and there can be expected a loss of performance due to misclassification of gestures.
2. d B changes with m, as the number of symbols together with reference data define the quantization function, which produces symbol strings.
3.
With a large value of m (large number of symbols), a situation can arise where a number of symbols will appear only once in single realizations (sequences). Hence the distances between sequences within-class will be large and comparable to those between-class, and d B value will be low. This phenomenon is akin to overtraining of VQ.
4. With a small value of m, the pool of symbols will be small, hence all sequences will be similar (in terms of distance function). This can be viewed as "undertraining", and the result can be expected to be similar to above -distances comparable (although on average lower), and low d B value.
Based on the observations, it seems fitting to observe the d B (m) and find its maximum, corresponding to best separation between the classes. While not formally proved, a number of experiments with different equipment and gesture sets confirm the validity of the above observations.
Choosing the initial parameters of HMM
For training the HMM, the Baum-Welch (BW) method is commonly used. It is noted [1, 3, 4] , that the local optimization approach used in BW requires a good estimate of initial conditions, in particular of the symbol emission matrix B. One approach is to choose the number of states n with trial and error, training HMM for each choice with a number of randomized B candidates and choosing the combination providing maximum performance. This approach is essentially a random search in parameter space, and can be time consuming with a large number of models and/or states of each model, as the number of free parameters to be estimated is on the order of O(n 2 ). We propose to obtain initial estimates for HMM matrices for a given class using a hierarchical clustering of data sequences with the following steps:
1. Split the k training sequences into the l fragments each. Index the fragments as (t,i), t=1,…,l,i=1…,k and compute the distribution of symbols in each fragment.
Generate candidate initial HMM (see below).
3.
Perform reestimation and assess current performance (for example, empirical likelihood or Akaike information criterion [10] ) 4. Merge step: compute Bhattacharyya distances of distributions of symbols in fragments (a) for given t (b) between set of fragments at t and t+1. Merge the fragments (or sets) with smallest distance (most similar).
5.
Repeat the process (goto 2) until either the desired performance target is satisfied, or until number of fragments is 1.
The initial HMM generation in step (2) is done as follows. Number of states is equal to the number of fragments. Matrix B is set with symbol distributions for each fragment. Matrix A and vector Π are initialized with left-to-right structure (with A matrix structured so that from each state i only the transfer to is possible). However, if, for given t, there is more than one fragment, it is assumed that different exclusive symbol distributions can appear (for example users will make the gesture with one of several hand configurations). This exclusivity is reflected in the state transition matrix structure: a state created from fragment (t,i) has non-zero probability of transfer only to itself and to all states (t+1,·), while having zero probability of transfer to all others, including (t,j), j≠i.
Experiments and results
We have performed experiments to observe and confirm validity of the proposed method. The data set used consists of motion capture recordings of 22 natural gestures ("A-OK", "thumbs up", etc) with four participants and five repetitions of each gesture per person (with different speeds: three times normal speed, one fast, one slow execution). The equipment used was DG5VHand motion capture glove, containing five resistance type finger bend sensors and three axis accelerometer producing three acceleration and two orientation readings. The sampling frequency was ~30Hz. The movements used were a mix of natural, real-life gestures of several types (symbolic, iconic, deictic and manipulative), selected and captured with an objective on creating a diverse, rich testing set for natural gesture recognition methods. The length of recorded sequences was between 30 and 190 vectors. The experiment software was written in C++ using several publicly available numerical algebra libraries. For details on the creation of database and gesture choice, refer to [7] . For VQ dictionary the K-means algorithm was used with Mahalanobis distance (the covariance matrix was estimated from data). The range of symbols considered was m=2,...,200. The observed histograms of Levenshtein distance show noticeable overlap, mainly due to the fact that, with different execution speeds, the sequences for the same gesture differ in length (by 30-40% between fast/normal or normal/slow speeds). While Bhattacharyya distance estimates are noisy, the tendency to peak at m~18 can be seen ( fig. 1 ). The behavior of HMMs for different number of symbols was then observed. First, one HMM was trained for each gesture (with number of states n=20; models chosen from l=10 candidates; left-to-right topology with uniform initialization for matrix A and vector Π; B matrix randomized with simplex method). Then, the log likelihood was computed -for given model i, of the true class i (positive) and j≠i (negative). As noted before, with small number of symbols, all sequences are similar, even across different gestures (small inter-class variation, hence high negative likelihood); with large number of symbols, all gesture realizations are dissimilar, even for the same gesture (large intra-class variation, decrease of positive likelihood). Proposed method selects maximum of Bhattacharyya distance, which corresponds roughly to the area of decline of negative likelihood. The second set of experiments was carried out to assess the performance of the fragment clustering method. For each number of states, one HMM was initialized with proposed method, and l=100 randomly (with the same method as above). The log likelihoods of proposed method, minimum (best value) and median of random models are presented on fig 2. The improvement is increasing with number of states. The likelihood increase when n>30 is not substantial, this can be used as a cue for n choice; for exact value, one can rely on selection methods such as [6] .
Conclusions
We have presented an approach for unsupervised parameter selection of VQ+HMM classifier and experiments validating the algorithm on a real dataset of natural gestures. The main advantage of its application is the possibility to investigate the parameter space and find the best performing values with cost of several scales of magnitude smaller than exhaustive search. As the VQ+HMM is very common in the role of time-varying sequence classification, this approach has potentially wide range of applications, for example motion capture or camera based HCI systems employing gesture recognition.
