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Abstract
Coded matrix multiplication is a technique to enable straggler-resistant multiplication of large matrices in dis-
tributed computing systems. In this paper, we first present a conceptual framework to represent the division of
work amongst processors in coded matrix multiplication as a cuboid partitioning problem. This framework al-
lows us to unify existing methods and motivates new techniques. Building on this framework, we apply the idea
of hierarchical coding (Ferdinand & Draper, 2018) to coded matrix multiplication. The hierarchical scheme we
develop is able to exploit the work completed by all processors (fast and slow), rather than ignoring the slow ones,
even if the amount of work completed by stragglers is much less than that completed by the fastest workers. On
Amazon EC2, we achieve a 37% improvement in average finishing time compared to non-hierarchical schemes.
1. Introduction
Large-scale matrix multiplication is a fundamental opera-
tion core to many data-intensive computational problems,
including the training of deep neural networks. Such mul-
tiplication often cannot be performed in a single computer
due to limited processing power and storage. Distributed
matrix multiplication is necessary. While in an idealized
setting highly parallelizable tasks can be accelerated pro-
portional to the number of working nodes, in many cloud-
based systems, slow working nodes, known as stragglers,
are a bottleneck that can prevent the realization of faster
compute times (Dean & et al., 2012). Recent studies show
that the effect of stragglers can be minimized through the
use of error correction codes (Lee et al., 2018; Yu et al.,
2017; Lee et al., 2017; Dutta et al., 2018; Yu et al., 2018).
This idea, termed coded computation, introduces redun-
dant computations so that the completion of any fixed-
cardinality subset of tasks suffices to realize the desired
solution. A drawback of most methods of coded comput-
ing developed to date is that they rely only on the work
completed by a set of the fastest workers, ignoring com-
pletely the work done by stragglers. Approaches to ex-
ploit the work completed by stragglers has been studied
in (Ferdinand & Draper, 2018), which introduces idea of
hierarchical coding.
In this paper, we establish an equivalence between task
allocation in coded matrix multiplication and a geomet-
ric problem of partitioning a rectangular cuboid. The al-
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location of tasks in various prior coded matrix multipli-
cation approaches – Polynomial (Yu et al., 2017), MAT-
DOT (Dutta et al., 2018) codes, and others – correspond
to different partitions of the cuboid. Starting from this
geometric perspective, we are able to extend the con-
cept of hierarchical coding to any coded matrix multipli-
cation. While the original concept of hierarchical cod-
ing (Ferdinand & Draper, 2018) is introduced in the con-
text of vector matrix multiplication using maximum dis-
tance separable (MDS) codes, its extension to general
codedmatrix multiplication is non-trivial. Cuboid partition-
ing visualization facilitates such extension.
2. Unifying geometric model
Consider the problem of multiplying the two matricesA P
R
NxˆNz andB P RNzˆNy in a distributed system that con-
sists of a master node, and N working nodes. We paral-
lelize the computation of matrix product AB P RNxˆNy
among the N workers by providing each a subset of the
data and asking each to carry out specific computations.
We now present our conceptual framework wherein the de-
composition of a matrix multiplication into smaller compu-
tations is visualized geometrically as the partitioning of a
cuboid.
2.1. 3D model for matrix multiplication
Standard techniques of matrix multiplication to compute
theAB product requireNxNzNy basic operations each of
which is a multiply-and-accumulate. This basic operation
g : R ˆ R ˆ R Ñ R is defined pointwise as gpa, b, cq “
ab ` c. One method to compute each entry ofAB is itera-
tively to apply the basic operation Nz times to compute an
inner product. Each basic operation is indexed by a positive
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Figure 1: (a) 3D visualization of the basic operations involved in matrix multiplication where pNx, Nz, Nyq “ p10, 8, 6q. Cuboid
partitioning structure for (b) polynomial codes where pK,Rq “ p4, 4q; (c) hierarchical codes where L “ 4 and pKi, Riq P
tp8, 8q, p4, 4q, p3, 3q, p1, 1qu; (d) sum-rate codes where L “ 4 and pKS-poly, RS-polyq “ p16, 16q.
integer triple pix, iz, iyq P I “ rNxs ˆ rNzs ˆ rNys1 such
that the pairs pix, izq and piz, iyq index the entries ofA and
B that serve as the a and b. In 3D space, each integer triple
pix, iz, iyq can be considered as indexing a unit cube situ-
ated within a cuboid of integer edge lengths pNx, Nz, Nyq,
cf. Fig. 1(a). The unit square in the xz or zy plane cor-
responding to index pair pix, izq or piz, iyq geometrically
specifies the aix,iz or biz ,iy element in A or B. Each unit
square in the xy plane represents an entry ofAB.
2.2. 3D model for coded matrix multiplication
We now derive previously presented coded schemes from
the cuboid partitioning perspective. We recall the ter-
minology and setup introduced in the previous litera-
ture (Lee et al., 2018). In coded matrix multiplication, the
AB product is first partitioned into K equal-sized compu-
tations. The master then encodes the data involved in each
of the K computations to yield a larger set of N encoded
tasks. Each task is given to a distinct worker. The master
can recover the original K computations by decoding any
R completed tasks from any set of workers. We termK the
information dimension and R the recovery threshold.
To partition the overall computation of theAB product into
K equal-sized computations, the master first partitions the
data. Once the data A and B are partitioned, certain pairs
of submatrices can be matched up to yield theK computa-
tions. The partitioning of theAB product into theK com-
putations can be visualized as a partitioning of the cuboid.
The K distinct computations are represented by K equal-
sized subcuboid partitions. We use information block to re-
fer to such subcuboids. In the following, we first introduce
the partitioning structure of polynomial codes (Yu et al.,
2017); we then generalize this idea to all previous coding
schemes.
Polynomial codes: One way to achieve information dimen-
1 rNxs “ t1, . . . , Nxu is the index set of cardinality Nx.
sionK in polynomial codes is to divideA andB into
?
K
matrices (for simplicity we assume
?
K is an integer). Par-
titionA horizontally into
?
K matrices2 ASxiˆrNzs, where
i P r?Ks and Sxi “ rtNx{
?
Kus ` pi ´ 1qtNx{
?
Ku.
Partition B vertically into
?
K matrices BrNzsˆSyi , where
i P r?Ks and Syi “ rtNy{
?
Kus`pi´1qtNy{
?
Ku. Each
computation is the matrix product ASxiˆrNzsBrNzsˆSyj ,
where i, j P r?Ks. This decomposition slices the cuboid
intoK equal-sized subcuboids by making
?
K´ 1 parallel
cuts along the x-axis and
?
K ´ 1 parallel cuts along the
y-axis, cf. Fig. 1(b) forK “ 4.
Generalized coded matrix multiplication: In general,
all possible cuboid partitions that arise in coded matrix
multiplication can be clustered into eight possible cate-
gories. Each category is defined by cutting the cuboid
along a specific subset of directions tx, y, zu. For ex-
ample, product codes (Lee et al., 2017) and polynomial
codes (Yu et al., 2017) slice along the x- and y- axes. MAT-
DOT codes (Dutta et al., 2018) slice along the z- axis. Gen-
eralized polyDOT codes (Dutta et al., 2018) and entangled
polynomial codes (Yu et al., 2018) slice the cuboid along
all axes.
3. Hierarchical matrix multiplication
We now employ our geometric insight to design the general
hierarchical coded matrix multiplication in three phases.
Data and cuboid partitioning phase: In contrast to the
one-phase cuboid partitioning of coded matrix multiplica-
tion scheme, in a hierarchical scheme the master partitions
the cuboid in two steps. It first divides the cuboid into L
subcuboids each of which we think of as a layer of com-
putation. The term task block is used for such subcuboids
partitions in the first step of partitioning. It then partitions
the lth task block intoKl equal-sized information blocks.
2
AS1ˆS2 is a collection of S1 rows and S2 columns ofA.
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The lth task block is described by the set Sl “ Sxlˆ Szlˆ
Syl where Sxl,Szl and Syl are, respectively, subsets of
(generally) consecutive elements of rNxs, rNzs and rNys.
Such task block corresponds to a set of basic operations in-
dexed by pix, iz, iyq P Sl. The lth task block can be visu-
alized as a cuboid of dimensionsNxl ˆNyl ˆNzl, where
Nxl “ |Sxl| , Nzl “ |Szl| and Nyl “ |Syl|. The master
starts by grouping A into L matrices tASxlˆSzl | l P rLsu
and grouping B into L matrices tBSzlˆSyl | l P rLsu such
that the AB product is decomposed into L computations
ASxlˆSzlBSzlˆSyl . To denote the ith element of Sxl we
write Sxl,i, which is a row-index into A. Similarly, Szl,i
and Syl,i are column-indices intoA andB, respectively.
In the second step of partitioning, the master subdivides
ASxlˆSzl into MxlMzl equal-sized submatrices denoted
as A
plq
mx,mz , where pmx,mzq P rMxls ˆ rMzls and
l P rLs. The submatrixAplqmx,mz contains all ele-
ments pAqSxl,ix ,Szl,iz , where ix P rNxl{Mxls ` pmx ´
1qNxl{Mxl and iz P rNzl{Mzls ` pmz ´ 1qNzl{Mzl.
Likewise, the master subdivides BSzlˆSyl into MzlMyl
equal-sized submatrices: B
plq
mz ,my , where pmz,myq P
rMzls ˆ rMyls. The submatrixBplqmz,my contains all el-
ements pBqSzl,iz ,Syl,iy where iz P rNzl{Mzls ` pmz ´
1qNzl{Mzl and iy P rNyl{Myls ` pmy ´ 1qNyl{Myl.
The partitioning of ASxlˆSzl and BSzlˆSyl divides the
lth task block into equal-sized information blocks each of
dimensions Nxl{Mxl ˆ Nzl{Mzl ˆ Nyl{Myl. The
information dimension used in the lth layer is equal
to the number of information blocks in that layer, i.e.,
Kl “ MxlMzlMyl. In Fig. 1(c), the decomposition of
AB into layers of computation is depicted by the bold
solid (blue) lines whereas task blocks are partitioned into
information blocks by dashed lines.
Data encoding and distribution phase: The master gener-
ates N pairs of encoded submatrices tpAˆlpnq, Bˆlpnqq|n P
rN su from 2Kl submatrices tAplqmx,mz ,Bplqmz,my |mx P
rMxls, mz P rMzls, my P rMylsu. For instance,
in (Yu et al., 2017) the polynomials used to encode the
submatrices of layer l are Aˆlpxq “
ř
mx
A
plq
mx,1
xmx´1 and
Bˆlpxq “
ř
my
B
plq
1,my
xpmy´1qMxl .
Worker computation and decoding phase: The nth
worker sequentially computes its L jobs, Aˆ1pnqBˆ1pnq
through AˆLpnqBˆLpnq, sending completed jobs to the mas-
ter as soon as they are finished. To recover all the
information blocks that make up the lth layer of compu-
tation, the master must receive at least Rl jobs from
the N workers, i.e., a subset of size at least Rl of
tAˆlpnqBˆlpnq |n P rN su. The master then decodes the out-
put of each layer using a decoding algorithm. For instance,
if the lth layer is encoded by polynomial codes, the master
can use a Reed-Solomon decoder (Didier, 2009).
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Figure 2: The average finishing time vs. L, where pNx, Nz, Nyq
“ p10000, 1000, 3000q andKpoly “ KS-poly{L “ Ksum{L “ 11.
4. Evaluation
In Amazon EC2, we implement a large matrix multiplica-
tion AB on N “ 16 t2.micro instances in parallel using
the mpi4py library. In Fig. 2 we plot the average finish-
ing time which counts only the time of computation vs.
number of layers L. Since in EC2 we rarely observe strag-
glers in small-scale distributed system (N “ 16), we arti-
ficially assign workers to be straggler with probability 0.5.
Workers that are designated stragglers are tasked by one
more extra computation than non-stragglers per layer. We
measure the average finishing time (over 10 instances) for
the uncoded scheme, polynomial, hierarchical polynomial,
and sum-rate (Kiani et al., 2018) polynomial codes. While
sum-rate polynomial coding is an alternate design to ex-
ploit stragglers, it has a cuboid partitioning structure simi-
lar to that of its hierarchical polynomial coding equivalent,
cf. Fig. 1(d). The distinction between hierarchical and sum-
rate polynomial codes is that for the sum-rate scheme the
data involved in the information blocks are used to gen-
erate a single polynomial code (instead of L). The rate
of the sum-rate scheme, KS-poly{N , is equal to the sum
of the per-layer rates used in the hierarchical scheme, i.e.,
KS-poly{N “
ř
l Kl{N . In uncoded scheme, the computa-
tion is split evenly amongst processors (each 1{N ) without
any redundancy. Fig. 2 shows that the hierarchical scheme
with L “ 12 achieves 37% and 46% improvements in com-
parison to the polynomial coding and uncoded scheme, re-
spectively. While the average finishing times of sum-rate
scheme lower bounds the average finishing time of hier-
archical scheme, in the sum-rate coding the master deals
with decoding a polynomial code of rate KS-poly{N which
is much more computationally intensive than the decoding
of the rate tKl{NutlPrLsu polynomial codes used in the hi-
erarchical scheme.
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5. Conclusion
In this paper we connect the task allocation problem that
underlies coded matrix multiplication to a geometric ques-
tion of cuboid partitioning. Through this geometric per-
spective we introduce hierarchical coded matrix multiplica-
tion. On Amazon EC2, we show a 37% improvement in the
average finishing time when compared to non-hierarchical
schemes.
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