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Surface Riesz transforms and spectral property of elastic
Neumann–Poincare´ operators on less smooth domains in
three dimensions∗
Hyeonbae Kang† Daisuke Kawagoe†
Abstract
It is proved in [2] that the Neumann–Poincare´ operator for the Lame´ system of
linear elasticity is polynomially compact and, as a consequence, that its spectrum
consists of three non-empty sequences of eigenvalues accumulating to certain numbers
determined by Lame´ parameters, if the boundary of the domain where the operator
is defined is C∞-smooth. We extend this result to less smooth boundaries, namely,
C1,α-smooth boundaries for some α > 0. The results are obtained by proving certain
identities for surface Riesz transforms, which are singular integral operators of non-
convolution type, defined by the matrix tensor on a given surface.
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1 Introduction
The purpose of this paper is to prove certain identities for surface Riesz transforms on the
boundary of a bounded domain in R3, where the boundary is assumed to be C1,α for some
α > 0. We then use such identities to show that the elastic Neumann–Poincare´ operator
(the Neumann–Poincare´ operator for the Lame´ system of linear elasticity, abbreviated by
eNP operator) on the boundary is polynomially compact. As a consequence, we show that
the spectrum of the eNP operator consists of three non-empty sequences of eigenvalues
accumulating to certain numbers determined by Lame´ parameters.
Let G(u) = (gij)i,j=1,2 be a positive-definite symmetric matrix valued function on R
2
such that G(u) = I (the identity matrix) for u outside a compact set. We assume that G is
Cα-smooth for some α > 0. In fact, G is a metric tensor corresponding to a C1,α-smooth
boundary ∂Ω of a certain bounded domain Ω in R3 (see (3.2) and (3.3) in section 3). Let
L(u, u− v) = 〈u− v,G(u)(u − v)〉−3/2. (1.1)
The surface Riesz transform is defined by
Rgj [f ](u) =
1
2pi
p.v.
∫
R2
(uj − vj)L(u, u− v)f(v)dv, j = 1, 2. (1.2)
∗This work was supported by NRF grants No. 2016R1A2B4011304 and 2017R1A4A1014735.
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Here, p.v. stands for the Cauchy principal value and uj is the j-th component of the point
u. The operator Rgj is a singular integral operator of non-convolution type and bounded
on L2(R2) (or H−1/2(R2)) (see, for example, [15]). The Sobolev space H−1/2(R2) is of
particular interest in this paper because of its relation to the spectral theory of the eNP
operator.
In this paper we prove the following theorem, for presentation of which we fix notation:
A ≡ B for two operators A and B bounded on Hs(R2) (s = 0 or −1/2) means that A−B
is compact on Hs(U) for any bounded open set U .
Theorem 1.1. Let Rgj , j = 1, 2, be surface Riesz transforms defined by the metric tensor
G. Suppose that G is Cα-smooth for some α > 0. Then, following identities hold:
Rg1R
g
2 −Rg2Rg1 ≡ 0 (1.3)
and
det(G)(g11(R
g
1)
2 + 2g12R
g
1R
g
2 + g22(R
g
2)
2) ≡ −I. (1.4)
It is worth mentioning that, if the surface is flat or G is the identity matrix, then
surface Riesz transforms are usual Riesz transforms, i.e.,
Rgj [f ](u) = Rj[f ](u) =
1
2pi
p.v.
∫
R2
uj − vj
|u− v|3 f(v) dv, j = 1, 2,
which are singular integral operators of convolution type, and identities (1.3) and (1.4)
are reduced to the following ones
R1R2 −R2R1 = 0 and R21 +R22 = −I, (1.5)
which are also proved by taking the Fourier transform. See, for example, [16].
The surface Riesz transform is closely related to the eNP operator in three dimensions
like the Hilbert transform is related to it in two dimensions. In fact, we show the following
theorems using Theorem 1.1.
Theorem 1.2 (Polynomial compactness). Let Ω be a bounded domain in R3 with the
C1,α-smooth boundary for some α > 0. Let K be the eNP operator on ∂Ω corresponding
to the pair of Lame´ parameters (λ, µ). Let p3(t) = t(t
2 − k20) where k0 is given by
k0 =
µ
2(2µ + λ)
. (1.6)
Then p3(K) is compact. Moreover, K(K−k0I), K(K+k0I) and K2−k20I are not compact.
Theorem 1.3 (Spectral structure). Let Ω and K be as in Theorem 1.2. The spectrum of
K consists of three non-empty sequences of eigenvalues which converge to 0, k0 and −k0,
respectively.
Theorem 1.3 is a consequence of Theorem 1.2 and the spectral mapping theorem which
asserts that p3(σ(K)) = σ(p3(K)), where σ(K) denotes the spectrum of K (see [14]).
Theorem 1.2 is proved in [2] under the assumption that ∂Ω is C∞-smooth. We describe
below why this assumption was needed and how it is overcome in this paper, but we first
make some motivational remarks.
We will be brief here and refer to [2] for more informative discussion on recent de-
velopment on spectral theory of the Neumann–Poincare´ operator (abbreviated by NP
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operator). The NP operator, sometimes called the double layer potential, is a boundary
integral operator which naturally appears when solving classical boundary value problems
for the Laplace operator using layer potentials. Its study goes back to C. Neumann [10]
and Poincare´ [13] as the name of the operator suggests. The NP operator, which is not
a self-adjoint operator on L2 in general, can be realized as a self-adjoint operator by in-
troducing a new inner product on the Sobolev space H−1/2 [8]. If the boundary of the
domain where the NP operator is defined is C1,α-smooth for some α > 0, then the NP
operator is compact. So, its spectrum consists of eigenvalues converging to 0.
However, its counterpart for the Lame´ system, the eNP operator, is not compact even
if the boundary is smooth [5]. Therefore, it was not clear how spectrum of eNP operator
looked like. But, it is proved in [1] that the eNP operator in two dimensions is polynomially
compact if the domain is C1,α-smooth. More precisely, if we denote the eNP operator by
K, then K2 − k20I is compact where k0 the the number given by (1.6), and σ(K) consists
of two non-empty sequences of eigenvalues converging to k0 and −k0, respectively. The
proof of this two-dimensional result cannot be extended to three dimensions since it uses
the Hilbert transform, which relates the boundary values of harmonic functions with those
of their conjugate harmonic functions.
In [2] the three-dimensional eNP operator is expressed in terms of surface Riesz trans-
forms Rgj , and identities (1.3) and (1.4) are proved when ∂Ω is C
∞-smooth. In fact, the
operator Rgj is realized as a classical ψdo (pseudo-differential operator) and its symbol is
computed (see (2.5)). Then, calculus of ψdo’s immediately yields those two identities. For
example, Rg1R
g
2 − Rg2Rg1 is a commutator of ψdo’s and regularizing of order 1. Theorem
1.2 is proved using (1.3) and (1.4) when ∂Ω is C∞.
If ∂Ω is C1,α, then the metric tensor G is merely Cα, and so calculus of ψdo’s may not
be applied. In this paper we prove Theorem 1.1 by directly dealing with compositions of
singular integral operators of non-convolution type. We then prove Theorems 1.2 and 1.3
following the same argument as in [2]
The NP operators on C1,α boundaries and Lipschitz boundaries exhibit drastically
different spectrum. It is proved recently that if ∂Ω has corners, then the NP operator
has continuous spectrum of the connected interval symmetric with respect to 0 whose
endpoints are determined by the angle of the corner [12] (see also [3, 6, 7, 11]). In this
regard Theorem 1.3 and the corresponding result in two dimensions are quite interesting. If
the domain has a corner, then it is expected that the eNP operator may have a continuous
spectrum. However the continuous spectrum in two dimensions may not be a connected
interval, since there are two accumulation points.
This paper is organized as follows. In section 2, we introduce an approximation of
compositions of surface Riesz transforms, and we prove Theorem 1.1 by using the ap-
proximation. In section 3 we review the relations between eNP operators and surface
Riesz transforms, which was obtained in [2], and describe how Theorem 1.2 follows from
Theorem 1.1.
2 Surface Riesz transforms and proof of Theorem 1.1
In what follows, we use the notation:
rj(u, v) := vjL(u, v), j = 1, 2, (2.1)
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where L(u, v) is defined by (1.1). Observe that
RgiR
g
j [f ](u) = lim
δ1,δ2↓0
1
4pi2
∫
|u−v|>δ1
ri(u, u− v)
∫
|v−w|>δ2
rj(v, v − w)f(w) dw dv
for a.e. u, where the limit exists either in the point-wise sense or L2-sense. Define the
operator Rij by
Rij[f ](u) = lim
δ1,δ2↓0
1
4pi2
∫
|u−v|>δ1
ri(u, u − v)
∫
|v−w|>δ2
rj(u, v − w)f(w) dw dv
for a.e. u. We emphasize that the difference between RgiR
g
j [f ](u) and Rij [f ](u) lies in the
rj appeared in the formulas: the first one is rj(v, v−w) while the second one is rj(u, v−w).
The following proposition is the key ingredient in proving Theorem 1.1.
Proposition 2.1. If the metric tensor G(u) is Cα for some α > 0, then
RgiR
g
j ≡ Rij . (2.2)
for i, j = 1, 2.
Let us prove Theorem 1.1 first, and then give the proof of Proposition 2.1 after that.
Proof of Theorem 1.1. Thanks to (2.2), it suffices to prove
R12 −R21 = 0 (2.3)
and
det(G)(g11R11 + 2g12R12 + g22R22) = −I. (2.4)
Note that
Rij [f ](u) = p.v.
1
4pi2
∫
R2
ri(u, u− v) p.v.
∫
R2
rj(u, v − w)f(w) dw dv
=
1
2pi
∫
R2
F [ri(u, ·)](ξ)F [rj (u, ·)](ξ)F [f ](ξ) e
√−1u·ξ dξ
for i, j = 1, 2, where F denotes the Fourier transform:
F [f ](ξ) := 1
2pi
∫
R2
f(x)e−
√−1x·ξ dx.
Thus, (2.3) follows immediately.
It is proved in [2] that
F [ri(u, ·)](ξ) = −
√−1
det(G(u))1/2
∑
j g
ij(u)ξj√∑
i,j g
ij(u)ξiξj
, i = 1, 2, (2.5)
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where (gij)i,j=1,2 is the inverse metric tensor of G. Thus, we have
det(G)(g11R11 + 2g12R12 + g22R22)[f ](u)
= − det(G(u))
∫
R2
1∑
i,j g
ij(u)ξiξj
[
g11(u)
detG(u)
(g11(u)ξ1 + g
12(u)ξ2)
2
+
2g12(u)
detG(u)
(g11(u)ξ1 + g
12(u)ξ2)(g
21(u)ξ1 + g
22(u)ξ2)
+
g22(u)
detG(u)
(g21(u)ξ1 + g
22(u)ξ2)
2
]
F [f ](ξ)e
√−1u·ξ dξ
= −
∫
R2
1∑
i,j g
ij(u)ξiξj
[ (
g11(g
11)2 + 2g12g
11g21 + g22(g
21)2
)
(u) ξ21
+ 2
(
g11g
11g12 + g12(g11g22 + g12g21) + g22g
21g22
)
(u) ξ1ξ2
+
(
g11(g
12)2 + 2g12g
12g22 + g22(g
22)2
)
(u) ξ22
]
F [f ](ξ)e
√−1u·ξ dξ.
Observing that g11 = g22/det(G), g
12 = g21 = −g12/det(G) and g22 = g11/det(G), we
have
g11(g
11)2 + 2g12g
11g21 + g22(g
21)2
= det(G)(g22(g11)2 − 2(g12)2g11 + g11(g21)2)
= det(G)g11(g22g11 − (g12)2)
= g11.
Similarly one can show that
g11g
11g12 + g12(g11g22 + g12g21) + g22g
21g22 = g12,
and
g11(g
12)2 + 2g12g
12g22 + g22(g
22)2 = g22.
Thus, we have
det(G)(g11R11 + 2g12R12 + g22R22)[f ](u)
= − 1
2pi
∫
R2
g11(u)ξ21 + 2g
12(u)ξ1ξ2 + g
22(u)ξ22∑
i,j g
ij(u)ξiξj
F [f ](ξ)e
√−1u·ξ dξ
= − 1
2pi
∫
R2
F [f ](ξ)e
√−1u·ξ dξ
= −f(u)
by the Fourier inversion formula, which completes the proof.
Proof of Proposition 2.1. In this proof we use Rk for the surface Riesz transform, dropping
the superscript g from the notation (1.2), for ease of notation.
Note that
RiRj[f ](u)−Rij[f ](u)
= lim
δ1,δ2↓0
1
4pi2
∫
|u−v|>δ1
∫
|v−w|>δ2
ri(u, u− v) [rj(v, v − w)− rj(u, v − w)] f(w) dw dv.
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By changing the order of integrations, we see that
RiRj[f ](u)−Rij [f ](u) = lim
δ1,δ2↓0
1
4pi2
∫
R2
kδ1,δ2(u,w)f(w) dw, (2.6)
where
kδ1,δ2(u,w) :=
∫
{|u−v|>δ1}∩{|v−w|>δ2}
ri(u, u− v) [rj(v, v − w)− rj(u, v − w)] dv. (2.7)
We will show that k(u,w) := limδ1,δ2↓0 kδ1,δ2(u,w) exists and it is weakly singular, or more
precisely, if U is a bounded set in R2, then
|k(u,w)| ≤ C|u− w|2−β , u, w ∈ U (2.8)
for some constant C, where β = 3α/4. Then, (2.2) follows from (2.8) since a weakly
singular integral operator is compact on Hs(U). It is worth mentioning that the order of
integrations and limits can be switched in (2.6) since the integral in (2.6) is absolutely
convergent as is shown in the course of proving (2.8).
Note that
|L(v, v − w)− L(u, v − w)|
=
∣∣∣〈v − w,G(v)(v − w)〉3/2 − 〈v − w,G(u)(v − w)〉3/2∣∣∣L(v, v − w)L(u, v − w)
≤
∣∣∣〈v − w,G(v)(v − w)〉3/4 − 〈v − w,G(u)(v − w)〉3/4∣∣∣
× L(v, v −w)1/2L(u, v −w)1/2
(
L(v, v − w)1/2 + L(u, v − w)1/2
)
. (2.9)
Here, we invoke an inequality: for all 0 < p < 1,
||x|p − |y|p| ≤ |x− y|p, x, y ∈ R.
So, we have ∣∣∣〈v − w,G(v)(v − w)〉3/4 − 〈v − w,G(u)(v − w)〉3/4∣∣∣
≤ |〈v − w, (G(v) −G(u))(v − w)〉|3/4
≤
 2∑
i,j=1
|vi − wi||gij(v)− gij(u)||vj − wj|
3/4
≤ C|u− v|β |v − w|3/2, (2.10)
where the last inequality holds since G(u) is Cα. Note that there exist two positive
constants C1 and C2 such that
C1|v − w|−3 ≤ L(v, v − w) ≤ C2|v − w|−3
for all v,w ∈ R2, and similar estimates are valid for L(u, v − w) as well for all u ∈ R2. It
then follows from (2.9) and (2.10) that
|L(v, v − w)− L(u, v − w)| ≤ C |u− v|
β
|v − w|3 .
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Since rj(u, v) = vjL(u, v), we also have
|rj(v, v − w)− rj(u, v − w)| ≤ C |u− v|
β
|v − w|2 . (2.11)
We assume |u−w| > δ for some δ > 0 and take δ1 and δ2 such that 2max{δ1, δ2} < δ.
We then decompose the domain of the integral in (2.7) into two disjoint subsets:
{|u− v| > δ1} ∩ {|v − w| > δ2} = A ∪B, (2.12)
where
A := {|u− v| > δ1} ∩ {|u− v| ≤ |v − w|},
B := {|v − w| > δ2} ∩ {|v − w| < |u− v|}.
Indeed, if there existed v ∈ A ∩ {|v − w| ≤ δ2}, then we would have
|u− w| ≤ |u− v|+ |v − w| ≤ 2|v − w| ≤ 2δ2 < δ,
which contradicts the assumption that |u − w| > δ. Thus, we have A = {|u − v| >
δ1} ∩ {|v − w| > δ2} ∩ {|u − v| ≤ |v − w|}. In the same way, we see that B = {|u − v| >
δ1} ∩ {|v − w| > δ2} ∩ {|v − w| < |u− v|}. Thus (2.12) holds.
We write
kδ1,δ2(u,w) = IA + IB :=
∫
A
+
∫
B
ri(u, u− v) [rj(v, v − w)− rj(u, v − w)] dv.
We first estimate IA. Observe first that
A = A1 ∪A2 := {δ1 < |u− v| < |u− w|/2} ∪ {|u− w|/2 < |u− v| ≤ |v − w|}.
According to (2.11) we have
|IA| ≤
∫
A1
+
∫
A2
C
|u− v|2−β |v − w|2 dv =: IA1 + IA2.
If v ∈ A1, then
|v − w| ≥ |u− w| − |u− v| ≥ |u− w|/2,
and hence
IA1 ≤ C|u− w|2
∫
{δ1<|u−v|<|u−w|/2}
1
|u− v|2−β dv ≤
C
|u− w|2−β .
Here and afterwards, the constant C appearing in the course of estimates may differ at
each occurrence, and it is independent of δ, δ1 and δ2. We also have
IA2 ≤
∫
{|u−w|/2<|u−v|}
C
|u− v|4−β dv ≤
C
|u− w|2−β .
Thus we have
|IA| ≤ C|u− w|2−β . (2.13)
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We now deal with IB. We decompose B as
B = B1 ∪B2 := {δ2 < |v − w| ≤ |u− w|/2} ∪ {|u− w|/2 < |v − w| < |u− v|},
and write IB as
IB =
∫
B1
+
∫
B2
ri(u, u− v) [rj(v, v − w)− rj(u, v − w)] dv =: IB1 + IB2.
The integral IB2 is easy to handle. Indeed, we have
|IB2| ≤
∫
{|u−w|/2<|v−w|<|u−v|}
C
|u− v|2−β |v − w|2 dv
≤
∫
{|u−w|/2<|v−w|}
C
|v − w|4−β dv ≤
C
|u− w|2−β . (2.14)
The rest of the proof is devoted to estimating IB1. We first observe that∫
B1
ri(u, u− w) [rj(w, v − w)− rj(u, v −w)] dv
= ri(u, u− w)
∫
B1
[rj(w, v − w)− rj(u, v − w)] dv = 0.
Thus IB1 can be written as
IB1 =
∫
B1
[
ri(u, u− v) [rj(v, v − w)− rj(u, v − w)]
− ri(u, u− w) [rj(w, v − w)− rj(u, v − w)]
]
dv.
We then write the integrand as
ri(u, u− v)
[
rj(v, v − w)− rj(u, v − w)
]− ri(u, u− w)[rj(w, v − w)− rj(u, v − w)]
= ri(u, u− v)
[
rj(v, v − w)− rj(w, v − w)
]
+ (ui − vi)
[
L(u, u− v)− L(u, u− w)][rj(w, v − w)− rj(u, v − w)]
+ (vi − wi)L(u, u − v)
[
rj(w, v − w)− rj(u, v − w)
]
.
Thus we have
IB1 = J1 + J2 + J3,
where Jk (k = 1, 2, 3) corresponds to the decomposition of the integral kernel above.
We have for J1 that
|J1| ≤
∫
B1
|ri(u, u− v)|
∣∣rj(v, v − w)− rj(w, v −w)∣∣ dv
≤
∫
B1
C
|u− v|2|v − w|2−β dv.
Note that if v ∈ B1, then
|u− v| ≥ |u− w|/2. (2.15)
Thus we have
|J1| ≤ C|u− w|2
∫
B1
1
|v − w|2−β dv ≤
C
|u− w|2−β .
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To estimate J2, we observe in the same way as (2.9) that
|L(u, u− v)− L(u, u− w)|
≤
∣∣∣〈u− v,G(u)(u − v)〉3/4 − 〈u− w,G(u)(u − w)〉3/4∣∣∣
× L(u, u− v)1/2L(u, u− w)1/2
(
L(u, u− v)1/2 + L(u, u− w)1/2
)
.
One can see that ∣∣∣〈u− v,G(u)(u − v)〉3/4 − 〈u− w,G(u)(u −w)〉3/4∣∣∣
≤ |〈u− v,G(u)(u − v)〉 − 〈u− w,G(u)(u −w)〉|3/4
≤ |〈w − v,G(u)(u − v)〉+ 〈u− w,G(u)(w − v)〉|3/4
≤ C|v − w|3/4
(
|u− v|3/4 + |u− w|3/4
)
.
It then follows that for v ∈ B1,
|L(u, u− v)− L(u, u− w)|
≤ C|v − w|3/4
(
|u− v|3/4 + |u− w|3/4
)
× |u− v|−3/2|u− w|−3/2
(
|u− v|−3/2 + |u− w|−3/2
)
≤ C|v − w|3/4
(
|u− v|−3/4|u− w|−3/2 + |u− v|−3/2|u− w|−3/4
)
×
(
|u− v|−3/2 + |u− w|−3/2
)
≤ C|v − w|3/4|u− w|−15/4,
where the last inequality follows from (2.15). Then (2.11) and the relation |u−v| < |v−w|
yield that
|J2| ≤ C|u− w|15/4−β
∫
B1
1
|v − w|1/4 dv ≤
C
|u− w|2−β .
Similarly, one can show that
|J3| ≤ C|u− w|3−β
∫
B1
1
|v −w|dv ≤
C
|u−w|2−β .
Thus we infer that
|IB1| ≤ C|u− w|2−β . (2.16)
From (2.13), (2.14) and (2.16), we have
lim
δ1,δ2↓0
|kδ1,δ2(u,w)| ≤
C
|u− w|2−β
for |u− w| > δ, and since δ > 0 is arbitrary, this completes the proof.
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3 Polynomial compactness of the eNP operator
It is shown in [2] that the eNP operator can expressed in terms of surface Riesz transforms.
In this section we review it and prove Theorem 1.2 using Theorem 1.1.
Let Ω be a bounded domain in R3 whose boundary ∂Ω is C1,α-smooth for some α > 0.
Let (λ, µ) be the Lame´ parameters for Ω satisfying the strong convexity condition: µ > 0
and 3λ+2µ > 0. The isotropic elasticity tensor C = (Cijkl)
3
i,j,k,l=1 and the corresponding
Lame´ system Lλ,µ are defined by
Cijkl := λ δijδkl + µ (δikδjl + δilδjk)
and
Lλ,µu := ∇ · C∇̂u = µ∆u+ (λ+ µ)∇∇ · u,
where ∇̂ denotes the symmetric gradient, namely,
∇̂u := 1
2
(∇u+∇uT ) (T for transpose).
The corresponding conormal derivative on ∂Ω is defined to be
∂νu := (C∇̂u)n = λ(∇ · u)n + 2µ(∇̂u)n on ∂Ω,
where n is the outward unit normal to ∂Ω.
Let Γ(x) = (Γij(x))
3
i,j=1 be the Kelvin matrix of the fundamental solution to the Lame´
operator Lλ,µ, namely,
Γij(x) = −α1
4pi
δij
|x| −
α2
4pi
xixj
|x|3 , x 6= 0,
where
α1 =
1
2
(
1
µ
+
1
2µ + λ
)
and α2 =
1
2
(
1
µ
− 1
2µ+ λ
)
.
The eNP operator is defined by
K[f ](x) := p.v.
∫
∂Ω
∂νxΓ(x− y)f(y)dσ(y) a.e. x ∈ ∂Ω.
Here, the conormal derivative ∂νxΓ(x−y) of the Kelvin matrix with respect to x-variables
is defined by
∂νxΓ(x− y)b = ∂νx(Γ(x− y)b)
for any constant vector b (see [9]).
Let
K1(x, y) =
nx(x− y)T − (x− y)nTx
2pi|x− y|3 ,
where nx is the outward unit normal at x, and let
T[f ](x) := p.v.
∫
∂Ω
K1(x, y)f(y) dσ(y), x ∈ ∂Ω.
It is proved in [1, 2] that
K ≡ k0T. (3.1)
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Here (3.1) means that the difference K− k0T is compact on H−1/2(∂Ω)3. We emphasize
that T is a singular integral operator and bounded on H−1/2(∂Ω)3 as well as on L2(∂Ω)3
(see [4]).
Denoting nx = (n1(x), n2(x), n3(x))
T , we have
K1(x, y) =
1
2pi|x− y|3
 0 K12(x, y) K13(x, y)−K12(x, y) 0 K23(x, y)
−K13(x, y) −K23(x, y) 0
 ,
where
K12(x, y) = n1(x)(x2 − y2)− n2(x)(x1 − y1),
K13(x, y) = n1(x)(x3 − y3)− n3(x)(x1 − y1),
K23(x, y) = n2(x)(x3 − y3)− n3(x)(x2 − y2).
Let
Tij [f ](x) := p.v.
∫
∂Ω
Kij(x, y)
2pi|x− y|3 f(y)dσ(y),
so that
T =
 0 T12 T13−T12 0 T23
−T13 −T23 0
 .
Let U be a coordinate chart in ∂Ω so that there is an open set D in R2 and a
parametrization Φ : D → U , namely,
x = Φ(u) = (ϕ1(u), ϕ2(u), ϕ3(u)), x ∈ U, u ∈ D.
Then the metric tensor of the surface, denoted by G(u) = (gij(u))
2
i,j=1, is given by
dx21 + dx
2
2 + dx
2
3 = g11du
2
1 + 2g12du1du2 + g22du
2
2,
where
g11 = |∂1Φ|2, g12 = g21 = ∂1Φ · ∂2Φ, g22 = |∂2Φ|2. (3.2)
Here and afterwards, ∂j denotes the j-th partial derivative. In short, we have
G(u) = DΦ(u)TDΦ(u), (3.3)
where DΦ is the 3 × 2 Jacobian matrix of Φ. We then extend G(u) to R2 in such a way
that G(u) = I for u outside a compact set. With this metric tensor, the surface Riesz
transform is defined by (1.2).
Choose open sets Uj (j = 1, 2) in ∂Ω so that U1 ⊂ U2 and U2 ⊂ U . Let χj (j = 1, 2)
be C1,α-smooth functions such that χ1 = 1 in U1, supp(χ1) ⊂ U2, χ2 = 1 in U2, and
supp(χ2) ⊂ U . We denote by Mj the multiplication operator by χj, i.e.,
Mj[f ](x) = χj(x)f(x),
and by M˜j the multiplication operator by χj(Φ(u)) for j = 1, 2. Let Φ
∗ be a pull back
operator, namely,
Φ∗[f ](u) := f(Φ(u))|∂1Φ× ∂2Φ(u)|.
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For ease of notation, we set
m11 := (g11∂2ϕ3 − g12∂1ϕ3), (3.4)
m12 := (g21∂2ϕ3 − g22∂1ϕ3), (3.5)
m21 := −(g11∂2ϕ2 − g12∂1ϕ2), (3.6)
m22 := −(g21∂2ϕ2 − g22∂1ϕ2), (3.7)
m31 := (g11∂2ϕ1 − g12∂1ϕ1), (3.8)
m32 := (g21∂2ϕ1 − g22∂1ϕ1), (3.9)
and denote by Mij the multiplication operator by mij. We emphasize that mij are C
α.
Let
X12 := M˜2(M11R
g
1 +M12R
g
2)M˜1,
X13 := M˜2(M21R
g
1 +M22R
g
2)M˜1,
X23 := M˜2(M31R
g
1 +M32R
g
2)M˜1,
and let
R :=
 0 X12 X13−X12 0 X23
−X13 −X23 0
 .
Then it is proved in [2] that the following relation holds:
Φ∗M2TM1 ≡ RΦ∗.
Note that the crux of the matter in Theorem 1.2 is that
p3(K) = K(K
2 − k20I) ≡ 0. (3.10)
In view of (3.1) this fact follows once we have
T3 −T ≡ 0,
which in turn follows from the following proposition:
Proposition 3.1. It holds that
R3 − M˜1R ≡ 0. (3.11)
We refer to [2, Section 5] for detailed argument to prove (3.10) from (3.11). We now
briefly show how Proposition 3.1 is proved using Theorem 1.1.
Proof of Proposition 3.1. We first see that the following commutator relations hold:
M˜1MijR
g
k ≡ RgkM˜1Mij. (3.12)
Indeed, we have
RgkM˜1Mij [f ](u)− M˜1MijRgk[f ](u)
=
1
2pi
∫
R2
rk(u, u− v)(χ1(v)mij(v)− χ1(u)mij(u))f(v) dv,
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where rk(u, u− v) is defined by (2.1). Since mij is Cα, we have
|rk(u, u− v)(χ1(v)mij(v)− χ1(u)mij(u))| ≤ C|u− v|−2+α
for some constant C. So (3.12) follows, that is, M˜1MijR
g
k −RgkM˜1Mij is compact.
We then show that
X12X13 ≡ X13X12, X12X23 ≡ X23X12, X13X23 ≡ X23X13. (3.13)
In fact, we have
X12X13 −X12X13 = M˜2(M11Rg1 +M12Rg2)M˜1(M21Rg1 +M22Rg2)M˜1
− M˜2(M21Rg1 +M22Rg2)M˜1(M11Rg1 +M12Rg2)M˜1.
Here, we used the obvious identity: χ1χ2 = χ1. We then obtain using (3.12) that
X12X13 −X12X13 ≡ (M12M21 −M11M22)M˜1(Rg2Rg1 −Rg1Rg2)M˜1.
But, (1.3) implies that M˜1(R
g
2
Rg
1
−Rg
1
Rg
2
)M˜1 is compact. This proves the first identity in
(3.13). The other identities there can be proved in the same way.
Cayley-Hamilton theorem and (3.13) yield that
R3 + (X212 +X
2
13 +X
2
23)R ≡ 0. (3.14)
One can show as before that
X212 = (M˜2M11R
g
1M˜1 + M˜2M12R
g
2M˜1)
2
≡ M˜1(M211(Rg1)2 + 2M11M12Rg1Rg2 +M212(Rg2)2)M˜1,
likewise,
X213 ≡ M˜1(M221(Rg1)2 + 2M21M22Rg1Rg2 +M222(Rg2)2)M˜1,
and
X223 ≡ M˜1(M231(Rg1)2 + 2M31M32Rg1Rg2 +M232(Rg2)2)M˜1.
Thus, we have
X212 +X
2
13 +X
2
23
≡ M˜1
[(
3∑
i=1
M2i1
)
(Rg1)
2 + 2
(
3∑
i=1
Mi1Mi2
)
Rg1R
g
2 +
(
3∑
i=1
M2i2
)
(Rg2)
2
]
M˜1.
Then using the formulas (3.4)-(3.9) for mij one can show that
X212 +X
2
13 +X
2
23 ≡ M˜1
[
(g22g
2
11 − 2g11g212 + g11g212)(Rg1)2
+ 2(g22g11g21 − g11g12g22 − g321 + g11g12g22)Rg1Rg2
+ (g22g
2
21 − 2g221g22 + g21g222)(Rg2)2
]
M˜1
= M˜1 det(G)(g11(R
g
1)
2 + 2g12R
g
1R
g
2 + g22(R
g
2)
2)M˜1.
It then follows from (1.4) that
X212 +X
2
13 +X
2
23 ≡ −M˜1.
Now (3.11) follows from (3.14). This completes the proof.
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