Let u be a random signal with realisations in an infinite-dimensional vector space X and v an associated observable random signal with realisations in a finite-dimensional subspace Y c X. We seek a point wise-best estimate of u using a bounded linear filter on the observed data vector v. When x is a finite-dimensional Euclidean space and the covariance matrix for v is nonsingular, it is known that the best estimate u of u is given by a standard matrix expression prescribing a linear mean-square filter. For the infinite-dimensional Hilbert space problem we show that the matrix expression must be replaced by an analogous but more general expression using bounded linear operators. The extension procedure depends directly on the theory of the Bochner integral and on the construction of appropriate HilbertSchmidt operators. An extended example is given.
Introduction
A common problem in engineering, applied mathematics and statistics is the estimation of a random signal u by measuring an associated observable random signal v. Realisations of u are often represented as elements in an infinite-dimensional vector space. For a general background to the theory of random signals and noise, we cite the classic text by Davenport and Root [2] and the book by Frank [4] . A more recent work by Haykin [6] is primarily concerned with adaptive filters. There are many other general references. Of particular relevance to this paper is the strong similarity between optimal filtering problems and problems of approximation of linear and nonlinear systems. Representation and approximation are the themes in a sequence of P. G. Howlett, C. E. M. Pearce and A. P. Torokhtl [2] papers by Sandberg [11] [12] [13] [14] [15] and the fundamental theory of constructive approximation for nonlinear systems is discussed by Torokhti and Howlett [17] and by Howlett and Torokhti [7, 8] .
Let u be a random signal with realisations U(CD) = x in an infinite-dimensional vector space X for each outcome co from the set Q of all possible outcomes. We seek an estimate of the vector u by observing an associated random vector v where the outcome v(co) = y of the observed data vector is realised as an element of some finite-dimensional subspace Y c X. Our goal is to find the best possible estimate of u using a linear estimator on v. Previous similar formulations of this problem and the corresponding solutions [9, 10, 16, 18] are justified only for estimation of random vectors with realisations in finite-dimensional vector spaces.
Suppose (S2, E, /u.) is a probability space and u e L 2 (fi, K Y is a generalised inverse matrix. Hua and Liu [9] argue that this truncated form of the matrix formula
is valid when no specific relationship between u and v is assumed. They claim that in this case the formula is easily established by finding the matrix F o [3] An optimal linear filter for random signals 487
The argument proposed by Hua and Liu relies on the identity
where tr{A} denotes the trace of the square matrix A. Once again the arguments are based on a standard matrix formulation and the random vectors are realised in some finite-dimensional Euclidean space. Similar arguments relating to minimum mean-square errors can be found in a recent paper by Zou and Lu [20] , who consider the problem of optimal estimation in systems with linear associative memory.
In this paper we show that an extended form of the optimal estimator (1.2) can be applied to random vectors with realisations in a separable Hilbert space. To be specific, we show that the best linear mean-square estimate ti of the random vector u from the observed data vector v is given by a linear estimator of the form
where K e ^{Y, X) is arbitrary. This extended form of the optimal estimator can be applied to random vectors with realisations in a separable Hilbert space. Although the principles of least squares approximation are well-known, this explicit formula for the optimal estimator appears to be new. To define the expected value for a random vector with realisations in a separable Hilbert space it is necessary to use a vector-valued Bochner integral. Consequently we must also show that certain special random vectors are strongly E-measurable. We use a standard Banach space formulation of the Bochner integral [19] and apply this theory to Hilbert space. To ensure that the trace operator is well-defined the optimal estimator is constructed using Hilbert-Schmidt operators.
In the following section, we address the background mathematical machinery, while Section 3 presents a motivating generic example. Section 4 introduces some bounded linear mappings that are used to establish the main results, which are given in Section 5. We conclude in Section 6 with an analysis of the generic example.
In formulating practical problems it is often necessary to choose between two options, an approximate solution to the exact problem and the exact solution to an approximate problem. We have chosen the former course of action for the following reason. If we construct an optimal filter in infinite-dimensional space using bounded linear operators, then we can estimate the truncation errors in subsequent finite-dimensional approximations. If we truncate the signal before we attempt any estimation, it is difficult to see how we could make sensible judgements about the errors.
Preliminaries
In this section we outline a theoretical basis for the description of random vectors with realisations in Banach space. We follow the methods of Halmos [5] , Dunford and Schwartz [3] and Yosida [19] . Although many of the results are natural extensions of results for real-valued random variables, the extensions require some care.
As in the real context, (ft, E, /x) will denote a probability space. Here ft is the set of outcomes, I! a (completed) cr-field of measurable subsets £ c ft and /z : E H-> [0, 1] an associated probability measure on S, so that /x(Q) = 1. Each element co € ft represents the outcome of an observation of experiment and each E e E a set of outcomes, called an event. We say that the event E has occurred if co e E.
Suppose Ej € E 0" = 1,... , n) are mutually disjoint events and S € X, a Banach space, forj = 1, ... , n. We may define a finitely-valued function u : ft h-> X by (2-1)
where the characteristic function Xj : ft •-> {0, 1} of the set Ej is given by Xj (&>) = 0 or 1 according as co e Ej or cv £ Ej. A function u : ft H-> X is said to be strongly ^-measurable if there exists a sequence («n) n >i of finitely-valued functions u n : ft h-> X such that ||M(OJ) -« n (o))|| -» 0 as n -> oo for almost all & > e ft. The value u(a/) of a strongly E-measurable function u is referred to as a random vector. When u is finitely-valued, the Bochner /z-integral e X is prescribed by
When u is strongly E-measurable, we say that u is Bochner /x-integrable if there exists a sequence (»")">] of finitely-valued functions u n : ft i-> X with ||M n (w) -«(a>)|| -*• 0 for /x-almost all co e ft in such a way that
as n -> oo. In this case the Bochner /z-integral is defined by L in where J^(M) e X is the unique element with \\^(u) -J{u n )\ -> 0 as n -> oo. In general, for each E 6 E, we define 
that \\£[u]\\ < <?[||K||]. When A e Sf(X, Y) is a bounded linear map, it follows from Corollary 2 that § [A («)] = A (<f [u]).
The theory of random vectors in Hilbert space is an extension of the corresponding theory in Banach space. Let X be a Hilbert space with scalar product (•, •). Of particular interest are properties relating to the scalar product, which are used directly in defining special operators for the optimal filter.
Let X be a Hilbert space with scalar product (•, •) and let u : £2 H-» X be the finitely-valued random vector given by (2.1). Since ||«(o>)|| 2 = £ " = 1 Xj (<^)ll£; II To conclude this section, we review some basic structural results for bounded linear maps with finite-dimensional ranges on Hilbert space, which are used directly in our construction of the optimal estimates. We assume that X is a separable Hilbert space and Y c X is a finite-dimensional subspace with dimension n. The material on Hilbert-Schmidt operators follows Balakrishnan [1] .
LetA Since £%(A) has dimension r < n, it follows that^"(A 7 ) also has dimension r.
Since @.{A) is finite-dimensional and therefore closed, it follows that Y = 3$(A) © Y(A T ) and that each y e Y can be written uniquely in the form y = y& + y^y,
where y& € ^( A ) and y^y € J/(A T ) and where (ya,y^y) = 0 . In a similar [7] An optimal linear filter for random signals 491 
A generic example
In this section we show that an elementary random function is equivalent to a random vector with realisations in an infinite-dimensional Hilbert space. This generic example will be used later in the paper to illustrate our proposed optimal linear estimator. It is well-known that a function 
Some special mappings
In this section we define some special bounded linear mappings that will be used to establish the main results.
For each x e X, define a bounded linear map Then {(v n (co), q)u n (co)} is a sequence of finitely-valued random vectors with The desired result follows from the fact that any element of Y can be written in the form q = q^y + q&.
\\(v n (co), q)u n ((o) -(v(co), q)u((o)\\ < \\(v n (co) -v(<u), q)u a (f>)\\ + \\(v(co), q)[u n (o>) -u(co)]\\ < \\v n (o>) -v(co)\\ • \\q\\ • \\u((o)\\ + \\v(fi>)\\ •
(Q, X) and x = u(u>) for some co e Q. then the operators J X J X T and J X T J x are each nuclear operators and the trace is well defined. The trace is used to establish the next identity and the subsequent theorem. It is therefore necessary to know that the operators concerned are nuclear operators. subject to a restriction on the rank of the matrix F. We believe our result can be used to solve a similar problem for random vectors with realisations in a separable Hilbert space.
For each F e Sf(Y, X), we have
Q(F) = <?[||H -Fu|| 2 ] = ^[tr(7 u _ Fl ,y u _ Fu T )] = S[\x([J u -FJ V ][J U -FJ V ] T )].
Analysis of the generic example
The generic example will be used to demonstrate the construction of an optimal estimator. In this example random functions are represented by infinite-dimensional random vectors. We show that the optimal filter can be represented using infinitedimensional matrices with suitable limits on the size of the matrix coefficients. for all y € Y. This enables us to write down a matrix representation for each of these operators. Note that these representations are essentially infinite matrices with some limit on the size of the matrix coefficients. In this case the size of the coefficients is limited by the inequality £(P,P,) 2 If we define
\O OJ'
where S\\ = In this example we have seen that the estimator can be easily computed. In general the estimator involves an infinite-dimensional matrix and our implementation must necessarily be a truncation of the true optimal estimator. The approximation can be made as accurate as we please.
