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Abstract: We show that two polynomial time methods, a Lasso estimator with adaptively
chosen tuning parameter and a Slope estimator, adaptively achieve the minimax prediction
and ℓ2 estimation rate (s/n) log(p/s) in high-dimensional linear regression on the class of
s-sparse vectors in Rp. This is done under the Restricted Eigenvalue (RE) condition for the
Lasso and under a slightly more constraining assumption on the design for the Slope. The
main results have the form of sharp oracle inequalities accounting for the model misspecifica-
tion error. The minimax optimal bounds are also obtained for the ℓq estimation errors with
1 ≤ q ≤ 2 when the model is well-specified. The results are non-asymptotic, and hold both in
probability and in expectation. The assumptions that we impose on the design are satisfied
with high probability for a large class of random matrices with independent and possibly
anisotropically distributed rows. We give a comparative analysis of conditions, under which
oracle bounds for the Lasso and Slope estimators can be obtained. In particular, we show
that several known conditions, such as the RE condition and the sparse eigenvalue condition
are equivalent if the ℓ2-norms of regressors are uniformly bounded.
MSC 2010 subject classifications: Primary 60K35, 62G08; secondary 62C20, 62G05,
62G20.
Keywords and phrases: Sparse linear regression, Minimax rates, High-dimensional statis-
tics.
1. Introduction
One of the important issues in high-dimensional statistics is to construct methods that are both
computable in polynomial time, and have optimal statistical performance in the sense that they
attain the optimal convergence rates on suitable classes of underlying objects (vectors, matrices),
such as, for example, the classes of s-sparse vectors. It has been recently shown that, in some
testing problems, this task cannot be achieved, and there is a gap between the optimal rates in
a minimax sense and the best rate achievable by polynomial time algorithms [3]. However, the
question about the existence of such a gap remains open for the most famous problem, namely,
that of estimation and prediction in high-dimensional linear regression on the classes of s-sparse
parameters in Rp. The known polynomial time methods such as the Lasso, the Dantzig selector
and several other were shown to attain the prediction or ℓ2-estimation rate (s/n) log(p) [8, 4]
while the minimax rate for the problem is (s/n) log(p/s) (cf. [23, 18, 28, 22, 1, 26, 7] and Section 7
below). The recent papers [24, 16] inspire hope that computationally feasible methods can achieve
the minimax rate (s/n) log(p/s). Specifically, [24] shows that for a particular random design (i.i.d.
standard normal regressors) the rate (s/n) log(p/s) is asymptotically achieved by a Slope estimator,
which is computable in polynomial time. An extension of [24] to subgaussian designs is given in [16]
that provides a non-asymptotic bound with the same rate. However, akin to [24], a key assumption
in [16] is that the design is isotropic, so that its covariance matrix is proportional to the identity
matrix.
The Slope estimator suggested in [5] is defined as a solution of the convex minimization problem
given in (2.4) below. This estimator requires p tuning parameters λ1, . . . , λp not all equal to 0 and
such that λ1 ≥ · · · ≥ λp ≥ 0. These λ1, . . . , λp are the weights of the sorted ℓ1 norm, cf. (2.2)
below.
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In this paper, we show that under a Restricted Eigenvalue (RE) type condition on the design,
the Slope estimator with suitably chosen tuning parameters achieves the optimal rate (s/n) log(p/s)
for both the prediction and the ℓ2 estimation risks, and both in probability and in expectation. The
recommended tuning parameters are given in (2.5) below. Furthermore, we show that a large class
of random design matrices with independent and possibly anisotropically distributed rows satisfies
this RE type condition with high probability. In other words, our conditions on the design for
the Slope estimator are very close to those usually assumed for the Lasso estimator while the rate
improves from (s/n) log(p) (previously known for the Lasso) to the optimal rate (s/n) log(p/s).
Next, with the same method of proof, we show that the Lasso estimator also achieves this improved
(and optimal) rate when the sparsity s is known. If s is unknown, we propose to replace s by an
estimator sˆ such that the bound sˆ ≤ s holds with high probability. We show that the suggested sˆ
is such that the Lasso estimator with tuning parameter of order
√
log(p/sˆ)/n achieves the optimal
rate (s/n) log(p/s).
The main results are obtained in the form of sharp oracle inequalities accounting for the model
misspecification error. The minimax optimal bounds are also established for the ℓq-estimation
errors with 1 ≤ q ≤ 2 when the model is well-specified. All our results are non-asymptotic.
As a by-product, we cover some other related issues of independent interest:
• We give a comparative analysis of conditions, under which oracle bounds for the Lasso and
Slope estimators can be obtained showing, in particular, that several known conditions are
equivalent.
• Due to the new techniques, we obtain bounds in probability with fast rate (s/n) log(p/s) at
any level of confidence while using the same tuning parameter. As opposed to the previous
work on the Lasso, the level of confidence is not linked to the tuning parameter of the
method. As a corollary, this implies rate optimal bounds on any moments of the estimation
and prediction errors.
2. Statement of the problem and organization of the paper
Assume that we observe the vector
y = f + ξ,
where f ∈ Rn is an unknown deterministic mean and ξ ∈ Rn is a noise vector. Let σ > 0.
Everywhere except for Section 9 we assume that ξ is normal N (0, σ2In×n), where In×n denotes
the n× n identity matrix.
For all u = (u1, . . . , un) ∈ Rn, define the empirical norm of u by
‖u‖2n =
1
n
n∑
i=1
u2i .
Let X ∈ Rn×p be a given matrix that we will call the design matrix. If βˆ = βˆ(y) is an estimator
valued in Rp, the value Xβˆ is used as a prediction for f . The prediction error of an estimator βˆ
is given by ‖Xβˆ − f‖2n. If the model is well-specified, that is f = Xβ∗ for some β∗ ∈ Rp, then βˆ
is used as an estimator of β∗. The estimation error of βˆ is given by |βˆ − β∗|qq for some q ∈ [1, 2],
where | · |q denotes the ℓq-norm in Rp.
Two estimators will be studied in this paper: the Lasso estimator and the Slope estimator. The
Lasso estimator βˆ is a solution of the minimization problem
βˆ ∈ argmin
β∈Rp
(‖Xβ − y‖2n + 2λ|β|1) , (2.1)
where λ > 0 is a tuning parameter. Section 4 studies the prediction and estimation performance
of the Lasso estimator with tuning parameter of order σ
√
log(p/s)/n, where s ∈ {1, . . . , p} is a
sparsity parameter which is supposed to be known. In Section 5 we propose an adaptive choice of
this parameter. Section 5 defines an estimator sˆ valued in {1, . . . , p} and studies the performance
of the Lasso estimator with a data-driven tuning parameter of order σ
√
log(p/sˆ)/n.
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Section 6 studies the Slope estimator [5], which is defined as follows. Let λ = (λ1, . . . , λp) ∈ Rp
be a vector of tuning parameters not all equal to 0 such that λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0. For any
β = (β1, . . . , βp) ∈ Rp, let (β♯1, . . . , β♯p) be a non-increasing rearrangement of |β1|, . . . , |βp|. Set
|β|∗ =
p∑
j=1
λjβ
♯
j , β ∈ Rp, (2.2)
which defines a norm on Rp, cf. [5, Proposition 1.2]. Equivalently, we can write
|β|∗ = max
φ
p∑
j=1
λj |βφ(j)|, (2.3)
where the maximum is taken over all permutations φ = (φ(1), . . . , φ(p)) of {1, . . . , p}. The Slope
estimator βˆ is defined as a solution of the minimization problem
βˆ ∈ argmin
β∈Rp
(‖Xβ − y‖2n + 2|β|∗) . (2.4)
Section 6 establishes oracle inequalities and estimation error bounds for the Slope estimator with
tuning parameters
λj = Aσ
√
log(2p/j)
n
, j = 1, . . . , p, (2.5)
for any constant A > 4 +
√
2.
Section 7 gives non-asymptotic minimax lower bounds showing that the upper bounds of Sec-
tions 4 – 6 cannot be improved. In Section 8, we provide a comparison of the conditions on the
design matrix X, under which the results are obtained. In particular, we prove that the oracle
inequalities for the Slope estimator in Section 6 hold for design matrices with independent and
possibly anisotropically distributed subgaussian rows. Section 9 explains that, up to changes in
numerical constants, all results of the paper remain valid if the components of the noise vector ξ
are independent subgaussian random variables. The proofs are given in the Appendix.
Notation and preliminaries
We will assume that the diagonal elements of the Gram matrix 1nX
T
X are at most 1, that is,
maxj=1,...,p ‖Xej‖n ≤ 1 where (e1, . . . , ep) is the canonical basis in Rp. Let g = (g1, . . . , gp) be the
random vector with components
gj =
1√
n
xTj ξ where xj = Xej , j = 1, . . . , p. (2.6)
If ξ ∼ N (0, σ2In×n) it follows from the inequality ‖xj‖n ≤ 1 that the random variables gj are
zero mean Gaussian with variance at most σ2. We denote by g♯ = (g♯1, . . . , g
♯
p) a non-increasing
rearrangement of (|g1|, . . . , |gp|). We also use the notation
|β|0 =
p∑
j=1
I(βj 6= 0), |β|∞ = max
j=1,...,p
|βj |, and |β|q =

 p∑
j=1
|βj |q


1/q
for 0 < q < ∞. Here, I(·) is the indicator function. For any set J ⊂ {1, . . . , p}, denote by Jc its
complement, by |J | its cardinality, and for any u = (u1, . . . , up) ∈ Rp, let uJ ∈ Rp be the vector
such that its jth component is equal to uj if j ∈ J and equal to 0 otherwise. For two real numbers
a, b, we will use the notation a ∨ b = max(a, b).
We denote by Med[Z] a median of a real valued random variable Z, that is, any real number
such that P(Z ≥Med[Z]) ≥ 1/2 and P(Z ≤Med[Z]) ≥ 1/2.
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The following bounds on the sum
∑s
j=1 log(2p/j) will be useful. From Stirling’s formula, we
easily deduce that s log(s/e) ≤ log(s!) ≤ s log(s) and thus
s log(2p/s) ≤
s∑
j=1
log(2p/j) = s log(2p)− log(s!) ≤ s log(2ep/s). (2.7)
Finally, for a given δ0 ∈ (0, 1) and for any u = (u1, . . . , up) ∈ Rp we set
H(u) , (4 +
√
2)
p∑
j=1
u♯jσ
√
log(2p/j)
n
, G(u) , (4 +
√
2)σ
√
log(1/δ0)
n
‖Xu‖n, (2.8)
where (u♯1, . . . , u
♯
p) is a non-increasing rearrangement of (|u1|, . . . , |up|).
3. The tuning parameter of the Lasso need not be tied to a confidence level
In this section, we denote by βˆ the Lasso estimator defined by (2.1) and provide improved probabil-
ity estimate for the performance of the Lasso estimator with tuning parameter of order σ
√
2 log p.
First, we state a version of the Restricted Eigenvalue condition that we will refer to in the sequel.
Let s ∈ {1, . . . , p}, and let c0 > 0 be a constant.
RE(s, c0) condition. The design matrix X satisfies ‖Xej‖n ≤ 1 for all j = 1, . . . , p, and
κ(s, c0) , inf
δ∈CRE(s,c0):δ 6=0
‖Xδ‖n
|δ|2 > 0, (3.1)
where CRE(s, c0) = {δ ∈ Rp : |δ|1 ≤ (1 + c0)
∑s
j=1 δ
♯
j} and δ♯1 ≥ · · · ≥ δ♯p denotes a non-increasing
rearrangement of |δ1|, . . . , |δp|.
Though stated in somewhat different form, inequality (3.1) is equivalent to the original RE
condition of [4]. Indeed, let δ ∈ Rp, and let J∗ = J∗(δ)⊆{1, . . . , p} be the set of indices of the
s largest in absolute value components of δ. Then
∑s
j=1 δ
♯
j = |δJ∗ |1. Therefore, the condition
|δ|1 ≤ (1 + c0)
∑s
j=1 δ
♯
j can be written as |δJc∗ |1 ≤ c0|δJ∗ |1. Thus, an equivalent form of (3.1) is
obtained by replacing the cone CRE(s, c0) with
C′RE(s, c0) = ∪J⊆{1,...,p}:|J|≤s{δ ∈ Rp : |δJc |1 ≤ c0|δJ |1}, (3.2)
which is the standard cone of the RE condition as introduced in [4]. One minor difference from [4]
is that in (3.1) we have |δ|2 rather than |δJ∗ |2 in the denominator. This only modifies the constant
κ(s, c0) by factor
√
1 + c0. Indeed, for any δ ∈ C′RE(s, c0),
|δJc
∗
|22 =
∑
j∈Jc
∗
δ2j ≤
∑
j∈Jc
∗
|δj |
( 1
|J∗|
∑
k∈J∗
|δk|
)
≤ |δJ∗ |1|δJc∗ |1|J∗| ≤
c0|δJ∗ |21
|J∗| ≤ c0|δJ∗ |
2
2,
and thus |δ|2 = (|δJ∗ |22+ |δJc∗ |22)1/2 ≤
√
1 + c0|δJ∗ |2. Another difference from [4] is that we include
the assumption ‖Xej‖n ≤ 1 in the statement of the RE condition. This is a mild assumption that
is omnipresent in the literature on the Lasso. Often it is stated with equality and is interpreted as
a normalization.
Consider the following result based on [13, 4, 9], which is representative of the non-asymptotic
bounds obtained so far for the prediction performance of the Lasso.
Proposition 3.1 ([13, 4, 9]). Let p ≥ 4, s ∈ {1, ..., p}, ε > 0 and set c0 = 1 + 1/ǫ. For any
δ ∈ (0, 1/2) and ε ∈ (0, 1), the Lasso estimator (2.1) with tuning parameter
λ = (1 + ε)σ
√
2 log(p/δ)/n (3.3)
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satisfies with probability 1− 2δ the oracle inequality
‖Xβˆ − f‖2n ≤ inf
β∈Rp:|β|0≤s
‖Xβ − f‖2n +
σ2
n
(
(1 + ε)
√
2s log(p/δ)
κ(s, c0)
+
√
s+
√
2 log(1/δ)
)2
. (3.4)
An oracle inequality of the same kind as (3.4) was first obtained in [13, Theorem 6.1] and in
a slightly less general form, with some factor C > 1 in front of ‖Xβ − f‖2n in [4]. The numerical
constants in Proposition 3.1 are taken from the proof of Theorem 3 in [9] (cf. the inequality
preceding (25) in [9]).
A notable feature of Proposition 3.1 and of other non-asymptotic bounds for the Lasso available
in the literature is that the confidence level 1 − 2δ is tied to the tuning parameter λ, cf. (3.3). If
a confidence level closer to one is desired (i.e., smaller δ), the previous results suggest that the
tuning parameter should be increased according to the relationship (3.3) between λ and δ. We
claim that it is not needed. Indeed, the following proposition holds.
Proposition 3.2. Let p ≥ 2, s ∈ {1, ..., p}, ε > 0 and set c0 = 1 + 1/ǫ. Let βˆ be the Lasso
estimator (2.1) with tuning parameter
λ = (1 + ε)σ
√
2 log(p)/n. (3.5)
Then for any δ ∈ (0, 1),
‖Xβˆ − f‖2n ≤ inf
β∈Rp:|β|0≤s
‖Xβ − f‖2n +
σ2
n
(
(1 + ε)
√
2s log p
κ(s, c0)
+
√
s+
√
2 log(1/δ) + 2.8
)2
. (3.6)
holds with probability at least 1− δ.
The proof of Proposition 3.2 is given in Appendix I. Let us highlight some features of Proposi-
tion 3.2 that are new.
First, the tuning parameter (3.5) does not depend on the confidence constant δ. The Lasso
estimator with tuning parameter (3.5) enjoys the oracle inequality (3.6) for any δ ∈ (0, 1). This
contrasts with Proposition 3.1 where the oracle inequality is for a single δ tied to the tuning
parameter (3.3). As a consequence, (3.6) immediately implies bounds for all moments of ‖Xβˆ−f‖2n,
which cannot be obtained from Proposition 3.1.
Second, the probability that an oracle inequality with error term of order s log(p)/n holds is
substantially closer to 1 than it was commonly understood before. For example, take δ = p−s,
which balances the remainder term in (3.6). Then, Proposition 3.2 yields that the Lasso estimator
with tuning parameter (3.5) converges with the rate smaller than s log(p)/n up to a multiplicative
constant. On the other hand, the choice δ = p−s in Proposition 3.1 yields only a suboptimal rate
of order s2 log(p)/n.
The constant term 2.8 in (3.6) is negligible. Thus, in asymptotic regimes where p→∞ or δ → 0,
the constant term 2.8 is dominated by
√
log p or
√
log(1/δ). If we ignore this constant term, the
bound (3.6) strictly improves upon (3.4).
In spite of these improvements, the result of Proposition 3.2 is not completely satisfying since
only the rate s log(p)/n and not the optimal rate (s/n) log(p/s) is proved. In the next section, we
show that the optimal rate can be achieved by the Lasso estimator with tuning parameter of the
order σ
√
log(p/s)/n.
4. Optimal rates for the Lasso estimator
In this section, we denote by βˆ the Lasso estimator defined by (2.1), and we derive upper bounds
for its prediction and estimation errors. As usual in the Lasso context, the argument contains two
main ingredients. First, all randomness is removed from the problem by reducing the consideration
to a suitably chosen random event of high probability. Second, the error bounds are derived on
this event by a purely deterministic argument. In our case, such a deterministic argument is given
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in Theorem 4.2 below, while the “randomness removing tool” is provided by the next theorem.
As we will see in Section 6, this theorem is common to the study of both the Lasso and the Slope
estimators.
Theorem 4.1. Let δ0 ∈ (0, 1) and let X ∈ Rn×p be a matrix such that maxj=1,...,p ‖Xej‖n ≤ 1.
Let H(·) and G(·) be defined in (2.8). If ξ ∼ N (0, σ2In×n), then the random event{
1
n
ξTXu ≤ max
(
H(u), G(u)
)
, ∀u ∈ Rp
}
(4.1)
is of probability at least 1− δ0/2.
The proof of Theorem 4.1 is given in Appendix E. We now discuss consequences of Theorem
4.1 leading to tighter bounds. We will need the following condition on the design matrix X that
will be called the Strong Restricted Eigenvalue condition or shortly the SRE condition. Let c0 > 0
and s ∈ {1, . . . , p} be fixed.
SRE(s, c0) condition. The design matrix X satisfies ‖Xej‖n ≤ 1 for all j = 1, . . . , p, and
θ(s, c0) , min
δ∈CSRE(s,c0):δ 6=0
‖Xδ‖n
|δ|2 > 0, (4.2)
where CSRE(s, c0) , {δ ∈ Rp : |δ|1 ≤ (1 + c0)√s|δ|2} is a cone in Rp.
Inequality (4.2) differs from its analog (3.1) in the RE(s, c0) condition only in the definition
of the cone CSRE(s, c0), and in general (4.2) is more constraining. Indeed, the cone CRE(s, c0)
of the RE(s, c0) condition is the set of all δ ∈ Rp such that |δ|1 ≤ (1 + c0)
∑s
j=1 δ
♯
j . By the
Cauchy-Schwarz inequality,
∑s
j=1 δ
♯
j ≤
√
s(
∑s
j=1(δ
♯
j)
2)1/2 ≤ √s|δ|2 so that
CRE(s, c0) ⊆ CSRE(s, c0). (4.3)
Note that we have included the requirement that ‖Xej‖n ≤ 1 for all j in the RE and the SRE
conditions. It can be replaced by ‖Xej‖n ≤ θ0 for some θ0 > 0 but for brevity and w.l.o.g. we take
here θ0 = 1. Interestingly, due to the inclusion of the assumption ‖Xej‖n ≤ 1, the RE condition
becomes equivalent to the SRE condition up to absolute constants. Moreover, the equivalence
further extends to the s-sparse eigenvalue condition. This is detailed in Section 8 below.
Under the SRE condition, we now establish a deterministic result, which is central in our
argument. We first introduce some notation. Let γ ∈ (0, 1) be a constant. For any tuning parameter
λ > 0, set
δ(λ) , exp
(
−
(
γλ
√
n
(4 +
√
2)σ
)2)
so that λ =
(4 +
√
2)σ
γ
√
log(1/δ(λ))
n
. (4.4)
For given s ∈ {1, . . . , p}, the following theorem holds under the condition
λ ≥ (4 +
√
2)σ
γ
√
log(2ep/s)
n
or equivalently δ(λ) ≤ s/(2ep). (4.5)
Theorem 4.2. Let s ∈ {1, . . . , p}, γ ∈ (0, 1) and τ ∈ [0, 1 − γ). Assume that the SRE(s, c0)
condition holds with c0 = c0(γ, τ) =
1+γ+τ
1−γ−τ . Let λ be a tuning parameter such that (4.5) holds. Let
δ0 ∈ (0, 1). Then, on the event (4.1), the Lasso estimator βˆ with tuning parameter λ satisfies
2τλ|βˆ − β|1 + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n + Cγ,τ (s, λ, δ0)λ2s, (4.6)
for all β ∈ Rp such that |β|0 ≤ s, and all f ∈ Rn, where
Cγ,τ (s, λ, δ0) , (1 + γ + τ)
2
(
log(1/δ0)
s log(1/δ(λ))
∨ 1
θ2(s, c0(γ, τ))
)
.
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Furthermore, if f = Xβ∗ for some β∗ ∈ Rp with |β∗|0 ≤ s then on the event (4.1), we have for
any 1 ≤ q ≤ 2,
|βˆ − β∗|q ≤
(Cγ,τ
2τ
)2/q−1( Cγ,0
1 + γ
)2−2/q
λs1/q. (4.7)
Theorem 4.2 is proved in Appendix B. Before the statement of its corollaries, a few comments
are in order.
The conclusions of Theorem 4.2 hold on the event (4.1), which is independent of γ and τ . Thus,
on the event (4.1), for all choices of τ, γ and λ such that (4.5) holds, the oracle inequality (4.6)
and the estimation bound (4.7) are satisfied.
The constants γ and τ are such that γ + τ < 1. For the ease of presentation, the particular
choice γ = 1/2 and τ = 1/4 will be used below to derive two corollaries of Theorem 4.2. If γ = 1/2
and τ = 1/4, then the constants in Theorem 4.2 have the form
c0 = 7, (1 + γ + τ)
2 =
49
16
,
1 + γ
1− γ = 3, 1 + γ = 3/2, (4.8)
while inequality (4.7) can be transformed into
|βˆ − β∗|q ≤ 49
8
(
log(1/δ0)
s log(1/δ(λ))
∨ 1
θ2(s, 7)
)
λs1/q, (4.9)
where we have used that θ2(s, c0) ≤ θ2(s, 1+γ1−γ ).
We now take a closer look at the constant Cγ,τ (s, λ, δ0). This constant is always greater than
or equal to (1 + γ + τ)2/θ2(s, c0). Furthermore, the value
δ∗0 = (δ(λ))
s
θ2(s,c0) (4.10)
is the smallest δ0 ∈ (0, 1) such that Cγ,τ (s, λ, δ0) = (1 + γ + τ)2/θ2(s, c0). If λ satisfies (4.5), then
δ∗0 ≤
( s
2ep
) s
θ2(s,c0) .
Using these remarks we obtain the following corollary of Theorems 4.1 and 4.2 with the choice
γ = 1/2, τ = 1/4, and δ0 = δ
∗
0 .
Corollary 4.3. Let s ∈ {1, . . . , p}. Assume that the SRE(s, 7) condition holds. Let βˆ be the
Lasso estimator with tuning parameter λ satisfying (4.5) for γ = 1/2. Then, with probability at
least 1− 12
(
s
2ep
) s
θ2(s,7)
, we have
λ
2
|βˆ − β|1 + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n +
49λ2s
16θ2(s, 7)
(4.11)
for all β ∈ Rp such that |β|0 ≤ s, and all f ∈ Rn. Furthermore, if f = Xβ∗ for some β∗ ∈ Rp with
|β∗|0 ≤ s then, for any 1 ≤ q ≤ 2,
P
(
|βˆ − β∗|q ≤ 49λs
1/q
8θ2(s, 7)
)
≥ 1− 1
2
(
s
2ep
) s
θ2(s,7)
. (4.12)
Since θ2(s, 7) ≤ 1, the probability in Corollary 4.3 is greater than 1 − 12
(
s
2ep
)s
. If the tuning
parameter is chosen such that (4.5) holds with equality, then λ2s is equal to
σ2s log(2ep/s)
n
up to a multiplicative constant. This is the minimax rate with respect to the prediction error over
the class of all s-sparse vectors B0(s) = {β ∈ Rp : |β|0 ≤ s}. The rate λs1/q in (4.12) is minimax
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optimal for the ℓq estimation problem. A more detailed discussion of the minimax rates is given
in Section 7.
Finally, the conclusions of Theorem 4.2 hold for all δ0 ≤ δ∗0 . This allows us to integrate the oracle
inequality (4.6) and the estimation bound (4.7) to obtain the following results in expectation.
Corollary 4.4. Let s ∈ {1, . . . , p}. Assume that the SRE(s, 7) condition holds. Let βˆ be the Lasso
estimator with tuning parameter λ satisfying (4.5) for γ = 1/2. Then,
E
[
λ
2
|βˆ − β|1 + ‖Xβˆ − f‖2n
]
≤ ‖Xβ − f‖2n +
49λ2s
16
(
1
θ2(s, 7)
+
1
2 log(2ep)
)
(4.13)
for all β ∈ Rp such that |β|0 ≤ s, and all f ∈ Rn. Furthermore, if f = Xβ∗ for some β∗ ∈ Rp with
|β∗|0 ≤ s then, for any 1 ≤ q ≤ 2,
E
[
|β∗ − βˆ|qq
]
≤ (49)
qλqs
8q
(
1
θ2q(s, 7)
+
1
(log(2ep))q
)
. (4.14)
Corollary 4.4 is proved in Section B.
Remark 1. The smallest values of λ, for which Theorem 4.2 and Corollaries 4.3 and 4.4 hold
is given in (4.5); in particular it depends on s. For this choice of λ, the prediction risk and the
ℓ2 risk of the Lasso estimator attain the non-asymptotic minimax optimal rate (s/n) log(p/s).
However, the knowledge of the sparsity index s is needed to achieve this, which raises a problem
of adaptation to sparsity s. In Section 5, we propose a data-driven Lasso estimator, independent
of s, solving this adaptation problem, for which we prove essentially the same results as above.
The argument there uses Corollary 4.3 as a building block.
Remark 2. Since the assumptions on tuning parameter λ in Theorem 4.2 and Corollaries 4.3
and 4.4 are given by inequalities, the case of λ defined with log(2ep) instead of log(2ep/s) is also
covered. With such a choice of λ, the estimators do not depend on s and the results take the
same form as in the standard Lasso framework, cf. [4], in which the prediction risk and the ℓ2 risk
achieve the suboptimal rate (s log p)/n. However, even in this case, Theorem 4.2 brings in some
novelty. Indeed, to our knowledge, bounds in expectation, cf. Corollary 4.4, or in probability with
arbitrary δ0 ∈ (0, 1), cf. Theorem 4.2, were not available. The previous work provided only bounds
in probability for fixed δ0 proportional to 1/p
c for an absolute constant c > 0, in the spirit of
(3.4). Such bounds do not allow for control of the moments of the estimation and prediction errors
without imposing extra assumptions. To our understanding, there was no way to fix this problem
within the old proof techniques. On the contrary, bounds for the moments of any order can be
readily derived from Theorem 4.2.
Remark 3. In this section, the variance σ was supposed to be known. The case of unknown σ can
be treated in a standard way as described, for example, in [11]. Namely, we replace σ in (4.5) by a
suitable statistic σˆ. For example, it can be shown that under the RE condition, the scaled Lasso
estimator σˆS is such that σ/2 ≤ σˆS ≤ 2σ with high probability provided that s ≤ cn for some
constant c > 0, cf. [11, Sections 5.4 and 5.6.2]. Then, replacing σ by σˆ , 2σˆS in the expression for
λ, cf. (4.5), we obtain that under the same mild conditions, Corollary 4.3 remains valid with this
choice of λ independent of σ, up to a change in numerical constants. This remark also applies to
upper bounds in probability obtained in the next sections.
5. Aggregated Lasso estimator and adaptation to sparsity
In this section, we assume that f = Xβ∗, so that we have a linear regression model
y = Xβ∗ + ξ. (5.1)
We also assume that β∗ ∈ B0(s) = {β∗ ∈ Rp : |β∗|0 ≤ s}, where s ≤ s∗. Here, s∗ ∈ [1, p/2] is a
given integer. Our aim is to construct an adaptive to s estimator β˜ whose prediction risk attains
the optimal rate (s/n) log(p/s) simultaneously on the classes B0(s), 1 ≤ s ≤ s∗. This will be done
by aggregating a small number of Lasso estimators using a Lepski type procedure. The resulting
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adaptive estimator β˜ is computed in polynomial time and its computational complexity exceeds
that of the Lasso only by a log2 p factor. Furthermore, we propose an estimator sˆ such that the
bound sˆ ≤ s holds with high probability without the beta-min condition and without any strong
assumptions on the matrix X such as the irrepresentability condition.
We denote by βˆs the Lasso estimator with tuning parameter
λ(s) = 2(4 +
√
2)σ
√
log(2ep/s)
n
,
and we set for brevity θ∗ = θ(2s∗, 7). We will assume that θ∗ > 0. Then, θ2(s, 7) ≥ θ∗ > 0,
s = 1, . . . , 2s∗. It follows from Corollary 4.3 that for any s = 1, . . . , 2s∗
sup
β∗∈B0(s)
Pβ∗
(
‖X(βˆs − β∗)‖n ≥ C0σ
√
s log(2ep/s)
n
)
≤ 1
2
( s
2ep
) s
θ2(s,7) ≤
(
s
p
)s
(5.2)
where
C0 = 7(4 +
√
2)/(2θ∗), (5.3)
and Pβ∗ is the probability measure associated to the model (5.1). Furthermore, since λ(s) ≥ λ(2s)
we also have for any s = 1, . . . , s∗
sup
β∗∈B0(2s)
Pβ∗
(
‖X(βˆs − β∗)‖n ≥
√
2C0σ
√
s log(2ep/s)
n
)
≤
(
2s
p
)2s
. (5.4)
Set bj = 2
j−1, j ∈ N. In what follows, we assume w.l.o.g. that s∗ ≥ 2 since the problem of
adaptation does not arise for s∗ = 1. Then, the integer M , max{m ∈ N : bm ≤ s∗} satisfies
M ≥ 2. Note also that M ≤ log2(p). We now construct a data-driven selector from the set of
estimators {βˆbm ,m = 2, . . . ,M}. We select the index m as follows:
mˆ , min
{
m ∈ {2, . . . ,M} : d(βˆbk , βˆbk−1) ≤ 2w(bk) for all k ≥ m
}
(5.5)
with the convention that mˆ = M if the set in the above display is empty. Here, d(β,β′) =
‖X(β − β′)‖n for all β,β′ ∈ Rp, and w(b) = C0σ
√
b log(2ep/b)
n , ∀b ∈ [1, p]. Next, we define
adaptive estimators of s and β∗ as follows:
sˆ = bmˆ−1 = 2mˆ−1, and β˜ = βˆ2sˆ. (5.6)
Theorem 5.1. Let s∗ ∈ {2, . . . , p} be such that θ∗ > 0 and s∗ ≤ p/(2e). Then there exists an
absolute constant C1 > 0 such that, for C0 given in (5.3) and all s = 1, . . . , s∗,
sup
β∗∈B0(s)
Pβ∗
(
‖X(β˜ − β∗)‖n ≥ C1C0σ
√
s log(2ep/s)
n
)
≤ (2(log2(p))2 + 1)
(
2s
p
)2s
(5.7)
and
sup
β∗∈B0(s)
Pβ∗(sˆ ≤ s) ≥ 1− 2(log2(p))2
(
2s
p
)2s
. (5.8)
The proof of this theorem is given in Appendix C. It uses only the properties (5.2) and (5.4) of
the family of estimators {βˆs}. Theorem 5.1 shows that the prediction error of β˜ = βˆ2sˆ achieves the
optimal rate of order (s/n) log(p/s). Without (5.7), the fact that estimator sˆ satisfies (5.8) is not
interesting. Indeed, the dummy estimator s˜ = 0 satisfies P(s˜ ≤ s) = 1. The estimator sˆ is of inter-
est because of the conjunction of (5.7) and (5.8); not only it satisfies sˆ ≤ s with high probability
(cf. (5.8)) but also the Lasso estimator with the tuning parameter λ = 2(4 +
√
2)σ
√
log(ep/sˆ)/n
achieves the optimal rate (cf. (5.7)). Theorem 5.1 shows that this choice of the tuning param-
eter improves upon the prediction bounds for the Lasso estimator [4] with the universal tuning
parameter of order σ
√
(log p)/n.
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A procedure of the same type is adaptive to the sparsity when measuring the accuracy by the
ℓq estimation error for 1 ≤ q ≤ 2. In this case, the risk bound is proved in the same way as in
Theorem 5.1 due to the following observations. First, it follows from Corollary 4.3 that for all
s = 1, . . . , 2s∗, 1 ≤ q ≤ 2,
sup
β∗∈B0(s)
Pβ∗
(
|βˆs − β∗|q ≥ C′0σs1/q
√
log(2ep/s)
n
)
≤
(
s
p
)s
, (5.9)
where C′0 = 49(4+
√
2)/(4θ∗). Second, analogously to (5.4), we have for all s = 1, . . . , s∗, 1 ≤ q ≤ 2,
sup
β∗∈B0(2s)
Pβ∗
(
|βˆs − β∗|q ≥ 2C′0σs1/q
√
log(2ep/s)
n
)
≤
(
2s
p
)2s
. (5.10)
Theorem 5.2. Let s∗ ∈ {2, . . . , p} be such that θ∗ > 0 and s∗ ≤ p/(2e). Let 1 ≤ q ≤ 2 and let mˆ be
defined by (5.5) with d(β,β′) = |β−β′|q for all β,β′ ∈ Rp, and w(b) = C0σb1/q
√
log(2ep/b)
n , ∀b ∈
[1, p], where C0 = 49(4 +
√
2)/(4θ∗). Let β˜ be defined as in (5.6). Then, there exists an absolute
constant C1 > 0 such that, for all s = 1, . . . , s∗,
sup
β∗∈B0(s)
Pβ∗
(
|β˜ − β∗|q ≥ C1C0σs1/q
√
log(2ep/s)
n
)
≤ (2(log2(p))2 + 1)(2sp
)2s
.
The proof of this theorem is given in Appendix C. Due to (5.9) and (5.10), it is quite analogous
to the proof of Theorem 5.1.
6. Optimal rates for the Slope estimator
In this section, we study the Slope estimator with weights λj given in (2.5). We will use the
following assumption on the design matrix X that we call the Weighted Restricted Eigenvalue
condition, or shortly the WRE condition. Let c0 > 0, s ∈ {1, . . . , p} be constants, and let λ =
(λ1, . . . , λp) ∈ Rp be a vector of weights not all equal to 0 such that λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0.
WRE(s, c0) condition. The design matrix X satisfies ‖Xej‖n ≤ 1 for all j = 1, . . . , p and
ϑ(s, c0) , min
δ∈CWRE(s,c0):δ 6=0
‖Xδ‖n
|δ|2 > 0,
where CWRE(s, c0) ,
{
δ ∈ Rp : |δ|∗ ≤ (1 + c0)|δ|2
√∑s
j=1 λ
2
j
}
is a cone in Rp.
This condition is stated for any weights λ1 ≥ · · · ≥ λp ≥ 0 but we will use it only for λj given
in (2.5) and in that case the cone is equivalently defined as
CWRE(s, c0) =

δ ∈ Rp :
p∑
j=1
δ♯j
√
log(2p/j) ≤ (1 + c0)|δ|2
√√√√ s∑
j=1
log(2p/j)

 .
Let us compare the WRE condition with the SRE condition. Assume that δ belongs to the cone
CSRE(s, c0), that is, |δ|1 ≤ (1 + c0)√s|δ|2. Then also
∑p
j=s+1 δ
♯
j ≤ (1 + c0)
√
s|δ|2, and we have
p∑
j=s+1
δ♯j
√
log(2p/j) ≤
√
log(2p/s)
p∑
j=s+1
δ♯j ≤ (1 + c0)|δ|2
√
s log(2p/s)
≤ (1 + c0)|δ|2
√√√√ s∑
j=1
log(2p/j),
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where the last inequality follows from (2.7). For the first s components, the Cauchy-Schwarz
inequality yields
s∑
j=1
δ♯j
√
log(2p/j) ≤ |δ|2
√√√√ s∑
j=1
log(2p/j).
Combining the last two displays we find that δ ∈ CWRE(s, 1 + c0). Thus, CSRE(s, c0) ⊆ CWRE(s, 1 + c0),
so that theWRE(s, 1+c0) condition implies the SRE(s, c0) condition. A more detailed comparison
between these two conditions as well as examples of random matrices, for which both conditions
hold are given in Section 8. We are now ready to state our main result on the Slope estimator.
Theorem 6.1. Let s ∈ {1, . . . , p}, γ ∈ (0, 1) and τ ∈ [0, 1 − γ). Set c0 = c0(γ, τ) = 1+γ+τ1−γ−τ . Let
the tuning parameters λj be defined by (2.5) with constant
A ≥ (4 +
√
2)/γ. (6.1)
Let δ0 ∈ (0, 1). Then, on the event (4.1), the Slope estimator βˆ that minimizes (2.4) with the
weights λ1, . . . , λp satisfies
2τ |βˆ − β|∗ + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n + C′γ,τ (s, δ0)
s∑
j=1
λ2j (6.2)
simultaneously for all f ∈ Rn, all s = 1, . . . , p, and all β ∈ Rp such that |β|0 = s, where we set
C′γ,τ (s, δ0) , (1 + γ + τ)
2
(
log(1/δ0)
s log(2p/s)
∨ 1
ϑ2(s, c0(γ, τ))
)
, s = 1, . . . , p,
if WRE(s, c0) holds, and C
′
γ,τ (s, δ0) = ∞ otherwise. Furthermore, if f = Xβ∗ for some β∗ ∈ Rp
with |β∗|0 ≤ s, then on the event (4.1) we have
2τ |βˆ − β∗|∗ ≤ C′γ,τ (s, δ0)
s∑
j=1
λ2j , (6.3)
|βˆ − β∗|2 ≤
C′γ,0(s, δ0)
1 + γ
( s∑
j=1
λ2j
)1/2
. (6.4)
The proof of Theorem 6.1 is given in Section D. It follows the same route as the proof of
Theorem 4.2. Since λ1, . . . , λp satisfy (2.5) then by (2.7), for all s = 1, . . . , p we have
A2σ2s log(2p/s)
n
≤
s∑
j=1
λ2j ≤
A2σ2s log(2ep/s)
n
(6.5)
so that the Slope estimator achieves the optimal rate for the prediction error and the ℓ2-estimation
error. The presentation of Theorem 6.1 is similar to that of Theorem 4.2 for the Lasso, although
there are some differences that will be highlighted after the following corollaries. Corollary 6.2
below is an immediate consequence of Theorems 4.1 and 6.1 with γ = 1/2, τ = 1/4 and δ0 =(
s
2p
) s
ϑ2(s,7)
or τ = 0 and δ0 =
(
s
2p
) s
ϑ2(s,3)
.
Corollary 6.2. Let s ∈ {1, . . . , p}. Assume that the WRE(s, 7) condition holds. Let βˆ be the
Slope estimator with tuning parameters λ1, . . . , λp satisfying (2.5) for A ≥ 2(4 +
√
2). Then, with
probability at least 1− 12
(
s
2p
) s
ϑ2(s,7)
, we have
1
2
|βˆ − β|∗ + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n +
49
∑s
j=1 λ
2
j
16ϑ2(s, 7)
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for all β ∈ Rp such that |β|0 ≤ s, and all f ∈ Rn. Furthermore, if f = Xβ∗ for some β∗ ∈ Rp with
|β∗|0 ≤ s then
P
(
|βˆ − β∗|22 ≤
9
∑s
j=1 λ
2
j
4ϑ4(s, 3)
)
≥ 1− 1
2
(
s
2p
) s
ϑ2(s,3)
.
The fact that Theorems 4.1 and 6.1 hold for any δ0 ∈ (0, 1) allows us to integrate the bounds
(6.2) and (6.4) to obtain the following oracle inequalities and bounds on the estimation error in
expectation.
Corollary 6.3. Let s ∈ {1, . . . , p}. Assume that the WRE(s, 7) condition holds. Let βˆ be the
Slope estimator with tuning parameters λ1, . . . , λp satisfying (2.5) for A ≥ 2(4 +
√
2). Then,
E
[
1
2
|βˆ − β|∗ + ‖Xβˆ − f‖2n
]
≤ ‖Xβ − f‖2n +
49
∑s
j=1 λ
2
j
16
(
1
ϑ2(s, 7)
+
1
2 log(2p)
)
for all β ∈ Rp such that |β|0 ≤ s, and all f ∈ Rn. Furthermore, if f = Xβ∗ for some β∗ ∈ Rp with
|β∗|0 ≤ s, then
E
[
|βˆ − β∗|22
]
≤ 9
∑s
j=1 λ
2
j
4
(
1
ϑ4(s, 3)
+
1
(log(2p))2
)
.
Since βˆ does not depend on s, the first inequality in Corollary 6.3 and (6.5) imply a “balanced”
oracle inequality:
E
[
‖Xβˆ − f‖2n
]
≤ inf
β∈Rp
[
‖Xβ − f‖2n + C(|β|0)
|β|0
n
log
( 2ep
|β|0 ∨ 1
)]
, ∀f ∈ Rn, (6.6)
where
C(|β|0) = 49A
2σ2
16
(
1
ϑ2(|β|0, 7) +
1
2 log(2p)
)
if ϑ2(|β|0, 7) 6= 0 and C(|β|0) =∞ otherwise. This formulation might be of interest in the context
of aggregation as explained, for example, in [23].
Corollaries 6.2 and 6.3 are the analogs of Corollaries 4.3 and 4.4 for the Lasso. The proof of
Corollary 6.3 is omitted. It is deduced from Theorem 6.1 exactly in the same way as Corollary 4.4
is deduced from Theorem 4.2 in Section B.
The results in Section 4 and in the present section show that both the Lasso estimator with
tuning parameter of order σ
√
log(p/s)/n and the Slope estimator with weights (2.5) achieve the
optimal rate (s/n) log(p/s) for the ℓ2-estimation and the prediction error. We now highlight some
differences between these results on Slope and Lasso.
The first difference, in favor of Slope, is that Slope achieves the optimal rate adaptively to
the unknown sparsity s. This was previously established in [24] for random design matrices X
with i.i.d. N (0, 1) entries and in [16] for random X with independent subgaussian isotropically
distributed rows. The results of the present section show that, in reasonable generality, Slope
achieves rate optimality for deterministic design matrices. Namely, it is enough to check a rather
general conditionWRE, which is only slightly more constraining than the RE condition commonly
used in the context of Lasso. It is also shown in Section 8 that the WRE condition holds with
high probability for a large class of random design matrices. This includes design matrices with
i.i.d. anisotropically distributed rows, for example, matrices with i.i.d. rows distributed as N (0,Σ)
where Σ ∈ Rp×p is not invertible.
The second difference is that our results for the Lasso are obtained in greater generality than
for the Slope. Indeed, the SRE condition required in Section 4 for the Lasso is weaker that the
WRE condition required here for the Slope. We refer to Section 8 for a more detailed comparison
of these conditions. Furthermore, for 1 ≤ q < 2, in Section-4 we obtain rate optimal bounds on
the ℓq-errors of the Lasso estimator, while for its Slope counterpart we can only control the rate
in the | · |∗ and ℓ2 norms, cf. (6.3) and (6.4) (and all the interpolation norms in between but those
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are not classical to measure statistical performances). Of course, for the weights (2.5), the trivial
relation |β|∗ ≥ Cσ|β|1/√n holds, where C > 0 is a constant. This and (6.3) lead to a bound on the
ℓ1-error of the Slope estimator, which is however suboptimal. The same problem arises with the
ℓq-norms with 1 < q < 2 if the bounds are obtained by interpolation between such a suboptimal
bound for the ℓ1-error and the ℓ2 bound (6.4).
Finally, note that the aggregation scheme proposed in Section 5 requires the knowledge of
a lower bound θ∗ on the SRE constants θ(·, 7) in order to adaptively achieve the optimal rate
s log(p/s)/n. If n > cs∗ log(p/s∗) for some numerical constant c > 0, and the regressors are random
and satisfy suitable assumptions (see Theorem 8.3), one can compute the numerical constant θ∗
that gives the required bound with high probability. It can be also computed when the matrix
X is deterministic and satisfies the mutual coherence condition. But in general case it is hard to
compute such θ∗. On the other hand, the Slope estimator adaptively achieves the optimal rate
s log(p/s)/n without the knowledge of any RE-type constants.
7. Minimax lower bounds
In this section, we provide the minimax lower bounds for the prediction risk and ℓq-estimation risk
on the class B0(s). Several papers have addressed this issue for the prediction risk [23, 18, 22, 1, 26],
for the ℓ2-estimation risk [22, 26, 7], and for the ℓq-estimation risk with general q [22, 28, 18]. We
are interested here in non-asymptotic bounds and therefore the results in [22, 28] obtained in some
asymptotics do not fit in our context. Another issue is that the papers cited above, except for [18],
deal with lower bounds for the expected squared risk or power risk [22, 28] and thus cannot be
used to match the upper bounds in probability that are in the focus of our study in this paper. The
only result that can be applied in this context is Theorem 6.1 in [18]. It gives a non-asymptotic
lower bound for general loss functions under the condition that the ratio of minimal and maximal
2s-sparse eigenvalue of the Gram matrix XTX/n is bounded from below by a constant. It matches
our upper bounds both for the prediction risk and for the ℓq-estimation risk. Note that Theorem
6.1 in [18] deals with group sparsity and is therefore more general than in our setting. Thus, we
only refer to the case T = 1 of Theorem 6.1 in [18] corresponding to ordinary sparsity. Here, we
provide an improvement on it, in the sense that for the lower bound in ℓq, we drop the ratio of
sparse eigenvalues condition. Thus, in the next theorem the lower bound for the ℓq-estimation
risk holds for any design matrix X. For the prediction risk, the lower bound that we state below
is borrowed from [18, Theorem 6.1] and it is meaningful only if the minimal sparse eigenvalue is
positive. For any matrix X ∈ Rn×p and any s ∈ [1, p], define the minimal and maximal s-sparse
eigenvalues as follows:
θ¯min(X, s) , min
δ∈B0(s)\{0}
‖Xδ‖n
|δ|2 , θ¯max(X, s) , maxδ∈B0(s)\{0}
‖Xδ‖n
|δ|2 . (7.1)
In particular, θ¯max(X, 1) = maxj=1,...,p ‖Xej‖n.
Let ℓ : R+ → R+ be a nondecreasing function such that ℓ(0) = 0 and ℓ 6≡ 0. Define
ψn,q = σs
1/q
√
log(ep/s)
n
, 1 ≤ q ≤ ∞,
where we set s1/∞ , 1. Let Eβ denote the expectation with respect to the measure Pβ.
Theorem 7.1. Let p ≥ 2, s ∈ [1, p/2], n ≥ 1 be integers, and let 1 ≤ q ≤ ∞. Assume that
f = Xβ∗ and ξ ∼ N (0, σ2In×n), σ > 0. Then the following holds.
(i) There exist positive constants b¯, c¯ depending only on ℓ(·) and q such that
inf
τˆ
inf
X
sup
β∗∈B0(s)
Eβ∗ℓ
(
b¯ψ−1n,qθ¯max(X, 1)|τˆ − β∗|q
) ≥ c¯ (7.2)
where inf τˆ denotes the infimum over all estimators τˆ of β
∗, and inf
X
denotes the infimum
over all matrices X ∈ Rn×p.
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(ii) There exist positive constants b¯, c¯ depending only on ℓ(·) such that
inf
τˆ
inf
X
sup
β∗∈B0(s)
Eβ∗ℓ
(
b¯ψ−1n,2
θ¯max(X, 2s)
θ¯min(X, 2s)
‖X(τˆ − β∗)‖n
)
≥ c¯ (7.3)
where, by definition, the expression under the expectation is +∞ for matrices X such that
θ¯min(X, 2s) = 0.
Proof. Part (ii) is a special case of Theorem 6.1 in [18] corresponding to the number of groups
T = 1. To prove part (i), we use Lemma F.1 stated in the Appendix. Let B = {β = aω : ω ∈ Ω},
where Ω is a subset of
{
1, 0,−1}p satisfying Lemma F.1, a = αθ¯−1max(X, 1)ψn,qs−1/q, and 0 < α <
c˜1/2/4, where c˜ is a constant appearing in Lemma F.1. It follows from Lemma F.1 that B ⊂ B0(s),
and
|β − β′|q ≥ 4−1/qαθ¯−1max(X, 1)ψn,q (7.4)
for any two distinct elements β and β′ of B. Again from Lemma F.1, for all β and β′ in B, the
Kullback-Leibler divergence K(Pβ,Pβ′) between the probability measures Pβ and Pβ′ satisfies
K(Pβ,Pβ′) = n
2σ2
‖X(β − β′)‖2n ≤
α2n
σ2
ψ2n,qs
1−2/q (7.5)
=
α2s
n
log
(ep
s
)
≤ c˜s
16n
log
(ep
s
)
≤ 1
16
log(CardB).
The bound (7.2) now follows from (7.4) and (7.5) in view of [25, Theorem 2.7].
As a consequence of Theorem 7.1, we get, for example, lower bounds for the squared loss
ℓ(u) = u2 and for the indicator loss ℓ(u) = I{u ≥ 1}. The indicator loss is relevant for comparison
with the upper bounds in probability obtained in the previous sections. For example, Theorem 7.1
with this loss and 1 ≤ q ≤ 2 implies that for any estimator τˆ there exists β∗ ∈ B0(s) such that,
with Pβ∗ -probability at least c¯ > 0,
‖X(τˆ − β∗)‖2n ≥ C
σ2s
n
log
(ep
s
)
and
|τˆ − β∗|q ≥ Cσs
1/q
√
n
log
(ep
s
)1/2
, 1 ≤ q ≤ 2,
where c¯ > 0 is a numerical constant and C > 0 is some constant depending only on X. The rates on
the right-hand side of these inequalities have the same form as in the corresponding upper bounds
for the Lasso and Slope estimators obtained in Corollaries 4.3 and 6.2. The fact that the constants
C here depend on the design implies that the optimality is not guaranteed for all configurations
of n, s, p. Thus, we get the rate optimality under the assumption that s log(ep/s) < cn for the ℓ2-
risk, and under the assumption s log(ep/s) < cR for the prediction risk, where c > 0 is a constant.
Here, R denotes the rank of matrix X. Concerning the prediction risk, this remark is based on the
following fact.
Corollary 7.2. Let p ≥ 2, s ∈ [1, p/2] and n ≥ 1 be integers. If for some matrix X ∈ Rn×p and
some b > 0 we have θ¯max(X,2s)
θ¯min(X,2s)
≤ b, then there exists c = c(b) > 0 such that s log(ep/s) < cR.
This corollary follows immediately from (7.3) with ℓ(u) = u2 and the fact that the minimax
expected squared risk is bounded from above by σ2R/n (cf., for example, [23]).
In view of Corollary 7.2, the bound (7.3) is non-trivial only when s log(ep/s) < cR. The bound
(7.2) does not have such a restriction and remains non-trivial for all n, s, p. However, it is known
that for q = 2 and s log(ep/s) ≫ n this bound is not optimal [26]. Anyway, (7.2) shows that if
s log(ep/s) ≫ n, the ℓ2-risk diverges, so this case is of minor interest. Also note that the upper
bounds of Theorems 4.2, 6.1 and their corollaries rely on RE type conditions, and we need that
s log(ep/s) < cn for these conditions to be satisfied if the matrix X is random (see more details in
the next section).
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8. Assumptions on the design matrix
8.1. Equivalence between RE, SRE and s-sparse eigenvalue conditions
Along with the RE and SRE conditions defined in Section 4 we consider here the s-sparse eigen-
value condition defined as follows, for any s ∈ {1, . . . , p}.
s-sparse eigenvalue condition. The design matrix X satisfies ‖Xej‖n ≤ 1 for all j = 1, . . . , p,
and θ¯min(X, s) > 0.
In this section, we will write for brevity θ¯min(s) = θ¯min(X, s). The next proposition establishes
the equivalence between the three conditions mentioned above.
Proposition 8.1. Let c0 > 0 and s ∈ {1, . . . , p}. We have the following implications.
(i) If condition SRE(s, c0) holds then condition RE(s, c0) holds and κ(s, c0) ≥ θ(s, c0).
(ii) If condition RE(s, c0) holds then the s-sparse eigenvalue condition holds and θ¯min(s) ≥
κ(s, c0).
(iii) Let θ1 > 0. If the s-sparse eigenvalue condition holds with θ¯min(s) ≥ θ1 then the SRE(s1, c0)
condition holds and θ(s1, c0) ≥ θ1/
√
2 for s1 ≤ (s− 1)θ21/(2c20).
Proof. Part (i) follows from (4.3). Next, if δ ∈ B0(s) then obviously |δ|1 ≤ (1 + c0)
∑s
j=1 δ
♯
j with
c0 = 0. Thus, the set of all s-sparse vectors B0(s) is included in the cone CRE(s, c0) for any c0 > 0.
This implies (ii). To prove (iii), we use Lemma 2.7 in [15], which implies that if θ¯min(s) ≥ θ1, and
‖Xej‖n ≤ 1 for all j = 1, . . . , p, then ‖Xδ‖2n ≥ θ21 |δ|22 − |δ|21/(s− 1) for all δ ∈ Rp.
The message of the above proposition is that the three conditions – RE(s, c0), SRE(s, c0) and
the s-sparse eigenvalue condition – are equivalent up to absolute constants. This equivalence has
two main consequences for the results of the present paper.
• First, the results on the Lasso in Sections 4 and 5 are proved under the SRE(s, c0) condition.
The above equivalence shows that, for some integer s1, which is of the same order as s,
the oracle inequalities and the estimation bounds of Sections 4 and 5 are valid under the
Restricted Eigenvalue condition RE(s1, c0).
• Second, the s-sparse eigenvalue condition is known to hold with high probability for rather
general random matrices with i.i.d. rows. By the above equivalence, conditions RE(s, c0)
and SRE(s, c0) are satisfied for the same random matrices. A useful sufficient condition for
the s-sparse eigenvalue condition is the small ball condition [14, 19, 21]. A random vector
x valued in Rp is said to satisfy the small ball condition over B0(s1) if there exist positive
numbers u and β such that
P
[
|δTx| ≥ u|δ|2
]
≥ β, ∀δ ∈ B0(s1). (8.1)
Let X ∈ Rn×p be a matrix with i.i.d. rows that have the same distribution as x satisfying
(8.1). Corollary 2.5 in [15] establishes that, for such X we have θ¯min(s1) > u/
√
2 with
probability at least 1 − exp(−Cnβ2) if n ≥ (C′/β2)s log(ep/s) for some absolute constants
C,C′ > 0.
Note that condition (8.1) is very mild. For instance, a vector x with independent components
that have a Cauchy distribution satisfies this condition. Thus, condition (8.1) is quite different in
nature from any concentration property. On the other hand, the property maxj=1,...,p ‖Xej‖n ≤ 1
assumed in the above three conditions (which is usually seen as a simple normalization) requires
concentration. Indeed, this inequality can be written as
1
n
n∑
i=1
(xTi ej)
2 ≤ 1, ∀j = 1, . . . , p,
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where x1, . . . ,xn are the i.i.d. rows of X. We have here a sum of i.i.d. positive random variables.
Satisfying maxj=1,...,p ‖Xej‖n ≤ 1 with high probability requires E[(xTej)2] < 1 and some con-
centration property of the random variables (xT ej)
2 for all j = 1, . . . , p. It is proved in [15] that
this property holds with high probability when the components of x (that do not have to be inde-
pendent) have moments with a polynomial growth up to the order log(ep) and that this condition
may be violated with probability greater than 1/2 if the coordinates only have log(ep)/ log log(ep)
such moments.
In conclusion, for a large class of random matrices with i.i.d. rows, condition SRE(s, c0) holds
with high probability if
s log(ep/s) ≤ cn, (8.2)
where c > 0 is a constant.
8.2. Design conditions for the Slope estimator
Theorem 6.1 and Corollaries 6.2, 6.3 establish prediction and estimation bounds for the Slope
estimator under the WRE(s, c0) condition. It was explained in Section 6 that the WRE(s, c0)
condition implies the SRE(s, 1 + c0) condition. The converse is not true – there is no equiva-
lence between the two conditions. However, a simple observation leads to the following sufficient
condition for WRE(s, c0).
Proposition 8.2. Let s ∈ {1, . . . , p}, c0 > 0, and let the weights λj be defined by (2.5). Set
s2 = ⌈s log(2ep/s)/ log 2⌉. If the SRE(s2, c0) condition holds then the WRE(s, c0) condition holds,
and ϑ(s, c0) ≥ θ(s2, c0).
Proof. If δ ∈ CWRE(s, c0), then
(1 + c0)

 s∑
j=1
λ2j


1/2
|δ|2 ≥ |δ|∗ =
p∑
j=1
λjδ
♯
j ≥ λp
p∑
j=1
δ♯j = λp|δ|1.
This, together with (2.5) and (2.7) imply |δ|1 ≤ (1 + c0)
√
s log(2ep/s)/ log 2|δ|2. Thus, δ ∈
CSRE(s2, c0).
Proposition 8.2 implies that, under the same assumptions as discussed in Subsection 8.1, for
large classes of random matrices with i.i.d. rows, conditionWRE(s, c0) holds with high probability
whenever s log2(ep/s) ≤ cn where c > 0 is a constant.This inequality on s, p and n differs from
(8.2) only in an extra logarithmic factor. Moreover, the next theorem shows that this extra factor
is not necessary if the row vectors of X are sub-gaussian.
Theorem 8.3. There exist absolute constants C,C′ > 0 such that the following holds. Let c0, κ > 0
and let s ∈ {1, . . . , p}. Let x1, . . . ,xn be i.i.d. copies of a mean zero random variable x valued in Rp
with covariance matrix Σ = E[xxT ] = (Σij)1≤i,j≤p. Let L ≥ 1 and assume that x is L-subgaussian
in the sense that
E exp
(
δTx
)
≤ exp
(
L2|Σ1/2δ|22
2
)
, ∀δ ∈ Rp. (8.3)
Assume that the covariance matrix Σ satisfies
max
j=1,...,p
Σjj ≤ 1
2
, min
δ∈CWRE(s,c0):δ 6=0
|Σ1/2δ|2
|δ|2 ≥ κ. (8.4)
Let X be the random matrix in Rn×p with row vectors x1, . . . ,xn. If
n ≥ CL
4(1 + c0)
2
κ2
s log(2ep/s) (8.5)
then, with probability at least 1− 3 exp(−C′n/L4) we have
max
j=1,...,p
‖Xej‖2n ≤ 1, inf
δ∈CWRE(s,c0):δ 6=0
‖Xδ‖n
|δ|2 ≥
κ√
2
. (8.6)
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9. Extension to sub-gaussian noise
The goal of this section is to show that all results of the present paper extend to subgaussian
noise. This is due to the following analog of Theorem 4.1.
Theorem 9.1. Let δ0 ∈ (0, 1). Assume that the components of ξ = (ξ1, . . . , ξn) are independent,
with zero mean, and subgaussian in the sense that, for some σ > 0,
E exp(ξ2i /σ
2) ≤ e, i = 1, . . . , n. (9.1)
Let X ∈ Rn×p be any matrix such that maxj=1,...,p ‖Xej‖n ≤ 1. Then, with probability at least
1− δ0 we have, for all u ∈ Rp,
1
n
ξTXu ≤ 40σmax

 p∑
j=1
u♯j
√
log(2p/j)
n
, ‖Xu‖n
√
π/2 +
√
2 log(1/δ0)√
n

 .
Theorem 9.1 implies that 1nξ
T
Xu ≤ max (H¯(u), G¯(u)) with probability at least 1− δ0, where
H¯(·) and G¯(·) have the same form as H(·) and G(·) up to numerical constants.Thus, under the
sub-gaussian assumption of Theorem 9.1, all results of Sections 4 – 6 remain valid up to differences
in the numerical constants.
The proof of Theorem 9.1 relies on the following deviation inequality, which is proved in Ap-
pendix H using symmetrization and contraction arguments.
Proposition 9.2. Assume that the components of ξ are independent, with zero mean, and satisfy
(9.1). Let U ⊆ {u ∈ Rn : |u|2 ≤ 1} be a subset of the unit ball. For any x > 0, with probability at
least 1− exp(−x) we have
sup
u∈U
ξTu ≤ 8σE
[
sup
u∈U
zTu
]
+ 8σ
√
2x ≤ 8σMed
[
sup
u∈U
zTu
]
+ 8σ(
√
π/2 +
√
2x), (9.2)
where z is a standard normal N (0, In×n) random vector.
Appendix A: Preliminaries for the proofs
Lemma A.1. Let s ∈ {1, . . . , p} and τ ∈ [0, 1]. For any two β, βˆ ∈ Rp such that |β|0 ≤ s we have
τ |u|∗ + |β|∗ − |βˆ|∗ ≤ (1 + τ)

 s∑
j=1
λ2j


1/2
|u|2 − (1− τ)
p∑
j=s+1
λju
♯
j , (A.1)
where u = βˆ−β = (u1, . . . , up) and (u♯1, . . . , u♯p) is a non-increasing rearrangement of (|u1|, . . . , |up|).
If λ1 = · · · = λp = λ for some λ > 0, then | · |∗ = λ| · |1 and (A.1) yields
τλ|u|1 + λ|β|1 − λ|βˆ|1 ≤ (1 + τ)λ
√
s|u|2 − (1− τ)λ
p∑
j=s+1
u♯j. (A.2)
Proof. Let φ be any permutation of {1, . . . , p} such that
|β|∗ =
s∑
j=1
λj |βφ(j)| and |uφ(s+1)| ≥ |uφ(s+2)| ≥ · · · ≥ |uφ(p)|. (A.3)
By (2.3) applied to |βˆ|∗, we have
|β|∗ − |βˆ|∗ ≤
s∑
j=1
λj
(
|βφ(j)| − |βˆφ(j)|
)
−
p∑
j=s+1
λj |βˆφ(j)|,
≤
s∑
j=1
λj |uφ(j)| −
p∑
j=s+1
λj |βˆφ(j)| =
s∑
j=1
λj |uφ(j)| −
p∑
j=s+1
λj |uφ(j)|,
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since uφ(j) = βˆφ(j) − βφ(j) for j = 1, . . . , s and uφ(j) = βˆφ(j) for all j > s. Since the sequence λj is
non-increasing we have
∑s
j=1 λj |uφ(j)| ≤
∑s
j=1 λju
♯
j . Next, the fact that permutation φ satisfies
(A.3) implies
∑p
j=s+1 λju
♯
j ≤
∑p
j=s+1 λj |uφ(j)|. Finally,
∑s
j=1 λju
♯
j ≤ (
∑s
j=1 λ
2
j )
1/2|u|2 by the
Cauchy-Schwarz inequality.
Lemma A.2. Let h : Rp → R be a convex function, let f , ξ ∈ Rn, y = f + ξ and let X be any
n × p matrix. If βˆ is a solution of the minimization problem minβ∈Rp
(‖Xβ − y‖2n + h(β)), then
βˆ satisfies for all β ∈ Rp
‖Xβˆ − f‖2n − ‖Xβ − f‖2n ≤
2
n
ξTX(βˆ − β) + h(β)− h(βˆ)− ‖X(βˆ − β)‖2n. (A.4)
Proof. Define the functions f and g by the relations g(β) = ‖Xβ − y‖2n, and f(β) = g(β) + h(β)
for all β ∈ Rp. Since f is convex and βˆ is a minimizer of f , it follows that 0 belongs to the sub-
differential of f at βˆ. By the Moreau-Rockafellar theorem, there exists v in the sub-differential of
h at βˆ such that 0 = ∇g(βˆ) + v. Here, ∇g(βˆ) = 2nXT (Xβˆ − y). Using these remarks and some
algebra we obtain
‖Xβˆ − f‖2n − ‖Xβ − f‖2n =
2
n
(βˆ − β)TXT (Xβˆ − f)− ‖X(βˆ − β)‖2n
=
2
n
(βˆ − β)TXT (Xβˆ − f)− ‖X(βˆ − β)‖2n + (β − βˆ)T (∇g(βˆ) + v),
=
2
n
ξTX(βˆ − β)− ‖X(βˆ − β)‖2n + (β − βˆ)Tv.
To complete the proof, notice that by definition of the subdifferential of h at βˆ, we have (β−βˆ)Tv ≤
h(β)− h(βˆ).
Lemma A.3. Let z ∼ N (0, Ip×p), and let f : Rp → R be a 1-Lipschitz function, that is, |f(u)−
f(u′)| ≤ |u− u′|2 for any u,u′ ∈ Rp. Then, |Med[f(z)]− E[f(z)]| ≤
√
π/2.
This lemma is proved in the discussion after equation (1.6) in [17, page 21].
Appendix B: Proofs for the Lasso estimator
Proof of Theorem 4.2. Using inequality (A.4) with h(·) = 2λ| · |1 we get that, almost surely, for
all β ∈ Rp and all f ∈ Rn,
2τλ|βˆ − β|1 + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n − ‖X(βˆ − β)‖2n +△∗ (B.1)
where
△∗ , 2τλ|βˆ − β|1 + 2
n
ξTX(βˆ − β) + 2λ|β|1 − 2λ|βˆ|1.
Let u = βˆ − β and assume that |β|0 ≤ s. Define
H˜(u) ,
(4 +
√
2)σ√
n

|u|2

 s∑
j=1
log(2p/j)


1/2
+
p∑
j=s+1
u♯j
√
log(2p/j)

 . (B.2)
Using the Cauchy-Schwarz inequality, it is easy to see that
H(u) ≤ H˜(u) ≤ γλ

√s|u|2 + p∑
j=s+1
u♯j

 , F (u), ∀u ∈ Rp, (B.3)
where H(·) is defined in (2.8), and the last inequality follows from (2.7) and (4.5).
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On the event (4.1), using (B.3) and Lemma A.1 we obtain
△∗ ≤ 2λ
(
τ |βˆ − β|1 + |β|1 − |βˆ|1
)
+ 2max(H(u), G(u)),
≤ 2λ

(1 + τ)√s|u|2 − (1− τ) p∑
j=s+1
u♯j

+ 2max(F (u), G(u)).
By definition of δ(λ), we have
G(u) = λ
√
sγ
√
log(1/δ0)/(s log(1/δ(λ)))‖Xu‖n.
We now consider the following two cases.
(i) Case G(u) > F (u). Then,
|u|2 ≤
√
log(1/δ0)
s log(1/δ(λ))
‖Xu‖n. (B.4)
Thus
△∗ ≤ 2λ(1 + τ)√s|u|2 + 2G(u),
≤ 2λ√s(1 + τ + γ)
√
log(1/δ0)
s log(1/δ(λ))
‖Xu‖n,
≤ λ2s(1 + τ + γ)2 log(1/δ0)
s log(1/δ(λ))
+ ‖Xu‖2n. (B.5)
(ii) Case G(u) ≤ F (u). In this case, we get
△∗ ≤ 2λ

(1 + γ + τ)√s|u|2 − (1− γ − τ) p∑
j=s+1
u♯j

 , △.
If △ > 0, then u belongs to the cone CSRE(s, c0) and we can use the SRE(s, c0) condition,
which yields |u|2 ≤ ‖Xu‖n/θ(s, c0). Therefore,
△∗ ≤ △ ≤ 2(1 + γ + τ)λ
√
s
θ(s, c0)
‖Xu‖n ≤
(
(1 + γ + τ)λ
√
s
θ(s, c0)
)2
+ ‖Xu‖2n. (B.6)
If △ ≤ 0, then (B.6) holds trivially.
Combining (B.5) and (B.6) with (B.1) completes the proof of (4.6).
Let now f = Xβ∗ for some β∗ ∈ Rp with |β∗|0 ≤ s. Then, (4.6) with β = β∗ implies
2τ |βˆ − β∗|1 ≤ Cγ,τ (s, λ, δ0)λs. (B.7)
Next, we show that
|βˆ − β∗|2 ≤ Cγ,0(s, λ, δ0)
1 + γ
λ
√
s
θ2(s, 1+γ1−γ )
. (B.8)
To prove (B.8), we take τ = 0, and consider the cases (i) and (ii) as above with u = βˆ − β∗.
• If G(u) > F (u), then from (B.1) and (B.5) with τ = 0 and β = β∗ we get
‖X(βˆ − β∗)‖2n ≤ λ2(1 + γ)2
log(1/δ0)
log(1/δ(λ))
.
This and (B.4) imply
|βˆ − β∗|2 ≤ (1 + γ)λ
√
s
(
log(1/δ0)
s log(1/δ(λ))
)
. (B.9)
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• If G(u) ≤ F (u), then it follows from (B.1) with β = β∗ that △∗ ≥ 0 almost surely, and
thus △ ≥ △∗ ≥ 0. Hence, u = βˆ−β∗ ∈ CSRE(s, 1+γ1−γ ). Thus, we can apply the SRE(s, 1+γ1−γ )
condition, which yields
|βˆ − β∗|2 ≤ ‖Xu‖n
θ(s, 1+γ1−γ )
≤ (1 + γ)λ
√
s
θ2(s, 1+γ1−γ )
(B.10)
where the second inequality is due to the combination of (B.1) and (B.6) with β = β∗,
τ = 0.
Putting together (B.9) and (B.10) proves (B.8). To conclude, it is enough to notice that θ2(s, 1+γ1−γ ) ≥
θ2(s, c0) and then to bound |βˆ − β∗|q from above using (B.7), (B.8) and the norm interpolation
inequality |βˆ − β∗|q ≤ |βˆ − β∗|2/q−11 |βˆ − β∗|2−2/q2 .
Proof of Corollary 4.4. Let γ = 1/2, τ = 1/4, and let δ∗0 be defined in (4.10). Set
Z ,
16 log(2ep/s)
49λ2
sup
β∈Rp:|β|0≤s
(
λ
2
|βˆ − β|1 + ‖Xβˆ − f‖2n − ‖Xβ − f‖2n
)
.
For all δ0 ∈ (0, δ∗0 ], by Theorem 4.2 we have Z ≤ log(1/δ0) with probability at least 1− δ0/2. That
is, P(Z > t) ≤ e−t2 for all t ≥ T , log(1/δ∗0) = s log(2ep/s)θ2(s,7) . By integration,
E[Z] ≤
∫ ∞
0
P(Z > t)dt ≤ T +
∫ ∞
T
e−t
2
dt ≤ T + 1
2
,
which yields
E sup
β∈Rp:|β|0≤s
(
λ
2
|βˆ − β|1 + ‖Xβˆ − f‖2n − ‖Xβ − f‖2n
)
≤ 49
16
(
λ2s
θ2(s, 7)
+
λ2s
2s log(2ep/s)
)
≤ 49
16
(
λ2s
θ2(s, 7)
+
λ2s
2 log(2ep)
)
.
This completes the proof of (4.13).
Let now f = Xβ∗ for some β∗ ∈ Rp with |β∗|0 ≤ s. For all t ≥ T = log(2/δ∗0), by Theorem 4.2
we have
Zq ,
8s log(2ep/s)
49λs1/q
|βˆ − β∗|q ≤ t
with probability at least 1− e−t2 . To prove (4.14), it remains to note that
E[Zqq ] =
∫ ∞
0
qtq−1 P(Zq > t)dt ≤
∫ T
0
qtq−1dt+
∫ ∞
T
qtq−1e−t
2
dt ≤ T q+ q
2
Γ(q) ≤ T q + 1.
Appendix C: Lasso with adaptive choice of λ
Proof of Theorem 5.1. In this proof, we set for brevity P = Pβ∗ . Fix s ∈ [1, s∗] and assume that
β∗ ∈ B0(s). If s < bM , let m0 be the index such that bm0 is the minimal element greater than s
in the collection {bm,m = 2, . . . ,M}. Then, bm0−1 ≤ s < bm0 . If s ∈ [bM , s∗], set m0 = M . For
any a > 0 we have
P
(
d(β˜,β∗) ≥ a
)
≤ P
(
d(β˜,β∗) ≥ a, mˆ ≤ m0
)
+ P (mˆ ≥ m0 + 1) . (C.1)
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On the event {mˆ ≤ m0} we have
d(βˆbmˆ , βˆbm0 ) ≤
m0∑
k=mˆ+1
d(βˆbk , βˆbk−1) ≤ 2C0σ
m0∑
k=mˆ+1
√
bk log(2ep/bk)
n
(C.2)
≤ 2C0σ
m0∑
k=2
√
bk log(2ep/bk)
n
≤ c′C0σ
√
bm0 log(2ep/bm0)
n
(C.3)
where c′ > 2 is an absolute constant. We deduce that, on the event {mˆ ≤ m0},
d(β˜,β∗) ≤ d(βˆbmˆ , βˆbm0 ) + d(βˆm0 ,β
∗) ≤ c′w(bm0) + d(βˆm0 ,β∗) . (C.4)
The following two cases are possible.
(i) Case s < bM . Then, by definition of m0 we have bm0/2 = bm0−1 ≤ s < bm0 . Since the
function w(·) is increasing on [1, p], we easily deduce that
w(bm0)/
√
2 ≤ w(s) ≤ w(bm0).
(ii) Case s ∈ [bM , s∗]. Then, bm0 = bM ≤ s, while s ≤ 2bM . Therefore, in this case bm0 ≤ s <
2bm0, which implies
w(bm0) ≤ w(s) ≤
√
2w(bm0).
In both cases (i) and (ii), we have w(s) ≥ w(bm0)/
√
2. This remark and the fact that (C.4) holds
on the event {mˆ ≤ m0} imply
P
(
d(β˜,β∗) ≥ √2(√2 + c′)w(s), mˆ ≤ m0
)
≤ P
(
d(β˜,β∗) ≥ (√2 + c′)w(bm0), mˆ ≤ m0
)
≤ P
(
d(βˆm0 ,β
∗) ≥
√
2w(bm0)
)
. (C.5)
Next, in both cases (i) and (ii), we have s ≤ 2bm0, which implies that β∗ ∈ B0(2bm0). Using this
fact together with (C.5) and (5.4) we obtain
sup
β∗∈B0(s)
P
(
d(β˜,β∗) ≥
√
2(
√
2 + c′)w(s), mˆ ≤ m0
)
≤ sup
β∗∈B0(2bm0 )
P
(
d(βˆm0 ,β
∗) ≥ √2w(bm0)
)
≤
(
2bm0
p
)2bm0
≤
(
2s
p
)2s
(C.6)
where we have used that the function b 7→ (b/p)b is decreasing on the interval [1, p/e] and, in both
cases (i) and (ii), 2bm0 ≤ 2s∗ ≤ p/e.
We now estimate the probability P (mˆ ≥ m0 + 1). We have
P (mˆ ≥ m0 + 1) ≤
M∑
m=m0+1
P (mˆ = m) .
Now, from the definition of mˆ we obtain
P (mˆ = m) ≤
M∑
k=m
P
(
d(βˆbk , βˆbk−1) > 2w(bk)
)
≤
M∑
k=m
P
(
d(βˆbk ,β
∗) > w(bk)
)
+
M∑
k=m
P
(
d(βˆbk−1 ,β
∗) > w(bk)
)
≤ 2
M∑
k=m−1
P
(
d(βˆbk ,β
∗) > w(bk)
)
, 2
M∑
k=m−1
ak,
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where we have used that bk > bk−1 and the monotonicity of w(·). Thus,
P (mˆ ≥ m0 + 1) ≤ 2
M∑
m=m0+1
M∑
k=m−1
ak (C.7)
The double sum in (C.7) is non-zero only if m0 < M . This implies that s < bm0 , and hence
β∗ ∈ B0(bm0) ⊂ B0(bk) for all k ≥ m0. Therefore, using (5.2) we obtain
sup
β∗∈B0(s)
P (mˆ ≥ m0 + 1) ≤ 2
M∑
m=m0+1
M∑
k=m−1
sup
β∗∈B0(bk)
ak ≤ 2M2 max
k≥m0
(
bk
p
)bk
. (C.8)
Recall that M ≤ log2(2p). Note also that the function b 7→
(
b
p
)b
is decreasing on the interval
[1, p/e], while bj ≤ s∗ for all j and s∗ ≤ p/e by assumption. Finally, in both cases (i) and (ii),
bm0 ≤ 2s. Using these remarks we get
sup
β∗∈B0(s)
P (mˆ ≥ m0 + 1) ≤ 2M2
(
bm0
p
)bm0
≤ 2(log2(p))2
(
2s
p
)2s
. (C.9)
Combining this bound with (C.6) and (C.1) where we set a =
√
2(
√
2 + c′)w(s) proves (5.7).
Finally, inequality (5.8) follows from (C.9) and the relations {sˆ ≤ s} = {bmˆ−1 ≤ s} = {bmˆ/2 ≤
s} ⊇ {bmˆ ≤ bm0} = {mˆ ≤ m0}.Proof of Theorem 5.2. The constant C0 in Theorem 5.2 is chosen to satisfy C0 =
√
2C′0. Thus,
inequalities (5.9) and (5.10) imply the inequalities of the same form as (5.2) and (5.4). Note that
w(b) = C0σb
1/q
√
log(2ep/b)
n is increasing in b for b ∈ [1, p]. Note also that (C.2) remains valid
if we replace there the expressions of the form
√
b log(2ep/b) by b1/q
√
log(2ep/b). Using these
remarks, we obtain the result of Theorem 5.2 by repeating, with minor modifications, the proof
of Theorem 5.1 if we set d(β,β′) = |β − β′|q, ∀β,β′ ∈ Rp, and replace the references (5.2) and
(5.4) with (5.9) and (5.10), respectively. We omit further details.
Appendix D: Proofs for the Slope estimator
Proof of Theorem 6.1. By (A.4) with h(·) = 2| · |∗, we have that almost surely, for all β ∈ Rp and
all f ∈ Rn,
2τ |βˆ − β|∗ + ‖Xβˆ − f‖2n ≤ ‖Xβ − f‖2n − ‖X(βˆ − β)‖2n +△∗ (D.1)
where △∗ , 2τ |βˆ−β|∗+ 2nξTX(βˆ−β)+2|β|∗−2|βˆ|∗. Let u = βˆ−β. Now consider the event (4.1)
and the quantities H(u) and G(u) defined in (2.8). On the event (4.1), using (B.3) and Lemma
A.1 we obtain
△∗ ≤ 2
(
τ |βˆ − β|∗ + |β|∗ − |βˆ|∗
)
+ 2max(H(u), G(u)),
≤ 2

(1 + τ)|u|2Λ(s)− (1− τ) p∑
j=s+1
λju
♯
j

+ 2max(H˜(u), G(u)),
where H˜(·) is defined in (B.2) and Λ(s) = (∑sj=1 λ2j)1/2. We now consider the following two cases.
(i) Case H˜(u) ≤ G(u). In this case, the definition of H˜ (cf. (B.2)), implies
|u|2 ≤ G(u)
(4 +
√
2)(
∑s
j=1 log(2p/j))
1/2
≤ ‖Xu‖n
√
log(1/δ0)
s log(2p/s)
. (D.2)
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where we used (2.7) for the second inequality. As the weights (2.5) and the constant A
satisfies (6.1), by (2.7) we also have G(u) ≤ γΛ(s)√log(1/δ0)/(s log(2p/s))‖Xu‖n. Using
(D.2) we obtain
△∗ ≤ 2(1 + τ)Λ(s)|u|2 + 2G(u)
≤ 2(1 + γ + τ)Λ(s)
√
log(1/δ0)/(s log(2p/s))‖Xu‖n,
≤ (1 + γ + τ)2Λ2(s)
(
log(1/δ0)
s log(2p/s)
)
+ ‖Xu‖2n. (D.3)
(ii) Case H˜(u) > G(u). In this case,
△∗ ≤ 2(1 + γ + τ)|u|2Λ(s)− 2(1− γ − τ)
p∑
j=s+1
λju
♯
j , △.
If △ ≤ 0 then (6.2) holds trivially in view of (D.1). If △ > 0, then u belongs to the cone
CWRE(s, c0), and we can use the WRE(s, c0) condition, which yields
△∗ ≤ △ ≤ 2(1 + γ + τ)Λ(s)|u|2 ≤ 2(1 + γ + τ)Λ(s)‖Xu‖n
ϑ(s, c0)
≤ (1 + γ + τ)
2Λ2(s)
ϑ2(s, c0)
+ ‖Xu‖2n. (D.4)
Combining the last inequality with (D.3) and (D.1) completes the proof of (6.2).
Let now f = Xβ∗ for some β∗ ∈ Rp with |β∗|0 ≤ s. Then, (D.1) implies that △∗ ≥ 0 almost
surely. The estimation bound (6.3) is a direct consequence of (6.2). To prove (6.4), we set in what
follows u = βˆ − β∗, τ = 0 so that c0 = 1+γ1−γ and consider the same two cases as above.
• If H˜(u) ≤ G(u), then (D.2) holds. Combining this bound with (D.1) – (D.3) we conclude
that (6.4) is satisfied in this case.
• If H˜(u) > G(u), then △ ≥ △∗. It follows from (D.1) with β = β∗ that △∗ ≥ 2‖Xu‖2n. Thus,
△ ≥ 0. Therefore, u belongs to the cone CWRE(s, 1+γ1−γ ), and we can apply the WRE(s, 1+γ1−γ )
condition, which yields |u|2 ≤ ‖Xu‖n/ϑ(s, 1+γ1−γ ). Combining this bound with the inequality
2‖Xu‖2n ≤ △ and (D.4) we obtain that (6.4) is satisfied.
Appendix E: Bound on the stochastic error
Here, we prove Theorem 4.1. The proof is based on a sequence of propositions.
Proposition E.1. Let g1, . . . , gp be zero-mean Gaussian random variables with variance at most
σ2. Denote by (g♯1, . . . , g
♯
p) be a non-increasing rearrangement of (|g1|, . . . , |gp|). Then
P

 1
sσ2
s∑
j=1
(g♯j)
2 > t log
(2p
s
) ≤ (2p
s
)1− 3t8
for all t > 0 and s ∈ {1, . . . , p}.
Proof. By Jensen’s inequality we have
E exp

 3
8sσ2
s∑
j=1
(g♯j)
2

 ≤ 1
s
s∑
j=1
E exp
(
3(g♯j)
2
8σ2
)
≤ 1
s
p∑
j=1
E exp
(
3g2j
8σ2
)
≤ 2p
s
(E.1)
where we have used the fact that E[exp(3η2/8)] = 2 when η ∼ N (0, 1). The Chernoff bound
completes the proof.
imsart-generic ver. 2014/10/16 file: slope-lasso-revision.tex date: May 26, 2017
Bellec, Lecue´ and Tsybakov/Slope meets Lasso 24
Proposition E.2. Under the assumptions of Proposition E.1,
P
(
max
j=1,...,p
g♯j
σ
√
log(2p/j)
≤ 4
)
≥ 1
2
. (E.2)
Proof. Proposition E.1 with t = 16/3, and the inequality (g♯j)
2 ≤ 1j
∑j
k=1(g
♯
k)
2 imply
P
(
(g♯j)
2 ≤ 16σ
2
3
log(2p/j)
)
≥ 1− j
2p
, j = 1, . . . , p. (E.3)
Let q ≥ 0 be the integer such that 2q ≤ p < 2q+1. Applying (E.3) to j = 2l for l = 0, . . . , q − 1,
and using the union bound, we obtain that the event
Ω0 ,
{
max
l=0,...,q−1
g♯
2l
√
3
4σ
√
log(2p/2l)
≤ 1
}
satisfies P(Ω0) ≥ 1 −
∑q−1
l=0
2l
2p = 1 − 2
q−1
2p ≥ 1/2. For any j < 2q, there exists l ∈ {0, . . . , q − 1}
such that 2l ≤ j < 2l+1 and thus, on the event Ω0,
g♯j ≤ g♯2l ≤
4σ√
3
√
log(2p/2l) ≤ 4σ√
3
√
log(4p/j) ≤ 4σ
√
log(2p/j), ∀ j < 2q.
Next, for 2q ≤ j ≤ p we have
g♯j ≤ g♯2q−1 ≤
4σ√
3
√
log(2p/2q−1) <
4σ√
3
√
log(8p/j) ≤ 4σ
√
log(2p/j).
Thus, on the event Ω0 we have g
♯
j ≤ 4σ
√
log(2p/j) for all j = 1, . . . , p.
A function N : Rp → [0,∞) will be called positive homogeneous if N(au) = aN(u) for all
a ≥ 0,u ∈ Rp and N(u) > 0 for u 6= 0.
Proposition E.3. Let δ0 ∈ (0, 1). Assume that ξ ∼ N (0, σ2In×n). Let N : Rp → [0,+∞) be a
positive homogeneous function. Assume that the event
Ω4 ,
{
sup
v∈Rp:N(v)≤1
1
n
ξTXv ≤ 4
}
satisfies P(Ω4) ≥ 1/2. Then for all δ0 ∈ (0, 1) we have
P
(
∀u ∈ Rp : 1
n
ξTXu ≤ (4 +
√
2)max
(
N(u), ‖Xu‖nσ
√
log(1/δ0)
n
))
≥ 1− δ0/2.
Proof. By homogeneity, it is enough to consider only u ∈ Rp such that max (N(u), ‖Xu‖n/L) = 1
where L , (n/(σ2 log(1/δ0)))
1/2. Define T ⊂ Rp and f : Rn → R by
T ,
{
u ∈ Rp : max
(
N(u),
1
L
‖Xu‖n
)
≤ 1
}
, f(v) , sup
u∈T
1
n
(σv)TXu (E.4)
for all v ∈ Rn. Then, f is a Lipschitz function with Lipschitz constant σL/√n. Thus, by [17,
Inequality (1.4)], we have with probability at least 1− δ0/2,
sup
u∈T
1
n
ξTXu ≤ Med
[
sup
u∈T
1
n
ξTXu
]
+ σL
√
2 log(1/δ0)
n
≤ Med
[
sup
u∈Rp:N(v)≤1
1
n
ξTXu
]
+ σL
√
2 log(1/δ0)
n
≤ 4 + σL
√
2 log(1/δ0)
n
= 4 +
√
2,
where we used the fact that P(Ω4) ≥ 1/2 to bound from above the median.
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Proof of Theorem 4.1. Set
N(u) =
p∑
j=1
u♯jσ
√
log(2p/j)
n
. (E.5)
Then, using that gj =
1√
n
ξTXej for all j = 1, ..., p we have
sup
u∈Rp:N(u)≤1
1
n
ξTXu ≤ sup
u∈Rp:N(u)≤1
p∑
j=1
u♯jσ
√
log(2p/j)
n
g♯j
σ
√
log(2p/j)
≤ max
j=1,...,p
g♯j
σ
√
log(2p/j)
.
(E.6)
By Proposition E.2, we have P(Ω4) ≥ 1/2, where Ω4 is the event introduced in Proposition E.3.
Therefore, Theorem 4.1 follows immediately from Proposition E.3.
Appendix F: Tools for lower bounds
Lemma F.1. For any integers p ≥ 2, n ≥ 1, s ∈ [1, p/2], and any matrix X ∈ Rn×p, there exists
a subset Ω of the set
{
1, 0,−1}pwith the following properties:
|ω|0 = s, and ‖Xω‖2n ≤ θ¯2max(X, 1)s, ∀ω ∈ Ω,
log(|Ω|) ≥ c˜s log
(ep
s
)
where c˜ > 0 is an absolute constant, and
|ω − ω′|q ≥ (s/4)1/q, ∀ 1 ≤ q ≤ ∞,
for any two distinct elements ω and ω′of Ω.
The proof of this lemma is omitted since it closely follows the argument in [26, p.79–80].
Appendix G: Random design matrices
Proof of Theorem 8.3. In this proof, we denote by Ci absolute positive constants. Using (3.2), the
second inequality in (8.4), and (2.7) we get the inclusion CWRE(s, c0)∩{v ∈ Rp : |Σ1/2v|2 = 1} ⊂ T
where
T ,

v ∈ Rp :
p∑
j=1
v♯j
√
log(2p/j) ≤ r, |Σ1/2v|2 = 1

 and r = 1 + c0κ
√
s log(2ep/s). (G.1)
It follows from [10, 27, 20] (cf., for instance, Theorem 1.12 in [20]) that for all u > 0, with
probability at least 1− 2 exp(−C2min(u2, u√n)),
sup
v∈T
∣∣∣∣∣ 1n
n∑
i=1
(vTxi)
2 − E [(vTx)2]
∣∣∣∣∣ ≤ C1
(
Lγ√
n
+
γ2
n
+
uL2√
n
)
, (G.2)
where γ = E[supv∈T Gv] and (Gv)v∈T is a centered Gaussian process indexed by T with covariance
structure given by E[GvGu] = v
TΣu for all u,v ∈ T . For instance, one can take Gv = v⊤Σ1/2z
for v ∈ T , where z ∼ N (0, Ip×p). Then, γ = E supv∈T v⊤Σ1/2z.
By (G.2), if we take u =
√
n/(4C1L
2) and if the number of observations n satisfies n ≥
64(C1 ∨ C21 )L2γ2, then with probability at least 1− 2 exp(−C3n/L4),
1
2
≤ 1
n
n∑
i=1
(vTxi)
2 ≤ 3
2
, ∀v ∈ T.
Next, we evaluate the Gaussian mean width γ = E supv∈T v
⊤Σ1/2z.
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Lemma G.1. Let T be as in (G.1), with arbitrary r > 0. Let z ∼ N (0, Ip×p) and let Σ ∈ Rp×p
be a positive semi-definite matrix with maxj=1,...,pΣjj ≤ 1. Then,
E sup
v∈T
v⊤Σ1/2z ≤ 4r +
√
π/2.
Proof. In this proof, we set gj = z
TΣ1/2ej , j = 1, . . . , p. As Σjj ≤ 1, the variance of gj is at most
1. By Proposition E.2, the event
Ω0 ,
{
max
j=1,...,p
g♯j√
log(2p/j)
≤ 4
}
has probability at least 1/2. On the event Ω0, for all v ∈ T we have
vTΣ1/2z =
p∑
j=1
gjvj ≤
p∑
j=1
g♯jv
♯
j ≤ 4
p∑
j=1
v♯j
√
log(2p/j) ≤ 4r.
Set f(z) , supv∈T (v
TΣ1/2z). We have f(z) ≤ 4r with probability at least 1/2 and thus Med[f(z)] ≤
4r. Furthermore, since the constraint |Σ1/2v|2 = 1 is satisfied for any v ∈ T , the function f(·) is
1-Lipschitz. Therefore, by Lemma A.3, |Med[f(z)]− E[f(z)]| ≤√π/2.
It follows from Lemma G.1 and (G.2) that if n ≥ C4L2r2 then with probability at least 1 −
2 exp(−C5n/L4), we have (1/2) ≤ ‖Xv‖2n ≤ 3/2 for any v ∈ T . By rescaling, for any v ∈
CWRE(s, c0) we obtain ‖Xv‖2n ≥ (1/2)|Σ1/2v|22 ≥ (κ2/2)|v|22. This proves that the second inequality
in (8.6) is satisfied if n ≥ C4L2r2.
We now prove the first inequality in (8.6). Let j ∈ {1, . . . , p} and note that Xej is a vector
in Rn with i.i.d. subgaussian coordinates since for all i = 1, . . . , n and all t ≥ 0, E exp(txTi ej) ≤
exp(t2L2Σjj/2). Hence, ‖Xej‖2n−Σjj is a sum of independent zero-mean sub-exponential variables.
It follows from Bernstein’s inequality that for u = 1/L2, with probability at least 1−exp(−C6nu2),
‖Xej‖2n ≤ Σjj + uL2Σjj ≤ 1
when Σjj ≤ 1/2. By the union bound, the condition maxj=1,...,p ‖Xej‖n ≤ 1 holds with probability
at least 1− pe−C6n/L4 ≥ 1− e−C6n/(2L4) if n ≥ (2L4/C6) log p.
In conclusion, both inequalities in (8.6) are satisfied if
n ≥ C9(1 + c0)
2L2
κ2
s log
(2ep
s
)
+
2L4 log p
C6
.
Since κ2 ≤ 1, L ≥ 1, and s log(2ep/s) ≥ log p the inequality in the last display is satisfied if (8.5)
holds for some large enough absolute constant C > 0.
Appendix H: Subgaussian noise
To prove Proposition 9.2, we need the following lemma.
Lemma H.1. Let σ > 0, z ∼ N (0, 1), and let ξi be a random variable satisfying (9.1). Then
P(|ξi| > t) ≤ 4 P(σ|z| > t), ∀ t ≥ 0.
Proof. By homogeneity, it is enough to consider σ = 1. From a standard lower bound on the
Gaussian tail probability, cf. [2, Formula 7.1.13], we get
P(|z| > t) ≥ 4 exp(−t
2/2)√
2π(t+
√
4 + t2)
≥ e
1−t2
4
, ∀t ≥ 0,
while if ξi satisfies (9.1) with σ = 1, a Chernoff bound yields that P(|ξi| > t) ≤ exp(1 − t2).
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Proof of Proposition 9.2. Let η > 0. Let (ε1, . . . , εn) be a vector of i.i.d. Rademacher variables
independent of ξ. The symmetrization inequality, cf., e.g. [12, Theorem 2.1], yields
E exp
(
η sup
u∈U
n∑
i=1
ξiui
)
≤ E exp
(
η sup
u∈U
n∑
i=1
2εiξiui
)
.
By Lemma H.1, we have P(|εiξi| > t) ≤ K P(σ|zi| > t) for K = 4 and for i = 1, . . . , n. It follows
from the contraction inequality as stated in [17, Lemma 4.6] that
E exp
(
η sup
u∈U
n∑
i=1
2εiξiui
)
≤ E exp
(
2ηKσ sup
u∈U
zTu
)
.
Since U is a subset of the unit sphere, the function f : z → supu∈U zTu is 1-Lipschitz. Thus, by
[6, Theorem 5.5], the right hand side of the previous display is bounded from above by
exp
(
2ηKσE
[
sup
u∈U
zTu
]
+ 2η2K2σ2
)
.
Furthermore, by Lemma A.3, |Med[f(z)]−Ef(z)]| ≤√π/2. A Chernoff argument completes the
proof.
Proof of Theorem 9.1. Let N(·) be defined in (E.5) and let z be a standard normal N (0, In×n)
random vector. It follows from (E.6) and Proposition E.2 that
Med
[
sup
u∈Rp:N(u)≤1
1
n
(σz)TXu
]
≤ 4. (H.1)
Let T ⊂ Rp be defined in (E.4) with L = √n/(σ(√π/2 +√2 log(1/δ0))). Using Proposition 9.2
and then (H.1) we obtain that, with probability at least 1− δ0,
sup
u∈T
1
n
ξTXu ≤ 8σMed
[
sup
u∈T
1
n
zTXu
]
+
8σL√
n
(√
π/2 +
√
2 log(1/δ0)
)
≤ 32 + 8σL√
n
(
√
π/2 +
√
2 log(1/δ0)) = 40.
Appendix I: Lasso with universal tuning parameter
Proof of Proposition 3.2. Let β ∈ Rp be a minimizer of the right hand side of (3.6) and let T be
the support of β, so that |T | ≤ s. Using inequality (A.4) with h(·) = 2λ| · |1 we get that, almost
surely,
‖Xβˆ − f‖2n − ‖Xβ − f‖2n ≤ (2/n)ξTX(βˆ − β) + 2λ|β|1 − 2λ|βˆ|1 − ‖X(βˆ − β)‖2n. (I.1)
Let u = βˆ − β and define the function f as follows:
f(x) = sup
v∈Rp:‖Xv‖n=1
(
(1/
√
n)xTXv +
√
nλ(|vT |1 − |vT c |1)
)
, x ∈ Rn.
By simple algebra, 2λ|β|1 − 2λ|βˆ|1 ≤ 2λ(|uT |1 − |uT c |1) = ‖Xu‖n2λ(|wT |1 − |wT c |1) where
w = (1/‖Xu‖n)u. Hence the right hand side of (I.1) is bounded from above by
2‖Xu‖nf(ξ)/
√
n− ‖Xu‖2n ≤ f2(ξ)/n.
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Since the function f is 1-Lipschitz, by the Gaussian concentration bound [17, inequality (1.4)] we
have, for all δ ∈ (0, 1),
P
(
f(ξ) ≤ Med[f(ξ)] + σ
√
2 log(1/δ)
)
≥ 1− δ.
To complete the proof, it remains to show that
Med[f(ξ)] ≤ σ
(
1 + ε
κ(s, c0)
√
2s log p+
√
s+ 2.8
)
. (I.2)
Let ΠT ∈ Rn×n be the orthogonal projection onto the linear span of {xj , j ∈ T }, where xj = Xej .
Then almost surely,
f(ξ) = sup
v∈Rp:‖Xv‖n=1
[
(1/
√
n)ξTΠTXv + (1/
√
n)ξT (In×n −ΠT )XvT c +
√
nλ(|vT |1 − |vT c |1)
]
≤ |ΠT ξ|2 + sup
v∈Rp:‖Xv‖n=1
[
(1/
√
n)ξT (In×n −ΠT )XvT c +
√
nλ(|vT |1 − |vT c |1)
]
.
The random variable |ΠT ξ|22/σ2 has a chi-square distribution with at most s degrees of freedom.
Standard bounds on the tails of the chi-square distribution yield that the event Ω1 = {|ΠT ξ|2 ≤
σ(
√
s+
√
2 log(50))} satisfies P(Ω1) ≥ 1−1/50 = 0.98. Let Z = maxj=1,...,p |ξT (In×n−ΠT )xj | and
define Ω2 = {Z ≤ σ
√
2 log p}. The random variable Z is the maximum of 2p centered Gaussian
random variables with variance at most σ2 and thus P(Z > σx) ≤ 2pe−x2/2/(x√2π) for all x > 0.
The choice x =
√
2 log p yields that P(Ω2) ≥ 1 − 1/
√
π log p ≥ 0.5208 for all p ≥ 4. Direct
calculation shows that the same bound on P(Ω2) is true for p ∈ {2, 3}. Combining these remarks
we find that, for all p ≥ 2,
P(Ω1 ∩ Ω2) ≥ 1− P(Ωc1)− P(Ωc2) ≥ 1− 0.02− 0.4792 > 1/2.
Thus, by definition of the median, an upper bound on Med[f(ξ)] is given by an upper bound on
f(ξ) on the event Ω1 ∩Ω2:
Med[f(ξ)] ≤ σ(√s+ 2.8) + sup
v∈Rp:‖Xv‖n=1
[
σ
√
2 log p |vT c |1 +
√
nλ(|vT |1 − |vT c |1)
]
(I.3)
where we have used that
√
2 log(50) ≤ 2.8. Recall that √nλ = (1 + ε)σ√2 log p. Thus, if |vT c |1 >
(1+1/ε)|vT |1, the supremum in (I.3) is negative and (I.2) follows. Finally, if |vT c |1 ≤ (1+1/ε)|vT |1
then, by the definition of the RE constant κ(s, c0), with c0 = 1+1/ε we obtain |vT |1 ≤ √s|vT |2 ≤√
s‖Xv‖n/κ(s, c0). Using this remark to bound the supremum in (I.3) proves (I.2).
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