On the pointwise Lyapunov exponent of holomorphic maps by Weinstein, Israel Or
ar
X
iv
:2
00
8.
09
79
2v
1 
 [m
ath
.D
S]
  2
2 A
ug
 20
20
On the Pointwise Lyapunov Exponent of
Holomorphic Maps
Israel Or Weinstein
Abstract
We prove that for any holomorphic map, and any bounded orbit
which does not accumulate to a singular set nor to an attracting
cycle, its lower Lyapunov exponent is non-negative. The same result
holds for unbounded orbits too, for maps with a bounded singular
set. Furthermore, the orbit may accumulate to infinity or a singular
set, as long as it is slow enough.
1 Introduction
An important characteristic of a chaotic system is its sensitivity to initial
conditions. A quantitative measure of this phenomenon is a positive Lya-
punov exponent of an orbit in a dynamical system. In this paper we study
the Lyapunov exponent of holomorphic dynamical systems: Let f : V → V ′
be a holomorphic map between open sets V ⊆ V ′ ⊆ C. For every initial
point z0 ∈ V , as long as it is well-defined, we call {z0, f(z0), f 2(z0)...} the
orbit of z0 under f and denote zn = f
n(z0). The lower Lyapunov expo-
nent of f at the point z0 is defined by
χ
f
(z0) = lim inf
n→∞
1
n
n−1∑
i=0
log |f ′(zi)|
Any point that belongs to the basin of an attracting cycle has a negative
Lyapunov exponent.
It is known that the existence of singular values has a significant influence
on the complexity of the dynamical system. The most simple, and most
2010 Mathematics Subject Classification: Primary 37F10, 37F15, 37F50.
Key words and phrases : Lyapunov exponent, holomorphic dynamics, covering map,
map of bounded type.
1
2 I. O. Weinstein
broadly studied, holomorphic dynamical systems are those with one singular
value: unicritical polynomial maps z → zd + c and exponential maps z →
aez + c. For these families of maps G. Levin, F. Przytycki and W. Shen [3]
proved that χ
f
(c) ≥ 0. More generally, they proved:
Theorem ([3, Theorem 1.3]). Let f : V → V ′ be a holomorphic map
between open sets V ⊆ V ′ ⊆ C. Assume there is a unique point c ∈ V ′
such that f : V \f−1(c) → V ′\{c} is an unbranched covering map. Assume
the orbit z0 = c, z1 = f(z0), . . . is well-defined and B(zi, δ) ⊆ V ′ for every
i ≥ 0 and some δ > 0. If c does not belong to the basin of an attracting
cycle then χ
f
(c) ≥ 0.
To prove this they used a telescopic-like construction (detailed in Section
2 of the present paper) to estimate the derivatives (fn)′ (z0) as a function of
n and δ. In this paper we further develop the argument of [3, Lemma 2.2] to
get a better estimate for the lower bound of these derivatives. Our estimate
holds even for a map with an arbitrary singular set, under the assumption
that the orbit does not accumulate to this set:
Theorem 1.1. Let f : V → V ′ be a holomorphic map between open sets
V ⊆ V ′ ⊆ C. Let S ⊂ V ′ be a relatively closed set such that f : V \f−1(S)→
V ′\S is an unbranched covering map1. Let z0 ∈ V be a point with a well-
defined orbit z0, z1 = f(z0), . . . such that B(zi, δ) ⊆ V ′\S for every i ≥ 0
and some δ > 0. Assuming that either {zi}∞i=0 or S is bounded, if z0 does
not belong to the basin of an attracting cycle then χ
f
(z0) ≥ 0.
Remark 1.2. In [3, Lemma 2.6] it is also shown that the strict requirement
for a fixed δ > 0 for the entire orbit can be weakened to a less rigid condition:
for a map f with one singular value (c), and z0 ∈ V with a well-defined orbit
that does not belong to the basin of an attracting cycle, if for any α > 0 and
any large enough n, B(zn, e
−αn) ⊆ V ′\{c} then χ
f
(z0) ≥ 0. We derive yet a
weaker condition: for a map f with a bounded singular set (S), if there are
κ > 0, β < 1
2
such that B(zn, κn
−β) ⊆ V ′\S for every n then χ
f
(z0) ≥ 0. In
the general case of an arbitrary singular set, the growth of |zn| should also
be taken into account: it is needed that mini,j≤n
mins∈S∪C\V ′ |zi−s|
|zj | ≥ κn−β for
every n.
Proofs for Theorem 1.1 and Remark 1.2 are provided in Section 3. Before
that, in the next section, we develop the following, more precise, estimate,
which implies Theorem 1.1 for bounded orbits:
1One can always take S=sing(f−1) = {s|s is a critical or asymptotic value of f}.
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Theorem 1.3. Let V , V ′, S and f be as in Theorem 1.1. Let z0 ∈ V and
n ∈ N such that the orbit zi = f i(z0) is well-defined for any 0 ≤ i ≤ n
and z0 does not belong to the basin of an attracting cycle. Define
2 δn =
min
{
1
2
, min0≤i≤n d(zi,S), min0≤i≤n d(zi,C\V ′)
}
, Dn = max0≤i≤n |zi| + 1.
Assume δn > 0, then for every 1 > γ > 0:
|(fn)′(z0)| ≥ ρ−1n exp
[
−Cγ−2ρ2+γn n
4+γ
5
]
where C is an absolute constant, ρn = 4
Dn+Mf
δn
and Mf is a constant
that depends only on f : Mf = infp∈C\V |p| + 1 if V 6= C and Mf =
infP∈Πmaxp∈P |p|+ 1 if V = C where Π is the set of cycles of f .
2 Proof of Theorem 1.3
Let f , zi, δn, Dn etc. be as in Theorem 1.3. Note that ρn = 4
Dn+Mf
δn
with
Dn ≥ 1, Mf ≥ 1 and δn ≤ 12 so ρn ≥ 16.
We use the construction presented in [3]:
Definition 2.1. For every 0 ≤ i ≤ n define 0 < τi ≤ δn to be the maximal
possible radius such that there exists a neighborhood Ui of zi where f
n−i :
Ui → B(zn, τi) is a conformal isomorphism.
One can easily prove that these neighborhoods are well defined, that
(τi)
n
i=0 is non-decreasing, and that for every 0 ≤ i < n with τi < τi+1 there
exists am si ∈ S such that si ∈ ∂f(Ui).
The map fn : U0 → B(zn, τ0) is univalent and thus, by Koebe Quarter
Theorem:
Corollary 2.2.
(2.1) |(fn)′(z0)| ≥ τ0
4d(z0, ∂U0)
Let us bound the denominator. As in [3, Eq. 2.7] we use:
Claim 2.3.
(2.2) Ui 6⊃ B(0,Mf), ∀0 ≤ i ≤ n
Proof. In any case Mf ≥ 1 > 12 ≥ δn so for i = n the disk Un = B(zn, δn)
can not contain the larger disk B(0,Mf). Now assume i < n, for V 6= C
- Mf = infp∈C\V |p| + 1, so B(0,Mf) contains a point p /∈ V ⊇ Ui. For
2Here and below d(◦, ◦) means the (minimal) Euclidean distance in the plane.
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entire map we have defined Mf = infP∈Πmaxp∈P |p|+ 1 where Π is the set
of cycles of f . By theorem of Fatou there are such cycles for every entire
map which is not of the form f(z) = z+ c (where |(fn)′| = 1 so the theorem
holds for maps of this form). Let 1
4
> ǫ > 0 so there is a cycle P ∈ Π with
maxp∈P |p|+1 < Mf+ǫ, if the claim does not hold then Ui ⊃ B(0,Mf ) ) P
so
P = fn−i(P ) ⊂ fn−i(Ui) = B(zn, τi) ⊆ B(zn, δn)
i.e. |zn − p| < δn for every p ∈ P and therefore |zn| < δn + (Mf − 1 +
ǫ). δn ≤ 12 so B(zn, δn) ⊆ B(0,Mf + ǫ). It holds for evey small ǫ so also
B(zn, δn) ⊆ B(0,Mf) which we assumed to be contained in Ui.
fn−i(Ui) = B(zn, τi) $ B(zn, δn) ⊆ B(0,Mf ) ⊂ Ui
which implies by the Schwarz lemma that zi , hence z0, is contained in
the basin of an attracting cycle of f , a contradiction.
Claim 2.3 implies that for every 0 ≤ i ≤ n there is a point p such
that |p| ≤ Mf and p 6∈ Ui. Therefore d(zi, ∂Ui) ≤ Mf + |zi|. In particular
d(z0, ∂U0) ≤Mf + |z0|.
To get the desired bound on | (fn)′ | we need to give a lower bound for
τ0. Let mi = log
τi+1
τi
for every 0 ≤ i < n,
(2.3) log τ0 = log
[
τn · τn−1
τn
· · · τ0
τ1
]
= log δn −
n−1∑
i=0
mi
To estimate this value define for every m ≥ 0: Im = {0 ≤ i < n : mi ≥ m}
and consider the tail distribution function Fz0,n : [0,∞)→ {0, 1, ..., n}:
(2.4) Fz0,n(m) = # {0 ≤ i < n : mi ≥ m} = #Im
Define the sequence (mi)k+10 to be the (unique) elements of {0}∪{mi}n−1i=0 ∪
{max{mi}+ 1} arranged in a (strictly) monotonically order, i.e m0 = 0,
m1 = min{mi}, . . . , mk = max{mi}, mk+1 = max{mi}+ 1. With this def-
inition, for every i ≤ k: #{j : mj = mi} = Fz0,n(mi)− Fz0,n(mi+1). Thus,
using summation by parts (Abel transformation), we get:
n−1∑
i=0
mi =
k∑
i=0
mi(Fz0,n(m
i)− Fz0,n(mi+1)) =
= m0Fz0,n(m
0)−mk+1Fz0,n(mk+1) +
k∑
i=1
Fz0,n(m
i)(mi −mi−1) =
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= 0 · Fz0,n(0)−mk+1 · 0 +
∫ ∞
0
Fz0,n(m)dm
So the bound for |(fn)′| turns into:
|(fn)′(z0)| ≥ 1
4
δn
Mf + |z0| exp
[
−
∫ ∞
0
Fz0,n(m)dm
]
≥ ρ−1n exp
[
−
∫ ∞
0
Fz0,n(m)dm
](2.5)
Note Fz0,n gives an upper bound on the number of possible values of
i such that m ≤ mi = log τi+1τi . The right hand side of this inequality is
the modulus3 of the annulus {z : τi+1 < |z − zn| < τi}. Directly from the
definition of Ui:
fn−(i+1)(Ui+1) = B(zn, τi+1)
fn−(i+1)(f(Ui)) = fn−i(Ui) = B(zn, τi)
and the maps fn−i−1 are conformal so preserve modulus: mod (Ui+1\f(Ui)) =
log τi+1
τi
= mi. We will use this fact extensively in the following known the-
orem (the proof is included for the readers convenience):
Theorem 2.4 (cf. [1]). If A ⊂ C is a doubly connected region with finite
modulus m that separates the pair {e1, e2} from the pair {e3, ∞} then
|e3 − e1| ≥ |e2 − e1| ·max
{
1
16
em − 1, 16e−pi
2
m
}
Proof. By Teichmuller Extremal Modulus Theorem (e.g. [1, Theorem 4-
7]), of all doubly connected regions that separate the pair {0,−1} from a
pair {w0, ∞} with |w0| = R, the one with the greatest modulus is the
complement of the segments [−1, 0] and [R, +∞]. Denote the modulus of
this region by Λ(R). This function is known to be bounded by:
R− 1 ≤ e
Λ(R)
16
− 1 ≤ R
and Λ(R)Λ(R−1) = π2 so also:
R ≥ 16e− pi
2
Λ(R)
With the map z → z−e1
e1−e2 the region A is mapped to a region that sepa-
rates {0,−1} from
{
e3−e1
e1−e2 , ∞
}
, and therefore m ≤ Λ
(∣∣∣ e3−e1e1−e2
∣∣∣), i.e.∣∣∣∣e3 − e1e1 − e2
∣∣∣∣ ≥ max
{
1
16
em − 1, 16e−pi
2
m
}
3It is more standard to define modulus as 1
2pi
log τi+1
τi
.
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First application of this theorem is to change the interval of integration
in Eq. 2.5 to be finite.
Corollary 2.5. Set mmax = 2 + log ρn, then:
(2.6) ∀m ≥ mmax : Fz0,n(m) ≡ 0
Proof. Assume Fz0,n(m) 6= 0 - this means that there exists an i < n with
mi ≥ mmax. As we have seen, by the definition of modulus:
mod(Ui+1\f(Ui)) = log
(
τi+1
τi
)
= mi ≥ mmax
zi+1 ∈ f(Ui), mi > 0 so there is a singular si ∈ ∂f(Ui) (so |si − zi+1| ≥ δn
by definition) and by Claim 2.3 there is a point p /∈ Ui+1 with |p| ≤Mf . So
by Theorem 2.4:
|p− zi+1| ≥ |si − zi+1| ·
(
1
16
emi − 1
)
≥ δn ·
(
e2
16
ρn − 1
)
but |p− zi+1| ≤ |p|+ |zi+1| ≤Mf +Dn, ρn = 4Mf+Dnδn and ρn ≥ 16 so we
get the contradiction Mf +Dn ≥ δn · ρn ·
(
e2−1
16
)
= (Mf +Dn)
(
e2−1
4
)
.
Thus we can bound our integral by
∫∞
0
Fz0,n(m)dm =
∫ mmax
0
Fz0,n(m)dm.
Now let us start to construct a bound for Fz0,n by showing that we can get
an explicit lower bound for distance between elements of Im.
Claim 2.6. For every m > 0 and i ∈ Im:
(2.7) B
(
zi+1,
δn
α(m)
)
⊂ f(Ui)
with α(m) =
(
2
m
+ 1
)2
.
Proof. Let i ∈ Im so mi ≥ m > 0. By Definition 2.1 an inverse branch
g0 : B(zn, τi+1) → Ui+1 of fn−i−1 is a well defined conformal isomorphism.
Let g(w) = g0(τi+1w + zn) so that g : D→ Ui+1. In particular:
g
(
B
(
0,
τi
τi+1
))
= g0(B(zn, τi)) = f(Ui).
By the Koebe Distortion Theorem, for any w ∈ D (g′(0) = τi+1
(fn−i−1)′(zi+1)
6=
0),
(2.8)
|w|
(1− |w|)2 ≥
∣∣∣∣g(w)− g(0)g′(0)
∣∣∣∣ ≥ |w|(1 + |w|)2
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The circle |w| = τi
τi+1
= e−mi is mapped by g onto:
g0(∂B(zn, τi)) = ∂f(Ui)
and since mi ≥ m > 0 there is si ∈ S such that si ∈ ∂f(Ui). But by the
definition of δn, |zi+1 − si| ≥ δn so the left hand side of (2.8) yields:
e−mi
(1− e−mi)2 ≥ max|w|=e−mi
∣∣∣∣g(w)− g(0)g′(0)
∣∣∣∣ = |g′(0)|−1 max
v∈∂f(Ui)
|v − zi+1| ≥ δn|g′(0)|
This inequality and the right hand side of (2.8) yields (after multiplication
by |g′(0)|):
min
v∈∂f(Ui)
|v − zi+1| ≥ |g′(0)| e
−mi
(1 + e−mi)2
≥ δn (1− e
−mi)2
e−mi
e−mi
(1 + e−mi)2
= δn
(
1− e−mi
1 + e−mi
)2
For x ≥ 0, ex ≥ 1 + x hence 1−e−x
1+e−x ≥
1− 1
1+x
1+ 1
1+x
=
(
2
x
+ 1
)−1
so we get:
d(zi+1, ∂f(Ui)) ≥ δn
(
2
mi
+ 1
)−2
=
δn
α(mi)
≥ δn
α(m)
Denote Im = {i1 < i2 < ... < iFz0,n(m)}.
Claim 2.7. For 0 < j < k ≤ Fz0,n(m) with k − j ≥ E(m):
(2.9) |zij+1 − zik+1| ≥
δn
2α(m)
where E(m) = ⌊m−1 log [9ρnα(m)]⌋.
Proof. The conformal map fn−ik−1 maps the annulus:A = Uik+1\f ik−ij+1(Uij )
onto the geometric ring with radii τik+1, τij around zn. According to our
choice of ij , ik, we have obtained a minimum ratio between these radii (i.e.
modulus):
(2.10) mod A = log τik+1
τij
≥ m·(k+1−j) ≥ m(E(m)+1) ≥ log [9ρnα(m)]
zik+1 ∈ f ik−ij+1(Uij) and by Claim 2.3 there is a point p /∈ Uik+1 with
|p| ≤Mf so by Theorem 2.4, for every w ∈ f ik−ij+1(Uij ):
|w− zik+1| ≤ |p− zik+1| ·
(
1
16
emi − 1
)−1
≤ (Mf +Dn) ·
(
9ρnα(m)
16
− 1
)−1
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and ρn ≥ 16, α(m) ≥ 1 therefore
|w − zik+1| ≤
16
9− 1 ·
Mf +Dn
α(m)ρn
=
δn
2α(m)
so f ik−ij+1(Uij ) ⊆ B
(
zik+1,
δn
2α(m)
)
.
Assume now that Claim 2.7 dose not hold:
|zij+1 − zik+1| <
δn
2α(m)
then, by Claim 2.6:
f ik−ij+1(Uij ) ⊂ B
(
zij+1,
δn
α(m)
)
⊂ f(Uij )
After normalization and use of Schwarz lemma we get there exists an at-
tracting fix point of f ik−ij+1 which all B(zij+1,
δn
α
) attracted toward this
point. Hence z0 is in the basin of attraction of some attractive periodic
orbit of f , with a contradiction to the assumptions on z0.
We chose E(m) so that the distance between the elements of the set
Km =
{
zi(k·E)+1 : 0 ≤ k <
#Im
E(m)
}
would be at least δn
2α
from each other. On the other hand, these elements are
also bounded in B(0, Dn). These two characteristics of Km help to bound
the number of elements in it:
Claim 2.8. For any m > 0
(2.11) Fz0,n(m) ≤ E(m) (ρnα(m))2
Proof. For m ≥ mmax we know Fz0,n(m) = 0, so the inequality holds.
α(m) =
(
1 + 2
m
)2
> 1 for every m so for m < mmax = log (e
2ρn) <
log (9ρnα(m)) we have
E(m) =
⌊
m−1 log (9ρnα(m))
⌋ ≥ ⌊m−1max · log (9ρn) +m−1max · log 1⌋ ≥ 1
Then assume m < mmax so
#Im
E(m)
=
Fz0,n(m)
E(m)
is well defined. Now - geo-
metrically: draw discs with radii δn
4α
around the points of Km. These discs
can not intersect, because otherwise let zi, zj ∈ Km be the centers of two
such discs with a common point q then
|zi − zj| ≤ |zi − q|+ |zj − q| < δn
4α
+
δn
4α
=
δn
2α
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which is a contradiction to Claim 2.7.
So the discs have a total area of #Km · π
(
δn
4α
)2
=
⌊
Fz0,n
E
⌋
π
(
δn
4α
)2
. The
centers of these discs are points in the orbit of z0 so by the definition of Dn
all the discs must be contained inside the disc B
(
0, Dn +
δn
4α
)
which has an
area of π
(
Dn +
δn
4α
)2
. So
π
(
Dn +
δn
4α
)2
≥
(
Fz0,n(m)
E(m)
− 1
)
π
(
δn
4α(m)
)2
Fz0,n(m) ≤ E(m)
(
4α(m)
Dn
δn
+ 1
)2
+ E(m) ≤ E(m) (ρnα(m))2
where the last step is because α(m) ≥ 1 for every m, δn ≤ 12 and Mf ≥ 1
so 4
Mf
δn
α(m) > 2.
So we got an expression (call it F (m)) which depends only on m and
bounds Fz0,n(m). Explicitly:
F (m) = m−1 log [9ρnα(m)]
(
ρnα(m)
)2
≥ Fz0,n(m)
Recall we need to bound
∫∞
0
Fz0,n(m)dm. Divide this integration interval
into four parts:
1. [mmax,∞): where Fz,n ≡ 0 so
∫∞
mmax
Fz0,n(m)dm = 0.
2. [2, mmax): here α(m) ≤
(
2
2
+ 1
)2
= 4 so we can remove the dependence
of F on m and get (ρn ≥ 16):
F (m) ≤ 2−1 (log [36ρn])
(
4ρn
)2
≤ 30ρ2n log ρn
∫ mmax
2
Fz0,n(m)dm ≤ (mmax − 2) · 30ρ2n log ρn = 30(ρn log ρn)2
3. (0, an) with an =
1
5
√
n
: for every m ≥ 0, and in particular in this
interval, Fz0,n(m) = #{0 ≤ i < n : mi ≥ m} ≤ n.∫ an
0
Fz0,n(m)dm ≤
∫ an
0
ndm = n
4
5
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4. [an, 2): in this interval α(m) ≤
(
2
m
+ 2
m
)2 ≤ 16m−2 so
F (m) = m−1 log
[
9ρn · 16m−2
](
ρn16m
−2
)2
≤ 4c1ρ2nm−5 log
[
ρnm
−1]
for some constant c1 > 0. This expression has an explicit primitive
function: ∫ 2
an
Fz0,n(m)dm ≤
∫ 2
an
F (m)dm
≤ −
[
c1ρ
2
nm
−4 log(ρnm−1)− c1
4
ρ2nm
−4
]∣∣∣2
an
≤ c1ρ2nm−4 log
(
ρnm
−1)∣∣
m= 15√n
+
c1
4
ρ2n2
−4 ≤ 2c1ρ2nn
4
5 log(ρnn
1
5 )
Connecting all the intervals we get our bound:∫ ∞
0
Fz0,n(m)dm ≤ 30(ρn log ρn)2 + n
4
5 + 2c1ρ
2
nn
4
5 log
(
ρnn
1
5
)
For any given γ > 0 we can use log x = γ−1 log(xγ) < γ−1xγ to simplify
the last bound as (assume γ < 1):
(2.12)
∫ ∞
0
Fz0,n(m)dm ≤ Cγ−2ρ2+γn n
4+γ
5
for some constant C > 0.
Finally:
(2.13)
|(fn)′(z0)| ≥ ρ−1n exp
[
−
∫ ∞
0
Fz0,n(m)dm
]
≥ ρ−1n exp
[
−Cγ−2ρ2+γn n
4+γ
5
]
which ends the proof of Theorem 1.3.
3 Proof of Theorem 1.1 and maps of bounded
type
Recall that in Theorem 1.1 there are a map f and a point z0 which fulfill
the conditions for Theorem 1.3 for every n ∈ N and that there is some δ > 0
such that δn ≥ δ for any n. Moreover, either sup |zn| <∞ or sups∈S |s| <∞.
Let us first handle the case of a bounded orbit. RecallDn = max0≤i≤n |zi|+
1, define D = supDn <∞. Directly from Theorem 1.3 with γ = 12 :
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|(fn)′(z0)| ≥ ρ−1n exp
[
−4Cρ
5
2
nn
9
10
]
ρn = 4
Dn+Mf
δn
≤ 4D+Mf
δ
:= ρ > 0 hence
χ
f
(z0) = lim inf
n→∞
1
n
log |(fn)′(z0)|
≥ − (log ρ) lim inf
n→∞
n−1 − 4Cρ 52 lim inf
n→∞
n−
1
10 = 0
Before the proof of the second case (bounded S), recall that in Remark
1.2 we have mentioned that even without the conditions δn ≥ δ > 0 and
Dn ≥ D > 0 one can get χf (z0) ≥ 0 as long as δnDn ≥ κn−β for some κ > 0,
β < 1
2
for every n. We can try to use Theorem 1.3 as it is to show that:
Assume whichthe condition δn
Dn
≥ κn−β holds for some κ, β. Dn ≥ 1 so
ρn = 4
Mf +Dn
δn
≤ 4(Mf + 1)Dn
δn
≤ 4(Mf + 1)κ−1nβ
which by Theorem 1.3 yields (c2, c3 and c4 are positive constants that depend
on β, γ, κ and f):
1
n
log |(fn)′(z0)| ≥ −c2
(
logn
n
)
− c3
(
n−1nβ(2+γ)n
4+γ
5
)
= −c4
(
n−
1
5
+2β+γ(β+ 15)
)
so as long as β < 1
10
one can choose γ < 1−10β
1+5β
and get a negative power,
i.e. χ
f
(z0) ≥ 0. To allow the faster growth κn−β with β < 12 we must revisit
the end of the proof of Theorem 1.3:
We have divided the integration interval into four parts: (0, an), [an, 2),
[2, mmax) and [mmax,∞) with an = n− 15 . One can leave the two last intervals
as they are, but replace an to be a slower decreasing sequence, for example
an =
1
logn
. With this choice
∫ an
0
Fz0,n(m)dm ≤ an · n = nlogn and (assume
n ≥ 3)
∫ 2
an
Fz0,n(m)dm ≤
∫ 2
an
F (m)dm ≤ [c1ρ2nm−4 log (ρnm−1)]m=an + c14 ρ2n2−4
≤ 2c1ρ2n(logn)4 log(ρn log n)
so
1
n
log |(fn)′(z0)| ≥ − log ρn
n
− 1
n
∫ ∞
0
Fz0,n(m)dm
≥ − log ρn
n
− an − 2c1ρ
2
n(log n)
4 log(ρn log n)
n
− 30ρ
2
n (log ρn)
2
n
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If ρn ≤ 4(Mf + 1)κ−1nβ for some β < 12
χ
f
(z0) ≥
− lim inf
n→∞
[
c2
log n
n
+
1
log n
+ c5n
2β−1 (log n)4 (logn + log log n) + c6n2β−1 (log n)
2
]
= 0
Until this point we have proved Theorem 1.1 (and Remark 1.2) only for
the case that the orbit is bounded or at least it approaches infinity slow
enough. Next we will prove that if the singular set S is bounded then |zn|
is no longer something to bother about. This will also end the proof of
Theorem 1.1.
The strength of this extension is that S is a property of the map f alone,
not the specific orbit z0, . . . . The dynamics of entire maps with bounded
singular set, known as ”entire maps of bounded type”, were first investigated
by Eremenko and Lyubich [2]. This class of maps contains all polynomials
and exponents, but also maps with infinity critical values such as sin z
z
. It is
also closed under compositions. For maps with bounded singular set (not
only entire maps) we prove the following variation of Theorem 1.3:
Theorem 3.1. Let V , V ′, S and f be as in Theorem 1.1. Let z0 ∈ V and
n ∈ N such that the orbit zi = f i(z0) is well-defined for any 0 ≤ i ≤ n
and z0 does not belong to the basin of an attracting cycle. Define δn =
min
{
1
2
, min0≤i≤n d(zi,S), min0≤i≤n d(zi,C\V ′)
}
. If Sf = sups∈S |s| + 1 <
∞ and δn > 0 then for ρ˜n = 4Sf+Mfδn :
|(fn)′(z0)| ≥ 1
4
δn
Mf + |z0| exp
[
−C (ρ˜n log ρ˜n)2 n
logn
]
where C is an absolute constant and Mf is the constant that depends only
on f as defined in Theorem 1.3.
Of course the map and the orbit satisfy the conditions of Theorem 1.3
so we can use the same claims here. In particular we use Eq. 2.5 again (this
time we do not want to use the bound |z0| ≤ Dn):
|(fn)′(z0)| ≥ 1
4
δn
Mf + |z0| exp
[
−
∫ ∞
0
Fz0,n(m)dm
]
The main difference is that instead of using a constant bound for the
orbit (D), for these maps we can bound the orbit as a function of m:
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Claim 3.2. For every m > 0 and every i ∈ Im:
(3.1) |zi+1| ≤ D(m)
where D(m) = Sf + (Mf + Sf ) · 116e
pi2
m .
Proof. Recall that by the definition of modulus
mod(Ui+1\f(Ui)) = log τi+1
τi
= mi ≥ m
also recall that zi+1 ∈ f(Ui) and there is some si ∈ ∂f(Ui) ∩ S for every i
with mi > 0, and last - we have built Mf to have (Claim 2.3) p /∈ Ui+1 with
|p| ≤Mf , so Theorem 2.4 yields:
(3.2) |zi+1 − si| ·max
{
1
16
em − 1, 16e−pi
2
m
}
≤ |p− si| ≤Mf + Sf
and the claim follows by inverting 16e−
pi2
m and |zi+1| ≤ |zi+1 − si| + |si| ≤
|zi+1 − si|+ Sf .
In this case we can get ”new” mmax that does not depend on |zn|:
Corollary 3.3. For every
(3.3) m > m˜max = 2 + log ρ˜n
it holds that Fz0,n(m) = 0.
Proof. Let m > 0 and i ∈ Im, so by Eq. 3.2 again (this time with the second
bound):
|zi+1 − si| ·
(
1
16
em − 1
)
≤Mf + Sf
but |zi+1 − si| ≥ δn by the definition of δn so (ρ˜n = 4Mf+Sfδn ≥ 16):
em ≤ 16 + 16 Mf + Sf|zi+1 − si| ≤ 5ρ˜n < e
2ρ˜n
The function α(m) does not depend on Dn so no change is needed
in Claim 2.6. In Claim 2.7 we used Dn to bound |zik+1| for ik ∈ Im,
so we can use |zik+1| ≤ D(m) instead. Finally, we have built the bound
F (m) ≥ Fz0,n(m) by using the fact that the elements of the form Km =
{zi0+1, ziE+1, . . . } are bounded in the disk B(0, Dn). Since i0, iE, · · · ∈ Im -
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this set is bounded in the disk B(0, D(m)) too. So all we have to do is to
use |zi+1| ≤ D(m) instead of |zi+1| ≤ Dn. So the function F becomes:
Fz0,n(m) ≤ F˜ (m) = m−1 log
[
9 · 4D(m) +Mf
δn
α(m)
](
4
D(m) +Mf
δn
α(m)
)2
= m−1 log
[
9ρ˜n
(
1 +
1
16
e
pi2
m
)
α(m)
]
ρ˜n
2
(
1 +
1
16
e
pi2
m
)2
α(m)2
Again, split into four intervals:
1. [m˜max,∞) : Fz0,n ≡ 0.
2. [2, m˜max) : α(m) ≤ 4 and 116e
pi2
m < 10 so:
F˜ (m) ≤ 2−1 log [400ρ˜n]
(
200ρ˜n
)2
∫ m˜max
2
Fz0,n(m)dm ≤ (m˜max − 2)c5ρ˜n2 log ρ˜n = c5(ρ˜n log ρ˜n)2
3. [an, 2) : α(m) ≤ 16m−2, with some algebra one can get
F˜ (m) ≤ ρ˜n2 log (ρ˜n) ·m−2 · ec6m−1 = ρ˜n2 log (ρ˜n) · d
dm
[
−c−16 ec6m
−1
]
∫ 2
an
Fz0,n(m)dm ≤
∫ 2
an
F˜ (m)dm ≤ c−16 ρ˜n2 log (ρ˜n)
[
−ec6m−1
]2
an
≤
≤ c−16 ρ˜n2 log (ρ˜n) · ec6a
−1
n
we can choose then an =
3c6
logn
and get:∫ 2
an
Fz0,n(m)dm ≤ c−16 ρ˜n2 log ρ˜n · 3
√
n
4. (0, an) : Here (and everywhere) Fz0,n ≤ n so
∫ an
0
Fz0,n(m)dm ≤ 3c6 nlogn .
For n > 1, n
logn
> 3
√
n > 1 one can find a constant C such that the sum of
all these parts is ≤ Cρ˜n2 log2 ρ˜n nlogn so it ends the proof of Theorem 3.1. If
infn δn = δ > 0 then
1
n
∫∞
0
Fz0,n(m)dm ≤ C
(
Sf+Mf
δ
)3
1
logn
→ 0 so it is the
end of Theorem 1.1 too.
As for Remark 1.2 we can again take an that decreases even slower, say
an =
c6
log logn
and get
1
n
∫ 2
an
Fz0,n(m)dm ≤ c−16 ρ˜n2 log ρ˜n ·
logn
n
which tends to zero as long as ρ˜n = 4
Mf+Sf
δn
≤ κnβ for some β < 1
2
and
κ > 0.
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