Abstract. We study the regularity of the roots of complex monic polynomials P (t) of fixed degree depending smoothly on a real parameter t. We prove that each continuous parameterization of the roots of a generic C ∞ curve P (t) (which always exists) is locally absolutely continuous. Generic means that no two of the continuously chosen roots meet of infinite order of flatness. Simple examples show that one cannot expect a better regularity than absolute continuity. This result will follow from the proposition that for any t 0 there exists a positive integer N such that t → P (t 0 ± (t − t 0 ) N ) admits smooth parameterizations of its roots near t 0 . We show that C n curves P (t) (where n = deg P ) admit differentiable roots if and only if the order of contact of the roots is ≥ 1. We give applications to the perturbation theory of normal matrices and unbounded normal operators with compact resolvents and common domain of definition: The eigenvalues and eigenvectors of a generic C ∞ curve of such operators can be arranged locally in an absolutely continuous way.
Introduction
Let us consider a curve of polynomials
where the coefficients a j : I → C, 1 ≤ j ≤ n, are complex valued functions defined on an interval I ⊆ R. Given that the coefficients a j possess some regularity, it is natural to ask whether the roots of P can be arranged in a regular way as well, i.e., whether it is possible to find n regular functions λ j : I → C, 1 ≤ j ≤ n, such that λ 1 (t), . . . , λ n (t) represent the roots of P (t) for each t ∈ I. This problem has been extensively studied under the additional assumption that the polynomials P (t) are hyperbolic, i.e., all roots of P (t) are real. By a classical theorem due to Rellich [26] , there exist real analytic parameterizations of the roots of P if its coefficients are real analytic. Bronshtein [5] proved that if all a j are of class C n , then there exists a differentiable parameterization of the roots of P with locally bounded derivative (see also Wakabayashi [34] for a different proof). It has been shown in [1] that if all a j are smooth (C ∞ ) and no two of the increasingly ordered (thus continuous) roots meet of infinite order of flatness, then there exist smooth parameterizations of the roots. Moreover, by [12] , the roots may always be chosen twice differentiable provided that the a j are C 3n . The conclusion in this statement is best possible as shown by an example in [4] . Recently, also the best possible assumptions have been found by [7] : If the coefficients a j are C n (resp. C 2n ), the roots allow C 1 (resp. twice differentiable) parameterizations. For further results on this problem see also [10] , [8] , [22] , [6] , [21] , [20] .
If the hyperbolicity assumption is dropped, then there is the following general result (e.g. [11, II §5 5.2] ): There exist continuous functions λ j : I → C, 1 ≤ j ≤ n, which parameterize the roots of a curve of polynomials P with continuous coefficients a j : I → C, 1 ≤ j ≤ n. Note that, in contrast to the hyperbolic case, there is no hope that the roots of a polynomial P which depends regularly on more than one parameter might be parameterized even continuously; just take P (t, s)(z) = z 2 − (t + is), where t, s ∈ R and i = √ −1. Of course, in that example the roots are given as 2-valued analytic function with branching point 0 in terms of a Puiseux series, e.g. [3, Appendix] , but we do not go into that in this note. Here we restrict our attention to the one parameter case. In the absence of hyperbolicity the roots of a Lipschitz curve t → P (t) of polynomials of degree n may still be parameterized in a C 0,1/n way, locally, which follows from a result of Ostrowski [23] , but we cannot expect that the roots of P are locally Lipschitz continuous even when the coefficients a j are real analytic; for instance, consider P (t)(z) = z 2 − t, t ∈ R. However the roots of P may possess a weaker regularity: They may be parameterized by locally absolutely continuous functions. In fact, Spagnolo [33] proved that there exist absolutely continuous parameterizations of the roots of P on compact intervals I if one of the following conditions holds:
(1) n = 2 and the coefficients a j belong to C 5 , (2) n = 3 and the coefficients a j belong to C 25 (the case n = 4 is announced), (3) P (t)(z) = z n − f (t) and f belongs to C 2n+1 .
The proof makes essential use of the explicit formulas for the roots of P available in those cases. In this paper we extend this result to generic smooth curves of polynomials P of arbitrary degree n. We say that P is generic if no two of the continuously arranged roots of P meet of infinite order of flatness. We show in section 3 that, if the a j are smooth, then there exists an absolutely continuous parameterization of the roots of P on each compact interval I; actually, any continuous parameterization of the roots is locally absolutely continuous. In particular, these conditions are satisfied if the coefficients a j are real analytic or, more generally, belong to a quasianalytic class of C ∞ functions. The main ingredient in the proof is the proposition 3.2 that for any t 0 ∈ I there exists a positive integer N such that t → P (t 0 ± (t − t 0 ) N ) admits smooth parameterizations of its roots near t 0 . It is not known whether the roots of P may be arranged in a locally absolutely continuous way if P is not generic. That problem requires different methods.
In section 4 we find conditions for the existence of differentiable parameterizations of the roots of P . Evidently, a necessary condition is that there exists a continuous choice of the roots such that whenever two of them meet they meet of order ≥ 1. We show that this condition is also sufficient, provided that the coefficients a j of P belong to C n . In section 5 we discuss a reformulation of the problem in terms of a lifting problem which has been discussed in [2] and [14, 15, 13] . This yields implicit sufficient conditions for a curve of polynomials P to allow smooth, C 1 , or twice differentiable parameterizations of its roots. As application we discuss the quadratic case.
Applications to the perturbation theory of normal matrices are given in section 6. The eigenvalues and eigenvectors of a generic smooth curve t → A(t) of normal complex matrices may be parameterized locally in an absolutely continuous way. The curve t → A(t) is called generic if the associated characteristic polynomial t → χ A(t) is generic. Examples show that without genericity or normality of A(t) the eigenvectors need not admit continuous arrangements. We also prove that, for each t 0 there exists a positive integer N such that t → A(t 0 ± (t − t 0 ) N ) allows a smooth parameterization of its eigenvalues and eigenvectors near t 0 . If A is real analytic, then the eigenvalues and eigenvectors of t → A(t 0 ± (t − t 0 ) N ) may be arranged real analytic as well.
In section 7 we obtain analogous results for curves t → A(t) of unbounded normal operators in a Hilbert space with common domain of definition and with compact resolvents.
For more on the perturbation theory of linear operators consider Rellich [26, 27, 28, 29, 30, 31] , Kato [11] , Baumgärtel [3] , and also [1] , [18] , and [19] .
Preliminaries

Let
be a monic polynomial with coefficients a 1 , . . . , a n ∈ C and roots λ 1 , . . . , λ n ∈ C. By Vieta's formulas, a i = σ i (λ 1 , . . . , λ n ), where σ 1 , . . . , σ n are the elementary symmetric functions in n variables:
Denote by s i , i ∈ N, the Newton polynomials n j=1 λ i j which are related to the elementary symmetric functions by
Let us consider the so-called Bezoutiant
Since the entries of B are symmetric polynomials in λ 1 , . . . , λ n , we find a unique symmetric n × n matrixB with B =B • σ, where σ = (σ 1 , . . . , σ n ). Let B k denote the minor formed by the first k rows and columns of B. Then we find (2.
Since the polynomials ∆ k are symmetric, we have ∆ k =∆ k • σ for unique polynomials∆ k . From (2.1.3) follows that the number of distinct roots of P equals the maximal k such that∆ k (P ) = 0.
2.2.
Multiplicity. For a continuous real or complex valued function f defined near 0 in R let the multiplicity (or order of flatness) m(f ) at 0 be the supremum of all integers p such that f (t) = t p g(t) near 0 for a continuous function g. We define in the obvious way the multiplicity m t0 (f ) of f at any t 0 ∈ R (if f is defined near t 0 ). Note that, if f is of class C n and m(f ) < n, then f (t) = t m(f ) g(t) near 0, where now g is C n−m(f ) and g(0) = 0. If f is a continuous function on the space of polynomials, then for a fixed continuous curve P of polynomials we will denote by m(f ) the multiplicity at 0 of t → f (P (t)).
We shall say that two functions f and g meet of order ≥ p at 0 or have order of contact ≥ p at 0 iff m(f − g) ≥ p.
Lemma. Let I ⊆ R be an interval containing 0. Consider a curve of polynomials
with a j : I → C, 2 ≤ j ≤ n, smooth. Then, for integers r, the following conditions are equivalent:
Proof. Without loss of generality we can assume r > 0.
(1) ⇒ (2): From (2.1.2) we deduce m(s k ) ≥ kr for all k, where s k =s k • σ. By the definition of∆ k = det(B k ) we obtain (2).
(2) ⇒ (1): It is easy to see that∆ k (0) = 0 for all 2 ≤ k ≤ n impliess k (0) = 0 for all 2 ≤ k ≤ n. Then by (2.1.2) we have a k (0) = 0 for all 2 ≤ k ≤ n. So near 0 we have a 2 (t) = t 2r a 2,2r (t) and a k (t) = t m k a k,m k (t) for 3 ≤ k ≤ n, where the m k are positive integers and a 2,2r , a 3,m3 , . . . , a n,mn are smooth functions. Let us suppose for contradiction that for some k > 2 we have m k = m(a k ) < kr. We put
and consider the following continuous curve of polynomials for (small) t ≥ 0:
We may conclude as before that all coefficients of t → P (m) (t) vanish for t = 0. But this is a contradiction for those k with m(a k ) = m k = km.
Remark. If the coefficients a j of P in lemma 2.2 are just of class C n , the conclusion remains true for r = 1. The proof is the same with the slight modification that we define m k := min{k, m(a k )} for all k.
2.3. Genericity condition. Let I ⊆ R be an interval. We call a curve of monic polynomials
with continuous coefficients a j : I → C, 1 ≤ j ≤ n, generic if the following equivalent conditions are satisfied at any t 0 ∈ I:
(1) If two of the continuously parameterized roots of P meet of infinite order of flatness at t 0 , then their germs at t 0 are equal. (2) Let k be maximal with the property that the germ at t 0 of t →∆ k (P (t))
is not 0. Then t →∆ k (P (t)) is not infinitely flat at t 0 .
The equivalence of (1) and (2) follows easily from (2.1.3). For instance, P is generic, if its coefficients are real analytic, or more generally, belong to a quasianalytic class of C ∞ functions.
j a j z n−j be a polynomial satisfying P 0 = P 1 · P 2 , where P 1 and P 2 are polynomials without common root. Then for P near P 0 we have P = P 1 (P ) · P 2 (P ) for real analytic mappings of monic polynomials P → P 1 (P ) and P → P 2 (P ), defined for P near P 0 , with the given initial values.
Absolutely continuous functions. Let
Then f ′ = g almost everywhere. Every Lipschitz function is absolutely continuous. Gluing finitely many absolutely continuous functions provides an absolutely continuous function: Let
. Similarly for more than two functions.
Let ϕ : I → I be bijective, strictly increasing, and Lipschitz continuous. If f ∈ AC(I) then also f • ϕ ∈ AC(I). Furthermore:
Proof.
, is smooth and bijective, so 
and so
3. Absolutely continuous parameterization of the roots 3.1. Lemma. Let I ⊆ R be an interval. Consider a curve of monic polynomials
such that the coefficients a j :
continuous. If there is a Lipschitz parameterization of the roots of P (t), then any continuous parameterization is Lipschitz.
Proof. Let µ 1 , . . . , µ n be a Lipschitz parameterization of the roots of P on I with common Lipschitz constant C. Assume that t → λ(t) is any continuous root of t → P (t) for t ∈ I. Let t < s be in I. Then there is an i 0 such that λ(t) = µ i0 (t). Now let t 1 be the maximum of all r ∈ [t, s] such that λ(r) = µ i0 (r). If
And so on until s = t k for some k ≤ n. Then we have (where t 0 = t)
Proposition. Let I ⊆ R be an interval. Consider a generic curve of monic polynomials
with smooth coefficients a j : I → C, 1 ≤ j ≤ n. For any t 0 ∈ I, there exists a positive integer N such that the roots of t → P (t 0 ± (t − t 0 ) N ) can be parameterized smoothly near t 0 . If the coefficients a i are real analytic, then the roots of t → P (t 0 ± (t − t 0 ) N ) can be parameterized real analytically near t 0 .
Proof. It is no restriction to assume that 0 ∈ I and t 0 = 0. We use the following:
Algorithm.
(1) If all roots of P (0) are pairwise different, the roots of t → P (±t) may be parameterized smoothly near 0, by the implicit function theorem. Then N = 1.
(2) If there are distinct roots of P (0), we put them into two subsets which factors P (t) = P 1 (t)P 2 (t) by the splitting lemma 2.4. Suppose that t → P 1 (±t N1 ) and t → P 2 (±t N2 ) are smoothly solvable near 0, then t → P (±t N1N2 ) is smoothly solvable near 0 as well.
(3) If all roots of P (0) are equal, we reduce to the case a 1 = 0, by replacing z with z − a 1 (t)/n. Then all roots of P (0) are equal to 0, hence, a k (0) = 0 for all k. Let m := min{m(a k )/k : 2 ≤ k ≤ n} which exists since P is generic (by lemma 2.2). Let d be a minimal integer such that dm ≥ 1. Then for the multiplicity of
Hence we may write a k (±t
If t →P ± (t) is smoothly solvable and t → λ ± j (t) are its smooth roots, then t → tλ ± j (t) are smooth parameterizations of the roots of t → P (±t d ).
Note that m(ã
by the minimality of d. Ifm = 0 there exists some k such thatã ± k (0) = 0, and not all roots ofP ± (0) are equal. We feedP ± into step (2). Otherwise we feedP ± into step (3).
Step (1) and (2) either provide a required parameterization or reduce the problem to a lower degree n. Sincem is of the form p/k where 2 ≤ k ≤ n and p ∈ N and by (3.2.1), also step (3) is visited only finitely many times. So the algorithm stops after finitely many steps and it provides an integer N and a smooth parameterization of the roots of t → P (±t N ) near 0. The real analytic case is analogous.
3.3. Theorem. Let I ⊆ R be an interval. Consider a generic curve of monic polynomials
with smooth coefficients a j : I → C, 1 ≤ j ≤ n. Any continuous parameterization λ = (λ 1 , . . . , λ n ) : I → C n of the roots of P is locally absolutely continuous.
Proof. It suffices to show that each t 0 ∈ I has a neighborhood on which λ is absolutely continuous. Without restriction we assume that 0 ∈ I and t 0 = 0. By proposition 3.2, there is an integer N and a neighborhood J N of 0 such that t → P (±t N ) allows a smooth parameterization µ ± = (µ ± 1 , . . . , µ ± n ) of its roots on J N . Another continuous parameterization is provided by t → λ(±t N ) = (λ 1 (±t N ), . . . , λ n (±t N )). By lemma 3.1, the parameterization t → λ(±t N ) is actually Lipschitz (by shrinking J N if necessary), in particular, absolutely continuous. Let J = {t ∈ I : ± N |t| ∈ J N }, J ≥0 = {t ∈ J : t ≥ 0}, and J ≤0 = {t ∈ J : t ≤ 0}. By lemma 2.5, we find that λ is absolutely continuous on J ≥0 . In order to see that λ is absolutely continuous on J ≤0 we apply lemma 2.5 to t → λ(−t N ), if N is even, and to t → λ(t N
if n ≥ 
such that the coefficients a j : I → C, 1 ≤ j ≤ n, are of class C n . Then the following conditions are equivalent:
(1) There exists a local continuous parameterization of the roots of P near 0 which is differentiable at 0. (2) There exists a local continuous parameterization λ i of the roots of P near 0 such that
(1) ⇒ (2) is obvious and (2) ⇒ (3) follows immediately from (2.1.3).
(3) ⇒ (1): Using the splitting P (t) = P 1 (t) · · · P l (t), we may suppose that all roots of P (0) coincide. We can reduce to the case a 1 = 0 by replacing the variable z with z − a 1 (t)/n. Then all roots of P (0) are equal to 0. By assumption and remark 2.2, we find m(a k ) ≥ k, for all 2 ≤ k ≤ n. So, for t near 0, we can write a k (t) = t k a k,k (t) for continuous a k,k and 2 ≤ k ≤ n. The continuous curve of polynomials P (1) (t)(z) := z n + n j=2 (−1) j a j,j (t)z n−j admits a continuous parameterizationλ = (λ 1 , . . . ,λ n ) of its roots near 0. Then λ(t) := tλ(t) parameterizes the roots of P , locally near 0, and is differentiable at 0.
Theorem. Let I ⊆ R be an open interval. Consider a curve of monic polynomials
(1) There exists a global differentiable parameterization of the roots of P .
(2) There exists a global continuous parameterization of the roots of P with order of contact ≥ 1 (i.e. if any two roots meet they meet of order ≥ 1). (3) Let t 0 ∈ I. Split P (t) = P 1 (t) · · · P l (t) near t 0 according to lemma 2.4, where l is the number of distinct roots of
Proof. By proposition 4.2, it just remains to check (3) ⇒ (1).
We use induction on n. There is nothing to prove if n = 1. So let us assume that (3) ⇒ (1) holds for degrees strictly less than n.
We may suppose that a 1 = 0 by replacing z with z − a 1 (t)/n. Consider the set F of all t ∈ I such that all roots of P (t) coincide. Then F is closed and its complement I\F is a countable union of open subintervals whose boundary points lie in F .
Let J denote one such interval. For each t 0 ∈ J, the polynomial P (t 0 ) has distinct roots which may be put into distinct subsets, and, by lemma 2.4, we obtain a local splitting P (t) = P 1 (t)P 2 (t) near t 0 , where both P 1 and P 2 have degree less than n. Clearly, P 1 and P 2 satisfy (3) as well. By induction hypothesis, we find differentiable parameterizations of the roots of P , locally near any t 0 ∈ J.
Let λ be a differentiable parameterization of the roots of P defined on a maximal subinterval J ′ ⊆ J. Suppose that the right (say) endpoint t 1 of J ′ belongs to J. Then there exists a differentiable parameterizationλ of the roots of P , locally near t 1 , and there is a t 0 < t 1 such that both λ andλ are defined near t 0 . Let (t m ) be a sequence with t m → t 0 . For each m there exists a permutation τ m such that λ(t m ) = τ m .λ(t m ). By passing to a subsequence, again denoted by (t m ), we have λ(t m ) = τ.λ(t m ) for a fixed permutation τ and for all m. Then λ(t 0 ) = lim tm→t0 λ(t m ) = τ.(lim tm→t0λ (t m )) = τ.λ(t 0 ) and
Hence, the differentiable parameterization λ of the roots of P was not maximal: we can extend it differentiably by definingλ(t) := λ(t) for t ≤ t 0 andλ(t) := τ.λ(t) for t ≥ t 0 . This shows that there exists a differentiable parameterization λ of the roots of P defined on J. Let us extend λ to the closure of J, by setting it 0 at the endpoints of J. Since a 1 = 0, then λ still parameterizes the roots of P on the closure of J. Let t 0 denote the right (say) endpoint of J. By proposition 4.2, there exists a local continuous parameterizationλ of the roots of P near t 0 which is differentiable at t 0 . Let (t m ) be a sequence with t m ր t 0 . By passing to a subsequence, we may assume that λ(t m ) = τ.λ(t m ) for a fixed permutation τ and for all m. Then lim tmրt0 λ(t m ) = τ.(lim tmրt0λ (t m )) = τ.0 = 0 and
It follows that the set of accumulation points of λ(t)/(t − t 0 ), as t ր t 0 , lies in the S n -orbit throughλ ′ (t 0 ) of the symmetric group S n . Since this orbit is finite, we may conclude from lemma 4.1 that the limit lim tրt0 λ(t)/(t − t 0 ) exits. Thus the one-sided derivative of λ at t 0 exists. For isolated points in F , it follows from the discussion in the previous paragraph that we can apply a fixed permutation to one of the neighboring differentiable parameterizations of the roots in order to glue them differentiably. Therefore, we have found a differentiable parameterization λ of the roots of P defined on I\F ′ , where F ′ denotes the set of accumulation points of F . Let us extend λ by 0 on F ′ . Then it provides a global differentiable parameterization of the roots of P , since any parameterization is differentiable at points t ′ ∈ F ′ . For: It is clear that the derivative at t ′ of any differentiable parameterization has to be 0. Letλ be the local parameterization near t ′ , provided by proposition 4.2. As above we may conclude that the set of accumulation points of λ(t)/(t − t ′ ), as t → t ′ , lies in the S n -orbit throughλ ′ (t ′ ) = 0. G consisting of all polynomials vanishing on
n be a smooth curve, t ∈ R, and s = s(c, t) a minimal integer such that, for a neighborhood J of t in R, we have c(J) ⊆ A s . The curve c is called normally nonflat at t if there is f ∈ I s such that f • c is not infinitely flat at t. A smooth curve c : R → σ(V ) ⊆ R n is called generic, if c is normally nonflat at t for each t ∈ R.
Let G = S n , the symmetric group, and let ρ be the standard representation of S n in R n by permuting the coordinates. The elementary symmetric functions σ i in (2.1.1) generate the algebra of symmetric polynomials R[R n ] Sn . Hence the image σ(R n ) may be identified with the space of monic hyperbolic polynomials of degree n. Recall that a polynomial is called hyperbolic if all its roots are real. A lift to R n of a curve P in σ(R n ) represents a parameterization of the roots of P . A curve P of hyperbolic polynomials is generic in the sense of the last paragraph if and only if it is generic in the sense of 2.3, see e.g. [21, 2.6] .
The following theorem generalizes the main results on the one dimensional perturbation theory of hyperbolic polynomials. It collects the main results of [2] and [14, 15, 13] . If G is finite, write V = V 1 ⊕· · ·⊕V l as orthogonal direct sum of irreducible subspaces V i and define k = max{d, k 1 , . . . , k l }, where k i = min{|G.v| : v ∈ V i \{0}}. Then:
d+k , then there exists a global twice differentiable lift.
5.2.
Let us consider the standard action of the symmetric group S n on C n by permuting the coordinates and the diagonal action of S n on R n × R n by permuting the coordinates in each factor. Write z = (z 1 , . . . , z n ) ∈ C n where
n , and y = (y 1 , . . . , y n ) ∈ R n . The mapping
is an equivariant R-linear homeomorphism. Consequently, it descends to a homeomorphismT such that the following diagram commutes
Consider the respective orbit type stratifications of the S n -modules C n and R n ×R n and of its orbit spaces. It is evident that T , and thus alsoT , maps strata onto strata. Note that, while the orbit type stratification of C n / S n ∼ = C n is finer than its stratification as affine variety, the orbit type stratification of (R n × R n )/ S n is its coarsest stratification, e.g. [24, 4.4.6] .
Let P : R → C n / S n = C n be a curve of monic polynomials of degree n. Then T • P is a curve in (R n × R n )/ S n ⊆ R N . It follows that P allows a regular lift to C n , i.e., a regular parameterization of its roots, if and only ifT • P allows a lift of the same regularity to R n × R n . Theorem 5.1 provides sufficient conditions for T • P to be liftable regularly, and hence for P to admit regular parameterizations of its roots.
As generators for the algebra C[C n ] Sn we may choose the Newton polynomials s i (z) = n j=1 z i j , for 1 ≤ i ≤ n. By the first fundamental theorem of invariant theory for S n (e.g. [32, 3.4 
Sn is generated by the polarizations of the s i :
We may then identify the orbit projections
respectively. Here N = n+2 n
Since it is homeomorphic with s(C n ) = C n , its dimension is 2n. It follows that there are at least 1 2 n(n − 1) independent non-trivial polynomial relations between the τ i,j .
The homeomorphismT from the diagram (5.2.1) is then determined by:
5.3. The quadratic case. Without loss it suffices to consider P (t)(z) = z 2 − f (t) with f : I → C. Let us consider the curveT • P in (R 2 × R 2 )/ S 2 whose coordinates τ i,j (P ) have to satisfy: τ 1,0 (P ) = τ 0,1 (P ) = 0, τ 2,0 (P ) − τ 0,2 (P ) = 2 Re(f ), τ 1,1 (P ) = Im(f ), τ 2,0 (P )τ 0,2 (P ) = τ In the following a square root of f is any function g satisfying g 2 = f . 
Suppose further that f is C 2 and that f (t 0 ) = 0 implies f ′ (t 0 ) = f ′′ (t 0 ) = 0. It follows thatT • P is of class C 2 . By 5.1 and 5.2, there exist C 1 parameterizations of the square root of f . So:
Combining (3) and (5) we obtain: (6) If f is real valued and smooth, then each continuous choice of square roots of f is locally absolutely continuous.
Regular diagonalization of normal matrices
6.1. Let I ⊆ R be an interval. A smooth curve of normal complex n × n matrices 
admits a continuous, locally absolutely continuous parameterization λ 1 , . . . , λ n of its roots. This shows the first part of (2). Let us show (1) . Without loss we may assume that t 0 = 0. By proposition 3.2, there is an integer N 0 such that the eigenvalues of t → A(±t N0 ) can be parameterized by smooth functions t → µ ± j (t) near 0. Consider the following algorithm: (a) Not all eigenvalues of A(0) agree. Let ν 1 , . . . , ν l denote the pairwise distinct eigenvalues of A(0) with respective multiplicities m 1 , . . . , m l . Assume without loss that
This defines a partition into subsets of smooth eigenvalues such that, for t near 0, they do not meet each other if they belong to different subsets. For 1 ≤ j ≤ l consider
. Note that the order of the compositions in the above expression is not relevant. So V (j),± t is the kernel of a smooth vector bundle homomorphism B ± (t) of constant rank, and thus is a smooth vector subbundle of the trivial bundle (−ǫ, ǫ) × V → (−ǫ, ǫ). This can be seen as follows: Choose a basis of V such that A(0) is diagonal. By the elimination procedure one can construct a basis for the kernel of B ± (0). For t near 0, the elimination procedure (with the same choices) gives then a basis of the kernel of B ± (t). The elements of this basis are then smooth in t near 0. It follows that it suffices to find smooth eigenvectors in each subbundle V (j),± separately, expanded in the constructed smooth frame field. But in this frame field the vector subbundle looks again like a constant vector space. So feed each of these parts (t → A(±t N0 ) restricted to V (j),± , as matrix with respect to the frame field) into step (b) below.
(b) All eigenvalues of A(0) coincide and are equal to a 1 (0)/n, according to (6.2.1). Eigenvectors of A(t) are also eigenvectors of A(t) − (a 1 (t)/n)I, thus we may replace A(t) by A(t) − (a 1 (t)/n)I and assume that the first coefficient of the characteristic polynomial (6.2.1) vanishes identically. Then A(0) = 0.
If A(t) = 0 for t near 0 we choose the eigenvectors constant. Otherwise write A ij (t) = t m A (m) ij (t), where m := min{m(A ij ) : 1 ≤ i, j ≤ n} which exists by assumption. It follows from (6.2.1) that the characteristic polynomial of A (m) (t) is
Hence m(a k ) ≥ mk for all k. By proposition 3.2, there exists an integer N 1 such that t → χ A (m) (±t N 1 ) admits smooth parameterizations of its roots (eigenvalues of t → A (m) (±t N1 )) for t near 0. Eigenvectors of A (m) (±t N1 ) are also eigenvectors of A(±t N1 ). There exist 1 ≤ i, j ≤ n such that A (m) ij (0) = 0 and thus not all eigenvalues of A (m) (0) are equal. Feed t → A (m) (±t N1 ) into (a). By assumption, this algorithm stops after finitely many steps and shows (1) . The real analytic case is analogous. Now we finish the proof of (2). By (1), we find an integer N such that t → A(±t N ) allows smooth parameterizations t → µ ± j (t) and t → v ± j (t) of its eigenvalues and eigenvectors near 0. In a similar way as in the proof of theorem 3.3, we can compose t → µ ± j (t) and t → v ± j (t) with t → N √ t and t → − N |t| in order to obtain absolutely continuous parameterizations of the eigenvalues and eigenvectors of A near 0.
Remark. The condition that A(t) is normal cannot be omitted. Any choice of eigenvectors of the following real analytic curve A of 2 × 2 matrices has a pole at 0. Hence there does not exist an integer N such that t → A(±t N ) allows regular eigenvectors near 0.
A(t) = 0 1 t 0 .
The following smooth curve A of symmetric real matrices allows smooth eigenvalues, but the eigenvectors cannot be chosen continuously. This example (due to [26, §2] ) shows that the assumption that A is generic is essential in theorem 6.2.
A(t) = e That A(t) is a smooth (resp. real analytic) curve of unbounded operators means the following: There is a dense subspace V of the Hilbert space H such that V is the domain of definition of each A(t), and such that each A(t) is closed and A(t) * A(t) = A(t)A(t) * , where the adjoint operator A(t) * is defined as usual by A(t)u, v = u, A(t) * v for all v for which the left-hand side is bounded as function in u ∈ H. Note that the domain of definition of A(t) * is V . Moreover, we require that t → A(t)u, v is smooth (resp. real analytic) for each u ∈ V and v ∈ H. This implies that t → A(t)u is of the same class R → H for each u ∈ V , by [17, 2.3] or [9, 2.6.2] .
We call the curve I ∋ t → A(t) generic, if no two unequal continuously parameterized eigenvalues meet of infinite order at any t ∈ I.
