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Abstract—Enabling users to move to different geographical 
locations within a network and still be able to maintain their 
connectivity and most essentially, continuity of service, is what 
makes any wireless network ubiquitous. Whilst challenging, 
modern day wireless networks, such as 3GPP-LTE, provision 
satisfactory mobility management (MM) performance. However, 
it is estimated that the number of mobile subscriptions will touch 
9 billion and the amount of data traffic will expand by 10 times by 
2021. To cope with such an exponential increase in cellular traffic 
and users alongside a  burgeoning  demand  for  higher  Quality 
of Service (QoS), the 5G networks are expected to be highly 
dense and heterogeneous. This will severely challenge the existing 
MM solutions and ultimately render them ineffective  as  they 
will not be able to provide the required reliability, flexibility,  
and scalability. Consequently, to serve the 5G networks, a new 
perspective to MM is required. Hence, in this article we present   
a novel discussion of the functional requirements from MM 
strategies for 5G networks. We then provide a detailed assessment 
of whether the existing mechanisms conceived by standardization 
bodies such as IEEE, IETF, 3GPP (including the newly defined 
5G standards) and ITU, and current research efforts meet these 
requirements. Next, in cognizance of these prior discussions, we 
present a study detailing the research challenges that exist in the 
design and implementation of MM strategies for 5G networks. 
Lastly, we chart out the potential 5G MM solutions and the 
associated capabilities they offer. 
Keywords– 5G, Mobility Management, SDN, DMM. 
I. INTRODUCTION 
5G networks define a very challenging environment for 
Mobility Management (MM) solutions, due to the significant 
increase in density (in terms of both users and deployed  
access points) and in heterogeneity (given the various Radio 
Access Technologies (RATs) supported). In such challenging 
environments, effective MM strategies that facilitate seamless 
user mobility will be critical. The reason being, seamless 
mobility allows the users to traverse through the network 
without losing connectivity and service continuity and hence, it 
is an important requirement for any network to be ubiquitous. 
We illustrate the complexity of 5G networks and the challenges 
that they present for MM, with the  scenario  presented  in  
Fig. 1. As shown in the figure, a  mobile  user  equipment 
(UE) can connect to multiple RATs, while having application 
datastreams (flows) with different Quality of Service (QoS) 
criteria. For service continuity during UE mobility, these flows 
might undergo multi-RAT Handovers (HO), where each flow’s 
HO will require careful RAT and AP selection, IP packet 
forwarding, and/or route optimization methods. 
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Although current MM mechanisms propose these aforemen- 
tioned methods, a 10-fold increase in user density coupled with 
the heterogeneity in flow types and network will extremely  
limit their capabilities. Additionally, existent methods do not 
provision a QoS aware HO solution. Hence, a fresh perspec- 
tive, wherein MM solutions are de-centralized, flexible and 
support multiple use cases simultaneously, is required. While 
de-centralization will permit MM mechanisms to service the 
exponentially increasing number of users coupled with differ- 
ent mobility profiles (e.g., static IoT devices and users in high- 
speed trains), flexibility will allow them to adapt to the user 
and/or network context (QoS, user mobility profile, network 
load, flow types, etc.). 
References [1] and [2] aim to provide this fresh perspective 
via Software Defined Networking (SDN) based MM and 
multi-RAT mobility. However, they do not elaborate on the 
myriad challenges that 5G MM mechanisms will encounter, 
such as time complexity, signaling overhead, etc. Further, 
surveys such as [3] and [4] are restricted to the current 
network architecture, and hence, fail to provide a 5G MM 
perspective. Additionally in [1]–[4],  a  comprehensive  view 
of the functional requirements from future MM strategies, 
essential to realizing the 5G requirements, has not been 
provided. To cover this gap, in this paper, we present a novel 
discussion on the functional requirements and design criteria 
for 5G MM mechanisms. We then provide a novel and in-depth 
qualitative analysis of the existing mechanisms illustrating 
their utility towards 5G MM mechanisms. Subsequently, a 
state of the art in the strategies proposed by current research 
efforts towards 5G MM has been presented. Additionally, we 
also provide a novel classification of these strategies based   
on where they are implemented or create an impact within   
the network, i.e., Core network (CN), Access network and 
Extreme Edge Network. Next, we formulate and summarize 
the various challenges that the design and development of 5G 
MM mechanisms will face, followed by a discussion on the 
potential strategies that will help them overcome the persistent 
challenges. Subsequently, we summarize the contributions of 
this paper and then conclude it. 
 
II. 5G MM SOLUTIONS: FUNCTIONAL REQUIREMENTS 
AND DESIGN CRITERIA 
5G networks, in addition to being dense and heterogeneous, 
will serve multiple industry verticals as well as accommodate 
multiple tenants on the same network infrastructure [5]. These 
transformations, a subset of which are being discussed by the 
research community [6], represent a paradigm shift from the 
current network architecture design. As a consequence, MM 
mechanisms need to be re-evaluated and/or re-designed. And 
so, building on the current academic and 3GPP proposals [7], 
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Fig. 1. An illustrative 5G network mobility scenario. 
 
we present the functional requirements of 5G MM mechanisms 
in Fig. 2. 
We establish that the future MM mechanisms will need to 
facilitate seamless mobility for UEs capable of connecting to 
multiple RATs simultaneously. Correspondingly, these mech- 
anisms are also expected to perform complex RAT selection 
processes. This decision process might be taken either at the 
core or the access network. In  addition,  it  will  depend on 
the user context as well as the network parameters such as 
congestion, access point (AP) load, etc. 
MM mechanisms for the 5G networks are also expected     
to service users with very distinct mobility profiles. All these 
mobility profiles, ranging from 0 km/h (e.g., static sensors)   
to 500 km/h (e.g., users in high speed trains), will need to     
be served whilst guaranteeing the diverse QoS requirements, 
such as the 1 ms end-to-end (E2E) latency requirement for 
mission critical services. Techniques that involve fast route 
reconfiguration at the core network, data caching, faster AP 
selection and connection, etc., will be essential to meet such 
stringent latency constraints. Further, co-operation with key 
5G enablers, i.e., SDN and Network Function Virtualization 
(NFV), will be critical for 5G MM solutions. SDN and NFV 
through network softwarization and Control-/Data-plane (DP) 
splitting enable a complete network view in terms of topology 
as well as the associated real-time statistics. Consequently, 
complete network information can be accessed by 5G MM 
strategies, which in turn will help them formulate optimal 
solutions. 
The ability to support legacy devices will also be equally 
critical. Predictions suggest that by 2021 there will be 150 
million 5G subscribers, whilst the number of legacy devices, 
i.e., devices that operate on 2G, 3G, 4G, will be 8.6 billion  
[8]. Hence, provision of MM  support  for  legacy  devices  
will enable a smooth transition to future networks, without  
any disruptions in service to existing users. Such support 
would entail maintenance and continuity of MM mechanisms 
supported by the legacy devices. As the redesigned/newly 
developed MM mechanisms might not be supported by these 
devices, the legacy mechanisms will provision the said MM 
support for the legacy devices in future network scenarios. 
While the aforesaid requirements clearly state what is 
expected of the 5G MM strategies, there are certain design 
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Fig. 2. Functional requirements from future MM mechanisms. 
 
criteria that the 5G MM solutions will need to satisfy or adhere 
to. Like the requirements, these will impact the design and 
development of 5G MM solutions. Consequently, we develop 
and discuss the 5G MM design criteria as follows: 
• Centralized vs. Hierarchical vs. Distributed Solution: 
While a centralized solution might offer optimality given 
its global view, a distributed approach can offer more 
reliability by eliminating the Single Point of Failure 
(SPoF) problem as well as avoiding congestion at a 
specific network node. Instead, a hierarchical approach 
can incorporate the benefits of both aforesaid techniques. 
For example, in LTE, MME is the mobility management 
entity with the S-GW being the mobility anchor, and 
hence, it is a centralized solution. However, Distributed 
Mobility Management (DMM) [9] offers to remove any 
mobility anchors within the network, thus de-centralizing 
it. Hence, it would provide more reliability. The hierarchi- 
cal method on the other hand, will combine the central- 
ized and distributed approaches to offer the reliability of 
the distributed approach (through elimination of mobility 
anchors) and the optimality of the centralized approach 
(e.g. through master and slave network management 
entities). 
• Computational Resources: The computational resource 
locations and their corresponding computational power 
will determine the degree to which the mobility manage- 
ment mechanisms can be distributed. For example, edge 
clouds can aid not only in MM related computation (e.g. 
RAT and AP selection) but can also enable faster access 
to content through caching. 
• Backhaul Considerations: The future backhaul networks 
will be heterogeneous, i.e., they will be composed  of 
both wired and wireless links. This needs to be taken  
into consideration, as congestion or multiple-hops in the 
backhaul can impact the E2E latency, and consequently, 
the perceived QoS [10]. 
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• Context: A multitude of parameters, such as user mobility 
profiles, type of flows, network and user policies, AP 
signal quality, network load, backhaul-fronthaul options, 
etc., constitute the context. Additionally, 5G MM mech- 
anisms will have to service users with different mobility 
profiles, accessing different services. Hence, the available 
contextual information will be valuable for any 5G MM 
mechanism. For example, in [2], network load aware MM 
methods present an improvement of 75% in throughput  
at the cell edge as compared to the context agnostic 
methods, thus reinforcing the aforesaid criteria. 
• Granularity of Service: Granularity in MM services (e.g., 
based on flow, subscriber or mobility profile) will be an 
important component for 5G MM methods to provision 
optimal solutions. Further, the type of granularity offered, 
i.e. per-flow based, mobility based, etc., will depend on 
the user context as well as the network conditions. Hence, 
innovative mechanisms like the Mobility Management- 
as-a-Service (MMaaS) paradigm [11] will be required.   
In MMaaS, on-demand MM solutions can be employed 
by or assigned to UEs. For example, if a device is moving 
at a high speed ( 300km/h) and there is another device, 
say an IoT device, that is stationary, then a mobility 
based granularity of service can be adopted. Based on this 
service granularity provision, the high mobility device 
can be allocated resources on macro-cells whilst the 
stationary device can be served by small cells. 
• D2D Service Availability: The availability of D2D ser- 
vices will determine how the mobility management mech- 
anism is executed, as D2D can assist in providing seam- 
less mobility through Control Plane (CP) information 
and/or DP data forwarding. 
• Physical Layer Considerations: The introduction of mas- 
sive MIMO and mmWave technology will certainly im- 
pact current MM methods. Concretely, in urban environ- 
ments the mmWave links will face extensive blockage 
alongside their limited range due to the propagation char- 
acteristics. Hence, this will require densification, which 
introduces the possibilities of frequent handovers (FHOs). 
Here by frequent handovers (FHOs), we refer to the fact 
that in a dense network environment, such as 5G, the 
users will be subjected to HO scenarios more frequently 
as compared to that in the current. On the other hand,  
beamforming through massive MIMO antennas can be 
utilized to track moving users and hence, provide them 
with high QoS through higher throughput and better 
localization services. Thus, the PHY layer techniques 
require consideration in any 5G MM mechanism devel- 
opment. 
• Control Plane Signaling: An important target of future 
MM mechanisms will be to reduce the CP signaling 
induced during handovers. Studies such as [12], have 
proposed enhanced handover signaling mechanisms for 
an SDN-based core network architecture, such that the 
transmission and processing cost as well as the overall 
latency during a handover process is reduced whilst 
ensuring the Capital Expenditure (CAPEX) does not rise 
significantly. Such a procedure will enhance the QoS for 
the user while switching access points and hence, will be 
critical to the future MM suite. 
Although, a complete overhaul of MM mechanisms for 5G 
might result in optimal solutions, the time to develop and 
market them will be correspondingly longer. Hence, in the next 
section, we explore certain existing mechanisms and standard- 
ization efforts, and evaluate their suitability as enablers for 5G 
MM. 
 
III. 5G MM ENABLERS: EXISTING MECHANISMS AND 
STANDARDS 
The existing MM mechanisms and standards are extremely 
stable and also readily implementable. Given the challenging 
nature of 5G network scenario, it is  of  significant interest 
that these mechanisms and standards are explored for their 
potential inclusion – whole or in part – as enablers of 5G  
MM. Hence, we perform a novel  qualitative  analysis  of  
these mechanisms on the basis of reliability, flexibility and 
scalability: the three pillars of any future MM strategy. To 
conduct such qualitative analysis, we define a scaling method 
based on the parameters that govern reliability, flexibility and 
scalability offered by the various mechanisms and standards  
to 5G MM. These governing parameters have been enlisted in 
Table I. 
We next evaluate certain widely employed/studied standards 
and mechanisms on a scale of 0 to 5 for each of the criteria (re- 
liability, flexibility and scalability) by determining the number 
of parameters, listed in Table I, satisfied for each of them. A 
score of 0 would qualitatively define the mechanism/standard 
to be “Barely” satisfying that criterion, whereas a score of      
5 would define it to “Completely” satisfy the corresponding 
criterion. 
 
A. IETF MPTCP-SCTP 
Being transport layer protocols, MPTCP (through multiple 
TCP connections) and SCTP (through its multi-homing capa- 
bilities) can provide multiple TCP paths for flows originating 
at the host. Generally utilized for increasing data rates [13] and 
improving the QoS, the provision of multipath redundancy and 
congestion awareness (at the transport layer level) will facili- 
tate reliability for 5G MM mechanisms. Additionally, MPTCP 
and SCTP only satisfy the granularity of service criterion (by 
provision of per-flow level granularity of service). Hence, they 
are not very flexible for 5G MM. Further, since neither of these 
mechanisms satisfy any of the stated scalability parameter, 
they are barely scalable for 5G MM purposes. As for example, 
for MPTCP to be implemented without altering the legacy 
systems, proxy servers supporting MPTCP will need to be 
installed in front of the legacy devices. The legacy systems  
can then communicate with the proxies using the legacy TCP 
protocol, while the proxies utilize MPTCP for communicating 
with the destination MPTCP capable device. However, it is 
the requirement of these additional proxies that will impact  
the scalability of the MPTCP solution. Moreover, for SCTP, 
both the user and server protocol stacks need to be updated. 
Such an update, given the number of users, will contribute 
towards the scalability issue for SCTP. 
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TABLE I 
GOVERNING PARAMETERS FOR THE RELIABILITY, SCALABILITY AND FLEXIBILITY OF A MM MECHANISM/STANDARD 
 
Reliability Flexibility Scalability 
Redundancy in the number of 
flows, connections, etc. 
Granularity of service. E.g. per flow, per 
connection, per user, etc. 
Manageable number of connections with 
increasing number of users 
Seamless handover capability Capability to enable connectivity to multiple 
APs 
Manageable signaling load with increasing 
number of users 
De-centralization Handover service support at multiple net- 
work levels. E.g. Core network, Access net- 
work, etc. 
Manageable processing load with increasing 
number of users/devices 
Fast path re-routing at CN Handover decision making utilizing multi- 
ple parameters. E.g. network load, requested 
QoS, etc. 
De-centralization 
Congestion aware Context aware data caching Ease of deployment 
 
B. IEEE 802.21 
IEEE 802.21 is an inter-RAT handover protocol, allowing 
devices to move seamlessly between the various IEEE 802.x 
technologies [3]. Sitting just above the MAC layer, it provides 
information and command service to higher layers thus permit- 
ting the users to perform a media independent handover. 3GPP 
technologies can also utilize this information and hence, allow 
devices to handover from 3GPP to IEEE 802.x RATs and vice 
versa. However, since it only satisfies the seamless handover 
capability parameter for reliability, it cannot be considered as 
being highly reliable. Similarly, IEEE 802.21, while it allows 
for the users to connect with other non-3GPP access points 
thus allowing for multi-connectivity, is barely flexible for 5G 
MM. This is so because, IEEE 802.21 does not satisfy the 
other flexibility parameters considered in Table I. Further, 
given that the protocol stack of all the users would have to be 
modified to implement the IEEE 802.21 mechanism, it will be 
barely scalable for 5G MM. 
 
C. IETF PMIPv6 
PMIPv6 is a layer-3 MM protocol that allows a network 
based MM solution, but without satisfying any of the flexibility 
criterion listed in Table I.  Thus,  PMIPv6  provides  barely 
any flexibility for the 5G MM mechanisms. Further, being 
centralized in nature, it can impact the network scalability  
and reliability in a dense and heterogeneous 5G network 
environment, as a large volume of the traffic will pass through 
a single anchor. This can consequently lead to single point    
of failure (SPoF) and congestion. In addition, it does not 
satisfy any of the other reliability and scalability parameters. 
Concretely, and owing to the maturity of the PMIPv6 solution, 
it will only satisfy the seamless HO. Hence, IETF PMIPv6     
is not considered as highly reliable for 5G MM. Moreover, 
given the issues of SPoF and congestion that can arise with the 
complex 5G network scenario, PMIPv6 will not be scalable  
as well for 5G MM. However, studies such as [14] provide 
discussions on using PMIPv6 based Distributed Mobility Man- 
agement (DMM) approaches. The DMM approach essentially 
aids in improving the reliability and scalability aspects, as it 
would provide a de-centralized method (without any mobility 
anchors) and eliminate SPoFs. Quantitatively, in [14], while 
the PMIPv6 based DMM method incurs a layer-3 HO latency 
of 26.4ms, the SDN and Border Gateway Protocol (BGP) 
based DMM approaches incur a latency of 35.7ms and 59ms, 
respectively. A similar trend is observed for packet recovery 
times, thus highlighting additional benefits of PMIPv6 based 
DMM approach. 
 
D. 3GPP MM mechanisms 
Whilst LTE mobility management derives its characteristics 
from the PMIPv6 MM strategy [15], LTE-X2 offers a method 
to de-centralize it. In the presence of an X2 interface between 
two eNodeBs (eNBs), instead of involving the core network 
element MME for resource negotiation and data forwarding 
tasks, the eNBs communicate amongst themselves. This allows 
for a fast handover and also reduces signaling in the core 
network. And so due to the ability of LTE-X2 to provision 
seamless handover alongside de-centralization, it is a reliable 
mechanism for 5G MM. Further, since it provisions de- 
centralization and reduces CN signaling, it also reduces the 
processing load for the CN. Hence, LTE-X2 can facilitate 
scalability for 5G MM. Lastly, since LTE-X2 only enables  
multi-level HO service support, i.e. HO can be executed either 
at the access (through X2 HO) or core network level (through 
S1 HO), it provides limited flexibility for 5G MM. 
Note that, S1 based HO involves resource negotiation and 
routing decisions through the MME. Due to this centralized 
approach, there will be extensive CN signaling which will  
lead to congestion and SPoF.  Thus, it is not foreseen as a      
5G MM enabler. Additionally, while 3GPP in its current 5G 
standardization efforts [16] has defined equivalent procedures, 
i.e., Xn and N2 HOs, they are hampered by similar limitations 
as discussed above. 
 
E. Multi-Connectivity Solutions 
Multi-connectivity enables the users to establish and main- 
tain physical and logical connections to multiple access points 
(possibly belonging to different RAT(s)) at the same time. 
Certain standards and mechanisms that utilize this concept are 
ITU-Vertical multihoming (ITU-VMH), the Co-ordinated Mul- 
tipoint (CoMP) strategy and Dual connectivity (as proposed in 
LTE by 3GPP). 
Specifically, ITU-VMH permits the user to camp on more 
than one RAT, via multiple physical channels, at any given 
moment. Through such provision, ITU-VMH ensures path 
redundancy. Further, through interactions between the various 
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Fig. 3. Key Capabilities of Existing mechanisms and standards for 5G MM. 
 
OSI layers, techniques such as MPTCP/SCTP in combination 
with ITU-VMH can also aid in the provision of path redun- 
dancy. And so, ITU-VMH via its redundancy and seamless 
handover capabilities ensures reliability for 5G MM. Note that, 
the seamless handover capability is facilitated by the ability  
of ITU-VMH to allow the user to connect to a multitude of 
APs, thus reducing the  possibility  of  outage  (as  compared 
to standard HO process) during mobility events. Further, via 
the provision of multi-connectivity, ITU-VMH also permits 
per-channel granularity of service. Hence, it is also a flexible 
mechanism for 5G MM. However, ITU-VMH, like the IEEE 
802.21 standard, would require a transformation in the pro- 
tocol stack to permit efficient resource allocation at all the 
protocol layers. Such a transformation might be difficult to 
scale to all the user devices, and hence, ITU-VMH is not a 
very scalable solution for 5G MM strategies. 
Next, the Co-ordinated Multipoint (CoMP) strategy involves 
multiple access points co-ordinating with each other to serve 
the user. Similar to ITU-VMH, CoMP can also provision path 
redundancy as well as seamless handover capability, owing    
to its coordinated feature. And hence, it is also a reliable 
strategy for 5G MM. Further, similar to ITU-VMH, CoMP  
can configure multi-connectivity alongside per-channel granu- 
larity (multiple APs permit multiple channels for transmission 
of data and hence,  per-channel  granularity  of  service  can  
be provisioned). Consequently, it is qualitatively a flexible 
mechanism for 5G MM. However, since CoMP might involve 
centralized scheduling operations and does not satisfy any of 
the other scalability characteristics, qualitatively it is not very 
scalable. 
Lastly, the LTE Dual Connectivity concept allows a user to 
camp on two eNBs. Dual connectivity (DC) was introduced 
specifically for LTE during Release-12. However, it is in 
Release-13 that the concept of DC was matured, wherein 
multiple usage scenarios, architecture and the physical layer 
operation were defined. A detailed description of the same  
has been presented in [17]. Thus, LTE DC satisfies the multi-
connectivity and seamless mobility parameters, hence, 
rendering it to be flexible and reliable. Further, for scalability, 
while there is no explicit discussion in DC, an evolution of  
the same facilitating the simultaneous utilization of 5G and 4G 
APs for the users has been adopted in the 5G non-standalone 
(NSA) standard released by 3GPP (namely EN-DC). Hence, 
we consider the DC concept to be scalable for the 5G network 
scenarios. 
 
 
F. RSSI based handover methods 
The erstwhile RSSI based handover methods employ a  
very simplistic approach to AP  selection,  i.e.,  comparing  
the detected AP link  quality  (RSSI)  levels.  While  in  
cellular networks, the network initiates a HO after receiving 
measurement reports from the UE, in the case  of  Wi-Fi,  
users are responsible for selecting the AP after collecting 
RSSI measurements. The aforesaid simplistic nature can  
hence permit scalability  for  the  5G MM  mechanisms as  it  
is easy to implement, and does not entail a high processing 
and signaling load either. However, such an approach can be 
plagued by multiple issues. For example, APs with a good 
RSSI might be overloaded (as more users will be assigned to 
them) whilst others maybe underutilized. Such a scenario also 
implies that RSSI based methods are not reliable as a better 
RSSI does not always guarantee better QoS, since, congestion 
will lead to degraded QoS. Moreover, in dense  scenarios, 
even with the implementation of a hysteresis, UEs will be 
subject to FHOs due to the fluctuating RSSI and availability 
of multiple candidate APs. This further exemplifies the 
unreliability of RSSI based methods. Additionally, these 
methods are one-dimensional, given that they consider only 
RSSI as a decision parameter. The  RSSI  methods  also  do 
not provision any granularity of service, context awareness, 
multiple levels of HO support, etc. Hence, they do not offer 
any flexibility to the 5G MM mechanisms. 
 
To summarize, we introduce Fig. 3 wherein the key capabilities 
of each of the aforementioned  techniques  are  mapped  on 
the basis of reliability, scalability and flexibility. While this 
qualitative analysis highlights the features and capabilities that 
the existing mechanisms can offer, none of them completely 
satisfies the three criteria in Fig. 3 simultaneously. Conse- 
quently, a holistic 5G MM strategy remains elusive. Hence,   
in the following section, we present the extensive research  
that has been carried out on MM solutions for 5G networks. 
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Fig. 4. Functional requirements from future MM mechanisms. 
 
IV. THE STATE OF THE ART IN 5G MM STUDIES 
Global efforts, such as 5G-Americas and 5G-PPP, have 
spinned up consortiums that have provided impetus to the 
development of 5G, including MM strategies. In particular,  
the research being done in 5G-NORMA [18] covers a wide 
swathe of avenues that exist in the 5G MM design. It discusses 
an SDN based framework that can encompass strategies and 
techniques which grant certain level of adaptability (feedback 
based), flexibility (in terms of granularity provisions) and 
reliability (through availability of multiple paths) for 5G MM 
solutions. 
Also, 3GPP through TR 23.799 and TS 23.501 has provided 
significant insights into the design and development of 5G 
MM strategies. New MM states, mobility levels, provision of 
on-demand MM, interaction between the new Mobility Man- 
agement Function (MMF) and Session Management Function 
(SMF) at the Next Gen Core (NGC), inter- and intra-NGC 
handovers, and LTE-EPC 5G NGC interworking have been 
introduced in the aforesaid 3GPP specifications. These tech- 
niques through the provision of a softwarized solution and a 
global view of the network scenario alongside user context will 
facilitate the efficient operation of 5G MM mechanisms. In 
addition, there have been other wide-ranging efforts to provide 
MM solutions that meet the earlier discussed requirements. 
Consequently, in Fig. 4, we provide a novel classification of 
the MM strategies currently being proposed, along with a 
corresponding network scenario that is representative of what 
we envision for the 5G networks. Note that the proposed 
network scenario reinforces the service based architecture 
proposed by 3GPP in [19]. 
We broadly classify the current research efforts as being 
Core Network, Access Network and Extreme Edge Network 
based solutions. Note that,  the  classification  is  dependent  
on the  portion  of  the  network  that  is  impacted  (directly  
or indirectly) the most by a particular MM scheme. The 
envisioned network scenario  shown  in  Fig.  4  consists  of 
an SDN based CN with a Northbound Interface (NBI) to 
communicate with the Virtual Network Functions (VNFs). The 
VNFs are essentially all the CN functions, which can now be 
invoked as applications on-demand. The CN also consists of a 
Southbound Interface (SBI) to implement the OpenFlow (OF) 
rules on the general purpose OF switches. These OF switches 
comprise the network data-plane (DP), which also extends 
down to the access  network.  The  access  network  consists 
of the OF switches as well  as  the  Cloud-RAN  (C-RAN). 
The C-RAN comprises of the Baseband Unit  (BBU)  pool, 
and consequently, services the Remote Radio Heads (RRH). 
Further, in order to allow for quick access/distribution of DP, 
access to the Internet core through the C-RAN is also possible. 
It should be noted that by including techniques such as Local 
IP Access (LIPA) in Release-10, 3GPP has already augmented 
the possibility to offload traffic at the eNB level (C-RAN level 
in 5G networks). Lastly, at the other extreme of the access 
network lie the users, and potential D2D clusters. The UEs 
along side the D2D clusters, due to their positioning within 
the network topology, are considered as the Extreme Edge 
network. And so with this background, we now discuss these 
proposed 5G MM solutions. 
 
A. Core Network Solutions 
Core network solutions have been categorized further as 
either being SDN, DMM or Edge clouds based. Solutions that 
Intelligent RAT 
selection 
RAN-as-a-Service 
Cross layer 
LTE Dual 
Connectivity 
Edge Clouds 
DMM Based 
SDN Based 
Device-to-Device 
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utilize SDN to implement MM can be equipped with a global 
or locally-global network view. This top-view of the network 
enables MM solutions to offer a high degree of optimality. 
However, as a result of the convoluted 5G network scenario, 
the design of SDN CP also becomes increasingly crucial. 
Hence, the placement of SDN controller(s) (SDN-C) in the 
overall network topology is an important factor to consider. 
Consequently, we present a brief discussion on the SDN based 
solutions, which might be Centralized, Semi-Centralized or 
Hierarchical [20]. 
A centralized MM solution will consist of a single global 
SDN-C which monitors and manages the entire network. With 
the global view, it enables the formulation of optimal MM 
solutions. However, the centralized nature might not offer the 
scalability and reliability (SDN-C can be a SPoF) [20] needed 
by 5G MM solutions. Note that, even though SDN-Cs might 
appear as SPoFs, corresponding clustering for load sharing 
and redundancy can help alleviate this  issue.  Specifically,  
and similar to the method proposed by 3GPP to pool the 
MMEs to avoid SPoF problem and to share the workload 
between MME instances, SDN-Cs can be clustered together   
to provision redundancy (and hence no SPoF) and workload 
sharing. Next, semi-centralized approaches divide the entire 
geographical region into smaller domains, each managed by a 
separate SDN-C. This SDN-C, responsible for handling MM in 
its domain, helps to enhance the network scalability. However, 
since each domain still has a single SDN-C managing it, SPoF 
issue might become a limiting factor. Further, for inter-domain 
HO, extensive signaling would be required between two SDN- 
Cs whilst the same would be non-existent in a centralized 
approach [20]. On account of this trade-off, a semi-centralized 
approach can be successful if an appropriate number of SDN 
domains are created, which do not increase the signaling 
burden while reinforcing the network reliability and scala- 
bility characteristics. A combination of the aforementioned 
approaches, i.e., hierarchical approach, consists of SDN-Cs    
at multiple levels [20]. Whilst the global SDN-C behaves as    
a master (tuning HO parameters, manage inter domain HOs, 
etc.), the SDN-Cs in the lower hierarchical levels manage MM 
within their domains and function as slaves. Such an approach 
can hence provide the scalability and reliability required by 5G 
MM solutions. 
Next, similar to the SDN based solutions, DMM based 
approaches will contribute significantly to the design and 
functioning of 5G networks. With the ability to provide a 
distributed DP in conjunction with a distributed/centralized CP 
[21], DMM can enhance the scalability (by removing anchors 
prevalent in current MM solutions, i.e.,  de-centralization)  
and flexibility (by allowing the most optimum access router 
for each flow independently) of the 5G networks. These 
approaches can be classified as being fully distributed, partially 
distributed and SDN based. 
The fully distributed approach whilst ensuring reliability 
and scalability by distributing both DP and CP, will encounter 
extensive amount of handover signaling between access routers 
(ARs) during a mobility event [21]. Note that the DP func-  
tionalities and location of ARs are the same as that of the OF 
switches. However, depending on the type of DMM approach, 
the CP is fully or partially located on the ARs themselves, 
instead of being virtualized at the NBI of an SDN-C (as in    
the case of OF switches). And so, while the fully distributed 
approach is challenged by the signaling between ARs, the 
partially distributed (P-DMM) approach centralizes the CP, 
hence, alleviating this concern [21]. The P-DMM approach 
also maintains the benefit of avoiding any mobility anchors. 
However, an enhancement of this approach is the SDN based 
approach. Similar to the P-DMM approach, the CP is still at a 
central controller, i.e. SDN-C, however, the signaling between 
the controller and the DP devices is far more simplified as 
compared to the partially distributed approach. The reason 
being, in an SDN based approach, the ARs are converted to 
mere forwarding devices and it is the SDN-C that orchestrates 
the forwarding rules (routing table) on them to realize the   
data paths for the existing sessions in the network. Concretely, 
in the SDN based approach the DP devices no longer need    
to perform a handshake, like in the P-DMM approach, with  
the central controller to establish a route, instead the routing 
information is now fed to the DP devices by the SDN 
controller [21]. These enhancements are further quantified in 
[21] by the fact that the mean HO latency for SDN based 
DMM is reduced by 3.94% as compared to P-DMM, while  
the E2E delay is reduced by 39.55%. 
Lastly, edge clouds, which essentially refer to data 
clouds/processing centers close to the RAN within a given 
network infrastructure, can have a profound impact on the  
user QoS during mobility scenarios [22]. This is so because, 
the edge clouds through their provision for fast data access  
(via data caching) or through processing capabilities (i.e., per- 
forming certain MM operations without the messages having 
to traverse the entire CN) can help enhance the user QoS.  
Note that, we classify the edge clouds to be a CN solution, 
even though we state that they are most likely to be closer      
to the RAN, because, certain topology designs might entail     
a hierarchical setup. In this hierarchical setup, there can be 
edge clouds placed close to the RAN and then placed further 
away from the RAN, say close to the S-GW and P-GW in an 
LTE network [22]. Such an approach can help in caching data 
according to their level of popularity, taking into account CN 
traffic as well as the latency to retrieve the requested content 
[22]. 
 
B. Access Network Solutions 
As part of access network strategies, one of the key 
approaches that has been proposed, and has recently been 
standardized as the LTE dual connectivity, is the concept of 
phantom cell [23]. It allows the UE to camp its CP on a macro- 
cell (MC), while its DP is being handled at the small cells that 
lie within the coverage of the earlier mentioned MC. This, in 
essence offers a low signaling cost regime to perform the intra- 
MC HOs as the UE does not need to access the CN for radio 
resource management operations during HO. Concretely, the 
MC handles the radio resource allocation operations for the 
phantom cells, and hence, during HOs between the phantom 
cells the CN signaling is avoided [17]. 
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Moreover, owing to the softwarization of the complete 
network, the process of exchanging information between the 
various OSI layers, i.e. implementation of the cross layer 
strategy, is eased. This in turn allows the network to formulate 
solutions that are optimal, taking into cognizance the impact 
and benefits that the solution will produce at various levels    
of the network. A consequence of the softwarization process  
is also the RAN-as-a-Service (RANaaS), which allows on- 
demand allocation of access network resources (e.g., BBU 
pool, BBU-RRH functional splitting) depending on the net- 
work and user context. Additionally, the BBU pool, through 
close interaction of various RATs at a single location, can 
orchestrate fast handovers on-demand. However, in order to 
choose the best APs to connect to in a multi-RAT scenario, 
computationally tractable RAT selection mechanisms need to 
be adopted. The multi-RAT solutions are a broad classification 
for the myriad RAT selection processes (Optimization based, 
Fuzzy logic and Genetic Algorithm based, RSSI based, etc. 
[4]) that  have been  proposed.  From  our earlier  discussions 
it is evident that RSSI based methods, although simple, do  
not weigh in other parameters such as network load, backhaul 
conditions, or user/network policies, for a RAT selection deci- 
sion. This will most certainly result in sub-optimal solutions. 
But, optimized mechanisms, that can facilitate closed form 
solutions and are computationally tractable, will be able to 
capture more features from the network. Consequently, context 
aware mechanisms, such as [24], will lead to optimal solutions 
that can be implemented for real-time scenarios. 
It must be stated here that, the aforesaid HO decision may 
be executed either at the UE (user-centric) [24], at the network, 
or as a joint effort between the UE and the network (hybrid 
decision process). 
 
C. Extreme Edge Network Solutions 
Contrasting to the design and implementation of access and 
core network based methods, the extreme edge network based 
solutions consider the potential of utilizing D2D techniques 
for facilitating seamless HO. With the standardization of LTE 
Proximity Services (LTE-ProSe) in 3GPP Release-12 and 13, 
the capability to orchestrate data forwarding/relaying in both 
DP and CP will enhance the ability of the network to provide  
a proactive and seamless handover procedure. 
 
V. CHALLENGES AND POTENTIAL SOLUTIONS 
While in the previous sections we have explicitly detailed 
the requirements from 5G MM  mechanisms,  followed  by  
the existing mechanisms and current studies that  can  aid  
them in satisfying those requirements, challenges still persist. 
Hence, it is of substance to our study to understand these 
challenges, given the complex nature of the 5G networks. The 
key challenges that the 5G MM solutions will encounter are  
as follows: 
• Even after the release of 3GPP specifications for 5G [16], 
HO signaling is still a challenge. Hence, reducing HO 
signaling to ensure system scalability and reliability will 
be one of the key challenges. 
• Network slices have been defined to ensure different 
service types are served according to their own resource 
demands. Hence, it will be a key challenge to design MM 
strategies that either jointly take into account the require- 
ments of multiple network slices or provide individual  
solutions for each network slice. 
• The state-of-the-art and 3GPP specifications ensure to 
some extent the provision of flexibility, reliability and 
scalability for 5G MM solutions, as discussed earlier. 
However, since these solutions function at different sec- 
tions of the the network (Fig. 4), the challenge will be    
to design them such that collectively they ensure the 
appropriate levels of flexibility, scalability and reliability 
in MM mechanisms to cope with the diversity in mobility 
profiles and applications the devices will access. Also, a 
part of this challenge will be to ensure that the CAPEX 
and Operating Expenditure (OPEX), owing to the archi- 
tectural (software or hardware) transformations stemming 
from these redesigned MM mechanisms, are manageable. 
• Context based MM solutions accounting for factors such 
as network load, user preference, network policy, mo- 
bility profiles, etc., to ensure best possible provision of 
requested QoS will be important. The criticality of this 
challenge is enhanced by the fact that, low computational 
complexity whilst executing these solutions will be of the 
essence to meet the strict latency constraint requirements. 
• SDN and edge cloud capabilities will be important for en- 
hancing the user experience during mobility, as discussed 
in Section IV. However, a key challenge will be to ensure 
appropriate scalability while maintaining a manageable 
CAPEX and OPEX. 
• Reducing frequent handovers, ping-pong effects and de- 
vising an optimized inter-RAT  HO strategy will still be  
a key challenge, given the dense and heterogeneous 5G 
network environment. 
Given these key challenges, we determine the potential 
mechanisms that will facilitate the 5G MM strategies to 
overcome them. Briefly, these mechanisms and the capabilities 
offered by them, have been enlisted as follows: 
• Smart CN signaling: Utilizing the properties of SDN, 
the signaling performed within the CN for handover and 
re-routing purposes can be optimized further. This will 
enable more scalability and better support to users with 
high mobility. 
• On demand MM: Given the functional requirements 
(Section II), existing methods (Section III) and the state 
of the art (Section IV), on demand MM strategies (such 
as [11]) will allow 5G MM mechanisms to serve users 
with different mobility profiles, accessing different ser- 
vices and accessing networks with differing loads, more 
effectively. 
• On-line learning: Learning network parameters such as 
network load, congestion statistics at access and core 
network, user mobility trends, etc., enable the network to 
devise effective and optimal MM strategies for a highly 
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dynamic network environment such as that in 5G. 
• DMM: DMM facilitates the distribution of MM func-  
tionality throughout the network and avoiding single  
MM anchors, which consequently assists in alleviating 
issues such as SPoF and congestion. Note that, SDN and 
NFV will assist in DMM as network programmability 
facilitates fast switching while the user/device transits 
through the network. 
• Cross layer strategy: Enabling the network layers to 
exchange information between themselves as well as 
combining techniques at multiple network layers allow 
for solutions that are flexible and reliable. For example, 
MPTCP/SCTP at the transport layer along side ITU- 
VMH from IP through PHY layer. 
• D2D assistance: D2D clustering and support for commu- 
nication with devices in such clusters has been formalized 
since 3GPP Release-13. Thus, through the relaying strate- 
[9] D. Liu and H. Chan, “RFC 7429 Distributed Mobility Management: 
Current Practices and Gap Analysis,” pp. 1–34, 2015. 
[10] R. I. Rony et al., “Joint access-backhaul perspective on mobility 
management in 5G networks,” in 2017 IEEE Conf. Stand. Commun. 
Netw. IEEE, Sep. 2017, pp. 115–120. 
[11] A. Jain, E. Lopez-Aguilera, and I. Demirkol, “Mobility Management as 
a Service for 5G Networks,” in IEEE ISWCS 2017 Work., Aug. 2017,  
pp. 1–6. [Online]. Available: http://arxiv.org/abs/1705.09101 
[12] A. Jain, E. Lopez-Aguilera, and I. Demirkol, “Enhanced Handover 
Signaling through Integrated MME-SDN Controller Solution,” in 2018 
IEEE 87th Veh. Technol. Conf. (VTC Spring), Jun. 2018, pp. 1–7. 
[13] T. Klein, “Enhancements to Improve the Applicability of Multipath TCP 
to Wireless Access Networks,” IETF, pp. 1–25, 2011. 
[14] F. Giust, L. Cominardi, and C. Bernardos, “Distributed mobility man- 
agement for future 5G networks: overview and analysis of existing 
approaches,” IEEE Commun. Mag., vol. 53, no. 1, pp. 142–149, Jan. 
2015. 
[15] M. I. Sanchez, A. de la Oliva, and V. Mancuso, “Experimental evaluation 
of an SDN-based distributed mobility management solution,” in Proc. 
Work. Mobil. Evol. Internet Archit. - MobiArch ’16. New York, New 
York, USA: ACM Press, Oct. 2016, pp. 31–36. 
[16] 3GPP, “TS 23.502: Procedures for the 5G System (Stage 2),” Tech. Rep. 
gies for CP/DP information, handover performance for Release-15, 2017.  ¨ 4G: LTE Advanced Pro and the 
devices migrating within the network and in such clusters 
can be enhanced. 
 
VI. CONCLUSIONS 
Given the complexity of 5G network  scenarios,  a  full  
view of the MM strategies, their capabilities, the persistent 
challenges and the possible solutions to them, will enable the 
research community to design better MM strategies for 5G. 
In this paper, we firstly presented the important functional 
requirements and design criteria to be considered when de- 
vising 5G MM solution. From the discussion it is clear that  
the existing MM solutions fail in provisioning scalability, 
flexibility and reliability simultaneously as detailed in  Section 
III. Nevertheless, the current standards and research efforts 
surveyed in Section IV are promising in satisfying the afore- 
said criteria. However, there are certain challenges that will 
still persist, which we have detailed in this paper in Section 
V. We have then provided a concise discussion on the potential 
5G MM strategies that the research community will continue 
to explore so as to solve these persistent challenges. 
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