Abstract. Sometimes, e.g. in the context of estimating V aR (Value at Risk), underestimating a quantile is less desirable than overestimating it which suggest to measure the error of estimation by an asymmetric loss function. As a loss function when estimating a parameter θ by an estimator T we take the well known Linex Function exp{α(T − θ)} − α(T − θ) − 1. To estimate the quantile of order q ∈ (0, 1) of a normal distribution N (µ, σ), we construct the optimal estimator in the class of all estimators of the form x + kσ, −∞ < k < ∞, if σ is known, or of the formx + λs, if both parameters µ and σ are unknown; herex and s are standard estimators of µ and σ, respectively. To estimate a quantile of an unknown distribution F from the family F of all continuous and strictly increasing distribution functions we construct the optimal estimator in the class T of all estimators which are equivariant with respect to monotone transformations of data.
1. The problem. In some applications underestimating a quantile is less desirable than overestimating it. That is the case, though not commonly recognized, in the problem of estimating V aR (Value at Risk) Khindarova at al (2000) , Yi-Ping Chang at al (2003) . Consequences of fixing V aR too low are essentially more serious that consequences of fixing that at a too higher level. Formally the problem of estimation of V aR may be stated as the problem of constructing the estimator which minimizes the risk of estimation under a Linex Loss function which for an estimator T and and an estimand θ takes on the form exp{α(T − θ)} − α(T − θ) − 1 (Fig. 1 ). Figure 1 .
In what follows we construct the optimal estimator in the normal model and in a nonparametric model on the basis of a random sample x 1 , x 2 , . . . , x n (i.i.d. observations) with a fixed sample size n (nonasymptotic solution).
2. Estimating quantiles of a normal distribution. Given a sample x 1 , x 2 , . . . , x n from a normal distribution N (µ, σ), the problem is to estimate the qth quantile x q (µ, σ) = µ + z q σ, where z q = Φ −1 (q) and Φ is the distribution function of N (0, 1).
As a class of estimators we take the class of all estimators of the form
if σ is known, or of the formx + λs, if both parameters µ and σ are unknown. Herē
are standard estimators of µ and σ with probability distribution functions
3. Optimal estimator if σ is known. As a measure of discrepancy between the qth quantile x q (µ, σ) to be estimated and the estimatorx+kσ we take the Linex loss function in the form ( Fig.1 ): k, q, n, α) , the optimal estimator of the qth quantile x q (µ, σ), if σ is known, is of the form
Proof. The risk function of the estimatorx + kσ under the Linex loss
Minimization of the risk with respect to k gives us the optimal estimator
4. Optimal estimator if both µ and σ are unknown. As a measure of discrepancy between the qth quantile x q (µ, σ) to be estimated and the estimatorx + ks we take the Linex loss function in the form
Theorem 2. Assuming the loss function L (x,σ, λ, q, n, α) , the optimal estimator of the qth quantile x q (µ, σ), if both µ and σ are unknown, is of the formx + λσ, where λ = λ(q, n, α) is the unique solution of the equation
Comment. The left hand side of the above equation is well known as the Parabolic Cylinder Function or Weber function which is related to confluent hypergeometric functions or Whittaker functions (e.g. Abramowitz and Stegun (1972) or Gradshteyn and Ryzhik (2000) ). These unable us to use standard tables or computer packages for calculating λ.
Proof. The risk function of the estimatorx + λs under the Linex loss L (x, s, q, λ, n, α) is given by the formula
The first summand of the risk R(λ, q, n, α) is a strictly decreasing function in argument λ and the second summand is a strictly increasing function so there exists exactly one λ which minimizes the risk and that is the solution of the equation ∂R(λ, q, n, α/∂λ = 0.
Some numerical values of optimal k for the case of known σ and optimal λ for the case of both parameters of the parent distribution N (0, 1) unknown are presented in Table 1 . It is obvious that k(n, q, α) → z q as n → ∞. Though numerically easily confirmed, no analytic proof of the convergence λ(n, q, α) → z q as n → ∞ is known to the author.
5. Estimating quantiles of an unknown distribution F from a large nonparametric family F. Let F be the family of all continuous and strictly increasing (on their supports) distribution functions and let x q (F ) = F −1 (q) be the (unique) q-th quantile (quantile of order q) of the distribution F ∈ F . Let X 1:n , X 2:n , . . . , X n:n (X 1:n ≤ X 2:n ≤ . . . , ≤ X n:n ) be an ordered sample from an unknown distribution F ∈ F. The sample size n is assumed to be fixed. The problem is to estimate x q (F ).
As a class T of estimators to be considered we take the class of all estimators which are equivariant with respect to monotonic transformations of data and we measure the error of estimation of x q (F ) by an estimator T ∈ T in terms of differences F (T ) − q; rationale for the choice are to be found, for example, in Zieliński (1999 Zieliński ( , 2001 Zieliński ( , 2004 . The Linex loss function takes on the form exp{α ( (Fig. 2) . is the confluent hypergeometric function (e.g. Weisstein 1999 , Luke 1975 . Using the recurrence relation 1 F 1 (j, n + 1; α) − 1 F 1 (j − 1, n + 1; α) = α n + 1 1 F 1 (j, n + 2; α) and taking into account that 1 F 1 (j, n + 1; α) > 0 we conclude that the first term in R(j, n; q, α) is decreasing in j, the term j/(n + 1) is obviously increasing and in a consequence as a result we obtain that the optimal estimator is of the form X j * :n with j * such that R(j * , n; q, α) = min j R (j, n; q, α) It follows that for j ∈ {1, 2, . . . , n} there exists a unique j * such that R(j * , n; α, q) < R(j, n; α, q), j = j * or R(j * , n; α, q) = R(j * + 1, n; q, α) < R (j, n; q, α) , j / ∈ {j * , j * + 1}
The optimal j * can be easily found numerically. Some values of j * = j * (n, α, q) are presented in Table 2 . 
