This article describes the distributional strategy submitted by the Citius team to the SemEval 2017 Task 2. Even though the team participated in two subtasks, namely monolingual and crosslingual word similarity, the article is mainly focused on the cross-lingual subtask. Our method uses comparable corpora and syntactic dependencies to extract count-based and transparent bilingual distributional contexts. The evaluation of the results show that our method is competitive with other cross-lingual strategies, even those using aligned and parallel texts.
Introduction
A comparable corpus consists of documents in two or more languages or varieties which are not translation of each other and deal with similar topics. Comparable corpora are by definition multilingual and cross-lingual text collections. The use of comparable corpora for word similarity is a well-known task (Fung and McKeown, 1997; Rapp, 1999; Saralegi et al., 2008; Gamallo, 2007; Gamallo and Pichel, 2008; Ansari et al., 2014; Hazem and Morin, 2014) . The main advantage of comparable corpora is that the Web can be used as a huge resource of multilingual texts. In contrast, their main drawback is the low performance of the extraction systems based on them. According to (Nakagawa, 2001) , word similarity extraction from comparable corpora is a too difficult and ambitious objective, and much more complex than extraction from parallel and aligned corpora. However, the reasonable results our comparablecorpus method achieved in the cross-lingual subtask of SemEval 2017 Task 2 (Camacho-Collados et al., 2017) show that the gap between parallel and comparable corpora for word similarity is shortening. In this article, we describe our comparable-corpus method for cross-lingual similarity in the next section (2).Then Section 3 describes the experiments and the evaluation and, finally, a discusion is addressed in Section 4.
The Cross-Lingual Strategy
The best known strategy to extract bilingual correspondences from comparable corpora works as follows: a word w 2 in the target language is semantically related to w 1 in the source language if the context expressions with which w 2 co-occurs tend to be translations of the context expressions with which w 1 co-occurs. The basis of the method is to find the target words that have the most similar distributions with a given source word. The starting point of this strategy is a seed list of bilingual expressions that are used to build the context vectors defining all words in both languages. This seed list is usually provided by an external bilingual dictionary. In our approach, the seed expressions used as cross-language pivot contexts are not bilingual pairs of words as in related work, but bilingual pairs of lexico-syntactic contexts.
The process of building a list of seed bilingual lexico-syntactic contexts consists of two steps: first, we generate a large list of bilingual correlations between lexico-syntactic patterns using an external bilingual dictionary, syntactic parsing and syntactic-based transfer rules. Second, this list is reduced by filtering out those pairs of patterns that do not occur in the comparable corpus. We also remove those that are sparse or unbalanced in the corpus. It results in a list of seed bilingual contexts.
To take an example, let us suppose that an English-Spanish dictionary translates the noun import into the Spanish counterpart importación. To Table 1 : Bilingual correlations between lexico-syntactic patterns generated from the translation pair: import-importación. A patterns is a dependency triple (head, relation, dependent). The head and dependent can be lexical units (e.g. import) or Part-of-Speech tags (e.g. N, V, A)
generate bilingual pairs of lexico-syntactic patterns from these two nouns, we follow basic transfer rules such as: (1) if import is the subject of a verb, then its Spanish equivalent, importación, is also the subject; (2) if import is modified by an adjective at the left position, then its Spanish equivalent is modified by an adjective at the right position; (3) if import is restricted by a prepositional complement headed by the preposition in, then its Spanish counterpart is restricted by a prepositional complement headed by the preposition en. The third rule needs a closed list of English prepositions and their more usual Spanish translations. For each entry (noun, verb, or adjective), we only generated a subset of all possible patterns. Notice that prepositions are encoded not as lexical units, but as syntactic dependencies. Table 1 depicts the bilingual pairs of patterns generated from the bilingual word pair import-importación and a restricted set of rules. Finally, the comparable corpus allows us to filter out missing and sparse patterns, for instance: (import, with, N/importación, con, N ). The resulting bilingual lexico-syntactic patterns are used as distributional contexts to build the vector space.
The distributional vector space we have adopted is a transparent count-based model with explicit and sparse dimensions. Sparseness reduction is performed by selecting the most relevant contexts per word using a filtering strategy (Bordag, 2008; Gamallo and Bordag, 2011; Gamallo, 2016) . The filtering strategy to select the most relevant contexts consists in selecting, for each word, the R (relevant) contexts with highest lexical association scores and computed with loglikelihood measure (Dunning, 1993) . The top R contexts are considered to be the most relevant and informative for each word. R is a global, arbitrarily defined constant whose usual values range from 10 to 1000 (Biemann et al., 2013; Padró et al., 2014) . In short, we keep at most the R most relevant contexts for each target word. This is an explicit and transparent representation giving rise to a non-zero matrix. Methods based on dimensionality reduction and embeddings, by contrast, make the vector space more compact with dimensions that are not transparent in linguistic terms (Gamallo, 2016) .
Experiments

Data and Tools
We have participated at the cross-lingual word similarity subtask of SemEval 2017 Task 2 (Camacho-Collados et al., 2017), where each word pair is composed by ten cross-lingual word similarity datasets (Camacho-Collados et al., 2015) . More precisely, we sent two different runs to be evaluated against the EnglishSpanish dataset. In this subtask, we used as comparable corpora the English and Spanish tokenized Wikipedia dumps in text format, which are available at https://sites.google.com/ site/rmyeid/projects/polyglot. The difference between the two runs (Citius run1 and Citius run2) we have submitted is in the training corpus. While Citius run1 is only trained with the two above mentioned Wikipedias, Citius run2 uses additional text created with BootCat (Baroni et al., 2006) and seed words that do not occur in the two Wikipedias.
To process the corpus, we used the multilingual PoS tagger of LinguaKit 1 (Garcia and Gamallo, 2015) and DepPattern, a rule-based and multilingual dependency parser (Gamallo and González, 2011; Gamallo, 2015) . Named entities were identified with the NER module provided by LinguaKit while multi-words were extracted by means of an ad-hoc procedure that just selects those appearing in the test dataset. Table 2 : Results for the cross-lingual EnglishSpanish task.
To build the distributional models, target words appearing less than 100 times were filtered out. Similarly, bilingual contexts with frequency less than 50 were removed. The English-Spanish dictionary used to select the seed contexts required by the acquisition algorithm contains 10,828 entries, which is the lexical resource integrated in Apertium, an open source machine translation system 2 . Then, for each word, we selected the 500 most relevant contexts. The final model resulted in a bilingual non-zero matrix of about 440k target words and over 208k different dependencybased contexts. In total we built a non-zero matrix with about 100 billion word-context pairs, which is a relatively easy-to-handle matrix, and even smaller in size than an equivalent dense matrix with 440k words and 500 dimensions. This is the the co-occurrence matrix used by Citius run1. A version of the system is publicly available at http://gramatica.usc. es/˜gamallo/prototypes.htm. A second matrix (used by Citius run2) was built by searching for new occurrences with BootCat for those test words that were filtered out from the previous co-occurrence matrix. Table 2 shows the results for the English-Spanish dataset. Citius run1 is the 5th best system (out of 14). However, if we only consider the runs using a comparable-based strategy with the Wikipedia dumps (marked with "&" in the table), Citius run1 is the first out of three, leading by 23 points the second one. It is also noticeable that our comparable-corpus strategy is in a competitive position with other methods based on aligned and parallel corpora, which are most of systems participating at the subtask.
Results
We also participated at the monolingual word similarity task for English and Spanish by making use of the same distributional vector space we have adopted for the cross-lingual task and reported in Gamallo (2016) . The results we obtained are reasonable for the two languages, in particular if we only consider the Spearman correlation. According to this measure, Citius run2 is the 4th best run in English (out of 23), and is also the 4th best system in Spanish (out of 11).
Discussion
We have reached interesting results by making use of a traditional and transparent distributional model instead of dense and embedding representations. Besides, in the cross-lingual task, we have built the models with non-parallel corpora instead of using aligned and parallel texts. However, our method is language dependent since it requires syntactic information and specific language processing. Finally, we must also point out that the test dataset is not well suited to the characteristics of our syntax-based strategy. The test dataset includes semantically related word pairs that are not functionally equivalents, such as for instance globalism / visa or nepotism / king in the English pairs. Even if globalism is semantically related to visa, they occur in different syntactic positions with different syntactic functions. Models without syntactic contexts (i.e. bag-of-words models) tend to perform well in tasks oriented to identify semantic relatedness and analogies (Levy and Goldberg, 2014; Gamallo, 2016) . By contrast, syntax-based methods, as the one we have proposed, tend to outperform bag-of-words techniques when the objective is to compute semantic similarity between functional (or paradigmatic) equivalent words, such as detection of synonym, co-hyponym or hypernym word relations (Padó and Lapata, 2007; Peirsman et al., 2007; Gamallo, 2009) .
