Abstract. A discrete-time algebraic Riccati equation (DARE) is a set of nonlinear equations. One of the oldest, best studied, numerical methods for solving it, is Newton's method. Finding a stabilizing starting guess which is already close to the desired solution is crucial. We propose to compute an approximate solution of the DARE by the (butter y) SZ algorithm applied to the corresponding symplectic pencil where zero and in nity eigenvalues are removed using an iterative de ation strategy. This algorithm is a fast, reliable and structure-preserving algorithm for computing the stable de ating subspace of the symplectic matrix pencil associated with the DARE. From this, a stabilizing starting guess for Newton's method is easily obtained. The resulting method is very e cient and produces highly accurate results. Numerical examples demonstrate the behavior of the resulting hybrid method.
Introduction
The standard (discrete-time) linear-quadratic optimization problem consists in nding a control trajectory fu(k); k = 0; 1; 2; : : :g, minimizing the cost functional J (x 0 ; u) = That is, X = X T is the solution of (1.1) and all eigenvalues of A ? BK(X ) are inside the unit circle: (A ? BK(X )) D 1 (0), where D 1 (0) = f 2 C ; j j < 1g:
The equation (1.1) is usually referred to as discrete-time algebraic Riccati equation 1991 Mathematics Subject Classi cation. Primary 65H10, 49N05; Secondary 15A24, 65F15. 1 (DARE). It appears not only in the context presented, but also in numerous procedures for analysis, synthesis, and design of control and estimation systems with H 2 or H 1 performance criteria, as well as in other branches of applied mathematics and engineering, see, e.g., 1, 2, 3, 28, 22, 31] .
The DARE (1.1) can be considered as a nonlinear set of equations. Therefore, Newton's method has been one of the rst methods proposed to solve DAREs 19] .
Finding a stabilizing starting guess which is already close to the desired solution is crucial. It is well known that (under certain reasonable assumptions) if X 0 is a stabilizing starting guess, then all iterates are stabilizing and converge globally quadratic to the desired solution X (see, e.g., 19, 22, 25] ). Despite the ultimate rapid convergence, the iteration may initially converge slowly. This can be due to a large initial error jjX ? X 0 jj or a disastrously large rst Newton step resulting in a large error jjX ? X 1 jj. In both cases, it is possible that many iterations are required to nd the region of rapid convergence. 2. Newton's method The function DR(X) is a rational matrix function and DR(X) = 0 de nes a system of nonlinear equations. Hence it is straightforward to apply Newton's method to DAREs. Inspired by Kleinman's formulation of Newton's method for continuous-time algebraic Riccati equations 20], Hewer 19] proposed an analogous scheme for solving DAREs. A discussion of its convergence properties can be found in 25, 22] .
Given a symmetric matrix X 0 , the method can be given in algorithmic form as follows:
Algorithm 2.1.
FOR k = 0; 1; 2; : : : i.e., the X k converge globally quadratic to X .
The formulation of Algorithm 2.1 is analogous to the standard formulation of Newton's method as given, e.g., in 15, Algorithm 5.1.1] for the solution of nonlinear equations. Because of its robustness in the presence of rounding errors, we prefer to calculate the Newton step explicitly as in Algorithm 2.1 rather than to use the mathematically equivalent formulation of the Newton step 19, 25, 22] ,
which determines X k+1 directly. The coe cient matrices of the two Stein equations are the same, but the right-hand-sides are di erent. De ne the Stein operator as the linear map
which is also the Fr echet derivative of DR(X) at X k . Let us assume that the condition number of ? k permits us to solve the Stein equations (2.1) and (2.2) to`correct signi cant digits. Loosely speaking this implies that when X k+1 is calculated directly as in (2.2), then its accuracy is limited to`signi cant digits.
On the other hand, in Algorithm 2.1, the accuracy of the computed Newton step N k is limited to`signi cant digits. Therefore, the sum X k + N k has up to`more correct digits than X k . The accuracy of Algorithm 2.1 is ultimately limited only by the accuracy to which K(X k ), A k , DR(X k ), and the sum X k + N k are calculated.
The computational cost for Algorithm 2.1 mainly depends upon the cost for the numerical solution of the Stein equation (2.1). This can be done using the Bartels{ Stewart algorithm 7, 6] . Then the cost for the solution of the Stein equation is about 32n 3 ops. The computations for forming A k and R k can be arranged such that for n m, they require 17n 3 ops while for m n, these matrices can be formed using only 3n 3 ops. For an average value of m = n=2, the computational cost for one step of Algorithm 2.1 is about 42n 3 ops.
One major di culty is to nd a stabilizing initial guess X 0 . There exist stabilization procedures for discrete-time linear systems (see, e.g., 4, 21, 29] ). But these may give large initial errors kX ? X 0 k (see, e.g., 8] ). The procedure suggested in 21] is even infeasible for numerical computations as it is based on explicitly summing up A k BB T (A T ) k for k up to n, thereby often causing over ow already for small values of n. This problem can be overcome in case A is stable. In that case, one can start from X 0 = 0.
Despite the ultimate rapid convergence indicated by Theorem 2.2 d), the iteration may initially converge slowly. This can be due to a large initial error kX ? X 0 k or a disastrously large rst Newton step resulting in a large error kX ? X 1 k. In both cases, it is possible that many iterations are required to nd the region of rapid convergence. An ill-conditioned Stein equation makes it di cult to compute an accurate Newton step. An inaccurately computed Newton step can cause the usual convergence theory to break down in practice. Sometimes rounding errors or a poor choice of X 0 cause Newton's method to converge to a non-stabilizing solution.
For these reasons, Newton's method is usually not used by itself to solve DAREs. However, when it is used as a defect correction method or for iterative re nement of an approximate solution obtained by a more robust method, it is often able to squeeze out the maximum possible accuracy 25] after only one or two iterations. Therefore we propose here to nd a stabilizing initial guess using the butter y SZ algorithm.
An approach to overcome slow initial convergence is suggested in 8, 9] . There, a line search strategy is suggested that usually accelerates the convergence during the rst iteration steps. The strategy is particularly successful if A is known to be stable and one can start from X 0 = 0. Still, for unstable A matrix, this procedure relies on some initial stabilization and even for a stable A matrix, X 0 = 0 may result in a bad rst step. Therefore this approach will also bene t from a good starting guess. Note, however, that most frequently a starting guess obtained from the SZ algorithm is so close to the desired solution that line search will usually not improve Newton's method signi cantly. We will therefore not discuss this topic here any further. Still, in case the solution of the DARE via the de ating subspace approach is ill-conditioned, line search may improve the convergence behavior.
The butter y SZ algorithm
For simplicity let us assume at the moment that A in (1.2) is nonsingular. Once the reduction to a symplectic butter y pencil is achieved, the SZ algorithm is a suitable tool for computing the eigenvalues/de ating subspaces of the symplectic pencil K ? N 11, 16] . The SZ algorithm preserves the symplectic butter y form in its iterations. It is the analogue of the SR algorithm (see 10, 16] 17 ] to determine an orthogonal matrix V 2 R n n , an upper triangular matrix U 2 R n n and a permutation matrix P 2 R n n such that
where U 2 2 R n n?k and V 2 A; e Q; e G 2 R n?k n?k . The rst k columns of T span the right de ating subspace of L ? M corresponding to k zero eigenvalues and the rows n + 1; n + 2; : : : ; n + k of e T span the left de ating subspace corresponding to k in nity eigenvalues. We may therefore delete rows and columns 1; 2; : : : ; k; n + 1; n + 2; : : : ; n + k and proceed with the reduced pencil There is no guarantee that e A is nonsingular. Hence, the procedure described above has to be repeated until the resulting symplectic matrix pencil has no more zero and in nity eigenvalues and e A is nonsingular. Note that neither the rank of A nor the number of zero eigenvalues of A determine the number of zero and in nity eigenvalues of the symplectic pencil. For instance, in Example 10 of 12], n = 6, rank(A) = 5, A has three zero eigenvalues and L ? M as in (1.2) has two zero and in nite eigenvalues each. All the computation in this algorithm can be carried out in a numerically reliable way. The solution of the linear systems with I + GQ is well-conditioned, since Q and G are symmetric positive semide nite.
If after the rst iteration, e
A is nonsingular, then this process requires (11n 2 + 6rn + 2r 2 )n ops; the initial QR decomposition in order to check the rank of A costs 4 3 n 3 ops. Note that this initial decomposition is always computed. But in case A has full rank, then the symplectic pencil L 0 ? M 0 in (3.1) is formed using the original data in order not to introduce unnecessary rounding errors. In doing so, the QR decomposition of the A matrix should be used when computing A ?T Q and A ?T instead of computing an LR decomposition of A.
Combined with a strategy to de ate zero and in nity eigenvalues from the symplectic pencil in order to deal with discrete-time algebraic Riccati equations with singular A matrix, the butter y SZ algorithm is an e cient tool to compute a starting guess for Newton's method. Usually the same number of iterations is required as when re ning an approximation computed by the generalized Schur vector method. Even if one or two iterations more are necessary due to the loss of accuracy caused by using non-orthogonal transformations, this is well compensated by the cheaper SZ iteration.
A hybrid method for DAREs
Combining the strategy to de ate zero and in nity eigenvalues from the symplectic pencil with the SZ algorithm followed by a few Newton iteration steps results in an e cient and accurate hybrid method.
Altogether, we propose the following algorithm to solve the DARE (1.1).
Algorithm 4.1.
Input: The coe cient matrices A 2 R n n , B 2 R n m , Q = Q T 2 R n n , and R 2 R m m . Output: An approximationX =X T 2 R n n to the stabilizing solution of the DARE. 3 n 3 ops, respectively, Step 3. requires 576 3 n 3 ops (using the QR decomposition of A computed in Step 2.) while 8 3 n 3 ops are needed to solve the linear system in the 4.
Step. Two Newton iteration under the given assumptions take 84n 3 ops. Altogether this results in approximately 280n 3 ops. Note that given these op counts, 5 Newton iterations are needed to reach the cost of the generalized Schur vector method. If compared to an iteratively re ned generalized Schur vector method, this comparison becomes even more favorable. For the same number of Newton iterations, the hybrid method is about twice as fast as the iteratively re ned generalized Schur vector method.
Also note that as long as the SZ algorithm yields a stabilizing starting guess X 0 = b X, the hybrid algorithm can be considered as numerically backward stable as it computes the solution to a nearby DARE; see 25, x 10] . This is due to the fact that the Newton iteration as formulated in Section 2 can be considered as a defect correction method for DAREs and the ultimate accuracy obtained by Newton's method is only limited by condition number of the DARE; see, e.g., 27].
Numerical Experiments
We have implemented Algorithm 4. seen that for all examples, the nal accuracy is similar for both methods. This is to be expected as the accuracy obtained by Newton's method is only limited by the conditioning of the DARE and not by the initial error kX ? X 0 k F . In most cases, the number of Newton steps needed is equal or di ers by one only. The biggest di erences are in Examples 10 and 11. In Example 10, four Newton steps are needed to re ne the Schur vector based approximation to nal accuracy while no Newton steps are needed by Algorithm 4.1. On the other hand, in Example 11, two Newton steps are needed by the hybrid method while none are required for the Schur vector solution. But even in this case, given the op counts from the previous sections, Algorithm 4.1 still computes the solution faster than the Schur vector method. That is, the hybrid method is always faster than the Schur vector method with iterative re nement based on Newton's method. In Example 10, Algorithm 4.1 is almost three times faster than the iteratively re ned generalized Schur vector method. Note that for all examples with known exact solution, the attained accuracy is of order machine precision times condition of the DARE.
Concluding remarks
We have discussed the numerical solution of discrete-time Riccati equations. By initializing Newton's method with a starting guess computed by the butter y SZ algorithm combined with a method for de ating zero and in nite eigenvalues to the corresponding symplectic matrix pencil, an e cient and accurate hybrid method is derived. This method is usually about twice as fast as the generalized Schur vector method with iterative re nement by Newton's method, while the accuracy obtained is in both cases only limited by the conditioning of the DARE and not by the SZ or QZ method. 
