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Abstract-The estimation of the spectral density of a discrete-time for the corresponding AR spectral estimate is normal and stationary Gaussian autoregressive (AR) process from a finite set of calculated its covariance. Berk [5] , under the assumption noisy observations is considered. A modified spectral estimator based that the order of the AR process goes to infinity as the on the high-order Yule-Walker equations is considered. Joint asymptotic normality or this spectral estimator is established; a precise number of observations tends to infinity, Droved that the q-symptotic expression for the covariance matrix of the limiting distridistribution of the AR spectral estimate is asymptotically bution is obtained. The special case or AR(I) plus noise is considered normal with asymptotic variance identical to that of a in some detail.
truncated periodogram.
The problem of AR parameter estimation for the AR I. INTRODUCTION plus noise case was first examined by Walker [61 who N this paper, the problem of estimating the spectral evaluated the asymptotic efficiency and variance for the density of a discrete-time stationary Gaussian autoreparameter estimate of a first-order AR process. Pagano gressive (AR) process from a finite set of noisy observa- [7] , noting that the correct model for an AR (p) plus noise tions is considered. AR spectral estimation techniques are process is an autoregressive-moving average (ARMA) widely used in signal processing applications. They are process of order (p, p), developed strongly consistent and meaningful when the underlying process is well modeled efficient AR parameter estimates through the use of nonby an AR random process and the resulting spectral estilinear regression. Lee [81 examined the multivariate AR mate will exhibit, for small sample size, increased resoplus noise case and proved asymptotic normality for eslution (see Kaveh and Cooper [i1 and Beamish and timates of the AR parameters based on the high-order Priestly [21) over that obtained by the nonparametric
Yule-Walker equations. However, his results, which desmoothed periodogram. In practice, the observation propend on a central limit theorem of Billingsley [91, are not cess has a noise component and the usual noise-free AR substantiated as shown in Section V. For the univariate spectral estimate is no longer adequate, especially when AR(p) plus noise case, asymptotic normality for estithe signal-to-noise ratio is low. A modified estimate is mates of the AR parameters, based on the high-order considered and its asymptotic statistical properties are deYule-Walker equations, was established by Gingras 1 10]. veloped.
In this paper, we consider the estimation of the spectral Let X = {X, } be a real-valued autoregressive density 0( X) of an autoregressive process AR(p) from process of order p, AR (p), with spectral density 0 ( X) a finite set of noisy observations; the spectral estimate and let { W }7 nbe a white noise process. The ob-ON ( X) utilizes AR parameters' estimates, based on the served process Y { Y, } ' -. is defined by { Y, = X, + high-order Yule-Walker equations. The goal of the paper W } and let t( X) denote its spectral density. The prob-is to establish the asymptotic statistics of the spectral eslem being considered is the estimation of the spectral dentimate ON ( X). The organization of the paper is as folsity 0( X) of the AR(p) process X from a finite set of lows. In Section II, the basic assumptions are set down; noisy observations { Y } '.V the estimates for the parameters and the spectral density For the noise-free case, the asymptotic statistics for the N ( X) are defined. The main results are presented in Secestimates of the AR parameters were rigorously estabtion III where the joint asymptotic normality of N ( X) is lished by Mann and Wald [3] . They proved that the estiestablished along with an expression for the asymptotic mates were consistent, that their limit distribution was covariance. In Section IV, the special case of AR (1) 
The noise process W
{W,
is assumed to be a When the elements of the matrix R and vector b are resequence of independent identically distributed Gaussian placed by their corresponding estimates (10), the estirandom variables DZ(0, a2.). Moreover, the processes X mated matrix and vector will be denoted by RN and bN, W are assumed to be independent, respectively. Using the high-order Yule-Walker equaand tions (8) 
The spectral density (h) of the process { Y,} is given To estimate the AR spectral density 0( X), we require by estimates of the AR parameters such as those formed by -.. ap r p = 0; for k >_ p + I. be the vector of parameters to be estimated and 0\ be its
The set of p equations in (7) corresponding to k = p + 
for ON. First, we present the asymptotic distribution of the covariance estimates of (10) as established by Brillinger variance given by the right side of (17).
TIN -'
, -0 0 (16a) Thus, the standardized vector estimate N1 " 
III. STATISTICAL PROPERTIES
In this section, we establish the joint asymptotic nor-
(18) mality of the spectral estimate v ( X) and provide a closed-form expression for its covariance matrix (Theo-
The following lemma, whose proof is delegated to Aprem 3). Since the statistical properties of the covariance pendix A, establishes the almost sure convergence of estimates ? V.k (10) are well known (see Brillinger [121) , AN 1 and aNvk as N -oo. We remark that R-exists (see the method of analysis adopted in this paper is to establish Gersch [13] ). asymptotic equivalence in probability between the error Lemma 1: AN' exists almost surely for large N and vector (dv -a) and appropriate linear combinations of converges to R-as N -cc almost surely. Moreover, the {v.k -rk k =0 (Lemma 2); similarly, we establish such AR parameter estimate aVNk converges almost surely to ak an equivalence relationship for the innovation variance's as
error a,., -a& (Lemma 3). Using these relationships, the We next construct a random vector N1 ',ZN that is equivstatistical properties of the errors (d, -a) and N., -alent in probability to the high-order Y-W AR parameter a2 can be established from those of { v. }. These two estimate vector N'/ 2 ( dv -a). The proof is given in Aplemmas and their derivations are the crux of the analysis pendix A. leading to the main result (Theorem 3). For the sake of Lemma 2: Define the vector random variable zN, by readability, we have delegated the complex derivation of Lemma 3 (as well as that of Lemma 2) to Appendix A. 
Theorem 2 establishes convergence in distribution of N' 2(0, -0) 91 (0, .) as N -oo can be evaluated using expression (3) for the spectral denwhere sity ( X). The detailed evaluation of these terms is presented in Appendix B. Note that the dimensions of the matrices L and G are
,,)T + I) X (p -I)) and (p X p), respectively, be a vector-valued function for which each component Proof: By definition, we have g,(x) is real valued and has a nonzero differential g, 0.
T) at r = 0:
by Lemma 2. we have
for any vector T = (ri. and if we set X = v, we obtain the asymptotic i riance
where the r X (p + I) matrix F is given by
, p(Xr))
and the (p + 1) x I column vector p( X) is defined by where v 2 , s, and G are given by (25), (26), and (27),
Equations ( (36) exist and are continuous in a neighborhood of pt = O.
[a 2 -2a cos (X) + 1]
Moreover, the gradient vector In this case, the asymptotic covariance function acov ( X,
can be expressed directly in terms of the parameters a,
We have is given by (32b), i.e., Pk(O) = p( Xk). We note that acov (X, ,) -
e( X) of (32c) actually depends on 0 via A(eix) which is 
.~ 2 (42c) is due to the covariance between the estimates &2 and ii, and the third term On the other hand, for the classical AR spectral estimate,
C2
which uses the standard Yule-Walker equations, the 1/a,) (47r)_04( X) [cos ( X) -] asyrnptotic va.'riancc is algin given by (41), but with represents the contribution due to estimating the AR pa-
We see that even for the AR(I) case, the asymptotic s -0 (43b) variance expression for the spectral estimate, as given by v 2a f (4 3 c) (37b)- (40), is a complicated function of the process parameters. To provide insight into the relationship between (see Akaike 14D. Fig. 2 plots the ratio of the two asymp- Expanding I/dvp in a Taylor series As N -. o, we have d ---, almost surely by Parzen [15] , 
We have by (A4a) and (A6), after collecting terms, 
where
We need to express this in terms of ( -c). To this end, we note that by Lemma 2, we have
at)]
We have by (A4b) and (A9), after collecting terms, -1, a ) and thus,
The result (A8) now follc.vs by the same argument em-(A 14) ployed earlier for (A7). Now we show that where
Finally. by the definition of B5. we have
We have
and by Lemma 2, we have
so that where by (2) and (3)
where 
and the result follows.
c) The proof follows directly from that of part b). 
