Abstract: Latent factors estimated from panels of macroeconomic indicators are used to generate recession probabilities for the US economy. The focus is on current (rather than future) business conditions. Two macro factors are considered: (1) a dynamic factor estimated by maximum likelihood from a set of 4 monthly series; (2) the first of eight static factors estimated by principal components using a panel of 102 monthly series. Recession probabilities generated using standard probit, autoregressive probit, and Markov-switching models exhibit very different properties. Overall, a simple Markov-switching model based on the big data macro factor generates the sequence of out-of-sample class predictions that better approximates NBER recession months. Nevertheless, it is shown that the selection of the best performing model depends on the forecaster's relative tolerance for false positives and false negatives.
Introduction
Is the US economy in recession? This was one of the central questions in the business and policy communities during the year 2008. While the consensus among analysts was that the economy was in fact in recession, most business cycle indicators failed to signal the downturn.
1 This question was answered in December 2008 when the Business Cycle Dating Committee of the National Bureau of Economic Research (NBER) determined that a peak in economic activity (beginning of a recession) occurred in the US economy in December 2007. The year 2009 brought forth several related questions: Is the US economy still in recession? How deep is the current recession? Is it a depression? What is the shape of the recession? V-, U-, L-shaped? Answering these questions in real time (or shortly after) is not an easy task since business conditions are not observable and NBER announcements are issued long after the fact. 2 In this context, a common strategy among those interested in modeling business conditions consists in treating the state of the economy as an unobserved variable to be estimated from the co-movements in many macroeconomic indicators. Initial contributions to this literature favored a small data approach where a (dynamic) latent factor is estimated by maximum likelihood from a few time series; see, e.g. Stock and Watson (1991) , Chauvet (1998) , Kim and Nelson (1998) , and the more recent contribution of Aruoba, Diebold, and Scotti (2009) . Recently, however, the big data approach where (static) latent factors are estimated by principal components from a large number of time series has been found useful in many forecasting exercises; see, e.g. Watson (2002a,b, 2006) ; Giannone, Reichlin, and Small (2008) , and Ng (2009, 2011) . In this paper, I use common factors estimated from small and large data sets of macroeconomic indicators (macro factors) to predict NBER recession months.
3 A nice review of the different approaches to dating business cycle turning points is provided by (Hamilton 2011). Traditionally, three approaches have been used to generate recession probabilities: (1) standard probit/ logit models; (2) dynamic probit models; (3) Markov-switching models. Therefore, the first approach considered in this paper consists in using standard probit regressions for NBER recession months. For example, Dueker (1997) , Estrella and Mishkin (1998) , Chauvet and Potter (2002) , Katayama (2010) , and Fossati (2015) examine the usefulness of several economic and financial variables, e.g. the interest rate spread, as predictors of future US recessions. The approach I take is similar to Chauvet and Potter (2010) who consider the performance of four monthly coincident macroeconomic indicators as predictors of current (rather than future) business conditions. However, instead of relying on a small number of observed variables, in this paper I consider the information contained in small data and big data macro factors. The second approach considered uses dynamic probit regressions that account for dependence in business cycle phases; see, e.g. Chauvet and Potter (2005, 2010) , and Kauppi and Saikkonen (2008) . Finally, recession probabilities are generated using Markov-switching models; see, e.g. Hamilton (1989) , Chauvet (1998) , Chauvet and Hamilton (2006) , and Chauvet and Piger (2008) . In this case, I use a framework similar to Diebold and Rudebusch (1996) and Camacho, Perez-Quiros, and Poncela (2013) where recession probabilities are generated directly using simple Markov-switching models for the macro factors. 3 Based on out-of-sample forecasting exercises, I find that both macro factors have strong predictive power for NBER recession months and can be used to assess current business conditions. But recession probabilities from the three models can exhibit very different properties. For example, the standard probit models generate recession probabilities that rise during NBER recession months, but these probabilities can be very volatile. The Markov-switching models, on the other hand, generate out-of-sample recession probabilities that are smooth and high during NBER recession months but exhibit some delayed calls. Finally, the autoregressive probit models exhibit a poor out-of-sample performance, generating probabilities that are low during NBER recession months and yielding significantly delayed recession calls. As a result, autoregressive probit models appear to offer no out-of-sample improvements over standard probit models. In addition, the classification ability of the models is evaluated using several classification rules. Overall, a simple Markov-switching model based on the big data macro factor generates the sequence of out-of-sample class predictions that better approximates NBER recession months.
Forecast evaluation statistics (loss functions) used to assess binary class predictions of NBER recession months are generally symmetric in the sense that the cost of false positives and false negatives is the same (see, e.g. Owyang, Piger, and Wall 2012) . But the selection of the best performing model may be affected by the forecaster's relative tolerance for false positives and false negatives. Using an asymmetric loss function, I show that when the cost of false positives is low, a Markov-switching model is preferred. In contrast, when the cost of false positives is high, a standard probit model is preferred. As a result, the selection of the best performing model depends on the forecaster's relative tolerance for false positives and false negatives. This paper is organized as follows. Section 2 discusses the estimation of macro factors from small and large data sets. Section 3 presents the econometric models used to generate recession probabilities. Section 4 presents out-of-sample forecasting results and discusses the classification of recession probabilities into class predictions. Section 5 concludes.
Estimation of macro factors
In this section I consider the estimation of macro factors from small and large data sets. First, I discuss the use of maximum likelihood to estimate a dynamic factor from four macroeconomic indicators commonly used in the literature. Subsequently, I discuss the use of principal components to estimate static common factors from a large number of macroeconomic indicators.
4 The ADS Index is a dynamic factor estimated from data observed at mixed frequencies. Version 1.0 uses these four monthly indicators together with initial jobless claims (weekly) and real GDP (quarterly). http://www.philadelphiafed.org/research-anddata/real-time-center/business-conditions-index/.
A small data macro factor
Consider the case where we observe a T × N panel of macroeconomic data, where N is small, typically N = 4. Assume x it , i = 1, …, N, t = 1, …, T, has a factor structure of the form
where g t is an unobserved common factor, λ i is the factor loading, and e it is the idiosyncratic error. The dynamics of the common factor are driven by φ(L)g t = η t with η t~i .i.d.N(0, 1), while the dynamics of the idiosyncratic errors are driven by ψ i (L)e it = ν it with 2 . . . (0, )
As in Stock and Watson (1991) , identification is achieved by assuming that all shocks are independent. For estimation, data is transformed to ensure stationarity and standardized, and all autoregressive processes usually include two lags. Finally, the model can be written in state-space form and estimated via maximum likelihood following Kim and Nelson (1999) .
A set of monthly economic indicators previously used in Stock and Watson (1991) , Diebold and Rudebusch (1996) , Chauvet (1998) , Kim and Nelson (1998) , Chauvet and Piger (2008) , and Camacho, Perez-Quiros, and Poncela (2013) , among others, includes industrial production (IP), real manufacturing sales (MTS), real personal income less transfer payments (PIX), and employment (EMP). These four monthly indicators also constitute the core of the ADS Business Conditions Index of Aruoba, Diebold, and Scotti (2009) constructed by the Federal Reserve Bank of Philadelphia. 4 In this paper, the dynamic factor is estimated recursively, each period using only data available at month t. EMP, IP, and PIX, are released for month t in month t+1, while MTS is released in month t+2 (Chauvet and Piger 2008) . As a result, EMP, IP, and PIX are included in the panel lagged 1 month and MTS is lagged 2 months.
Big data macro factors
In this section, instead of relying on a small number of indicators, I consider the information contained in a large number of macroeconomic time series. As in Watson (2002a,b, 2006) and Ng (2009, 2011) , among others, consider the case where we observe a T × N panel of macroeconomic data, where N is large, possibly larger than T. Assume x it , i = 1, …, N, t = 1, …, T, has a factor structure of the form
where f t is a r × 1 vector of static common factors, λ i is a r × 1 vector of factor loadings, and e it is the idiosyncratic error. Stock and Watson (2002a) show that, when N, T→∞, f t can be consistently estimated by principal components analysis. The number of latent common factors, r, to be estimated by principal components can be determined using model selection criteria as in Bai and Ng (2002) . In this paper, common factors are estimated from a balanced panel of 102 monthly US macroeconomic time series. The data set is similar to the one used in Watson (2002b, 2006) and Ng (2009, 2011) . The series include a wide range of macroeconomic indicators in the broadly defined categories: output and income; employment, hours, and unemployment; inventories, sales, and orders; housing and consumption; international trade; prices and wages; money and credit; interest rates and interest rates spreads; stock market indicators and exchange rates. The indicators are transformed to ensure stationarity and standardized prior to estimation. As in the case of the dynamic factor, the static factors are estimated recursively, each period using only data available at month t. As a result, the indicators are included in the panel lagged according to their publication delay. Most real activity indicators are lagged 1 month, some are lagged 2 months, while financial indicators are not lagged (e.g. interest rates and spreads). See the Data appendix for more details.
Macro factors and NBER recessions
Since factors that are important for explaining the total variation in a panel need not be relevant for modeling business conditions, the first question is then which estimated factors contemporaneously correlate with NBER recession months. 
where y t is 1 if the observation corresponds to a recession and 0 otherwise. mf R hereafter), the value of the log likelihood (ln L ), and the likelihood ratio (LR) test statistic for the hypothesis that δ = 0 with its associated probability value for the dynamic factor (ˆt g ) and the first eight static factors (ˆ, it f i = 1, …, 8) estimated by principal components. 6 The dynamic factor and the first static factor exhibit important (in-sample) predictive power for y t , with substantial improvements in the value of the log likelihood, and pseudo-R 2 coefficients of 0.46 and 0.44, respectively. The remaining static factors, on the other hand, exhibit very low values of pseudo-R 2 and low predictive power for y t . Figure 1 presents the estimated dynamic factor (ˆt g ), along with the (standardized) index of capacity utilization. Similarly, Figure 2 presents the estimated first static factor ( 1 t f ) and the (standardized) index of capacity utilization. The series are similar, with major troughs corresponding closely to NBER recession months (shaded areas).
7 For probit models, conditional probabilities of recession are given by 
where l nL is the value of the log likelihood function evaluated at the estimated parameter values, ln L 0 is the log likelihood computed only with a constant term, and T is the sample size.
L L is the likelihood ratio test statistic and p-value is the associated probability value. Sample: 1960 Sample: .3-2010 5 Note that as t y * is not observable, if
is assumed, the regression coefficients α, δ, and s are not separately identified. As a result, it is standard to normalize s to 1. 6 Parameter estimates are available upon request. 7 While economic interpretation of the individual static factors is difficult because of identification issues, Ludvigson and Ng (2009) show that 1 t f loads heavily on real variables such as employment, production, capacity utilization, and manufacturing orders. where Φ(·) is the distribution function of the standard normal. Figure 3 presents recession probabilities obtained using ˆt g as predictor. Probabilities consistently rise during NBER recession months and the model signals recessions with high probability values. The model, however, shows probabilities that are relatively volatile during recessions and exhibits several false positives during expansions. Figure 4 presents recession probabilities obtained using 1 t f as predictor. As in the case of the dynamic factor, recession probabilities consistently rise during NBER recession months and the model signals recessions with high probability values.
Econometric framework
The focus of this paper is on modeling current business conditions. To this end, probabilities of recession are constructed in two steps. First, the factors are estimated recursively, each period using only data available at month t, and expanding the estimation window by one observation each month. Next, recession probabilities are generated using the dynamic factor (DF, hereafter) ˆt g and the first static factor (SF, hereafter)
1 t f and the three models described below. A recession probability for month t using data available at month t is denoted , .
t t p The first model is the factor-augmented standard probit regression (SP) for y t given by ˆ,
where ˆt h is a one-dimensional estimated common factor (either ˆt g or 1 t f ). Classical or bayesian implementations of this model are straightforward and recession probabilities can be constructed as ( ).
The standard probit model defined above ignores that t y * is a time series variable which exhibits strong persistence. To account for this autocorrelation in the latent variable, the second probit model introduces a lag of t y * in (6). As a consequence, the second model is a factor-augmented autoregressive probit (AP)
given by
where |θ| < 1. This model is similar to the models considered in Dueker (1999) and Chauvet and Potter (2005, 2010) . Maximum likelihood estimation of dynamic probit models can be quite difficult. The problem is the evaluation of the likelihood function which requires numerical evaluation of a T-variate normal distribution (see Eichengreen, Watson, and Grossman 1985) . Bayesian methods, on the other hand, can greatly simplify the problem. The approach I take consists on using data augmentation via Gibbs sampling, allowing to treat t y * as observed data. The implementation of the Gibbs sampler for the autoregressive probit model is similar to that of Dueker (1999) and Chauvet and Potter (2005, 2010) and is discussed in Appendix A. As in the case of the standard probit, recession probabilities can be constructed as 1 ( ) .
t t t p h y Φ α δ θ * − = + + Finally, instead of using binary class models to generate recession probabilities, we can use Markov-switching models (MS) to generate probabilities directly from the macro factors as in Diebold and Rudebusch (1996) and Camacho, Perez-Quiros, and Poncela (2013) . Therefore, for the third model it is assumed that the factor ˆt h switches between expansion and contraction regimes following a mean plus noise specification given by ˆ, where s t is defined such that s t = 0 during expansions and s t = 1 during recessions, and 2 . . . (0, ).
In addition, s t is an unobserved two-state first-order Markov process with transition probabilities given by
where i, j = 0, 1. The regime-switching mean plus noise model can be estimated by maximum likelihood following Kim and Nelson (1999) .
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Predicted probabilities of recession are evaluated using two statistics. The first statistic is the quadratic probability score (QPS, hereafter), equivalent to the mean squared error, which is defined by
where R is the number of forecasts and ,t t p is the predicted probability of recession for a given model. The QPS can take values from 0 to 1 and smaller values indicate more accurate predictions. Recession probabilities are also evaluated using the log probability score (LPS, hereafter), which is given by
The LPS can take values from 0 to +∞ and smaller values indicate more accurate predictions. Compared to the QPS, the LPS score penalizes large errors more heavily. See, e.g. Katayama (2010) .
Results
In total, recession probabilities are constructed using six models. Three of these models use the small data macro factor ˆ: f as predictor (SF-AP, hereafter); (6) a Markov-switching mean plus noise model for 1 t f (SF-MS, hereafter). Section 4.1 presents out-of-sample results from the forecasting exercise using ex-post revised data. Sections 4.2 and 4.3 consider the classification of recession probabilities into binary class predictions using the sequence of probability forecasts. Finally, section 4.4 presents some results using real-time vintage data (i.e. data as it was available at the time the prediction would have been made) instead of ex-post revised data.
Forecast evaluation
The out-of-sample forecasting exercise is implemented as follows. First, the two factors are estimated recursively, each period using only data available at month t (i.e. with the indicators lagged to account for publication delay), and expanding the estimation window by one observation each month. Next, the probit and the Markov-switching models are estimated using the factors obtained in the first step and the end-of-sample recession probabilities ,t t p are constructed for each model. At month t+1, the probit and the Markov-switching models are re-estimated using the factors obtained in the first step, now using data available at month t+1, and the end-of-sample recession probabilities for month t+1 are constructed. This pseudo real-time forecasting exercise uses ex-post revised data, corresponding to the February 2011 vintage. The initial estimation sample is from 1960:3 to 1979:1, and the first forecast (nowcast) is for 1979:1. The last forecast corresponds to 2010:12.
The models are estimated as follows. For the probit models, the Gibbs sampler was run 6000 iterations and, after discarding the first 1000 draws to allow the sampler to converge, results are computed using a thinning factor of 10. As recent NBER months are not known, I assume that the forecaster does not know whether the true state of the economy has changed over the last 12 months. This implies that, at month t, each probit model is estimated assuming that y t−i = y t−12 for i = 0, 1, …, 11.
10 As end-of-sample recession probabilities for month t at month t ( ,t t p ) are generated without making use of y t or month t data, these are in fact outof-sample recession probabilities. In the case of the Markov-switching models, at each month t the model is estimated by maximum likelihood as explained in the previous section. Table 2 reports the out-of-sample QPS and LPS for the six models over the period 1979.1-2010:12. In addition to reporting the results for all months, Table 2 also reports separate results for NBER defined expansion and recession months. These two statistics describe a consistent picture: model SF-SP generates the series of end-of-sample recession probabilities that better fits subsequently declared NBER recession months. In addition, this model also exhibits the best performance when looking at recession months only. Figure 5 presents the end-of-sample probabilities of recession ,t t p for the six models considered. We observe that the standard probit models generate recession probabilities that consistently rise during subsequently declared NBER recession months. Model DF-SP, however, shows relatively lower and more volatile probabilities during recessions (and a higher QPS value) than model SF-SP. The autoregressive probit models, on the other hand, exhibit a poor performance, generating probabilities that are smooth but very low during NBER recession months and yielding significantly delayed recession calls. As a result, the autoregressive probit models fail to identify the 1990/1991 and 2001 recessions with high probabilities and only identify other recessions with an important lag. The Markov-switching models, on the other hand, generate recession probabilities that are smooth, high during NBER recession months, and generally close to zero during expansions. Figure 6 presents the full paths of recession probabilities from which the end-of-sample probabilities are obtained (tentacle plot). In the case of the standard probit and the Markov-switching models, the probability paths do not exhibit much variation as more data is incorporated and, as a result, in-and end-of-sample estimated probabilities are similar. The results for the autoregressive probit models, on the other hand, are quite different. In this case, the paths exhibit important changes as additional observations are added to the sample and this issue is particularly evident during NBER recession months. The probability paths computed As recent values of y t are not known, the probit models are estimated with the last 12 observations sampled without imposing this truncation. The effect of this is that the latent variable t y * is allowed to move freely without being conditioned by y t and, as a result, for estimation (and forecasting) the values of y t-i for i = 0, …, 11 are not relevant. See Appendix A for more details. from the autoregressive probit models are very persistent, explaining the delayed recession calls noticed above ( Figure 5 ). 
Binary class predictions
A formal evaluation of the end-of-sample probabilities as predictors of NBER recession months requires the selection of a classification rule and a loss function for binary class predictions that reflects the preferences of the forecaster. In the case of recession indicators, the loss can be considered greater in the case of missed signals and, as a result, an asymmetric loss function may be appropriate. The cost-weighted misclassification loss function (ML, hereafter) assumes that the two types of misclassifications (false positives and false negatives) involve differing costs while assuming that the sum of costs add to 1 (see, e.g. Buja et al. 2005 ). The ML function is given by 11 In contrast, both autoregressive probit models exhibit an almost perfect in-sample fit (results not reported). Similar insample results are reported in Chauvet and Potter (2010) . For in-sample estimation, the autoregressive probit models use the values of y t to accurately fit NBER recession months. But this information is exactly what is not available in real-time and in the pseudo real-time forecasting exercise. As a result, the out-of-sample performance of these models exhibits a substantial deterioration. where R is the number of end-of-sample forecasts, ,t t y is the predicted class, q is the cost of a false positive, and (1−q) is the cost of a false negative. The loss is 0 if the predicted classification is perfect and takes positive values otherwise. To compute (12) we need to specify the relative cost of false positives and false negatives. The choice of q is arbitrary, but should reflect the preferences of the forecaster. In addition, we need to select a classification rule that translates recession probabilities into class predictions. A simple rule is given by
for some c to be chosen by the forecaster, with 0 < c < 1. While the usual choice is to set c = 0.5 (see, e.g. Chauvet and Potter 2010; Owyang, Piger, and Wall 2012) , an alternative cut-off considered in the literature consists on setting c equal to the sample proportion of recession months p̅ (see, e.g. Birchenhall et al. 1999) . For example, Cramer (1999) analyzes the use of classification rules for class prediction and concludes that, for unbalanced samples, the sample proportion is a better choice for the cut-off than the arbitrary 0.5. For the period 1979.1-2010:12 we have p̅ = 0.16. The horizontal dashed lines on Figure 5 represent these two decision rules and ML values for q = 0.5 are reported in Table 3 . 12 We observe that when the cut-off c is set at 0.5 the two standard probit models and the two Markov-switching models exhibit similar ML values and dominate the autoregressive probit models. If we consider recession months only, then probit models struggle to recognize some recession months as probabilities are sometimes too low. The Markov-switching model using the 1 t f (SF-MS) yields the best performance The results presented so far were obtained assuming that the cost of false positives and false negatives is the same (q = 0.5). But policy makers may tolerate false positives and false negatives differently. For example, in an economy with underlying inflationary (deflationary) pressures, a policy maker may be more (less) reluctant to consider expansionary policies. To evaluate how the different models perform for different degrees of tolerance for false positives and false negatives, Figure 7 presents ML values for 0.1 ≤ q ≤ 0.9. 13 Three pairs of lines are plotted: (1) solid lines represent standard probit models; (2) dotted lines represent autoregressive probit models; (3) dashed lines represent Markov-switching models. Each pair consists of a blue (dark) line that represents models using ˆt g and a gray (light) line that represents models using 1 . t f We observe that for c = 0.5 (left plot) and q = 0.5, the performance of the standard probit models and Markov-switching models is very similar (ML values are reported in Table 3 ). However, as q moves away from 0.5, a trade-off emerges. For low values of q (low cost of false positives), model SF-MS is preferred. In contrast, for high values of q (low cost of false negatives), model DF-SP is preferred. As a result, the selection of the best performing model depends on the preferences of the forecaster (i.e. the relative tolerance for false positives and false negatives). Finally, for c = p̅ (right plot), model SF-MS is preferred for all values of q.
Calibration of an optimal classification rule
In the previous section, the models' performance was evaluated using two arbitrary classification rules: c = 0.5 and c = p̅ . Elliott and Lieli (2013) , however, argue that the cut-off should not be arbitrary but rather chosen to reflect the preferences of the forecaster. In this section, I consider how to determine the cut-off from a sequence of probability forecasts in a calibration exercise that implies finding the value of c that minimizes a pre-defined loss function (see, e.g. Gneiting and Raftery 2007) .
14 The optimal cut-off c * can be estimated by minimizing the cost-weighted misclassification loss (12) 
with , ( ) t t y c given by (13). As before, the choice of q is arbitrary, but should reflect the preferences of the forecaster. I specify q = 0.5. Ideally, i.e. with a large sample that includes many recession and expansion periods, the hold-out sample would be divided in two. The first subsample would be used to calibrate the decision rule, i.e. find c * , using the sequence of out-of-sample probability forecasts. The second subsample would then be used to formally evaluate the out-of-sample performance of the model and the decision rule jointly. Unfortunately, such an exercise is not feasible since the hold-out sample only includes few recessions and, as a consequence, I only perform the calibration exercise. The horizontal solid lines on Figure 5 represent the optimal cut-off for each of the six models over the period 1979:1-2010:12. The values reported in Table 4 (first row) show that the optimal cut-off is above 0.5 for all models. Relative to the rule c = 0.5, however, the improvements in ML are negligible. As a result, while the rule c = 0.5 is arbitrary, it appears to works as well as a rule based on the optimal cut-off c * . As before, model SF-MS exhibits the best performance.
Forecast evaluation with real-time data
All the results presented above were obtained using ex-post revised data corresponding to the February 2011 vintage. In this section, I evaluate the robustness of the out-of-sample forecasting results using data as it was available at the time the prediction would have been made (vintage data) instead of ex-post revised data. As before, the dynamic factor is estimated recursively, now using data as it was available at month t. In this case, however, the four indicators are lagged 2 months to account for publication delay and important revisions that are usually observed in the first and the second release (see Chauvet and Piger 2008) . Unfortunately, a real-time vintage data set of the 102 indicators included in the large panel is not available. Instead, I use real-time monthly estimates of Chicago Fed National Activity Index (CFNAI) constructed by the Federal Reserve Bank of Chicago which are available as it was originally published at the time of release. The CFNAI 
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where R is the number of out-of-sample forecasts, = ≥
t t t t y p c c is some threshold such that 0 < c < 1, and q is the cost of a false positive. q = 0.5. Bold values indicate the best fit for each evaluation statistic. Sample: 1979 Sample: .1-2010 is a monthly index, designed to measure overall economic activity, estimated as the first principal component from a panel of 85 indicators of national economic activity. 15 The real-time data sets cover the period 1967:3-2010:12. The first available vintage corresponds to 2001:1 and the last to 2010:12, which includes the two most recent NBER recessions. Table 5 reports the out-of-sample QPS and LPS for the six models over the period 2001.1-2010:12 using real-time data. The two statistics describe a consistent picture with the results obtained using ex-post revised data. Standard probit models and Markov-switching models generate the series of end-of-sample recession probabilities that better fit subsequently declared NBER recession months. In addition, probit models show more volatile probabilities while the Markov-switching models generate recession probabilities that are smooth, high during NBER recession months, and generally close to zero during expansions. Finally, we observe that models using the CFNAI exhibit a better performance than those using the dynamic factor.
Conclusion
This paper provides an assessment of the predictive power of macro factors for current US recessions using both binary class models and Markov-switching models. Instead of relying on a small number of observed variables, these models are built around latent common factors estimated from small and large data sets of macroeconomic indicators. Both macro factors have important predictive power for NBER recession months and can be used to assess current business conditions. Markov-switching models are found to be more conservative, showing fewer false positives at the cost of some missed signals (mainly delayed calls). On the other hand, standard probit models detect most peaks and troughs sooner but exhibit more volatile probabilities. Overall, a simple Markov-switching model based on the big data macro factor generates the sequence of out-of-sample class predictions that better approximates NBER recession months. Nevertheless, it is shown that the selection of the best performing model depends on the forecaster's relative tolerance for false positives and false negatives and, as a result, some forecasters may prefer other models. z h = ′ and the likelihood function for the model is 
The implementation of the Gibbs sampler is similar to that of Dueker (1999) and Chauvet and Potter (2005, 2010 
A.1 Generating draws of the latent variable
Initial values of the latent variable, 
Using standard results for the multivariate normal distribution, 
A.2 Prior and posterior for γ
Following Albert and Chib (1993) and Dueker (1999) , I use a flat non-informative prior for γ. Initial values for γ in the first cycle of the Gibbs sampler are the least squares estimates from a regression on the observed variable y t without autoregressive terms. Let 
A.4 Recession probabilities
Conditional recession probabilities are generated at each draw of the Gibbs sampler such that where I denotes the total number of draws.
Appendix B. Data appendix
A data set of the four indicators used to estimate the dynamic factor (industrial production, real manufacturing sales, real personal income less transfer payments, and employment) corresponding to the February 2011 vintage was provided by Jeremy Piger. Real-time vintage data for the dynamic factor is from Camacho, PerezQuiros, and Poncela (2013) .
The table below lists the 102 time series included in the balanced panel. The table lists the short name of each series, the transformation applied (number of months to be lagged in parentheses), and a brief data description. All series are from FRED -St. Louis Fed -, unless the source is listed as ECON (Economagic), GFD (Global Financial Data), or AC (author's calculation) and correspond to the February 2011 vintage. The transformation codes are: 1 = no transformation; 2 = first difference; 3 = second difference; 4 = logarithm; 5 = first difference of logarithms; 6 = second difference of logarithms. 
