Abstract. Let (T t ) t≥0 be a bounded analytic semigroup on L p (Ω), with 1 < p < ∞. Let −A denote its infinitesimal generator. It is known that if A and A * both satisfy square function estimates
, then A admits a bounded H ∞ (Σ θ ) functional calculus for any θ > π 2 . We show that this actually holds true for some θ < 2000 Mathematics Subject Classification : 47A60, 47D06.
Introduction
Let (Ω, µ) be a measure space, let 1 < p < ∞ and let (T t ) t≥0 be a bounded analytic semigroup on L p (Ω). Let −A denote its infinitesimal generator. Various square functions can be associated to (T t ) t≥0 and A. In this paper we will focus on the following ones. For any positive real number α > 0 and any x ∈ L p (Ω), we set (1.1)
.
Such square functions have played a key role in the analysis of analytic semigroups and in various estimates involving them for at least 40 years. In [18] and [3] , McIntosh and his co-authors introduced H ∞ functional calculus and gave remarkable connections between boundedness of that functional calculus and estimates of square functions on L p -spaces. The aim of this note is to give an improvement of their main result regarding the angle condition in the H ∞ functional calculus.
We start with a little background on sectoriality and H ∞ functional calculus. We refer to [3, 6, 10, 13, 15, 18] for details and complements. For any angle ω ∈ (0, π), we consider the sector Σ ω = {z ∈ C * : |Arg(z)| < ω}. Let X be a Banach space and let B(X) denote the algebra of all bounded operators on X. A closed, densely defined linear operator A : D(A) ⊂ X → X is called sectorial of type ω if its spectrum σ(A) is included in the closed sector Σ ω , and for any angle θ ∈ (ω, π), there is a constant K θ > 0 such that
We recall that sectorial operators of type < For any θ ∈ (0, π), let H ∞ (Σ θ ) be the algebra of all bounded analytic functions f : Σ θ → C, equipped with the supremum norm f ∞,θ = sup |f (z)| :
be the subalgebra of bounded analytic functions f : Σ θ → C for which there exist s, c > 0 such that |f (z)| ≤ c|z| s 1 + |z|) −2s for any z ∈ Σ θ . Given a sectorial operator A of type ω ∈ (0, π), a bigger angle θ ∈ (ω, π), and a function f ∈ H ∞ 0 (Σ θ ), one may define a bounded operator f (A) by means of a Cauchy integral (see e.g. [6, Section 2.3] or [12, Section 9]); the resulting mapping H ∞ 0 (Σ θ ) → B(X) taking f to f (A) is an algebra homomorphism. By definition, A has a bounded H ∞ (Σ θ ) functional calculus provided that this homomorphism is bounded, that is, there exists a constant C > 0 such that f (A) B(X) ≤ C f ∞,θ for any f ∈ H ∞ 0 (Σ θ ). In the case when A has a dense range, the latter boundedness condition allows a natural extention of f → f (A) to the full algebra H ∞ (Σ θ ). It is clear that if ω < θ 1 < θ 2 < π and the operator A admits a bounded H ∞ (Σ θ 1 ) functional calculus, then it admits a bounded H ∞ (Σ θ 2 ) functional calculus as well. Indeed we have
However the converse is wrong, as shown by Kalton [8] . The resulting issue of reducing the angle of a bounded H ∞ functional calculus is at the heart of the present work.
Let us now focus on the case when X = L p (Ω), with 1 < p < ∞. For simplicity we let p denote the norm on this space. We let
, and let T t = e −tA for t ≥ 0. It follows from [3, Cor. 6.7] that if A has a bounded H ∞ (Σ θ ) functional calculus for some θ < , then for any α > 0, it satisfies a square function estimate
Further, the adjoint A * is a sectorial operator of type ω on 
In the above discussion and later on in the paper, we write 'N 1 (x) N 2 (x) for x ∈ X' to indicate an inequality N 1 (x) ≤ CN 2 (x) which holds for a constant C > 0 not depending on x ∈ X.
It follows from the pionneering work of Dore and Venni [4] that if A has a bounded
, then it has the so-called maximal L q -regularity for 1 < q < ∞ (see e.g. [12] for details). As a consequence of Theorem 1.1, we see that A has maximal L q -regularity provided that A and A * satisfy the square function estimates (1.3).
More observations will be given in Section 4. The implication '(i) ⇒ (ii)' of Theorem 1.1 is proved in Section 3 (see the two lines following Theorem 3.1). It uses preliminary results and some background discussed in Section 2 below.
Preparatory results
Throughout we let (Ω, µ) be a measure space and we fix a number 1 < p < ∞. We start with a few observations on tensor products. Given any Banach space Z, we regard the algebraic tensor product L p (Ω) ⊗ Z as a (dense) subspace of the Bochner space L p (Ω; Z) in the usual way. It is plain that for any S ∈ B(Z), the tensor extension
, whose norm is equal to S .
Let K be a Hilbert space. It is well-known that similarly for any T ∈ B(L p (Ω)), the tensor extension
The following is an extension of the latter result.
Lemma 2.1. Let H, K be Hilbert spaces, and let
whose norm is equal to T .
This can be easily shown by adapting the proof of the scalar case (i.e. H = C) given in [5, Chap. V; Thm. 2.7] . Details are left to the reader.
Let (Λ, ν) be an auxiliary measure space and recall the isometric duality isomorphism
that we will use throughout without further reference.
Such a reprentation is necessarily unique and
). In this case we simply say that ϕ belongs to L p (Ω; L 2 (Λ)), and make no difference between u and ϕ. We let J = (0, ∞) equipped with Lebesgue measure dt. The above discussion applies to the definition of square functions. Namely consider (T t ) t≥0 and A as in (1.1), and let α > 0 and
, then x A,α is equal to its norm in that space. Otherwise we have x A,α = ∞.
The following lemma will be used in the analysis of square functions.
, and there exists a constant C ≥ 0 such that
) and
Proof. According to the assumption on Γ, we may define a bounded operator T :
. Hence applying Lemma 2.1, we obtain an extension
whose norm is equal to T . Let A ⊂ L 2 (J) be the (dense) subspace of all square summable functions with compact support. For any y ∈ L p ′ (Ω), the function (s, t) → Γ(t)ϕ(s), y is continuous hence its product with any element of A ⊗ A is integrable. We claim that for any φ ∈ A ⊗ A,
To prove this, consider φ ∈ A ⊗ A; one can find finite families (a i ) i and (b i ) i in A such that (a i ) i is an orthonormal family, and
Since ϕ is continuous, each a i ϕ : J → L p (Ω) is integrable and we may define
denote the orthogonal projection onto the linear span of the a i 's. Then we have
Hence the above calculation shows that
Moreover in the duality considered here, (Q * ⊗ I L 2 (J) )(φ) = φ, hence we obtain (2.3). The latter identity shows that
By the density of A ⊗ A in L 2 (J 2 ) and duality, this shows that (s, t) → Γ(t)ϕ(s), y belongs to L 2 (J 2 ). By densiy again, (2.3) holds true as well for any φ ∈ L 2 (J 2 ) and any y ∈ L p ′ (Ω).
) and represents (T ⊗I L 2 (J) )(ϕ). Then the inequality (2.1) follows at once.
We now turn to Rademacher averages and R-boundedness. Let (ε k ) k≥1 be a sequence of independent Rademacher variables on some probability space Ω 0 . For any Banach space X, we let Rad(X) ⊂ L 2 (Ω 0 ; X) denote the closed linear span of finite sums k ε k ⊗ x k , with x k ∈ X. A well-known application of Khintchine's inequality is that we have an isomorphism 
By definition, a set F ⊂ B(X) is R-bounded if there is a constant
for any finite families (T k ) k in F and (x k ) k in X. Let A be a sectorial operator on X. We say that A is R-sectorial of R-type ω ∈ (0, π) if σ(A) ⊂ Σ ω and for any angle θ ∈ (ω, π), the set
is R-bounded. Clearly this condition is a strengthening of (1.2). R-boundedness goes back to [1, 2] , whereas R-sectoriality was introduced by Weis [19] . That fundamental paper was the starting point of a bunch of applications of R-boundedness to various questions involving multipliers, square functions and functional calculi. See in particular [12, 10] and the references therein. We will use the following result (see [10, Prop. 5 .1]) which shows the role of R-boundedness in the problem of reducing the angle of a bounded H ∞ functional calculus.
(Ω) and let 0 < ω < θ 0 < π be two angles such that A has a bounded H ∞ (Σ θ 0 ) functional calculus, and A is R-sectorial of R-type ω. Then for any θ > ω, the operator A has a bounded H ∞ (Σ θ ) functional calculus.
Square function estimates imply R-sectoriality
Our main result is the following. 
According to Proposition 2.3 and the discussion before Theorem 1.1, the latter is a consequence of Theorem 3.1.
Proof of Theorem 3.1. We assume (3.1) and (3.2). Consider the two sets
According to [19, Section 4] , showing that A is R-sectorial of R-type < π 2 is equivalent to showing that F 1 and F 2 are R-bounded.
Before getting to the proof of these two properties, we need to establish a few intermediate estimates. We first show that the square function x A,1 is finite for any x ∈ L p (Ω) and that we have a uniform estimate
Applying twice the estimate (3.1) together with Lemma 2.2, we deduce an estimate
Now observe that at the pointwise level, we have
This yields (3.3). Second we show that the square function x A, 3 2 is finite for any x ∈ L p (Ω) and that we have a uniform estimate
Indeed using (3.3) and (3.1), and arguing as above, we obtain an estimate
This implies (3.4), since
In the sequel, we let R(A) and N(A) denote the range and the kernel of A, respectively. It is well-known that we have a direct sum decomposition
We observe that the dual estimate (3.2) implies a uniform reverse estimate
This follows from a well-known duality argument, we briefly give a proof for the sake of completeness. For any integer n ≥ 1, let g n be the rational function defined by g n (z) =
by [7, Lem. 6.5 (1) ]. Moreover the sequence g n (A) n≥1 is bounded. Hence for any y in
by Cauchy-Schwarz,
If x ∈ R(A), then g n (A)x → x when n → ∞ (see [3, Thm. 3.8] ), hence (3.6) follows by taking the supremum over all y in the unit ball of L p ′ (Ω). Let (x k ) k be a finite family of R(A) and for any k, set ϕ k (t) = A 1 2 T t (x k ) for any t > 0. Averaging (3.6), we obtain that
Then applying (2.4) we deduce a uniform estimate
for finite families (x k ) k of elements of R(A). By the same averaging principle, the assumption (3.1) implies a uniform estimate (3.8)
for finite families (x k ) k of elements of L p (Ω). Likewise, (3.4) implies that we have a uniform estimate (3.9)
for finite families (x k ) k of elements of L p (Ω). We now turn to R-boundedness proofs. Let (t k ) k be a finite family of nonnegative real numbers.
For any
by (3.7). Moreover we have
Applying (3.8), we deduce an estimate
Since T t (x) = x for any x ∈ N(A), the above estimate and (3.5) show that the set F 1 is R-bounded.
According to (3.9) , this implies the estimate
, which shows that the set F 2 is R-bounded.
Concluding remarks

Comparing square functions estimates. Let
, then the square functions x p on L p (Ω), then it also satisfies estimates x A,1
x p and x A, 3 2 x p , which is a step towards that direction. It is easy to check (left to the reader) that with the same techniques, one obtains the following: for any positive numbers α, β > 0, square function estimates 
Variants of the main result.
Using the above observation, the proof of Theorem 3.1 can be easily adapted to show the following generalization: let q ≥ 1 be an integer, let β > 0 be a positive real number and assume that A and A * satisfy square function estimates 
Other Banach spaces.
Any bounded set of operators on Hilbert space is automatically R-bounded. In the case p = 2 (more generally, for sectorial operators on Hilbert space), Theorem 1.1 reduces to McIntosh's fundamental Theorem [18] . In the last decade, various square functions associated to sectorial operators on general Banach spaces (not only on Hilbert spaces or L p -spaces) have been studied in relation with H ∞ functional calculus, see [11] , [9] [15] and the references therein. It is therefore natural to wonder whether Theorem 1.1 can be extended to other contexts.
In a positive direction, we note that if X is a reflexive Banach lattice and if square functions associated to sectorial operators are defined as in (1.3) then Theorem 1.1 holds true on X. This actually extends (for adapted square functions) to the case when X is a reflexive Banach space with property (α). We refer the reader to [16] for more on that theme.
However we do not know if Theorem 1.1 holds true on noncomutative L p -spaces. See [7] for a thorough study of square functions associated to sectorial operators on those spaces.
