We show that the class F BV of [0, 1]-valued functions with total variation at most 1 can be agnostically learned with respect to the absolute loss in polynomial time from O 1 2 log 1 δ examples, matching a known lower bound to within a constant factor. We establish a bound of O(1/m) on the expected error of a polynomial-time algorithm for learning F BV in the prediction model, also matching a known lower bound to within a constant factor. Applying a known algorithm transformation to our prediction algorithm, we obtain a polynomial-time PAC learning algorithm for F BV with a sample complexity bound of O 1 log 1 δ ; this also matches a known lower bound to within a constant factor.
Introduction
The total variation of a function can be viewed as the overall tendency for similar inputs to yield similar outputs. In this paper, we present polynomial-time algorithms for learning arbitrary members of the class F BV of [0, 1]-valued functions with total variation at most 1 according to three theoretical models of the learning problem. The number of examples needed by each of the algorithms is within a constant factor of optimal. Throughout, we will measure the error of a predictionŷ of a real-valued quantity y with |ŷ − y|.
In the agnostic learning model [8, 13] , random examples (x 1 , y 1 ), . . . , (x m , y m ) are drawn from an arbitrary joint distribution P , and the goal of the learning algorithm is to output a function h such that the expected value of |h(x) − y| for another pair (x, y) drawn according to P is nearly as small as that for the best function in F.
We show that an algorithm, given O 1 2 log 1 δ examples, outputs a hypothesis with error at most worst than the best in F BV with probability at least 1 − δ. This analysis uses a technique called Chaining (see [19, 20] ) from Empirical process theory. In [17] , we applied this technique to obtain improved bounds for agnostic concept learning in a drifting environment. Please refer to that paper and [19] for high-level descriptions of Chaining.
A packing number for a class of functions measures the number of significantly different behaviors that functions in the class can have on a certain number of domain elements. While packing bounds for F BV were known [1, 3, 4] , we needed new bounds for our application (the difference is described immediately after the proof of Lemma 3).
Our agnostic learning bound improves on the bound of O that is obtained by combining packing bounds from [3] with the most commonly applied uniform convergence bounds in terms of packing numbers (see [8, 19] ). Straightforward application of Simon's [23] techniques yields a lower bound that matches our upper bound to within a constant factor (see Proposition 2).
Lee et al. [15] proved a bound ofÕ(d/ ) on the sample complexity of agnostically learning any convex class F of functions with respect to the quadratic loss, where d is the pseudo-dimension [19] of F. One can apply a bound implicit in this analysis (in terms of packing numbers for F) together with known packing bounds [1, 3, 4] to get bounds on the sample complexity of agnostically learning F BV with respect to the quadratic loss similar to the bounds we present in this paper for the absolute loss. 1 However, the bounds of [15] for learning convex classes with respect to the quadratic loss do not appear to have a counterpart when the absolute loss is used. The class of all constant functions has pseudodimension 1 and is convex, but, again, straightforward application of Simon's [23] techniques yields a lower bound of O(1/ 2 ) on the sample complexity of agnostically learning this class with respect to the absolute loss (see Proposition 2) . Our analysis does not use the convexity of F BV : the same bound holds for any function class with a packing bound like that we prove for F BV .
Our sample complexity bound holds for any algorithm that outputs a hypothesis that minimizes the error on the examples. We show how to achieve this in polynomial time using linear programming.
In the prediction model [10] , an algorithm is given examples
of the behavior of an unknown function f chosen from a known class F, and outputs a hypothesis h. A learning algorithm is evaluated by the expectation, over x 1 , . . . , x m drawn independently at random from a fixed, arbitrary probability distribution, of |h(x m ) − f (x m )|. We prove a 1/m + 1/(m(m − 1)) upper bound on the expected error of a polynomial-time algorithm for learning F BV in this model, improving on the best previously known bound of O(log m)/m [21] , and matching a known lower bound [21] of 1/(2m) to within a constant factor. Our algorithm is new, but one can modify our proof to establish an upper bound of 2/m for the nearest-neighbor algorithm.
Applying a known algorithm transformation [9] to our prediction algorithm, one gets a bound of O 1 log 1 δ on the sample complexity of learning F BV in the PAC model; i.e., given O 1 log 1 δ independent examples of the behavior of any f ∈ F BV , the resulting algorithm, with probability at least 1 − δ, outputs a hypothesis h such that the expectation of |h(x) − f (x)| is at most . This improves on the best previously known bound of O 1 log 1 + log 1 δ [24] , and matches a known lower bound [24] to within a constant factor.
Preliminaries
Denote the reals by R, the rationals by Q and the positive integers by N.
Define an example to be an element of Q × Y , and a sample to be a finite sequence of examples. A learning algorithm takes a sample as input, and outputs a hypothesis, which is a function from Q to Y . We will refer to a learning algorithm and the corresponding mapping from inputs to outputs interchangeably.
Choose a set X. For a metric ρ on X, > 0 and S ⊆ X, define M(ρ, , S) to be the size of the largest subset of S whose elements are pairwise at a distance greater than , as measured by ρ. Define N (ρ, , S) to be the size of the smallest set T ⊆ X such that each element of S is within distance (as measured by ρ) of some element of T . We will use the following general inequalities [14] :
(1)
If P is a probability distribution, denote by P m the distribution obtained by sampling m times independently from P .
Let F BV be the set of all functions f from Q to Y for which for all
Agnostic learning
We begin by studying F BV in the agnostic learning model [8] . For a probability distribution P over Q × Y and a function f from Q to Y , the error of f is defined by er P (f ) = |f (x) − y| dP (x, y). For , δ > 0, and m ∈ N, we say a class F of functions from Q to Y is ( , δ)-agnostically learnable from m examples if there is a learning algorithm A such that, for all probability distributions P on Q × Y , if a sample S is obtained by drawing m times independently at random according to P , and is passed to algorithm A, then, with probability at least 1 − δ, the resulting output A(S) satisfies er P (A(S))
The algorithm that we will consider minimizes the total absolute loss on the examples from among hypotheses in F BV . As usual [6, 8] , our analysis of this algorithm will proceed by showing that uniformly good estimates of the errors of the hypotheses in F BV can be obtained.
Choose a countable set Z.
Lemma 1 (see [19]). Choose a set G of functions from
Lemma 2 (see [19] 
The following lemma, which is proved using a chaining argument (see [16, 20] for descriptions of Chaining), is the main part of our analysis.
Lemma 3. Choose m ∈ N and G
and if U is the uniform distribution over {−1, 1} m , then for all m 288k/η 2 ,
Proof. Construct a sequence G 0 , G 1 , . . . of approximations to G as follows. Let G 0 = ∅, and for each j ∈ N, construct G j by initializing it to G j −1 , and as long as there is a g ∈ G that has 2 distance greater than 1/2 j from each element of G j , choosing such a g and adding it to G j .
. . form arbitrary fine covers of G, G * is dense in G with respect to 2 . Thus, for each g ∈ G and each n ∈ N, there exist h g,
denote the quantity we wish to upper bound. Since G * is dense in G,
Expressing g as
Pulling out the sum over j , we get
which, applying the triangle inequality, implies that
Replacing the disjunction over j with a sum, we get
Since each h g,j ∈ H j , we have
and substituting the definition of η j yields
By construction, each pair of elements of G j have 2 distance more than 1/2 j . By the assumed bounds on M( 2 , G, ·),
, which implies, twice using the bound m 288k/η 2 , that
completing the proof.
Packing bounds for F BV are known [1, 3, 4] , but to apply Lemma 3 we need bounds for 2 that are independent of m, and we are not aware of previously known bounds of this type.
For each m ∈ N, define
For each
has a 1 , a 2 ∈ A m and c ∈ C m such that
(see [22] ), so we will work on A m (C m is easy). As in [3] , we will make use of an approximation to A m by a class of piecewise constant functions. 2 For κ > 0, construct A κ,m by dividing the indices {1, . . . , m} into bins, putting roughly the first κm 2 Kearns and Schapire [12] described an algorithm for learning monotone p-concepts using piecewise constant hypotheses.
indices into the first bin, the next κm indices into the second bin, and so on, then letting A κ,m be the subset of A m for which the components in each bin are equal. Specifically, Choose m ∈ N. Say that G ⊆ R m shatters a sequence [19] of G is the length of the longest sequence shattered by G. We claim that r 1 < · · · < r d . Assume for contradiction that there was a k such that r k r k+1 . The definition of shattering implies that there is a a ∈ A κ,β,m such that such that a i j r j and a i j +1 < r j +1 , which then implies that a i j > a i j +1 . But since i j < i j +1 , this contradicts that fact that a ∈ A κ,β,m ⊆ A m .
Since r 1 < · · · < r d , each of them are multiples of β, and they are all in (0, 1], d 1/β , completing the proof.
Lemma 7.
For any x 1 · · · x m , and any 0 < α 1/8, if
Proof. Let β = α/8, κ = α 2 /64. Lemmas 5 and 6 imply that
Recall that in the definition of A κ,β,m , the indices 1, . . . , m are divided into 1/κ bins, and all elements of A κ,β,m are constrained to have the same value in components whose indices are in the same bin (see Fig. 1 ). Thus, by replacing each bin with a single component, elements of A κ,β,m can be put in 1-1 correspondence with elements of A 1/ 1/κ ,β, 1/κ . Therefore (2) implies that
Each f ∈ F has c ∈ C m , a 1 , a 2 ∈ A m such that f = c + a 1 − a 2 [22] . Thus, ifĈ m is an α/2-cover of
By Lemma 4,
Substituting the definitions of β and κ, we get
and plugging into (3), we get
Since α 1/8, substituting the values of β and κ and carrying out simple calculations shows that 
Lemma 9. For any
Thus, an α/2-cover for G can be used to construct an α-cover for { (g 1 − g m+1 , . . . , g m − g 2m ) : g ∈ G}. 
Theorem 10. F BV is ( , δ)-agnostically learnable from O

Proof. For any function
Choose 0 < α 1/2. Applying Lemmas 8, 9, and 7 together with (1), for all (
Assume without loss of generality that 1/2. Let m = . Applying Lemmas 1 and 3, and (4),
Consider some algorithm A that outputs an element of F BV which minimizes error on the examples. Then, for any f * ∈ F BV , the triangle inequality and (5) imply that
Theorem 10 provides a sample complexity bound for any algorithm that outputs a hypothesis in F BV minimizing the error on the sample. Here, using standard techniques, we describe such an algorithm that uses linear programming. Applying efficient linear programming algorithms (e.g., [26] ), this algorithm takes time polynomial in the size of its input, where rationals are represented by writing their numerators and denominators in binary.
Suppose the input sample is (x 1 , y 1 
Algorithm A LP defines its output hypothesis h as follows: for some x, if x i is the closest element of {x 1 , . . . , x m } (with ties broken in favor of the smaller neighbor), then h(x) = ρ i . The constraints in (9) ensure that h is well-defined.
Proposition 1. For any input
Proof. Fix (x 1 , y 1 
It is straightforward to verify that this is a feasible solution to A LP 's linear program, and therefore (10) and (6)
The prediction model
In this section, we consider the prediction model of learning. For a learning algorithm A, a function f from Q to Y , a distribution D over Q, and a number m of domain elements, define
where Fig.  2 ). Obviously, A * is a polynomial-time algorithm.
We will make use of the following lemma. While it is well known, we have included a proof in an appendix for completeness. 
. , x σ (m) )D (σ ).
Proof. In Appendix 6.
For x ∈ Q m , j ∈ {1, . . . , m}, define switch( x, j ) to be the result of exchanging x j and x m . The idea of analyzing a prediction algorithm by averaging over permutations of the domain elements is from [10] . Applying Lemma 11 with the uniform distribution over permutations that switch some element with the last, we get error(switch( x, j ))
The PAC model
In this section, we show that Theorem 12 implies an improved bound for learning F BV in the PAC model [27] .
For some countable set X, and some class F of functions from X to [0, 1], following [27] , we say that a learning algorithm A ( , δ)-PAC learns F from m examples for all probability distributions D on X and all f ∈ F, if A is given (x 1 , f (x 1 )), . . . , (x m , f (x m )) for x 1 , . . . , x m generated according to D m , then with probability at least 1 − δ, A outputs a hypothesis h such the X |h(
. This model is like the agnostic model studied in Section 3, except with the added assumption that there is a function in F capable of perfect classification.
Lemma 13 [9, 10] 
A lower bound
The following lemma follows from a lower bound of [25] (see [2, 5] ).
Lemma 15.
There are constants c 1 , c 2 , c 3 > 0 such that, for any 0 < β c 1 , if a coin with probability 1/2 + β of coming up heads is flipped m independent times, the probability that it comes up heads fewer than m/2 times is at least c 2 e −c 3 β 2 m .
The following proof makes heavy use of Simon's [23] ideas, and the result can easily be generalized in many ways. Since we don't know how to use a subset of Simon's proof to establish the result, we have included a proof here. It implies an O Proof. Choose m and > 0. Let P 0 and P 1 be the distributions over X × [0, 1] such that P 0 ({(x, 0)})=1/2 + 2 P 0 ({(x, 1)})=1/2 − 2 P 1 ({(x, 0)})=1/2 − 2 P 1 ({(x, 1)})=1/2 + 2 .
Suppose b is chosen uniformly at random from {0, 1}, then m examples are generated according to P b and passed to an algorithm, which outputs a hypothesis h. The overall probability that er P b (h) − inf f ∈F er P b (f ) > is known to be minimized by any algorithm that, for each input, minimizes the a posteriori probability that this happens given the examples [7] .
For any function h from Q to Y , and either b ∈ {0, 1}, Since the a posteriori probability that b = 1 given a sample (x, y 1 ), . . . , (x, y m ) is at least 1/2 if and only if more than half of the y i 's are 1, an optimal algorithm outputs some h with h(x) 3/4 if this is the case, and otherwise outputs some h with h(x) 1/4. The probability that such an algorithm has er P b (h) − inf f ∈F er P b (f ) > is then the probability that a coin with bias 1/2 + 2 toward heads comes up heads fewer than m/2 times in m flips. Applying Lemma 15, requiring that this probability is at most δ and solving for m completes the proof. 
