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ABSTRACT




Knowledge graph is constructed as a directed graph and regarded as a kind of
knowledge base. Its nodes and edges represent named entities and relations between
the entities, respectively. Knowledge graph is normally denoted as a collection of
triples, i.e., (head/subject entity, relation, tail/object entity), for feasible processing.
However, incompleteness or sparsity issue usually exists in knowledge graph since
the knowledge graph are constructed via human labeling. Therefore, link prediction
task is proposed to complete a knowledge graph via predicting the missing links.
Previous approaches for link prediction on knowledge graph are mainly based on
graph embedding, such as translation-based embedding approaches, convolutional-
based embedding approaches, and graph convolutional network (GCN-based) ap-
proaches. These traditional graph embedding-based approaches straightforwardly
learn the embeddings by considering a knowledge base’s structure but are inher-
ently vulnerable to the graph’s sparseness or incompleteness issue. In contrast,
some recent approaches, named textual encoding approaches here, learn the em-
beddings from a natural language processing perspective. That is, except for the
structural information in a knowledge graph, the semantic information of the entities
and relations, like their texts, mentions, and descriptions, are taken into account to
enrich the embeddings of the knowledge graph. Hence, they capture such structured
knowledge from the semantic perspective and employ deep neural text encoder to
model graph triples in semantic space, but fail to trade off the contextual features
or model’s efficiency.
Therefore, in line with previous textual encoding approaches that represent graph
components like entities or triples into latent semantic space, we propose a Siamese
textual encoder operating on each graph triple from knowledge base, where the
contextual features between a head/tail entity and a relation are well-captured to
highlight relation-aware entity embedding while a Siamese structure is also adapted
to avoid combinatorial explosion during inference of link prediction.
In the experiments, the proposed approach reaches the best or comparable per-
formance on two link prediction datasets. And further compared to its baseline
(i.e., a state-of-the-art textual encoding approach), our approach can accelerate the
inference procedure by one or two orders of magnitude with an even better quality
of predictions.
Abbreviation
KG - Knowledge Graph
KB - Knowledge Base
Conv - Convolution
CNN - Convolutional Neural Network
GCN - Graph Convolutional Network
R-GCN - Relational Graph Convolutional Network
NLP - natural language processing
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Numbers and Arrays
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a
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xv
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Indexing
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Derivative of y with respect to x
∂y
∂x
Partial derivative of y with respect to x
∇xy Gradient of y with respect to x
∇Xy Matrix derivatives of y with respect to X
∇Xy Tensor containing derivatives of y with respect to X
∂f
∂x
Jacobian matrix J ∈ Rm×n of f : Rn → Rm
∇2xf(x) or H(f)(x)The Hessian matrix of f at input point x∫
f(x)dx Definite integral over the entire domain of x∫
S
f(x)dx Definite integral with respect to x over the set S
Probability and Information Theory
P (a) A probability distribution over a discrete variable
p(a) A probability distribution over a continuous variable, or
over a variable whose type has not been specified
a ∼ P Random variable a has distribution P
Ex∼P [f(x)] or Ef(x)Expectation of f(x) with respect to P (x)
Var(f(x)) Variance of f(x) under P (x)
Cov(f(x), g(x)) Covariance of f(x) and g(x) under P (x)
H(x) Shannon entropy of the random variable x
xvi
DKL(P‖Q) Kullback-Leibler divergence of P and Q
N (x;μ,Σ) Gaussian distribution over x with mean μ and covariance
Σ
Functions
f : A → B The function f with domain A and range B
f ◦ g Composition of the functions f and g
f(x;θ) A function of x parametrized by θ. (Sometimes we write
f(x) and omit the argument θ to lighten notation)




ζ(x) Softplus, log(1 + exp(x))
||x||p Lp norm of x
||x|| L2 norm of x
x+ Positive part of x, i.e., max(0, x)
1condition is 1 if the condition is true, 0 otherwise
