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Resumen
El primer Concurso Español de Programación Par-
alela se organizó en septiembre de 2011 en las Jor-
nadas de Paralelismo en La Laguna. La finalidad
del concurso es difundir la programación paralela
entre estudiantes de informática, generando además
material docente. El concurso es similar a otros
concursos de programación secuencial o paralela,
con equipos que resuelven problemas en un tiem-
po limitado, pero tiene algunas características difer-
enciadoras: se utiliza una herramienta automática
(Mooshak) para validación, y se ha modificado para
enviar las soluciones a un cluster y obtener la clasi-
ficación en función del speed-up; se puede partici-
par de forma presencial u online; en la página del
concurso se mantienen los records para cada proble-
ma, con explicaciones y códigos de las soluciones,
de forma que el material se puede utilizar para do-
cencia. El artículo resume la experiencia y perspec-
tivas del concurso.
Summary
The first Spanish Parallel Programming Contest was
organized in September 2011 within the Jornadas
de Paralelismo in La Laguna. The aim of the contest
is to disseminate parallelism among Computer Sci-
ence students who can use the material generated in
the contest for educational purposes. The contest is
similar to other sequential and parallel programming
contests in which teams participate by solving a set
of problems in a given time. But the Spanish contest
has characteristics which distinguish it from other
contests: an automatic tool (Mooshak) is used to val-
idate the solutions and it has been modified to send
the solutions to a cluster and to obtain the classifi-
cation based on the speed-ups; candidates can par-
ticipate both in situ and online; a classification with
the records for each problem is maintained on the
page of the contest, with explanations and codes of
the record solutions so that the page can be used for
educational purposes. This paper summarizes the ex-
perience and perspectives of the contest.
Palabras clave
Concursos de programación, Juez online, Progra-
mación paralela.
1. Introducción
En la actualidad los sistemas computacionales bási-
cos (portátiles y equipos de sobremesa duales o
quad, con multithreading y tarjetas gráficas pro-
gramables) son sistemas paralelos, al igual que los
clusters y supercomputadores, formados por nodos
multinúcleo. Esta situación ha motivado la aparición
de cursos de computación paralela [16] y algunas
iniciativas del IEEE Technical Committee on Paral-
lel Processing [10] tal como una propuesta de cur-
riculum con tópicos de paralelismo para su posible
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introducción en estudios de informática.
En este contexto se organiza el Primer Concur-
so Español de Programación Paralela [20] en sep-
tiembre de 2011 dentro de las Jornadas de Paralelis-
mo [12]. La finalidad del concurso es fomentar la
utilización del paralelismo, al mismo tiempo que el
material generado se puede usar en cursos de pro-
gramación paralela.
Si observamos la historia reciente, encontramos
distintos tipos de concursos de computación, que
pueden comprender campos distintos y con distin-
tas finalidades [7, 9]. Los concursos son útiles para
aumentar el interés de los estudiantes por la progra-
mación y mejorar sus habilidades en este campo.
Así, hay varios concursos de programación, siendo
los principales la Olimpiada Internacional de Infor-
mática [11] y el Concurso de Programación de ACM
[2]. Además, en algunos cursos se usan concursos
con resultados satisfactorios [3, 14].
Hay diferentes herramientas para la organi-
zación de concursos de programación [13]. Algunas
mantienen un conjunto de problemas con los que se
puede practicar [22] y otras se utilizan para la orga-
nización de concursos [1].
Por otro lado, al mismo tiempo que ha aumentado
la popularidad del paralelismo han surgido competi-
ciones dedicadas a este tema, por ejemplo la Student
Cluster Competition [21] y el Marathon of Parallel
Programming [15]. El Concurso Español de Progra-
mación Paralela se organiza en una forma similar,
pero tiene algunas particularidades:
• Se puede participar de forma presencial y on-
line, con clasificaciones diferentes, lo que per-
mite participar sin necesidad de asistir a las Jor-
nadas.
• Se ha modificado la herramienta Mooshak [1]
para mandar las soluciones de los participantes
a un cluster de cuatro nodos, cada uno con ocho
núcleos, y obtener la clasificación en función
del speed-up.
• Se mantiene una clasificación con los records
de los problemas en la página del concurso
[20], junto a explicaciones y códigos de las
mejores soluciones. De esta manera, esta pági-
na se puede usar en cursos de programación
paralela.
El artículo se organiza de la siguiente forma. En la
Sección 2 se detalla la organización general del con-
curso. Los problemas de la primera edición se co-
mentan en la Sección 3, y el desarrollo del concurso
en la 4. Finalmente, en la Sección 5 se discuten al-
gunas perspectivas.
2. Organización general
El concurso se organiza de forma similar a otros con-
cursos de programación, con equipos de tres estudi-
antes (está orientado a estudiantes de últimos cursos
de carrera, de máster o doctorado) y un profesor que
actúa como entrenador. Se trata de resolver varios
problemas en un tiempo limitado. En nuestro caso se
proporciona una solución secuencial para cada uno
de los problemas, y el objetivo de los concursantes
es diseñar soluciones paralelas con las que reducir
el tiempo de ejecución obtenido con la solución se-
cuencial.
Los programas se desarrollan en C, y se uti-
lizan OpenMP [17] y MPI [19] para desarrollar ver-
siones de memoria compartida y paso de mensajes,
y, además, se puede combinar OpenMP y MPI para
obtener paralelismo híbrido.
Se utiliza el cluster Arabí del Centro de Super-
computación de la Fundación Parque Científico de
Murcia [6]. El cluster consta de 102 nodos, cada uno
con ocho núcleos, de los que en el concurso se usan
cuatro nodos. Se facilita el uso ocasional de este sub-
cluster para docencia, y en el concurso se usa para
preparar y evaluar los problemas, para una sesión
de calentamiento y para la realización del concur-
so. Para planificar las ejecuciones se utiliza una cola
de trabajos de cara a asegurar que no se ejecuta más
de un programa simultáneamente, situación que es
necesaria para el cálculo del speed-up y la obtención
de la clasificación.
El juez online Mooshak [1] se ha instalado en una
máquina virtual desde la que se mandan a la cola
las soluciones aportadas por los concursantes. Ha si-
do necesario incluir algunas modificaciones en esta
herramienta para adaptarla a las características del
concurso: se ha adaptado para trabajar con un sub-
cluster de Arabí, y se le ha añadido una nueva for-
ma de obtener la clasificación basada en el speed-up
(tiempo de ejecución del programa secuencial divi-
dido por el del paralelo, Sp = ts/tp [8]).
Los equipos envían sus soluciones al Mooshak,
que se conecta a un host, donde se compilan los
programas y se mandan a la cola, desde la que se
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mandan los trabajos a la parte del subcluster especi-
ficada en el trabajo enviado. La solución se vali-
da en el host comparándola con la obtenida con el
programa secuencial proporcionado por la organi-
zación. Finalmente, el host devuelve a Mooshak un
reconocimiento de la validez de la solución. En caso
de error se proporciona información adicional (error
de compilación o de ejecución, demasiados recursos
solicitados, etc).
La clasificación se obtiene en base al speed-up.
En nuestro caso, ts es el tiempo obtenido para la
entrada de test con la solución secuencial propor-
cionada por la organización, y tp el tiempo de eje-
cución para la misma entrada con el programa en-
viado por los concursantes. El speed-up sería igual
a 1 para soluciones que no mejoran el programa se-
cuencial, por lo que la puntuación asignada a una
solución correcta es max{Sp − 1,0}, de modo que
las soluciones que no mejoren la secuencial tienen
una puntuación de cero. Cada equipo puede man-
dar para un problema un máximo de diez soluciones
sin penalización, y a partir de la décima cada en-
vío tiene una penalización de uno, y la puntuación
es max{max{Sp}− 1−max{s− 10,0},0}, donde s
representa el número de envíos para ese problema y
max{Sp} el máximo speed-up obtenido con los s en-
víos. Para los problemas para los que algún equipo
obtiene una puntuación mayor de 15 (speed-up de
16, que es la mitad del número total de cores) se
modifican linealmente las puntuaciones de todos los
equipos, de manera que la puntuación máxima para
el problema sea 15. De esta forma se evitan puntua-
ciones muy altas (que se pueden obtener con uso efi-
ciente del sistema paralelo en combinación con una
mejora de la solución secuencial) y el peso excesivo
de algunos problemas en la puntuación final (prob-
lemas con complejidad algorítmica distinta pueden
tener dificultad de paralelización distinta). La pun-
tuación final de cada equipo se obtiene sumando las
puntuaciones en cada uno de los problemas para los
que han proporcionado soluciones válidas.
De cada problema se proporciona su descripción,
un ejemplo de entrada, un esquema de ejecución y la
solución secuencial. Esta entrada de ejemplo es sim-
ilar en número y forma de los problemas a resolver, y
en tiempo de ejecución a la entrada que se usa para la
validación y puntuación. De esta forma los concur-
santes pueden usar esta entrada para evaluar la solu-
ción en sus portátiles o en el sistema computacional
al que les da acceso la organización. El esquema de
ejecución es un programa en C (fichero esquema.c)
que no se puede modificar. La entrada y salida se re-
aliza a través de este esquema, que además tiene lim-
itado el tiempo de ejecución y genera la solución en
un fichero que se compara con la salida del programa
secuencial para validar automáticamente la solución
generada. El esquema se compila y se enlaza con el
fichero que contiene la solución secuencial (sec.c),
y el ejecutable resultante se ejecuta con un único
proceso MPI y un único hilo OpenMP, de manera
que esta se considera la versión secuencial con la
que se comparan las soluciones enviadas por los con-
cursantes. El fichero sec.c tiene una cabecera de la
forma:
/*
CPP_NUM_CORES = 1
CPP_PROCESSES_PER_NODE 1
CPP_PROBLEM=mm
*/
Con CPP_NUM_CORES se establece el
número de núcleos a usar (máximo 32),
CPP_PROCESSES_PER_NODE indica el número de
procesos MPI a lanzar en cada nodo, y CPP_PROBLEM
el nombre del problema. El ejemplo corresponde
a la cabecera de un programa secuencial, en el
que el número de núcleos y el de procesos por
nodo es uno. Los equipos modifican la función
secuencial para obtener la correspondiente solu-
ción paralela, y envían el fichero con la nueva
función y con la cabecera indicando el número de
núcleos y procesos. El número de nodos reservados
es NUM_NODES = b(CPP_NUM_CORES −
1)/8c+ 1, y el de procesos MPI es NUM_PRO =
NUM_NODES∗CPP_PROCESSES_PER_NODE.
En cada proceso MPI el número de hilos Open-
MP (NUM_THR) se establece con la función
set_omp_num_threads. Así, un programa parale-
lo usa un máximo de 32 núcleos, y es posible
usar paso de mensajes (CPP_NUM_CORES > 1
y/o CPP_PROCESSES_PER_NODE > 1, y
NUM_THR= 1), paralelismo de memoria compar-
tida (CPP_NUM_CORES ≤ 8 y NUM_THR > 1)
o paralelismo híbrido. Los concursantes pueden
experimentar con distintas combinaciones de los
valores de estos parámetros para obtener el máximo
speed-up.
218 Aplicación de las TIC al proceso de enseñanza-aprendizaje
3. Selección de los problemas a resolver
Cuando se organiza un concurso de programación es
necesario seleccionar cuidadosamente los problemas
con los que trabajar. Hay alguna bibliografía dedica-
da a la selección de tareas en competiciones infor-
máticas [5, 23, 9], pero para un concurso de progra-
mación paralela la selección de los problemas tiene
algunas peculiaridades. En esta sección se comen-
tan los problemas usados en la primera edición del
Concurso, y se discuten los criterios seguidos para la
selección de los problemas, comparándolos con los
recomendados en otros artículos.
Se propusieron cinco problemas a resolver (gener-
ar soluciones paralelas y adaptarlas al cluster) en un
tiempo máximo de cuatro horas. Los enunciados se
encuentran en la página del concurso [20]. A contin-
uación discutimos brevemente cada uno de los prob-
lemas:
A Multiplicación de matrices con huecos rect-
angulares: Se trata de multiplicar dos matri-
ces cuadradas de números reales, con rectán-
gulos de ceros y los rectángulos pueden sola-
parse. La solución secuencial que se propor-
ciona usa la estructura de ceros para reducir el
coste computacional. Los concursantes pueden
paralelizar esta versión o desarrollar su versión
paralela a partir de otra solución secuencial. Por
ejemplo, podrían usar una versión de la multi-
plicación de matrices densas o dispersas, pero
de esta manera los resultados pueden ser peores
al no ser las matrices con las que se trabaja de
esos tipos. Además, la versión secuencial que
se proporciona no optimiza el acceso a memo-
ria, por lo que el coste de la multiplicación AB
puede reducirse trasponiendo la matriz B para
acceder por filas.
B Juego de la vida con vecindad variable: Es el
juego de la vida en el que el valor en cada posi-
ción depende de valores en posiciones vecinas
en la generación anterior, pero la vecindad varía
según la generación en que nos encontremos, y
está formada por las casillas a una determinada
distancia de Manhattan. El esquema secuencial
sigue un esquema iterativo, y sólo se puede par-
alelizar dentro de cada iteración. El coste com-
putacional y el de acceso a memoria tienen en
cada iteración orden θ
(
n2
)
, lo que hace difícil
obtener soluciones eficientes.
C Obtener los valores en unas posiciones dadas
de una lista de números una vez ordenados:
Dada una secuencia de números enteros y un
conjunto de posiciones, se trata de obtener los
números que quedarían en esas posiciones si
la secuencia estuviera ordenada. La solución
secuencial ordena las posiciones y realiza un
particionado de forma recursiva. Se utiliza la
estrategia de pivotamiento del quicksort para
obtener el valor en la posición intermedia, y de-
spués se aplica el mismo método a las zonas
izquierda y derecha de los números y con las
posiciones a la izquierda y a la derecha de la in-
termedia. Es posible obtener la solución orde-
nando la secuencia, pero se realizaría más tra-
bajo del necesario y el speed-up obtenido sería
bajo.
D Multiplicación de cuatro matrices cuadradas
densas: Es el problema más simple del concur-
so. Se realizan tres multiplicaciones de matrices
típicas de tres bucles. Se puede optimizar el ac-
ceso a memoria como se indicó para el proble-
ma A, y paralelizando la multiplicación de ma-
trices se obtienen speed-ups satisfactorios, pues
el coste computacional es θ
(
n3
)
y el de acceso
a memoria θ
(
n2
)
. Dos de las multiplicaciones
se pueden realizar en paralelo, lo que puede per-
mitir un mejor uso del cluster y mayor speed-
up.
E Problema de la mochila con afinidades: Se
dispone de varias mochilas con cierta capacidad
cada una de ellas, y de un conjunto de objetos
con unos ciertos pesos y con afinidades entre
ellos. El objetivo es obtener la asignación de
objetos a las mochilas que proporciona mayor
afinidad y cumpliendo las restricciones de pe-
so. La afinidad total es la suma de las afinidades
entre objetos asignados a la misma mochila. La
solución secuencial sigue un esquema de back-
tracking. Se pueden obtener mejores soluciones
secuenciales mejorando el backtracking o con
un algoritmo tipo branch and bound, pero cuál
es la mejor solución depende de la entrada a
resolver. Además, hay que tener en cuenta que
los problemas no pueden ser grandes pues pro-
ducirían tiempos de ejecución muy altos. Por
tanto, posiblemente la mejor solución consista
en paralelizar el algoritmo secuencial generan-
do un conjunto de subproblemas con todas las
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posibles asignaciones de un número reducido
de objetos, y asignar varios subproblemas a ca-
da uno de los procesos o hilos en un programa
paralelo.
Los cinco problemas siguen esquemas algorítmi-
cos clásicos, y se pueden paralelizar usando esque-
mas paralelos que aparecen en libros de paralelismo
[4, 8, 18]. Los concursantes deben conocer los es-
quemas secuenciales y los algoritmos paralelos bási-
cos, de forma que la paralelización no sería un gran
problema si no tuvieran un límite de cuatro horas.
Además, se permitió acceso a internet por varios mo-
tivos: la posibilidad de participar online, el uso de
Mooshak a través de internet, la necesidad de ac-
ceder a un sistema paralelo remoto, y porque en la
actualidad la mayoría de la bibliografía que se con-
sulta está en la web. Así, los problemas no deben
ser problemas típicos, o en el caso de ser proble-
mas conocidos, que sea necesario modificar su solu-
ción para alcanzar las máximas prestaciones en el
sistema donde se trabaja. Las soluciones deben ser
correctas (se validan automáticamente) pero el obje-
tivo último es alcanzar speed-ups altos, y para esto
es necesario resolver el problema en paralelo, pero
también se puede optimizar el programa secuencial.
Además hay que adaptar la solución paralela al sis-
tema computacional si se quiere alcanzar buenas co-
tas de speed-up. Aunque todos los programas se-
cuenciales siguen esquemas algorítmicos bien cono-
cidos, las soluciones para los problemas A, B y D us-
an un esquema muy regular (varios bucles), mientras
que las de los problemas C y E tienen una estructura
más compleja, y puede ser más difícil obtener pro-
gramas paralelos para ellos.
Podemos estimar la dificultad de paralelización de
cada problema multiplicando los speed-ups espera-
dos por optimización secuencial, por uso de varios
nodos con paso de mensajes, y por uso de varios
núcleos en un nodo. Los speed-ups máximos esti-
mados se muestran en la tabla 1. Los valores están
basados en estimaciones empíricas del comité or-
ganizador. Se comentan a continuación las posibil-
idades de mejora de los diferentes problemas:
• El speed-up secuencial corresponde a posibles
optimizaciones en el programa secuencial. Co-
mo se ha mencionado, las multiplicaciones de
matrices (A y D) se pueden mejorar cambian-
do el acceso a los datos, trasponiendo una de
A B C D E
secuencial 3 1 1.2 4 2
paso de mensajes 3 1.5 1.5 3.5 3.5
memoria compartida 6 6 4 7 6
speed-up máximo 54 9 7.2 98 63
Tabla 1: Speed-up para los cinco problemas: total
máximo estimado, y con optimización secuencial,
con paso de mensajes y en memoria compartida.
las matrices o usando un algoritmo por bloques.
En el problema A las matrices no son densas, y
la mejora esperada es menor. En el C se puede
modificar el nivel máximo de recursión, con
lo que se puede reducir ligeramente el tiempo
de ejecución. Para el problema E es más difí-
cil hacer una estimación de la mejora, ya que
depende de la entrada, pero se pueden realizar
algunos cambios en el backtracking o se puede
utilizar algún otro método, por lo que se asigna
un valor de 2 al posible speed-up secuencial.
• Como el cluster consta de cuatro nodos que tra-
bajan juntos con paso de mensajes, el máximo
speed-up por paso de mensajes se establece en
4. Se puede utilizar el sistema completo con
procesos MPI, pero el speed-up alcanzable con
el uso de varios núcleos en un mismo nodo
se considera dentro del speed-up por memo-
ria compartida. Los problemas D y E tienen el
mayor coste computacional, por lo que se les
asigna el mayor speed-up. El valor es menor
que 4 debido al coste de las comunicaciones.
El problema A es una multiplicación de ma-
trices, que es fácilmente paralelizable, pero la
estructura de las matrices reduce el coste de
computación y por tanto el speed-up alcanz-
able. Los problemas B y C tienen menor coste,
y será más difícil obtener speed-ups altos.
• El número de núcleos por nodo es 8, por lo
que este es el máximo speed-up en memo-
ria compartida. Es relativamente fácil obtener
speed-ups altos en memoria compartida, espe-
cialmente para multiplicaciones densas de ma-
trices (problema D). El menor speed-up se ha
asignado al problema C por su bajo coste com-
putacional.
Comentamos algunas de las recomendaciones de
generación de tareas sugeridas en [5], e indicamos
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cómo se aplican a los problemas del concurso:
• Los enunciados de los problemas son cortos
y fáciles de entender, con lo que los partici-
pantes pueden concentrarse en la paralelización
de los problemas. Algunos enunciados son muy
cortos, como por ejemplo el del problema D:
“Multiplicación de cuatro matrices cuadradas
densas”.
• Los problemas son modificaciones de prob-
lemas clásicos, y se proporcionan soluciones
con algoritmos secuenciales típicos, pero para
obtener soluciones paralelas eficientes es nece-
sario diseñar las versiones paralelas teniendo en
cuenta el sistema en el que se trabaja.
• Para cada problema hay varias posibilidades
de paralelización, con dificultad y eficiencia
diferente, y para algunos problemas se pueden
obtener fácilmente versiones paralelas, pro-
gramándolas o adaptando alguna solución en-
contrada en internet (esto es especialmente fá-
cil para el problema D). Así, será fácil obtener
puntuación en algunos problemas.
• No hay soluciones “oficiales” al margen de las
secuenciales que se proporcionan.
• Los problemas propuestos se basan en proble-
mas típicos, y también los esquemas con los
que se resuelven, pero no está claro cuál es la
mejor solución, por lo que es necesario modi-
ficar los esquemas básicos y adaptarlos al sis-
tema computacional.
4. Desarrollo del concurso
El concurso se celebró en las Jornadas de Paralelis-
mo, en septiembre de 2011 en La Laguna. Las Jor-
nadas son un evento anual en el que participan la
mayoría de los investigadores españoles en paralelis-
mo, por lo que es el marco adecuado para un con-
curso de este tipo orientado a estudiantes de últimos
cursos de la Ingeniería Informática, de Máster y de
Doctorado, algunos de los cuales participan en las
Jornadas presentando sus primeros trabajos de inves-
tigación.
Para facilitar la participación se puede participar
in situ u online, con dos clasificaciones: una para los
equipos que participan en las Jornadas y otra para to-
dos los participantes. Participaron ocho equipos de
seis universidades (A Coruña, Almería, Castilla-La
Mancha, Autónoma de Madrid, La Laguna y Mur-
cia), cuatro in situ y cuatro online. La participación
fue reducida, pero consideramos que es satisfactoria
para la primera edición, teniendo en cuenta la dis-
tancia geográfica de La Laguna a la mayoría de las
universidades españolas. Nuestra finalidad principal
es la difusión de la programación paralela, y con es-
ta primera edición esperamos haber puesto las bases
para una mayor participación en ediciones sucesivas.
En julio se realizó una sesión de calentamien-
to para evaluar las modificaciones incluidas en
Mooshak y la respuesta del sistema computacional,
y para que los participantes se familiarizaran con
la mecánica del concurso, el Mooshak y el cluster.
La sesión estuvo abierta cuatro días para facilitar
la realización de experimentos, y consistió en dos
problemas simples: ordenación por mezcla y mul-
tiplicación de matrices. Para la multiplicación de
matrices, además de la solución secuencial, se pro-
porcionaron soluciones con OpenMP, MPI y par-
alelismo híbrido MPI+OpenMP, de manera que los
equipos pudieran experimentar con diferentes tipos
de paralelismo en el sistema.
Mooshak valida los envíos y calcula el speed-up y
la clasificación en tiempo real. Además, permite en-
trar al concurso como invitado, con lo que se puede
seguir su desarrollo. Aproximadamente 25 invitados
siguieron los últimos momentos del concurso, lo que
da una idea del interés despertado. La clasificación
se muestra en la Figura 1, donde se ve la clasifi-
cación final (sólo se incluyen los equipos que re-
solvieron algún problema). Para cada equipo y prob-
lema se muestra la puntuación y entre paréntesis el
menor tiempo de todos los envíos (0 si no se ob-
tiene ninguna solución correcta), el máximo speed-
up alcanzado y el número de envíos. Las dos últimas
columnas muestran el número de problemas para los
que el equipo ha enviado soluciones correctas y la
puntuación total. Los problemas C y E no han sido
resueltos por ningún equipo en un tiempo menor que
el del programa secuencial, lo que concuerda con la
mayor dificultad de paralelización estimada para es-
tos problemas. El mayor speed-up se obtuvo para el
problema D, seguido por el problema A y finalmente
el B, lo que coincide con las estimaciones recogidas
en la Tabla 1. Para los problemas A y D el máx-
imo speed-up se obtuvo con optimización secuen-
cial (trasponiendo una matriz) combinado con par-
alelización por memoria compartida o paso de men-
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sajes. Ningún equipo combinó los dos tipos de par-
alelismo, por lo que los speed-ups obtenidos están
lejos de los máximos estimados.
  
TotalA B C D E 
1 UAM 2 30.000000 
2 UALM 3 17.205029 
3 UMU 3 9.630697 
4 UCLM 1 7.421084 
5 ULL 2 4.361051 
6 UAC 5 3.166897 
Team
Problems
Points
15.000000 
(1103 
15.792384 2)   
15.000000 
(626 
25.880192 9)  
8.241741 
(1914 
8.677116 3)
0.000000 (0 
0.000000 1)
0.000000 (0 
0.000000 2)
8.963288 
(1022 
15.464775 4)
0.000000 
(21954 
0.000000 2)
5.651547 
(2665 
5.950094 3)
1.681804 
(6386 
1.681804 2)  
2.297346 
(3390 
3.963717 4)  
0.000000 (0 
0.000000 1)   
7.421084 
(1219 
12.803938 4)  
0.000000 (0 
0.000000 4)
1.553071 
(6708 
1.553071 2)  
2.807980 
(2879 
4.844738 3)  
0.014791 
(18238 
0.015572 9)
1.634769 
(6500 
1.634769 6)
0.000000 
(18477 
0.000000 1)
1.517337 
(4651 
2.617932 5)
0.000000 
(21222 
0.000000 1)
Figura 1: Clasificación final del primer Concurso Español
de Programación Paralela.
La Figura 2 muestra la evolución de la clasifi-
cación. Se muestran los minutos en que hubo mod-
ificaciones. En algunos puntos la puntuación de al-
gunos equipos disminuye (minutos 198 y 234), lo
que ocurre cuando un equipo obtiene un speed-up
mayor de 16, pues se recalculan con interpolación
las puntuaciones para ese problema. La mayoría de
los participantes estuvieron en algún momento en
primera posición, y el mayor número de envíos se
realizó en la última hora, con cuatro cambios en la
cabeza. En la evolución de la clasificación se ob-
serva que los grupos que tardaron más en empezar
a enviar soluciones (el rojo y el verde) obtuvieron
los mejores resultados, probablemente porque med-
itaron un rato antes de ponerse a programar.
5. Conclusiones y perspectivas
En este trabajo se ha mostrado la experiencia de la
organización del primer Concurso Español de Pro-
gramación Paralela. A la vista de la experiencia,
podemos considerar que la primera edición del con-
curso ha sido satisfactoria. Ha habido un número
reducido de participantes, lo que es normal para
la primera edición teniendo en cuenta la especial-
ización del paralelismo. La experiencia fue positiva
  56 83 109 122 144 149 152 164 172 174 180 190 193 194 198 217 219 225 227 234 236
0
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Figura 2: Evolución de la clasificación durante el primer
Concurso Español de Programación Paralela.
para los equipos participantes y los recursos gen-
erados en el concurso se han utilizado en cursos
de paralelismo en el primer cuatrimestre del cur-
so 2011/2012 en las universidades de La Laguna y
Murcia. Tanto los organizadores del concurso como
los de las Jornadas de Paralelismo han considerado
interesante realizar la segunda edición dentro de las
Jornadas de Paralelismo a celebrar en Elche en sep-
tiembre de 2012.
Algunas perspectivas futuras serían:
• En la segunda edición se organizará una sesión
para seguir los últimos momentos del concurso
y discutir las soluciones aportadas por los con-
cursantes y otras posibles soluciones.
• La implementación de la página del concurso
y su organización en inglés facilitará la partic-
ipación online de estudiantes no españoles, y
hará que el uso de la página web como recurso
educativo se extienda.
• Es posible incluir en Mooshak algunas modi-
ficaciones adicionales para adaptarlo mejor al
concurso. Por ejemplo, podría ser interesante
incluir una visualización de la clasificación en
el formato de la Figura 2.
• Está previsto realizar una prueba de progra-
mación en CUDA. Esto supone un trabajo adi-
cional de organización, porque el paradigma
de programación cambia y es necesario gener-
ar problemas que puedan resolverse con el
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paradigma SIMD y estimar el speed-up espera-
ble para estos problemas con este paradigma.
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