Abstract. The fastest Learning Automata (LA) algorithms currently available come from the family of estimator algorithms. The Pursuit algorithm (PST), a pioneering scheme in the estimator family, obtains its superior learning speed by using Maximum Likelihood (ML) estimates to pursue the action currently perceived as being optimal. Recently, a Bayesian LA (BLA) was introduced, and empirical results that demonstrated its advantages over established top performers, including the PST scheme, were reported. The BLA scheme is inherently Bayesian in nature, but it succeeds in avoiding the computational intractability by merely relying on updating the hyper-parameters of sibling conjugate priors, and on random sampling from the resulting posteriors.
Introduction
A Learning Automaton (LA) is an adaptive decision-making unit, operating within a random environment, and that learns the optimal action among a finite (or infinite) set of actions offered by the environment. Each action, when performed or chosen, produces either a reward or a penalty, and the optimal action is defined as the action with the highest probability of producing a reward. Of all the LA that have been proposed, estimator algorithms are among the fastest ones. These were introduced by Thathachar and Sastry [2] with the so-called Pursuit algorithm (PST), which utilizes Maximum Likelihood (ML) reward probability estimates to pursue the action currently perceived to be optimal. The latter method was later enhanced by the authors of [7] , as we shall explain presently. Recently, however, in [3] , a novel sampling-based Bayesian scheme, coined the Bayesian Learning Automata (BLA), was introduced. Being simultaneously based on counting rewards/penalties and on random sampling from a pair of sibling Beta distributions (akin to the Thompson Sampling [1] principle), the BLA offers significantly better performance than recent LA and related schemes, including the PST [3], especially for bandit-like problems.
Research in the theory of LA has made significant advances in the last decades. LA have, for instance, found novel applications in systems that possess incomplete knowledge about the environment in which they operate. In the interest of brevity, we list a few more-recent applications here. They are routing in wireless sensor networks [8], [9], [10], stochastic traffic engineering in multihop cognitive wireless mesh networks [11] , design of cognitive radio systems [12] , and the near-optimal solution of NP-hard problems like data fragment allocation in distributed database systems [13] .
In this paper, we propose a new class of estimator algorithms, which we refer to as the family of Bayesian Pursuit algorithms (BPSTs). Briefly stated, by augmenting (or "piggy-backing") the method of the BLA with the principles behind the PST, we are able to outperform both schemes in extensive experiments 1 . This augmentation is achieved as follows: First of all, as in the BLA, the estimates are truly Bayesian (as opposed to ML) in nature. However, the action selection probability vector of the PST is used for its exploration purposes. Additionally, as opposed to the ML estimate, which is usually a single value -i.e., the one which maximizes the likelihood function -the use of a posterior distribution permits us to choose any one of a spectrum of values in the posterior, as the appropriate estimate. In the interest of being concrete, we have chosen a 95% percentile value of the posterior (instead of the mean) to pursue the most promising actions. Finally, as advocated in [7] , the pursuit can be done using both the Linear Reward-Penalty and Reward-Inaction philosophies. This too has been accomplished here, leading to the corresponding BPST RP and BPST RI schemes respectively. To the best of our knowledge, all these contributions are novel to the field of LA, and we thus believe that the BPST constitutes a new avenue of research, in which the performance benefits of the PST and the BLA are mutually augmented. We also believe that the theoretical contributions of this paper could lend itself to practical solutions improving performance in a number of applications, some of which are currently being tested.
