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During the development of applied systems, an important
problem that must be addressed is that of choosing the cor-
rect tools for a given domain or scenario. This general task
has been addressed by the genetic programming (GP) com-
munity by attempting to determine the intrinsic difficulty
that a problem poses for a GP search. This paper presents
an approach to predict the performance of GP applied to data
classification, one of the most common problems in computer
science. The novelty of the proposal is to extract statistical
descriptors and complexity descriptors of the problem data,
and from these estimate the expected performance of a GP
classifier. We derive two types of predictive models: linear
regression models and symbolic regression models evolved
with GP. The experimental results show that both approaches
provide good estimates of classifier performance, using syn-
thetic and real-world problems for validation. In conclusion,
this paper shows that it is possible to accurately predict the
expected performance of a GP classifier using a set of de-
scriptors that characterize the problem data.
Categories and Subject Descriptors





Genetic Programming, Performance prediction, Classification
1. INTRODUCTION
The goal of developing truly autonomous intelligent sys-
tems is still one of the main areas of research in computer sci-
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ence. One property that an intelligent system might require
is the ability to determine, or estimate, the success rate it ex-
pects to achieve when confronted with a particular problem
instance. By doing so, a system could then be able to make
an informed choice as to which is the best problem solving
strategy to follow, without the need for a human designer
to choose the strategy beforehand. Therefore, it is necessary
to describe the problem in a meaningful way, and from this
derive an estimate of its inherent difficulty.
One of the most common problems in computer science
is data classification. As such, researchers have developed
a large number of classification algorithms, based on a vari-
ety of mathematical and computational models. However, in
many cases, when confronted with a particular classification
task it is not evident which is the best classifier to use. In
order to make a reasoned decision, a researcher must assess
the principal characteristics of the data and predict the ex-
pected performance that each classifier at his disposal might
achieve. However, a general algorithmic solution to this task
currently does not exist. That is why it is mostly solved using
the trial and error method or by the researcher choosing the
classification algorithm he is most familiar with. Therefore,
we propose an approach to predict the performance of a par-
ticular classifier, a GP system based on a probabilistic clas-
sification procedure [30], which is referred to in this paper
as the Probabilistic Genetic Programming Classifier (PGPC).
The goal of the proposal is to build a predictive model of the
expected classification accuracy of PGPC, using descriptive
features of the problem data [12, 24, 4, 26]. The approach is
validated on an extensive set of synthetic problems, and on
real-world multi-dimensional data.
The remainder of this paper proceeds as follows. Section
2 overviews related work. Afterwards, the PGPC classifier is
described in Section 3. Section 4 defines the problem state-
ment and Section 5 describes the descriptors used to charac-
terize each classification problem. Then, the predictive mod-
els are presented in Section 6. Section 7 contains the exper-
imental setup and gives a summary of the results. Finally,
Section 8 outlines some concluding comments.
2. RELATED WORK
While the paradigm of evolutionary computation has
achieved a wide acceptance over the years, there are still
many questions that need to be addressed to gain a proper
understanding of the merits and shortcomings of this biolog-
ically inspired approach towards problem solving. One such
question is that of determining the expected performance of
an evolutionary search when applied to a particular prob-
lem instance. Several strategies have been proposed to study
this fundamental issue. For instance, to predict the conver-
gence of an evolutionary algorithm researchers have relied
on schema theorems [5, 17, 16] and Markov chain models
[14, 19]. While these approaches have produced solid the-
oretical foundations for some practical techniques [15, 18],
their general use in real-world scenarios is still not a realistic
option. Another way to determine if a problem can be solved
by an evolutionary search, is to study the structure of the fit-
ness landscape [7]. This idea of problem difficulty, or evolv-
ability, has also been addressed by analyzing a phenomena
in biological evolution known as neutrality [6, 29, 2, 28] and
by studying the concept of locality within the search space
[11, 3]. Finally, some of the most promising results in charac-
terizing problem difficulty have been achieved with fitness
distance correlation [25], fitness clouds and negative slope
coefficient [20]. This last group of methods use sampling
techniques to determine the structure of the search space,
and the manner in which genetic operators can explore this
structure guided by fitness. One drawback of these tech-
niques is that they require a new sampling of the search space
each time a new problem instance is encountered, a practical
issue that might, or might not, be of importance.
The present work takes a different approach. Firstly, here
we study the performance of GP applied to data classifica-
tion, a domain where promising results have been achieved
[30]. Secondly, instead of focusing on the structure of the
search space as defined by fitness, the genetic operators and
the encoding, we study the structure of the problem data it-
self; i.e., the data that needs to be classified 1. From this, the
goal is to infer the expected performance, and by corollary
the difficulty of a problem, for a GP classifier.
In data classification, the behavior of an individual classi-
fier depends on the characteristics of the data that is to be
classified. One of the first attempts to detect a useful rela-
tionship between classifier performance and the underlying
structure of the data is the STATLOG project [12], which de-
veloped a meta-level binary rule that determines the applica-
bility of a classifier to a given problem. Another example is
[24], where a statistical meta-model was developed to predict
the expected performance of several common classifiers on a
small set of real-world problems. The above examples per-
form a meta classification using statistical descriptors of the
data. The predictive accuracy of these approaches, however,
has been criticized because they do not consider the geomet-
ric relationships between the data, a more relevant character-
istic to classifier accuracy [4]. On the other hand, [4] provides
a detailed analysis of several types of complexity measures
directly related to classification difficulty. However, [4] does
not attempt to use these measures to estimate classifier per-
formance. Based on the above works we propose a charac-
terization of problem difficulty and prediction of GP perfor-
mance. A similar goal is pursued in [13] for feature selection
algorithms, based on a different experimental framework.
3. DATA CLASSIFICATION WITH GP
In a supervised classification problem some pattern x ∈
R
P has to be classified in one of M classes ω1, ..., ωM using
1What is called the set of fitness cases in GP literature.
a training set X of N P-dimensional patterns with a known
classification. Then, the goal of a supervised classifier is to
build a mapping g(x) : RP → M , that assigns each pattern x
to a corresponding class ωi, where g is derived based on the
evidence provided by X . GP can be used in different ways
to solve the problem described above, such as evolving rule
sets [8] or decision trees [1]. However, this paper focuses on
the method proposed in [30], PGPC.
3.1 Probabilistic GP Classifier
PGPC is based on a simpler approach towards classifica-
tion, also described in [30], which proceeds as follows. First,
R is divided into a series of M non-overlapping regions,
one for each class. Then, GP is used to evolve a mapping
h(x) : RP → R, such that the region in R where pattern x
is mapped to, determines the class to which it belongs. The
most obvious shortcoming of such an approach is that it re-
quires an a priori definition of the region boundaries.
To overcome the above problem, in PGPC it is assumed
that the behavior of h can be modeled using multiple Gaus-
sian distributions, each corresponding to a particular class
[30]. The distribution of each class N (µ, σ) is derived from
the examples provided for it in set X , by computing the mean
µ and standard deviation σ of the outputs obtained from h on
these patterns. Then, from the N of each class, [30] proposes
two fitness measures. The first is based on the overlap area
among the distributions, and the second is based on Fisher’s
linear discriminant. Given that both methods exhibited simi-
lar performance, in this work we arbitrarily choose the latter.
3.1.1 Fitness evaluation
Given a two class problem, which is the type of problem
studied in this paper, and the estimated Gaussian distribu-
tion N for each class, [30] proposes a distance measure be-





where µ1 and µ2 are the means of the Gaussian distribution
of each class, and σ1 and σ2 their standard deviations. When
this measure tends to 0 it is the worst case scenario because
the mapping of both classes overlap completely, and when it
tends to ∞ it represents the optimal case with maximum sep-
aration. Moreover, in order to normalize the above measure,





which provides the fitness measure for an individual map-
ping h generated by GP.
3.1.2 Classification with PGPC
Once the Gaussian distribution Ni for each class is deter-
mined using the best individual h found by GP, a new test
pattern x is assigned to class i when Ni gives the maximum
probability. While [30] studies the effects of using multiple
individuals to compute the final probability of class member-
ship, here we only use the single best solution. Finally, Table
1 presents the setup for the PGPC system, that uses standard
Koza style crossover and mutation and dynamic depth con-
trol to minimize bloat [22]. The PGPC system was imple-
mented using Matlab 2009a and the GPLAB toolbox [21].
Table 1: Parameters for the PGPC system used in the exper-
imental tests.
Parameter Description
Population size 200 individuals.
Generations 200 generations.
Initialization Ramped Half-and-Half,
with 6 levels of maximum depth.
Operator probabilities Crossover pc = 0.8; Mutation pµ = 0.2.
Function set
n
+,−, ∗, /,√,sin, cos, log, xy , | · |, if
o
Terminal set {x1, ..., xi, ..., xP } Where each xi is a
dimension of the data patterns x ∈ RP
Bloat control Dynamic depth control.
Initial dynamic depth 6 levels.
Hard maximum depth 20 levels.
Selection Lexicographic
parsimony tournament
Survival Keep best elitism
4. PROBLEM STATEMENT
As stated above, the main goal is to estimate the perfor-
mance of the PGPC classifier, based on a description of a par-
ticular problem’s data. To accomplish this goal,we begin by
building a set P of synthetic 2-class multimodal problems,
where each sample in P represents an individual classifica-
tion problem. Second, from each problem p ∈ P we extract a
vector of descriptive features β, described in Section 5. Third,
we solve each problem in p using the PGPC system described
in Section 3, in order to determine the performance PGPC
achieves, which we characterize with the classification error
ǫ. After which, we have a set of problems P , where each
pi ∈ P is described by a descriptive vector βi, as well as the
expected classification error ǫi of PGPC applied to pi. There-
fore, the problem we pose is that of finding an optimal esti-
mator Ko of classifier performance, such that
Ko = arg min
K
{Err[K(βi), ǫi]} ∀pi ∈ P (3)
where Err[, ] represents an error measure, which in this
work is given by the root-mean-square error (RMSE).
4.1 Classification problems and PGPC per-
formance
We randomly create 300 classification problems with two
classes using Gaussian mixture models (GMMs), these con-
form set P . The use of randomly generated GMMs allows us
to generate either unimodal or multimodal classes, with dif-
ferent amounts of class overlap and geometry. All problems
are set in the R2 plane with x, y ∈ [−10, 10], and 200 sample
points were randomly generated for each class. The param-
eters for the GMM of each class were also randomly chosen
using the following ranges of values:
• Number of Gaussian components: {1, 2, 3}.
• Median of each Gaussian component for each feature
dimension: [−3, 3].
• Each element of the covariant matrix of each Gaussian
component: (0, 2].
• The rotation angle of each covariance matrix: [0, 2π].
• The proportion of sample points generated with each
Gaussian component: [0, 1].









(a) ǫ = 0.02












(b) ǫ = 0.19





















































Figure 1: Figure shows two classification problems (a,b),
with the median classification error achieved by PGPC, and
the five convergence plots of the best individual fitness ob-
tained in each of the five independent runs (c,d).
Afterwards, ∀p ∈ P we compute the set of descriptive fea-
tures β defined in Section 5. Then, for every problem we
determine the median test error of the PGPC from 5 inde-
pendent runs, using 70% of the 200 sample points for fit-
ness evaluation (training) and the rest for testing; the sets
were randomly chosen at the beginning of each run. Figure 1
shows the type of performance achieved by PGPC, showing
two classification problems, the median test error of PGPC,
and the evolution of the best fitness from each of the five
runs. The median error is used as an approximation of the
expected PGPC performance on each problem instance. The
convergence plots in Figure 1 illustrate that there is only a
small variability in the five independent runs for each prob-
lem. In general, the average difference in classification error
between the best run and the worst run for all 300 problems
is only 8.3%, with a standard deviation of 4.4%, which gives
some confidence regarding the accuracy of the performance
estimate. Figure 2 shows three other problems with different
degrees of difficulty, which increases from left to right. No-
tice, that the expected performance of PGPC is related to the
amount of overlap between both classes and the compact-
ness of each, as should be expected [4].
5. DESCRIPTORS
The research goal in this paper is to build an estimator
of classifier performance based on a set of descriptive mea-
sures that are extracted from the problem itself. We consider
two groups of measures, statistical measures and measures
of data complexity. The statistical measures are a subset of
those proposed in [24]; we choose those that produced the
best results with the meta-model developed in that work.
These descriptors are some basic statistics computed for each
feature, or dimension, of the problem data.
• The geometric mean ratio of the pooled standard devi-










(a) ǫ = 0.00








(b) ǫ = 0.15










(c) ǫ = 0.33
Figure 2: Three classification problems and the median error achieved by PGPC; difficulty increases from left to right.
ations to standard deviations of the individual popula-
tions (SD).
• The mean absolute correlation coefficients between two
features (CORR) and its squared value (CORR2).
• The mean skewness of features (SKEW).
• The mean kurtosis of features (KURT).
• The average entropy of features (HX) and its squared
value (HX2).
Additionally, we also employ various measures of prob-
lem complexity that consider the geometry of the distribu-
tion of samples over the feature space. These descriptors are
a subset of those proposed in [4]. We choose data descrip-
tors that consider the geometry of the distribution of points
and the density, or proximity, of the points. [4] also includes
descriptors based on the performance of a linear classifier,
which we omit because these measures are an indirect de-
scription of the data based on a specific classifier.
Fisher’s discriminant ratio (FD).





where µ1, µ2, σ1, σ2 are the means and standard deviations
of the two classes. This measure is computed independently
for each feature of the data. Therefore, for a multidimen-
sional problem the maximum f over all feature dimensions
is chosen as the representative value FD [4].
Volume of overlap region (VOR).
This measure provides an estimate of the amount of over-
lap between both classes in feature space. This measure is
computed by finding, for each feature, the maximum and
minimum value of each class and then calculating the length
of the overlap region. The length obtained from each fea-
ture can then be multiplied in order to obtain a measure of
volume overlap. VOR is zero when there is at least one di-
mension in which the two classes do not overlap.
Feature efficiency (FE).
It is a measure of how much each feature contributes to the
separation of both classes. When there is a region of overlap
between two classes on a feature dimension, then data is con-
sidered ambiguous over that region along that dimension.
However, it is possible to progressively remove the ambigu-
ity between both classes by separating those points that lie
inside the overlapping region. The efficiency of each feature
is defined as the fraction of all remaining points separable
by that feature, and the maximum feature efficiency (FE) is
taken as the representative value for a two-class problem.
Class distance ratio (CDR).
This is a measure that compares the dispersion within the
classes to the gap between the classes, and is computed as
follows [4]. For each data sample the Euclidean distance to
its nearest-neighbor is computed, within and outside its own
class. Then, the CDR is the ratio of the averages of all intra-
class and interclass nearest-neighbor distances.
5.1 Correlation with PGPC performance
In Figure 3, we present scatter plots between the perfor-
mance achieved by PGPC on each problem, and each of
the data descriptors described above. These plots illustrate
the relationship between each problem, represented by a de-
scriptive value, and the classification error of PGPC. More-
over, to quantify this relationship, Figure 3 also provides
the value of Pearson’s correlation coefficient ρ. From these
plots we can see that some measures are more strongly cor-
related with the performance of PGPC than others. More
precisely, features SD, VOR, FE and CDR obtain the highest
correlation scores. This result is consistent with the conclu-
sions of [4], where measures based on the geometric distri-
bution of the data and those based on nearest-neighbor crite-
ria provide the most informative description of the problem.
Moreover, these results are very similar to those published in
[26], where the correlation of these descriptors was measured
with respect to a neural network classifier.
6. PREDICTIVE MODELS
The estimators of PGPC performance are built using two
different approaches. The first is to derive least squares lin-
ear regression models. The second is to pose a symbolic re-
gression problem with GP, similar to the approach of [26].
6.1 Linear Models
In this approach, the first step is to choose which descrip-
tors will be used as predictors in the linear models. For sim-
plicity, we employ those descriptors that exhibit the highest






















(a) SD: ρ = −0.39






















(b) CORR: ρ = −0.00






















(c) CORR2: ρ = −0.21






















(d) SKEW: ρ = 0.01






















(e) KURT: ρ = 0.07






















(f) HX: ρ = 0.15






















(g) HX2: ρ = 0.11






















(h) FD: ρ = −0.08






















(i) VOR: ρ = 0.50






















(j) FE: ρ = −0.71






















(k) CDR: ρ = −0.50
Figure 3: Scatter plots that show the relationship between each descriptive measure of problem data (x-axis) and classifica-
tion error (y-axis). Legend of each plot shows the value of Pearson’s correlation coefficient ρ.
correlation with PGPC performance, as discussed in the pre-
vious section; these are: SD, VOR, FE and CDR. Then, it must
be determined if the predictive data exhibits multicollinear-
ity; i.e., if the descriptors are highly correlated. Figure 4
shows scatter plots between each of the chosen descriptors
and the value of their linear correlation. Given that the prob-
lem descriptors are not strongly correlated, it is possible to
use standard least squares regression.
6.2 Symbolic regression with GP
This approach is similar to the one followed in [26], where
the optimization problem of Equation 3 is solved using sym-
bolic regression and GP. Here, the same descriptors used
with the linear models makeup the terminal set T ,
T = {SD, V OR, FE, CDR} . (5)
The function set F , on the other hand, contains common
primitive functions used for symbolic regression problems
with GP; these are
F =
n
+,−, ∗, /,√,sin, cos, log, xy, | · |, if
o
, (6)
with protected functions for /, log,
√· and xy .
Fitness is posed as a cost function, given by the RMSE com-













where βi is the descriptive vector of problem pi, and ǫi its
classification error.
7. EXPERIMENTS AND RESULTS
This section presents implementation details and summa-
rizes the main results.
7.1 Linear Models
Four different linear models are derived using the predic-
tive descriptors selected above, these are: (1) Linear model
(L1); (2) Linear model with interaction terms (L2); (3) Lin-
ear model with interaction and quadratic terms (L3); and (4)
Linear model with quadratic terms (L4). All models also con-
tain a constant term. Each model is derived using half of the
ground truth data, the rest is used for testing. Moreover, for
statistical significance 30 different models are built with dif-
ferent random partitions of the data.
7.2 Symbolic regression with GP
The parameters of the GP used to evolve performance es-
timators for PGPC are given in Table 2. It is a Koza-style GP
























(a) SD-VOR: ρ = −0.32




















(b) SD-FE: ρ = 0.40

























(c) SD-CDR: ρ = 0.27




















(d) VOR-FE: ρ = 0.66
























(e) VOR-CDR: ρ = −0.44
























(f) FE-CDR: ρ = −0.51
Figure 4: Scatter plots show the correlation among the cho-
sen descriptors: (a) SD-VOR; (b) SD-FE; (c) SD-CDR; (d)
VOR-FE; (e) VOR-CDR; (f) FE-CDR. The caption of each
contains the value of Pearson’s correlation coefficient ρ.
Table 2: Parameters for the GP used to derive performance
predictors for PGPC.
Parameter Description
Population size 200 individuals.
Generations 100 generations.
Initialization Ramped Half-and-Half at 6 levels.
Operator probabilities. Cross. pc = 0.8; Mutation pµ = 0.2.
Bloat control Dynamic depth control.
Initial dynamic depth 6 levels.
Hard maximum depth 12 levels.
Selection Lexicographic tournament.
Tournament size 6 individuals.
Survival Keep best elitism.
with bloat control using the dynamic depth method [22] and
lexicographic parsimony pressure during tournament selec-
tion [10]. The GP was executed 30 times, thus the results are
statistics computed over all of the runs. In each run, 50% of
the 300 classification problems were used for fitness evalua-
tion (training) and the rest for testing. The training and test
sets were randomly chosen for each run.
A summary of the evolutionary search performed by the
GP is presented in Figure 5. Figure 5(a) shows the median
of the best individual training fitness at each generation, and






















































Figure 5: Evolutionary search of the GP for performance
prediction: (a) Evolution of best individual at each genera-
tion evaluated with the training and testing sets; (b) Evolu-
tion of size and bloat during the search process.
the median of the test fitness computed with the best indi-
vidual at each generation. It is evident that the GP search is
not overfitted given the similarity between the training and
testing fitness. Figure 5(b) illustrates the effect of bloat dur-
ing the GP runs, also showing median values. This figure
is a double y-axis plot, where the left axis shows the size of
the best individual at each generation, given in number of
nodes. The right y-axis measures the bloat incurred in the
experiments using the measure proposed in [27]. It appears
that most program growth is due to bloat, since both size and
bloat behave in an almost identical manner.
7.3 Comparison
All of the predictive models are compared based on their
median, average, and standard deviation of the prediction
RMSE, which is summarized in Table 3. In every case, these
statistics are computed over the 30 independent runs of each
algorithm. Moreover, a boxplot comparison is depicted in
Figure 6. In general, the figure shows that all models give
a good prediction of PGPC performance. Among the linear
models, the best performance is achieved by the quadratic
linear model (L4). Moreover, the GP models achieve the low-
Table 3: Comparison of the RMSE between every predic-
tive model, obtained over thirty independent runs; bold
indicates best (minimum).
Median Average Std.
Linear - L1 7.40 7.42 0.19
Interaction - L2 7.67 8.62 2.28
Quadratic - L3 7.30 8.36 3.19
Pure Quadratic - L4 6.80 7.00 0.92
GP 6.25 6.41 1.06
Figure 6: Boxplot comparison of each predictive model.
est median and average error, which is depicted in the box-
plot. An ANOVA test reveals that the observed difference
among the models is statistically significant with a p value
of 0.00. However, not all of the observed differences are sta-
tistically significant. A multiple comparison test, using the
HSD criterion and a significance level α = 0.05, reveals that
the GP and L4 models are better than the L1 and L2 mod-
els, but no differences is detected with respect to L3, and no
difference is detected between GP and L4.
With respect to size, it appears that the GP models are
larger than the linear models, their median size is around 120
nodes, see Figure 5(b). On the other hand, the linear model
L1 only contains 5 terms, L2 11 terms, L3 15 terms, and L4
9 terms. However to compare their size, we must consider
all addition and multiplication operations performed by each
linear model. Moreover, if we also consider the terminal ele-
ments of each model, when the linear models are expressed
as GP trees then L1 requires 13 nodes, L3 43, L3 63 and L4
33 nodes. While the difference is still substantial between GP
and the linear models, the difference in size appears to be
a result of bloating, see Figure 5(b). Therefore, in order to
improve upon the size of the predictors produced by GP, a
better bloat control method is required.
7.4 Real-world test
Finally, the predictive models are tested on two real-world
problems from the medical field, see Table 4. The first is
Parkinson’s diagnosis, with 23 real-valued features and 197
data samples [9]. The second is diabetes diagnosis, with 8
real-valued features and 768 samples [23]. Notice how these
problems are highly multi-dimensional, which adds a de-
gree of difficulty not present in the synthetic data used for
Table 4: First column shows the classification error
achieved by PGPC on each problem. The final five
columns show the predicted classification error given by
each model; bold indicates the best prediction.
PGPC L1 L2 L3 L4 GP
Park. 23% 13.7% 12.4% 17.6% 14.3% 23.5%
Diabetes 25.3% 24.3% 27.3% 27.5% 27.5% 42.7%
training. For each problem, PGPC was executed 5 times and
the median classification error was computed, shown in the
PGPC column of Table 4. Then, SD, VOR, FE and CDR were
computed on each dataset, and each predictive model was
used to determine the expected performance of PGPC, the fi-
nal five columns of Table 4. In these tests, the models that
achieved the minimum predictive error on the set of syn-
thetic two-class problems are used. For the Parkinson’s data
set, the GP model performs the best, achieving an almost per-
fect prediction of PGPC performance. On the other hand, the
linear models perform quite poorly for this dataset. How-
ever, for the diabetes problem the results are exactly the op-
posite, with the linear models achieving an accurate predic-
tion and the GP model severely over-stating the difficulty of
the problem. Such discrepancies in performance show that
it is not yet clear which predictive models provide the best
tool for real-world situations. Nonetheless, it is evident that
it is possible to accurately predict the performance of a GP
classifier using the general proposal outlined in this paper.
These are promising results, because they suggest that an
artificial system might be able to analyze a particular prob-
lem, and autonomously determine if the computational tools
it posses can solve the problem in an acceptable manner.
Moreover, if the system is endowed with several computa-
tional tools, then the system could choose which algorithm
to use based on the performance it expects to achieve. Such
capabilities are the type of features that a truly autonomous
intelligent system might exhibit in real-world scenarios.
8. CONCLUDING REMARKS
This paper presents an approach to determine the diffi-
culty of a problem for a GP-based classifier. The goal is to
predict the performance, in classification error, of a particu-
lar GP approach towards data classification, based on a set
of descriptors of the problem data. These descriptors are
based on statistical properties of the data and on their ge-
ometric dispersion within the feature space of the problem.
In order to derive the predictive models, we use a standard
linear regression approach and a GP-based symbolic regres-
sion approach. Experimental evaluations show that both ap-
proaches produce models that achieve an accurate estima-
tion of classifier performance. Moreover, tests on real-world
problems show the ability of the predictive models to gener-
alize to more complex problem instances. However, further
research is still required to determine which type of model
provides the best predictive performance.
Therefore, this work shows that for data classification, it is
possible to accurately predict the performance of a GP sys-
tem without actually running the GP search! The predictive
models allow us to estimate the difficulty associated with a
problem, and thus make a reasoned choice regarding the use-
fulness of GP. Finally, future work should look to integrate
such predictors into an autonomous system that is capable of
analyzing a problem and determining which computational
tool is best suited to solve it.
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