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Abstract
In this work a general class of nonlinear abstract equations satisfying a generalized strong
maximum principle is considered in order to study the behavior of the bounded components
of positive solutions bifurcating from the curve of trivial states (, u) = (, 0) at a nonlinear
eigenvalue = 0 with geometric multiplicity one. Since the unilateral theorems of Rabinowitz
(J. Funct. Anal. 7 (1971) 487, Theorems 1.27 and 1.40) are not true as originally stated
(cf. the very recent counterexample of Dancer, Bull. London Math. Soc. 34 (2002) 533), in
order to get our main results the unilateral theorem of López-Gómez (Spectral Theory and
Nonlinear Functional Analysis, Research Notes in Mathematics, vol. 426, CRC Press, Boca
Raton, FL, 2001, Theorem 6.4.3) is required. Our analysis ﬁlls some serious gaps existing is
some published papers that were provoked by a direct use of Rabinowitz’s unilateral theory.
Actually, the abstract theory developed in this paper cannot be covered with the pioneering
results of Rabinowitz (1971), since in Rabinowitz’s context any component of positive solutions
must be unbounded, by a celebrated result attributable to Dancer (Arch. Rational Mech. Anal.
52 (1973) 181).
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1. Introduction
Let U be an ordered Banach space whose positive cone P is normal and has nonempty
interior, and consider the nonlinear abstract equation
F(, u) := L()u+R(, u) = 0 , (, u) ∈ R× U , (1.1)
where
(HL) K() := IU − L() ∈ L(U),  ∈ R, is a compact and continuous operator
pencil with a discrete set of singular values, denoted by S. Since L() is
Fredlhom of index zero,  ∈ S if, and only if,  is an eigenvalue of L(), i.e.,
if dimN [L()]1. Subsequently, given any Banach space E, IE denotes the
identity map of E and L(E) is the space of linear continuous endomorphisms
of E.
(HR) R ∈ C(R× U ;U) is compact on bounded sets and
lim
u→0
R(, u)
‖u‖ = 0
uniformly on compact intervals of R .
(HP) The solutions of (1.1) satisfy the strong maximum principle in the sense that
(, u) ∈ R× (P \ {0}) and F(, u) = 0 imply u ∈ Int P ,
where Int P stands for the interior of the cone P.
Subsequently, given u1, u2 ∈ U , we write u1 > u2 if u1−u2 ∈ P \ {0}, and u1  u2 if
u1−u2 ∈ Int P . Also, it will be said that (, u) is a positive solution of (1.1), if (, u)
is a solution of (1.1) with u > 0. Thanks to hypothesis (HP), any positive solution
(, u) of (1.1) must be strongly positive, in the sense that u 0.
Under hypotheses (HL) and (HR), F(, 0) = 0 for each  ∈ R . Moreover, L() is a
linear isomorphism for any  ∈ R\S, and, hence, the ﬁxed point index Ind (0,K()) is
well deﬁned—the topological degree of L() in any bounded open set containing the
origin. Throughout this paper, the parity mapping C : S → {−1, 0, 1} is considered,
where
C() := 12 limε↓0 [Ind (0,K(+ ε))− Ind (0,K(− ε))] ,  ∈ S . (1.2)
Note that C() = 0 if, and only if, Ind (0,K()) changes as  crosses .
The main abstract result of this paper concerns the bounded components of pos-
itive solutions of (1.1) emanating from (, u) = (, 0) at a singular value 0 ∈ S
with classical geometric multiplicity one and C(0) ∈ {−1, 1}. By a component of
positive solutions of (1.1) it is meant a maximal (for the inclusion) relatively closed
and connected subset of the set of positive solutions of (1.1) (in R × Int P ). Thanks
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to [14, Theorem 6.2.1], (1.1) possesses a component emanating from (, 0) at 0 if
C(0) ∈ {−1, 1}. Such a component will be subsequently denoted by C0 . Then, our
main abstract result can be stated as follows.
Theorem 1.1. Suppose 0 ∈ S satisﬁes C(0) = 0,
N [L(0)] = span [0] , 0 ∈ P \ {0} (1.3)
and K(0) is strongly positive in the sense that
K(0)(P \ {0}) ⊂ Int P . (1.4)
Then, there exists a sub-component CP0 of C0 in R× Int P such that (0, 0) ∈ C¯
P
0 .
Moreover, if CP0 is bounded in R× U , then there is a further value 1 ∈ S \ {0}
such that (1, 0) ∈ C¯P0 , and, hence, there exist two values of  ∈ S, 0 and 1 at
least, for which 1 is an eigenvalue of K() to a positive eigenvector.
Consequently, if 0 is the unique singular value  ∈ S for which 1 is an eigenvalue
of K() to a positive eigenvector, then CP0 must be unbounded in R× U .
In the very special case when
K() = K ,  ∈ R , (1.5)
for some linear strongly positive compact operator K ∈ L(U), necessarily
0 := 1SprK
is the unique value of S for which there is a positive eigenvector, and, consequently,
according to Theorem 1.1, CP0 must be unbounded in R×U . Therefore, Theorem 1.1
is a substantial improvement of López-Gómez [14, Theorem 6.5.5], which provides us
with a very classical result attributable to Dancer [6].
In many applications to semilinear boundary value problems, among them those
given in the subsequent sections of this paper, the family L() is real analytic and
there exists a value ˆ ∈ R \S for which L(ˆ) is a linear isomorphism. In such cases,
it follows from [14, Theorem 4.4.4] that S is discrete and that it consists of algebraic
eigenvalues of L. In other words, for any  ∈ S there exist C > 0, ε > 0 and 1
such that for any  ∈ (− ε,+ ε) \ {} the operator L−1() is well deﬁned and
‖L−1()‖L(U) C|− | , 0 < |− | < ε .
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Thus, thanks to the abstract spectral theory developed in [14, Chapter 4], the algebraic
multiplicity [L; ·] : S → N of Esquinas [8] and Esquinas and López-Gómez [9] is
well deﬁned. Moreover, thanks to López-Gómez [14, Theorem 5.6.2], for any  ∈ S
there exists  ∈ {−1, 1} such that
Ind (0,K()) =  sign (− )[L;] ,  ∼  ,  = 
and, hence, C(0) = 0 if, and only if, [L;] ∈ 2N + 1. It should be noted that
[L; 0] = 1 if 0 ∈ S is a simple eigenvalue of L() as discussed by Crandall and
Rabinowitz [5], i.e., if
dimN [L(0)] = 1 and L′(0)(N [L(0)])⊕ R[L(0)] = U , (1.6)
where ′ = d
d and, for any T ∈ L(U), N [T ] and R[T ] stand for the null space and the
range of T.
Note that, thanks to (HL) and (1.4),
K(0)0 = 0  0 (1.7)
and, hence, the existence of CP0 can be obtained by adapting the reﬂection argument of
Rabinowitz [17], though in order to prove Theorem 1.1 the unilateral theorem of López-
Gómez [14, Theorem 6.4.3] is needed, since the unilateral theorems of Rabinowitz [17,
Theorems 1.27 and 1.40] are not true as originally stated (cf. the counterexample of
Dancer [7]). Nevertheless, the celebrated unilateral theory of Rabinowitz [17] cannot
be applied to cover the general setting of Theorem 1.1, since it exclusively considered
the simplest case when K() satisﬁes (1.5), where, according to the main result of
Dancer [6], CP0 must be unbounded; our main interest in this paper being focused into
the alternative case when CP0 is bounded in R× U .
The distribution of this paper is as follows. In Section 2 we prove Theorem 1.1. In
Section 3 we apply Theorem 1.1 to a general class of semilinear weighted boundary
value problems that have attracted a great deal of attention since the pioneering work
of Hess and Kato [10]. Our result ﬁlls some serious gaps in the analysis already done
by Cano-Casanova [2] and Cingolani and Gámez [4], where Rabinowitz [17, Theorems
1.27 and 1.40] were applied mutatis mutandis. In Section 4 we use a pseudo-spectral
approximation method with collocation coupled with a global path-following solver
to compute the corresponding continuum of positive solutions. As a byproduct of our
numerical analysis, it becomes apparent that condition C(0) = 0 in the statement
of Theorem 1.1 is imperative for its validity. Actually, in Section 5 we construct an
example where CP0 is bounded and (0, 0) is the unique bifurcation point from (, 0). In
this example, due to Theorem 1.1, C(0) = 0. Our example consists of the intermediate
situation between the case described by Theorem 1.1, where CP0 meets (, 0) at least
at two different points, and the case when, varying a further parameter, CP0 perturbs
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into an isola, i.e., a bounded component of positive solutions separated from the given
equilibrium (, 0) (cf. Fig. 1 in Section 4).
2. Proof of Theorem 1.1
The set of nontrivial solutions of (1.1) is deﬁned through
S := F−1(0) \ [(R \S)× {0}] .
Note that (, u) ∈ S if either u = 0, or else u = 0 and  ∈ S. Since C(0) = 0, thanks
to López-Gómez [14, Theorem 6.2.1] there exists a component of S, denoted by C0 ,
such that (0, 0) ∈ C0 . Subsequently, we suppose that 0 has been normalized so that
N [L(0)] = span [0] , ‖0‖ = 1 , 0 > 0 . (2.1)
Thanks to (1.7), 0  0. Now, let Y be a closed subspace of U such that
U = N [L(0)] ⊕ Y .
Thanks to the Hahn–Banach Theorem, there exists ∗0 ∈ U ′ such that
Y = { u ∈ U : 〈∗0, u〉 = 0 } , 〈∗0,0〉 = 1 ,
where 〈·, ·〉 stands for the duality between U and U ′. Now, following Rabinowitz [17],
for each  ∈ (0, 1) and sufﬁciently small ε > 0 we set
Qε, := { (, u) ∈ X : |− 0| < ε , |〈∗0, u〉| >  ‖u‖ } .
Since the mapping u → |〈∗0, u〉| −  ‖u‖ is continuous, Qε, is an open subset of X
consisting of the two disjoint components Q+ε, and Q−ε, deﬁned through
Q+ε, := { (, u) ∈ X : |− 0| < ε , 〈∗0, u〉 >  ‖u‖ } ,
Q−ε, := { (, u) ∈ X : |− 0| < ε , 〈∗0, u〉 < − ‖u‖ } . (2.2)
The following result collects the main consequences from [14, Theorem 6.2.1, Lemma
6.4.1, Proposition 6.4.2], which are attributable to Rabinowitz [17]. Subsequently, we
denote by BR(x) the open ball of radius R > 0 centered at x ∈ R× U .
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Theorem 2.1. For each sufﬁciently small  > 0,
C0 ∩ B(0, 0) ⊂ Qε, ∪ {(0, 0)}
and each of the sets S \
[
Q−ε, ∩ B(0, 0)
]
and S \
[
Q+ε, ∩ B(0, 0)
]
contains a
component, denoted by C+0 and C
−
0
, respectively, such that (0, 0) ∈ C+0 ∩ C
−
0
and
C0 ∩ B(0, 0) =
(
C+0 ∪ C
−
0
)
∩ B(0, 0) . (2.3)
Moreover, for each (, u) ∈ (C0 \ {(0, 0)}) ∩ B(0, 0), there exists a unique pair
(s, y) ∈ R× Y such that
u = s0 + y , |s| >  ‖u‖ .
Actually,
 = 0 + o(1) and y = o(s) , as s → 0 .
It should be noted that if (, u) ∈ C+0 ∩ B(0, 0), u = 0, then u = s0 + y with
s >  ‖u‖ > 0, and, hence,
u
s
= 0 +
y
s
.
Thus, since lims→0 ys = 0, for sufﬁciently small s > 0 we have that us ∈ Int P and,
consequently, u ∈ Int P . Therefore, for any sufﬁciently small  > 0 we have that
[
C+0 \ {(0, 0)}
]
∩ B(0, 0) ⊂ R× Int P . (2.4)
This shows the existence of the component CP0 of R × Int P containing (0, 0) (cf.
the statement of Theorem 1.1). Actually, CP0 is the maximal sub-continuum of C
+
0
in
R× Int P such that (0, 0) ∈ C¯P0 .
The following result, which is [14, Theorem 6.4.3], provides us with an updated
version of the very celebrated unilateral theorem of Rabinowitz [17, Theorem 1.27],
which is not true as originally stated (cf. the detailed discussion carried out in [14, p.
180] and the counterexample of Dancer [7]).
Theorem 2.2. The component C+0 satisﬁes at least one of the following alternatives:
1. C+0 is unbounded in R× U .
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2. There exists 1 ∈ S \ {0} such that (1, 0) ∈ C+0 .
3. C+0 contains a point (, y) ∈ R× (Y \ {0}).
Now, thanks to (HL), (1.4) and (1.7), the celebrated theorem of Krein and Rutman
[12] (cf. Amann [1, Theorem 3.2] as well), shows the validity of the following result.
Theorem 2.3. Let SprK(0) denote the spectral radius of K(0). Then,
(a) SprK(0) = 1 is an algebraically simple eigenvalue of K(0) and, hence,
N [L0] = N [L20] = span [0] , L0 := L(0) . (2.5)
Thus, 0 is an algebraically simple eigenvalue of L0, i.e.,
U = N [L0] ⊕ R[L0] . (2.6)
Moreover, no other eigenvalue of K(0) admits a positive eigenvector.
(b) For every y ∈ Int P , the equation
u− K(0)u = y
cannot admit a positive solution.
Proof. As SprK(0) is the unique eigenvalue of K(0) associated with a positive
eigenvector and 1 is an eigenvalue to the eigenfunction 0, we have that SprK(0) = 1.
Moreover, 1 is algebraically simple, i.e.,
N [IU − K(0)] = N [
(
IU − K(0)
)2]
and, hence, due to (HL), (2.5) holds. Now, since L0 is Fredholm of index zero, to prove
(2.6) it sufﬁces to show that 0 /∈ R[L0]. On the contrary, suppose that 0 ∈ R[L0].
Then, there exists u ∈ U \ N [L0] such that L0u = 0, and, hence, L20u = L00 = 0.
Thus, u ∈ N [L20] \ N [L0], which contradicts (2.5) and concludes the proof of (2.6).
This completes the proof of Part (a). Part (b) is an straightforward consequence from
Amann [1, Theorem 3.2]. 
As a consequence of (2.6) we can make the choice
Y = R[L(0)] , (2.7)
which will be maintained throughout the remaining of the proof of Theorem 1.1.
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Suppose the component CP0 is bounded. Since C
P
0 ⊂ C+0 , either
CP0 = C+0 \ {(0, 0)} , (2.8)
or else
CP0 is a proper subset of C
+
0
\ {(0, 0)} . (2.9)
Suppose (2.8). Then, C¯P0 = C+0 satisﬁes at least one of the alternatives of Theorem 2.2.
Alternative 1 cannot be satisﬁed, since C¯P0 is compact. Suppose Alternative 3 occurs.
Then, thanks to choice (2.7), there exists
(, y) ∈ R× R[L(0)] , y = 0 ,
such that (, y) ∈ C¯P0 ⊂ R × P . Since y = 0, necessarily y ∈ Int P , by (HP). Thus,
there exists u ∈ U such that
L(0)u = u− K(0)u = y .
Since 0 ∈ Int P , for each sufﬁciently large  > 0 we have that
u := u+ 0  0 .
Moreover,
u − K(0)u = y ,
because K(0)0 = 0, which contradicts Theorem 2.3(b). Therefore, Alternative 2 of
Theorem 2.2 must be satisﬁed. This shows that there exists (1, 0) ∈ C¯P0 with 1 = 0.
Now, instead of (2.8), suppose (2.9). Then, since
C+0 ∩ B(0, 0) =
[
CP0 ∩ B(0, 0)
]
∪ {(0, 0)}
for each sufﬁciently small  > 0, ﬁxing one of these ’s, there exists (1, u) /∈ B(0, 0)
such that
(1, u) ∈ C+0 ∩ (R× P) ∩ C
P
0 .
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Let {(	n, un)}n1 be any subsequence of CP0 such that
lim
n→∞(	n, un) = (1, u) .
Then,
F(1, u) = 0 and u ∈ P .
If u > 0, then, thanks to (HP), u ∈ Int P , which contradicts u ∈ P . Thus, u = 0,
and, hence, (1, 0) ∈ C¯P0 . Moreover, 1 = 0, since (1, u) = (1, 0) ∈ B(0, 0). This
shows that there exists (1, 0) ∈ C¯P0 with 1 = 0 if CP0 is bounded.
Now, let {(	n, un)}n1 be any subsequence of CP0 such that un = 0, n1, and
lim
n→∞(	n, un) = (1, 0) .
Then, setting
vn := un‖un‖ , n1 ,
we ﬁnd that
vn = K(	n)vn −
R(	n, un)
‖un‖ , n1
and, hence, thanks to (HL) and (HR), there exists a subsequence of {vn}n1, again
labeled by n, such that
lim
n→∞ vn = 
 .
Necessarily 
 > 0, since 
 ∈ P and ‖
‖ = 1. Moreover, passing to the limit as
n→∞ gives

 = K(1)

and, therefore, 1 is an eigenvalue of K(1) to a positive eigenvector. This concludes
the proof of Theorem 1.1.
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3. An application of Theorem 1.1
In this section we consider the semi-linear weighted boundary value problem
{
Eu = W(x)u− a(x)ur in  ,
u = 0 on  , (3.1)
where  is a bounded domain of RN with boundary  of class C2+ for some
 ∈ (0, 1), r ∈ (1,∞),  ∈ R is regarded as a bifurcation parameter, and E is a second
order uniformly elliptic operator of the form
E := −
N∑
i,j=1
ij
2
xixj
+
N∑
i=1
i

xi
+ 0
with ij = ji ∈ C(¯), i , 0 ∈ C(¯), 1 i, jN . Moreover, we assume that:
(Ha) a ∈ C(¯) and, setting
a+ := max{a, 0} , a− := a+ − a ,
0a+ :=  \ supp a+ , 0a− :=  \ supp a− ,
0a+ and 
0
a− are two proper open subsets of  of class C2+ with a ﬁnite
number of well separated components. Moreover, either N ∈ {1, 2}, or else N3
and, for some constant  > 0,
a−
[dist (·, 0a−)]
∈ C (supp a−, (0,∞)) , r < max
{
N + 2
N − 2 ,
N + 1+ 
N − 1
}
.
(Hw) W ∈ C(¯) changes of sign in 0a+ and
max
∈R
[E − W ;] > 0 . (3.2)
Subsequently, for any elliptic operator L in a bounded domain D, [L;D] stands
for the principal eigenvalue of L in D under homogeneous Dirichlet boundary
conditions on D.
Thanks to (Hw), by Hess and Kato [10] and López-Gómez [13], for each D ∈{
0a+ ,
}
the weighted boundary value problem
{
E = W in D ,
 = 0 on D , (3.3)
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possesses exactly two different principal eigenvalues, say D1 < 
D
2 . By a principal
eigenvalue of (3.3) is meant a value of  for which (3.3) possesses an eigenfunction
 > 0. Since [E − W ;D] is the unique eigenvalue of E − W associated with a
positive eigenfunction, necessarily
[E − Dj W ;D] = 0 for each (D, j) ∈
{
0a+ ,
}
× {1, 2} .
Moreover, by the monotonicity of [·;D] with respect to D,

0
a+
1 < 

1 < 

2 < 
0
a+
2
and, thanks to the celebrated theorem of Hess and Kato [10], setting
() := [E − W ;] ,  ∈ R ,
one has that  ′(1 ) > 0 and  ′(

2 ) < 0, where ′ = dd , because of the concavity of
(). Subsequently, we set
0 := 1
and denote by 0 the principal eigenfunction associated to (0) = 0, normalized so
that ‖0‖ = 1. Then, since () is a simple eigenvalue, there is an analytic mapping
 → () ∈ C2+0 (¯) such that (0) = 0 and, for each  ∈ R ,
(E − W)() = ()()
(e.g., Kato [11]). Now, differentiating with respect to  and particularizing at  = 0
gives
(E − 0W)′(0) = W0 +  ′(0)0
and, hence,
 ′(0) = −〈∗0,W0〉 ,
where ∗0 ∈ U ′, U := C0(¯), satisﬁes
R[E − 0W ] = { u ∈ U : 〈∗0 , u〉 = 0 } , 〈∗0,0〉 = 1 .
Therefore, since  ′(0) > 0, we ﬁnd that
W0 ∈ R[E − 0W ] . (3.4)
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Now, let u be a positive solution of (3.1). Then, u|0
a+\ > 0 and
(E − W)u = −aur = a−ur0 in 0a+ .
Thus, thanks to characterization of the maximum principle of López-Gómez and Molina-
Meyer [15], it is apparent that [E − W ;0a+] > 0, and, therefore,
 ∈ (
0
a+
1 , 
0
a+
2 ) ,
by the strict concavity of  → (). Thus, by the a priori bounds found by Cano-
Casanova [2], there exists a constant C > 0 such that for any positive solution (, u)
of (3.1), ‖u‖C(¯)C. Now, let M > 0 be sufﬁciently large so that [E+M;] > 0
and 0W(x)+M > 0 for each x ∈ ¯. By elliptic regularity, the positive solutions of
(3.1) are given by the zeroes in U := C0(¯) of the equation
L()u+R(, u) = 0 , (3.5)
where, for each (, u) ∈ R× U , we have denoted
L()u := u− (E +M)−1[(W +M)u]
and
R(, u) := (E +M)−1(aur) .
It should be noted that the inverse operator (E+M)−1 ∈ L(U) is compact, by elliptic
regularity and Ascoli–Arzela’s theorem, and strongly order preserving, by the strong
maximum principle; the space U being ordered by the cone of point-wise nonnegative
functions. Thus, (3.5) ﬁts into the abstract setting of Section 1 with
K()u := (E +M)−1[(W +M)u] , u ∈ U ,
which is real analytic in  ∈ R. By the choice of M, K(0) is strongly positive.
Moreover, setting
L0 := L(0) , L1 := dL
d
(0) = −(E +M)−1(W ·) ,
one has that
N [L0] = span[0] and L10 ∈ R[L0] .
428 J. López-Gómez, M. Molina-Meyer / J. Differential Equations 209 (2005) 416–441
Indeed, if
L0u = −(E +M)−1(W0)
for some u ∈ U , then
u− (E +M)−1[(0W +M)u] = −(E +M)−1(W0)
and, by elliptic regularity, u ∈ C2+0 (¯). Thus,
(E − 0W)u = −W0 ,
which contradicts (3.4). Hence, the transversality condition of Crandall and Rabinowitz
[5] is satisﬁed and, consequently, [L; 0] = 1. Therefore, since 0 := 1 and 2 are
the unique values of  where positive solutions of (3.1) can bifurcate from (, 0), as
an immediate consequence from Theorem 1.1 the following result is obtained.
Theorem 3.1. The set of positive solutions of (3.1) possesses a bounded component,
denoted by CP , such that (1 , 0), (

2 , 0) ∈ C¯P . Moreover, PCP ⊂ (
0
a+
1 , 
0
a+
2 ),
where P stands for the -projection operator.
It should be noted that, thanks to Theorems 1.1 and 3.1, (3.1) cannot admit an
abstract representation as a ﬁxed point equation of the form (1.1) with K() = K
for some ﬁxed compact strongly positive operator K, and, consequently, even if the
unilateral results of Rabinowitz [17] would be correct as originally stated, Theorem 3.1
cannot be obtained as a direct consequence from them.
Theorem 3.1 completes the analysis already done by Cano-Casanova [2] and Cin-
golani and Gámez [4] by ﬁlling up the gaps coming from the direct use of Rabinowitz’s
unilateral theory.
4. Three different types of bounded components
Under the assumptions of Theorem 1.1, if CP0 is bounded in R × U , then L()
must admit two different eigenvalues  ∈ S, 0 and 1, which are such that L()
exhibits a positive eigenfunction. This is far from being true if, instead of C(0) = 0,
one has C(0) = 0, since, in this case, the component CP0 might emanate from the
curve (, 0) exclusively at 0. Therefore, C(0) = 0 seems to be a crucial requirement
for the validity of Theorem 1.1. Actually, there are boundary value problems of the
form (3.1) that possess bounded components exhibiting each of these behaviors. For
example, consider the one-dimensional prototype model in  = (0, 1)
{−u′′ − 	 u =  sin(2x) u− a(x)u2 ,
u(0) = u(1) = 0 , (4.1)
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where
a(x) =


−0.2 sin ( 0.2 (0.2− x)) if 0x0.2 ,
sin
( 
0.6 (x − 0.2)
)
if 0.2 < x0.8 ,
−0.2 sin ( 0.2 (x − 0.8)) if 0.8 < x1
(4.2)
and (,	) ∈ R2 are regarded as two real parameters. Note that a > 0 in (0.2, 0.8),
a < 0 in (0, 0.2)∪ (0.8, 1), and a(0) = a(0.2) = a(0.8) = a(1) = 0. For an appropriate
choice of the parameter 	, (4.1) ﬁts into the abstract setting of Section 3 by choosing
E	 := − d
2
dx2
− 	 , W := sin(2 · ) , r = 2 .
Indeed, since N = 1, 0a+ = (0, 0.2) ∪ (0.8, 1) and
max
∈R
[E	 − W ;] = [− d
2
dx2
− 	;] = 2 − 	 , (4.3)
condition (3.2) holds as soon as 	 < 2. Moreover, since W > 0 in (0, 0.2) and
W < 0 in (0.8, 1), W changes sign in 0a+ := (0, 0.2) ∪ (0.8, 1). The validity of (4.3)
follows straight away from the fact that, for each  < 0, any positive eigenfunction
of [E	 −  sin(2·);] must be the vertical reﬂection around 0.5 of some principal
eigenfunction of [E	 +  sin(2·);]. Thus, the zeroes of the map
 → 	() := [E	 −  sin(2·);] (4.4)
always have opposite sign, if it has two. This entails that 	() must reach its maximum
at  = 0. Actually, as a result of the symmetry of a(x), if u is a positive solution of
(4.1) for some  > 0, then its vertical reﬂection around x = 0.5 provides us with a
positive solution of (4.1) for −. Consequently, for each 	 ∈ R, the set of values of 
for which (4.1) possesses a positive solution must be an interval centered at  = 0. As
a consequence, any bifurcation diagram of positive solutions where we represent the
parameter  versus the L∞-norm of the solutions must be symmetric around  = 0.
These features have been conﬁrmed by all our numerical computations. In addition, as
a result of the theory developed by Hess and Kato [10], for each 	 < 2 there exist
1 (	) < 0 < 

2 (	) = −1 (	)
such that
[E	 − 1 (	)W ;] = [E	 − 2 (	)W ;] = 0 .
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Fig. 1. Components of positive solutions for 	 ∈ {0, 9.869604, 40}.
Moreover, as 	 increases approaching the critical value 2, 1 (	) increases, and, hence,
2 (	) decreases, approaching 0, i.e.,
lim
	↑2
1 (	) = 0 = lim
	↑2
2 (	) .
As a result, Theorem 3.1 applies when 	 < 2 (cf. the ﬁrst plot of Fig. 1), but it
cannot be applied if 	2. Actually, (4.4) satisﬁes
2(0) = 2 ′(0) = 0 and 2() < 0 for each  ∈ R \ {0}
and, hence, there exists k1 for which
dj2
dj
(0) = 0 , 0j2k − 1 , d
2k2
d2k
(0) = 0 ,
since  = 0 must be a zero of ﬁnite order, because 2() is real analytic. Thus, thanks
to López-Gómez [14, Theorem 4.5.1], [E2−W ; 0] = 2k ∈ 2N. Consequently, thanks
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to López-Gómez and Mora-Corral [16, Theorem 5.2], for each M > 0 sufﬁciently large,
[IU − (E2 +M)−1[(W +M) ·]; 0] = [(E2 +M)−1(E2 − W); 0]
= [(E2 +M)−1; 0] + [E2 − W ; 0]
= 0+ 2k = 2k
and, therefore, C(0) = 0. As a result, Theorem 3.1 cannot be applied to cover this sort
of transition situation where condition C(0) = 0 fails to be true, though, according
to our numerical computations, (4.1) still possesses a bounded component of positive
solutions emanating from (, 0) at  = 0 if 	 = 2 (cf. the second plot of Fig. 1).
When 	 > 2 there are no bifurcation points to positive solutions from (, 0) and for
values of 	 sufﬁciently close to 2 the problem exhibits an isola of positive solutions
(cf. the third plot of Fig. 1). The bifurcation diagrams of Fig. 1 have been computed
by coupling a pseudo-spectral method with collocation and a path-continuation solver
(cf. [3] for further technical details). Fig. 1 plots the values of  against the L∞-norm
of the corresponding positive solutions. Stable solutions are indicated by solid lines,
and unstable by dotted lines. As there are some ranges of values of  where (4.1)
possesses at least two solutions with very similar L∞-norms, the plot did not allow us
distinguishing them, but rather plotted these pieces twice. This is why the bifurcation
diagrams exhibit some darker arcs of curve. The diagram arcs below 0 are ﬁlled in by
negative solutions, and, in Fig. 1, we are plotting  versus the absolute minimum of
these solutions.
The left plot of Fig. 1 shows the component for 	 = 0. In this case,
1 (0) ∼ −28.0233 , 2 (0) ∼ 28.0233
and the model ﬁts within the abstract framework of Section 3, where Theorem 1.1
applies providing us with Theorem 3.1. The central plot of Fig. 1 shows the perturbation
of the component of the left plot as 	 increased from zero up to reach the value
	 = 9.869604 ∼ 2 = 9.86960440108 · · · (value given by the computer) .
Now,
1 (9.869604) ∼ −0.00503 , 2 (9.869604) ∼ 0.00503 , (4.5)
however our programs have plotted at the same point these two bifurcation values,
as a result of the scale used to represent the computed component. Fig. 2 shows a
magniﬁcation of the corresponding bifurcation diagram around the bifurcation points
(4.5). Now, these points are clearly differentiated. One should have a careful look at
the scale used in plotting the curve.
Although 	1 := 9.869604 is extremely close to the value of 2 given by the computer,
Theorem 3.1 still applies at 	1, since 	1 < 2. Nevertheless, as predicted by the local
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Fig. 2. A magniﬁed piece of the component for 	 = 9.869604.
bifurcation analysis already done, as 	 slightly increases from 	1 crossing 2, the
diagram of Fig. 2 perturbs into the diagram shown in Fig. 3, where there are no
bifurcation points to positive solutions from the curve (, 0), which is linearly unstable
for every value of the parameter . It should be noted that 9.869605 > 2. So, Theorem
3.1 does not cover this situation.
As the parameter 	 increases from 	2 := 9.869605 up to reach the value 	3 := 40
the component of positive solutions containing the piece of curve shown in Fig. 3.
perturbs into the component shown in the third plot of Fig. 1. In particular, for any
intermediate value of 	, (4.1) possesses a component of positive solutions bounded
away from the equilibrium curve (, 0),  ∈ R; i.e., a solution isola.
Although these computations strongly suggest that (4.1) should possesses a bounded
component of positive solutions emanating from (, 0) at 0 = 0 for the critical value
of the parameter 	 = 2, this feature is far from being mathematically proven by
simply using our numerical experiments, because of the following reasons:
1. The numerical computations approximate the discrete curve of positive solutions of
a discrete approximation of (4.1).
2. The critical value of the parameter 	 itself, 2, is irrational, and, hence, it will be
impossible working with its exact value, but rather with a rational approximation of
it.
As a consequence, the computer will not be able to provide us with the critical com-
ponent of positive solutions at 	 = 2. Nevertheless, in Section 5 we shall prove the
corresponding existence result at the critical value of the parameter 	 = 2, as well as
the existence of an isola of positive solutions perturbing from the previous bifurcation
diagrams for 	 > 2 sufﬁciently close to 2. So, the overall analysis carried out in
this paper is a paradigm on how numerical and mathematical analysis ﬁt together in
concrete applications of an abstract theory.
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Fig. 3. A magniﬁed piece of the component for 	 = 9.869605.
Further, note that, by the analysis already done in Section 3, in order for (4.1) to
admit a positive solution, it must be the case that
max
∈R
[E	 − W ;0a+] = [−
d2
dx2
− 	;0a+] = 252 − 	 > 0 .
Therefore, (4.1) cannot admit a positive solution if 	252, which completely agrees
with our numerical computations, since the isola shown in the third plot of Fig. 1 shrinks
to a point and then disappear as 	 increases crossing a critical value 	∗ < 252. A
sharper analysis of this phenomenology will be accomplished in a forthcoming paper.
5. Condition C(0) = 0 is imperative for the validity of Theorem 1.1—isolas
generation
In this section we consider the semilinear boundary value problem
{
(−− 	0)u = W(x)u− a(x)u2 in  ,
u = 0 on  , (5.1)
where  is a bounded domain of RN with boundary  of class C2+ for some
 ∈ (0, 1),  is the Laplacian operator of RN , 	0 ∈ R is a constant to be ﬁxed later,
and  ∈ R is regarded as a bifurcation parameter. Moreover, we make the following
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assumptions on a(x) and W(x):
(Aw) W ∈ C(¯) changes of sign in  and
	0 := max
∈R
[−− W ;] = [−− 0W ;] > 0 . (5.2)
(Aa) a ∈ C(¯) satisﬁes hypothesis (Ha) (cf. Section 3) and, in addition,
(i) W changes of sign in 0a+ .
(ii) ∫ a30 > 0, where 0  0 is the principal eigenfunction of
[−− 	0 − 0W ;] = 0
normalized so that
∫
 
2
0 = 1.
It should be noted that there is an unique value 0 satisfying (5.2) and that (5.2) entails
max
∈R
[−− 	0 − W ;] = [−− 	0 − 0W ;] = 0 .
In particular, condition (3.2) fails to be true. Moreover, adapting the corresponding
argument of Section 4,
C(0) = 0 .
Also, note that assumption (Aa)(ii) is accomplished if a− is sufﬁciently small. Actually,
condition
∫

a30 > 0
measures how small must be a− for the validity of the main result of this section. It
is routine checking that it is satisﬁed by the model analyzed in Section 4. Throughout
this section the notations introduced in Section 3 will be maintained. The main result
of this section can be stated as follows.
Theorem 5.1. Assume (5.1) satisﬁes (Aw) and (Aa). Then, the set of positive solutions
of (5.1) possesses a bounded component, denoted by CP , such that
C¯
P ∩ (R× {0}) = {(0, 0)} . (5.3)
Moreover, PCP ⊂ (
0
a+
1 , 
0
a+
2 ).
Proof. Since C(0) = 0, the unilateral theory developed in [14,17] cannot be applied
and, hence, in order to prove this theorem, one needs a further idea. Actually, that idea
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has been already suggested by the numerical analysis carried out in Section 4. Instead
of (5.1), as in Section 4 we will consider the following two-dimensional family of
boundary value problems
{
(−− 	)u = W(x)u− a(x)u2 in  ,
u = 0 on  ,
where (,	) ∈ R2 and 	 ∈ R, is regarded as the main bifurcation parameter, instead
of . This auxiliary problem can be equivalently expressed under the form
{
(E − W)u = 	u− a(x)u2 in  ,
u = 0 on  . (5.4)
The solutions of (5.4) are the zeroes of the nonlinear operator
N : R2 × C2+0 (¯)→ C(¯)
deﬁned by
N(,	, u) := (−− W)u− 	u+ au2 , (,	, u) ∈ R2 × C2+0 (¯) , (5.5)
which is of class C2. One has that, for each (,	) ∈ R2,
N(,	, 0) = 0 , DuN(,	, 0) = −− W − 	 .
Moreover, since [− − 	0 − 0W ] = 0 is a simple eigenvalue of − − 	0 − 0W ,
we have that
span[0] ⊕ R[−− 	0 − 0W ] = C(¯) (5.6)
and, hence, setting
Y := R[−− 	0 − 0W ] ∩ C2+0 (¯) ,
gives
C2+0 (¯) = span[0] ⊕ Y . (5.7)
Actually, by Fredhom’s alternative,
Y =
{
u ∈ C2+0 (¯) :
∫

u0 = 0
}
.
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Now, following the proof of the main theorem of Crandall and Rabinowitz [5], we
consider the operator M : R3 × Y → C(¯) deﬁned by
M(s, ,	, y) :=
{
s−1N(,	, s(0 + y)) if s = 0 ,
DuN(,	, 0)(0 + y) if s = 0 . (5.8)
Then, M is an operator of class C1 such that
M(0, 0,	0, 0) = DuN(0,	0, 0)0 = 0 .
Moreover, differentiating with respect to (	, y) gives
D(	,y)M(0, 0,	0, 0)(	, y) = lim
h→0
M(0, 0,	0 + h	, hy)−M(0, 0,	0, 0)
h
= lim
h→0
DuN(0,	0 + h	, 0)(0 + hy)
h
= lim
h→0
(−− 0W − 	0 − h	)(0 + hy)
h
= (−− 0W − 	0)y − 	0 .
Thanks to (5.6) and (5.7), the operator
D(	,y)M(0, 0,	0, 0) : R× Y −→ C(¯)
is a linear isomorphism and, hence, thanks to the implicit function theorem, there exist
ε > 0 and
y ∈ C1([−ε, ε] × [0 − ε, 0 + ε];Y ) , 	 ∈ C1([−ε, ε] × [0 − ε, 0 + ε];R) ,
such that
y(0, 0) = 0 , 	(0, 0) = 	0 , M(s, ,	(s, ), y(s, )) = 0 , (5.9)
for each (s, ) ∈ [−ε, ε] × [0− ε, 0+ ε]. Moreover, those are the unique zeros of M
in a neighborhood of (0, 0,	0, 0) in R3 × Y . In particular, for each (s, ) satisfying
0 < |s|ε and |− 0|ε we have that
N(,	(s, ), s(0 + y(s, ))) = 0 .
On the other side, for each  ∈ [0 − ε, 0 + ε] we have that
0 = DuN(,	(0, ), 0)(0 + y(0, )) = [−− W − 	(0, )](0 + y(0, )) = 0,
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and, hence,
	(0, ) = [−− W ;]
and  := 0 + y(0, ) is the principal eigenfunction associated with 	(0, ) if  is
sufﬁciently close to 0, since 0 + y(0, )  0. It should be noted that, for each
(s, ) ∈ (0, ε] × [0 − ε, 0 + ε],
(,	, u) := (,	(s, ), s[0 + y(s, )])
provides us with a positive solution of (5.4) if ε > 0 is sufﬁciently small.
The previous features reveal that
	(s, ) = [−− W ;] + 	
s
(0, )s + o(s) as s → 0 (5.10)
and, after division by s,
(−− W)(0 + y(s, )) = [	(s, )− sa(0 + y(s, ))](0 + y(s, )) .
Thus,
(−− 0W − 	0)
y
s
(0, 0) = 	s (0, 0)0 − a
2
0
and, hence,
	
s
(0, 0) =
∫

a30 > 0 .
Consequently, if ε > 0 is assumed to be sufﬁciently small, then
	
s
(s, ) > 0 for each (s, ) ∈ [−ε, ε] × [0 − ε, 0 + ε] . (5.11)
Subsequently, we assume ε > 0 has been chosen to satisfy (5.11). Then, the determinant
of the Jacobian of the transformation
T (, s) := (,	(s, )) , (, s) ∈ Rε := [0 − ε, 0 + ε] × [−ε, ε] , (5.12)
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Fig. 4. The diffeomorphism T.
is given by
∣∣∣∣∣
1 0
	
 (s, )
	
s (s, )
∣∣∣∣∣ =
	
s
(s, ) > 0
and the inverse function theorem shows that T establishes a global diffeomorphism
between Rε and T (Rε) provided ε is sufﬁciently small. Since 	s > 0 in Rε and
T (0, ) = (,	(0, )) = (,[−− W ;]) , |− 0|ε ,
we ﬁnd that for each s ∈ (0, ε],  → 	(s, ) is a curve of class C1 above  →
[−− W ;] (cf. Fig. 4). In particular, there exists  ∈ (0, ε) such that
S0 := { (,	0) ∈ R2 : |− 0| } ⊂ T (Rε) .
Moreover, s > 0 if (s, ) ∈ T −1(S0 \ {(0,	0)}). Therefore, it is apparent that (5.1)
possesses a local continuum of positive solutions emanating from (, u) = (, 0) at  =
0. Let CPloc denote it. Actually, the set of positive solutions around (, u) = (0, 0)
consists of a curve of class C1. Finally, it is easy to check that the component of
positive solutions of (5.1) containing the local continuum CPloc, say CP , satisﬁes all the
requirements of the theorem. Note that condition (5.2) holds, since 0 is the unique
bifurcation value to positive solutions from the curve (, u) = (, 0), because
[−− W − 	0;] = 0 if, and only if,  = 0 ,
by the choice of 	0. 
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The argument of the proof of Theorem 5.1 also shows that for any
	 > 	0 = [−− 0W ;]
sufﬁciently close to 	0, the problem
{
(−− 	)u = W(x)u− a(x)u2 in  ,
u = 0 on  , (5.13)
possesses an isola of positive solutions, i.e., a bounded component of positive solutions
separated away from the equilibrium curve (, 0). Indeed, for each of these 	’s, there
exists  = (	) ∈ (0, ε) such that
S	 := { (,	) ∈ R2 : |− 0| } ⊂ T (Rε)
and s > 0 if (s, ) ∈ T −1(S	). Consequently,
CP	,loc :=
{
(, s[0 + y(s, )]) : (, s) ∈ T −1(S	)
}
provides us with a curve of positive solutions of (5.13) bounded away from (, 0). The
component containing CP	,loc, denoted by C
P
	 , is an isola of (5.13) consisting of positive
solutions. It should be noted that (	) might approximate zero as 	 separates away
from 	0, and, hence, CP	 might not be deﬁned if 	− 	0 is sufﬁciently large. Actually,
by the comments of the last paragraph of Section 4, CP	 must shrink to a point and
then disappear as 	 increases crossing some critical value 	∗ > 	0. This analysis will
appear elsewhere. Here, we have just obtained the following result.
Theorem 5.2. Assume (5.1) satisﬁes (Aw) and (Aa). Then, there exists 	1 > 	0 such
that for each 	 ∈ (	0,	1) the set of positive solutions of (5.13) possesses a bounded
component, denoted by CP	 , such that
C¯
P
	 ∩ (R× {0}) = ∅ . (5.14)
As Theorem 5.2 is true as soon as
∫
 a
3
0 > 0, it provides us with a substantial
improvement of the results of [3, Section 3], where the existence of an isola was shown
in the very special case when a− is sufﬁciently small without measuring how small
should be a− for its existence.
It should be noted that the proof of Theorem 5.1 also shows that condition
∫
 a
3
0 >
0 is imperative for the validity of Theorems 5.1 and 5.2. Indeed, under condition
∫

a30 < 0 , (5.15)
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the following holds:
	
s
(s, ) < 0 for each (, s) ∈ Rε , (5.16)
instead of (5.11). As a consequence, the component of positive solutions of (5.13) for
values 	 < 	0 must shrink to the single point (0, 0) as 	 approaches 	0 in such a way
that the component of (5.1) emanating from (, 0) at 0 consists of negative solutions
of (5.1). When 	−	0 > 0 is sufﬁciently small such component perturbs into a solution
isola of (5.13) consisting of negative solutions. This analysis shows that Theorems 5.1
and 5.2 are optimal. It should be noted that the component of negative solutions in
the left plot of Fig. 1 shrinks to (0, 0) when 	 ↑ 2 and that it had disappeared for
	 > 2. Under condition (5.15), the component of positive solutions must exhibit the
same behavior.
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