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In this paper we examine the effectiveness of 
reducing the second order radial equation, of the 
hyperspherical coordinate solution to the two-electron 
Schrodinger equation, into a set of coupled first order 
linear equations as suggested by Klar. All results have 
been obtained in a completely nonadiabatic formalism 
thereby ensuring accuracy. We arrive at the conclusion 
that our application of the reduction process is in 
some way inconsistent and suggest a possible resolution 
to this anomaly. 
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I. INTRODUCTION 
The immediate goal for the application of quantum 
mechanics during the early part of this century was a 
complete description of the simplest of atoms, hydrogen. 
Major developements in this direction were made in the 
mid 1920s, after which attention turned to the next 
simplest atom, helium. However, on account of the 
electron-electron interaction, helium could not be 
solved exactly since the resulting two-electron 
Schrodinger equation does not permit separation of 
variables on the wavefunction. Furthermore, insufficient 
experimental data hindered the formalation of a 
completely phenomenological valid form for the 
wavefunction. Consequently, the preferred method of 
solution was the Hartree-Fock approximation. 
It was not until the mid 1960s that sufficient 
experimental work was performed to improve the basic 
understanding of the characteristics of the helium atom 
at higher energies (Madden and Codling, 1963, 1965). In 
particular, Madden and Codling looked at the Rydberg 
series of the photoabsorption spectrum of helium between 
190 and 210 A. This energy regime lies above the first 
ionization potential. Their results showed that, in 
addition to the anticipated spectrum, there was a 
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second, fainter set of absorption lines. This suggested 
that the two helium electrons are highly correlated. 
These results were examined closely and 
quantitatively explained by J. H. Macek (1968). He found 
that these new resonances could become manifest in the 
wavefunction by solving the two-electron Schrodinger 
equation in the hyperspherical coordinates, 
R=(r1 2 +r2 2 ) 1 1 2 and a=tan- 1 (r1/r2) where rl and r 2 are 
the radial coordinates of the two electrons. Trial 
solutions could be constructed assuming that the 
equation was "approximately" separable into radial and 
angular factors. The electron coupling term still 
prohibited a complete separation of variables, but 
by neglecting the off-diagonal radial coupling elements 
Macek produced results which explained experiment better 
than did the Hartree-Fock method. These solutions, 
designated "adiabatic," focused in on the fact that the 
wavefunction is slowly varying as a function of the size 
parameter R. The final theoretical results of Macek 
were also in good agreement with other new experimental 
energy values of a few years earlier (Rudd, 1964; and 
Simpson, Mielczareck and Cooper, 1964). In the mid 1970s 
Lin further elaborated upon the "channel" structure of 
Macek's solutions (Lin, 1974, 1981, 1982a, 1982b). A 
summary of the situation as of 1983 is presented in the 
review article by Fano (1983). 
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Recently, a re-examination of the work of Macek and 
Lin has shown that a nonadaiabatic solution of the two 
electron problem is possible (Harnos, MacDowell and 
Caldwell, 1985; hereafter HMC}. HMC were able to 
construct their solution by performing a trivial change 
of variables on the hyperspherical two-electron 
Schrodinger equation. This led to an iterative result 
which could then be determined numerically without 
neglecting the nonadiabatic radial coupling terms. 
In this paper we pick up where HMC left off. Their 
original results were only for the L=O ground state of 
helium. Their computer code, which has been upgraded to 
increase its versatility and accuracy, can now handle 
L=l helium, as well as L=0,1 of the H- ion, which is 
iso-electronic with helium. To demonstrate the power of 
the nonadiabatic technique, we have also computed the 
energy eigenvalue of the first excited singlet state, 
ls2s, of helium. 
Experiment has shown that the same type of 
correlation that occurs between the electrons of helium 
also happens when an electron scattering off hydrogen 
while in close range (Fano, 1983). Using the H-
approximation, we have also numerically computed 
nonadiabatic phase shifts of low-energy hydrogen-
electron scattering. 
In an attempt to increase accuracy and greatly 
reduce computer time the second order hyperspherical 
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radial equation may be reduced into a pair of coupled 
first order linear equations (Klar, 1976). To test this 
hypothesis we computed all energy levels under both 
formalisms. We will show that the first order radial 
equations are not as accurate. Furthermore, in some 
cases, the phase shifts are severely altered. Finally we 
give further indications that the reduction process is 
inconsistent, and offer a possible resolution to this 
problem. 
II. TWO ELECTRON SCHRODINGER'S EQUATION 
A. Hyperspherical Coordinates 
In these first sections we discuss the angular 
wavefunction factor of the two-electron Schrodinger 
equation solution. The material presented in this 
section conforms to the standard development (Macek, 
1968) except for the notations ri and r2 which are 
sometimes interchanged. 
In Cartesian coordinates the two-electron atom 







fl_ V' 2 
2m 2 
Note that the 
only interaction present is the electromagnetic force 
between charges, and the mass of the nucleus has been 
set to infinity. To simplify notation we convert to 
atomic units by setting e=-1, n=l and m=l. Hence 
Hyperspherical coordinates are introduced by 
replacing (r 1 ,r 2 ) with (R,a) where 
5 
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tancx = r 1;r 2 . 
Since sincx = ri/R and coscx = r2/R we find 




In spherical coordinates 
= _1_ .9._ r 2 .9._ + 1 g__ sine.9._ + 
r2 dr dr r2sin8 dB dB 
1 .Q_ sinB.Q_ -
sine dB dB 
1 d 
sin2e d~ 
v2 = _1 _ .9._ r2Q__ _ L 2 
r2 dr dr r2 
Therefore 
[ 1 d ri 2_d_ + _1_ d r22_d_ 
r12 dr12 dr1 r22 dr22 dr2 
L 2 L 2 
2EJ'1' 1 2 + 2C + = 
R2sin2cx R2cos2cx R 
0. 
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When the first two terms are converted to the (R,a) 
coordinate system one gets 
[~ 
2 
.Q_ + _ d_ + 1 .Q__ s in2 acos 2a d 
dR dR2 sin2acos2aR2 da da 
L 2 L 2 
2E ]-.v 1 2 + 2C + = 0. 
R2sin2a R2cos2a R 
Macek futher simplified this equation by replacing the 
wavefunction ~by~= t(R5/2sinacosa)-1. This 
substitution gives 
[ 2 2 L 2 _ d_ + _l __ d_ + 1 1 
dR2 R2 ~a2 4R2 R2sin2a 
( 1 ) 
L 2 
2E]t(R;a:,r 1 r 2 J 
2 + 2C + = 0. 
R2cos2a R 
The second term of Eq. ( 1) is the "mock centrifugal" 
force where a is the mock angle and R is the mock 
radius. The third and forth terms comprise the angular 
centrifugal force, while the fifth term is the Coulomb 
potential. The computation of the energy E in the sixth 
term is one of the goals of our program. This energy 
can give us binding energies as well as ground state and 
excited state energy levels. 
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B. Macek's Separation of Variables 
The term C/R in Eq. (1} prevents a separation of 
variables. However, Macek noted that the a dependent 
coefficient in Eq. ( 1} 
2 





_ ___;2=---- + 2 Q 
R2cos2a R 
is slowing varying in R and therefore R can be treated 
as an adiabatic parameter much in the sense of the Born-
Oppenheimer approximation used in molecular energy-
level calculations. Consequently one is led to make the 
substitution 
LM 
~(R;a,r1,r2} = L ¢µ (R;a,r1,r2}Fµ.(R} 
µ 
where ¢µ.LM is the angular eigenfunction of the 
"potential" equation 
( 2 } 
L 
1 L2 + 2RC]¢,,LM = 
cos2a two. 
-2R2u LM(R}¢ LM 
µ. µ 
L represents the total quantum angular momentum of the 
electrons and M is the azimuthal component of L. The 
subscript µ represents the set of quantum numbers 
excluding the orbital angular momentum Li. Members 
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include, for instance, spin si, the quantum level number 
n in the asymptotic limit where the electrons 
effectively decouple, and the "radial correlation 
quantum number" j which will be defined in Eq. (6). 
Only the latter two are relevant in this paper. Each 
setµ. uniquely specifies a "radial channel." The factor 
-2 on the right-hand side of Eq. (2) was first 
introduced in HMC (1985). 
The eigenfunctions ¢µ.LM can be further separated 
into a basis with spherical harmonics Y(fl1,fl2) where the 
·+ ...... 
square of the total angular momentum operator L=L1+L2 
has eigenvalues 1(1+1): 
LM 
¢µ. (R;a,r1,r2) = 
where 
and <1 1 ,m1 ,1 2 ,m 2 !L,M> is a Clebsch-Gordon coefficient. 
Further, we have the normalization condition 
( 3 ) 
After integrating over the Y's, Eq. (2) becomes 
[~ - 11 ( 11 +1) dcx2 sin2cx 
LM 
+ 2RZ ju l l (R,cx) - 2R 




+ 2R2uµ + 2RZ 
sincx 
( 4 ) 
J 
= ;E(tancx) (-l)J+L [(21 1 +1)(21 2+1)(21'+1)(21'+1)]1/2 J coscx 1 2 
x 
The rounded brackets are 3j symbols and curlicue 
brackets are 6j symbols. Note that M has dropped out of 
the final expression and consequently the M superscript 
may be removed. Furthermore, as we will be dealing with 
solutions of fixed L, that superscript will also be 
dropped. 
Reconstructing Macek's solution to the two-electron 
Schrodinger equation produces 
or equivalently 
11 
~{R;a,r1,r2) = L wµl l (R,a)Y1 l (n1 ,n2 ). 
µ,l1,l2 1 2 1 2 
( 5 ) 
A closed form for w{R,a) results when the electrons 
decouple, i.e. C=O. Substituting Eq. (5) into Eq. (1) 
with C=O and integrating out the spherical harmonics 
produces 
11+1 12+1 
Wµl l {R,a) = L R 1 1 2 Jm(R~2E)(sina) (cosa) 
1 2 j 
( 6 ) 
(11+1/2,12+1/2) 
X Pj (cos(2a)) 
where Jm(R~2E) is a Bessel function with m=2j+l 1+12+2 
and Pj(cos(2a)) is a Jacobi polynomial. The radial 
correlation quantum number j counts the nodes of 
a=constant. This solution will be useful when solving 
the problem in the presence of the electron-electron 
interaction. 
III. COMPUTING THE POTENTIAL CURVES 
A. Change of Variable x=tan(a/2) 
In this and the next two sections our concern will 
be with solving the potential equation (4). Since the 
subscript µ is not needed below, it will be suppressed 
to ease notation. One starts by recalling that 
( 7 ) 
where 0 ~ a ~ rr/2. The effect of interchanging the 
electrons 1 and 2 is to change a to rr/2 - a. Therefore 
when a = rr/4 the Pauli principle must hold for both the 
eigenfunction 
11+l2+L+S 
u1 l (R,rr/4) = (-1) u1 l (R,rr/4) 
l 2 2 1 
and its first derivative 
I 
11+l2+L+S I 
g_ul l (R,a) = -(-1} .£L..u1 l (R,a) · 
da 1 2 a=rr/4 da 2 1 a=rr/4 
These boundary conditions are used when solving the 
12 
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potential equation (4) since they hold only when a 
correct potential Uµ has been found. 
Equation (4) was originally solved (Macek, 1968) by 
numerically integrating the u(R,a) such that the above 
boundary conditions held. Lin solved Eq. (4) by using a 
finite difference method (Lin, 1974). However these and 
other earlier methods suffered from slow convergence at 
large R, increased inaccuracy as more values of 1 1 and 
1 2 were used, and from unstable solutions (Lin, 1976). 
These problems can be traced to the fact that at 
the boundaries of a, (0,n/2), some of the coefficients 
in the potential equation (4) become singular. These 
divergences can be avoided by making the variable 
substitution x = tan(a/2) (HMC, 1985). The range of x 
is (0,1). However, points in the interval (xo,1), where 
x0 =-1+~2, can be reached by making the transformation 
y=(l-x)/(l+x) on points in the interval (O,xo>· 
Continuity at the boundary is insured from the new 
boundary conditions 
11+l2+L+S 
u 1 1 (R,xo) = (-1) u1 l (R,xo) 1 2 2 1 
and 
9._ u1 1 (R,x) 
dx 1 2 
These also satisfy the Pauli principle. In terms of 
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the variable x the potential equation (4) becomes 
[1. ( 1 + x 2 ) Q_ ( 1 + x 2 ) d ·- + 2 ZR ( 1 + x 2 ) [-1 _ + 1 l 4 dx dx 2x ~
+ 2 2 + W ( R) u1 1 l (1 +l)j J 
(1-x2)2 1 2 
2 
- 2R l+x_ 2: 





C1 1 l'l' = [(211+1)(212+1)(21'1+1)(21' 2 +1)]1/2 1 2 1 2 
x [
l 1 1I1 OJ] 
(-l)J+L 0 0 
[ 11 12 L1 . 
Ll'1 1'2 JJ 
Unlike the potential function Uµ(R) which is 
( 8 ) 
infinite at R=O, i.e., when the electrons decouple, one 
finds from the non-interacting solution (6) that the new 
eigenfunction W(R) has the value W(R=O)=m2, 
corresponding to the Bessel function solution 
characterized by m=2j+l1+l2+2. Consequently, computing 
W(R) bypasses the instability problems that occur when 
working with Uµ(R). 
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B. Power Series solution of uµ(R,x) 
In this section a power series solution for the 
potential equation (8) will be constructed. We start by 
considering 
( 9 ) 
00 
u1 1 (R,x) = L A1 1 (R,k)xk+s 
1 2 k=O 1 2 
Values of s are found by substituting this series 
solution into Eq. (8). Taking the second derivative 
leads to the indicial equation si(si-l)=li(li+l) which 
corresponds to the singularities at x=O and x=l. 
The latter 
index requires that Eq. (9) be preceded by the factor 
1 +1 1 +1 1 +1 1 +1 
(2x) 1 (1-x2) 1 = (sina) 1 (cosa) 1 
where the expression in a is recognized as two of the 
factors in the R=O solution (6) so consequently they 
improve the convergence at the origin. Similarly, one 
finds that the factor (l+x2)-m is also needed to improve 
convergence at R=O. 
The W(R) term in Eq. (8) grows the fastest as R 
becomes large. Therefore, for improved convergence at 
large R this term must be tempered. Note that for a 
Coulomb potential as R+oo then U(R) + -z2;n2 
where n is the level quantum number in the limit when 
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the electrons are effectively decoupled. Thus, we 
expect the function u11l2 to approach the limit of a 
Coulomb function as R+oo. As such a function behaves as 
exp(-aRZ/n), we isolate this behavior immediately by 
including it as a multiplication factor in the function. 
In summary, the solution (9) to the potential 
equation in the variable x becomes 
1 +1 1 +1 
u1 1 (R,x) = (2x) 1 (1-x2) 2 (l+x2)-m 
1 2 
where 
X exp(-aRZ/n) gl 1 (R,x) 
1 2 
00 
gl 1 (R,x) = L A1 1 (R,k)xk 
1 2 k=O 1 2 
The final form for the boundary conditions is 
11+l2+L+S 
gl 1 (R,xo) = (-1) 91 1 (R,xo) 
1 2 2 1 
( 10) 
and (11) 
9--gl 1 (R,x} I -
dx 1 2 x=xo 
L+S+l
1




[ [f!_gl 1 (R,x}] dx 2 1 x=xo 
-
2 
2 [2jx0 -RZ/n]g 1 1 (R,x0 >] · l+x0 2 1 
C. The Potential Curve Computer Program 
An outline of the computer code which computes W(R) 
will be presented. The potentials are computed through 
the recursive equation which results when the solution 
u(R,x) is substituted into Eq. (8): 
( 12) 
k[l1+2+1] A(k+l) = 4[Ek+El1-ZR] A(k) 
- {(k-2)(k+aj-a1 2 -21 1 -11)-aj1 1 +-12j+4E2+azR 
-4((11+12+2)2-W(R)} A(k-1) 
- 2E[812+411+10+8j+2] A(k-2} 
- {(k-4)(k-812+211+5)+[-8j2+30jl2+l6jl1+48j-4E2] 
+8ZR+4((11+l2+2)2-W(R)} A(k-3) 
- [4E(k-5)-2E(211-4s+2)-4ZR] A(k-4) 
- [(k-6)(7-k+211+8j)+(-8jl1+8j2-4j)] A(k-5) 
k 
+ R :L 
where the radial correlation quantum number j satisfies 
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electron-electron interaction term coefficient of xm. 
These recursive relations lead to the result 
A(k+l)>A(k). The unknowns are 11, 12, j, Z, Rand W(R). 
The li's are related through ll1-l2l=L. 
The number of terms A(k) to include in the power 
series is a function of R and the precision of the 
computer. We found that in the case of helium that for 
R<12, 40 terms was sufficient. When a large number of 
terms are used the computer roundoff error buildup, 
which results from the increasing exponential solution, 
must be monitored. The computer code contains a check 
to test this error buildup. The function g(R,x) is 
computed for some k number of terms at a given value of 
W(R). Next, g(R,x) is computed using the perturbed 
potential W(R) + 5Xlo-15w(R) where the additional factor 
represents the computer's accuracy. Since the A(k) are 
monotonically increasing, the expansion can be cutoff 
when the error in the k'th term, 8A(k)xk, is on the 
order of the first term in the series A(O)xO. For 
helium at R=20 the cutoff is 20 terms. At R=30 the 
cutoff is only about 12 terms. Hydrogen, on the other 
hand, still uses 40 terms up to R=29. 
The coefficients A(k) can be expanded into a set of 
"angular channels" which are linearly independent at the 
boundaries x=O and x=xo: 
and equivalently 
A1 l ( k) 
1 2 
gl l (R,x) = 
1 2 
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= L CnBnl l (k) 
1 2 n 
n 
2: Cnhnl l (R,x) · 
1 2 
which produces the system of linearly independent 
boundary conditions 
11+l2+L+S 
= ( -1) 
with similar modifications to the first derivative 
boundary condition of Eq. (11). Here B(k) is a two 
dimensional matrix with the pair of indices (n,(l1,l2)). 
To start the recursive process in Eq. (12) the matrix 
B(l) must be initialized so that linear independence is 
guaranteed. Consquently B(l) may be choosen to be the 
unit matrix. However in order to acheive faster 
convergence, B(l) is set equal to the unit matrix 
multiplied by the factor exp(-RZ/n). 
Having computed the B(k) 's one must then solve for 
the en's at the boundary. These are found by solving 
the homogenous matrix equation constructed from the 
boundary conditions of hn(R,x) and the column vector 
formed from the en's. This matrix equation will have a 
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solution when the determinant is zero, which occurs when 
the correct value of W(R) has been found. 
The procedure to compute W(R) for a particular 
radial channel uniquely specified by µ is as follows. 
Assume an initial value for W(R) and compute the 
determinant of the boundary condition matrix. Perturb 
W(R) and find another determinant value. A linear 
interpolation is then performed to estimate the W(R) 
that will produce the required determinant value of 
zero. This process continues until the boundary 
conditions are satisfied. 
Once W(R) has been found for some R, it is easy to 
estimate its value for a nearby R. Therefore in 
practice, one starts with the known value W(R=O)=m2 
=(2j+l 1 +1 2 +2)2, and slowly moves away from the origin to 
construct the potential curve in the interval (0,Ro>· As 
mentioned earlier, one of the advantages of using the x 
coordinate is that the potential equation is stable for 
large R. Consequently, for the first time, W(R) can be 
found for arbitrarily large values of R. 
IV. THE RADIAL EQUATION 
A. Adiabatic vs. Nonadiabatic 
The computation of the potential curves either by 
the method presented in this paper or that of earlier 
workers requires no approximations in technique, only in 
the assumption of the form of the solution for the two 
electron Schrodinger equation 
= 
In the past, solving the radial functions Fµ(R) has been 
the difficulty. But as we shall see, by transforming 
the function uµ(R,a) to uµ(R,x) the main stumbling block 
is removed. 
Substituting the potential equation (4), which has 
been integrated over the spherical harmonics, into the 
two electron Schrodinger equation (1) and then using the 





where the nonadiabatic couplings are given by 
2 
= <u I d 
µ dR2 
The brackets indicate the summation over the 1 1 and 1 2 , 
and integration over a. From these expressions one can 
show that Pµv(R)=-PvµCR) and Pµµ(R)=O. 
Due to the singularities at the boundaries of the a 
interval (O,rr/2), the integration in the Pµv(R) 'sand 
Qµv(R) 's cannot be carried out with much precision 
(Fano, 1983), particularly near R=O. Since these 
nonadiabatic couplings have small magnitudes they are 
generally neglected. This is when the adiabatic 
approximation results. However as we established above, 
the x coordinate does not have the singularity problem. 
Therefore if the integration in the nonadiabatic 
couplings is over x, the non-diagonal terms may be 
accurately evaluated. Consequently, we are now in a 
position to carry out the full nonadiabatic procedure. 
B. Reduction of Radial Equation 
The physical solutions Fµ(R) of the radial 
equations are required to be continuous and to have 
continuous first derivatives at R=O and R=oo. To satisfy 
these requirements series expansions for small and large 
Rare substituted into Eq. (13) to find the appropriate 
coefficients. The resultant boundary conditions have 
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been published elsewhere (HMC, 1985) and will not be 
discussed here. The radial equations can then generate 
complete radial curves by propagating these boundary 
solutions toward each other to a common midpoint. 
A major drawback, however, of propagating with the 
radial equation as written in Eq. (13) (hereafter 
"method 1") is the amount of time that is required, 
particularly in computing the Qµv(R} 's. Most of the 
results presented in this paper, however, use another 
algorithm ("method 2"} which circumvents this problem by 
reducing the second order radial matrix equation (13) to 
a set of coupled first order matrix differential 
equations (MacDowell, Caldwell and Carbon, 1987). The 
prime focus of this report is to determine the validity 
of this approach. 
As preliminary we shall find two alternate 
expressions for the nonadiabatic couplings Qµv(R). 
The first derivative of the coupling Pµv(R) is found by 
the chain rule to be 
. . 
PµvCR) = <uµluv> 
2 
+ < u I ~d;,____.I Uv > 
µ dR2 





which is used in method 1. Rewriting the normalization 
condition (3) in the bra-ket representation as a 
projection operator 
produces the following sequence: 
II 
JI 
= L <uAluµ><uAluv> 
A 
Therefore we find the second desired expression 
= Pµv(R) 
( 15) 
The derivation of Eq. (15) was spelled out in so 
much detail because, as we shall discover later on, it 
gives conflicting results with the method 1 form of Eq. 
( 14) • Furthermore, the validity of Eq. (15) is a 
necessary requirement in the following reduction of Eq. 
(13) into a set of coupled first order linear equations. 
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The motivation for decoupling Eq. (13) is 
originally due to Klar (1977). First he defined the 
auxiliary function 
Gµ(R) = Fµ(R) + LPµv(R)Fv(R). 
v 
which has the form of a covariant derivative of Fµ(R) 
where the nonadaibatic couplings Pµv(R) act as 'field' 
connections. Then he noted that using Eq. (15) one can 
define the Wronskian 
which is easily shown to be a constant matrix. 
Therefore Fµ(R) and Gµ(R) together generate a conserved 
quantity which can be identified as a current. 
Furthermore, they may also be treated as a set of 
independent variables. The physical requirement that 
the first derivatve of Fµ(R) be continuous is now 
replaced by the requirement that the auxiliary function 
Gµ(R) be continuous. 
From the chain rule one can write Eq. (13) as 
26 
Substituting in the auxiliary function Gµ and the form 
(15) of the Q matrix produces 
Gµ + (.25R-2-2(Uµ-E)]Fµ + LPµvFv + L PµvPvAFA = O 
v V,A 
or equivalently 
Cancelling terms, and rearranging the defining equation 
for G produces the coupled set of first order equations 
Fµ + L PµvFv - Gµ = 0 
v 
Gµ + L PµvGv + [2(E-Uµ)+.25R-2]Fµ = 0. 
v 
The imprecision of the nonadiabatic couplings 
( 16) 
Pµv(R) and Qµv(R), when expressed in the a coordinate, 
has generaly resulted in their total neglect when using 
the radial equation (13). However, in Eqs. (16), the 
Qµv(R) 's are no longer implicitly present. Therefore, 
in the present scheme, one might consider using the 
Pµv(R} 's computed from the angular functions uµ(R,a). 
Numerical results using only two radial channels have 
been carried out on Be- (Greene, 1981). The other 
27 
channels were ignored due to growing errors in higher 
order Pµv(R) 's. The accuracy of the results, however, 
is hard to judge as it is very difficult to measure the 
energy levels of Be-. 
C. Solution of Coupled Radial Equations 
The solutions to Eqs. (16) will be derived using 
the same type of analysis performed on the potential 
equation. Solutions will be constructed near R=O and in 
the asymptotic limit by expanding the radial functions 
Fµ(R) and Gµ(R) in appropriate infinite series, thereby 
assuring continuity, and then using indicial equations 
to remove singularities. 
1. R=O solutions 
Near R=O one assumes solutions of the form 
Near R=O 
the second equation of (16) becomes 
Gµ + LPµvGv + [2E + (.25-Wµ)R-2]Fµ = 0. 
v 
The singularity due to the 1/R2 produces the indicical 
equation s(s-l)=m2-1/4. Therefore our indices are 
s=l/2±mµ which result in the radial functions 
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m +1/2 
Fµ. = I: R v f µ. v { R ) bv ' 
v 
m -1/2 
Gµ. = I: R v gµ.v<R>bv 
v 
where fvµ.{R) and gvµ.{R) are real functions such that 
and 
oo 1 {n) oo oo {n,m) 
= I: -- fµ.v Rn + I: I: fµ.v Rn{ lnR)m 
n=O n! n=l m=l 
oo 1 {n) 
= l: -- gµ.v Rn + 
n=O n! 
oo oo {n,m) 
l: I: gµ.v Rn{lnR)m 
n=l m=l 
The logarithmic expression is used when terms in the 
first expansion are discarded as a result of a 
{ 1 7 ) 
logarithmic singularity {HMC, 1985). The coefficients 
bv in Eqs. (17) are real in the bound electron state, 
and generally complex otherwise. 
Substituting the expansions (17) into the reduced 
radial equations {16) gives 
{ 0) 
fµ.v = oµ.v' 
µ.=v 
and 
( 1 ) 
gµv = 
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as well as some non-enlightening higher order 
expressions, which are not used in our computer code. 
The first derivative of the potentials Wµ is computed 
numerically at R=O. 
2. R=oo solutions 
Boundary conditions in the asymptotic limit require 







( 1 8 ) 
( 19) 
with identical expressions for GvµCR). When Eq. (18) is 
substituted into Eq. (16) one finds 
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and indices 
The summation over i in Eq. (19) need not start at zero. 
If it were to start at, say, integer n, the indices 
would become n+s±µ thereby leaving the solutions F±vµ(R) 
unchanged. 




= - + + • • • I 
nµ 2 R R2 
p ( 1) p (2) 
Pµv(R) 
µv µV 
= + + . . . 
R R2 
Substituting equations (18), (19) and the equivalent 
expressions for G(R), and the above expansions into 
equations (16) and then matching coefficients of R 
produces the following lowest order terms: 
± ( 1 ) 
f vµ 
± ( 0) 
fvµ = Svµ' 
± 
2Kµ ( 1) 
-----Pvµ 
K2 -K2 v µ 
± ( 0) 
gvµ = ± KµSvµ' 
( 2 0) 
and 
± { 1) 
gvµ 
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± (1) (1) 
± Kµfvµ + Pvµ· 
We will now discuss how one computes the values 
In the asymptotic limit the angular 
eigenfunctions u{R,a) decouple into a basis of complete 
orthogonal functions ~{R,a) by 
( 2 1 ) 
uµ 11 12 ( R, a) = L aµl 1 ~nl {R,a) 
11 1 2 1 
The eigenfunctions ~nl1(R,a) satisfy the angular 
equation (4), 
[~- 11(11+1) da2 sin2a 
- 12(12+1) + 2R2uµ + 2RZ 
cos2a sina 
J 
+ 2RZ Ju l 1 (R,a) - 2R L C1 l l'l'uµl'l' (R,a) = 0, 
sina µ 1 2 1'1,l'2 1 2 1 2 1 2 
in the asymptotic limit R~oo. 
In order to examine this equation in the large R 
limit, divide by R2, set p = Ra and expand in powers of 
l/R. Letting R~oo gives {Macek, 1968) 
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where we have set W = -U/R2. This is the equation for a 
particle moving in a Coulomb potential 2Z/p with energy 
w. Using the well-known fact that for a Coulomb field 
asymptotically W = -Z 2 /n2 , and defining p=na/22 we find 








- 1.J "' ( p ) = 0 4 n1 1 
Solutions to this hydrogenic equation are (Condon and 
Shortley, 1963) 
1/2 21+1 
"1n1(p) = [Z(n-1-1)!] exp(-p/2)pl+1Ln+l (p) 
n [ ( n+ l) ! ] 
21+1 
where Ln=l (p) are the associated Laguerre polynomials. 
These solutions satisfy the normalization condition 
( 22) 
f "1n 1 l (a)"1n1 (a)dcr = Sn•n 
1 1 
Therefore the Coulomb wave functions are degenerate with 
respect to the asymptotic quantum number n, which is now 
a good quantum number. This degeneracy is broken in the 
next order, 1/R2. 
To compute uµ(2) consider only the 1/R2 coefficients 
in the l/R expansion of the angular equation (4) (HMC, 
1985) 
where 
- 2p :E 
x 





( 2 3) 
( 2 ) 
= Uµ Uµl'l' (p) 
1 2 
Make the substitution (20), mulitiply on the left by 
~nl2' and integrate using the orthogonality Eq. 
(22). The result is the matrix eigenvalue equation 
where V is the matrix element of the coefficient on the 
left-hand side of Eq. (23). The sum in this expression 
is over all states with the same n. The eigenvalues 
uµ(2) can now easily be solved as well as the resulting 
eigenvectors constructed from the coefficients aµl1l2. 




where Pµv(l) will be the resulting 1/R coefficient. The 
coefficents aµl1l2 then transform this result to the uµ 
basis. 
The couplings Qµv(R) can similarly be computed 
where use is made of the following asymptotic 
expansion: 
= 
q ( 2) µv q 
(3) 
µv 
---- + + ... 
R2 
In practice only the l/R2 term is required in the 
asymptotic boundary conditions of the second order 
radial equation (13) of method 1. 
V. APPLICATIONS 
A. Specification of Radial Channels 
In this and the next few sections we shall present 
our numerical results. These include nonadiabatic 
energy levels for hydrogen and helium under both methods 
1 and 2, and H- scattering phase shifts only under 
method 2. The accuracy in each case is closely 
correlated with the number of avaliable radial channels. 
Unfortunately this requires a trade-off in computer 
time. In our case, all work was done on either an IBM 
PC or an IBM AT. Both are limited to sixteen bit 
accuracy. Furthermore, our Fortran package restricted 
the available memory allocation for our program code. 
Consequently, only a maximum of four radial channels 
could be used. In this section we will detail the 
parameters for the four lowest energy level radial 
channels of L=O and L=l. 
Table 1 contains the specifications of the dominant 
radial curves for L=O. In general, the lower the 
asymptotic quantum number n, the greater the 
contribution. Unlike the other parameters n is not 
known apriori. It is found by constructing the angular 
wavefunction curve out to large R and then verifying 
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that the asymptotic relation 2U{R)+-z2;n2 holds. Also 
note that none of the curves are degenerate for all 
values of R. 
TABLE 1 
LOWEST ENERGY LEVEL RADIAL CURVES FOR L=O WITH S=O. 






























ASYMPTOTIC VALUES !OR 2Uµ(2) WITH L=O. 
RADIAL CURVES ARE DESIGNATED BY (j,l1,l2)· 
RADIAL 
CURVE 
















Table 2 displays L=O asymptotic values for 2Uµ(2), 
while Table 3 lists asymptotic values for Pµv(l). These 
quantities were evaluated using the algorithm outlined 
in the previous section. These values have also been 
numerically computed using an asymptotic fit program. 
Results for the lowest energy curves agreed to better 
than four decimal places. Table 3 demonstrates the 
general property that when n=n' then Pµv=O (Macek, 
19 6 8 ) . 
Tables 4 and 5 contain asymptotic values of qµv(2} 
for Z=l and Z=2 respectively. This information is only 
required in the solution of the second order radial 
equation (13), however it can also test the validity of 
the form (14) of Qµv(R). Angular curves were 
constructed up to R=20 for helium and R=30 for hydrogen. 
Computing Qµv(R) from Eq. (14) and assuming the 
aysmptotic expansion in 1/R presented earlier, the 
values in Tables 4 and 5 were found to be correct up to 
5 digits. 
The form (15} of Qµv(R) can be easily checked, 
using the information in Table 2, when µ=v since PµvCR} 
and consequently all its derivatives vanish. Here we 
find, surprisingly, that -p2 sums to just under µv 
one-half the correct value of qµv(2}. We can only 
conclude at this point that the asymptotic limit of Eq. 
(15) may require a factor of two, unless of course 
higher order PµvCR} 's can make up the difference. This 
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TABLE 3 
ASYMPTOTIC VALUES FOR THE ANTI-SYMMETRIC MATRIX 
Pµv(l) WITH L=O. VALUES ABOVE THE DIAGONAL 
ARE FOR Z=l, BELOW ARE FOR Z=2. 
RADIAL 
CURVE 
( 0 , 0 , 0 ) 































ASYMPTOTIC VALUES FOR THE MATRIX 
q (2) WITH L=O AND Z=l. µV 
( 0 , 0 , 0 ) ( 0 , 1 , 1 ) (0,2,2) 
-.7500 .1468 -.1146 
1.0275 -1.8713 .4851 
-.8023 .4851 -1.6287 
.2159 -.9933 1.3554 
TABLE 5 
ASYMPTOTIC VALUES FOR THE MATRIX 
q (2} WITH L=O AND Z=2. µ.v 
(0,0,0) (0,1,1) (0,2,2) 
-.7500 .1584 -.0979 
1.1089 -1.9736 .4472 
-.6854 .4472 -1.5264 

















seems unlikely as these couplings generally weaken in 
higher orders. We are presently unaware of any means to 
analytically test Eq. (15) closer to the origin. 
However, in the next two sections, we will look at 
computational results of the reduction formalism. 
Table 6 lists the dominant curves for L=l. The two 
U(R=0)=9 curves are degenerate. Once we move away from 
the origin the two U(R=0)=25 curves mix and in the 
asymptotic limit they decouple into two new orthogonal 
curves with n=2. Similarly, the two U(R=0)=49 curves 
mix and asymptotically decouple to create an n=2 and n=3 
curve. These asymptotic curves are linear combinations 
of the original curves and can be constructed using the 
coefficients aµl1l2 defined by Eq. ( 2 1 ) • Tables 7 and 
8 list L=l asymptotic values for 2Uµ(2) and Pµv(l), 
while Tables 9 and 10 list L=l asymptotic values for 
qµv(2) for Z=l and Z=2 respectively. 
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TABLE 6 
LOWEST ENERGY LEVEL RADIAL CURVES FOR L=l WITH 
m=U(O)l/2 HERE AND U(O)=(l1+1 2+2j+2)2. 
j 11 12 m U(O) n 
0 0 1 3 9 1 
0 1 0 3 9 1 
0 1 2 5 25 2 
0 2 1 5 25 2 
1 0 1 7 49 2 
1 1 0 7 49 3 
TABLE 7 
ASYMPTOTIC VALUES FOR 2Uµ(2) WITH L=l. 
RADIAL CURVES ARE DESIGNATED BY (j,l1,l2). 
RADIAL 
CURVE 
( 0 ' 0 , 1 ) 
(0,1,2) 















ASYMPTOTIC VALUES FOR THE ANTI-SYMMETRIC MATRIX 
Pµv(l) WITH L=l. VALUES ABOVE THE DIAGONAL 
ARE FOR Z=l, BELOW ARE FOR Z=2. 
p(l) (j,l1,l2)-(j',l1',l2') 
RADIAL 
CURVE (0,0,1) (0,1,2) (0,2,1) (1,0,1) 
(0,0,1) 0 .4044 .2285 -.3105 
(0,1,2) -.3738 0 0 0 
(0,2,1) -.3512 0 0 0 















ASYMPTOTIC VALUES FOR THE MATRIX 
q (2) WITH L=l AND Z=l. µv 
(0,0,1) ( 0 t 1 t 2 ) (0,2,1) 
-.7500 .1348 .0762 
.9435 -2.1293 .1667 
.5331 .1667 -2.0197 
-.7246 .2799 .3866 
TABLE 10 
ASYMPTOTIC VALUES FOR THE MATRIX 
q (2) WITH L=l AND Z=2. µv 
(0,0,1) (0,1,2) (0,2,1) 
-.7500 .1245 .2285 
.8722 -2.2039 .0746 
.8195 .0746 -2.1295 












B. Bound States 
The physical nature of the asymptotic functions 
F±vµ(R) is determined by the energy dependent variable 
= 
When K{E) is real the electrons are bound to the atom 
with exponentially decaying solutions 
s µ 




Gv(R) = :r R exp(-KµR)g-vµ(R)cµ. 
µ 
Furthermore, for the bound states of the system the 
radial equations become eigenvalue equations for the 
energy E. Consequently, to find bound state energy 
level values the general practice has been to propagate 
the boundary solutions at R=O and R=oo towards each other 
to an intermediate value, Rmatch, and test for 
continuity in the function Fµ(R) and its first 
derivative. However, as we noted before, testing for 
continuity in the first derivative of Fµ(R) is 
equivalent to testing for continuity in the auxiliary 
function Gµ(R). Continuity is satisfied by a zero 




- Fµ {Rmatch) = O. 
The resulting system of simultaneous homogenous 
equations can then be solved for the real coefficients 
bµ and cµ. 
For the computation of bound state energy levels 
any value may be selected for Rmatch with only minor 
effect on accuracy. This is even though the radial 
function Fµ(R) eventually starts to display exponential 
growth as the outward propagation proceeds. For helium 
this occurs at around R=6. The energy levels, which 
really only depend on the relative strength of the 
radial channels when more than one are present, are 
unaffected by this growth since the radial channels are 
altered proportionally. However, for applications that 
further require the proper radial wavefunction, we must 
choose Rmatch to be small. 
Another important factor affecting accuracy is the 
step size for the propagation. Here, there are a wide 
range of acceptable grid sizes. We found it sufficient 
to use a step size of .04. Propagating over a finer 
grid with step size of .005 near the origin had no 
noticeable effect on the resultant energy values. 
The final determination to be made is choosing the 
number of angular channels. The inclusion of each 
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angular channel increases the possible couplings which 
the electrons experience. This in turn lowers the 
resultant energy level. In the second order radial 
equation formalism of method 1 the energy levels are 
found to converge from above. Therefore, in that case, 
one should include as many angular channels as possible 
regardless of the number of radial channels included. We 
found that inclusion of more than three angular channels 
had only minimal effect on accuracy. 
On the other hand, the first order coupled radial 
equation formalism of method 2 approaches the energy 
level from below. This results from the breakup of the 
term LA PµAPVA in the second form (15) of the Q matrix. 
Consequently, so as not to over-estimate the energy, one 
must choose an equal number of angular and radial 
channels. Furthermore, the corresponding channels must 
have the same quantum numbers (l1,l2). 
We present our numerical results in Table 11 along 
with results from other groups for comparison. Where 
appropriate results are to be judged against 
variationally computed values of Perkeris (1958), 
otherwise against spectroscopically measured quantities 
(Moore, 1949). Let us now separately discuss the 
information contained in each column. 
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TABLE 11 
ENERGIES FOR He AND H-, WITH S=O 



















a. Moore (1949). 






















c. Clementi and Roetti (1974). 
d. Park, Starace, Tan and Lin (1986). 


















1. 1s2 configuration of a-: 
The determination that not only does a ground state 
of H- exist, but that no excited bound state occurs, is 
one of the more important findings of the hyperspherical 
method (Lin, 1975). The bound state for a- has not been 
found experimentally nor can it be found through 
Hartree-Fock calcutions which ignore radial 
correlations. 
Comparing single channel accuracies, we find that 
the nonadiabatic value of method 2 is .7% from Perkeris' 
variational result, method 1 is still closer at only 
.03%, whereas the adiabatic value is 2.7%. Since the 
couplings Pµv are not used when computing with one 
channel, we attribute the improved accuracy as arising 
from the transformation to the x coordinate from a, 
which improved the radius of convergence in the angular 
wave equation. One should also take note of the fact 
that the 3 channel nonadiabatic result of method 1 is 
more accuracte than the 12 channel adiabatic method. 
The first signs of breakdown in method 2 start 
becoming apparent. For instance, channel 2 lies above 
the true energy level rather than below as it should. 
Further, the 2 channel result is farther from 
the variational number than the single channel value. 
Including more angular channels will only make these 
anomalies worse. 
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2. 1s2 configuration of He: 
Transforming the angular equation to the x 
coordinate has also greatly improved the single channel 
result for He as can be seen by the improvement over the 
adiabatic result. The inadequacy of the Hartree-Fock 
method due to lack of radial correlations also becomes 
more apparent. Note again, that the 2 channel value of 
method 2 is headed in the wrong direction. However, the 
trend in the nonadiabatic values sugguests that with 
inclusion of all n=3 states, the numerically computed 
energy level might surpass that of experiment. The 3 
channel values of the two nonadiabatic methods are 
approximately equidistant from the variational value, 
indicating that the inconsistancy in method 2 has only 
minor effect on energy levels for He. 
3. ls2s and ls2p configurations of He: 
A further advantage of the hyperspherical method is 
that it can also easily compute excited bound state 
energy levels. The third column of Table 11 list the 
first excited singlet state in the configuration 1s2s 
of He. Here, the inadequacy of method 2 is even more 
manifest. In particular, the 3 channel result is only 
as close to the variational value as the adiabatic 
single channel value. The 3 channel result of method 1, 
on the other hand, is extremely close to Perkeris' 
calculated energy. Finally we note the inaccuracy of 
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the predicted energy of the 1s2p energy level of method 
2 as compared to the adiabatic value. 
C. H- PHASE SHIFTS 
Either one or both of the electrons may enter the 
continuum when the energy is sufficient enough for Kµ(E) 
to be complex, in which case we define a new real 
variable k by 
= 
Each complex valued Kµ(E) specifies an open radial 
channel, whereas the real valued Kµ(E)'s correspond to 
closed radial channels. The correlation which exists 
between a bound state electron and one in the continuum 
may be determined by examining the elastic phase shift S 
of the e-Hls scattering system. 
To derive an expression for S consider the S matrix 
defined in terms of the real symmetric K matrix (not to 
be confused with Kµ(E)) by 
( 2 5) 
S = (1-iK)-l(l+iK). 
where, if we include only one radial channel, which must 
be open, then K=tanS. When the energy E is large enough 
to produce more than one open radial channel, the "phase 
shift" loses physical meaning. When that occurs the 
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eigenvalues of the K matrix become eigen-phase-shifts. 
In order to define the phase shift when several closed 
channels are included, we will now derive an equivalent 
expression for the S matrix which satisfies our 
boundary conditions. 
The asymptotic form of the wave function for the 





+ L R 
µ(closed) 
s+µ open 
+ L R exp(ikµR)g+vµ(R}cµK 
µ(open) 
(26} 




Here G may refer to either the auxiliary function of 
method 2, or the first derivative of F in method 1. The 
first terms are the incoming state specified by K. The 
first sums are over all open channels, and the second 
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sums are over the closed channels. Next, the 
coefficients copenµK and cclosedµK are complex. 
Further, the functions fvµ(R) and gvµ(R) are real in the 
closed channels and complex in the open channels such 
that 
The open channels in Eqs. (26) are the outgoing 
scattered spherical waves and must therefore determine 
the S matrix. At very large R, the closed channels 
become negligible and expression (26) reduces to the 
asymptotic form derived by Klar (1976) 
Hence, the negative of the coefficient matrix c 0 pen is 
the S matrix. Therefore, to find another way of 
expressing the K matrix, we must solve for c 0 pen in the 
form ( 2 5) . As in the bound state case we can match the 
R=O wave functions with the asymptotic wave functions. 
To simplify notation let us define new R=O wave 
functions by 
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We similarly define new asymptotic wave functions by 
Matching at some Rmatch, substituting in the above 
expressions and rearranging, gives the matrix equations 
which, when combined, produces 
where 
c = 
[~] = [~= J 
-[cclosed] . 
co pen 
( 2 7) 
Presently, the open channel subset of equations of (27) 
will refer to those equations which now occupy the 
matrix rows that contain copen in the coefficient linear 
array [b c]a[b cclosed copen1. Separating out the 
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real and complex portions of Eqs. (27) gives 
[Fb F- F-J . [ b] _ [F=] . copen = [~-] Gb G- G- R c I G I R R 
and ( 2 8) 
[Fb F- F=] . [ b] + [ F-] . co pen = [~=] Gb G- G R c R G I I I 
where subscripts R and I denote real and imaginary parts 
respectively. 
Next, consider 
Since the right-hand matrix is a block submatrix of the 
left-hand matrix, the open channel subset of this 
product is simply the unit matrix. Thus Eq. (28) can be 
rewritten as 
and 
[~]I - H·copen = H. R 
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where 
H = [~=] 
I 
The open channel subset of these equations is 
-copen _ K·copen = 1 
R I 
-copen _ K·copen = K 
I R 
where K is the appropriate submatrix of H. Finally, 
combining these back into a complex matrix equation 
gives 
-copen + iK·copen = 1 + iK 
or equivalently (cf. (25)) 
-copen = (1-iK)-l(l+iK). 
Hence we have found the K matrix when one or more closed 
channels are present. Allowing for only one open 
channel, K reduces to a scalar which, as before, 
satisfies K=tanS. 
In Table 12 we present single and three channel 
nonadiabatic phase shifts computed under method 2. 
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Again, the variational results are assumed exact. The 
variable k21 represents the kinetic energy of the free 
electron. 
in contrast to the energy levels, the phase 
shift calculation is very sensitive to operating 
parameters and therefore a better judge of the validity 
of method 2. For instance, Table 13 shows that the 
radial curve must be extended much farther out in order 
to achieve stable phase shifts. This is on account of 
the fact that the higher order Pµv's had to settle down 
to their asymptotic curves. Table 13 shows that the 
outgoing scattering electron still experiences a 
noticable shift in phase up to R=30 before settling 
down. The value of the matching point Rmatch, on the 
other hand, was found to have minimal effect on the 
resultant phase shift. 
Examining the results in Table 12 more closely, we 
see that the method 2 nonadiabatic single channel phase 
shifts near threshold, i.e., k 1=.1, are far from the 
adiabatic values. Furthermore, the inclusion of more 
radial channels has shifted these values in the wrong 
direction. We finally conclude then that the method 2 
formalism, in its present form, is invalid. 
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TABLE 12 
ELASTIC e-Hls SCATTERING PHASE SHIFTS. 
ADIABATIC NONADIABATice 
3ccb kl var a 2 - chC 2-chd 1-ch 3-ch 
0.1 2.553 2.491 2.521 2.536 2.693 2.707 
0.2 2.067 1.974 2.003 2.033 2.058 2.164 
0.3 1.696 1.596 1.659 1.704 1.610 1.752 
0.4 1.415 1.302 1.380 1.440 1.277 1.442 
0.5 1.202 1.092 1.142 1.217 1.020 1.204 
0.6 1.041 0.93 0.928 1.018 0.811 1.025 
0.7 0.930 0.82 0.744 0.850 0.639 0.895 
a. Variational method (Schwartz, 1961). 
b. 3 channel close-coupling (Burke and Schey, 1962). 
c. Lin (1975) with corrections in (Macek, 1985). 
d. Modified adiabatic ignoring Pµv's and off-diagonal 
Qµv's but using diagonal Qµµ's (Macek, 1985). 
e. Method 2 
TABLE 13 
CONVERGENCE OF SINGLE CHANNEL PHASE SHIFTS. 
PHASE SHIFT 
Rmatch k=0.7 k=0.1 
20 0.627 2.566 
25 0.634 2.649 
30 0.63836 2.685 
35 0.63846 2.689 
40 0.63851 2.693 
VI. SUMMARY AND CONCLUDING REMARKS 
In this paper we have reviewed the development of 
the nonadiabatic solution to the two-electron 
Schrodinger equation. Two alternate formalisms on the 
creation of the radial curves were presented. We 
computed energy levels for hydrogen with L=O, helium 
with L=l and helium with L=O in both the ground state 
and first excited state. In all cases, the method 2 
values were found to be inadequate whereas the method 1 
results were considered to be in excellent agreement 
with experiment and variational results. Similarly, the 
method 2 phase shifts were found to be unsatisfactory. 
We concluded that the method 2 formalism requires 
further modification. 
The focal point of the method 2 formalism was the 
form (15) of the Q matrix. In the asymptotic limit we 
found that the 1/R2 coefficients q(2) were off by a 
factor of 2. To test if this factor of 2 is required 
for all values of R, the radial curve program code has 
been consequently so modified. Unfortunately, the 
resultant phase shifts near threshold showed little 
improvement. Therefore, it appears, that Eq. (15) may 
be actually missing a term, unless of course, in the 
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unlikely event, the higher order Pµv(R} 's will make up 
the difference. 
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