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Abstract
In this article it is studied the dynamic of the solutions of the Hutchinson’s equation and from here it is gived a new
prooof of the Prime Number Theorem.
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Resumen
En este artı´culo se estudia la dina´mica de las soluciones de la ecuacio´n de Hutchinson con retardo finito y como conse-
cuencia se presenta una nueva prueba del Teorema de los nu´meros primos.
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1. Introduccio´n
En Ecologı´a son introducidos los modelos con retardo debido a que existen modelos de poblaciones que
no satisfacen la ecuacio´n
N′(t) = γN(t)
(
1 − N(t)
P
)
, ( t ≥ 0) (1)
donde γ es la tasa de crecimiento de la poblacio´n y P es el nivel de saturacio´n de la especie donde vive , el
cual suele determinarse en funcio´n de los recursos disponibles. La ecuacio´n (1) tiene los puntos de equilibrio
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N(t) ≡ 0 y N(t) ≡ P, y fuera de estos, es decir, cuando |N(t) − P| , 0, para todo t ≥ 0, todas sus soluciones
son mono´tonas. Integrando (1) por fracciones parciales se encuentra que su solucio´n esta´ dada por
N(t) =
PN(0)eγt
P + N(0)(eγt − 1) (2)
y a partir de e´sta, se observa que cualquier solucio´n con N(0) > 0 es atraı´da globalmente por el punto P.
Este modelo es conocido como modelo de Verhulst, bio´logo matema´tico holande´s, quien la introdujo en
1838 (Ver [8]). En este modelo, el citado autor, considera que la tasa de mortalidad actu´a instanta´neamente,
mientras que en general, existe un cierto retraso debido a la influencia de factores como el perı´odo de
madurez y el tiempo de gestacio´n. Motivado a estos hechos, Hutchinson propuso en 1948 (Ver [6] ) la
ecuacio´n logı´stica con retardo, conocida con el nombre de ecuacio´n de Hutchinson o ecuacio´n logı´stica
retardada
N′(t) = γN(t)
(
1 − N(t − h)
P
)
, ( t ≥ 0) (3)
donde el retardo h, con h > 0, representa la edad de ma´xima capacidad reproductiva de un individuo de la
poblacio´n. En este caso, la tasa de crecimiento per capita en el instante es una funcio´n lineal de la poblacio´n
en el instante (t − h) . Si la poblacio´n N(t) es conocida en el pasado y viene dada por N(t) = φ0(t), donde
φ0 : [−h, 0] → R+ es una funcio´n continua que representa el taman˜o de la poblacio´n en el pasado, entonces
se tiene el siguiente sistema {
N′(t) = γN(t)
(
1 − N(t−h)P
)
t ≥ 0
N(t) = φ0(t) −h ≤ t ≤ 0 (4)
El sistema (4) puede ser tratado por el me´todo del paso o del intervalo, mediante el cual es reducido a
una ecuacio´n diferencial ordinaria. Se probara´ que si se satisfacen ciertas condiciones el punto de equilibrio
N(t) = P es un atractor global para (4), y que la presencia del retardo cambia la dina´mica de las soluciones
de la ecuacio´n (1), adema´s se deduce el Teorema de los nu´meros primos.
Si en (4) hacemos
t = hs, α = γh, N(t) = N(hs) = P(1 + x(s)) (5)
resulta que si −h ≤ t ≤ 0 entonces −h ≤ hs ≤ 0, y en consecuencia −1 ≤ s ≤ 0, y si t ≥ 0 se tiene que
Px′(s) = hN′(hs) = hN′(t), se deduce entonces que N′(t) = (P/h)x′(s), y adema´s que
N(t − h) = N(hs − h) = N(h(s − 1)) = P(1 + N(s − 1)).
Reemplazando N(t),N′(t) y N(t − h) en la primera ecuacio´n del sistema (4) tenemos
P
h
x′(s) = γP(1 + x(s))
[
1 − P
P
(1 + x(s − 1))
]
= −γPx(s − 1)(1 + x(s)), s ≥ 0
eliminado P, teniendo en cuenta que α = γh y usando (5), podemos escribir el sistema (4) como{
x′(s) = −αx(s − 1)(1 + x(s)), s ≥ 0
x(s) = φ0(s), −1 ≤ s < 0
cambiando t por s queda que {
x′(t) = −αx(t − 1)(1 + x(t)), t ≥ 0
x(t) = φ0(t), −1 ≤ t < 0 (6)
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La funcio´n constante x(t) ≡ −1, t ∈ (−∞,∞) , es un punto de equilibrio de (6) con φ0(t) = −1 si t ∈ [−1, 0] ,
tambie´n x(t) ≡ 0, t ∈ (−∞,∞) es un punto de equilibrio con φ0(t) = 0 si t ∈ [−1, 0] .
Definition 1.1. Una solucio´n del sistema (6) es una funcio´n x(t) = x(t, φ0) donde φ0 : [−1, 0] → R+ es una
funcio´n continua y
x(t, φ0) =
{
x(t) si t ≥ 0
φ0(t) si − 1 ≤ t ≤ 0
donde x(t) es solucio´n de (6) para todo t ≥ 0 y x′(0) = x′+(0) es la derivada por la derecha en cero.
Lema 1.2. La funcio´n x(t) = x(t, φ0) es solucio´n de (6) si y solo si x(t) es solucio´n de la ecuacio´n integral
x(t) = x(0) − α
∫ t
0
x(s − 1)(1 + x(s))ds, t ≥ 0
y
x(t) = φ0(t) si − 1 ≤ t ≤ 0.
Prueba. Como x(s − 1)(1 + x(s)) es una funcio´n continua, entonces, por el Teorema fundamental, deri-
vando, se tiene que
x′(t) = −αx(t − 1)(1 + x(t)) si t ≥ 0
y si −1 ≤ t ≤ 0 entonces x(t) = φ0(t) , luego, x(t, φ0) es solucio´n de (6).
Recı´procamente, supongamos que x(t, φ0) es solucio´n de (6) entonces x(t) = φ0(t) si −1 ≤ t ≤ 0, y para
t ≥ 0, cambiando t por s e integrando sobre [0, t] resulta
x(t) = x(0) − α
∫ t
0
x(s − 1)(1 + x(s))ds.
La prueba ha sido completada.
2. Existencia de las soluciones
En el pro´ximo Teorema mostraremos que el sistema (6) tiene solucio´n.
Teorema 2.1. Si φ0 es una funcio´n continua definida sobre [−1, 0] , entonces existe una funcio´n x(t) =
x(t, φ0) definida en [−1,∞) que coincide con φ0 en [−1, 0] y satisface el sistema (6) .
Prueba. Si x(t) es solucio´n de (6) que coincide con φ0 entonces x(t) = φ0(t) si −1 ≤ t ≤ 0 y del Lema
1.2 tenemos que
x(t) = φ0(0) − α
∫ t
0
x(s − 1)(1 + x(s))ds.
Recı´procamente, si x(t) satisface la ecuacio´n integral entonces debe satisfacer (6) , este es el Lema 1.2. Por
lo tanto solo es necesario probar que el sistema (6) tien una solucio´n u´nica, esto se consigue explı´citamente
por el me´todo del paso. Busquemos una solucio´n en [0, 1] : si 0 ≤ t ≤ 1 entonces −1 ≤ t−1 ≤ 0, de aquı´ que
x(t − 1) = φ0(t − 1) , y el sistema (6) se convierte en{
x′(t) = −αφ0(t − 1)(1 + x(t)) si t ≥ 0
x(0) = φ0(0)
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Como x(t) y φ0(t − 1) son continuas, el sistema anterior tiene solucio´n, y por el Lema 1.2 viene dada por
x(t) = φ0(0) − α
∫ t
0
φ0(t − 1)(1 + x(s))ds. = φ1(t),
donde hemos llamado φ1(t) a la solucio´n en [0, 1] .
Ahora usamos la ecuacio´n φ1(t) para obtener la solucio´n en el intervalo [1, 2] . Tenemos que si 1 ≤ t ≤ 2
entonces sigue que k− 2 ≤ t− 1 ≤ 1, por tanto x(t− 1) = φ1(t− 1) , de esta manera, consideramos el sistema{
x′(t) = −αφ1(t − 1)(1 + x(t)) si 1 ≤ t ≤ 2
x(1) = φ1(1)
.
Ası´, como x(t) y φ1(t− 1) son continuas, el sistema anterior tiene solucio´n, y por el Lema 1.2 viene dada por
x(t) = φ1(0) − α
∫ t
0
φ0(t − 1)(1 + x(s))ds. = φ2(t), 1 ≤ t ≤ 2.
En general, asumiendo que φk−1(t) esta definida en [k − 2, k − 1] , con k ∈ Z+ y k ≥ 2, buscamos una solucio´n
en [k − 1, k] . Tenemos entonces que k − 1 ≤ t ≤ k ⇔ k − 2 ≤ t − 1 ≤ k − 1, y asi x(t − 1) = φk−1(t − 1), con
lo cual consideramos el sistema{
x′(t) = −αφk−1(t − 1)(1 + x(t)) si k − 1 ≤ t ≤ k
x(k − 1) = φk−1(k − 1)
Como x(t) y φ1(t − 1) son continuas, el sistema anterior tiene solucio´n, y por el Lema 1.2 viene dada por
x(t) = φk−1(0) − α
∫ t
0
φk−1(t − 1)(1 + x(s))ds. = φk(t), k − 1 ≤ t ≤ k..
Una solucio´n del sistema (6) definida por la funcio´n inicial φ0(t) es dada por las relaciones x(t) = φk(t) para
t ∈ [k − 1, k] , k = 0, 1, 2, 3, ... Es claro que la funcio´n x(t) = φk(t) es continua como consecuencia de su
construccio´n y es continuamente diferenciable en [k − 1, k] para todo k ≥ 1 , y en el punto t = 0 solo tiene
derivada por la derecha x′(0) = x′+(0). Como la solucio´n
x(t) = φk−1(0) − α
∫ t
0
φk−1(t − 1)(1 + x(s))ds. = φk(t)
coincide con φ0(t) en [−1, 0] y como las funciones φk(t) esta´n univocamente determinadas y coinciden con
x(t) en [k − 1, k] para k = 0, 1, 2, 3, ..., entonces existe una solucio´n u´nica.
Busquemos ahora la forma explı´cita de la solucio´n. Por el Lema 1.2 tenemos que x(t) es solucio´n de (6)
si y solo si
x(t) = x(0) − α
∫ t
0
φ0(s − 1)(1 + x(s))ds. = φ0(0) − α
∫ t
0
φ0(s − 1)(1 + x(s))ds, t ≥ 0
y x(t) = φ0(t) si t ∈ [−1, 0] . De (6) se deduce que x′(t) + αφ0(t − 1)x(t) = −αφ0(t − 1); x(0) = φ0(0); usando
la te´cnica del factor integrante tenemos que[
x(t)e
∫ t
0 αφ0(s−1)ds
]′
=
(
x′(t) + αφ0(t − 1)x(t)) e∫ t0 αφ0(s−1)ds
= −αφ0(t − 1)e
∫ t
0 αφ0(s−1)ds
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cambiando t por s e integrando sobre [0, t] con 0 ≤ s ≤ u ≤ t, obtenemos
x(t)e
∫ t
0 αφ0(s−1)ds = φ0(0) − α
∫ t
0
φ0(u − 1)
(
e
∫ u
0 αφ0(s−1)ds
)
du,
y se tiene que
x(t) = φ0(0)e−
∫ t
0 αφ0(s−1)ds −
(
e−
∫ t
0 αφ0(s−1)ds
)
α
∫ t
0
φ0(u − 1)
(
e
∫ u
0 αφ0(s−1)ds
)
du
= φ0(0)e−
∫ t
0 αφ0(s−1)ds − α
∫ t
0
φ0(u − 1)
(
e
∫ u
0 αφ0(s−1)ds−
∫ t
0 αφ0(s−1)ds
)
du
= φ0(0)e−
∫ t
0 αφ0(s−1)ds − α
∫ t
0
φ0(u − 1)
(
e
∫ u
t αφ0(s−1)ds
)
du (7)
para 0 ≤ t ≤ u. Hagamos z = z(u) = e
∫ u
t αφ0(s−1)ds, entonces
z(0) = e−
∫ t
0 αφ0(s−1)ds y z(t) = 1,
adema´s
dz = αφ0(u − 1)e
∫ u
t αφ0(s−1)ds,
entonces podemos escribir
α
∫ t
0
φ0(u − 1)
(
e
∫ u
0 αφ0(s−1)ds
)
du =
∫ t
0
dz = z(t) − z(0) = 1 − e−
∫ t
0 αφ0(s−1)ds (8)
Reemplazando (8) en (7) resulta
x(t) = φ0(0)e−
∫ t
0 αφ0(s−1)ds −
(
1 − e−
∫ t
0 αφ0(s−1)ds
)
= (φ0(0) + 1) e−
∫ t
0 αφ0(s−1)ds − 1
para t ≥ 0 y x(t) = φ(t) si t ∈ [−1, 0] .
La prueba esta´ completa
3. Oscilacio´n de las soluciones
Definition 3.1. Decimos que una funcio´n x : [0,∞] → R+ es oscilatoria {tm}∞m=1 con tm → ∞ ,m → ∞ tal
que x(tm) = 0 para m = 1, 2, 3, ... y x no es oscilatoria si existe T ∈ [0,∞] tal que |x(t)| > 0 para todo t > T.
Lema 3.2. Si x(t) = x(t, φ) es solucio´n no oscilatoria de (6), entonces x(t) → 0 cuando t → ∞ en forma
mono´tona, adema´s x′(t) → 0 cuando t → ∞ y x(t) es acotada inferiormente por −1 y superiormente por
ma´x {φ(0),m, φm} .
Prueba. Como x(t) es solucio´n no oscilatoria de (6) existe T ∈ [0,∞] tal que |x(t)| > 0 para todo t > T.,
luego, existen dos posibilidades:
1. x(t) > 0 para todo t > T
2. x(t) < 0 para todo t > T
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en cualquiera de los casos x(t) es de signo constante si t > T. Si ocurre 1.) , de (6) se deduce que
x(t) + 1 = (φ(0) + 1) e−
∫ t
0 αφ(s−1)ds > 0, si φ(0) > −1
entonces x(t) > −1 para todo t ≥ 0, y si ocurre 2.) entonces −1 < x(t) < 0 para todo t > T. Si ocurre 1)
entonces
x(t) = (φ(0) + 1) e−
∫ t
0 αφ(s−1)ds − 1 ≤ (φ(0) + 1) e0 − 1 = φ(0).
Sea m = ma´x {x(t) : t ∈ [0,T ]} , entonces tenemos que −1 ≤ x(t) ≤ M = ma´x {φ, ϕ,m}, luego, x(t) es acotada.
Ahora, como x(t) es de signo constante si t > T y x(t) > −1 para todo t ≥ 0, en particular, x(t − 1) > −1
para todo t > T − 1, multiplicando la primera ecuacio´n de (6) por x(t − 1) resulta que
x′(t)x(t − 1) = −αx2(t − 1) (1 + x(t)) < 0
por ser α (1 + x(t)) > 0 y x2(t − 1) > 0. Veamos que lo anterior implica que x(t) y x(t − 1) tienen el mismo
signo si t > T − 1. Supongamos lo contrario, entonces existe un t∗ > T − 1 tal que x(t∗) y x(t∗ − 1)
tienen signos opuestos, lo que indica, por continuidad que existe t ∈ (t∗ − 1, t∗) tal que x(t) = 0 con t > T,
contradiciendo el hecho que |x(t)| > 0 para todo t > T. Entonces, debe ser que x(t) y x(t− 1) tienen el mismo
signo si t > T − 1. Esto implica, a su vez, que x′(t) y x(t) tienen signos constantes pero opuestos si t > T . De
esta manera se presentan dos posibilidades:
a) x(t) > 0 y x′(t) < 0 : entonces x(t) es acotada superiormente por 0 y decreciente con lı´m x(t) > 0 cuando
t → ∞
b) x(t) < 0 y x′(t) > 0 : entonces x(t) es acotada superiormente por 0 y creciente, entonces converge en
forma creciente.
en cualquiera de los dos casos converge en forma mono´tona y debe hacerlo a uno de los puntos crı´ticos
de (6), es decir, debe converger a 0 o a −1. En el caso 2), como x(t) > −1 para t > T , y adema´s, es creciente,
no puede converger a −1, luego, debe converger a 0. Si ocurre 1), como x(t) es decreciente y x(t) > 0 para
todo t > 0, entonces no puede converger a −1, por lo tanto, su convergencia es a 0. En cualquiera de los dos
casos lı´mt→∞ x(t) = 0.
De (6) se deduce que lı´mt→∞ x′(t) = 0, dado que
x′(t)
1 + x(t)
= −αx(t − 1), lı´m
t→∞ x(t − 1) = 0 y 1 + x(t) > 0.
La prueba esta´ completa.
Lema 3.3. La estabilidad asinto´tica de x′(t) = −αx(t−1) (1 + x(t)) es equivalente a la estabilidad asinto´tica
de la ecuacio´n diferencial con retrado x′(t) = −αx(t − 1).
Prueba. Como lı´mt→∞ x(t) = 0 y lı´mt→∞ x(t−1) = 0 entonces lı´mt→∞ x(t)x(t−1) = 0. Para x(t) pro´ximo
a 0 podemos despreciar el te´rmino −αx(t − 1)x(t) y la estabilidad asinto´tica de
x′(t) = −αx(t − 1) (1 + x(t)) = −αx(t − 1) − αx(t − 1)x(t) (9)
es la misma estabilidad asinto´tica de la ecuacio´n retardada
x′(t) = −αx(t − 1) (10)
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.
Recı´procamente, si lı´mt→∞ x(t−1) , 0 entonces lı´mt→∞ x(t) , 0 lo que a su vez implica que lı´mt→∞ x(t)x(t−
1) , 0, y entonces lı´mt→∞ −αx(t − 1) (1 + x(t)) , 0 ya que lı´mt→∞ x(t) > −1.
La prueba esta´ completa.
A continuacio´n estudiamos la estabilidad asinto´tica de (10), para esto determinemos la ecuacio´n carac-
terı´stica asociada.
Sea y = αeλt, tendremos
αy(t − 1) = α
(
αeλ(t−1)
)
= α2eλte−λ; y′(t) = αλeλt
entonces
y′ = −αy(t − 1)⇔ αλeλt = −α2eλte−λ
y de aquı´ resulta que
λ + αe−λ = 0, (11)
esta ecuacio´n se conoce como la ecuacio´n caracterı´stica de (10) y se tiene que y = αeλt es solucio´n de (10)
si y solo si λ + αe−λ = 0.
La prueba del siguiente Lema puede encontrarse en ([5], pag. 37).
Lema 3.4. Todas las soluciones de (10) son oscilatorias si y solo si la ecuacio´n caracterı´stica asociada
λ + αe−λ = 0 no tiene raices reales.
Lema 3.5. Si α ∈ (0,∞) , una condicio´n necesaria y suficiente para que todas las raices de (11) tengan
parte real negativa es que 0 < α < pi/2
Prueba. Veamos primero si λ = a+bi con b ∈ [0,∞) es solucio´n de (11) . Entonces a = −αe−α cos(b); b =
−αe−α sin(b).
Por ser λ raiz de (11) tenemos
0 + 0i = 0 = λ + αe−λ
= (a + bi) + αe−(a+bi)
= (a + bi) + αe−a (cos(−b) + i sin(−b)
= (a + ib) + αe−a cos(b) − iαe−a sin(b)
=
(
a´ + αe−a cos(b)
)
+ i
(
b − αe−a sin(b))
lo que implica que a = −αe−a cos(b) y b = αe−a sin(b).
Veamos que si 0 < α < pi/2 entonces todas las raices de (11) tienen parte real negativa. Supongamos que
(11) tiene una raiz λ = a + ib con a ≥ 0, tenemos de (11) que λ = −αe−λ ≤ 0, pero λ = 0 no es raiz de (11)
por ser α > 0, entonces debemos tener que λ < 0. Por la paridad de la funcio´n coseno podemos suponer que
b > 0 lo que implica que 0 < b = αe−a sin(b) < αe−a < α < pi/2 lo que implica que 0 < b < pi/2, entonces
a = −αe−a cos(b) < 0 ya que por ser 0 < b < pi/2 se tiene que cos(b) > 0 eto contradice que a ≥ 0. Esto
prueba la suficiencia.
Para probar la necesidad veamos que cuando α = ±pi/2 , (10) tiene un par de raices imaginarias λ =
±pi/2i = ±αi.
Tenemos que para cada
λ + αe−λ =
pi
2
i + αe
pi
2−i =
pi
2
i + α
(
cos
(
−pi
2
)
+ i sin
(
−pi
2
))
=
pi
2
i − pi
2
i = 0
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entonces pi2 i es raiz de (11) . Ana´logamente se prueba que −pi/2i es tambie´n raiz de (11). Esto prueba la
necesidad.
Lema 3.6. Sea α ∈ (0,∞) entonces todas las soluciones de x′(t) = αx(t − 1) son oscilatorias si a > e−1 y
tiene una solucio´n no oscilatoria si a ≤ e−1
Prueba. Supongamos que la ecuacio´n x′(t) = αx(t − 1) tiene un solucio´n oscilatoria con
a > e−1 (12)
, entonces, por el Lema 3.4 la solucio´n caracterı´stica asociada λ + αe−λ = 0 tiene una raiz real λ = −u con
u > 0 porque e´sta no puede tener raices positivas o nulas por ser αe−α > 0, entonces
−u + e−(−u) = −u + eu = 0⇔ u = eu,
como u > 0
1 = α
eu
u
(13)
Consideremos la funcio´n g(u) = eu/u con u ∈ (0,∞) . Difrenciando esta funcio´n tenemos que
g′(u) =
ueu − eu
u2
=
eu (u − 1)
u2
.
Se puede observar que u = 1 es un prunto crı´tico, adema´s como g′(u) es negativa para u ∈ (0, 1) y positiva
para u ∈ (1,∞) entonces la funcio´n g posee un mı´nimo absoluto en u = 1, en consecuencia, g(u) ≥ g(1) = e.
De (13) , tenemos
1 = α
eu
u
> αe
y de aquı´ α < e−1. Esto contradice (12) , entonces si a > e−1 todas las soluciones de x′(t) = αx(t − 1) son
oscilatorias.
Supongamos ahora que a ≤ e−1 ⇔ αe ≤ 1. Definamos F(λ) = λ + αe−λ entonces F(0) = α > 0 y
F(−1) = −1 + αe ≤ 0 por ser αe ≤ 1. Por continuidad, existe una raiz real en [−1, 0] correspondiente a la
cual x′(t) = αx(t − 1) tiene una solucio´n no oscilatoria.
Es conocido que si e−1 < α < pi/2 con α = γh todas las soluciones de (3) son oscilatorias y convergen
en forma oscilante a P. Como la estabilidad asinto´tica de (6) es equivalente a la estabilidad asinto´tica de (7)
para t ≥ 0, entonces si e−1 < α < pi/2 ambas son oscilatorias, y si 0 < α < e−1 el nu´mero de ceros de las
soluciones de (6) es finito por no ser oscilatorio , entonces, por el Lema 3.2 dichas soluciones convergen a 0
en forma mono´tona y si e−1 < α < pi/2 las soluciones de la ecuacio´n de Hutchinson convergen a P en forma
oscilante.
Del cambio de variable N(t) = P(1 + x(s)) tenemos lo siguiente:
1. Si 0 < α < e−1 tenemos que x(t) → 0 cuando t → ∞ en forma mono´tona , es equivalente a que, si
0 < α < e−1 las soluciones de (3) convergen a P en forma mono´tona.
2. Si e−1 < α < pi/2 las soluciones de la ecuacio´n de Hutchinson (3) convergen a P en forma oscilatoria,
es equivalente a , si e−1 < α < pi/2 las soluciones de (3) convergen a cero en forma oscilatoria.
En conclusio´n, si 0 < α < e−1 las soluciones de (3) y tambie´n las de (6) convergen a 0.
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4. El Teorema de los nu´meros primos.
El Teorema de los Nu´meros Primos nos proporciona un estimativo sobre la distribucio´n de los nu´meros
primos en la sucesio´n natural cuando N es grande.
Definition 4.1. La funcio´n pi(n) es la que asigna a cada nu´mero real n la cantidad de nu´meros primos
menores o igual a n, por ejemplo, pi(1) = 0, pi (10) = 4, pi(100) = 25.
La afirmacio´n del Teorema fue conjeturada independientemente por Gauss en 1792 y por Legendre en
1798, pero solo en 1896 en forma independiente por J. Hadamard y C. De La Valle´-Poussin demosraron di-
cho teorema en forma analı´tica , o sea, mediante el uso de funciones de variable compleja y sus propiedades,
pero estas demosraxiones resultaron muy complicadas, por eso otros matema´ticos continuaron buscando
otras pruebas ma´s simples y transparentes. En 1949 A. Selberg y P. Erdo¨s dieron una demostracio´n ma´s
elemental sin usar variable compleja pero la prueba au´n es muy complicada. Otra prueba del mismo fue´ pre-
sentada por N.A. Carella (Ver [1]) usando el Teorema del Valor Medio para funciones aritme´ticas y algunas
propiedades de la funcio´n Zeta de Riemann.
La sencilla prueba que presentamos aquı´ esta´ basada en la ecuacio´n de Hutchinson con retardo finito,
algunas sugerencias dadas por [3], y en otras, cambios de variable realizados.
El Teorema de los nu´meros primos afirma que
lı´m
n→∞
pi(n) ln(n)
n
= 1. (14)
En otras palabras, que para n grande pi(n) es aproximadamente igual a n/ ln(n).
Tenemos que lı´mn→∞ pi(n) = ∞ ya que en caso contrario los nu´meros primos serı´an finito lo que es
contradictorio.
Uno puede derivar procediendo muy heurı´sticamente el siguiente.
Lema 4.2. Sea
z(n) =
pi(n)
n
=
1
ln(n)
.
Entonces
z′(n) =
−z(n)z(√n)
2n
. (15)
Prueba. Veamos que
z′(n) =
(
1
ln(n)
)′
= −
(
1
ln(n)
)2 1
n
= −
(
1
ln(n)
)
1
ln(n)
1
n
= −
(
1
ln(n)
)
1
1
2 ln(n)
1
2n
= −
(
1
ln(n)
)
1
ln(
√
n)
1
2n
=
−z(n)z(√n)
2n
.
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Es claro que z(n) = 1/ ln(z) es solucio´n de (15) y que z(n)→ 0 cuando n→ ∞., pero surge una pregunta:
¿Todas las soluciones de (15) tienden a cero cuando n tiende a infinito?
Esto es lo que probaremos a continuacio´n y de aquı´ deduciremos el Teorema de los Nu´meros Primos
Teorema 4.3. El cambio de variable
x(t) = z
(
e2
t )
2t − 1
transforma la ecuacio´n (15) en
x(t) = − ln(2)x(t − 1) (1 + x(t)) .
Prueba. De (15) se deduce que
x(t) + 1 = z
(
e2
t )
2t y x(t − 1) = z
(
e2
t−1)
2t−1 − 1 (16)
Sea n = e2
t
entonces ln(n) = 2t y
t =
ln (ln(n))
ln(2)
(17)
y
t − 1 = ln (ln(n))
ln(2)
− 1 = ln (ln(n)) − ln(2)
ln(2)
=
ln
(
ln(n)
2
)
ln(2)
=
ln
(√
ln(n)
)
ln(2)
(18)
De (16) , (17) y (18) se deduce que
x(t) + 1 = x
(
ln (ln(n))
ln(2)
)
+ 1 = z(n) ln(n)⇔ z(n) =
x
(
ln(ln(n))
ln(2)
)
+ 1
ln(n)
(19)
y
x(t − 1) = x
 ln
(
ln(
√
n)
)
ln(2)
 = z(√n) ln (√n) − 1⇔ z(√n) = x
(
ln(ln(√n))
ln(2)
)
+ 1
ln
(√
n
) (20)
Derivando la expresio´n derecha de (19) respecto a n, se tiene
z′(n) =
1
n ln(2) x
′ ( ln(ln(n))
ln(2)
)
− 1n x
(
ln(ln(n))
ln(2)
)
+ 1
(ln(n))2
reemplazando z(n), z(
√
n) y z′(n) en la ecuacio´n (15) se tiene
1
n ln(2) x
′ ( ln(ln(n))
ln(2)
)
− 1n x
(
ln(ln(n))
ln(2)
)
+ 1
(ln(n))2
=
− x
(
ln(ln(n))
ln(2)
)
+1
ln(n)
x
(
ln(ln(√n))
ln(2)
)
+1
ln(√n)
2n
=
−
(
x
(
ln(ln(n))
ln(2)
)
+ 1
) (
x
(
ln(ln(√n))
ln(2)
)
+ 1
)
1
2 (ln(n))
2 2n
82
Miguel Vivas Cortez y Dan Solano / Matua Revista MATUA VOL: V (2018) pg´ina: 83–84 83
eliminando en la cuacio´n 2, 1/n y (ln(n))2 y despejando x′ resulta
x′
(
ln (ln(n))
ln(2)
)
= ln(2)
−
(
x
(
ln (ln(n))
ln(2)
)
+ 1
) x
 ln
(
ln(
√
n)
)
ln(2)
 + 1
 + (x ( ln (ln(n))ln(2)
)
+ 1
)
= − ln(2)
(
x
(
ln (ln(n))
ln(2)
)
+ 1
) x
 ln
(
ln(
√
n)
)
ln(2)
 + 1 − 1

= − ln(2)
(
x
(
ln (ln(n))
ln(2)
)
+ 1
)
x
 ln
(
ln(
√
n)
)
ln(2)

De (17) y (18) se deduce que esta u´ltima ecuacio´n resultante tiene la forma de la ecuacio´n (6) con α = ln(2),
y como e−1 < ln(2) < pi/2 entonces todas las soluciones x(t)→ 0 cuando t → ∞.
A continuacio´n, el Teorema de los nu´meros primos.
Teorema 4.4. Dada la funcio´n pi(n) definida como lacantidad de nu´meros primos menores o iguales a
n ∈ R, entonces
lı´m
n→∞
pi(n)
n
ln(n) = 1.
Prueba. De (17) tenemos que t → ∞ cuando n→ ∞; ahora,
x(t) = z
(
e2
t )
2t − 1 = z(n) ln(n) − 1 = pi(n)
n
ln(n) − 1.
Como e−1 < ln(2) < pi/2 entonces todas las soluciones de (6) tienden a 0 en forma oscilatoria, luego
lı´m
t→∞ x(t) = lı´mn→∞ (z(n) ln(n) − 1) = lı´mn→∞
pi(n)
n
ln(n) − 1 = 0
esto quiere decir que para n grande el orden de crecimiento de pi(n) es similar al orden de crecimiento de la
funcio´n n/ ln(n), por tanto
pi(n) ' n
ln(n)
y el teorema queda demostrado.
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