During the adaptive immune response, antigen challenge triggers a million-fold increase in mutation rates in the variable region antibody genes. The frequency of mutation is causally and directly linked to transcription, which provides ssDNA and drives supercoiling that stabilizes secondary structures containing unpaired, intrinsically mutable bases. Simulation analysis of transcription in VH5 reveals a dominant 65 nt secondary structure in the non-transcribed strand containing six sites of mutable ssDNA that have also been identified independently in human B cell lines and in primary mouse B cells. This dominant structure inter-converts briefly with less stable structures and is formed repeatedly during transcription, due to periodic pauses and backtracking. In effect, this creates a stable yet dynamic "mutability platform" consisting of ever-changing patterns of unpaired bases that are simultaneously exposed and therefore able to coordinate mutagenesis. Such a complex of secondary structures may be the source of ssDNA for enzyme-based diversification, which ultimately results in high affinity antibodies.
Introduction
When B cells recognize a foreign antigen, a series of successive events are initiated that ensure the rapid evolution of antibodies with high affinity for their target antigen. The frequency of point mutations during somatic hypermutation (SHM) increases to an estimated 10 −3 mutations per base per generation, which is a million-fold higher than background in the rest of the genome (Rajewsky, 1996) . Research in this field has primarily focused on enzyme-catalyzed antibody diversification, i.e., mechanisms by which point mutations can occur at all base positions due to the activities and interactions of activation-induced cytidine deaminase (AID) and multiple mutagenic pathways involving base excision, mismatch repair and error-prone DNA polymerases (reviewed in Barreto et al., 2005; Honjo et al., 2005; Longerich et al., 2006; Odegard and Schatz, 2006; Neuberger and Rada, 2007; Teng and Papavasiliou, 2007) .
A number of studies indicate that transcription plays a key role in SHM by exposing ssDNA and thus allowing access to enzyme-based mutation Chaudhuri et al., 2003; Dickerson et al., 2003; Lebecque and Gearhart, 1990; Pham et al., 2003; Ramiro et al., 2003; Ronai et al., 2007; Shen and Storb, 2004; Yang et al., 2006; Yoshikawa et al., 2002) . Transcription is required for SHM, and the initiation site defines the 5′ boundary of the hypermutable region (Betz et al., 1994; Peters and Storb, 1996; Rada et al., 1998; TumasBrundage and Manser, 1997) . The frequency of point mutations correlates with levels of transgene-specific pre-mRNA (Fukita et al., 1998) , and increased transcription levels correlate directly with mutation rate (Bachl et al., 2001; Bachl and Olsson, 1999) . Transcription drives supercoiling (Liu and Wang, 1987) , which stabilizes DNA secondary structures (SSs) containing unpaired bases that are chemically unstable and intrinsically mutable (Lindahl, 1993; Singer and Kusmierek, 1982) . Such SS elements have been implicated as targets for AID. For example, it has been hypothesized that negatively supercoiled DNA, exposed in the context of transcription, produces ssDNA targets for AID. Alternatively, it has been proposed that AID binds directly to short stretches of ssDNA exposed by RNA polymerase. Yet, although the consensus in the field is that the availability of ssDNA substrate is likely AID-independent and precedes enzyme-based diversification (Ramiro et al., 2003; Ronai et al., 2007) , the transcriptionally driven structural elements recognized by AID have not been characterized.
The present study aims to characterize these elements by using the mfg computer program to simulate transcription in VH genes. This program has repeatedly demonstrated predictive value in analyzing mechanisms of mutagenesis in SSs formed during transcription in both prokaryotes (Reimers et al., 2004; Schmidt et al., 2006; Wright et al., 2003; Wright, 2004) and eukaryotes (Wright et al., 2002; Wright et al., 2004; Wright et al., 2006) . The role of DNA sequence in mutagenesis is simulated by folding successive segments of ssDNA to form SSs in the non-transcribed strand. Assuming that each fold must be initiated with an unpaired base, mfg selects the most stable SS [determined by mfold (Markham and Zuker, 2005) ] in which each base is unpaired, thus modeling the competition between alternate SSs for shared nts during transcription in vivo. The resulting simulation of SHM reveals a complicated mechanism that involves pausing and "backtracking" of the folding process, in which the dominant highest stability SS forms repeatedly, providing maximum exposure for coordinated mutagenesis among 26 critical mutable bases. In the present study and in other systems, the SSs formed are too large to exist in transcription bubbles (Krasilnikov et al., 1999; Rahmouni and Wells, 1992) , and are assumed to form in supercoiled DNA in the wake of the transcription complex (see Discussion and Materials and Methods).
Mfg analysis of VH5 has resulted in a model of SHM and coordinated mutagenesis in which experimentally-determined mutations most frequently occur in five highly mutable sites, or "block" mutations located in stable, exposed ssDNA segments of a 65 nt SS. This model has received independent support from a recent study of the same gene sequence (Ronai et al., 2007) , in which ssDNA segments isolated from splenocyte DNA of immunized mice were identified by chemical means (i.e., bisulfite conversion assay). Specifically, the unpaired mutable Sites in our model are identical to those within the ssDNA segments described by Ronai et al. Hence our theoretical studies, which are strongly supported by both chemical and mutation frequency data, predict that each V region DNA template has evolved to expose critical mutable bases in highly stable SSs.
Materials and Methods

Genes analyzed
The sequence and mutation frequencies of the following Ig genes were included in our analyses: VH5 (GenBank accession numbers X92278 and M99684) (Zheng et al., 2005) and VH4 (GenBank accession number L10088). In VH5 the mfg nt number 1 corresponds to nt 311 in the GenBank sequence, and in VH4, the mfg nt number 1 corresponds to number 85 in the GenBank sequence.
The computer programs, mfold and mfg
The computer program, mfg, was created to predict the intrinsic mutability of unpaired bases in SSs of the non-transcribed strand during simulated transcription (Wright et al., 2003) . Mfg interfaces with the mfold program, which simulates the melting of a segment of single-stranded nucleic acids in solution (Markham and Zuker, 2005) and reports all possible SSs that can form from each folded segment, in descending order of their stability. Free energies are computed by summing Boltzmann factors over every possible folded state. For each base in a specified window size, mfg selects and reports the most stable SS(s) in which that base is unpaired (which may or may not be a proximal sequence), and also reports the percent of total folds in which it is unpaired during transcription. The Mutability Index (MI) of each unpaired base is the product of these two variables, −ΔG and percent unpaired. This program is available on the web with directions for its use: http://biology.dbs.umt.edu/wright/upload/mfg.html. In a sliding window analysis mfg folds successive segments of the non-coding strand. Thus, in effect, nts are continuously removed from the 5′ end and added to the 3′ end. This process would involve a running competition for shared nts between the successive, inter-converting SSs of different stabilities and pause times. The major difference between mfold and mfg is that mfold simply folds successive single-stranded segments, while mfg must temporarily halt the folding process in the forward direction when a stem is encountered. Mfg must then find the most stable SS in which each paired base of the stem is unpaired. In the meantime, transcription and the folding window of the non-coding strand are moving forward.
Assumptions underlying the mfg computer program
Extensive experimental and theoretical work has clarified the role of free energy parameters governing superhelical strand separation transitions (Benham, 1996; Breslauer et al., 1986; Dayn et al., 1992; Krasilnikov et al., 1999) . Computational methods are available for predicting DNA sites where torsional stress destabilizes the duplex and results in strand separation, ssDNA and SS formation. Secondary structures at destabilized sites result from inverted complementary sequences that hydrogen bond to form stems. Sequence segments that form SSs are clearly selected during evolution, as they occur in DNA about 10,000 times more frequently than predicted by chance (Lilley, 1980) . In the present work and in other systems (Dayn et al., 1992; Lilley, 1980; Wright et al., 2002; Wright et al., 2003) , these SSs are probably located in negatively supercoiled DNA in the wake of the transcription complex. Transcriptionally-driven SS formation in vivo has been quantitatively measured and is highly localized (Krasilnikov et al., 1999; Rahmouni and Wells, 1992) . Evidence from templating mutations implicate 40-50 nt SSs (Wright et al., 2003) and atomic force microscopy has shown formation of SSs as large as 53 nts (Shlyakhtenko et al., 1998) . Dayn et al. (1992) have demonstrated that increased promoter activation and transcription levels correlate with the size of SSs formed, presumably due to increased availability of ssDNA. Using mfg, mutation rates in prokaryotes have been correlated with rates of transcription determined by mRNA half-lives and concentrations (Reimers et al., 2004) , and transcription levels have been found to correlate with promoter strength and supercoiling . Thus, when simulating transcription using mfg, the window size is assumed to be directly proportional to the level of transcription, i.e., the number of nucleotides in ssDNA that form SSs in the non-transcribed strand. Using this program, it has been possible to establish good correlations between MIs and experimentally-determined mutation frequencies. Secondary structures have long been implicated in SHM (Rogozin and Diaz, 2004) , and mutation frequencies are also known to correlate with transcription frequency. The present study describes mechanisms by which these correlations can occur during SHM.
Results
Secondary structures and coordinated mutagenesis in VH5
A large mutation database is essential for meaningful analyses of the relationship between base exposure and mutability. Another essential characteristic for clarifying the mechanism of coordinated mutagenesis is the presence of several "block" mutations within a single SS. Both of these attributes are found in the data for hypervariable region VH5 (Zheng et al., 2005) , which was cloned from isolated germinal centers and has an atypically high number of mutations (7,491).
Mutation frequencies in the variable region of VH5 are especially high in complementaritydetermining regions 1 (CDR1) and 2 (CDR2) and in the framework segment immediately 3′ to CDR2 (Fig. 1A) . Simulations of transcription with a 65 nt window revealed a SS (nt 113-177) of particular interest, SS14.9 (Fig. 1B) , referred to by its stability (−ΔG = 14.9 kcal / mol). The mutable sites (numbered 1-6, in red), composed of unpaired bases (yellow), are shown. These sites are also seen in the three relevant 30 nt structures ( Fig. 1C-E) , which presumably represent lower levels of transcription. The extent to which unpaired bases are exposed is remarkably similar and high at both levels of transcription (Fig. 1F ). [Transcription levels are assumed to be directly proportional to the size of SSs (see Materials and Methods)].
The central most stable VH5 65 nt structure ( Fig. 2A ) is SS14.9, which has six ssDNA Sites totaling 30 highly unpaired bases (% unpaired in parentheses under each Site). As paired bases are unlikely to mutate, mutations that are shown in stems actually occur in other structures in which those bases are unpaired. Two examples ( Fig. 2A , smaller figures) are shown: If the highly mutable G between Sites 1 and 2 (73 mutations in green) is selected by mfg, the structure to the left (SS10.2) is shown. This base (G) is unpaired in only 13% of its folds. Similarly, if one of the As or the T in the stem between Sites 3 and 4 (54, 70, and 18 mutations in green) is selected, SS12.7 to the right is shown. This is the most stable SS in which those three bases are unpaired (in 24% of their folds) during transcription. In addition, mfold reveals two possible configurations for nt 113-177: SS14.9 (Fig. 2B , mfold's depiction of SS14.9) and SS14.5 (Fig.  2C ). The mutations (46 and 35 in green) in bases C and A in the stem of Site 5 are explained by the less stable configuration of SS14.5, in which these bases are unpaired (Fig. 2C) . [When the transcribed strand is folded, the most stable and repetitive SS has a −ΔG of 13.2; thus the non-transcribed strand is energetically favored as the primary source of mutations.] SS14.9 is first formed just 3′ of CDR1 (Fig. 1A ) and thereafter appears repeatedly by a "backtracking" mechanism (see below). Many unique, brief inter-conversions of SS14.9 occur to and from less stable SSs, such as SS10.2 and SS12.7, as shown in Figure 2A and in the computer output (Table 1 ). In general, there is a correlation between highly mutable and highly unpaired bases in SS14.9 during transcription (Fig. 2D ). Site 2 is the only highly unpaired sequence that is not mutated, suggesting that it is a protected site (this may also be true of SS14.9 pre nt 107-113; see below). Horizontal arrows indicate the location of stems. The fourth column of Table 1 indicates the most stable fold in which each base of this sequence is unpaired. As seen by comparing the first and last columns, these folds may or may not be initiated at the location of that base in the sequence. That is, a pause in the folding process can occur, and some folds have backtracked in the 5′ direction.
3.2 The process of "backtracking" underlying the repeated appearance and conversion of SS14.9 pre to SS14.9
In the formation of SS14.9 from its precursor, SS14.9 pre (Fig. 3A) , each 65 nt fold beginning at nt 107 and proceeding to nt 113 is initiated at a successive base in the sequence (bolded black in Table 1 ). However, the C at nt 114 is paired, at the beginning of an extremely stable stem (boxed nts 115 and 116 are never unpaired subsequent to the initial formation of this stem). Therefore, when the folding window reaches paired base 114 in the sequence (Table 1) , mfg must choose the most stable SS in which that C is unpaired. That fold, nts 50-114 ( Fig.  3B ; SS5.2 in blue), occurred earlier in the sequence at nt 50 (not shown). We call this phenomenon, in which a paired base initiates backtracking, "Stem-Induced Backtracking", or S-IB. Conceptually, this complex process is best described by a graph (Figs. 3B and C) in which the nt sequence, 5′ to 3′, is shown on the ordinate, from bottom to top. The direction of the folding window is shown left to right. Thus, in Figure 3B , each 65 nt fold that occurs at each nt in the sequence (ordinate) is depicted in the horizontal direction (abscissa), and each point (diamond) is the first nt of the fold. The diagonal lines indicate the initiation of unfolded strands. Representative horizontal lines are shown, indicating the 65 nt length of each fold. Note that the same fold can occur more than once. For example, fold 77-141 (brown) is first seen initiated at nt 77; later in time, following S-IB, this fold occurs again at base 141. The resulting pattern of points initiating successive folds moves both upward, 5′ to 3′ (bottom to top), and to the right. However, the repeated formation and conversion of SS14.9 pre to SS14.9 becomes a "standing wave" that does not move. The extent to which a fold at any nt can backtrack depends upon the chosen window size. The stem (paired base) at which S-IB is initiated depends upon how far transcription, and thus the resulting folding window of the nontranscribed strand, has progressed. Folds which begin with each of the eight paired bases of the first stem (nts 114 through 121; Fig. 3A and B) result in eight backtracks, with respect to the location of the folding complex at nt 113, to form less stable SSs (Table 1 ). The first backtracked fold, nt 50-114 (SS5.2, blue), is an entire 65 nt window length 5′ to the position of the folding complex. The subsequent seven folds at Stem I are seen scattered between nts 114-121. When the folding window reaches the first unpaired base at each Site, mfg reinitiates folding at nt 107, as SS14.9 pre is the most stable SS in which all bases at all Sites are simultaneously unpaired. Thus, the formation and conversion of SS14.9 pre to SS14.9 occurs repeatedly at each Site of unpaired bases; the number of folds (always beginning with nt 107) equals the number of unpaired bases at each Site ( Fig. 3A and B) . As this process occurs at each unpaired base (30 times), the simultaneous exposure of unpaired bases for coordinated mutagenesis is maximized within a minimum sequence length. At each stem after Site 1 (nts 129, 141, 152, 161, and 168), S-IB continues to occur, but must stop all together when the folding window advances to the point at which no more unpaired bases exist at the 5′ end of SS14.9 pre (Fig. 3A) . Thus, at the first unpaired C of Site 6 (nt 171), mfg reports all seven folds as the most stable in which that base is unpaired. At the last 3′ C, only one fold (113-177) is shown.
S-IB is not window size-sensitive, i.e., essentially the same mechanism is observed using a 30 nt window (Fig. 3C ) as seen using a 65 nt window. However, three SSs are now required to include the six Sites in SS14.9 (Fig. 1C-E) . The example shown is the conversion of SS10.5 pre with Site 1 to SS10.5 with Sites 1 and 2. Only one repeat of SS10.5 pre occurs (Site 1) before the last window of SS10.5 is formed (Fig. 3C ).
The length of nts folded (window size) at any level of transcription would be expected to vary in vivo, especially at pause sites. As a single window size must be chosen for each analysis, mfg cannot reflect a more realistic, variable size for predicting SSs. However, as seen in Figure  3C (and see Supplementary data), window size is not critical to S-IB (see Discussion).
A similar analysis of S-IB in two inter-converting SSs of VH4 is described in Supplementary data. Ronai et al. (2007) isolated nuclei from splenocytes of immunized mice and prepared "chromatinized" DNA, to determine whether ssDNA is enriched in vivo in regions that undergo SHM during transcription in a constitutively hypermutating Ramos B cell line. Using a chemical assay (sodium bisulfite, which deaminates dCs in ssDNA), they described chromatinassociated ssDNA regions targeted for SHM in the VH5 gene. We therefore sought to locate the SS14.9 Sites ( Fig. 2A) in the sequences containing ssDNA "patches" (generously provided by D. Ronai and M. D. Schraff). Table 2 and Table 3 summarize the occurrences of our mutable Sites (bolded) in those patch sequences. The nt sequence of each patch and each of the six Sites are also located with respect to mutation frequencies (Fig. 1A and Fig. 4) . Thus, in the nontranscribed strand, the simultaneously-exposed mutable bases in SS14.9 are identical to the ssDNA sequence segments of Ronai et al. In the transcribed strand, the data of Ronai et al. [see Fig. 3C of (Ronai et al., 2007) ] show only one ssDNA patch in CDR2 (which has the highest frequency of mutations), and we found only two occurrences of our Sites in patches of that strand, suggesting that mutations occur primarily in the non-transcribed strand.
Independent experimental evidence for the model of SHM and S-IB in VH5
Site 1 (with seven unpaired bases) was the only Site located alone (six times) in a ssDNA patch, and was observed a total of 12 times in ssDNA patches (alone and with Sites 2 and 3) ( Table  2 and Table 3 ). The diminishing occurrence, 5′ to 3′, of mutable Sites in the ssDNA patches (Table 2) correlates with the diminishing repeats of SS14.9 pre that expose all mutable Sites ( Fig. 3B and Table 3 ). These correlations are consistent with a key role for stem stability ( Fig.  3A and Table 2 and Table 3 ) in the initiation of S-IB, in which the maximum number of eight backtracks (nts 114-121) are followed by the most repeats (seven at S1). These repeats are triggered in response to the first and most stable stem (Stem I, Fig. 3A and Table 3 ). The total number of mutations at all sites is shown in Table 3 (see Discussion).
Discussion
Transcription-driven mutagenesis and S-IB
Evidence for mutagenesis in SSs and was pioneered by Ripley and Glickman (1983) , and more recently recognized as the result of transcription-driven supercoiling that stabilizes SSs containing intrinsically mutable unpaired bases (Reimers et al., 2004; Schmidt et al., 2006; Wright, 2000; Wright et al., 2002; Wright et al., 2003; Wright, 2004; Wright et al., 2004; Wright et al, 2006) . Hoede et al. (2006) investigated the influence of transcription-directed mutagenesis (TDM) on genome evolution, and demonstrated that the control of TDM through DNA SSs is under selection in the E. coli bacterial genome. In a recent analysis of SHM in the TP53 gene in B-cell chronic lymphocytic leukemia, Malcikova et al. (2008) , found evidence for TDM in a number of genes. In two cases, the AID enzyme also contributed to (i.e, was superimposed upon) the hypermutation process, suggesting a reconciliation for the simultaneous existence of intrinsic and enzyme-based mutagenesis.
The formation of a SS from a specific ssDNA sequence, predicted by mfold (Markham and Zuker, 2005) , is determined by free energy parameters governing superhelical strand separation transitions where torsional stress destabilizes the duplex and results in strand separation, ssDNA and secondary structure formation (Materials and Methods). However, to our knowledge, mfg is the only tool for predicting the successive formation and inter-conversion of the most stable, smaller SSs that presumably exist in vivo during transcription of sequences hundreds of nucleotides long. The assumptions underlying this algorithm are logical: each successive fold must be initiated by an unpaired base, and the most stable SS in which each base is unpaired will dominate the folding pathway. Although SS14.9 dominates and reappears most frequently, other SSs of lesser stability are formed, as the result of complex interconversions, the energetic properties of ssDNA, and changing window sizes that must occur. Use of this program has revealed a new mechanism of mutagenesis that incorporates and augments the underlying cause of TDM -base exposure -by repetitive formation of the most stable SS in which all unpaired bases are exposed. Repetitive SS formation is dependent upon SS stability (−ΔG) and upon relative stem stabilities within the dominant SS (Fig. 3 and see Supplementary data). Although the mechanism of pausing and S-IB predicted by mfg analysis cannot precisely simulate conditions in vivo, it could approximate the essential characteristics of these mechanisms triggered by high stability SSs.
Mechanisms of Pausing and Backtracking
The point in time during transcription at which pausing and S-IB occurs depends upon the location of the folding window, which moves 5′ to 3′ at a rate determined by transcription. Presumably, S-IB occurs in negatively supercoiled ssDNA in the wake of the transcription complex, and therefore has relatively little effect on the rate of transcription. However, supercoil-stabilized DNA structures in promoters are known to cause RNA polymerase pausing and block transcription (Bagga et al., 1990; Peck and Wang, 1985) . Krohn et al. (1992) examined the effects of template topology on RNA polymerase pausing during in vitro transcription, and demonstrated a direct correlation between pause strength and the negative superhelical densities of the templates used. There are also a number of studies demonstrating that pause sites tend to occur at the base of a stem in SSs (Suo and Johnson, 1998; Weaver and DePamphilis, 1984) . In the latter work the arrest of DNA synthesis in vitro was analyzed, and the polymerase stopped precisely at the base of the stem, regardless of the direction from which the enzyme approached. Thus, mfg simulations of folding DNA per se may have revealed a contributing cause of pausing in vitro and in vivo, i.e., new folds in ssDNA are inhibited by stems because each fold must be initiated with an unpaired base.
RNA polymerase arrest and backtracking have been explained by disengagement of the enzyme from the 3′ end of the transcript followed by backward movement along the DNA with concomitant reverse threading of the intact RNA through the enzyme, which could account for most polymerase pauses (Galburt et al., 2007; Komissarova and Kashlev, 1997) . In a recent theoretical paper (Voliotis et al., 2008) transcriptional pausing was found to result in bursts of mRNA production, suggesting that transcriptional pauses may be a significant contributor to variability in rates of transcription.
With respect to pausing and backtracking in the non-transcribed strand of VH5, an appropriate comparison may be to the non-coding segment of human mitochondrial DNA (mtDNA). Replication fork arrest and stalling occurs frequently during transcription, and is thought to be mediated by hairpin SSs in D-loops which form a structural barrier (Bowmaker et al., 2003; Kaguni and Clayton, 1982) . Pereira, et al. (Mol. Biol. Evolution, in press) , recently used mfold to investigate the formation of SSs in mtDNA. A new cloverleaf-like SS (very similar to SS14.9) with an atypically high folding potential was predicted for a 93 bp stretch of the Control Region 5′ peripheral domain. Mutational heterogeneity was analyzed in a phylogenetic tree containing 2,137 human mtDNA sequences with more than 10,000 independent mutations, and these authors conclude that this structure (SS11.3) is responsible for the rate of base substitutions in hypervariable region I (HVRI). An mfg analysis of this sequence shows S-IB very similar to that in VH5, i.e., repeated folding of the most stable SS and exposure of unpaired bases triggered by the first, most stable stem in SS11.3 (unpublished data).
A model for SHM
Evidence suggests that the hypermutation mechanism, although site-specific, is random in terms of base-pair substitutions (MacLennan, 1994) . Extremely high mutation frequencies (10 −3 ) are apparently essential for producing the number of variations required to test, change and coordinate mutations in fitting antibody to antigen. The rate of V H and V L transcription is negligible in germ-line DNA, but variable-region gene rearrangements close the gap between enhancers and promoters to increase the rate of transcription approximately 10,000-fold. This in turn should increase supercoiling that stabilizes SSs, and therefore increases the availability of unpaired bases in these structures. Unpaired bases are thermodynamically unstable, and point mutations occur by known chemical mechanisms having finite, significant activation energies under physiological conditions (Drake et al., 1983; Singer and Kusmierek, 1982) . Non-enzymatic protonation and deamination of cytosine in ssDNA occur 140-fold more frequently than in dsDNA (Frederico et al., 1990; Frederico et al., 1993; Lindahl, 1993; Lindahl and Nyberg, 1974) . CpG sequences are methylated non-enzymatically by Sadenosylmethionine, rendering them 40-fold more susceptible to deamination than nonmethylated CpG sequences. Two major non-enzymatic mutagenic events, the hydrolytic deamination of C and the oxidation of G, are estimated to occur 100-500 times per day in each human cell, and 2,000-10,000 purine bases turn over per day in each cell owing to the hydrolytic depurination and repair of unpaired bases in ssDNA. Thus, G and C are much more mutable by these mechanisms than A and T, and, because of its size, A is more likely than C or T to replace G at apurinic sites. It is therefore conceivable that the million-fold increase in mutation frequency is due to the approximate 10,000-fold increase in rate of transcription and exposure of unpaired bases in SSs. In that event, enzyme-based mutagenesis would subsequently be superimposed upon a mutation frequency of 10 −3 per base per generation, and it would be difficult experimentally to distinguish between the two mutagenic mechanisms. However, transcription per se has been shown to result in a 20-fold increase in AID-induced mutations in E. coli (Ramiro et al., 2003) , and recent studies of Ronai et al. (2007) have shown that the formation of ssDNA requires transcription but not AID. Although DNA repair proteins clearly modify the spectrum of mutations, they have relatively minor effects on mutation frequency (Frey et al., 1998; Kim et al., 1999; Li et al., 2006; Phung et al., 1998) .
A dynamic model coupling transcription and mutation is proposed for intrinsic and superimposed enzyme-catalyzed mutagenesis over time during affinity maturation. Such a mechanism is ideal for coordinating mutagenesis in producing, repeatedly modifying, rejecting and finally selecting the vast number of gain-of-function mutations and high affinity antibodies required for humoral immunity. The primary SS dominating this model in VH5 is SS14.9, in which experimentally-determined mutation frequencies correlate with the extent to which a base is unpaired (% unpaired, Fig. 2D ). Table 1 and Figure 2 depict a transitional, dynamic equilibrium in which 26 highly unpaired and mutable bases in SS14.9 have multiple opportunities for testing and modifying mutagenesis within changing populations of unpaired bases in different structures available to enzyme modification. For example, when SS12.7 ( Fig.  2A) is formed, mutable unpaired bases (green) can coordinate mutagenesis with all bases at Sites 1, 2, and some bases at Site 3. At high levels of transcription, S-IB results in the repeated appearance of SS14.9 stabilized by supercoiled DNA, in effect providing a stationary yet dynamic platform for mutagenesis. This mutagenic mechanism offers multiple sources of variability for modifying mutagenic patterns and repeatedly receiving feedback for the fit of antibody to antigen during the course of affinity maturation. The degree of success with which the relevant mutant antibody increases its affinity for cognate foreign antigen monitors and guides the outcome of selection or rejection.
Independent data of Ronai et al. provide strong support for the proposed model by demonstrating (Fig. 4 and Table 2 and Table 3 ) that the mutable Sites in SS14.9 are actually located in ssDNA patches that occur ex vivo. The frequency with which specific patches of ssDNA were found in the non-transcribed strand does not correlate with mutation frequency (Fig. 4 and Table 2 and Table 3 ). The most striking correlation is between stem stability and the number of patches containing Site 1 (Table 3) . Moreover, no other Site was found alone in any patch. The frequency of Site 1 in ssDNA patches, and the correlation between occurrences of a Site in a patch and the number of S-IB repeats (Table 3) are consistent with the mechanism of S-IB (Fig. 3) . The data of Ronai et al. are also consistent with the 65 nt size of SS14.9, which can accommodate all six Sites. Four of their ssDNA patches include Sites 1, 2, and 3 (Table 2  and Table 3 ) in a 34 nt sequence. According to mfold, these three structures (Fig. 1C-E ) cannot co-exist in a conformation of this size, i.e., the SS must be larger (data not shown). Also, Site 3 is found in ssDNA patches containing Sites 1 and 2 as well as in patches containing Sites 4 and 5; similarly, Sites 4 and 5 are also found with Site 6. These data are consistent with the presence of all Sites and patches within the same large structure, i.e., SS14.9.
The predictive value of mfg has been demonstrated by correlations between predicted and experimentally-determined mutation frequencies during transcription, in particular, for hypermutable codons of p53 (Wright et al., 2002; Wright et al., 2006) , and by the predicted effects of transcription, promoter strength and supercoiling on base mutability. In the present study, the model of SHM is substantiated by three types of experimental data: (1) high mutation frequencies determined experimentally in VH5 occur in highly unpaired (% unpaired) bases predicted by mfg ( Fig. 1A and F; Fig. 2D and Fig. 4) ; (2) unpaired mutable bases in SS14.9 are identical to those identified in ssDNA patches described by Ronai et al. during transcription and SHM in mutating V regions of VH5 in which DNA-protein complexes were preserved in the context of chromatin in human B cell lines and in primary mouse B cells; and (3) the frequency with which our mutable Sites are found in their ssDNA patches is consistent with the mechanism of S-IB, and not correlated with the concentration of ssDNA or mutation frequencies in a patch (Table 2 and Table 3 ). Thus, in effect, the ex vivo experimental data of Ronai et al. were predicted by the in silico model of mutagenesis in the non-transcribed strand of VH5 presented here. As the data of Ronai et al. come from a cell line that mutates constitutively, the resulting mutation frequency should in part reflect the intrinsic mutability of unpaired bases in ssDNA (Lindahl, 1993; Singer and Kusmierek, 1982) .
The mutagenic mechanisms observed in this study are consistent with several characteristics of SHM. Since mutation frequency is directly dependent upon transcription frequency, the mechanism of mutagenesis would be expected to be essentially the same at all levels of transcription. Thus, base exposure (% unpaired) should, ideally, be high at all levels of transcription. This has been observed in VH5 (Fig. 1F) as well as in VH4, VH 186.2 and VH 94 (unpublished data). Also, the repeated exposure of unpaired bases via S-IB is usually initiated at the same stems at different levels of transcription. This is seen in VH5 (Fig. 3B and C) as well as in VH4 (Supplementary data). Maximizing variability and the efficiency of coordinated mutagenesis for high frequency gain-of-function mutations is the essence of SHM. These analyses reveal sets of contiguous unpaired bases located in loops of the single most stable SSs formed at each level of transcription, and S-IB results in the repeated, simultaneous exposure of all unpaired bases within a minimum sequence distance at all levels of transcription. Such a dynamic platform of ssDNA is an ideal target for enzyme-based diversification resulting in high affinity antibodies.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material. (A) During transcription the window size for folding the non-coding strand moves 5′ to 3′ as SS14.9 is formed from its precursor. (B) As mfg must choose an unpaired base to initiate each fold, S-IB occurs at each paired base of each stem. Two examples of S-IB are highlighted, triggered at nt 114 preceding Site 1 (blue), and at nt 141, preceding Site three (brown). The latter fold first occurs at nt 77 (brown), prior to the initial formation of Stem 1 (seen Table 1 ). (C) A similar analysis showing S-IB using a 30 nt window during the conversion of SS10.5 pre to SS10.5 The location of the six mutable Sites in SS14.9 are shown (bolded) in five different ssDNA patches as defined by Ronai et al. (2007) . The location of these Sites is also seen in the mutation frequency profile of the VH5 gene ( Figure 2 and Table 2 and Table 3 b See Figure 3B .
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