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Introduction
The main subject of this thesis is nonlinear partial differential equations (PDEs) arising
from hydrodynamics. The most important nonlinear PDEs arising from hydrodynamics
is the Navier-Stokes equations:
∂tu−∆u+ (u · ∇)u+∇pi = 0 in Ω× (0,∞),
divu = 0 in Ω× (0,∞),
u = 0 on ∂Ω× (0,∞),
u(x, 0) = u0 in Ω,
(N-S)
where Ω ⊂ R3 is a region which is occupied by the viscous incompressible fluid; u and
pi are unknown velocity and pressure of fluid in the domain Ω, respectively. We refer
to the monographs of Ladyzhenskaya [37], Temam [54], Galdi [20, 21] and Sohr [51] for
the mathematical theory of the Navier-Stokes equations and Imai [28] for the physical
backgrounds of the equations.
Of course, the Navier-Stokes system is quite important problem. Especially, the
uniqueness and regularity of global weak solution and existence of global smooth so-
lution for large initial data are main problems of modern mathematics. However, in view
of applications, the Navier-Stokes system is not enough to explain motion of fluids with
some situations. For example, if we consider motion of viscous incompressible Newtonian
fluid with heat conduction or motion under the influence of electric-magnetic fields, we
have to consider not only the Navier-Stokes equations but also equations for heat transfer
or for evolution of electric-magnetic fields. Namely, we have to consider some coupled sys-
tem of the Navier-Stokes equation and heat transfer equation or constitutive equations for
electric-magnetic fields, respectively. And also, if we consider motion of non Newtonian
fluids, we cannot rely on the Navier-Stokes system. In order to treat such complicated
problems mathematically, we need to extend the Navier-Stokes equations into the suitable
forms. By such extension, the system becomes large one, loses some symmetric property.
In this thesis, we mainly study two systems of equations. The first one is the magneto-
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hydrodynamic system which is a coupled system of the Navier-Stokes equations, Maxwell’s
equations and Ohm’s law under the MHD approximation.
∂tv −∆v + (v · ∇)v +∇pi +B × curlB = 0 in Ω× (0,∞),
∂tB + curl curlB + (v · ∇)B − (B · ∇)v = 0 in Ω× (0,∞),
div v = 0, divB = 0 in Ω× (0,∞),
v = 0, n ·B = 0, curlB × n = 0, on ∂Ω× (0,∞),
v(x, 0) = u0, B(x, 0) = B0 in Ω.
(MHD)
Here Ω is three dimensional exterior domain; u and pi are unknown velocity and pressure,
respectively; B is unknown magnetic field; n is the unit outer normal on ∂Ω. The
magnetohydrodynamic system is known to be one of the mathematical models describing
motion of viscous incompressible and electrically conducting fluids. For example, liquid
metal, quick silver or single component plasma. For details we refer to the monographs
of Cowling [9] and Landau and Lifschitz [39].
The second one is the micropolar fluid system.
∂tv − (ν + χ)∆v + v · ∇v +∇pi = χ rotw in Ω× (0,∞),
∂tw − γ∆w + v · ∇w + 2χw − (α+ β)∇ divw = χ rotv in Ω× (0,∞),
div v = 0 in Ω× (0,∞),
v = 0, w = 0 on ∂Ω× (0,∞),
v(x, 0) = v0, w(x, 0) = w0 in Ω.
(MPF)
Here Ω is three dimensional bounded domain or exterior domain; u and pi are velocity and
pressure; w is angular velocity of micro particles. ν, χ, α, β, γ are the viscosity coefficients.
The micropolar fluid system describes motion of viscous incompressible fluid with micro
structure. For example, animal blood, liquid crystal, milk and dilute aqueous polymer
fluids. For details we refer to the monograph of ÃLukaszewicz [41].
Of course, (MHD) and (MPF) essentially include the classical Navier-Stokes equations.
Therefore we do not know the uniqueness of global weak solution or existence of global
strong solution for any initial data. However, if initial data are small in L3-sense (3 means
dimension), we can expect that there exists a global strong solution.
One of the standard ways to investigate global in time existence of such problems is
the analytic semigroup theory. Roughly speaking, from analytic semigroup theory, our
problems are rewritten in abstract evolution equation in some Banach space. Let Xp(Ω)
be a Banach space over Ω and A be a densely defined closed operator on Xp(Ω). Let
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U (t) ≡ U (·, t) be unknown function in Xp(Ω). The main subjects of this thesis are
rewritten in the following abstract Cauchy problem of the following form with suitable
Xp, U (t), U 0, A and N (U )(t).{
U ′(t) +AU (t) +N (U )(t) = 0, t > 0,
U (0) = U 0.
(ACP)
For example, in the case of (N-S), we choose Xp(Ω) is Lpσ(Ω), U (t) = u(t), A = −P∆
with nonslip boundary condition and N (U )(t) = P [u(t) · ∇u(t)]. Here Lpσ(Ω) denotes
Lp solenoidal space associated with Helmholtz decomposition of vector field and P the
continuous projection from Lp(Ω) onto Lpσ(Ω) (see Section 1.2).
If −A generates an analytic semigroup (e−tA)t≥0 on Xp(Ω), by Duhamel’s principle
(constant variation formula) (ACP) is converted into the following system of integral
equations:
U (t) = e−tAU 0 −
∫ t
0
e−(t−s)AN (U )(s) ds. (INT)
To solve our problems globally in time, we have to show global in time existence theorem
for the above integral equations. In order to do this, we need good decay estimates for
e−tA for handling the nonlinear terms. Once we get good decay estimates for e−tA, by the
successive approximation (or contraction mapping principle), we can solve (INT) globally
in time. The original idea to solve (INT) goes back to that of Kato [32]. Kato showed
global in time existence theorem of the Navier-Stokes initial value problem in R3 by using
Lp-Lq estimates for the Stokes semigroup and successive approximation. In view of the
argument of Kato, the crucial step to solve some nonlinear problems is to get Lp-Lq type
estimates for corresponding linearized problem.
In the case of the magnetohydrodynamic system (MHD), we chooseXp(Ω) = Lpσ(Ω)×
Lpσ(Ω) and set
A
[
v
B
]
=
[
−P∆ 0
0 curl curl
][
v
B
]
for
[
v
B
]
∈ D(A),
where
D(A) =
{[
v
B
] ∣∣∣∣ v ∈W 2,p(Ω) ∩W 1,p0 (Ω) ∩ Lpσ(Ω),B ∈ {W 2,p(Ω) | curlB × n = 0 on ∂Ω} ∩ Lpσ(Ω)
}
.
The Lp-Lq type estimates for the Stokes semigroup etP∆ (Ω is Rn, Rn+, bounded domain,
exterior domain and some unbounded domains with non-compact boundary) are well
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established, see e.g., [1, 2, 7, 10, 11, 12, 15, 23, 24, 26, 27, 30, 32, 35, 42, 57] and ref-
erences therein. Therefore, in order to solve (MHD), our task is to get such Lp-Lq type
estimates for et(− curl curl) in the exterior domain. The basic idea to show Lp-Lq estimates
for et(− curl curl) is based on that of Iwashita [30] for the Stokes semigroup. The main point
of the argument due to Iwashita is so called local energy decay estimate. In order to
prove local energy decay for et(− curl curl), we consider corresponding resolvent problem. In
particular, asymptotic behavior of the resolvent operator around the origin is crucial.
In the study of the micropolar fluid system, the form of the linear operatorA associated
with (MPF) is more complicated.
A
[
v
w
]
=
[
−(ν + χ)P∆ −χ rot
−χ rot −γ∆− (α+ β)∇ div+2χ
][
v
w
]
for
[
v
w
]
∈ D(A),
where
D(A) = [W 2,p(Ω) ∩W 1,p0 (Ω) ∩ Lpσ(Ω)]× [W 2,p(Ω) ∩W 1,p0 (Ω)].
In the case of the micropolar fluid system, we cannot use the known results of the Stokes
equations directly. Especially, in order to consider the problem in unbounded domain,
we have to investigate e−tA in the whole space, because the linearized problem of the
micropolar fluid system cannot be regarded as the heat equation even in the whole space.
The present thesis is organized as follows.
In Chapter 1, we prepare notations and useful preliminary results used throughout
the present thesis. We will introduce some function spaces, symbols and some standard
lemmas in mathematical analysis of the hydrodynamics. In particular, we will introduce
the Helmholtz-Weyl decomposition of Lp vector fields and Bogovski˘ı’s lemma in this
chapter.
In Chapter 2, we consider initial boundary value problem of the magnetohdyrodynamic
system in three dimensional exterior domain. First we consider linearized problem of
(MHD) and show the operator curl curl with perfectly conducting wall is the generator
of analytic semigroup on Lp solenoidal space. Next we consider the resolvent problem
of such operator in the whole space and exterior domain. In particular, we investigate
asymptotic behavior of the resolvent when the spectral parameter is very close to the
origin. In order to construct the parametrix in the exterior domain, we have to restrict
the genus of the region because of effect of the boundary condition. More precisely, in
order to prove uniqueness result for the Laplace system with perfectly conducting wall
condition, we rely on the result of von Wahl [59]. Therefore we need restriction that
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the first Betti number of the region is 0. By using resolvent expansion formula in the
exterior domain, we show the local energy decay for the semigroup and by virtue of such
energy decay estimate and classical estimates for the heat kernel in R3, we can conclude
the semigroup generated by curl curl admits Lq-Lr type estimates. Finally, with help of
Lq-Lr estimates, we prove existence theorem of global strong solution to (MHD) with
small initial velocity and small initial magnetic field.
In Chapter 3, we study the micropolar fluid system in a bounded domain. In particu-
lar, we mainly study the resolvent problem of A associated with (MPF). In the bounded
domain case, we can rely on the known results of the Stokes equations and elastic equa-
tions by Giga [23], Farwig and Sohr [17] and Agmon, Douglis and Nirenberg [4, 5]. By
the perturbation technique, we will show the resolvent estimate for large spectral pa-
rameter. For small parameter, we essentially use Poincare´’s inequality. We obtain that
semigroup generated by −A decays exponentially. Combining such fact, standard inter-
polation inequality and Sobolev’s inbedding theorem, we have desired Lp-Lq estimates
with exponential decay.
In Chapter 4, we proceed the study of micropolar fluid system. In Chapter 4, we
consider exterior initial boundary value problem. Even in the whole space, we cannot
regard the linearized problem of the micropolar fluid as the heat equations, to consider
exterior problem, first we shall analyze the linearized problem in R3. We apply the
decomposition method to analyze linearized problem in R3. We reduce the problem to the
second order ordinary differential equations by the Fourier transform. First we calculate
the Fourier image of the solutions to linearized problem and investigate the characteristic
roots of corresponding second order ODEs. In particular, signs of roots and asymptotic
behavior of roots are important. Once we get detail informations of roots, we can apply
the Fourier multiplier theorem to estimate the solutions. By exhaustive calculations, we
can conclude linearized micropolar fluid system in R3 admits Lp-Lq type estimates same as
the heat equation. Once we get Lp-Lq estimates in R3, by similar arguments of Chapter 2,
we can obtain desired estimates in the case of exterior domain.
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Chapter 1
Preliminaries
1.1. Notation
Let m be non negative integer and let D denote an open subset of Rn below. By Cm(D),
we denote the space of all m-times continuously differentiable functions and by C∞0 (D)
we denote the set of all infinitely differentiable functions in D with compact support in
D. For the space of all test functions, we use D(D) ≡ C∞0 (D) and for its dual D ′(D).
By S (Rn), we denote the Schwartz space of rapidly decreasing functions and for its dual
S ′(Rn). The Foureir transform defined on S (Rn) is denoted by
fˆ(ξ) ≡ F [f ](ξ) ≡
∫
Rn
e−ix·ξf(x) dx, f ∈ S (Rn),
and Foureir inverse formula is denoted by
fˇ(x) ≡ F−1ξ [f ](x) ≡
1
(2pi)n
∫
Rn
eix·ξf(ξ) dξ.
For 1 ≤ p ≤ ∞, Lp(D) denotes the usual Lebesugue space on D. Lploc(D) ≡ {f ∈
D ′(D) | f ∈ Lp(K) for any compact set K ⊂ D}. Wm,p(D) dnotes the usual Lp-Sobolev
space of order m. Its norm is given by
‖f‖Wm,p(D) ≡
∑
|α|≤m
‖∂αf‖Lp(D)
For function spaces of vector fields, we use the following symbols:
Lp(D)n,Lp(D) ≡ {f ∈ (f1, . . . , fn) | fj ∈ Lp(D), j = 1, . . . , n},
likewise Wm,p(D)n,Wm,p(D), C∞0 (D)
n,C∞0 (D). Moreover we define the function space
LpR(D) as follow:
LpR(D) = {f ∈ Lp(D) | supp f ⊂ BR}.
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We use the following symbols for denoting the special sets, BR = {x ∈ R3 | |x| < R},
SR = {x ∈ R3 | |x| = R}, DL,R = {x ∈ R3 |L ≤ |x| ≤ R}, ΩR = Ω ∩BR, ∂ΩR = ∂Ω ∪ SR.
For two Banach spaces X and Y , L (X, Y ) stands for the set of all bounded linear
operators from X into Y , ‖ · ‖L (X,Y ) denotes its operator norm and L (X) = L (X,X).
In particular, we will use the following abbreviation:
L pR(Ω) = L (L
p
R(Ω),W
2,p(ΩR)).
A (U,X), B(U,X) and Ck(U,X) denote the set of all analytic, bounded analytic and
Ck-class functions defined on U with their values in X, respectively. We set
Ur = {z ∈ C | |z| < r}, U˙r = Ur \ (−∞, 0].
the dot · and the cross × denote the usual inner- and exterior- products in R3, respectively.
Set
(u,v)Ω =
∫
Ω
u(x) · v(x) dx, 〈u,v〉∂Ω =
∫
∂Ω
u(x) · v(x) dσ,
where dσ denotes the surface element of ∂Ω.
For the differentiation of three-vector of functions f = (f1, f2, f3) and the scalar func-
tion p we use the following symbols: ∂jp = ∂p/∂xj, pt = ∂tp = ∂p/∂t,∇p = (∂1p, ∂2p, ∂3p),
div f =
3∑
j=1
∂jfj, curlf = rotf = (∂2f3 − ∂3f2, ∂3f1 − ∂1f3, ∂1f2 − ∂2f1),
∇mf = (∂αxf | |α| = m).
To denote various constants, we use the same letter C and CA,B,... means that the
constant depends on A,B, . . . . The constants C and CA,B,... may change from line to line.
1.2. Helmholtz-Weyl decomposition
In order to treat the Navier-Stokes system, magnetohydodynamic system, micropolar fluid
system and other problems arising from hydrodynamics by the theory of evolution equa-
tion, first we have to eliminate the pressure term from equations, because the pressure
does not have evolution property. In order to eliminate the pressure, here we shall in-
troduce the Helmholtz-Weyl decomposition. To do, first we shall introduce the following
function space:
C∞0,σ(Ω) = {f ∈ C∞0 (Ω)3 | div f = 0 in Ω}.
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Let 1 < p < ∞ and Ω be bounded domain or exterior domain. As is well known that
the Banach space Lp(Ω) admits the Helmholtz-Weyl decomposition (see Fujiwara and
Morimoto [19], Miyakawa [44], Galdi [20, Chapter III] and Simader and Sohr [50]):
Lp(Ω) = Lpσ(Ω)⊕Gp(Ω), ⊕ : direct sum. (1.1)
Here
Lpσ(Ω) = C
∞
0,σ(Ω)
‖·‖Lp(Ω)
, Gp(Ω) = {∇pi | pi ∈ Wˆ 1,p(Ω)},
Wˆ 1,p(Ω) = {pi ∈ Lploc(Ω) |∇pi ∈ Lp(Ω)}.
If ∂Ω is C2,1-hypersurface, the solenoidal space Lpσ(Ω) is characterized as (see e.g., Galdi
[20])
Lpσ(Ω) = {f ∈ Lp(Ω) | div f = 0 in Ω, n · f = 0 on ∂Ω}. (1.2)
Let P = Pp,Ω be a continuous projection from L
p(Ω)3 onto Lpσ(Ω) and then
‖Pf‖Lp(Ω) ≤ Cp‖f‖Lp(Ω) (1.3)
for any f ∈ Lp(Ω).
1.3. Bogovski˘ı’s Lemma
The main point of our arguments in the exterior domain is consisted of usual cut-off
procedures. The equations of fluid mechanics or electromagnetics have divergence free
constraint, thus in the cut-off procedure we have to keep the divergence free conditions.
Bogovski˘ı’s Lemma is standard tool to keep the divergence free condition in the cut-off
procedure. To explain Bogovski˘ı’s Lemma, here we shall introduce the following function
spaces W˙m,q(D) and W˙m,qa (D) as follows:
W˙m,q(D) = C∞0 (D)
‖·‖Wm,q
,
W˙m,qa (D) =
{
f ∈ W˙m,q(D)
∣∣∣∣ ∫
D
f(x) dx = 0
}
.
Here D denotes a bounded domain in R3 with smooth boundary ∂D. We note that
W˙ 0,q(D) = Lq(D).
Lemma 1.1. Let 1 < q < ∞ and let m be a non-negative integer. Then there exists a
bounded linear operator B ≡ BD : W˙m,qa (D)→ W˙m+1,q(R3)3 such that
suppB[f ] ⊂ D,
divB[f ] = f in R3.
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To use Lemma 1.1, we shall use the following lemma.
Lemma 1.2. Let 1 < q < ∞, R > L > R0 and let ϕ(x) ∈ C∞0 (R3) such that ϕ(x) = 1
for |x| ≤ L and ϕ(x) = 0 for |x| ≥ R.
(i) If u ∈ W 2,q(R3)3 and u satisfies the condition: divu = 0 in R3, then (∇ϕ) · u ∈
W˙ 2,qa (DL,R).
(ii) If u ∈ W 2,q(Ω) and u satisfies the conditions: divu = 0 in Ω and n · u = 0 on ∂Ω,
then (∇ϕ) · u ∈ W˙ 2,qa (DL,R).
Proof. It is suffices to show that ∫
DL,R
(∇ϕ) · u dx = 0.
In the first case (i), since ϕ = 0 on SR, we observe that∫
DL,R
(∇ϕ) · u dx =
∫
BR
(∇ϕ) · u dx =
∫
BR
div(ϕu) dx = 0.
In the second case (ii), we observe that∫
DL,R
(∇ϕ) · u dx =
∫
ΩR
(∇ϕ) · u dx =
∫
ΩR
divϕu dx =
∫
∂Ω
ϕ(n · u) dσ = 0.
This completes the proof.
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On an existence theorem of global strong solution to
the magnetohydrodynamic system in three
dimensional exterior domain
Abstract of Chapter 2. In this chapter, we are concerned with the initial bound-
ary value problem of the magnetohydrodynamic system for motion of viscous incom-
pressible and electrically conducting fluids in three dimensional exterior domain. First
we consider initial boundary value problem of the linear diffusion equations with per-
fectly conducting wall conditions. We show Lq-Lr estimates for the solutions to such
problem. In order to prove such estimates, we prepare the local energy decay near
the boundary. To get such energy decay, we investigate the asymptotic behavior of
the resolvent operator when the resolvent parameter is very close to the origin. Fi-
nally, with help of Lq-Lr estimates, we show an existence theorem of global in time
L3-strong solution for small L3-initial data and we also show its asymptotic behavior
when time goes to infinity.
2.1. Introduction and results of Chapter 2
Let O be a simply connected and bounded obstacle in R3 with C2,1-boundary. We choose
some R0 > 0 such that O ⊂ BR0 = {x ∈ R3 | |x| < R0} and fix it. Let Ω be an
exterior domain to O, i.e., Ω = R3 \ O. In this paper we are concerned with the initial-
boundary value problem of the magnetohydrodynamic system (the Ohm-Navier-Stokes
system) concerning the velocity v = (v1(x, t), v2(x, t), v3(x, t)), the pressure p = p(x, t)
11
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and the magnetic field B = (B1(x, t), B2(x, t), B3(x, t)) in Ω× (0,∞):
vt −∆v + (v · ∇)v +∇p+B × curlB = 0 in Ω× (0,∞),
Bt + curl curlB + (v · ∇)B − (B · ∇)v = 0 in Ω× (0,∞),
div v = 0, divB = 0 in Ω× (0,∞),
v = 0, n ·B = 0, curlB × n = 0, on ∂Ω× (0,∞),
v(x, 0) = a, B(x, 0) = b in Ω.
(MHD)
Here a = (a1(x), a2(x), a3(x)) and b = (b1(x)), b2(x), b3(x)) are prescribed initial data for
velocity and the magnetic field, respectively and n is the unit outer normal on ∂Ω. The
magnetohydrodynamic system is known to be one of the mathematical models describing
the motion of incompressible viscous and electrically conducting Newtonian fluid (see
Landau and Lifshitz [39]). This system is a coupled system of the Navier-Stokes system,
Maxwell’s equations and Ohm’s law under the MHD approximation.
On the magnetohydrodynamic system, there are many works when Ω = R3 or Ω
is a bounded domain. For example, Ladyzhenskaya and Solonnikov [38], Duvaut and
J.L. Lions [13], Sermange and Temam [48]. Yoshida and Giga [65] studied the interior
problem by the linear and nonlinear semigroup theory and constructed the global strong
solution. In the exterior domain case, Kozono [36] showed the weak solution of (MHD)
and its energy decay. There has been no work on the global existence of strong solution to
(MHD) in the exterior domain. Our main purpose of this paper is to show the existence
theorem of global strong solution for (MHD).
Next we shall introduce the related results on our approach. Our approach is based on
the argument due to T. Kato [32]. Kato showed global solvability of the Cauchy problem
for the Navier-Stokes system for incompressible viscous fluid in Rn (n ≥ 2) with small
initial velocity with respect to Ln-norm. The argument of Kato is based on the estimates
of various Lq-norm of the Stokes semigroup (in the whole space the Stokes semigroup
is essentially the same as the heat semigroup et∆). In particular Lq-Lr type estimates
for the Stokes semigroup play crucial role. The result of Kato was extended to the case
of n-dimensional exterior domain (n ≥ 3) by Iwashita [30]. Iwashita showed the Lq-Lr
estimates for the Stokes semigroup in exterior domain and solved the initial-boundary
value problem of the Navier-Stokes system in an exterior domain. The main point in the
argument of Kato and Iwashita is study for the linearized problem. Therefore in order
to treat (MHD) by the argument of Kato and Iwashita, we have to study the linearized
problems of (MHD) and investigate the properties of solution to the linearized problems. If
we linearize (MHD), we obtain two systems of equations. The first is system of the Stokes
12
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equations and the second is the linear diffusion equations with the perfectly conducting
wall: 
ut + curl curlu = 0, divu = 0 in Ω× (0,∞),
n · u = 0, curlu× n = 0 on ∂Ω× (0,∞),
u(x, 0) = b in Ω.
(2.1)
For the nonstationary Stokes equations, we already have the Lq-Lr estimates by Iwashita,
thus what we have to do is to get Lq-Lr estimates for the solutions of (2.1). The linearized
problem (2.1) appears not only in the study of (MHD) but also in many problems in mathe-
matical physics–especially electrodynamics. For exmaple, the magnetogasdynamic system
for motion of comressible viscous and electrically conducting fluid, magneto-micropolar
fluid system (3.46) and Ginzburg-Landau-Maxwell superconductivity model.
In order to state main results of this chapter precisely, here we shall introduce linear
operators associated with 2. Let us define the linear operators A = Aq,Ω and M =Mq,Ω
as follows:
D(A) = Lqσ(Ω) ∩W 2,q(Ω)3 ∩W 1,q0 (Ω)3,
Av = −P∆v for v ∈ D(A),
D(M) = Lqσ(Ω) ∩ {B ∈W 2,q(Ω)3 | curlB × n = 0 on ∂Ω},
MB = curl curlB for B ∈ D(M).
The operator A is usually called the Stokes operator with non slip boundary condition.
We note that the operatorM is mapping from D(M) to Lqσ(Ω). According to Miyakawa
[44] and Borchers and Sohr [8], −A generates a bounded analytic semigroup (e−tA)t≥0 on
Lqσ(Ω). For the operator M, we obtain the following theorem concerning the generation
of an analytic semigroup.
Theorem 2.1. Let 1 < q < ∞. Then −M generates an analytic semigroup (e−tM)t≥0
on Lqσ(Ω).
By virtue of Duhamel’s principle, (MHD) is converted into the following system of
integral equations:
v(t) = e−tAa−
∫ t
0
e−(t−s)AP [(v(s) · ∇)v(s)− (B(s) · ∇)B(s)] ds,
B(t) = e−tMb−
∫ t
0
e−(t−s)M[(v(s) · ∇)B(s)− (B(s) · ∇)v(s)] ds.
(INT)
Here we have used the well known formula:
B × curlB = −(B · ∇)B + ∇|B|
2
2
.
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The second term in the right hand side of the above relation is eliminated by the Helmholtz
projection P . For notational simplicity, we set v0(t) = e
−tAa, B0(t) = e−tMb,
F [v,B](t) = −
∫ t
0
e−(t−s)AP [(v(s) · ∇)v(s)− (B(s) · ∇)B(s)] ds,
G[v,B](t) = −
∫ t
0
e−(t−s)M[(v(s) · ∇)B(s)− (B(s) · ∇)v(s)] ds.
Our aim of this paper is to solve (INT) by contraction mapping principle. In order to
do this, we need Lq-Lr estimates for the semigroups e−tA and e−tM.
Second theorem is concerning the local energy decay estimate for the semigroup e−tM.
Theorem 2.2 (Local energy decay). Let 1 < q < ∞. For any R > R0 there exists
C = Cq,R > 0 such that
‖e−tMf‖W 2,q(ΩR) ≤ Ct−
3
2‖f‖Lq(Ω), t ≥ 1,
for any f ∈ Lqσ,R(Ω).
The basic idea of our proof is similar to that of Iwashtia [30] which deals with the
Stokes equations in n-dimensional exterior domain (n ≥ 3) (see also Kobayashi and
Shibata [35], Dan, Kobayashi and Shibata [10], Enomoto and Shibata [14]). However
since the boundary condition is quite diffrent from the homogeneous Dirichlet boundary
condition, we need some new ideas. In order to prove 2.2, we study the corresponding
resolvent problem to (2.1). Hence we shall study the following Laplace resolvent system
with perfectly conducting wall conditions:
λu−∆u = f in Ω,
curlu× n = 0 on ∂Ω,
n · u = 0 on ∂Ω,
(2.2)
where λ is complex parameter contained in the sector Σ² = {z ∈ C | | arg z| < pi − ²},
0 < ² < pi/2 and f is given vector field. The reason why (2.2) corresponds to (2.1) is
that if f ∈ Lqσ(Ω), then we automatically get u ∈ Lqσ(Ω). So by the well known formula
∆u = ∇ divu− curl curlu, we regard (2.2) as resolvent problem of (2.1) (see Miyakawa
[43]).
The basic idea to prove Lq-Lr estimates is similar to that of Iwashita for the Stokes
semigroup. That is based on the local energy decay property of the semigroup.
Next theorem is concerning Lq-Lr estimates for e−tM.
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Theorem 2.3 (Lq-Lr estimates).
(i) Let 1 ≤ q ≤ r ≤ ∞ and q 6=∞, r 6= 1. Then there exists a constant C = Cq,r > 0 such
that
‖e−tMf‖Lr(Ω) ≤ Ct−
3
2(
1
q
− 1
r )‖f‖Lq(Ω), t > 0
for any f ∈ Lqσ(Ω).
(ii) Let 1 ≤ q ≤ r ≤ 3, r 6= 1. Then there exists a constant C = Cq,r > 0 such that
‖∇e−tMf‖Lr(Ω) ≤ Ct−
3
2(
1
q
− 1
r )− 12‖f‖Lq(Ω), t > 0
for any f ∈ Lqσ(Ω).
The following theorem by Iwashita is concerning the Lq-Lr estimates for the Stokes
semigroup, which is refined by Maremonti and Solonnikov and Enomoto and Shibata (see
also Giga and Sohr).
Theorem 2.4 (Lq-Lr estimates for the Stoke semigroup [15, 26, 30, 42]).
(i) Let 1 ≤ q ≤ r ≤ ∞ and q 6=∞, r 6= 1. Then there exists a constant C = Cq,r > 0 such
that
‖e−tAf‖Lr(Ω) ≤ Ct−
3
2(
1
q
− 1
r )‖f‖Lq(Ω), t > 0
for any f ∈ Lqσ(Ω).
(ii) Let 1 < q ≤ r ≤ 3. Then there exists a constant C = C(q, r) > 0 such that
‖∇e−tAf‖Lr(Ω) ≤ Ct−
3
2(
1
q
− 1
r )− 12‖f‖Lq(Ω), t > 0
for any f ∈ Lqσ(Ω).
Finally, applying Theorem 2.3 and Theorem 2.4 we obtain the global existence theorem
for (MHD) with small initial data.
Theorem 2.5 (Global existence). There exists an η = η(Ω) > 0 such that if (a, b) ∈
L3σ(Ω) × L3σ(Ω) satisfies ‖(a, b)‖3 ≤ η then (INT) has a unique global strong solution
(v(t),B(t)) ∈ BC([0,∞);L3σ(Ω)× L3σ(Ω)) which possesses the followings:
lim
t→0
‖(v(t),B(t)− (a, b))‖L3(Ω) = 0,
lim
t→+0
t
1
2
− 3
2q ‖(v(t),B(t))‖Lq(Ω)
+ lim
t→+0
t
1
2‖∇(v(t),B(t))‖L3(Ω) = 0 for 3 < q <∞;
‖(v(t),B(t))‖Lq = o
(
t−
1
2
+ 3
2q
)
for 3 ≤ q ≤ ∞, (2.3)
‖∇(v(t),B(t))‖L3 = o
(
t−
1
2
)
. (2.4)
as t→∞.
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Remark 2.6. We do not require the smallness assumption for the existence of the time
local solution to (MHD).
Below, in section 2.2 we introduce the known in the case of bounde domain and von
Wahl’s inequality which will be used in the latter sections. In section 2.3, we investi-
gate the linear operator −M and show −M is the generator of an analytic semigroup.
Section 2.4 is devoted to study of the Laplace resolvent system in R3. We derive the
asymptotic behavior of resolvent around the origin. In Section 2.5, with help of the result
of 2.4, we obtain resolvent expansion near the origin when Ω is exterior domain. Applying
such expansion formula, we shall prove Theorem 2.2 in Section 2.6. In section 2.7 we shall
prove Theorem 2.3 with aid of Theorem 2.2 and cut-off technique. By using Theorems 2.3
and 2.4, we prove Theorem 2.5 in section 2.8.
2.2. Known results in the case of bounded domain and
von Wahl’s estimate
Here we prepare some theorems and propositions which will be used in the latter sections.
First, we quote a theorem due to von Wahl [59], which plays an essential role to show
some uniqueness theorem of the solutions in our argument.
Theorem 2.7 ([59]). Let D ⊂ R3 be a bounded domain with C1-boundary.
(i) Let 1 < q <∞ and let u ∈W 1,q(D)3 and n · u = 0 on ∂Ω. The estimate
‖∇u‖Lq(D) ≤ C(‖ curlu‖Lq(D) + ‖ divu‖Lq(D))
holds for any u as above if and only if the first Betti number (genus) of D vanishes.
(ii) Put D̂ = R3 \ D. Let 1 < q < 3 and let u ∈ Ŵ 1,q(D̂)3 with u ∈ L 3q3−q (D̂) and
n · u = 0 on ∂D̂. The estimate
‖∇u‖Lq( bD) ≤ C(‖ curlu‖Lq( bD) + ‖ divu‖Lq( bD))
holds if and only if the first Betti number of D̂ vanishes.
Here C is independent of u and Ŵ 1,q(D̂) = {u ∈ Lqloc(D̂) |∇u ∈ Lq(D̂)3}.
On the Laplace system in a bounded domain D, we quote the following two proposi-
tions due to Akiyama, Kasai, Shibata and Tsutsumi [6].
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Proposition 2.8. Let 1 < q < ∞. Assume that ∂D ∈ C2,1. Then for any f ∈ Lq(D)3
there exists a unique solution u ∈ W 2,q(D)3 of the following system:
u−∆u = f in D,
curlu× n = 0 on ∂D,
n · u = 0 on ∂D,
which satisfies the estimate:
‖u‖W 2,q(D) ≤ C‖f‖Lq(D).
Proposition 2.9. Let D ⊂ R3 be a simply connected bounded domain with C2,1-boundary
and let 1 < q <∞. Then, for any f ∈ Lq(D)3,there exists a unique u ∈ W 2,q(D)3 which
solves the following boundary value problem:{
−∆u = f in Ω,
curlu× n = 0, n · u = 0 on ∂Ω.
Moreover, there holds the following estimate:
‖u‖W 2,q(D) ≤ C‖f‖Lq(D).
Next we shall introduce the resolvent estimate. The resolvent problem corresponding
to (2.1) is the following: 
λu−∆u = f in Ω,
curlu× n = 0 on ∂Ω,
n · u = 0 on ∂Ω,
(2.5)
The following theorem obtained by Akiyama, Kasai, Shibata and Tsutsumi [6] is concerned
with the resolvent estimate.
Theorem 2.10. Let 1 < q <∞, 0 < ² < pi/2 and δ > 0. Set
Σ²,δ = {λ ∈ C \ {0} | | arg λ| ≤ pi − ², |λ| ≥ δ}.
Then, for any f ∈ Lqσ(Ω) and λ ∈ Σ²,δ, (2.5) admits a unique solution u ∈ W 2,q(Ω)
possessing the estimate :
|λ|‖u‖Lq(Ω) + ‖u‖W 2,q(Ω) ≤ C²,δ‖f‖Lq(Ω). (2.6)
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2.3. Generation of an analytic semigroup
In this section, we shall show Theorem 2.1. First, we shall observe that
Mqu = curl curlu ∈ Lqσ(Ω) for u ∈ D(Mq). (2.7)
In order to do this, we use the following lemma which was proved by Miyakawa [44].
Lemma 2.11. Let 1 < q <∞ and set
Eq(Ω) = {u ∈ Lq(Ω)3 | divu ∈ Lq(Ω)}.
Then there exists a unique bounded linear operator γν from E
q(Ω) to W−1/q,q(∂Ω) such
that γνu = n · u if u is smooth near ∂Ω, and
〈γνu, ϕ|∂Ω〉∂Ω = (divu, ϕ)Ω + (u,∇ϕ)Ω
for any ϕ ∈ W 1,q′(Ω) with q′ = q/(q − 1).
Let u ∈ D(Mq). Obviously, we have
div (curl curlu) = 0. (2.8)
Given ψ ∈ C∞(∂Ω), let ϕ ∈ W 2,q′(Ω) be a function so that ϕ|∂Ω = ψ. Since u ∈ D(Mq) ⊂
W 2,q(Ω)3 and curl curlu ∈ Lq(Ω)3, by Lemma 2.11 we have
〈γν(curl curlu), ψ〉∂Ω = (curl curlu,∇ψ)Ω = (curlu, curl∇ψ)Ω = 0.
This implies that γν(curl curl u) = 0. Therefore, from (1.2) we have (2.7).
To proceed our argument, we quote the following theorem obtained by Akiyama, Kasai,
Shibata and Tsutsumi [6].
Theorem 2.12. Let 1 < q <∞, 0 < ² < pi/2 and δ ≥ 0. Set
Σ²,δ = {λ ∈ C \ {0} | | arg λ| ≤ pi − ², |λ| ≥ δ}.
Then, for any f ∈ Lqσ(Ω) and λ ∈ Σ²,δ, (2.5) admits a unique solution u ∈ W 2,q(Ω)3
possessing the estimate :
|λ|‖u‖Lq(Ω) + ‖u‖W 2,q(Ω) ≤ C²,δ‖f‖Lq(Ω).
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In view of Theorem 2.12, in order to prove Theorem 2.1 it suffices to prove the following
lemma.
Lemma 2.13. Let 1 < q <∞. Then D(Mq) is dense in Lqσ(Ω) andMq is a closed linear
operator.
Proof. Since C∞0,σ(Ω) ⊂ D(Mq) ⊂ Lqσ(Ω) and since Lqσ(Ω) is the closure of C∞0,σ(Ω) in
Lq(Ω)3, we see that D(Mq) is dense in Lqσ(Ω).
Now, we shall show that Mq is a closed operator. Suppose that {uj} ⊂ D(Mq)
satisfies the conditions:
lim
j→∞
uj = u in L
q(Ω)3,
lim
j→∞
Mquj = v in Lq(Ω)3
(2.9)
for some u,v ∈ Lq(Ω)3. Since uj +Mquj ∈ Lqσ(Ω), by Theorem 2.12 with λ = 1 we have
‖uj − uk‖W 2,q(Ω) ≤ C‖(uj +Mquj)− (uk +Mquk)‖Lq(Ω) → 0 as j, k →∞,
because of (2.9). Therefore, there exists a w ∈ W 2,q(Ω)3 such that
lim
j→∞
‖uj −w‖W 2,q(Ω) = 0.. (2.10)
Since uj ∈ D(Mq), divuj = 0 in Ω, n · uj = 0 on ∂Ω and curluj × n = 0 on ∂Ω.
Therefore by (2.10), we get
divw = 0 in Ω,
n ·w = 0, curlw × n = 0 on ∂Ω.
This implies that u = w ∈ D(Mq). Moreover, combining (2.9) and (2.10) we have
Mqu =Mqw = v. This completes the proof of the lemma.
Finally, we shall show the following theorem.
Theorem 2.14. Let 1 < q < ∞, q′ = q/(q − 1) and M∗q be an adjoint operator of Mq.
Then we have M∗q =Mq′.
In order to prove Theorem 2.14, first we shall show the following lemma.
Lemma 2.15. Let 1 < q < ∞ and q′ = q/(q − 1). Then for any u ∈ D(Mq) and
v ∈ D(Mq′) we have
(Mqu,v)Ω = (u,Mq′v)Ω. (2.11)
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Proof. Since u ∈ D(Mq) and v ∈ D(Mq′), curlu × n = curlv × n = 0 on ∂Ω. So, by
using the above boundary conditions and the Green’s identity we have (2.11).
Proof of Theorem 2.14. It follows from Lemma 2.15 that D(Mq′) ⊂ D(M∗q) and that v ∈
D(Mq′). SinceMq is densely defined closed operator from D(Mq) into Lqσ(Ω),M∗q is also
densely defined closed operator from D(M∗q)(⊂ Lq′σ (Ω)) into Lq′σ (Ω). Here we used the well
known fact that Lqσ(Ω)
∗ = Lq
′
σ (Ω) (see Miyakawa [44, Theorem 1.6]). From Theorem 2.12,
we see that I +Mq′ is a bijection operator from D(Mq′) into Lq′σ (Ω). Therefore, for any
v ∈ D(M∗q), there exists a w ∈ D(Mq′) such that v +M∗qv = w +Mq′w, because
v +M∗qv ∈ Lqσ(Ω). So, by Lemma 2.15, we get
(u,w +Mq′w)Ω = (u+Mqu,w)Ω for any u ∈ D(Mq).
On the other hand, the definition of adjoint operator implies that
(u,v +M∗qv) = (u+Mqu,v) for any u ∈ D(Mq).
Therefore we have
(u+Mqu,v −w)Ω = 0 for any u ∈ D(Mq).
According to Theorem 2.12, the range of I +Mq coincides with Lqσ(Ω), and therefore by
(1.1) v − w ∈ Lqσ(Ω)⊥ = Gq′(Ω), which implies that v − w ∈ Lq′σ (Ω) ∩ Gq′(Ω) = {0}.
Therefore, we have v = w ∈ D(Mq′). This implies that D(Mq′) = D(M∗q). This
completes the proof.
2.4. Laplace resolvent system in whole space
In this section, we consider the following Laplace resolvent system in the whole space:
λu−∆u = f in R3. (2.12)
Here λ is complex parameter and f = (f1, f2, f3) is a given vector field. If λ ∈ C\ (−∞, 0]
and f ∈ Lq(R)3 (1 < q <∞), then the solution u to (2.12) is given by the following:
u(x;λ) = [R0(λ)f ](x) = F
−1
ξ
[
f̂(ξ)
λ+ |ξ|2
]
(x). (2.13)
We shall investigate R0(λ).
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Theorem 2.16. Let 1 < q < ∞, 0 < ² < pi/2 and R > 0. Then there exist Gj(λ) ∈
A (U3/4,L
q
R(R3)) (j = 1, 2), such that
R0(λ)f = λ
1/2G1(λ)f +G2(λ)f . (2.14)
for any f ∈ LqR(R3) and λ ∈ U˙3/4.
Proof. Let ψ(t) ∈ C∞0 (R3) such that 0 ≤ ψ ≤ 1, ψ = 1 for |t| ≤ 1 and ψ = 0 for |t| ≥ 2.
Set ϕ0(ξ) = ψ(|ξ|) and ϕ∞(ξ) = 1− ϕ0(ξ). Put
[RN0 (λ)f ](x) = F
−1
[
ϕN(ξ)f̂(ξ)
λ+ |ξ|2
]
(x), N = 0,∞. (2.15)
Clearly R0(λ) = R
0
0(λ) +R
∞
0 (λ).
First, we consider R∞0 (λ). Since (λ + |ξ|2)−1 is holomorphic in U1 when |ξ| ≥ 1, by
Cauchy’s integral theorem, we have
1
λ+ |ξ|2 =
1
2pii
∫
|z|= 3
4
1
z − λ
dz
z + |ξ|2 =
∞∑
j=0
1
2pii
∫
|z|= 3
4
dz
zj+1(z + |ξ|2) λ
j.
Therefore, formally we have
R∞0 (λ)f =
∞∑
j=0
1
2pii
∫
|z|= 3
4
R∞0 (z)f(x)
dz
zj+1
λj. (2.16)
We shall show the absolute convergence of the right hand side of (2.16). Note that
|z + |ξ|2| ≥ 1
8
(1 + |ξ|2), |z| ≤ 3
4
, |ξ| ≥ 1. (2.17)
By (2.17) we have ∣∣∣∣∂βξ [ξαϕ∞(ξ)z + |ξ|2
]∣∣∣∣ ≤ Cβ|ξ|−|β|
for any α ∈ N30 with |α| ≤ 2, β ∈ N30 and ξ ∈ R3 \{0}. Therefore by the Fourier multiplier
theorem, we have
‖R∞0 (z)f‖W 2,q(R3) ≤ Cq‖f‖Lq(R3) (2.18)
for any z ∈ U3/4. From (2.18) we have∥∥∥∥∥ 12pii
∫
|z|= 3
4
R∞0 (z)f
dz
zj+1
∥∥∥∥∥
W 2,q(R3)
≤ Cq
(
4
3
)j
‖f‖Lq(R3)
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for any f ∈ Lq(R3)3. Therefore, for λ ∈ U3/4, the right hand side of (2.16) con-
verges uniformly in the operator norm of L qR(R3)). In particular, we have R∞0 (λ) ∈
A (U3/4,L
q
R(R3)), because L
q
R(R3) ⊂ L (Lq(R3)3).
Next we consider R00(λ). By using the change of variables ξ = rω (|ω| = 1) and the
Taylor series expansion we have
R00(λ)f =
1
(2pi)3
∫
R3
eix·ξ
ϕ0(ξ)f̂(ξ)
λ+ |ξ|2 dξ
=
1
(2pi)3
∫
R3
∫
|ω|=1
∫ ∞
0
ei(x−y)·ξ
ψ(r)f(y)r2
λ+ r2
dydωdr
=
∞∑
k=0
Hkf
k!
∫ ∞
0
ψ(r)r2+j
λ+ r2
dr, (2.19)
where
Hkf(x) =
1
(2pi)3
∫
R3
∫
|ω|=1
(i(x− y) · ω)kf(y) dydω. (2.20)
In order to get the expansion of R00(λ)f , we are due to the following two lemmas.
Lemma 2.17. For any integer k ≥ 0, we have∫
|ω|=1
(i(x− y) · ω)2k+1 dω = 0
Proof. Since
(i(x− y) · ω)2k+1 =
∑
|α|=2k+1
(i(x− y))αωα,
it suffices to prove that ∫
|ω|=1
ωα dω = 0, |α| = 2k + 1. (2.21)
Since |α| = α1 + α2 + α3 = 2j + 1, without loss of generality we may assume that α1 is
an odd number. By using the polar coordinate:
ω1 = cos θ, ω2 = sin θ cosφ, ω3 = sin θ sinφ
for 0 ≤ θ ≤ pi and 0 ≤ φ ≤ 2pi, we divide the interval (0, pi) into (0, pi/2) and (pi/2, pi).
By use of the change of variable θ = pi − τ in the interval (pi/2, pi) and the facts that
cos θ = − cos τ and sin θ = sin τ , we have (2.21), because of
cosα1 θ + (− cos θ)α1 = 0.
This completes the proof.
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Lemma 2.18. For any integer k ≥ 0, there exists a holomorphic function h2k(λ) defined
on U3/4 such that ∫ ∞
0
ψ(r)r2k+2
λ+ r2
dr =
(−1)k+1pi
2
λk+1/2 + h2k(λ) (2.22)
for any λ ∈ U˙3/4 and
|h2k(λ)| ≤ C22k (|λ| ≤ 3/4) (2.23)
with some constant C which is independent of k.
Proof. Put
h1,2k(λ) =
∫ ∞
1
ψ(λ)r2k+2
λ+ r2
dr. (2.24)
Since |λ + r2| ≥ 1/4 when |λ| ≤ 3/4 and r ≥ 1, we see that h1,2k(λ) is holomorphic in
U3/4 and
|h1,2k(λ)| ≤ 4
∫ 2
1
r2k+2 dr ≤ 32
3
22k, (2.25)
because suppψ ⊂ B2(0).
Next, since ψ(r) = 1 for 0 ≤ r ≤ 1, we have∫ 1
0
ψ(r)r2k+2
λ+ r2
dr =
∫ 1
0
r2k+2
λ+ r2
dr =
∫ 1
0
(r2 + λ− λ)k+1
λ+ r2
dr.
From the binomial theorem, we have
=
k+1∑
`=1
(
k + 1
`
)
(−λ)k+1−`
∫ 1
0
(λ+ r2)`
λ+ r2
dr + (−λ)`+1
∫ 1
0
dr
λ+ r2
.
Since ∫ 1
0
dr
λ+ r2
=
∫ ∞
0
dr
λ+ r2
−
∫ ∞
1
dr
λ+ r2
=
1
2
∫ ∞
−∞
dr
(r + i
√
λ)(r − i√λ) −
∫ ∞
1
dr
λ+ r2
,
by using the residue theorem, we have
=
pi
2
√
λ
−
∫ ∞
1
dr
λ+ r2
.
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Setting
h2,2k(λ) =
k+1∑
`=1
(
k + 1
`
)
(−λ)k+1−`
∫ 1
0
(λ+ r2)`−1 dr − (−λ)`+1
∫ ∞
1
dr
λ+ r2
,
we have ∫ 1
0
ψ(r)r2k+2
λ+ r2
dr =
(−1)k+1√pi
2
λk+
1
2 + h2,2k(λ). (2.26)
Clearly, h2,2k(λ) is holomorphic in U3/4. When λ ∈ U3/4, we have
k+1∑
`=1
∣∣∣∣(k + 1`
)
(−λ)k+1−`
∫ 1
0
(λ+ r2)`−1 dr
∣∣∣∣ ≤ k+1∑
`=1
(
k + 1
`
)(
3
4
)k+1−`(
7
4
)`−1
≤ 4
7
k+1∑
`=0
(
k + 1
`
)(
3
4
)k+1−`(
7
4
)`
=
4
7
(
10
4
)k+1
≤ 22k+1.
Since |λ+ r2| ≥ r2/4 when |λ| ≤ 3/4 and r ≥ 1, we have∣∣∣∣∫ ∞
1
dr
λ+ r2
∣∣∣∣ ≤ 4∫ ∞
1
dr
r2
= 4.
Therefore, combining these estimates, we have
|h2,2k(λ)| ≤ 22k+1 + 4 ≤ 6 · 22k (2.27)
for any k ≥ 0 and λ ∈ U3/4. If we put h2k = h1,2k(λ) + h2,2k(λ), combining (2.24), (2.25),
(2.26) and (2.27), we have (2.22) and (2.23). This completes the proof of Lemma.
We continue the proof of Theorem 2.16. Applying Lemmas 2.17 and 2.18 to (2.19),
we have
R00(λ)f =
∞∑
k=0
H2kf(x)
(2k)!
(
(−1)k+1pi
2
λk+
1
2 + h2k(λ)
)
. (2.28)
Set
G1(λ)f =
∞∑
k=0
(−1)k+1pi
2
H2kf(x)
(2k)!
λk,
G12(λ)f =
∞∑
k=0
H2kf(x)
(2k)!
h2k(λ).
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By (2.28) we have formally
R00(λ) = λ
1
2G1(λ)f +G
1
2(λ)f (2.29)
for any λ ∈ U˙3/4 and f ∈ LqR(R3). Therefore our task is to show thatGj(λ) ∈ A (U3/4,L qR(R3)).
Since suppf ∈ BR(0), we have
‖H2kf‖W 2,q(BR) ≤ CqR3/q‖H2kf‖W 2,∞(BR)
≤ CqR3/q(2k + 1)2(2R)2k‖f‖L1(R3)
≤ CqR3(2k + 1)2(2R)2k‖f‖Lq(R3), (2.30)
which combined with Lemma 2.18 implies that for λ ∈ U3/4
∞∑
k=0
∥∥∥∥H2kf(2k)! h2k(λ)
∥∥∥∥
W 2,q(BR)
≤
∞∑
k=0
C
22k
(2k)!
CR3(2k + 1)2(2R)2k‖f‖Lq(R3)
≤ CR3‖f‖Lq(R3)
∞∑
k=0
(4R)2k(2k + 1)2
(2k)!
. (2.31)
Since
lim
k→∞
(4R)2k+2(2k + 3)2
(2k + 2)!
(2k)!
(4R)2k(2k + 1)2
= 0,
by the d’Alembert theorem we have
∞∑
k=0
(4R)2k(2k + 1)2
(2k)!
<∞.
Thus, G12(λ) ∈ A (U3/4,L qR(R3)). Employing the same argument, we see that G1(λ) ∈
A (U3/4,L
q
R(R3)). Setting G2(λ) = G12(λ) +R∞0 (λ), by (2.16) and (2.29), we have (2.14),
which completes the proof of Theorem 2.16.
The next theorem is concerned with some properties of solutions when λ = 0.
Theorem 2.19. Let 1 < q <∞ and R0(λ) be the operator defined by (2.13). Set
[R0(0)f ](x) = F
−1
ξ
[
f̂(ξ)
|ξ|2
]
(x), f ∈ LqR(R3). (2.32)
Then, for any f ∈ LqR(R3) we have
sup
|x|≥R+1
|x||R0(0)f |+ sup
|x|≥R+1
|x|2|∇R0(0)f |
+ ‖R0(0)f‖W 1,q(BR+1) + ‖∇2R0(0)f‖Lq(R3) ≤ Cq,R‖f‖Lq(R3),
(2.33)
‖R0(λ)f −R0(0)f‖W 2,q(BR) ≤ C|λ|1/2‖f‖Lq(R3) for any λ ∈ U˙3/4. (2.34)
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Proof. Let E(x) be the three dimensional fundamental solution of Laplace operator de-
fined by E(x) = (4pi|x|)−1 and let Ejk(x) = δjkE(x). Then we have
j-th component of R0(0)f(x) =
3∑
j=1
∫
R3
Ejk(x− y)fk(y) dy.
Since f(y) = 0 for |y| ≥ R, we see easily that
|R0(0)f(x)| ≤ Cq,R|x|−1‖f‖Lq(R3),
|∇R0(0)f(x)| ≤ Cq,R|x|−2‖f‖Lq(R3).
(2.35)
Since
∂2
∂xj∂xk
R0(0)f(x) = −F−1
[
ξjξkf̂(ξ)
|ξ|2
]
(x)
and ∣∣∣∣∂αξ [ξjξk|ξ|2
]∣∣∣∣ ≤ Cα|ξ|−|α|
for any α ∈ N30, by the Fourier multiplier theorem we have
‖∇2R0(0)f‖Lq(R3) ≤ Cq‖f‖Lq(R3). (2.36)
Let ϕ0(ξ) and ϕ∞(ξ) be the same functions as in the proof of Theorem 2.16 and set
RN0 (0)f(x) = F
−1
ξ
[
ϕN(ξ)f(ξ)
|ξ|2
]
(x), N = 0,∞. (2.37)
Since ∣∣∣∣∂αξ [ξβϕ∞(ξ)|ξ|2
]∣∣∣∣ ≤ Cα|ξ|−|α|
for any α ∈ N30 and β ∈ N30 with |β| ≤ 2, by virtue of the Fourier multiplier theorem we
have
‖R∞0 (0)f‖W 2,q(R3) ≤ Cq‖f‖Lq(R3). (2.38)
On the other hand, we have
|∂αξ R00(0)f(x)| ≤ C
∫
|ξ|≤2
|ξα||ξ|2 dξ · sup |f̂(ξ)| ≤ C‖f‖L1(R3) ≤ Cq,R‖f‖Lq(R3)
because f(x) ∈ LqR(R3), which combined with (2.38) implies that
‖R(0)f‖W 1,q(BR+1) ≤ Cq,R‖f‖Lq(R3). (2.39)
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Combining (2.35), (2.36) and (2.39), we obtain (2.33).
Next we prove (2.34). In order to prove (2.34), first we shall show that
lim
λ→0+
λ>0
‖R0(λ)f −R0(0)f‖W 2,q(BR) = 0. (2.40)
Since ∣∣∣∣∂αξ (ϕ∞(ξ)ξβ [ 1λ+ |ξ|2 − 1|ξ|2
])∣∣∣∣ ≤ Cα|ξ|−|α|λ
for any λ > 0, α ∈ N30 and β ∈ N30 with |β| ≤ 2, by the Fourier multiplier theorem we
obtain
‖R∞0 (λ)f −R∞0 (0)f‖W 2,q(R3) ≤ Cλ‖f‖Lq(R3) (2.41)
provided that λ > 0. On the other hand, when λ > 0 we have
‖R00(λ)f −R00(0)f‖W 2,q(BR) ≤ Cq,R
∑
|α|≤2
sup
|x|≤R
|∂α(R00(λ)f(x)−R00(0)f(x))|
≤ Cq,R sup
|α|≤2
∫
|ξ|≤2
|ξα|
∣∣∣∣ 1λ+ |ξ|2 − 1|ξ|2
∣∣∣∣ dξ · sup |f̂(ξ)|
≤ Cq,R‖f‖Lq(R3)|
∫
|ξ|≤2
|ξα|
∣∣∣∣ 1λ+ |ξ|2 − 1|ξ|2
∣∣∣∣ dξ,
because f(x) = 0 for x 6∈ BR. Since |(λ+ |ξ|2)−1 − |ξ|−2| ≤ 2|ξ|−2 ∈ L1(B2) when λ > 0,
by Lebesgue’s dominated convergence theorem we obtain
lim
λ→0+
λ>0
‖R00(λ)f −R00(0)f‖W 2,q(BR) = 0. (2.42)
From (2.41) and (2.42), we get (2.40). Since Gj(λ) ∈ A (U3/4,L qR(R3)), j = 1, 2, from
Theorem 2.16, it follows that
‖R0(λ)f −G2(0)f‖W 2,q(BR) ≤ |λ|1/2‖G1(λ)f‖W 2,q(BR) + ‖G2(λ)f −G2(0)f‖W 2,q(BR)
≤ |λ|1/2
{
sup
|λ|≤1/2
‖G1(λ)‖L qR(R3)
+ sup
|λ|≤1/2
‖G′2(λ)‖L qR(R3)
}
‖f‖Lq(BR)
for any λ ∈ U˙1/2. However, by (2.40) we see that R0(0)f = G2(0)f , which implies (2.34).
This completes the proof.
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2.5. Resolvent expansion near the origin
In this section we consider the following resolvent problem:
λu−∆u = f in Ω,
curlu× n = 0 on ∂Ω,
n · u = 0 on ∂Ω,
(2.2)
where λ ∈ Σ² and f ∈ Lq(Ω)3. Our main purpose of this section is to prove the following
theorem concerning the expansion of solution operator to (2.2) with respect to λ when
|λ| is sufficiently small.
Theorem 2.20. Let 1 < q <∞. Then there exists a λ0 > 0 such that
(λ+Mq)−1f = λ 12H1(λ)f +H2(λ)f (2.43)
for any λ ∈ U˙λ0, where
H1(λ) ∈ B(U˙λ0 ,L qR(Ω)),
H2(λ) ∈ A (Uλ0 ,L qR(Ω)).
In order to prove Theorem 2.20, first we construct the parametrix to (2.2). Choose a
positive number R > 0 such that R > R0 + 3. Here R0 is a positive number introduced
in Section 2.1. Since ΩR+3 is simply connected, in view of Proposition 2.9, let Φ be a
mapping of f ∈ Lq(ΩR+3)3 to unique solution u ∈ W 2,q(ΩR+3)3 of the following problem:
−∆u = f in ΩR+3,
curlu× n = 0 on ∂ΩR+3,
n · u = 0 on ∂ΩR+3,
where ∂ΩR+3 = ∂Ω ∪ SR+3, n denotes also the unit outer normal to ∂ΩR+3 and SR+3.
By Proposition 2.9, we have Φ ∈ L (Lq(ΩR+3),W 2,q(ΩR+3)). Put ϕ ∈ C∞0 (R3) such that
ϕ = 1 for |x| ≤ R+1 and = 0 for |x| ≥ R+2. For f ∈ Lq(Ω)3, let fR+3 be the restriction
of f to ΩR+3 and let f 0 be the zero extension of f to R3, that is, f 0 = f in Ω and f0 = 0
in R3 \ Ω. Let us define an operator A(λ) by
A(λ)f = (1− ϕ)R0(λ)f 0 + ϕΦfR+3. (2.44)
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For A(λ)f we have 
(λ−∆)A(λ)f = f + S(λ)f in Ω,
curl (A(λ)f)× n = 0 on ∂Ω,
n · (A(λ)f) = 0 on ∂Ω,
(2.45)
where we have set
S(λ)f = 2∇ϕ · ∇R0(λ)f 0 + (∆ϕ)R0(λ)f 0 + λϕΦfR+3
− 2∇ϕ · ∇ΦfR+3 − (∆ϕ)ΦfR+3
By Theorem 2.16, we see that S(λ)f ∈ W 1,q(Ω)3 and suppS(λ)f ⊂ ΩR+3. Therefore
S(λ) is a compact operator on LqR(Ω). Note that
‖R0(λ)f 0‖W 2,q(BR+3) ≤ C‖f‖Lq(Ω), λ ∈ U˙1/2 ∪ {0}, (2.46)
which follows from Theorems 2.16 and 2.19. Applying (2.34) and (2.46) to the formula,
S(λ)f − S(0)f = 2∇ϕ · ∇(R0(λ)f 0 −∇R0(0)f 0)
+ (∆ϕ)(R0(λ)f 0 −R0(0)f 0) + λϕΦfR+3,
(2.47)
we obtain
|||S(λ)− S(0)||| ≤ Cq,R|λ| 12 , λ ∈ U˙ 1
2
. (2.48)
Here and hereafter ||| · ||| stands for the operator norm of L qR(Ω).
Now, we shall show the following lemma.
Lemma 2.21. The operator I + S(0) has the bounded inverse operator (I + S(0))−1.
Before stating the proof of Lemma 2.21, here we prove the following uniqueness result
which will be required in the proof of Lemma 2.21.
Proposition 2.22. Let 1 < q <∞. Suppose that u ∈ W 2,qloc (Ω) satisfies
−∆u = 0 in Ω,
curlu× n = 0 on ∂Ω,
n · u = 0 on ∂Ω,
(2.49)
and radiation conditions u(x) = O(|x|−1), ∇u(x) = O(|x|−2). Then u = 0 in Ω.
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Proof. By virtue of the local regularity theory for the elliptic equations, one can take
u ∈ W 2,rloc (Ω) for any r ∈ (1,∞). In particular, now we take u ∈ W 2,2loc (Ω). We consider a
function ψ ∈ C∞0 (R3) with the properties 0 ≤ ψ(x) ≤ 1, ψ(x) = 1 for |x| ≤ 1/2 and = 0
for |x| ≥ 1 and define ψR(x) := ψ(x/R). According to the well known formula
∆u = ∇ divu− curl curlu,
and the divergence theorem we get
0 =
∫
Ω
−∆u · ψRu dx =
∫
ΩR
curlu · (∇ψR × u) dx+
∫
ΩR
(divu)(∇ψR · u) dx
+
∫
ΩR
ψR[(divu)
2 + curlu · curlu] dx.
Since supp∇ψR ⊂ {x ∈ R3 |R/2 < |x| < R}, from the radiation conditions, we have∣∣∣∣∫
ΩR
curlu · (∇ψR × u) dx
∣∣∣∣ ≤ CR
∫
R/2≤|x|≤R
|x|−3 dx ≤ C
R
,∣∣∣∣∫
ΩR
(divu)(∇ψR · u) dx
∣∣∣∣ ≤ CR
∫
R/2≤|x|≤R
|x|−3 dx ≤ C
R
.
Therefore letting R→∞, we have ‖ curlu‖2L2(Ω) + ‖ divu‖2L2(Ω) = 0. This implies that
curlu = 0, divu = 0 (2.50)
in Ω. Since Ω is simply connected, by Theorem 2.7 with q = 2 we know that
‖∇w‖L2(Ω) ≤ C(‖ curlw‖L2(Ω) + ‖ divw‖L2(Ω)) (2.51)
provided that w ∈ Ŵ 1,2(Ω), w ∈ L6(Ω) and n · w = 0 on ∂Ω. From the radiation
conditions, we see that u ∈ Ŵ 1,2(Ω) and u ∈ L6(Ω). Therefore, from (2.50) and (2.51)
we obtain ∇u = 0 in Ω. Hence u = c (constant vector) in Ω. From the assumption that
u satisfies n · u = 0 on ∂Ω, we have u = 0 in Ω . This completes the proof.
Now we shall show Lemma 2.21.
Proof of Lemma 2.21. Since the operator S(0) is compact on LqR(Ω), by the Fredholm
alternative theorem it suffices to show that I + S(0) is injective. Let us pick up f ∈
LqR+2(Ω) so that (I + S(0))f = 0. Our task is to prove that f = 0 in Ω. It follows from
(2.44), A(0)f satisfies (2.49) and moreover by (2.33) in Theorem 2.19 we have A(0)f
30
2.5. Resolvent expansion near the origin
has the properties that A(0)f = O(|x|−1) and ∇(A(0)f) = O(|x|−2). Therefore from
Proposition 2.22, A(0)f = 0 in Ω. Namely, we have
(1− ϕ)R0(0)f 0 + ϕΦfR+3 = 0 in Ω.
By the definition of the cut-off function ϕ we have ΦfR+3 = 0 for |x| ≤ R + 1 and
R0(0)f 0 = 0 for |x| ≥ R + 2. Put w = ΦfR+3 for x ∈ ΩR+3 and = 0 for x 6∈ Ω. Then w
satisfies 
−∆w = f 0 in BR+3,
curlw × n = 0 on ∂BR+3,
n ·w = 0 on ∂BR+3.
On the other hand, from R(0)f 0 = 0 for |x| ≥ R + 2, we also have
−∆R0(0)f 0 = f 0 in BR+3,
curl (R0(0)f 0)× n = 0 on ∂BR+3,
n · (R0(0)f 0) = 0 on ∂BR+3.
Hence we obtain w = R0(0)f 0 in ΩR+3. Therefore
0 = A(0)f = R0(0)f 0 + ϕ(ΦfR+3 −R0(0)f 0) = R0(0)f 0.
This implies f 0 = 0 in Ω. Therefore we have f = 0. This completes the proof of the
lemma.
We are now in a position to state the proof of the main result of the present section.
Proof of Theorem 2.20. First, making use of Lemma 2.21, we shall prove the operator
(I + S(λ))−1 exists and has the same type expansion as R0(λ). Since
I + S(λ) = (I + S(0))[I + (I + S(0))−1(S(λ)− S(0))],
if we choose λ0 so small that
|||(I + S(0))−1(S(λ)− S(0))||| ≤ Cq,R|||(I + S(0))−1||||λ| 12 ≤ 1
2
provided that λ ∈ U˙ 1
2
, we have
(I + S(λ))−1 =
∞∑
j=1
[(I + S(0))−1(S(0)− S(λ))]j(I + S(0))−1 (2.52)
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for any λ ∈ U˙λ0 where we have used (2.48). Set
R(λ)f = A(λ)(I + S(λ))−1f , (2.53)
for f ∈ Lqσ,R(Ω) and λ ∈ U˙λ0 . Then, from (2.45) we have
(λ−∆)R(λ)f = f in Ω,
curl (R(λ)f)× n = 0 on ∂Ω,
n · (R(λ)f) = 0 on ∂Ω.
Hence, it remains to show that
R(λ)f = λ
1
2H1(λ)f +H2(λ)f , λ ∈ U˙λ0 (2.54)
with someH1(λ) ∈ B(Uλ0 ,L qR(Ω)) andH2(λ) ∈ A (Uλ0 ,L qR(Ω)). In view of Theorem 2.20
and (2.53), in order to prove (2.54) it suffices to show that
(I + S(λ))−1f = λ
1
2K1(λ)f +K2(λ)f (2.55)
with some K1(λ) ∈ B(Uλ0 ,L qR(Ω)) and K2(λ) ∈ A (Uλ0 ,L qR(Ω)). Let Gj(λ) (j = 1, 2)
be the same operators as in Theorem 2.16. Below, r is a fixed real number such that
1/2 < r < 3/4. Since Gj(λ) ∈ A (U3/4,L qR(R3)), by Cauchy’s integral formula, we have
Gj(λ) =
∞∑
m=0
1
2pii
∫
|z|=r
Gj(z)z
−(m+1) dxλm (2.56)
for any λ ∈ Ur. For notational simplicity, we set
Gj,m =
1
2pii
∫
|z|=r
Gj(z)z
−(m+1) dz.
For Gj,m we have
‖Gj,mf‖W 2,q(BR) ≤ Cq,R‖f‖Lq(R3)r−m (2.57)
for any f ∈ LqR(R3) and m ∈ N0. By (2.14) and (2.34) we have
G2(0) = G2,0 = R0(0) (2.58)
which combined with (2.56) implies that
R0(λ)f −R0(0)f = λ 12G1(λ)f + λG3(λ)f , (2.59)
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where
G3(λ)f =
∞∑
m=1
1
2pii
∫
|z|=r
G2(z)z
−(m+1) dz λm−1.
From (2.57), G3(λ) ∈ A (U1/2,L (LqR(R3),W 2,q(R3)3)). Therefore, inserting (2.58) and
(2.59) into (2.47), we obtain
(I + S(0))−1(S(0)− S(λ)) = λ 12S1(λ) + λS2(λ)
for λ ∈ U˙ 1
2
with some Sj(λ) ∈ A (U1/2,L (LqR(R3),W 2,q(R3)3)), j = 1, 2. If we write
[(I + S(0))−1(S(0)− S(λ))]N = (λ 12S1(λ))N + (λS2(λ))N +
∑
α
SNα (λ) (2.60)
then we have
|||
∑
α
SNα (λ)||| ≤ (|λ|
1
2 |||S1(λ)|||+ |λ||||S2(λ)|||)N − (|λ| 12 |||S1(λ)|||)N − (|λ||||S2(λ)|||)N
≤ |λ| 32 |||S1(λ)||||||S2(λ)|||
N∑
`=1
(
N
`
)
(|λ| 12 |||S1(λ)|||)`−1(|λ||||S2(λ)|||)N−1−`.
Choosing λ0 > 0 smaller if necessary, we may assume that
|λ| 12 |||S1(λ)||| ≤ 1
4
, |λ||||S2(λ)||| ≤ 1
4
provided that λ ∈ Uλ0 . Therefore, we can proceed the estimate as follows:
|||
∑
α
SNα (λ)||| ≤ C|λ|
3
2
N∑
`=1
(
N
`
)
4−(`−1)4−(N−1−`)
≤ 16C|λ| 32
N∑
`=0
(
N
`
)
4−`4−(N−`)
= 16C|λ| 322−N (2.61)
provided that λ ∈ Uλ0 , where we have chosen the constant C in such a way that
sup
|λ|≤ 1
2
|||S1(λ)||||||S2(λ)||| ≤ C.
Therefore, if we set
V1(λ) =
∞∑
N=0
(∑
α
SNα (λ)
)
, (2.62)
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then it follows from (2.61) that V1(λ) ∈ A (U 1
2
,L qR(Ω)) and
|||V1(λ)||| ≤ 32C|λ| 32
provided that λ ∈ Uλ0 . This implies that
λ−
3
2V1(λ) ∈ B(U˙λ0 ,L qR(Ω)) (2.63)
Since ∞∑
N=0
(λ
1
2S1(λ))
N = I + λ
1
2S1(λ)
∞∑
N=0
(λ
1
2S1(λ))
N ,
choosing λ0 smaller if necessary we may assume that
|λ| 12 |||S1(λ)||| ≤ 1
2
, |λ| ≤ λ0. (2.64)
Setting
V2(λ) =
∞∑
N=0
(λ
1
2S1(λ))
N , (2.65)
by (2.64) we have V2(λ) ∈ A (U˙λ0 ,L qR(Ω)) and |||V2(λ)||| ≤ 2 for |λ| ≤ λ0. Therefore, we
have
V2(λ) ∈ B(U˙λ0 ,L qR(Ω)),
∞∑
N=0
(λ
1
2S1(λ))
N = I + λ
1
2S1(λ)V2(λ).
Choosing λ0 smaller if necessary, we may assume that
|λ||||S2(λ)||| ≤ 1
2
, |λ| ≤ λ0.
This implies that
V3(λ) =
∞∑
N=0
(λS2(λ))
N ∈ A (Uλ0 ,L qR(Ω)). (2.66)
Combining (2.60), (2.62), (2.63), (2.65) and (2.66) implies that
∞∑
N=0
(I + S(0))−1(S(0)− S(λ))N = I + λ 12S1(λ)V1(λ) + V2(λ) + V3(λ)
= λ
1
2 [S1(λ)V1(λ) + λ
− 1
2V2(λ)] + V3(λ) + I,
and that
S1(λ)V1(λ) + λ
− 1
2V2(λ) ∈ B(U˙λ0 ,L (LqR(Ω)),
V3(λ) + I ∈ A (Uλ0 ,L qR(Ω)),
which combined with (2.52) implies (2.55). This completes the proof.
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2.6. Local energy decay for e−tM
In this section we shall prove Theorem 2.2 with aid of Theorem 2.20. Let t ≥ 1 and take
²0 and δ0 such as 0 < ²0 < pi/2 and 0 < δ0 < λ0, where λ0 is the same constant as in
Theorem 2.20. Let γ be a contour as follows: γ = γ1 ∪ γ2, where
γ1 = {λ ∈ C | 0 < |λ| ≤ δ0, | arg λ| = pi − ²0},
γ2 = {λ ∈ C | |λ| ≥ δ0, | arg λ| = pi − ²0}.
According to the analytic semigroup theory (see e.g., Pazy [46], Yosida [66]) and Theo-
rem 2.20, we have
e−tMf =
1
2pii
∫
γ1
eλtR(λ)f dλ+
1
2pii
∫
γ2
eλt(λ+M)−1f dλ
=: I1(t) + I2(t)
for any f ∈ Lqσ,R(Ω). First we evaluate I2(t). By Theorem 2.12 we have
‖I2(t)‖W 2,q(Ω) ≤ C
∫
γ2
|eλt||dλ|‖f‖Lq(Ω)
= C
∫ ∞
δ0
et cos(pi−²0)ρ dρ‖f‖Lq(Ω) ≤ Ce
−t(cos ²0)δ0
t(cos ²0)
‖f‖Lq(Ω). (2.67)
Therefore it remains to evaluate I1(t).
By virtue of Theorem 2.20, we divide I1(t) into the following two parts:
I1(t) =
1
2pii
∫
γ1
eλtλ1/2H1(λ)f dλ+
1
2pii
∫
γ1
eλtH2(λ)f dλ
=: J1(t) + J2(t).
Since H1(λ) ∈ B(U˙λ,L qR(Ω)), we have
‖J1(t)‖W 2,q(ΩR) ≤ C
∫ δ0
0
et cos(pi−²0)ρρ1/2 dρ‖f‖Lq(Ω)
≤ C
∫ ∞
0
e−(cos ²0)ss1/2 ds · t− 32‖f‖Lq(Ω). (2.68)
Here we have used the change of variable, tρ = s.
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Since H2(λ) ∈ A (Uλ0 ,L qR(Ω)), changing γ2 to the path: λ = −δ0 cos ²0 + is (|s| ≤
δ0 sin ²0), we have
‖J2(t)‖W 2,q(ΩR) ≤ C
∫ δ0 sin ²0
−δ0 sin ²0
e−(δ1 cos ²0t) ds‖f‖Lq(Ω)
≤ 2Cδ0 sin ²0e−(δ0 cos ²0)t‖f‖Lq(Ω). (2.69)
So, combining (2.67), (2.68) and (2.69), we have
‖e−tMf‖W 2,q(ΩR) ≤ Ct−
3
2‖f‖Lq(Ω)
for any f ∈ Lqσ,R(Ω) and t ≥ 1. This completes the proof of Theorem 2.2.
2.7. Proof of Lq-Lr estimates for e−tM
In this section we shall prove Theorem 2.3. Our proof is based on the ideas due to Iwashita
[30] and Hishida [27]. Here and hereafter T (t) denotes the analytic semigroup generated
by −Mq, i.e., T (t) = e−tM. Given f ∈ Lqσ(Ω), we set u(t) = T (t)f . Then u(t) solves the
following initial-boundary value problem:
ut −∆u = 0, divu = 0 in Ω× (0,∞),
n · u = 0, curlu× n = 0 on ∂Ω× (0,∞),
u(x, 0) = f in Ω.
(2.70)
Here we have used the well known formula:
∆u = ∇ divu− curl curlu. (2.71)
2.7.1. 1st step
We shall show the following lemma.
Lemma 2.23. Let 1 < q < ∞ and R > R0 + 3. Then there exists C = Cq,Ω,R > 0 such
that
‖∂tT (t)f‖W 1,q(ΩR) + ‖T (t)f‖W 2,q(ΩR) ≤ Ct−
3
2q ‖f‖Lq(Ω)
for any t ≥ 2 and f ∈ Lqσ(Ω).
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Proof. Since we consider the case when t ≥ 2, we set
g = T (1)f , v(t) = T (t)g = T (t+ 1)f . (2.72)
By (2.6), the analytic semigroup theory (see e.g., [46]) and (2.70), we have
‖g‖W 2,q(Ω) ≤ C‖f‖Lq(Ω), g ∈ D(M), (2.73)
v(t) ∈ C([0,∞);W 2,q(Ω)3) ∩ C1((0,∞);Lq(Ω)3), (2.74)
vt −∆v = 0, div v = 0 in Ω× (0,∞),
n · v = 0, curlv × n = 0 on ∂Ω× (0,∞),
v(x, 0) = g in Ω.
(2.75)
Let ψ ∈ C∞(R3) such that ψ(x) = 1 for |x| ≥ R+ 1 and ψ(x) = 0 for |x| ≤ R. By (2.73)
and Lemma 1.2, we have (∇ψ) · g ∈ W 2,qa (DR,R+1) and therefore by Lemma 1.1 we have
BDR,R+1 [(∇ψ) · g] ∈ W 3,q(R3), suppBDR,R+1 [(∇ψ) · g] ⊂ DR,R+1,
divBDR,R+1 [(∇ψ) · g] = (∇ψ) · g,
‖BDR,R+1 [(∇ψ) · f ]‖W 3,q(R3) ≤ C‖f‖Lq(Ω). (2.76)
In what follows, for notational simplicity, we use the abbreviation B = BDR,R+1 .
Let E(t) be the Gaussian kernel, namely
E(t) = E(x, t) =
1
(4pit)
3
2
exp
(
−|x|
2
4t
)
(2.77)
and set
h = ψg − B[(∇ψ) · g], w = E(t) ∗ h = 1
(4pit)3/2
∫
R3
exp
(
−|x− y|
2
4t
)
h(y) dy.
By (2.73) and (2.76), we see that
h ∈ W 2,q(R3)3,
divh = 0 in R3,
h = g, |x| ≥ R + 1,
‖h‖W 2,q(R3) ≤ Cq‖f‖Lq(Ω).
(2.78)
Applying Young’s inequality to w(t) and using (2.78), we obtain
w(t) ∈ C([0,∞);W 2,q(R3)3) ∩ C1([0,∞);Lq(R3)3), , (2.79)
wt −∆w = 0, divw = 0 in R3 × (0,∞), w(0) = h, (2.80)
‖∇jw(t)‖Lr(R3) ≤ Cq,r(1 + t)−
3
2(
1
q
− 1
r )− j2‖f‖Lq(Ω), j = 1, 2,
‖wt‖Lr(R3) + ‖∇2w(t)‖Lr(R3) ≤ Cq,r(1 + t)−
3
2(
1
q
− 1
r )−1‖f‖Lq(Ω) (2.81)
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provided that 1 < q ≤ r ≤ ∞. Since divw = 0, by Lemma 1.1 we have (∇ψ) · w(t) ∈
C([0,∞); W˙ 2,qa (DR,R+1)), and therefore we set
z(t) = v(t)− ψw(t) + B[(∇ψ) ·w(t)]. (2.82)
Then, from (2.74) and (2.79) and Lemma 1.1 we obtain
z(t) ∈ C([0,∞);W 2,q(Ω)3) ∩ C1([0,∞);Lq(Ω)3), (2.83)
zt −∆z = F , div z = 0 in Ω× (0,∞),
n · z = 0, curlz × n = 0 on ∂Ω× (0,∞),
z(0) = z0 in Ω,
(2.84)
where we have set
F (t) = 2∇w(t) · ∇ψ + (∆ψ)w(t) + (∂t −∆)B[(∇ψ) ·w(t)],
z0 = g − ψh+ B[(∇ψ) · h].
(2.85)
We shall show that
F (t) ∈ C([0,∞);Lqσ(Ω)), suppF (t) ⊂ DR,R+1 for any t > 0, (2.86)
‖F (t)‖Lq(Ω) ≤ C(1 + t)−
3
2q ‖f‖Lq(Ω), (2.87)
z0 ∈ D(Mq), z0 = 0 for x 6∈ BR+1, (2.88)
‖z0‖W 2,q(Ω) ≤ C‖f‖Lq(Ω). (2.89)
In fact, since
(∂t −∆)(ψw(t)) = −2∇w(t) · ∇ψ − (∆ψ)w(t),
by Lemma 1.2 we have
divF (t) = − div {(∂t −∆)(ψw(t))}+ (∂t −∆)divB[(∇ψ) ·w(t)]
= −(∂t −∆)[div (ψw(t))− (∇ψ) ·w(t)] = 0, (2.90)
because divw(t) = 0. Obviously, suppF (t) ⊂ DR,R+1. In particular, we have n ·F (t) = 0
on ∂Ω for any t ≥ 0, which combined with (1.2) and (2.90) implies that F (t) ∈ Lqσ(Ω)
for any t ≥ 0. Obviously, by (2.74) and (2.83), F (t) ∈ C([0,∞);Lq(Ω)), which completes
the proof of (2.86). By Lemma 1.1 and (2.81) with r =∞, we have
‖F (t)‖Lq(Ω) ≤ Cq{‖|∇ψ|∇w(t)‖Lq(Ω) + ‖|∆ψ|w(t)‖Lq(Ω)
+ ‖∇ψ ·w(t)‖W 1,q(Ω) + ‖∇ψ ·wt(t)‖Lq(Ω)}
≤ Cq,R{‖w(t)‖W 1,∞(R3) + ‖wt(t)‖L∞(R3)}
≤ Cq,R(1 + t)−
3
2q ‖f‖Lq(Ω).
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By (2.78) we see that g = ψh for x 6∈ BR+1. Furthermore, suppB[(∇ψ) · h] ⊂ DR,R+1.
Therefore, by (2.78) we have div z0 = 0 in Ω, ‖z0‖W 2,q(Ω) ≤ Cq‖f‖Lq(Ω) and z0 = 0 for
x 6∈ BR+1. Since z0 = g for |x| ≤ R, g = T (1)f implies that n ·z0 = 0 and curl z0×n = 0
on ∂Ω. These facts imply that z0 ∈ D(Mq). Therefore we get (2.86), (2.87) and (2.88).
By (2.83), (2.84) and (2.86) we have
d
ds
[T (t− s)z(s)] = T (t− s) d
ds
z(s) + T (t− s)Mz(s) = T (t− s)F (s),
and therefore we have
z(t) = T (t)z0 +
∫ t
0
T (t− s)F (s) ds. (2.91)
Let t ≥ 1. In view of (2.86) and (2.88), we can apply the local energy decay (Theorem 2.2)
to estimate z(t), and then we have
‖z‖W 1,q(ΩR) ≤ CRt−
3
2‖z0‖Lq(Ω) +
∫ t
t−1
(t− s)− 12‖F (s)‖Lq(Ω) ds
+
∫ t−1
0
(t− s)− 32‖F (s)‖Lq(Ω) ds.
(2.92)
Here we have used the standard estimate of the analytic semigroup:
‖T (t)f‖W 1,q(Ω) ≤ Ct− 12‖f‖Lq(Ω)
for any 0 < t ≤ 1 and f ∈ Lqσ(Ω), which follows from (2.6). By using (2.87), (2.89) and
(2.92) we obtain
‖z(t)‖W 1,q(ΩR+1) ≤ Ct−
3
2q ‖f‖Lq(Ω) t ≥ 1. (2.93)
Applying (2.81) with r =∞ and Lemma 1.1 we have
‖ψw(t)‖W 1,q(ΩR+1) ≤ Cq‖w(t)‖W 1,∞(R3) ≤ Cqt−
3
2q ‖f‖Lq(Ω),
‖B[(∇ψ) ·w(t)]‖W 1,q(ΩR+1) ≤ Cq‖(∇ψ) ·w(t)‖Lq(ΩR+1) ≤ Cq‖w(t)‖L∞(R3)
≤ Cqt−
3
2q ‖f‖Lq(Ω),
which combined with (2.82) and (2.93) implies that
‖v(t)‖W 1,q(ΩR+1) ≤ Cqt−
3
2q ‖f‖Lq(Ω) for any t ≥ 1. (2.94)
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Now, we shall estimate ∂tv(t). Recalling that v(t) = T (t + 1)f ∈ C2([0,∞);D(M)),
differentiating (2.75) with respect to t variable, we have
∂tvt −∆vt = 0, div vt = 0 in Ω× (0,∞),
n · vt = 0, curlvt × n = 0 on ∂Ω× (0,∞),
vt|t=0 = g′ in Ω,
(2.95)
where g′ = ∂tT (t+1)f |t=0. Since g′ ∈ D(M) and ‖g′‖W 2,q(Ω) ≤ Cq‖f‖Lq(Ω), applying the
same argument as above to (2.95), we get
‖∂tv(t)‖W 1,q(ΩR+1) ≤ Cqt−
3
2q ‖f‖Lq(Ω). (2.96)
Finally we shall estimate the second derivative of v(t). In order to do this, we shall
use Theorem 2.10 with λ = 1. Let ϕ ∈ C∞0 (R3) such that ϕ(x) = 1 for |x| ≤ R and
ϕ(x) = 0 for |x| ≥ R + 1/2. Put
v1(t) = ϕv(t)− B[(∇ϕ) · v(t)].
Here and in the followings, we use the abbreviations B ≡ BDR+1/2,R . By Lemma 1.1 and
Lemma 1.2 we have
v1(t) = v(t) in ΩR, div v1(t) = 0 in Ω. (2.97)
According to (2.75), (2.97) and the fact that v1(t) = 0 for x 6∈ BR+1/2, we have{
v1(t)−∆v1(t) = G(t), div v1 = 0 in ΩR+1 × (0,∞),
n · v1(t) = 0, curlv1(t)× n = 0 on ∂ΩR+1 × (0,∞),
where
G(t) = ϕv(t)− B[(∇ϕ) · v(t)]− 2∇v(t) · ∇ϕ− (∆ϕ)v(t) + ∆B[(∇ϕ) · v(t)] + ϕ∂tv(t).
By Proposition 2.8 we have
‖v1(t)‖W 2,q(ΩR+1) ≤ ‖G(t)‖Lq(ΩR+1). (2.98)
Applying (2.94) and (2.96), we have
‖G(t)‖Lq(ΩR+1) ≤ Cqt−
3
2q ‖f‖Lq(Ω),
which combined with (2.97) and (2.98) implies that
‖v(t)‖W 2,q(ΩR) ≤ Cq,Rt−
3
2q ‖f‖Lq(Ω). (2.99)
Combining (2.72), (2.96) and (2.99), we complete the proof of the lemma.
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2.7.2. 2nd step
In the second step, we shall show the following lemma.
Lemma 2.24. Let 1 < q <∞ and f ∈ Lqσ(Ω). Then we have the following two estimates:
‖T (t)f‖Lr(Ω) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω) for any t ≥ 2 (2.100)
provided that q ≤ r ≤ ∞ and 3(1/q − 1/r) < 2 and
‖∇T (t)f‖Lq(Ω) ≤ Cqt− 12‖f‖Lq(Ω) for any t ≥ 2 (2.101)
provided that 1 < q ≤ 3.
Proof. In view of Lemma 2.23, it suffices to estimate T (t)f in Ω\BR for t ≥ 2. Set v(t) =
T (t+1)f = T (t)g with g = T (1)f . Let ϕ(x) ∈ C∞(R3) so that ϕ(x) = 1 for |x| ≥ R− 1
and ϕ(x) = 0 for |x| ≤ R−2. In view of Lemma 1.2, we set w(t) = ϕv(t)−B[(∇ϕ) ·v(t)]
and then by (2.75) and Lemma 1.1 we have{
wt −∆w =K, divw = 0 in R3 × (0,∞),
w(0) = w0
(2.102)
where
K(t) = −2∇v(t) · ∇ϕ(t)− (∆ϕ)v(t)− (∂t −∆)B[(∇ϕ) · v(t)],
w0 = ϕg − B[(∇ϕ) · g].
(2.103)
Here and hereafter B ≡ BR−2,R−1. Since w(t) = v(t) for |x| ≥ R, it is suffices to estimate
(2.103). Employing the same arguments as in the proof of (2.86) and (2.88), we get
divK(t) = 0, divw0 = 0 in R3, (2.104)
suppK(t) ⊂ DR−2,R−1. (2.105)
Let E(t) be the Gaussian kernel (2.77). In view of (2.104), employing the same argument
as is the proof of (2.91), we have
w(t) = E(t) ∗w0 +
∫ t
0
E(t− s) ∗K(s) ds. (2.106)
Applying Young’s inequality, we have
‖∇jE(t) ∗ ϕ‖Lr(R3) ≤ Cq,rt−
3
2(
1
q
− 1
r )− j2‖ϕ‖Lq(R3) (2.107)
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for any t > 0, j ≥ 0 and 1 ≤ q ≤ r ≤ ∞, and
‖E(t) ∗ ϕ‖W 2,q(R3) ≤ Ct− 12‖ϕ‖W 1,q(R3) (2.108)
for 0 < t ≤ 2. Recalling that v(t) = T (t+ 1)f , by (2.6) we have
‖∂tv(t)‖Lq(Ω) + ‖v(t)‖W 2,q(Ω) ≤ Cq‖f‖Lq(Ω) (2.109)
for 0 < t ≤ 2. From (2.73), (2.105), (2.109), Lemma 1.1 and Lemma 2.23, we have
‖K(t)‖W 1,q(R3) + ‖K(t)‖Lγ(R3) ≤ C(1 + t)−
3
2q ‖f‖Lq(Ω), 1 ≤ γ ≤ q, (2.110)
‖w0‖Lq(R3) ≤ C‖f‖Lq(Ω). (2.111)
Set
I1(t) = E(t) ∗w0, I2(t) =
∫ t
0
E(t− s) ∗K(s) ds.
By (2.107) and (2.111) we have
‖I1(t)‖Lr(R3) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω),
‖∇I1(t)‖Lq(R3) ≤ Cqt− 12‖f‖Lq(Ω).
(2.112)
Let t ≥ 1 and r, γ be numbers such that
q ≤ r ≤ ∞, 3
(
1
q
− 1
r
)
< 2, 1 < γ < min
(
q,
3
2
)
. (2.113)
Then by the Sobolev embedding theorem, (2.107), (2.108) and (2.110) we have
‖I2(t)‖Lr(R3) ≤ Cq,r
∫ t
t−1
‖E(t− s) ∗K(s)‖W 2,q(R3) ds
+
∫ t−1
0
‖E(t− s) ∗K(s)‖Lr(R3) ds
≤ Cq,r
∫ t
t−1
(t− s)− 12‖K(s)‖W 1,q(R3) ds
+ Cq,r
∫ t−1
0
(t− s)− 32( 1γ− 1r )‖K‖Lγ(R3) ds
≤ Cq,r
{
t−
3
2q +
∫ t−1
0
(t− s)− 32( 1γ− 1r )(1 + s)− 32q ds
}
‖f‖Lq(Ω). (2.114)
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Observe that∫ t−1
0
(t− s)− 32( 1γ− 1r )(1 + s)− 32q ds ≤ Cr,γ
∫ t
0
(1 + t− s)− 32( 1γ− 1r )(1 + s)− 32q ds
= Cr,γ
∫ t/2
0
(1 + t− s)− 32( 1γ− 1r )(1 + s)− 32q ds
+ Cr,γ
∫ t/2
0
(1 + τ)−
3
2(
1
γ
− 1
r )(1 + t− τ)− 32q dτ,
where we have used the change of variable, t − s = τ in the second term in the last
relation. When 0 < s < t/2, 1 + t− s ≥ 1 + s, we have
∫ t−1
0
(t− s)− 32( 1γ− 1r )(1 + s)− 32q ds ≤ 2Cr,γ
(
1 +
t
2
)− 3
2(
1
q
− 1
r ) ∫ t/2
0
(1 + s)−
3
2γ ds
≤ 2Cq,r(1 + t)−
3
2(
1
q
− 1
r )
because 3γ/2 > 1 holds by (2.113), which combined with (2.114) implies that
‖I2(t)‖Lr(R3) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω) for any t ≥ 1 (2.115)
provided that q ≤ r ≤ ∞ and 3(1/q − 1/r) < 2. From (2.111) and (2.112) we have
‖∇I1(t)‖Lq(R3) ≤ Cqt− 12‖f‖Lq(Ω). (2.116)
By (2.107) and (2.110) we have
‖∇I2(t)‖Lq(R3) ≤ Cq
∫ t
t−1
(t− s)− 12 (1 + s)− 32q ds‖f‖Lq(Ω)
+ Cq,r
∫ t−1
0
(t− s)− 32( 1γ− 1q )− 12 (1 + s)− 32q ds‖f‖Lq(Ω).
(2.117)
Observe that∫ t−1
0
(t− s)− 32( 1γ− 1q )− 12 (1 + s)− 32q ds ≤ Cq,γ
∫ t
0
(1 + t− s)− 32( 1γ− 1q )− 12 (1 + s)− 32q ds
= Cq,γ
∫ t/2
0
(1 + t− s)− 32( 1γ− 1q )− 12 (1 + s)− 32q ds
+ Cq,γ
∫ t
t/2
(1 + s)−
3
2(
1
γ
− 1
q )− 12 (1 + t− s)− 32q ds.
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If 1 < q ≤ 3, then 3/2q − 1/2 ≥ 0, and therefore∫ t−1
0
(t− s)− 32( 1γ− 1q )− 12 (1 + s)− 32q ds ≤ Cq,γ
(
1 +
t
2
)− 1
2
∫ t/2
0
(1 + s)−
3
2γ ds
≤ Cq,γ(1 + t)− 12 ,
which combined with (2.117) implies that
‖∇I2(t)‖Lq(R3) ≤ Cqt− 12‖f‖Lq(Ω), t ≥ 1 (2.118)
provided that 1 < q ≤ 3. The proof is completed.
2.7.3. 3rd step
We consider the case when 0 < t ≤ 2. We shall prove the following lemma.
Lemma 2.25. Let 1 < q <∞ and 0 < t ≤ 2 and f ∈ Lqσ(Ω). Then we have
‖T (t)f‖Lr(Ω) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω), 1 < q ≤ r ≤ ∞, (2.119)
‖∇T (t)f‖Lr(Ω) ≤ Cq,rt−
3
2(
1
q
− 1
r )− 12‖f‖Lq(Ω), 1 < q ≤ r <∞. (2.120)
Proof. For any real number s ∈ (0, 2), by the complex interpolation theorem we have
W s,q(Ω) = [Lq(Ω),W 2,q(Ω)]θ with s = 2θ (see e.g., Triebel [56]). From (2.6) we have
‖T (t)f‖Lq(Ω) ≤ Cq‖f‖Lq(Ω), (2.121)
‖T (t)f‖W 2,q(Ω) ≤ Cqt−1‖f‖Lq(Ω) (2.122)
for 0 < t ≤ 2. Therefore interpolating (2.121) and (2.122) for s = 2θ we obtain
‖T (t)f‖W s,q(Ω) ≤ Cq,st− s2‖f‖Lq(Ω). (2.123)
From the Sobolev embedding theorem and (2.123), for s = 3(1/q − 1/r) we have
‖T (t)f‖Lr(Ω) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω) (2.124)
for 0 < t ≤ 2 and 1 < q ≤ r <∞. By (2.121) and (2.122) we have
‖∇T (t)f‖Lq(Ω) ≤ C‖T (t)f‖
1
2
Lq(Ω)‖T (t)f‖
1
2
W 2,q(Ω) ≤ Ct−
1
2‖f‖Lq(Ω) (2.125)
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for 0 < t ≤ 2. Therefore, by (2.124) and (2.125) we obtain
‖∇T (t)f‖Lr(Ω) ≤
∥∥∥∥∇T ( t2 + t2
)
f
∥∥∥∥
Lr(Ω)
≤ C
(
t
2
)− 1
2
∥∥∥∥T ( t2
)
f
∥∥∥∥
Lr(Ω)
≤ Cq,rt−
3
2(
1
q
− 1
r )− 12‖f‖Lq(Ω)
for 0 < t ≤ 2.
Finally we shall consider L∞ estimate. For 3 < q <∞, by using Sobolev’s inequality:
‖u‖L∞(Ω) ≤ C‖u‖θW 1,q(Ω)‖u‖1−θLq(Ω)
with θ = 3/q and (2.124) and (2.125) we have
‖T (t)f‖L∞(Ω) ≤ Cqt−
3
2q ‖f‖Lq(Ω) (2.126)
for 0 < t ≤ 2. Next we consider the cases 1 < q < 3/2 or 3/2 < q < 3. Let 3/(k+1) < q <
3/k with k = 1, 2. We set {q`}k`=0 in such a way that 1/q`+1 = 1/q`−1/3 (` = 0, 1, . . . , k−1)
with q0 = q. Since 1 < q < 3, we see that 3 < qk < ∞. Therefore by using (2.126) with
q = qk and (2.124) with r = qk, we obtian
‖T (t)f‖L∞(Ω) =
∥∥∥∥T ( t2
)
T
(
t
2
)
f
∥∥∥∥
L∞(Ω)
≤ Ct− 32qk
∥∥∥∥T ( t2
)∥∥∥∥
Lqk (Ω)
≤ Ct− 32qk t− 32
“
1
q
− 1
qk
”
‖f‖Lq(Ω) = Ct−
3
2q ‖f‖Lq(Ω),
for t > 0. This implies (2.126) for 1− 3/q 6∈ N0. When 1− 3/q ∈ N0, we choose r in such
a way that q < r < ∞ and 1 − 3/r 6∈ N0. Then, by (2.124) with q = r and (2.126) we
have
‖T (t)f‖L∞(Ω) ≤ Cr
(
t
2
)− 3
2r
∥∥∥∥T ( t2
)
f
∥∥∥∥
Lr(Ω)
≤ Cr
(
t
2
)− 3
2r
(
t
2
)− 3
2(
1
q
− 1
r )
‖f‖Lq(Ω) ≤ Cq,rt−
3
2q ‖f‖Lq(Ω)
for 0 < t ≤ 2. Hence we get (2.124) for 1 < q ≤ r ≤ ∞. The proof is completed.
2.7.4. 4th step
Now, we shall complete the proof of Theorem 2.3. Combining Lemma 2.24 and Lemma 2.25,
we have
‖T (t)f‖Lr(Ω) ≤ Cq,rt−
3
2(
1
q
− 1
r )‖f‖Lq(Ω) (2.127)
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for any t > 0 and f ∈ Lqσ(Ω) provided that 1 < q ≤ r ≤ ∞ and 3(1/q − 1/r) < 2. When
1 < q ≤ r ≤ ∞ and 3(1/q − 1/r) ≥ 2, we choose numbers qj, j = 1, 2, . . . , ` − 1, in
such a way that q = q0 < q1 < q2 < · · · < q`−1 < q` = r and 3(1/qm−1 − 1/qm) < 2 for
m = 1, 2, . . . , `. Repeated use of (2.127) implies that
‖T (t)f‖Lr(Ω) =
∥∥∥∥T( t` + · · ·+ t`︸ ︷︷ ︸
` times
)
f
∥∥∥∥
Lr(Ω)
≤ Cq`,q`−1
(
t
`
)− 3
2
„
1
q`−1
− 1
r
« ∥∥∥∥T( t` + · · ·+ t`︸ ︷︷ ︸
`− 1 times
)
f
∥∥∥∥
Lq`−1 (Ω)
≤ · · · ≤ Cq,r
(
t
`
)− 3
2(
1
q
− 1
r )
‖f‖Lq(Ω),
and therefore we have (2.127) for any t > 0 and f ∈ Lqσ(Ω) provided that 1 < q ≤ r ≤ ∞.
Now we consider the case when q = 1. For any ϕ,ψ ∈ C∞0,σ(Ω), by Theorem 2.14 and
(2.127) we have
|(T (t)ϕ,ψ)Ω| = |(ϕ, T (t)ψ)Ω| ≤ ‖ϕ‖L1(Ω)‖T (t)ψ‖L∞(Ω) ≤ C‖ϕ‖L1(Ω)t−3/2r′‖ψ‖Lr′ (Ω),
where r′ = r/(r − 1), and therefore we have
‖T (t)ϕ‖Lr(Ω) ≤ Crt−
3
2(1− 1r )‖ϕ‖L1(Ω). (2.128)
Since C∞0,σ(Ω) is dense in L
r′
σ (Ω), by the density argument we have (2.128) for any ϕ ∈
L1σ(Ω) ≡ C∞0,σ(Ω)
‖·‖L1(Ω) .
Combining (2.101) and (2.120), we obtain
‖∇T (t)f‖Lq(Ω) ≤ Cqt− 12‖f‖Lq(Ω) (2.129)
for any t > 0 and f ∈ Lqσ(Ω) provided that 1 < q ≤ 3. Combining (2.127), (2.128) and
(2.129), we have
‖∇T (t)f‖Lr(Ω) =
∥∥∥∥∇T (t)( t2
)
T
(
t
2
)
f
∥∥∥∥
Lr(Ω)
≤ Crt− 12
∥∥∥∥T ( t2
)
f
∥∥∥∥
Lr(Ω)
≤ Cq,rt−
3
2(
1
q
− 1
r )− 12‖f‖Lq(Ω).
for any t > 0 and f ∈ Lqσ(Ω) provided that 1 ≤ q ≤ r ≤ 3, r 6= 1. This completes the
proof of Theorem 2.3.
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2.8. Proof of global in time existence theorem
In this section we shall prove Theorem 2.5. For notational simplicity, we use ‖ · ‖q which
stands for ‖ · ‖Lq(Ω). First employing the argument due to Kato [32] for the Cauchy
problem of the Navier-Stokes system, we shall solve the integral equations (INT) by the
contraction mapping principle.
In order to do this, we introduce the following symbols:
[v]`,q,t = sup
0<s≤t
s`‖v(s)‖q,
[[v]]t = [v] 1−δ
2
, 3
δ
,t + [∇v] 12 ,3,t,
|||v|||t = [v]0,3,t + [[v]]t
with some fixed real number δ ∈ (0, 1). As an underlying space, we set
IM = {(v(t),B(t)) ∈ BC([0,∞);L3σ(Ω))× L3σ(Ω) |
lim
t→0+
{[v − a,B − b]0,3,t + [[(v,B)]]t} = 0, (2.130)
|||(v,B)|||t ≤ 2M‖(a, b)‖3}, (2.131)
where M will be determined later (see (2.137)). Set
v0(t) = e
−tAa, B0(t) = e−tMb,
Φ(v,B) = (v0(t),B0(t)) + (F [v,B](t), G[v,B](t)).
We shall prove that there exist positive constants M and η such that if
‖(a, b)‖3 ≤ η, (2.132)
then Φ becomes a contraction map from IM into itself. First we shall show that
lim
t→0+
[(v0 − a,B0 − b)]0,3,t = 0, (2.133)
lim
t→0+
[[(v0,B0)]]t = 0. (2.134)
In fact, for any ² > 0 there exists a (a², b²) ∈ C∞0,σ(Ω)2 so that ‖(a, b) − (a², b²)‖3 < ².
Therefore, by L3-boundedness of the semigroups (Theorems 2.3 and 2.4 with q = r = 3),
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we see that
‖(v0(t),B0(t))− (a, b)‖3 ≤ ‖(e−tA(a− a²), e−tM(b− b²))‖3
+ ‖(e−tAa² − a², e−tMb² − b)‖3 + ‖(a² − a, b² − b)‖3
≤ C²+ ‖(e−tAa² − a², e−tMb² − b)‖3
≤ C²+
∫ t
0
∥∥∥∥ dds(e−sAa², e−sMb²)
∥∥∥∥
3
ds
≤ C²+ Ct‖(a², b²)‖W 2,3(Ω).
Therefore we have
lim
t→0+
[(v0 − a,B0 − b)]0,3,t ≤ C².
This implies (2.133), because ² is chosen arbitrarily. In the same manner we have
t
1−δ
2 ‖(v0(t),B0(t))‖ 3
δ
≤ t 1−δ2 ‖(e−tA(a− a²), e−tM(b− b²))‖ 3
δ
+ t
1−δ
2 ‖(e−tAa², e−tMb²)‖ 3
δ
≤ C‖(a− a², b− b²)‖3 + Ct 12− 32r ‖(a², b²)‖r
≤ C²+ Ct 12− 32r ‖(a², b²)‖r
with some r ∈ (3, 3/δ), which implies
lim
t→0+
[v0,B0] 1−δ
2
, 3
δ
,t ≤ C². (2.135)
And also, we can see that
lim
t→0+
[∇(v0,B0)] 1
2
,3,t ≤ C². (2.136)
Since ² is chosen arbitrarily, by (2.135) and (2.136) we have (2.134).
By Theorems 2.3 and 2.4, one can easily see that
|||(v0,B0)|||t ≤M‖(a, b)‖3 (2.137)
with some constantM . In particular by (2.135)—(2.137), we see that (v0(t),B0(t)) ∈ IM .
Now, we shall estimate the nonlinear terms F [v,B](t) and G[v,B](t). In order to do
this, we prepare the following inequality due to the Ho¨lder inequality:
‖(u(s) · ∇)v(s)‖ 3
1+δ
≤ ‖u(s)‖ 3
δ
‖∇v(s)‖3 ≤ Cs−1+ δ2 [[u]]t[[v]]t (2.138)
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for any 0 < s ≤ t. By Theorem 2.4 and Lq-boundedness of the Helmholtz projection
(1.3), we have
‖F [v,B](t)‖3 ≤
∫ t
0
‖e−(t−s)AP [(v(s) · ∇)v(s)− (B(s) · ∇)B(s)]‖3 ds
≤ C
∫ t
0
(t− s)− 32( 1+δ3 − 13)(‖(v(s) · ∇)v(s)‖ 3
1+δ
+ ‖(B(s) · ∇)B(s)‖ 3
1+δ
) ds
≤ C
∫ t
0
(t− s)− δ2 (‖v(s)‖ 3
δ
‖∇v(s)‖3 + ‖B(s)‖ 3
δ
‖∇B(s)‖3) ds.
By the similar manner with Theorem 2.3, we have
‖G[v,B](t)‖3 ≤ C
∫ t
0
(t− s)− δ2 (‖v(s)‖ 3
δ
‖∇B(s)‖3 + ‖B(s)‖ 3
δ
‖∇v(s)‖3) ds.
From the above two estimates and (2.138), we obtain
‖(F [v,B])(t), G[v,B](t)‖3 ≤ C
∫ t
0
(t− s)− δ2‖(v(s),B(s))‖ 3
δ
‖∇(v(s),B(s))‖3 ds
≤ C
∫ t
0
(t− s)− δ2 s−1+ δ2 ds[[(v,B)]]2t
= CB
(
1− δ
2
,
δ
2
)
[[(v,B)]]2t ,
where B(q, r) denotes the beta function. And also, we obtain
‖(F [v,B](t), G[v,B](t)‖ 3
δ
≤ C
∫ t
0
(t− s)− 12 s−1+ δ2 ds[[(v,B)]]2t
≤ CB
(
1
2
,
δ
2
)
t−
1−δ
2 [[(v,B)]]2t ;
‖∇(F [v,B](t), G[v,B](t)‖3 ≤ C
∫ t
0
(t− s)− 1+δ2 s−1+ δ2 ds[[(v,B)]]2t
≤ CB
(
1− δ
2
,
δ
2
)
t−
1
2 [[(v,B)]]2t .
These inequalities imply
|||(F [v,B], G[v,B])|||t ≤ C[[(v,B)]]2t . (2.139)
From (2.137) and (2.139), we have
|||Φ(v,B)|||t ≤M‖(a, b)‖3 + C[[(v,B)]]2t , (2.140)
[Φ(v,B)− (a, b)]0,3,t + [[Φ(v,B)]]t
≤ [(v0 − a,B0 − b)]0,3,t + [[(v0,B0)]]t + C[[(v,B)]]2t .
(2.141)
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Therefore, if (v,B) ∈ IM , then by (2.130), (2.131), (2.133), (2.134), (2.140) and (2.141),
we obtain
|||Φ(v,B)|||t ≤M‖(a, b)‖3 + 4CM2‖(a, b)‖23, (2.142)
lim
t→0+
([Φ(v,B)− (a, b)]0,3,t + [[Φ(v,B)]]t) = 0. (2.143)
Choose an η > 0 in such a way that
4CMη < 1. (2.144)
Then by (2.142) we have
|||Φ(v,B)|||t < 2M‖(a, b)‖3 (2.145)
provided that ‖(a, b)‖3 ≤ η, which combined with (2.143) implies that Φ(v,B) ∈ IM
provided that (v,B) ∈ IM . This shows that Φ is a mapping from IM into itself. By
using (2.138), Theorems 2.3 and 2.4 and employing the same argument as in the proof of
(2.139), we have
|||Φ(v1,B1)− Φ(v2,B2)|||t ≤ C([[(v1,B1)]] + [[(v2,B2)]])[[(v1,B1)− (v2,B2)]]
≤ 4CM‖(a, b)‖3|||(v1,B1)− (v2,B2)|||t
(2.146)
for any (v1,B1), (v2,B2) ∈ IM . If we choose an η > 0 in such a way that
4CMη <
1
2
,
then it follows from (2.146) that Φ is a contraction map from IM intro itself if ‖(a, b)‖3 ≤
η. Therefore, there exists a unique fixed point (v(t),B(t)) ∈ IM of Φ, which solves
(INT). The uniqueness of solutions to (INT) holds for any (v(t),B(t)) ∈ IM . Namely,
if (v1(t),B1(t)), (v2(t),B2(t)) ∈ IM satisfy the integral equations (INT) with the same
initial data (a, b) ∈ L3σ(Ω) × L3σ(Ω) with ‖(a, b)‖3 ≤ η, then we have (v1(t),B1(t)) =
(v2(t),B2(t)) for any t > 0.
Now we shall show the sharper asymptotic behavior (2.3) and (2.4). In order to do
this, first we shall prove
lim
t→∞
‖(v(t),B(t))‖3 = 0. (2.147)
Given 0 < γ < 1/2, we take 3/2 < q < 3 such that γ = 3/2q−1/2. Given (a, b) ∈ C∞0,σ(Ω)2
with ‖(a, b)‖3 < η let (v(t),B(t)) be a solution of (INT). Then applying Lq-L3 estimate
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and L3/2-L3 estimate to (INT) and using the Ho¨lder inequality, we have
‖(v(t),B(t))‖3
≤ Ct−γ‖(a, b)‖q + C
∫ t
0
(t− s)− 12‖(v(s),B(s))‖3‖∇(v(s),B(s))‖3 ds
≤ Ct−γ‖(a, b)‖q + C
∫ t
0
(t− s)− 12 s−γs− 12 ds[(v,B)]γ,3,t[∇(v,B)] 1
2
,3,t
≤ Ct−γ
{
‖(a, b)‖q + CB
(
1
2
,
1
2
− γ
)
‖(a, b)‖3‖[(v,B)]γ,3,t
}
,
which implies that
[(v,B)]γ,3,t ≤ C‖(a, b)‖q + C‖(a, b)‖3[(v,B)]γ,3,t.
Since choosing η > 0 smaller if necessary, we may assume that C‖(a, b)‖3 ≤ 1/2 provided
that ‖(a, b)‖3 ≤ η, we have
[(v,B)]γ,3,t ≤ 2C‖(a, b)‖q.
This implies that (2.147) holds for any initial data (a, b) ∈ C∞0,σ(Ω)2 with ‖(a, b)‖3 ≤ η.
For general (a, b) ∈ L3σ(Ω)2 with ‖(a, b)‖3 < η and any ² > 0, we choose a² and
b² in such a way that ‖(a² − a, b² − b)‖3 ≤ ². Choosing ² > 0 smaller if necessary, we
may assume that ‖(a², b²)‖3 < η for any ² > 0. Since ‖(a², b²)‖3 < η, the corresponding
solution of (INT) satisfies (2.147). Combining this fact and the continuous dependence:
L3σ(Ω)
2 3 (a, b) 7→ (v(t),B(t)) ∈ BC([0,∞);L3σ(Ω)2), we have
‖(v(t),B(t))‖3 ≤ ‖(v(t)− v²(t),B(t)−B²(t))‖3 + ‖(v²(t),B²(t))‖3
≤ C²+ C‖(v²(t),B²(t))‖3.
Since ² is arbitrary and (v²(t),B²(t)) satisfies (2.147), we get (2.147) for any initial data
(a, b) ∈ L3σ(Ω)2 with ‖(a, b)‖3 ≤ η.
By the interpolation inequality, we get
t
1
2
− 3
2q ‖(v(t),B(t))‖q ≤ ‖(v(t),B(t))‖θ3
(
t
1
2‖(v(t),B(t))‖∞
)1−θ
≤ Cq‖(a, b)‖1−θ3 ‖(v(t),B(t))‖θ3
with 1/q = θ/3, which together with (2.147) implies that (2.3) for 3 < q < ∞. Here
we have used the global boundedness of t1/2‖(v(t),B(t))‖∞ which is guaranteed by the
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fact that a pair (v(t),B(t)) is global solution of (INT) with property (2.130) and (2.131).
Finally, we shall prove (2.3) for q = ∞ and (2.4). In order to do this, we rewrite (INT)
as follows:
v(t) = e−
t
2
Av(t/2)−
∫ t
t
2
e−(t−s)AP [(v(s) · ∇)v(s)− (B(s) · ∇)B(s)] ds,
B(t) = e−
t
2
BB(t/2)−
∫ t
t
2
e−(t−s)M[(v(s) · ∇)B(s)− (B(s) · ∇)v(s)] ds.
(2.148)
Then by Theorems 2.3 and 2.4 we obtain
‖(v(t),B(t))‖∞ ≤Ct− 12 ‖(v(t/2),B(t/2))‖3
+ C
∫ t
t
2
(t− s)− 34‖(v(s),B(s))‖6‖∇(v(s),B(s))‖3 ds
and
‖∇(v(t),B(t))‖3 ≤Ct− 12 ‖(v(t/2),B(t/2))‖3
+ C
∫ t
t
2
(t− s)− 34‖(v(s),B(s))‖6‖∇(v(s),B(s))‖3 ds
Therefore combining the above two estimates and ‖∇(v(t),B(t))‖3 ≤ Ct−1/2‖(a, b)‖3, we
obtain
t
1
2 (‖(v(t),B(t))‖∞ + ‖∇(v(t),B(t))‖3)
≤ C‖(v(t/2),B(t/2))‖3 + C‖(a, b)‖3 sup
t/2≤s≤t
s
1
4‖(v(s),B(s))‖6 (2.149)
for t > 0. Therefore, from (2.147) and (2.3) with q = 6, we have (2.3) for q = ∞ and
(2.4). This completes the proof of Theorem 2.5.
2.9. Appendix. Derivation of MHD system
In the present appendix, we give a brief derivation of the magnetohydrodynamic sys-
tem. The motion of incompressible viscous and electrically conducting fluid or single-fluid
plasma are determined by the following three relations (we consider only the isothermal
case). The first one is the Navier-Stokes system with the Lorentz force:
ρ(vt + (u · ∇)v)− ν∆v +∇p = J ×B, div v = 0. (2.150)
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The second one is Maxwell’s equations (under the MHD approximation):
curlH = J , curlE = −Bt,
divB = 0, divJ = 0.
(2.151)
The third one is the Ohm’s law (under the MHD approximation):
J = σ(E + v ×B). (2.152)
Here v is the velocity field, p pressure, B magnetic flux density, J current density, E
electric field and H magnetic field strength; ν is the viscosity, ρ density, σ conductivity;
The MHD approximation means that we neglect the effect of the time derivative of electric
displacement D in Faraday’s law (2.151)1. The original form of Faraday’s law is
curlH = J +Dt
and the original form of Gauss’s law (2.151)4 is divD = ρe. Here ρe is the electric charge
density. Since we may assume that Dt ¿ J under the MHD approximation, so we have
(2.151)1 and (2.151)4. If fluid is isotropic, constitutive equation between B and H is
given by
B = µH . (2.153)
Here the constant µ is the permeability. Therefore from (2.151), (2.152) and (2.153) we
have
J =
1
µ
curlB = σ(E + v ×B). (2.154)
Therefore inserting the first relation of (2.154) into (2.150)1, we have
ρ(vt + (v · ∇)v)− ν∆v +∇p = 1
µ
curlB ×B. (2.155)
On the other hand, applying curl to the second relation of (2.154), we have
curl
1
µ
curlB = σ(curlE + curl(v ×B))
= σ(−Bt + curl(v ×B)).
(2.156)
We call (2.156) the induction equations. Finally combining (2.155), (2.156) and the di-
vergence free conditions for v and B we have the magnetohydrodynamic system:
ρ(vt + (v · ∇)v)− ν∆v +∇p+ 1
µ
B × curlB = 0,
Bt +
1
σµ
curl curlB + (v · ∇)B − (B · ∇)v = 0,
div v = divB = 0.
(2.157)
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Here we have used the formula
curl(v ×B) = (B · ∇)v − (v · ∇)B + v divB −B div v
= (B · ∇)v − (v · ∇)B
for solenoidal vector fields v and B. If we put ν, µ, σ, ρ = 1 in (2.157), then we have our
problem (MHD).
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Chapter 3
Micropolar fluid system in bounded domain
Abstract of Chapter 3. In this chapter we are concerned with the initial boundary
value problem of the micropolar fluid system in a three dimensional bounded domain.
We study the resolvent problem of the linearized equations and prove the generation of
analytic semigroup and its time decay estimates. In particular, Lp-Lq type estimates
are obtained. By use of the Lp-Lq estimates for the semigroup, we prove the existence
theorem of global in time solution to the original nonlinear problem for small initial
data. Furthermore, we study the magneto-micropolar fluid system in the section 3.4.
3.1. Introduction and results of Chapter 3
This chapter deals with the system of equations for motion of micropolar fluid. Theory of
micropolar fluid was proposed by Eringen [16] in 1966. His theory enables us to consider
the some physical phenomena which cannot be treated by the classical Navier-Stokes
system for the viscous incompressible fluid, for example, motion of animal blood, liquid
crystals and dilute aqueous polymer solutions. All of these fluids includes the micro
particles, e.g., white and red cells or chain polymer molecules. From the macroscopic
view, we can treat these fluids as uniform fluids different from the classical Newtonian
one. According to the theory of Eringen, we consider the interaction between the fluid
motion and rotational motion of micro particles.
In this chapter, we consider the initial-boundary value problem of the micropolar fluid
system concerning the velocity field v = (v1(x, t), v2(x, t), v3(x, t)), the scalar pressure
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pi = pi(x, t) and the angular velocity w = (w1(x, t), w2(x, t), w3(x, t)):
vt − (ν + χ)∆v + v · ∇v +∇pi = χ rotw + f in Ω× (0,∞)
wt − γ∆w + v · ∇w + 2χw − (α+ β)∇ divw = χ rotv + g in Ω× (0,∞)
div v = 0 in Ω× (0,∞)
v = 0, w = 0 on ∂Ω× (0,∞)
v(x, 0) = v0, w(x, 0) = w0 in Ω.
(MPF)
Here Ω ⊂ R3 is a bounded domain with smooth boundary ∂Ω; v0 and w0 are the pre-
scribed initial data for the velocity and angular velocity; f and g are given external fields;
ν is the kinematic viscosity, χ is the vortex viscosity, α, β and γ are the spin viscosity;
By means of the second law of the thermodynamics (Clausius-Duhem inequality [16]), we
assume that physical constants satisfy
min{ν, χ, γ, α + β + γ} > 0. (3.1)
On the micropolar fluid system and some related problems, there are many results con-
cerning the weak and strong solvability. Galdi-Rionero [22] considered the weak solution of
(MPF). ÃLukaszewicz [40] showd that the existence theorem of the micropolar fliud system
with sufficiently regular initial data. Kagei-Skowron [31] and Inoue-Matsuura-Oˆtani [29]
obtained similar results for the thermal convection problem and the magneto-micropolar
fluid system (see Section 3.4), respectively (for L2-theory see ÃLukaszewicz [41]). However,
these results are essentially based on the framework of L2-spaces. Therefore to prove
the global existence, we have to assume not only the smallness but also some regularity
assumption on the initial data, as was assumed in the pioneer work of Fujita-Kato [18]
for the classical Navier-Stokes system (see also Kato and Fujita [34]). In fact, Fujita-Kato
assumed that the initial velocity v0 ∈ D(A1/42 ), where A2 denotes the Stokes operator:
A2 = −P2∆.
On the other hand, about the classical Navier-Stokes system, Giga-Miyakawa [25]
and Kato [32] proved that if the initial velocity v0 ∈ Lnσ (n ≥ 2 denotes dimension) is
sufficiently small in Ln-sense, then we are able to construct the global strong solution to
the classical Navier-Stokes initial value problem in Lnσ. From Giga-Miyakawa and Kato,
we can expected that if initial data (v0,w0) are sufficiently small in L
3-sense, then there
exists a unique global strong solution.
Here and hereafter, for simplicity, we putt f , g ≡ 0. When f , g 6≡ 0, if f , g belong
suitable class, then we can obtain the similar results given below.
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Here we shall introduce he homogeneous Sobolev space Wˆ 1,p(Ω) for the pressure term.
Set
Wˆ 1,p(Ω) = {pi ∈ Lploc(Ω) |∇pi ∈ Lp(Ω)3}
with norm ‖pi‖Wˆ 1,p(Ω) = ‖∇pi‖Lp(Ω). According to Farwig-Sohr [17], we define Lp0(Ω) by
Lp0(Ω) =
{
pi ∈ Lp(Ω)
∣∣∣ ∫
Ω
pi dx = 0
}
,
and then we identify Wˆ 1,p(Ω) = W 1,p(Ω) ∩ Lp0(Ω). For details, see Farwig-Sohr [17,
Section 1 and Section 5].
Next we shall give an operator theoretic interpretation of our problem. Let us set
U = (v,w)t and let us define the linear operator A as follows:
D(A) =
{
U =
[
v
w
] ∣∣∣∣v ∈ W 2,p(Ω)3 ∩W 1,p0 (Ω)3 ∩ Lpσ(Ω)w ∈ W 2,p(Ω)3 ∩W 1,p0 (Ω)3
}
,
AU =
[
−(ν + χ)P∆ −χ rot
−χ rot −γ∆− (α+ β)∇ div+2χ
]
U for U ∈ D(A).
Here we have used the fact that P rotw = rotw. In fact it is clear that div rotw = 0 in
Ω. Moreover from the boundary condition w = 0 on ∂Ω, we see that rotw ·n = 0 on ∂Ω.
These facts imply that rotw ∈ Lpσ(Ω). Therefore we have P rotw = rotw.
Let Xp(Ω) = Lpσ(Ω) × Lp(Ω)3. By using A, we get the following Cauchy problem of
abstract evolution equation in the Banach space Xp(Ω) from (MPF):{
U ′(t) +AU = N (U ), t > 0,
U (0) = U 0,
(3.2)
where U 0 = (v0,w0)
t and N (U ) is nonlinear term of the form:
N (U ) =
[
−P [(v(t) · ∇)v(t)]
−(v(t) · ∇)w(t)
]
.
We are now in a position to state our main results of this paper. The first theorem is
concerned with the generation of an analytic semigroup.
Theorem 3.1. −A generates an analytic semigroup {T (t)}t≥0 on Xp(Ω).
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According to Duhamel’s principle, the integral equations corresponding to (3.2) is
given by
U (t) = T (t)U 0 +
∫ t
0
T (t− s)N (U )(s) ds. (3.3)
Since the problem (3.2) is semilinear parabolic type, our goal is to solve the above integral
equations (3.3) by contraction mapping principle. In solving (3.3), we need some estimates
for handling the nonlinear term N (U ). To handle the nonlinear term, we obtain the
following Lp-Lq type estimates.
Theorem 3.2. Let 1 < p < ∞. Then there exists a δ0 > 0 such that ρ(−A) ⊃ C \
(−∞,−δ0). Here ρ(·) denotes the resolvent set. Furthermore, there exists a δ1 ∈ (0, δ0)
such that the following estimate holds for any U ∈Xp(Ω):
‖T (t)U‖W j,p(Ω) ≤ Ce−δ1tt−
j
2‖U‖Lp(Ω), t > 0, j = 0, 1, 2.
By Theorem 3.2, the Sobolev embedding theorem and the interpolation inequality, we
obtain the Lp-Lq estimates for T (t).
Corollary 3.3 (Lp-Lq estimates). (i) Let 1 ≤ p ≤ q ≤ ∞, p 6=∞, q 6= 1. Then there exist
C = C(p, q) > 0 and δ = δ(p, q) ≥ 0 such that the following Lp-Lq type estimate holds for
any U ∈Xp(Ω):
‖T (t)U‖Lq(Ω) ≤ Ce−δtt−
3
2(
1
p
− 1
q )‖U‖Lp(Ω), t > 0
(ii) Let 1 < p ≤ q < ∞.Then there exist C = C(p, q) > 0 and δ = δ(p, q) ≥ 0 such that
the following estimate holds for any U ∈Xp(Ω):
‖∇T (t)U‖Lq(Ω) ≤ Ce−δtt−
3
2(
1
p
− 1
q )− 12‖U‖Lp(Ω), t > 0.
By means of Corollary 3.3, we get the following global existence theorem.
Theorem 3.4. Let U 0 = (v0,w0) ∈ X3(Ω) = L3σ(Ω) × L3(Ω)3. Then there exists
an η = η(Ω) > 0 such that if ‖U 0‖L3(Ω) < η, then (MPF) has unique strong solution
U = (v,w) with the following properties:
eδtt
1
2
− 3
2qU (t) ∈ BC([0,∞);Xq(Ω)), q ≥ 3, (3.4)
eδtt
1
2∇U (t) ∈ BC([0,∞);L3(Ω)18), (3.5)
where BC(I;X) denotes the class of X-valued bounded and continuous functions on I.
All the values in (3.4) and (3.5) vanish at t = 0 except when q = 3 in (3.4), and in the
case q = 3, then U (0) = U 0.
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Remark 3.5. We do not require smallness condition for initial data to prove the local in
time existence of solution.
In order to prove Theorem 3.1, Theorem 3.2 and Corollary 3.3, we have to study the
linearized problem of (MPF). If we linearize (MPF), we get the following initial boundary
value problem of linear system:
vt − (ν + χ)∆v +∇pi − χ rotw = 0 in Ω× (0,∞),
wt − γ∆w + 2χw − (α + β)∇ divw − χ rotv = 0 in Ω× (0,∞),
div v = 0 in Ω× (0,∞),
v = 0, w = 0 on ∂Ω× (0,∞),
v(x, 0) = v0, w(x, 0) = w0 in Ω.
(3.6)
In particular, our approach is based on the theory of analytic semigroup. So the main
point is analysis of the corresponding resolvent problem to (3.6):
λv − (ν + χ)∆v +∇pi − χ rotw = f in Ω,
λw − γ∆w + 2χw − (α + β)∇ divw − χ rotv = g in Ω,
div v = 0 in Ω,
v = 0, w = 0 on ∂Ω.
(3.7)
Here λ ∈ C is a complex parameter, f and g are given external fields corresponding to
the initial data of (3.6).
This paper is organized as follows. In section 3.2, we consider the resolvent problem
(3.7) and prove Theorem 3.1 and Theorem 3.2. Our idea to prove Theorems 3.1 and 3.2
is based on the perturbation technique from the Stokes equations and the equations of
elasticity. In bounded domain, by usual perturbation technique, we can prove the resolvent
estimate from the known results of the Stokes resolvent problem and resolvent problem
of elastic equations. However, in the unbounded domain (exterior domain, perturbed half
space, etc...), our approach does not work. For the case when Ω is an exterior domain,
we will prove the same type results of this paper in the forthcoming paper. As mentioned
before, once Theorem 3.2 is obtained, then by the interpolation theory and the Sobolev
embedding theorem, we get Corollary 3.3. In section 3.3, we solve the integral equations
(3.3) by the contraction mapping principle. The basic idea to solve (3.3) is similar to that
of Kato [32]. In section 3.4, we consider the fluid is electrically conducting case. If fluid is
electrically conducting case, we have to consider interaction between motion of the fluid
and electric-magnetic fields. Therefore we consider system of (MPF) with the Lorentz
force, Maxwell’s equations and Ohm’s law under the MHD approximation.
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3.2. The resolvent estimates
In this section we prove Theorems 3.1, Theorem 3.2 and Corollary 3.3. In order to do,
we consider the resolvent problem (3.7). Here we introduce the sectorial domain for the
study of the resolvent. Set
Σ² = {z ∈ C \ {0} | | arg z| < pi − ²}.
From the Sobolev embedding theorem and the interpolation inequality, Corollary 3.3
follows from Theorem 3.2. Therefore first we prove Theorems 3.1 and 3.2. In order to
do this, we shall prepare two theorems on the Stokes resolvent problem and the resolvent
problem of the elasticity.
Theorem 3.6 (Farwig-Sohr [17], Giga [23]). Let 1 < p < ∞, 0 < ² < pi/2, λ0 > 0
and ν > 0. For any f ∈ Lp(Ω)3 and λ ∈ Σ², there exists a pair of functions (v, pi) ∈
W 2,p(Ω)3 × Wˆ 1,p(Ω) which solves the the Stokes resolvent problem:{
λv − ν∆v +∇pi = f , div v = 0 in Ω,
v = 0 on ∂Ω.
Furthermore the above pair of functions satisfies the following estimate:
|λ|‖v‖Lp(Ω) + |λ| 12‖∇v‖Lp(Ω) + ‖∇2v‖Lp(Ω) + ‖pi‖Wˆ 1,p(Ω) ≤ C(p, ², λ0, ν)‖f‖Lp(Ω) (3.8)
provided that λ ∈ Σ² and |λ| ≥ λ0. Here Wˆ 1,p(Ω) is the homogeneous Sobolev space
introduced in Section 3.1.
Remark 3.7. Since Ω is bounded, the term ‖∇2v‖Lp(Ω) in (3.8) may be replaced by
‖v‖W 2,p(Ω) and λ = 0 is included.
By the famous results of Agmon-Douglis-Nirenberg [4, 5], we have the following theo-
rem for the resolvent of the elastic equations.
Theorem 3.8. Let 1 < p < ∞, 0 < ² < pi/2, λ0 > 0, a > 0 and a + b > 0. For any
g ∈ Lp(Ω)3 and λ ∈ Σ², there exists a w ∈W 2,p(Ω)3 solution to{
λw − a∆w − b∇ divw = g in Ω,
w = 0 on ∂Ω.
Furthermore w satisfies the following estimate:
|λ|‖w‖Lp(Ω) + |λ| 12‖∇w‖Lp(Ω) + ‖∇2w‖Lp(Ω) ≤ C(p, ², λ0, a, b)‖g‖Lp(Ω) (3.9)
provided that λ ∈ Σ² and |λ| ≥ λ0.
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Remark 3.9. As same as Theorem 3.6, we may replace the term ‖∇2w‖Lp(Ω) by ‖w‖W 2,p(Ω)
and λ = 0 case is included.
Combining Theorem 3.6 and Theorem 3.8 we have the following theorem.
Theorem 3.10. Let 1 < p < ∞, 0 < ² < pi/2. Then there exists λ0 > 0 such that for
any (f , g) ∈ Lp(Ω)6, λ ∈ Σ² with |λ| ≥ λ0 there exist a (v, pi,w) ∈ W 2,p(Ω)× Wˆ 1,p(Ω)×
W 2,p(Ω) solution to (3.7). Moreover (v, pi,w) satisfies
|λ|‖(v,w)‖Lp(Ω) + |λ| 12‖∇(v,w)‖Lp(Ω)
+ ‖∇2(v,w)‖Lp(Ω) + ‖pi‖Wˆ 1,p(Ω) ≤ C‖(f , g)‖Lp(Ω)
provided that λ ∈ Σ² and |λ| ≥ λ0.
Proof. The proof is based on the contraction mapping principle. Define Iλ by
Iλ(v,w) = |λ|‖(v,w)‖Lp(Ω) + |λ| 12‖∇(v,w)‖Lp(Ω) + ‖∇2(v,w)‖Lp(Ω).
Given (u, z, θ) ∈W 2,p(Ω)6 × Wˆ 1,p(Ω), let (v,w, pi) ∈W 2,p(Ω)6 × Wˆ 1,p(Ω) be solution
to the following boundary value problem:
λv − (ν + χ)∆v +∇pi = f + χ rotz in Ω,
λw − γ∆w − (α + β)∇ divw = g − 2χz + χ rotu in Ω,
div v = 0 in Ω,
v = 0, w = 0 on ∂Ω.
(3.10)
Since the above problem (3.10) is decoupled, by Theorem 3.6 and Theorem 3.8, we have
Iλ(v,w) + ‖pi‖Wˆ 1,p(Ω)
≤ C(λ1)(‖(f , g)‖Lp(Ω) + ‖∇(u, z)‖Lp(Ω) + ‖z‖Lp(Ω))
≤ C(λ1)‖(f , g)‖Lp(Ω) + C(λ1)|λ|− 12Iλ(u, z)
≤ C(λ1)‖(f , g)‖Lp(Ω) + C(λ1)(|λ|− 12Iλ(u, z) + ‖θ‖Wˆ 1,p(Ω)) (3.11)
provided that λ ∈ Σ² with |λ| ≥ λ1 > 0. Since (3.10) is linear problem, we have
Iλ(v1 − v2,w1 −w2) + ‖pi1 − pi2‖Wˆ 1,p(Ω)
≤ C(λ1)|λ|− 12 (Iλ(u1 − u2,z1 − z2) + ‖θ1 − θ2‖Wˆ 1,p(Ω))
(3.12)
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Set G : (u,z, θ)→ (v,w, pi) be a mapping on W 2,p(Ω)6 × Wˆ 1,p(Ω) and define the under-
lying space I by
I =

(u,z, θ) ∈ W 2,p(Ω)6 × Wˆ 1,p(Ω) |
divu = 0 in Ω, u = 0, w = 0 on ∂Ω,
Iλ(u, z) + ‖θ‖Wˆ 1,p(Ω) ≤ 2C(λ1)‖(f , g)‖Lp(Ω)
 .
Set |||(u,z, θ)||| := Iλ(u,z) + ‖θ‖Wˆ 1,p(Ω), then by (3.11) we have
|||G(u, z, θ)||| ≤ C(λ1)‖(f , g)‖Lp(Ω) + C(λ1)|λ|− 12 |||(u, z, θ)|||.
Therefore if we take λ0 ≥ λ1 > 0 is large enough in such a way that
C(λ1)λ
− 1
2
0 ≤
1
2
,
we obtain
|||G(u,z, θ)||| ≤ C(λ1)‖(f , g)‖Lp(Ω) + 1
2
|||(u,z, θ)|||
≤ 2C(λ1)‖(f , g)‖Lp(Ω)
provided that (u, z, θ) ∈ I. Thus we see that G is a bounded linear operator on I. From
(3.12) we have
|||G(u1,z1, θ1)−G(u2,z2, θ2)||| ≤ C(λ1)|λ|− 12 |||(u1,z1, θ1)− (u2,z2, θ2)|||
≤ 1
2
|||(u1,z1, θ1)− (u2,z2, θ2)|||
provided that λ ∈ Σ², |λ| ≥ λ0. Hence we see that G is a contraction mapping on I.
Therefore, for any λ ∈ Σ² with |λ| ≥ λ0, (f , g) ∈ Lp(Ω)6, there exists a (v,w, pi) ∈
W 2,p(Ω)6 × Wˆ 1,p(Ω) solution to (3.7) and
|λ|‖(v,w)‖Lp(Ω) + |λ| 12‖∇(v,w)‖Lp(Ω)
+ ‖∇2(v,w)‖Lp(Ω) + ‖pi‖Wˆ 1,p(Ω) ≤ C‖(f , g)‖Lp(Ω)
.
The uniqueness follows from the duality argument. This completes the proof.
Next we shall determine the resolvent set. By using the operator A, we see that (3.7)
is equivalent to
λ
[
v
w
]
+A
[
v
w
]
=
[
Pf
g
]
(3.13)
for (v,w) ∈ D(A). For (3.13) we have the following theorem.
62
3.2. The resolvent estimates
Theorem 3.11. Let 1 < p <∞, 0 < ² < pi/2. There exists a σ(Ω) > 0 such that for any
λ ∈ Σσ² = Σ² ∪ {z ∈ C | |z| ≤ σ(Ω)}, (f , g) ∈ Xp(Ω), there exists a (v,w) ∈ D(A) which
is solution to (3.13). Moreover
|λ|‖(v,w)‖Lp(Ω) + ‖(v,w)‖W 2,p(Ω) ≤ C(², p)‖(f , g)‖Lp(Ω). (3.14)
Proof. From Theorem 3.10, it suffices to consider |λ| ≤ λ0. Let (v,w) ∈ D(A) be a
solution to
λ0(v,w) +A(v,w) = (f˜ , g˜),
and let us define the solution operator G by G(f , g) = (v,w).
For (f , g) ∈ Xp(Ω), we look for the solution to (3.13) of the form (v,w) = G(f˜ , g˜).
Therefore, we rewrite the problem as follows:
λ(v,w) +A(v,w) = λ0(v,w) +A(v,w) + (λ− λ0)(v,w)
= (f˜ , g˜) + (λ− λ0)(v,w)
= (f˜ , g˜) + (λ− λ0)G(f˜ , g˜) = (f , g).
Therefore we have
(I + (λ− λ0)G)(f˜ , g˜) = (f , g).
Since G is a compact operator on Xp(Ω), in view of the Fredholm alternative theorem,
the injectivity implies the invertibility. Therefore, we assume that
(I + (λ− λ0)G)(f , g) = (0, 0).
Since Ω is bounded, for 2 ≤ p < ∞, we have (v,w) ∈ W 2,2(Ω)6. On the other hand,
by use of the boot strapping argument, we have (v,w) ∈ W 2,2(Ω)6 for 1 < p < 2. From
the well known formula ∆w = ∇ divw − rot rotw, we have −γ∆w − (α + β)∇ divw =
γ rot rotw− (α+β+γ)∇ divw. Noting this relation, by the divergence theorem, we have
0 = λ‖v‖2 + (ν + χ)‖∇v‖2 − χ(rotw,v)Ω − χ(rotv,w)Ω
+ λ‖w‖2 + γ‖ rotw‖2 + (α+ β + γ)‖ divw‖2 + 2χ‖w‖2.
Here and hereafter ‖ · ‖ = ‖ · ‖L2(Ω) and
(v,u)Ω =
∫
Ω
v(x) · u(x) dx,
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where u(x) denotes the complex conjugate of u(x). By the Schwarz inequality, we have
χ‖∇v‖2 − χ(rotw,v)Ω − χ(rotv,w)Ω + 2χ‖w‖2
≥ χ‖∇v‖2 − 2χ‖ rotv‖‖w‖+ 2χ‖w‖2
= χ(‖∇v‖ − ‖w‖)2 + χ‖w‖2 ≥ 0. (3.15)
Here we have used the fact that ‖∇v‖ = ‖ rotv‖ for the solenoidal vector field. In fact,
−∆v = rot rotv and the boundary conditions for w imply
‖∇v‖2 = (−∆v,v)Ω = (rot rotv,v)Ω = ‖ rotv‖2.
Put
A = A(v,w) = ‖v‖2 + ‖w‖2,
B = B(v,w) = ν‖∇v‖2 + γ‖ rotw‖2 + (α + β + γ)‖ divw‖2
+ χ‖∇v‖2 − χ(rotw,v)Ω − χ(rotv,w)Ω + 2χ‖w‖2.
Then from (3.1) and (3.15), we see that B ≥ 0 and clearly A ≥ 0. First we shall prove
the uniqueness when λ ∈ Σ². Set λ = |λ|eiϕ, then we have
|λA+B|2 = |λ|2A2 + 2|λ|AB cosϕ+B2.
Since λ ∈ Σ², we have cosϕ ≥ − cos ². Therefore, we obtain
0 = |λA+B|2 ≥ |λ|2A2 − 2|λ|AB cos ²+B2
= cos ²(|λ|2A2 − 2|λ|AB +B2) + (1− cos ²)(|λ|2A2 +B2)
≥ cos ²(|λ|A−B)2 + (1− cos ²)(|λ|2A2 +B2)
≥ 2 sin2 ²
2
(|λ|2A2 +B2) ≥
(
sin
²
2
(|λ|A+B)
)2
.
This inequality implies |λ|A = 0 and B = 0. Therefore if λ 6= 0, the uniqueness holds.
Next we consider when λ ∈ {z ∈ C | |z| ≤ σ(Ω)}. Since 0 = λA+B, we have
0 = |λA+B| ≥ B − |λ|A
≥ ν‖∇v‖2 + χ‖w‖2 − |λ|(‖v‖2 + ‖w‖2).
Since Ω is bounded and v = 0 on ∂Ω, by virtue of Poincare’s inequality, we have
‖v‖2 ≤ C(Ω)‖∇v‖2. (3.16)
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Hence we obtain
0 ≥ (ν − |λ|C(Ω))‖∇v‖2 + (χ− |λ|)‖w‖2. (3.17)
Therefore there exists σ(Ω) > 0 such that ν − σ(Ω)C(Ω) > 0 and χ − σ(Ω) > 0. If
|λ| < σ(Ω), then ∇v = 0 and w = 0 in Ω. Furthermore, from (3.16), we have v = 0.
Therefore, when λ ∈ {z ∈ C | |z| ≤ σ(Ω)}, the uniqueness holds. Summarizing the above
two arguments, we have the uniqueness for λ ∈ Σσ² .
From the view point of the Fredholm alternative theorem, there exists the bounded
linear operator (I + (λ− λ0)G)−1 :Xp(Ω)→Xp(Ω).
This completes the proof.
By Theorem 3.11, we get Theorem 3.1. In fact, from the Helmholtz decomposition,
(3.14) is equivalent to∥∥∥∥∥(λI +A)−1
[
Pf
g
]∥∥∥∥∥
Lp(Ω)
≤ C|λ|‖(f , g)‖Lp(Ω).
This estimate implies Theorem 3.1. And also, from the standard property of analytic
semigroup, we have Theorem 3.2. Next we shall prove Corollary 3.3 with aid of Theo-
rem 3.2.
Proof of Corollary 3.3. For any real number s ∈ (0, 2), by complex interpolation theorem
we have
W s,p(Ω) = (Lp(Ω),W 2,p(Ω))θ (3.18)
with s = 2θ (see e.g., Triebel [55, Chapter 2]). Here (·, ·)θ denotes complex interpolation.
From the Sobolev embedding theorem,
W s,p(Ω) ↪→ Lq(Ω) (3.19)
provided that 1 < p < q <∞ and s = 3(1/p−1/q). From (3.18), (3.19) and Theorem 3.2
with j = 0, 2, we have
‖T (t)U‖Lq(Ω) ≤ C‖T (t)U‖W s,p(Ω)
≤ C‖T (t)U‖1−θLp(Ω)‖T (t)U‖θW 2,p(Ω)
≤ Ce−δ0θt‖U‖1−θLp(Ω)t−θe−δ2θt‖U‖θLp(Ω)
= Ce−δtt−θ‖U‖Lp(Ω),
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where δ = δ0(1− θ) + δ2θ and s = 2θ. Therefore, we obtain
‖T (t)U‖Lq(Ω) ≤ Ce−δp,qtt−
3
2(
1
p
− 1
q )‖U‖Lp(Ω). (3.20)
By the similar argument, we can obtain the gradient estimate:
‖∇T (t)U‖Lq(Ω) ≤ Ce−δp,qtt−
3
2(
1
p
− 1
q )− 12‖U‖Lp(Ω). (3.21)
Next we shall show Lp-L∞ estimate. From the real interpolation theorem, we obtain
B
3/p
p,1 (Ω) = [L
p(Ω),W 2,p(Ω)]θ,1 (3.22)
with 3/p = 2θ, 0 < 3/p < 2. Here Bsp,q denotes the Besov space. From (3.22), the fact
that B
3/p
p,1 ⊂ L∞(Ω) and Theorem 3.2 with j = 0, 2, we have
‖T (t)U‖L∞(Ω) ≤ C‖T (t)U‖B3/pp,1 (Ω) ≤ C‖T (t)U‖
1−θ
Lp(Ω)‖T (t)U‖θW 2,p(Ω)
≤ Ce−δtt−θ‖U‖Lp(Ω), 3
2
< p <∞,
where 3/p = 2θ. Therefore we obtain
‖T (t)U‖L∞(Ω) ≤ Ce−δtt−
3
2p‖U‖Lp(Ω), 3
2
< p <∞. (3.23)
When 1 < p ≤ 3/2, we take q > 3/2. By (3.20) and (3.23), we have
‖T (t)U‖L∞ = ‖T (t/2)T (t/2)U‖L∞(Ω) ≤ Ce−δtt−
3
2q ‖T (t/2)‖Lq(Ω)
≤ Ce−δtt− 32q e−δp,qtt− 32( 1p− 1q )‖U‖Lp(Ω)
= Ce−δp,∞t−
3
2p‖U‖Lp(Ω). (3.24)
Therefore we obtain Lp-L∞ estimate.
Finally we shall show L1-Lq estimate. Let U ∈ L1(Ω)6 ∩Xq(Ω) for some q ∈ (1,∞).
Then by (3.24), we have
|(T (t)U ,V )| = |(U , T (t)V )| ≤ ‖U‖L1(Ω)‖T (t)V ‖L∞(Ω)
≤ Ce−δtt− 32q′ ‖U‖L1(Ω)‖V ‖Lq′ (Ω)
for V ∈Xq′(Ω), where q′ = q/(q − 1), and therefore we have
‖T (t)U‖Lq(Ω) ≤ Ce−δtt−
3
2(1− 1q )‖U‖L1(Ω). (3.25)
Combining (3.20), (3.21), (3.24) and (3.25), we obtain Corollary 3.3.
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3.3. Global existence
This section is devoted to proof of Theorem 3.4. For notational simplicity we denote
the norm ‖ · ‖Lp(Ω) by ‖ · ‖p. In order to prove Theorem 3.4, with help of Corollary 3.3,
we shall solve the integral equations (3.3) by the contraction mapping principle. The
basic strategy to solve (3.3) is similar to that of Kato [32] for the Cauchy problem of the
classical Navier-Stokes system. Let us introduce the following symbols:
[U ]`,p,t = sup
0<s≤t
eδss`‖U (s)‖p,
[[U ]]t = [U ] 1
2
− 3
2q
,q,t + [∇U ] 1
2
,3,t,
|||U |||t = [U ]0,3,t + [[U ]]t
with some fixed real number q > 3 and δ > 0. As an underlying space for our argument
of the contraction mapping, we set
IM = {U (t) ∈ BC([0,∞);X3(Ω)) |
lim
t→+0
{[U −U 0]0,3,t + [[U ]]t} = 0, (3.26)
|||U |||t ≤ 2M‖U 0‖}, (3.27)
where M will be determined later. Set
U 0(t) = T (t)U 0, GU (t) =
∫ t
0
T (t− s)N (U )(s) ds,
Φ(U ) = U 0(t) + GU (t).
Our task is to show that there exist positive constants M and η so that if initial data U 0
satisfies
‖U 0‖3 ≤ η (3.28)
then Φ becomes contraction map from IM into itself.
We start with the following lemma.
Lemma 3.12. Let q > 3. Then we have
lim
t→0+
sup
0<s≤t
‖U 0(s)−U 0‖3 = 0, (3.29)
lim
t→0+
[[U 0]]t = 0. (3.30)
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Proof. For any ² > 0 there exists an U ²0 = (v
²
0,w
²
0) ∈ C∞0,σ(Ω) × C∞0 (Ω)3 such that
‖U 0 −U ²0‖3 < ². So, by virtue of Corollary 3.3 with p = q = 3, we have
‖U 0 −U 0‖3 ≤ ‖T (t)(U 0 −U ²0)‖3 + ‖T (t)U ²0 −U ²0‖3 + ‖U ²0 −U 0‖3
≤ C‖U 0 −U ²0‖3 + ‖T (t)U ²0 −U ²0‖3 + ‖U ²0 −U 0‖3
≤ C ′²+ ‖T (t)U ²0 −U ²0‖3
≤ C ′²+
∫ t
0
∥∥∥∥ ddsT (s)U ²0
∥∥∥∥
3
ds
≤ C ′²+ Ct‖U ²0‖W 2,3(Ω).
Therefore we have
lim
t→0+
sup
0<s≤t
‖U 0(t)−U 0‖3 ≤ C².
This implies (3.29), because of the arbitrariness of ².
Next we prove (3.30). By the similar manner, for q ∈ (3,∞], we see that
eδtt
1
2
− 3
2q ‖T (t)U 0‖q ≤ eδtt
1
2
− 3
2q ‖T (t)(U 0 −U ²0)‖q + eδtt
1
2
− 3
2q ‖T (t)U ²0‖q
≤ C²+ Ceδtt 12− 32r ‖U ²0‖r
with some r ∈ (3, q), which implies
lim
t→0+
sup
0<s≤t
eδss
1
2
− 3
2q ‖U 0(s)‖q ≤ C². (3.31)
And also, one can see that
lim
t→0+
sup
0<s≤t
eδss
1
2‖∇U 0(s)‖3 ≤ C². (3.32)
Since ² is chosen arbitrarily, by (3.31) and (3.32), we have (3.30).
By Corollary 3.3, it is easy to see that
|||U 0|||t ≤M‖(v0,w0)‖3 (3.33)
with some constant M . Especially, from Lemma 3.12 and (3.33), we see that (U 0(t)) ∈
IM .
Next we shall estimate the nonlinear term GU (t). To do this, we use the following
inequality essentially due to the Ho¨lder inequality:
‖(u · ∇)v‖r ≤ C‖u‖p‖∇v‖q, where 1
r
=
1
p
+
1
q
. (3.34)
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For q > 3, by Corollary 3.3 and (3.34) we have
‖GU (t)‖q ≤
∫ t
0
‖T (t− s)N (U (s))‖q ds
≤ C
∫ t
0
e−δ(t−s)(t− s)− 32( 13+ 1q− 1q )‖N (U (s))‖ 3q
3+q
ds
≤ C
∫ t
0
e−δ(t−s)(t− s)− 12‖v(s)‖q‖∇(v(s),w(s))‖3 ds
≤ C
∫ t
0
e−δ(t−s)(t− s)− 12‖U (s)‖q‖∇U (s)‖3 ds
≤ C
∫ t
0
e−δ(t−s)e−2δs(t− s)− 12 s−1+ 32q ds [[U ]]2t
= Ce−δtt−
1
2
+ 3
2q
∫ 1
0
e−δθt(1− θ)− 12 θ−1+ 32q dθ [[U ]]2t
≤ CB
(
1
2
,
3
2q
)
e−δtt−
1
2
+ 3
2q [[U ]]2t , (3.35)
where B(p, q) denotes the beta function. By the similar manner, we obtain
‖GU (t)‖3 ≤ C
∫ t
0
e−δ(t−s)(t− s)− 32( 13+ 1q− 13)‖N (U (s))‖ 3q
3+q
ds
≤ C
∫ t
0
e−δ(t−s)(t− s)− 32q ‖U (s)‖q‖∇U (s)‖3 ds
≤ CB
(
1− 3
2q
,
3
2q
)
e−δt[[U ]]2t , (3.36)
‖∇GU (t)‖3 ≤ C
∫ t
0
e−δ(t−s)(t− s)− 32( 13+ 1q− 13)− 12‖N (U (s))‖ 3q
3+q
ds
≤ C
∫ t
0
e−δ(t−s)(t− s)− 32q− 12‖U (s)‖q‖∇U (s)‖3 ds
≤ CB
(
1
2
− 3
2q
,
3
2q
)
e−δtt−
1
2 [[U ]]2t . (3.37)
From (3.35), (3.36) and (3.37), we see that
|||GU |||t ≤ C[[U ]]2t . (3.38)
Therefore, from (3.33) and (3.38), we have
|||Φ(U )|||t ≤M‖U 0‖3 + C[[U ]]2t , (3.39)
[Φ(U )−U 0]0,3,t + [[Φ(U )]]t ≤ [U 0 −U 0]0,3,t + [[U 0]]t + C[[U ]]2t . (3.40)
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Hence, if U ∈ IM , then by (3.26), (3.27), (3.29), (3.30), (3.39) and (3.40), we have
|||Φ(U )|||t ≤M‖U 0‖3 + 4CM2‖U 0‖23, (3.41)
lim
t→0+
([Φ(U )−U 0]0,3,t + [[Φ(U )]]t) = 0. (3.42)
Choose an η > 0 in such a way that
4CMη < 1, (3.43)
then by (3.41) we have
|||Φ(U )|||t < 2M‖U 0‖3 (3.44)
provided that ‖U 0‖3 ≤ η, which combined with (3.42) implies that Φ(U ) ∈ IM provided
that U ∈ IM . This shows that Φ is a map from IM into itself.
Next we shall show that if L3-norm of the initial data is sufficiently small, then Φ
becomes a contraction map on IM . From the similar calculation of the previous arguments,
we obtain
|||Φ(U 1)− Φ(U 2)|||t ≤ C([[U 1]]t + [[U 2]]t)[[U 1 −U 2]]t
≤ 4CM‖U 0‖3|||U 1 −U 2|||t
(3.45)
for any U 1(t),U 2(t) ∈ IM . If we choose an η > 0 in such a way that
4CMη <
1
2
,
then it follows from (3.45) that Φ is a contraction map from IM into itself if ‖U 0‖3 ≤ η.
Therefore, there exists a unique fixed point U (t) ∈ IM of Φ, which solves the integral
equations (3.3). The uniqueness of solutions to (3.3) holds for any U (t) ∈ IM . Namely, if
U 1(t) ∈ IM andU 2(t) ∈ IM solve (3.3) with the same initial dataU 0 = (v0,w0) ∈X3(Ω)
with ‖U 0‖3 ≤ η, then we have U 1(t) = U 2(t) for any t > 0.
This completes the proof of Theorem 3.4.
3.4. Appendix. The magneto-micropolar fluid system
In the present section, we consider the magneto-micropolar fluid system in Ω. The
magneto-micropolar fluid system is a coupled system of the micropolar fluid system
(MPF) with the Lorentz force, Maxwell’s equations and Ohm’s law. Under the MHD
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approximation, we have the following initial-boundary value problem:
vt − (ν + χ)∆v + v · ∇v +∇pi + 1
µ
B × rotB = χ rotw in Ω× (0,∞),
wt − γ∆w + v · ∇w + 2χw − (α + β)∇ divw = χ rotv in Ω× (0,∞),
Bt +
1
σµ
rot rotB − rot(v ×B) = 0 in Ω× (0,∞),
div v = 0, divB = 0 in Ω× (0,∞),
v = 0, w = 0, n ·B = 0, rotB × n = 0 on ∂Ω× (0,∞),
v(x, 0) = v0, w(x, 0) = w0, B0(x, 0) = B0 in Ω.
(3.46)
Here v, pi,w, ν, χ, α, β, γ are the same as (MPF). B = (B1, B2, B3) is the magnetic flux
density; n is the unit outer normal on ∂Ω; µ > 0 is the permeability and σ > 0 is the
conductivity of fluid. The magneto-micropolar fluid system (3.46) describes the motion of
electrically conducting micropolar fluid in the region Ω. The pair of boundary conditions
for the magnetic flux density means that the wall of container is consisted of the perfect
conductor. So, we call the boundary conditions for B the perfectly conducting wall.
If the fluid is the Newtonian fluid, that is, w ≡ 0, Yoshida-Giga [65] proved the global
existence result of strong solution by use of the nonlinear and linear semigroup theory
(see also [63] for exterior domain case).
On the magneto-micropolar fluid system (3.46), Rojas-Medar [47] have shown that the
local existence of the strong solution by use of the Galerkin method. And also Ortega-
Torres and Rojas-Medar [45] have shown that the global existence by the similar argument.
Inoue-Matsuura-Oˆtani [29] obtained the local existence by use of sub-differential operator
theory. However, methods of [47], [45] and [29] need some regularity assumption on initial
data.
On the other hand, for (3.46) our theory established in the previous sections are
applicable. Therefore by using our theory, we are able to show the globally in time
existence of strong solution to (3.46) with small and non-regular initial data. But we need
additional assumption on the region Ω because of distinction of the boundary conditions
for the magnetic flux density.
Let us define the linear operator M by
MB = 1
σµ
rot rotB for B ∈ D(M),
D(M) = Lpσ(Ω) ∩ {B ∈ W 2,p(Ω)3 | rotB × n = 0 on ∂Ω}.
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Then from Miyakawa [43] and Akiyama-Kasai-Shibata-Tsutsumi [6], −M generates
an analytic semigroup {S(t)}t≥0 on Lpσ(Ω). From the resolvent estimates due to Akiyama
et al. [6] and the similar arugument of the proof of Corollary 3.3, we have the following
Lp-Lq estimates for S(t).
Theorem 3.13 (Lp-Lq estimates for S(t)). Let the first Betti number of Ω vanishes, that
is, Ω is a simply connected bounded domain.
(i) Let 1 ≤ p ≤ q ≤ ∞, p 6= ∞, q 6= 1. Then there exist C = C(p, q) > 0 and
δ = δ(p, q) ≥ 0 such that
‖S(t)B‖Lq(Ω) ≤ Ce−δtt−
3
2(
1
p
− 1
q )‖B‖Lp(Ω), t > 0,
for any B ∈ Lpσ(Ω).
(ii) Let 1 < p ≤ q <∞. Then there exist C = C(p, q) > 0 and δ = δ(p, q) ≥ 0 such that
‖∇S(t)B‖Lq(Ω) ≤ Ce−δtt−
3
2(
1
p
− 1
q )− 12‖B‖Lp(Ω), t > 0,
for any B ∈ Lpσ(Ω).
From now on, in view of Theorem 3.13, we assume that the region Ω is simply con-
nected. By virtue of Duhamel’s principle, (3.46) is converted into the following system of
integral equations: 
U (t) = T (t)U 0 −
∫ t
0
T (t− s)N1(U ,B)(s) ds,
B(t) = S(t)B0 −
∫ t
0
S(t− s)N2(v,B)(s) ds.
(3.47)
Here N1(U ,B)(t) and N2(v,B)(t) are the nonlinear terms:
N1(U ,B)(t) =
[
P [v(t) · ∇v(t)− 1
µ
B(t) · ∇B(t)]
v(t) · ∇w(t)
]
,
N2(v,B)(t) = v(t) · ∇B(t)−B(t) · ∇v(t).
Here we have used the well known formulae B × rotB = −B · ∇B + ∇(|B|2/2) and
− rot(v×B) = v ·∇B−B ·∇v for solenoidal vector fields v and B. The term ∇(|B|2/2)
is eliminated by the Helmholtz projection P . For notational simplicity, we put
U 0(t) = T (t)U 0, G1(t) = G1(U ,B)(t) = −
∫ t
0
T (t− s)N1(U ,B)(s) ds,
B0(t) = S(t)B0, G2(t) = G2(v,B)(t) = −
∫ t
0
S(t− s)N2(v,B)(s) ds.
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By the similar manner of Section 3.3, we can solve (3.47) by contraction mapping
principle (see also [63] for the Newtonian MHD exterior problem). So we omit the details.
However we give the estimates for the nonlinear terms in (3.47), G1(t) and G2(t). These
estimates play essential role in our contraction mapping argument.
Lemma 3.14. For q > 3, we have the following estimates for G1(t) and G2(t):
‖(G1(t),G2(t))‖q ≤ C
∫ t
0
e−δ(t−s)(t− s)− 12‖(U ,B)‖q‖∇(U ,B)‖3 ds
‖(G1(t),G2(t))‖3 ≤ C
∫ t
0
e−δ(t−s)(t− s)− 32q ‖(U ,B)‖q‖∇(U ,B)‖3 ds
‖∇(G1(t),G2(t))‖3 ≤ C
∫ t
0
e−δ(t−s)(t− s)− 32q− 12‖(U ,B)‖q‖∇(U ,B)‖3 ds.
By Lemma 3.14 and the similar calculations of Section 3.3, we get the following theo-
rem concerning the global in time existence of (3.46) with small initial data.
Theorem 3.15. Let (v0,w0,B0) ∈ L3σ(Ω)×L3(Ω)3×L3σ(Ω). There exists an ² = ²(Ω) > 0
such that if ‖(v0,w0,B0)‖L3(Ω) ≤ ², then (3.47) has a unique global in time strong solution
(v(t),w(t),B(t)) ∈ BC([0,∞);L3σ(Ω)× L3(Ω)3 × L3σ(Ω)).
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Chapter 4
Micropolar fluid system in exterior domain
Abstract of Chapter 4. In this chapter we consider initial boundary value problem
of the micropolar fluid system in three dimensional exterior domain. Even in the whole
space case, we cannot regard the linearized problem of the micropolar fluid system as
heat equations. Therefore, first we consider linearized problem in the whole space and
the solutions of such problem admits Lp-Lq estimates. After getting such estimates
in R3, by similar method of Chapter 2, we obtain Lp-Lq estimates for solution to
linearized micropolar fluid system in exterior domain.
4.1. Introduction and results of Chapter 4
In this chapter, we proceed the study of the micropolar fluid. We consider exterior initial
boundary value problem of the micropolar fluid system.
∂tu− (ν + χ)∆u+ u · ∇u+∇pi = χ rotw in Ω× (0,∞),
∂tw − γ∆w + u · ∇w + 2χw − (α+ β)∇ divw = χ rotu in Ω× (0,∞),
divu = 0 in Ω× (0,∞),
u = 0, w = 0 on ∂Ω× (0,∞),
u(x, 0) = u0, w(x, 0) = w0 in Ω.
(MPF)
Here Ω ⊂ R3 is an exterior domain; u, pi and w denote the velocity, pressure and the
angular velocity, respectively; ν, χ, α, β, γ are viscosity constants which satisfy (3.1).
The main purpose of this section is to show global in time solvability of (MPF) with
small initial data (u0,w0) ∈ L3σ(Ω)×L3(Ω). As was seen in Chapter 2, in order to show
such global in time solvability, the crucial step is analysis of the linearized problem. In
particular, Lp-Lq type estimate for the solution to the linearized problem plays essential
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role. Once we get Lp-Lq estimates like Theorems 2.3, 2.4, 3.3, by standard contraction
mapping argument, we can obtain global in time solvability to (MPF). Therefore, this
chapter is mainly devoted to the analysis of the linearized problem of (MPF).
The Stokes equations in R3 can be regarded as the heat equations in R3, because the
Helmholtz projection PR3 commutes with the Laplacian. Therefore in order to prove L
p-
Lq estimates for the Stokes semigroup e−tA in the exterior domain, we combine the well
known Lp-Lq estimates for the heat kernel et∆ and the local energy decay of e−tA near the
boundary (see Iwashita [30] and Chapter 2). In view of the study of Stokes equations, the
important things to get Lp-Lq estimates in the exterior domain are study of the whole
space problem and local energy decay.
However, in the micropolar fluid system, the linearized problem in R3 cannot be re-
garded as the initial value problem of the heat equations, because there are lower order
coupling terms. Furthermore, it seems to be difficult to get explicit representation formula
of the fundamental solution to such problem. Therefore, we apply Fourier analysis to the
linearized problem and show the linearized problem in R3 admits Lp-Lq type estimates
like the heat equation and the resolvent has similar type expansion around the origin.
After getting the result of the whole space problem, applying similar arguments as in
Chapter 2, We attain our main purpose. The main result of this chapter is the following
Lp-Lq estimates for T (t).
Theorem 4.1. (i) Let 1 ≤ p ≤ q ≤ ∞, p 6= ∞ and q 6= 1. Then there exists C =
Cp,q > 0 such that
‖T (t)F ‖Lq(Ω) ≤ Ct−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω)
for any t > 0 and F ∈Xp(Ω).
(ii) Let 1 < p ≤ q ≤ 3. Then there exists C = Cp,q > 0 such that
‖∇T (t)F ‖Lq(Ω) ≤ Ct−
3
2(
1
p
− 1
q )− 12‖F ‖Lp(Ω)
for any t > 0 and F ∈Xp(Ω).
From Theorem 4.1 and similar arguments of Sections 2.8 and 3.3, we obtain the fol-
lowing theorem concerning the global in time solvability of (MPF) in the case of exterior
domain and its temporal decay.
Theorem 4.2. There exists an ² = ²(Ω) > 0 such that if (u0,w0) ∈ Xp(Ω) satisfies
‖(u0,w0)‖L3(Ω) ≤ ², then (MPF) has a unique global in time strong solution (u(t),w(t)) ∈
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BC([0,∞);X3(Ω)) which enjoys the following properties :
lim
t→0
‖(u(t)− u0,w(t)−w0)‖L3(Ω) = 0,
lim
t→0+
t
1
2
− 3
2p‖(u(t),w(t))‖Lp(Ω) + lim
t→0+
t
1
2‖∇(u(t),w(t))‖L3(Ω) = 0 for 3 < p <∞;
‖(u(t),w(t))‖Lp(Ω) = o
(
t−
1
2
+ 3
2p
)
for 3 ≤ p ≤ ∞,
‖∇(u(t),w(t))‖L3(Ω) = o
(
t−
1
2
)
when t→∞.
4.2. Resolvent problem in R3
In order to consider (MPF) in exterior domain by analytic semigroup theory, important
thing is to consider resolvent problem associated with the linearized problem. In this
section, as a first step we consider the following stationary problem in R3.
λu− (ν + χ)∆u+∇pi − χ rotw = f in R3,
λw − γ∆w − (α + β)∇ divw + 2χw − χ rotu = g in R3,
divu = 0 in R3.
(4.1)
Here λ is complex parameter; f and g are given external forces.
In order to study (4.1), here we employ the decomposition method. By virtue of the
Helmholtz decomposition in R3, we may set
w = z +∇θ, div z = 0,
f = fσ +∇pi, div fσ = 0, fσ = PR3f ,
g = gσ +∇φ, div gσ = 0, gσ = PR3g,
where PR3 is the Helmholtz projection in R3 which is given by the formula PR3 = (δij +
RiRj)i,j=1,2,3. Here δij denotes the Kronecker’s symbol and Ri = ∂i(−∆)−1/2 the Riesz
operator. For u,z, θ we have the following problem.
λu− (ν + χ)∆u− χ rot z = fσ in R3,
λz − γ∆z + 2χz − χ rotu = gσ in R3,
divu = 0, div z = 0 in R3,
λθ − (α+ β + γ)∆θ + 2χθ = φ in R3.
(4.2)
Here we have used the well known fact that ∆u = − rot rotu when divu = 0 and
rot∇φ = 0. Hereafter we mainly consider (4.2). By the Fourier transform, we have the
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following representation formula of solutions.
u(x;λ) = F−1
[
(λ+ 2χ+ γ|ξ|2)fˆσ(ξ)
p(λ, ξ)
]
(x) + F−1
[
χ(iξ × gˆσ(ξ))
p(λ, ξ)
]
(x), (4.3)
z(x;λ) = F−1
[
χ(iξ × fˆσ(ξ))
p(λ, ξ)
]
(x) + F−1
[
(λ+ (ν + χ)|ξ|2)gˆσ(ξ)
p(λ, ξ)
]
(x), (4.4)
∇θ(x;λ) = F−1
[
∇̂φ(ξ)
λ+ 2χ+ (α+ β + γ)|ξ|2
]
(x), (4.5)
where
p(λ, ξ) = (λ+ (ν + χ)|ξ|2)(λ+ γ|ξ|2 + 2χ)− χ2|ξ|2
= λ2 + [(ν + χ+ γ)|ξ|2 + 2χ]λ+ γ(ν + χ)|ξ|4 + (2ν + χ)χ|ξ|2 (4.6)
In order to show the resolvent estimate in R3, here we have to consider the roots of
p(λ, ξ) = 0. Let λ+(ξ) and λ−(ξ) be solutions of p(λ, ξ) = 0;
p(λ, ξ) = (λ− λ+(ξ))(λ− λ−(ξ)).
From simple calculation, we obtain
λ±(ξ) =− 1
2
((ν + χ+ γ)|ξ|2 + 2χ)
± 1
2
√
(ν + χ− γ)2|ξ|4 + 4χ(γ − ν)|ξ|2 + 4χ2.
(4.7)
Now we consider asymptotic behavior of λ±(ξ). We have the following lemma.
Lemma 4.3. (i) If ξ 6= 0, then λ±(ξ) < 0 and λ±(ξ) ∈ C∞(R3 \ {0}).
(ii) λ±(ξ) have the following asymptotic expansion when |ξ| → 0.
λ+(ξ) = −
(
ν +
χ
2
)
|ξ|2 +O(|ξ|4),
λ−(ξ) = −2χ−
(
γ +
χ
2
)
|ξ|2 +O(|ξ|4).
(iii) There exist A± > 0 and B± 6= 0 such that λ±(ξ) have the following expansion when
|ξ| → ∞.
λ±(ξ) =
−A±|ξ|2 +B± +O(|ξ|−2), if ν + χ− γ 6= 0,−(ν + χ)|ξ|2 ± χ|ξ| − χ+O(|ξ|−1), if ν + χ− γ = 0. (4.8)
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Proof. (i) From (3.1), ν and χ > 0. Therefore if ξ 6= 0, then we have p(0, ξ) = (ν +
χ)|ξ|4 + (2χ + ν)χ|ξ|2 > 0 and clearly p(0, 0) = 0. Hence, in order to prove λ±(ξ) < 0,
it suffices to show (ν + χ − γ)2|ξ|4 − 4(ν − γ)|ξ|2 + 4χ2 > 0 if ξ 6= 0. Set f(s) =
(ν + χ − γ)2s2 − 4(ν − γ)s + 4χ2. We have to do show f(s) > 0 if χ > 0 and s > 0. If
ν − γ < 0, then clearly f(s) > 0. In the case ν − γ > 0, observing the following formula
f(s) = (χ+ 2(ν − γ))χs2 + ((ν − γ)s+ 2χ)2.
if ν − γ > 0 we can easily see f(s) > 0. This completes the proof.
(ii) By Taylor expansion, we have
√
1± x = 1± x
2
− x
2
8
+O(x3). (4.9)
Since √
1
4
(χ+ ν − γ)2|ξ|4 − χ(ν − γ)|ξ|2 + χ2
= χ
√
1− 1
χ
(ν − γ)|ξ|2 + 1
4χ2
(χ+ ν − γ)2|ξ|4,
from (4.9) we have√
1
4
(χ+ ν − γ)2|ξ|4 − χ(ν − γ)|ξ|2 + χ2 = χ− 1
2
(ν − γ)|ξ|2 +O(|ξ|4).
Therefore by (4.7) and the above formula, we obtain the desired formula.
(iii) From (4.9), if ν + χ− γ 6= 0 we have√
1
4
(χ+ ν − γ)2|ξ|4 − (ν − γ)χ|ξ|2 + χ2
=
1
2
|χ+ ν − γ||ξ|2
√
1− 4(ν − γ)χ
(χ+ ν − γ)2|ξ|2 +
4χ2
(χ+ ν − γ)2
=
1
2
|χ+ ν − γ||ξ|2 − (ν − γ)|χ+ ν − γ|χ+O(|ξ|
−2).
Therefore there exists R > 0 such that if |ξ| ≥ R,
λ±(ξ) = −1
2
(ν + χ+ γ)|ξ|2 − χ
± 1
2
|χ+ ν − γ||ξ|2 ∓ (ν − γ)|χ+ ν − γ|χ+O(|ξ|
−2).
(4.10)
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If ν + χ− γ > 0, we have
λ+(ξ) = −γ|ξ|2 − χ(2ν + χ− 2γ)
ν + χ− γ +O(|ξ|
−2),
λ−(ξ) = −(ν + χ)|ξ|2 − χ
2
ν + χ− γ +O(|ξ|
−2).
On the other hand, if ν + χ− γ < 0, we obtain
λ+(ξ) = −(ν + χ)|ξ|2 − χ
2
(χ+ ν − γ) +O(|ξ|
−2),
λ−(ξ) = −γ|ξ|2 − χ
2 + 2(ν − γ)
χ+ ν − γ +O(|ξ|
−2).
If ν + χ− γ = 0, from (4.7) we have
λ±(ξ) = −((ν + χ)|ξ|2 + χ)± χ
√
|ξ|2 + 1
= −((ν + χ)|ξ|2 + χ)± χ|ξ|
√
1 +
1
|ξ|2 .
Therefore by (4.9), we have
λ±(ξ) = −(ν + χ)|ξ|2 − χ± χ|ξ|+O(|ξ|−1).
Therefore combining the above formulae, we complete the proof.
Next we consider θ(x;λ). From the well known formula for the fundamental solution
of the Helmholtz equation (reduced wave equation), we have
e(x;λ) ≡ F−1
[
1
(λ+ 2χ)(α+ β + γ)−1 + |ξ|2
]
(x) =
1
4pi|x| exp
(
i
√
λ+ 2χ
α + β + γ
|x|
)
.
Set Σ² = {z ∈ C \ {0} | | arg z| < pi − ²}. If λ ∈ Σ² with 0 < ² < pi/2 and A > 0, then
we see that
|λ+ A| ≥ sin ²
2
(|λ|+ A). (4.11)
In fact, setting λ = |λ|eiθ, 0 < θ < pi − ², we obtain
|λ+ A|2 = |λ|2 + 2|λ|A cos θ + A2.
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Since λ ∈ Σ², cos θ ≥ cos(pi − ²) = − cos ². Hence we have
|λ+ A|2 ≥ |λ|2 − 2A|λ| cos ²+ A2
= cos ²(|λ|2 − 2A|λ|+ A2) + (1− cos ²)(|λ|2 + A2)
= 2 sin2
²
2
(|λ|2 + A2) ≥ sin2 ²
2
(|λ|+ A)2.
Therefore we have (4.11).
Next we shall show there exist c± > 0 and d > 0 such that∣∣∣∣∂αξ 1p(λ, ξ)
∣∣∣∣ ≤ Cα |ξ|−|α|(|λ|+ c+|ξ|2)(|λ|+ c−|ξ|2 + d) (4.12)
for any multi index α. From (4.11) and Lemma 4.3 (i), we have
|λ− λ±(ξ)| ≥ sin ²
2
(|λ| − λ±(ξ)).
From Lemma 4.3 (ii), there exists σ > 0 such that if |ξ| ≤ σ, then
−λ+(ξ) ≥ 1
2
(
ν +
χ
2
)
|ξ|2,
−λ−(ξ) ≥ 2χ+ 1
2
(
γ +
χ
2
)
|ξ|2
when |ξ| → 0. And also, from Lemma 4.3 (iii), there exists R > 0 such that if |ξ| ≥ R,
then −λ±(ξ) ≥ c|ξ|2 for some c > 0. On the other hand, −λ±(ξ) > 0, there exist c± > 0
such that −λ±(ξ) ≥ c±|ξ|2 when σ ≤ |ξ| ≤ R. Summing up above, there exist c± > 0 and
d > 0 such that
−λ+(ξ) ≥ c+|ξ|2, −λ−(ξ) ≥ c−|ξ|2 + d
for any ξ ∈ R3. Therefore, for any multi index α, we have (4.12). Hence by means of the
Fourier multiplier theorem, we have the following theorem.
Theorem 4.4. Let 1 < p < ∞ and 0 < ² < pi/2. For any λ ∈ Σ², f , g ∈ Lp(R3),
there exists a unique solution (u, pi,w) ∈W 2,p(R3)×Wˆ 1,p(R3)×W 2,p(R3) to (4.1) which
possesses the estimate,
|λ|‖(u,w)‖Lp(R3) + |λ| 12‖∇(u,w)‖Lp(R3) + ‖∇2(u,w)‖Lp(R3) + ‖∇pi‖Lp(R3) (4.13)
≤ Cp,²‖(f , g)‖Lp(R3). (4.14)
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Next we consider asymptotic expansion of u(x;λ) and w(x;λ) = z(x;λ) + ∇θ(x;λ)
when λ→ 0 in Σ². Set
q(λ, s) = λ2 + [(ν + χ+ γ)s+ 2χ]λ+ γ(ν + χ)s2 + (2χ+ ν)χs. (4.15)
One can easily see that p(λ, ξ) = q(λ, |ξ|2).
Lemma 4.5. Let λ ∈ C \ (−∞, 0] and let s1(λ), s2(λ) be solution to q(λ, s) = 0 with
respect to s. Then we have
(i) s1(λ), s2(λ) 6∈ [0,∞).
(ii) For λ→ 0, the roots s1(λ) and s2(λ) have the following asymptotic expansions.
s1(λ) = − 2
2ν + χ
λ+O(λ2),
s2(λ) = −χ(2ν + χ)
γ(ν + χ)
+O(λ).
Proof. (ii) The roots of q(0, s) = 0 are given by
s = 0,−(2ν + χ)χ
γ(ν + χ)
.
Since
∂
∂s
q(λ, s)|(λ,s)=(0,0) = (ν + χ+ γ)λ+ 2sγ(ν + χ) + (2ν + χ)χ|(λ,s)=(0,0)
= (2ν + χ)χ 6= 0,
by virtue of the implicit function theorem, in a neighbourhood of λ = 0 there exists s1(λ)
such that s1(λ) is analytic function of λ, s1(0) = 0 and q(λ, s1(λ)) = 0. Similarly, we have
∂
∂s
q(λ, s)|
(λ,s)=(0,−(2ν+χ)χγ(ν+χ) )
= −(2ν + χ)χ 6= 0.
Therefore, by the implicit function theorem, in a neighbourhood of λ = 0 there exists s2(λ)
such that s2(λ) is analytic function of λ, s2(0) = −(2ν+χ)χ/γ(ν+χ) and q(λ, s2(λ)) = 0.
Since s1(λ) is an analytic function of λ, set s1(λ) = aλ+O(λ
2). Then we have
0 = λ2+[(ν+χ+γ)(aλ+O(λ2))+2χ]λ+γ(ν+χ)(a2λ2+O(λ4))+(2ν+χ)χ(aλ+O(λ2)).
Therefore we can conclude a = −2/(2ν + χ).
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Here we shall consider asymptotic behavior of solution λ→ 0. From (4.3), we set
u(x;λ) ≡ u1(x;λ) + u2(x;λ),
where
u1(x;λ) ≡ F−1
[
(λ+ 2χ+ γ|ξ|2)fˆσ(ξ)
p(λ, ξ)
]
(x),
u2(x;λ) ≡ F−1
[
χ(iξ × gˆσ(ξ))
p(λ, ξ)
]
(x).
Let ψ ∈ C∞(R) be a function such that 0 ≤ ψ ≤ 1 and
ψ(t) =
1 |t| ≤ N,0 |t| ≥ 2N. (4.16)
Here N > 0 will be determined later. Put
u01(x;λ) = F−1
[
(λ+ 2χ+ γ|ξ|2)ϕ0(ξ)fˆσ(ξ)
p(λ, ξ)
]
(x), (4.17)
u∞1 (x;λ) = F−1
[
(λ+ 2χ+ γ|ξ|2)ϕ∞(ξ)fˆσ(ξ)
p(λ, ξ)
]
(x), (4.18)
where we have set ϕ0(ξ) = ψ(|ξ|) and ϕ∞(ξ) = 1−ϕ0(ξ). Let s1(λ) and s2(λ) be roots of
p(λ, ξ) with respect to |ξ|2;
p(λ, ξ) = γ(ν + χ)|ξ|4 + ((2ν + χ)χ+ (ν + χ+ γ)λ)|ξ|2 + λ(2χ+ λ)
= (|ξ|2 − s1(λ))(|ξ|2 − s2(λ)).
(4.19)
By Lemma 4.5, s1(λ), s2(λ) 6∈ [0,∞) and there exists a λ0 ¿ 1 such that if |λ| ≤ λ0,
s1(λ) = − 2λ
2ν + χ
+O(λ2),
s2(λ) = −χ(2ν + χ)
γ(ν + χ)
+O(λ).
If |λ| ≤ 1, we have
|p(λ, ξ)| = |ξ|4
(
γ(ν + χ)− ((2ν + χ)χ+ (ν + χ+ γ)|λ|) 1|ξ|2 − (2χ+ |λ|)
|λ|
|ξ|4
)
≥ |ξ|4
(
γ(ν + χ)− ((2ν + χ)χ+ (ν + χ+ γ)) 1|ξ|2 − (2χ+ 1)
1
|ξ|4
)
≥ |ξ|4
(
γ(ν + χ)− ((2ν + χ)χ+ (ν + χ+ γ)− (2χ+ 1)) 1
N2
)
.
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Here |ξ| ≥ N ≥ 1. Now we choose N ≥ 1 in such a way that
((2ν + χ)χ+ (ν + χ+ γ)− (2χ+ 1)) 1
N2
≤ γ
2
(ν + χ)
and fix it. Then we see that if |ξ| ≥ N ≥ 1 and |λ| ≤ 1,
|p(λ, ξ)| ≥ |ξ|
4
2
γ(ν + χ)γ ≥ 1
4
γ(ν + χ)(|ξ|4 + 1) (4.20)
When |ξ| ≥ N ≥ 1 and |λ| ≤ 1, 1/p(λ, ξ) is analytic function of λ. Therefore by Cauchy’s
integral theorem, we have
1
p(λ; ξ)
=
1
2pii
∫
|z|=1
dz
p(z, ξ)(z − λ) =
∞∑
`=0
1
2pii
∫
|z|=1
λj
zj+1p(z, ξ)
dz.
Here we have used
1
z − λ =
1
z
1
1− λ
z
=
1
z
∞∑
`=0
(
λ
z
)`
=
∞∑
`=0
λj
zj+1
.
Therefore, u∞1 (x;λ) is formally represented by
u∞1 (x;λ) =
∞∑
`=0
F−1
[
1
2pii
∫
|z|=1
dz
p(z, ξ)z`+1
(λ+ γ|ξ|2 + 2χ)ϕ∞(ξ)fˆσ(ξ)
]
(x) · λ`.
Set
g`(λ, ξ) ≡ 1
2pii
∫
|z|=1
dz
p(z, ξ)z`+1
(λ+ γ|ξ|2 + 2χ)ϕ∞(ξ).
Then from (4.20), for |λ| ≤ 1 and |β| ≤ 2, we have
|∂αξ [ξβg`(λ, ξ)]| ≤ Cα|ξ|−|α|
1
2pii
∫
|z|=1
|dz|
|z|`+1 = Cα|ξ|
−|α|.
Hence by Fourier multiplier theorem, we have
‖F−1[g`(λ, ξ)fˆσ(ξ)]‖W 2,p(R3) ≤ Cp‖f‖Lp(R3).
Therefore
u∞1 (x;λ) =
∞∑
`=0
(g`(λ) ∗ fσ)λ`
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Since ∞∑
`=0
‖g`(λ) ∗ fσ‖W 2,p(R3) ≤ Cp‖f‖Lp(R3)
∞∑
`=0
|λ|` <∞,
provided that |λ| < 1, we have
u∞1 (x;λ) ∈ A (U1;L (Lp(R3),W 2,p(R3))). (4.21)
Next we shall consider u01(x;λ). By (4.19), observing that
λ+ γ|ξ|2 + 2χ
p(λ, ξ)
=
λ+ γ|ξ|2 + 2χ
p(λ, ξ)
(
1
|ξ|2 − s1(λ) −
1
|ξ|2 − s2(λ)
)
,
from (4.17), we obtain
u01(x;λ) =
1
(2pi)3
∫
R3
eix·ξϕ0(ξ)
λ+ γ|ξ|2 + 2χ
p(λ, ξ)
fˆσ(ξ) dξ
=
1
(2pi)3
∫
R3
∫
R3
ei(x−y)·ξfσ(y)ψ(|ξ|)
λ+ γ|ξ|2 + 2χ
s1(λ)− s2(λ) ·(
1
|ξ|2 − s1(λ) −
1
|ξ|2 − s2(λ)
)
dξ dy.
By Lemma 4.5, we can easily see that
s1(λ)− s2(λ) = χ(2ν + χ)
γ(ν + χ)
+O(λ)
when λ → 0. Therefore there exists σ > 0 such that if |λ| ≤ σ, then there exists c0 > 0
such that
|s1(λ)− s2(λ)| ≥ c0 > 0. (4.22)
This implies 1/(s1(λ)− s2(λ)) is holomorphic if |λ| ≤ σ. Now we set
u0,21 (x;λ) ≡
1
(2pi)3
∫
R3
∫
R3
ei(x−y)·ξfσ(y)ψ(|ξ|)
λ+ γ|ξ|2 + 2χ
s1(λ)− s2(λ)
1
|ξ|2 − s2(λ) dξ dy. (4.23)
From (4.22) and Cauchy’s integral theorem,
u0,21 (x;λ) =
∞∑
`=0
1
(2pi)3
∫
R3
∫
R3
ei(x−y)·ξfσ(y)ψ(|ξ|)·[
1
2pii
∫
|z|=σ
z + γ|ξ|2 + 2χ
s1(z)− s2(z)
1
|ξ|2 − s2(z)
dz
z`+1
]
dξ dy · λ`
≡
∞∑
`=0
[V 2` fσ](x) · λ`
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Now we shall consider the estimate of [V 2` fσ](x) From Lemma 4.5, we see that
|ξ|2 − s2(z) = |ξ|2 + χ(2ν + χ)
γ(ν + χ)
+O(z) 6= 0
for |z| = σ and |ξ| ≤ N + 1. This implies that there is c1 > 0 so that
inf
|ξ|≤N+1,|z|=σ
||ξ|2 − s2(z)| = c1 > 0.
Hence for f ∈ LpR(R3) we have
|[V 2` fσ](x)| ≤
C
σ`
∫
R3
|fσ(y)| dy ≤
C
σ`
(∫
|y|≤|R
dy
) 1
p′
·
(∫
R3
||fσ(y)|p
) 1
p
≤ C
σ`
R
3
p′ |‖fσ‖Lp(R3).
Therefore we see that
‖V 2` fσ‖W 2,p(BR) ≤
CR3
σ`
‖f‖Lp(R3). (4.24)
From (4.23) and (4.24), we have
‖u1,20 (x;λ)‖W 2,p(BR) ≤
∞∑
`=0
‖V 2` fσ‖W 2,p(BR)|λ|` ≤ CR3
∞∑
`=0
( |λ|
σ
)`
· ‖f‖Lp(R3),
which converges when |λ| < σ. Hence, we obtain
u0,21 (x;λ) ∈ A (Uσ;L pR(R3)). (4.25)
Next we shall consider u0,11 (x;λ).
u0,11 (x;λ) ≡
1
(2pi)3
∫
R3
∫
R3
ei(x−y)·ξfσ(y)ψ(|ξ|)
λ+ γ|ξ|2 + 2χ
s1(λ)− s2(λ)
1
|ξ|2 − s1(λ) dξ dy
=
1
(2pi)3
∫
R3
∫
|ξ|≤N
ei(x−y)·ξfσ(y)ψ(|ξ|)
λ+ γ|ξ|2 + 2χ
s1(λ)− s2(λ)
1
|ξ|2 − s1(λ) dξ dy
+
1
(2pi)3
∫
R3
∫
|ξ|≥N
ei(x−y)·ξfσ(y)ψ(|ξ|)
λ+ γ|ξ|2 + 2χ
s1(λ)− s2(λ)
1
|ξ|2 − s1(λ) dξ dy
≡ W1,λf +W2,λf (4.26)
From Lemma 4.5, if |λ| ≤ 1 and |ξ| ≥ N , then p(λ, ξ) 6= 0. Therefore |ξ|2−s1(λ) 6= 0 when
|λ| ≤ 1 and |ξ| ≥ N . Hence there exists c2 > 0 such that inf|z|=σ,|ξ|≥N ||ξ|
2 − s1(λ)| = c2 > 0.
By similar way to prove (4.25), we conclude that
W2,λf ∈ A (Uσ;L pR(R3)). (4.27)
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Finally, we shall consider W1,λf . By (4.16) and using polar coordinate, we have
W1,λf =
∞∑
j=0
1
j!
1
(2pi)3
∫
R3
∫
|ω|=1
(i(x− y) · ω)jfσ(y) dω dy·∫ N
0
r3−1+j
λ+ γr2 + 2χ
s1(λ)− s2(λ)
dr
r2 − s1(λ) .
By Lemma 2.17 and the relation:
λ+ γr2 + 2χ = λ+ γs1(λ) + 2χ+ γ(r
2 − s1(λ)),
we have
W1,λf =
∞∑
j=0
1
(2j)!
1
(2pi)3
∫
R3
∫
|ω|=1
(i(x− y) · ω)2jfσ(y) dω dy·∫ N
0
r2+2j
dr
r2 − s1(λ) ·
λ+ γs1(λ) + 2χ
s1(λ)− s2(λ)
+
∞∑
j=0
1
(2j)!
1
(2pi)3
∫
R3
∫
|ω|=1
(i(x− y) · ω)2jfσ(y) dω dy·∫ N
0
r2+2j dr · γ
s1(λ)− s2(λ)
≡ J1,λ + J2,λ.
Now, it suffices to consider J1. By using Lemma 2.18 with λ = −s1(λ) = 2λ/(2ν + χ) +
O(λ2), we have
J1,λ =
∞∑
j=0
1
(2j)!
1
(2pi)3
∫
R3
∫
|ω|=1
(i(x− y) · ω)2jfσ(y) dω dy·
λ+ γs1(λ) + 2χ
s1(λ)− s2(λ)
[
(−1)j+1pi
2
s1(λ)
j+1/2
]
+ h2j(s1(λ)),
where h2j(z) is a bounded holomorphic function defined on U˙σ. By the above formula
and Lemma 4.5, we have the expansion formula for J1,λ:
J1,λ = λ
1
2 G˜1(λ)f + G˜2(λ)f ,
where G˜j(λ) ∈ A (Uσ;L pR).
By similar arguments above, for u2(x;λ), z(x;λ) we can obtain similar analyticity
results. Hence we have the following theorem.
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Theorem 4.6. Let (u,w, pi) ≡ (R0(λ)(f , g),Πf) solves (4.1). Let 1 < p < ∞, 0 < ² <
pi/2 and R > 0. Then there exist Gj(λ) ∈ A (Uσ,L pR(R3)) (j = 1, 2) such that
R0(λ)F = λ
1
2G1(λ)F +G2(λ)F (4.28)
for any F ∈ LpR(R3) and λ ∈ U˙σ.
Next we consider the case when λ = 0. By means of Helmholtz decomposition, we can
write w = z +∇θ, div z = 0 in R3. Hereafter we shall consider u and solenoidal part z.
Let P0(ξ) be the Fourier image of the Helmholtz projection in R3, namely,
P0(ξ) =
(
δjk − ξjξk|ξ|2
)
j,k=1,2,3
.
Then we have
u(x) = F−1ξ
[
γ|ξ|2 + 2χ
p(0, ξ)
fˆσ(ξ)
]
(x) +F−1ξ
[
χ(iξ × gˆσ(ξ))
p(0, ξ)
]
(x), (4.29)
z(x) = F−1ξ
[
(ν + χ)|ξ|2gˆσ(ξ)
p(0, ξ)
]
(x) +F−1ξ
[
χ(iξ × fˆσ(ξ))
p(0, ξ)
]
(x), (4.30)
where
p(0, ξ) = γ(ν + χ)|ξ|4 + (2ν + χ)|ξ|2 = |ξ|2(γ(ν + χ)|ξ|2 + χ(2ν + χ)), (4.31)
fˆσ(ξ) = P0(ξ)fˆ(ξ), gˆσ(ξ) = P0(ξ)gˆ(ξ).
From (4.31), we obtain
γ|ξ|2 + 2χ
p(0, ξ)
=
2
2ν + χ
1
|ξ|2 −
γχ
(2ν + χ)
1
γ(ν + χ)|ξ|2 + χ(2ν + χ) , (4.32)
(ν + χ)|ξ|2
p(0, ξ)
=
ν + χ
γ(ν + χ)|ξ|2 + χ(2ν + χ) . (4.33)
By (4.32), we see that
F−1ξ
[
γ|ξ|2 + 2χ
p(0, ξ)
P0(ξ)fˆ(ξ)
]
(x)
=
2
2ν + χ
F−1ξ
[
P0(ξ)fˆ(ξ)
|ξ|2
]
(x)− χ
(2ν + χ)(ν + χ)
F−1ξ
[
P0(ξ)fˆ(ξ)
|ξ|2 + a
]
(x)
≡ 2
2ν + χ
J1f − χ
(2ν + χ)(ν + χ)
J2f ,
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where we have set
a =
χ(2ν + χ)
γ(ν + χ)
> 0.
J1 is the fundamental tensor of the Stokes equations ([20, 37, 58]):
J1 = − 1
8pi
[
δjk
|x| +
xjxk
|x|3
]
. (4.34)
The following formulae are well known:
F−1ξ
[
1
|ξ|2
]
(x) =
1
4pi|x| , (4.35)
F−1ξ
[
1
|ξ|2 + a
]
(x) =
1
4pi|x|e
−√a|x|. (4.36)
Therefore by using (4.35) and (4.36), we have
F−1ξ
[
1
|ξ|2 + a
ξjξk
|ξ|2
]
(x) =
1
a
∂2
∂xj∂xk
F−1ξ
[
1
|ξ|2 −
1
|ξ|2 + a
]
(x)
=
1
4pia
∂2
∂xj∂xk
[
1
|x| −
e−
√
a|x|
|x|
]
.
Hence by straightforward calculation, we have
|J2| =
∣∣∣∣F−1ξ [ 1|ξ|2 + aP0(ξ)
]
(x)
∣∣∣∣ ≤ C|x|3 when |x| → ∞. (4.37)
Since f(y), g(y) = 0 for |x| ≥ R , from (4.34) and (4.37) we see that
|u(x)| ≤ Cp,R|x| ‖(f , g)‖Lp(R3), |∇u(x)| ≤
Cp,R
|x|2 |‖(f , g)‖Lp(R3),
|w(x)| ≤ Cp,R|x|2 ‖(f , g)‖Lp(R3), |∇w(x)| ≤
Cp,R
|x|3 |‖(f , g)‖Lp(R3).
(4.38)
Furthermore the estimate for the pressure is well known:
|Πf(x)| ≤ Cp,R|x|2 ‖f‖Lp(R3). (4.39)
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4.3. Linearized problem in the whole space
In order to study the exterior initial boundary value problem by the semigroup theory,
here we shall study the following linearized problem in R3.
∂tu− (ν + χ)∆u+∇pi − χ rotw = 0, in R3 × (0,∞),
∂tw − γ∆w − (α+ β)∇ divw + 2χw − χ rotu = 0, in R3 × (0,∞),
divu = 0, in R3 × (0,∞),
(u,w)|t=0 = (u0,w0).
(4.40)
The main purpose of this section is to show the following estimate.
Theorem 4.7. Let 1 ≤ p ≤ q ≤ ∞, p 6= ∞ and q 6= 1. Then for any U ∈ Xp(R3) we
have
‖∂αx∂βt U‖Lq(R3) ≤ Cp,qt−
3
2(
1
p
− 1
q )−
|α|
2
−β‖U‖Lp(R3), t > 0. (4.41)
Remark 4.8. From 4.7, we can solve the Cauchy problem of the micropolar fluid system
globally in time with small initial data.
In order to prove Theorem 4.7, we shall apply the decomposition method as in § 4.2.
Set w = z +∇θ, 
∂tu− (ν + χ)∆u− χ rotz = 0,
∂tz − γ∆z + 2χz − χ rotu = 0,
divu = div z = 0
(4.42)
Applying the Fourier transform, we get the following initial value problem of the ordinary
differential equation with respect to t variable.
d
dt
uˆ+ |ξ|2(ν + χ)uˆ− χ(iξ × zˆ) = 0,
d
dt
zˆ + γ|ξ|2zˆ + 2χzˆ − χ(iξ × uˆ) = 0,
ξ · uˆ = ξ · zˆ = 0.
(4.43)
From (4.43), we have the following second order ordinary differential equations.
d2uˆ
dt
+ [(ν + χ+ γ)|ξ|2 + 2χ]duˆ
dt
+ γ(ν + χ)|ξ|4 + (2ν + χ)χ|ξ|2 = 0 (4.44)
The characteristic polynomial associated with (4.44) is given by
p(λ, ξ) = λ2 + (ν + χ+ γ)|ξ|2λ+ 2χλ+ (γ(ν + χ)|ξ|4 + (2ν + χ)χ|ξ|2)
=
(
λ+
(ν + χ+ γ)
2
|ξ|
)2
− 1
4
(χ+ ν − γ)2|ξ|4 + χ(ν − γ)|ξ|2 − χ2.
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Therefore the characteristic roots of (4.44) are
λ±(ξ) = −1
2
(ν + χ+ γ)|ξ|2 − χ±
√
1
4
(χ+ ν − γ)2|ξ|4 − (ν − γ)χ|ξ|2 + χ2.
From (3.1), we can easily see that
−1
2
(ν + χ+ γ)|ξ|2 − χ < 0
The solutions of (4.43) can be represented by
uˆ(ξ, t) = F 1(ξ)e
λ+(ξ)t +G1(ξ)e
λ−(ξ)t,
zˆ(ξ, t) = F 2(ξ)e
λ+(ξ)t +G2(ξ)e
λ−(ξ)t.
where
F 1(ξ) =
1
λ+(ξ)− λ−(ξ)
[
iχ(ξ × zˆ0)− {(ν + χ)|ξ|2 + λ−(ξ)}uˆ0
]
,
G1(ξ) =
1
λ+(ξ)− λ−(ξ)
[
iχ(−ξ × zˆ0) + {(ν + χ)|ξ|2 + λ+(ξ)}uˆ0
]
,
F 2(ξ) =
1
λ+(ξ)− λ−(ξ)
[
iχ(ξ × uˆ0)− {γ|ξ|2 + 2χ+ λ−(ξ)}zˆ0
]
,
G2(ξ) =
1
λ+(ξ)− λ−(ξ)
[
iχ(−ξ × uˆ0) + {γ|ξ|2 + 2χ+ λ+(ξ)}zˆ0
]
.
For notational simplicity, we set
uˆ1(ξ, t) ≡ F 1(ξ)eλ+(ξ)t, uˆ2(ξ, t) ≡ G1(ξ)eλ−(ξ)t,
zˆ1(ξ, t) ≡ F 2(ξ)eλ+(ξ)t, zˆ2(ξ, t) ≡ G2(ξ)eλ−(ξ)t.
We shall estimate uˆ1, uˆ2, zˆ1, zˆ2, separately. Let ϕ0 ∈ C∞0 (R3) be a cut-off function such
that 0 ≤ ϕ ≤ 1 and
ϕ0(ξ) =
1, |ξ| ≤ r,0, |ξ| ≥ 2r,
and let ϕ∞ ≡ 1− ϕ0. Then we set
uN1 (x, t) ≡ F−1ξ
[
ϕN(ξ)F 1(ξ)e
λ+(ξ)t
]
(x)
= F−1ξ
[
ϕN(ξ)
χ(iξ × zˆ0)
λ+(ξ)− λ−(ξ)
]
(x) +F−1ξ
[
ϕN(ξ)
−{(ν + χ)|ξ|2 + λ−(ξ)}uˆ0
λ+(ξ)− λ−(ξ)
]
(x)
≡ uN11(x, t) + uN12(x, t)
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where N = 0,∞. Hereafter we shall consider the estimate of uN12(x, t). First we consider
the estimate in high frequency region (N =∞ case). By Lemma 4.3 and direct calculation,
there exists c > 0 such that∣∣∂αξ ϕ∞(ξ)eλ+(ξ)t∣∣ ≤ Cα|ξ|−|α|e−c(|ξ|2+1)t.
And also we obtain ∣∣∣∣∂αξ (ν + χ)|ξ|2 + λ−(ξ)λ+(ξ)− λ−(ξ)
∣∣∣∣ ≤ Cα|ξ|−|α|, |ξ| ≥ 1.
Hence, combining the above inequalities, we get∣∣∣∣∂αξ [ξβλ+(ξ)jeλ+(ξ)ϕ∞(ξ)λ−(ξ) + (ν + χ)|ξ|2λ+(ξ)− λ−(ξ)
]∣∣∣∣
≤ Cα,β,j|ξ||β|+2j−|α|e−c(|ξ|2+1)t
≤ Cα,β,j|ξ|−|α|t(−
|β|
2
+j)e−ct|ξ|−|α|.
Therefore by Fourier multiplier theorem, we have
‖∂jt ∂βxu∞12(t)‖Lp(R3) ≤ Ct−
|β|
2
−je−ct‖u0‖Lp(R3). (4.45)
By complex interpolation, Sobolev’s imbedding theorem and (4.45), we have
‖∂jt ∂βxu∞12(t)‖Lq(R3) ≤ Cp,qt−
3
2(
1
p
− 1
q )−
|β|
2
−je−ct‖u0‖Lp(R3) (4.46)
for t > 0 and 1 ≤ p ≤ q ≤ ∞, p 6=∞ and q 6= 1.
Next we shall consider the estimate in low frequency region (N = 0 case). By
Lemma 4.3 we have
λ+(ξ) = −
(
ν +
χ
2
)
|ξ|2 +O(|ξ|4)
= −1
2
(
ν +
χ
2
)
|ξ|2 −
(
1
2
(
ν +
χ
2
)
|ξ|2 +O(|ξ|4)
)
≡ −a|ξ|2 − b(ξ).
One can easily see that there exist Cα, c > 0 such that
|∂αξ b(ξ)| ≤ Cα|ξ|2−|α|, b(ξ) ≥ c|ξ|2,
λ+(ξ)− λ−(ξ) = 2χ+O(|ξ|2),
λ+(ξ)− λ−(ξ) ≥ χ
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if |ξ| ≤ 4r. Therefore we have
u01(x, t) ' F−1ξ
[
|ξ|2e−a|ξ|2tϕ0(ξ) e
−b(ξ)t
λ+(ξ)− λ−(ξ)uˆ0(ξ)
]
(x)
+F−1ξ
[
iξe−a|ξ|
2t e
−b(ξ)t
λ+(ξ)− λ−(ξ) zˆ0
]
(x)
For 1 < p ≤ q ≤ ∞, we have∣∣∣∣∂αξ ( ϕ0(ξ)e−b(ξ)tλ+(ξ)− λ−(ξ)
)∣∣∣∣ ≤ Cα|ξ|−|α|e−c|ξ|2t ≤ Cα|ξ|−|α|, t ≥ 0.
Hence by using Fourier multiplier theorem, we have∥∥∥∥F−1ξ [ ϕ0(ξ)e−b(ξ)tλ+(ξ)− λ−(ξ)
]
uˆ0
∥∥∥∥
Lp(R3)
≤ C‖u0‖Lp(R3), (4.47)∥∥∥∥F−1ξ [ ϕ0(ξ)e−b(ξ)tλ+(ξ)− λ−(ξ)
]
zˆ0
∥∥∥∥
Lp(R3)
≤ C‖z0‖Lp(R3). (4.48)
For notational simplicity, here we define the operators S(t) and R(t) by
S(t)v = F−1ξ [e
−a|ξ|2tvˆ](x),
R(t)v = F−1ξ
[
ϕ0(ξ)e
−b(ξ)t
λ+(ξ)− λ−(ξ) vˆ
]
(x).
By (4.47) and (4.48),
‖R(t)v‖Lp(R3) ≤ C‖v‖Lp(R3). (4.49)
Furthermore, Lp-Lq estimates for S(t) is well known. From the standard properties of the
inverse Fourier transform, we have
u01(x, t) ' ∂2xS(t)R(t)u0 + ∂xS(t)R(t)z0
Therefore, by using Lp-Lq estimates for S(t) and (4.49), we obtain
‖∂jt ∂βxu01(t)‖Lq(R3) ≤ Ct−
3
2(
1
p
− 1
q )−j−
|β|
2
−1‖R(t)u0‖Lp(R3) + Ct−
3
2(
1
p
− 1
q )−j−
|β|
2
− 1
2‖R(t)z0‖Lp(R3)
≤ Ct− 32( 1p− 1q )−j− |β|2 − 12‖(u0,z0)‖Lp(R3) (4.50)
for t ≥ 1 and 1 < p ≤ q ≤ ∞. When 0 < t < 1, by Sobolev imbedding theorem, we have
‖∂jt ∂βxu01(t)‖Lq(R3) ≤ C‖(u0, z0)‖Lp(R3)
93
4. Micropolar fluid system in exterior domain
provided that 1 ≤ p ≤ q ≤ ∞, p 6= ∞ and q 6= 1. By (4.46) and (4.50), we have Lp-Lq
estimates for u12(x, t). By similar manner, we can obtain the L
p-Lq estimates for u(x, t)
and z(x, t). Since θ satisfies the following heat equation with linear term +2χθ{
∂θ/∂t− (α + β + γ)∆θ + 2χθ = 0, in R3 × (0,∞),
θ(x, 0) = θ0(x) in R3,
for 1 ≤ p ≤ q ≤ ∞ we have
‖∂βt ∂αx∇θ‖Lq(R3) ≤ Ce−ctt−
3
2(
1
p
− 1
q )−
|α|+1
2
−β‖θ0‖Lp(R3). (4.51)
This completes the proof of Theorem 4.7.
4.4. Resolvent expansion around the origin
In this section, we consider the resolvent problem in Ω.
λu− (ν + χ)∆u+∇pi − χ rotw = f , in Ω,
λw − γ∆w − (α + β)∇ divw + 2χw − χ rotu = g, in Ω,
divu = 0, in Ω,
u = 0, w = 0 on ∂Ω,
(4.52)
where λ ∈ Σ² and (f , g) ∈ Lp(Ω). The main purpose of this section is to prove the
following theorem concerning the asymptotic expansion of solution to (4.52) with respect
to λ when λ is close to the origin.
Theorem 4.9. Let 1 < p <∞. Then there exists a λ0 > 0 such that
(λI +A)−1(f , g) = λ1/2H1(λ)(f , g) +H2(λ)(f , g)
for any λ ∈ U˙λ0, where
H1(λ) ∈ BA (U˙λ0 ,Lp,R,Ω), H2(λ) ∈ B(Uλ0 ,Lp,R,Ω).
In order to prove Theorem 4.9, first we shall construct the parametrix.
Let f 0 and g0 be the zero extension of f and g to R3, respectively; namely, (f 0, g0) =
(f , g) if x ∈ Ω, = (0, 0) if x 6∈ Ω. Let (R0(λ),Π) be solution operator to the resolvent
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problem in R3: (4.1) , that is, put (uλ0 ,wλ0 , pi0) = (R0(λ)(f 0, g0),Πf 0), then (uλ0 ,wλ0 , pi0)
satisfies{
λuλ0 − (ν + χ)∆uλ0 +∇pi0 − χ rotwλ0 = f 0, divuλ0 = 0 in R3,
λwλ0 − γ∆wλ0 − (α+ β)∇ divwλ0 + 2χwλ0 − χ rotuλ0 = g0 in R3.
(4.53)
For (f , g) ∈ LpR(Ω)×LpR(Ω), let (rf , rg) be restriction of (f , g) to ΩR+3 ≡ Ω∩BR+3. Let
(ub,wb, pib) ∈ W 2,p(ΩR+3)2 ×W 1,pa (ΩR+3) be a solution to the following boundary value
problem in ΩR+3.
− (ν + χ)∆ub +∇pib − χ rotwb = rf , divub = 0 in Ω,
− γ∆wb − (α+ β)∇ divwb + 2χwb − χ rotub = rg in Ω,
ub = wb = 0 on ∂Ω,
If pib satisfies (4.54), pib + c also satisfies (4.54) for any constant c. Therefore we may
choose a constant c in such a way that∫
ΩR+3
(pib + c− Πf 0) dx = 0.
pib ∈ W 1,pa (ΩR+3) implies that
∫
ΩR+3
pib dx = 0. Therefore the constant c is determined by
the following formula:
c =
1
|ΩR+3|
∫
ΩR+3
Πf 0 dx.
Here |ΩR+3| denotes the Lebesgue measure of ΩR+3.
Let us define the operators A and B by relations: A(f , g) = (ub,wb) and B(f , g) =
pib + c. Then we see that (ub,wb) = A(f , g) and B(f , g) satisfy
− (ν + χ)∆ub +∇B(f , g)− χ rotwb = rf , divub = 0 in ΩR+3,
− γ∆wb − (α+ β)∇ divwb + 2χwb − χ rotub = g in ΩR+3,
ub = wb = 0 on ∂ΩR+3,
(4.54)
∫
ΩR+3
(B(f , g)− Πf 0) dx = 0. (4.55)
In order to estimate B(f , g), we use the generalized Poincare´ inequality:
‖θ‖Lp(ΩR+3) ≤ Cp,R
{
‖∇θ‖Lp(ΩR+3) +
∣∣∣∣∣
∫
ΩR+3
θ(x) dx
∣∣∣∣∣
}
(4.56)
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for any θ ∈ W 1,p(ΩR+3). By the results of Chapter 3, (4.55) and (4.56), we see that
A ∈ L (LpR(Ω),W 2,p(ΩR+3)) and B ∈ L (LpR(Ω),W 1,p(ΩR+3)) and
‖A(f , g)‖W 2,p(ΩR+3) + ‖B(f , g)‖W 1,p(ΩR+3) ≤ C‖(f , g)‖Lp(Ω). (4.57)
Let ϕ ∈ C∞0 (R3) be a cut-off function such that 0 ≤ ϕ ≤ 1 and
ϕ =
1, |x| ≤ R + 1,0, |x| ≥ R + 2.
Set
(u,w) = Φ(λ)(f , g) ≡ (1− ϕ)R0(λ)(f 0, g0) + ϕA(rf , rg)
+ (B[(∇ϕ) · (uλ0 − ub)], 0),
pi = Ψ(f , g) ≡ (1− ϕ)Πf 0 + ϕB(rf , rg).
Here B ≡ BR+1,R+2. Substituting the above u,w and pi into (4.52), we obtain
λu− (ν + χ)∆u+∇pi − χ rotw = f + S1(λ)(f , g),
λw − γ∆w − (α + β)∇ divw + 2χw − χ rotu = g + S2(λ)(f , g),
divu = 0,
u = 0, w = 0,
where
S1(λ)(f , g) = λϕub + (λ− (ν + χ)∆)B[(∇ϕ) · (uλ0 − ub)]
+ (ν + χ)[2∇ϕ · ∇(uλ0 − ub) + (∆ϕ)(uλ0 − ub)]
− (∇ϕ)[Πf 0 − pib] + χ(∇ϕ)× [wλ0 −wb],
S2(λ)(f , g) = λϕwb + γ[2∇ϕ · ∇(wλ0 −wb) + (∆ϕ)(wλ0 −wb)]
+ (α + β)[∇[(∇ϕ) · (wλ0 −wb)] + (∇ϕ) div (wλ0 −wb)]
+ χ(∇ϕ)× (uλ0 − ub).
Set S(λ)(f , g) = (S1(λ)(f , g), S2(λ)(f , g)). Then one can easily see that S(λ) is compact
operator onLpR+2(Ω). Since S(λ) is compact operator, the existence of the inverse operator
(I + S(λ))−1 follows from the following lemma.
Lemma 4.10. The operator I + S(0) has the bounded inverse (I + S(0))−1 ∈ L pR+2(Ω).
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Proof. Since S(0) is a compact operator on LpR+2(Ω), in view of Fredholm alternative
theorem, it suffices to show that I + S(0) is injective to prove the lemma. Let (f , g)
be non trivial solution of I + S(0). In view of Fredholm alternative theorem, our task
is to show (f , g) ≡ (0, 0). Let (u0,w0) = Φ(0)(f , g) and let pi0 = Ψ(f , g). Then
(u0,w0) ∈ W 2,ploc(Ω)2 and pi0 ∈ W 1,ploc (Ω) satisfy the following homogeneous boundary
value problem.
− (ν + χ)∆u0 +∇pi0 − χ rotw0 = 0, in Ω,
− γ∆w0 − (α + β)∇ divw0 + 2χw0 − χ rotu0 = 0 in Ω,
divu = 0 in Ω,
u0 = 0, w0 = 0 on ∂Ω.
(4.58)
By boot strapping argument, for any q ∈ (1,∞), we can take (u0,w0) ∈ W 2,qloc(Ω)2 and
pi0 ∈ W 1,qloc (Ω). In particular, here we take (u0,w0) ∈ W 2,2loc(Ω)2 and pi0 ∈ W 1,2loc (Ω).
Furthermore, (u0,w0, pi0) satisfies the following radiation conditions as |x| → ∞:
u0 = O(|x|−1), ∇u0 = O(|x|−2), pi0 = O(|x|−2),
w0 = O(|x|−2), ∇w0 = O(|x|−3). (4.59)
We choose ψ ∈ C∞0 (R3) in such a way that 0 ≤ ψ ≤ 1 and ψ = 1 for |x| ≤ 1/2 and ψ = 0
for |x| ≥ 1 and define ψR(x) ≡ ψ(x/R). Multiplying ψRu0 to the first equation of (4.58)
and integrating by parts, we have
0 =
∫
Ω
(−(ν + χ)∆u0 +∇pi0 − χ rotw0) · ψRu0 dx
=
∫
ΩR
ψR[(ν + χ)∇u0 · ∇u0 − χw0 × rotu0] dx
+
∫
ΩR
(ν + χ)∇u0 · (∇ψR)u0 + pi0 · (∇ψR)u0 − χw0 × (∇ψR)u0 dx,
and also multiplying ψRw
0 to the second equation of (4.58) and integrating by parts, we
have
0 =
∫
ΩR
ψR[γ∇w0 · ∇w0 + (α + β)(divw0)2 + 2χw0 ·w0 − χ rotu0 ×w0] dx
+
∫
ΩR
γw0 · (∇ψR)w0 + (α + β) divw0(∇ψR ·w0)− χu0 × (∇ψR)w0 dx
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Since supp∇ψR ⊂ {x ∈ R3 |R/2 < |x| < R}, from (4.59), we obtain∣∣∣∣∫
ΩR
(ν + χ)∇u0 · (∇ψR)u0 + pi0 · (∇ψR)u0 − χw0 × (∇ψR)u0 dx
∣∣∣∣→ 0,∣∣∣∣∫
ΩR
γw0 · (∇ψR)w0 + (α + β) divw0(∇ψR ·w0)− χu0 × (∇ψR)w0 dx
∣∣∣∣→ 0
when R→∞. Hence we have
0 = (ν + χ)‖∇u0‖2 − χ
∫
Ω
w0 · rotu0 dx, (4.60)
0 = γ‖∇w0‖2 + (α+ β)‖ divw0‖2 + 2χ‖w0‖2 − χ
∫
Ω
rotu0 ·w0 dx. (4.61)
Here ‖ · ‖ ≡ ‖ · ‖L2(Ω). By (4.60), (4.61) and the Schwartz inequality, we have
0 ≥ (ν + χ)‖∇u0‖2 + γ‖∇w0‖2 + 2χ‖w0‖2 + (α + β)‖ divw0‖2 − 2χ‖ rotu0‖‖w0‖
= ν‖∇u0‖2 + γ‖∇w0‖2 + (α+ β)‖ divw0‖2 + χ‖w0‖2 + χ(‖∇u0‖ − ‖w0‖)2.
Here we have used the fact that ‖∇u0‖ = ‖ rotu0‖ for u0 such that divu0 = 0. The
above inequality implies that w0 = 0 and ∇u0 = 0 in Ω. Therefore we see that u0 = c1,
here c1 is some constant vector in Ω. However, u
0 should satisfy the boundary conditions
u0 = 0 on ∂Ω, we conclude u0 = 0. Furthermore, inserting (u0,w0) = (0, 0) into (4.58),
we have ∇pi0 = 0. Therefore pi0 = c2. However pi0 = O(|x|−2), we conclude c2 = 0.
Hence, we obtain the followings.
0 = u0 = (1− ϕ)u00 + ϕub + B[(∇ϕ) · (u00 − ub)],
0 = w0 = (1− ϕ)w00 + ϕwb,
0 = pi0 = (1− ϕ)Πf 0 + ϕB(f , g).
(4.62)
By definition of ϕ, we have (ub,wb, pib) = (0, 0, 0) for |x| ≤ R + 1 and (u00,w00,Πf 0) =
(0, 0, 0) for |x| ≥ R + 2. Set
u˜ =
ub, x ∈ ΩR+3,0, x 6∈ Ω, , w˜ =
wb, x ∈ ΩR+3,0, x 6∈ Ω, p˜i =
B(f , g), x ∈ ΩR+3,0, x 6∈ Ω.
Then (u˜, w˜, p˜i) satisfy
− (ν + χ)∆u˜+∇p˜i − χ rot w˜ = f 0 in BR+3,
− γ∆w˜ − (α + β)∇ div w˜ + 2χw˜ − χ rot u˜ = g0 in BR+3,
div u˜ = 0 in BR+3,
u˜ = 0, w˜ = 0 on ∂BR+3.
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On the other hand, from the fact that (u00,w
0
0,Πf 0) = (0, 0, 0) for |x| ≥ R + 2, we also
have 
− (ν + χ)∆u00 +∇Πf 0 − χ rotw00 = f 0 in BR+3,
− γ∆w00 − (α + β)∇ divw00 + 2χw00 − χ rotu00 = g0 in BR+3,
divu00 = 0 in BR+3,
u00 = 0, w
0
0 = 0 on ∂BR+3.
By uniqueness result, we have u˜ = u00, w˜ = w
0
0 and p˜i = Πf 0 + c in BR+3 with some
constant c. Therefore R0(λ)(f 0, g0) = A(f , g) and B(f , g)−Πf 0 = c in ΩR+3. By (4.55),
we can conclude that c = 0. This implies B(f , g) = Πf 0 in ΩR+3. Combining these facts
with (4.62) yields that
B[(∇ϕ) · (u00 − ub)] = 0 in R3,
0 = (1− ϕ)u00 + ϕub = u00 − ϕ(u00 − ub) = u00 in Ω,
0 = (1− ϕ)w00 + ϕwb = w00 − ϕ(w00 −wb) = w00 in Ω,
0 = (1− ϕ)Πf 0 + ϕB(f , g) = Πf 0 − (ϕΠf 0 −B(f , g)) = Πf 0 in Ω.
Therefore we have{
− (ν + χ)∆u00 +∇Πf 0 − χ rotw00 = f 0 in Ω,
− γ∆w00 − (α+ β)∇ divw00 + 2χw00 − χ rotu00 = g0 in Ω,
which implies (f , g) = (0, 0). This completes the proof of the lemma.
Let us set
R(λ)(f , g) = Φ(λ)(I + S(λ))−1(f , g),
Π(λ)(f , g) = Ψ(I + S(λ))−1(f , g).
Then by Theorems 4.6 and the similar arguments of Section 2.5, we can obtain Theo-
rem 4.9.
By Theorem 4.9 and the same argument as in Section 2.6, we have the following local
energy decay for T (t) which plays essential role in the next section.
Theorem 4.11 (Local energy decay). Let 1 < p < ∞. For any R > R0 there exists
C = Cp,R > 0 so that
‖T (t)(Pf 1,f 2)‖W 2,p(ΩR) ≤ Ct−
3
2‖(f 1,f 2)‖Lp(Ω)
for any t ≥ 1 and (f 1,f 2) ∈Xp(Ω) ∩LpR(Ω)2.
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4.5. Lp-Lq estimates for the semigroup generated by
−A in exterior domain
Let T (t) be an analytic semigroup generated by −A. In this section, we prove Lp-Lq
estimates for T (t). The basic way to prove such estimates is essentially the same as that
of Section 2.7.
Let R0 > 0 be a number such that Ωc ⊂ BR0 and fix it. As a first step, we shall show
the following lemma.
Lemma 4.12. Let 1 < p <∞ and R > R0 + 3. Then there exists C > 0 such that
‖∂tT (t)F ‖W 1,p(ΩR) + ‖T (t)F ‖W 2,p(ΩR) ≤ Ct−
3
2p‖F ‖Lp(Ω)
for t ≥ 2 and F ∈Xp(Ω).
Proof. Since we consider the case when t ≥ 2, we set
G = (g1, g2) = T (1)F . (4.63)
Then
G ∈ D(A), ‖G‖W 2,p(Ω) ≤ C‖F ‖Lp(Ω). (4.64)
We set V 1(t) = (u1(t),w1(t)) = T (t)G = T (t + 1)F for F ∈ Xp(Ω). Then V 1(t) ∈
C1([0,∞);Xp(Ω)) ∩ C([0,∞);D(A)) and satisfies the following initial boundary value
problem with suitable pressure pi1(t):
∂tu
1 − (ν + χ)∆u1 +∇pi1 − χ rotw1 = 0 in Ω× (0,∞),
∂tw
1 − γ∆w1 − (α + β)∇ divw1 + 2χw1 − χ rotu1 = 0 in Ω× (0,∞),
divu1 = 0 in Ω× (0,∞),
u1 = 0, w1 = 0 on ∂Ω× (0,∞),
(u1,w1)(x, 0) = (g1, g2) in Ω.
(4.65)
Let ψ ∈ C∞(R3) such that ψ = 1 for |x| ≥ R + 1 and ψ = 0 for |x| ≤ R. By (4.64) and
Lemma 1.2, we have (∇ψ) · g1 ∈ W 2,pa (DR,R+1) and therefore by 1.1, we obtain
BDR,R+1 [(∇ψ) · g1] ∈ W 3,p(R3), suppBDR,R+1 [(∇ψ) · g1] ⊂ DR,R+1,
divB[(∇ψ) · g1] = (∇ψ) · g1,
‖BDR,R+1 [(∇ψ) · g1]‖W 3,p(R3) ≤ C‖F ‖Lp(Ω).
(4.66)
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Here after, for notational simplicity, we use the abbreviation B = BDR,R+1 . Set
H = (h1,h2) ≡ ((ψg1 − B[(∇ψ) · g1]), ψg2).
Then by (4.64) and (4.66), we see that
H = (h1,h2) ∈W 2,p(R3)2, divh1 = 0 in R3,
H = G for |x| ≥ R + 1,
‖H‖W 2,p(R3) ≤ C‖F ‖Lp(Ω).
(4.67)
By the solvability of the linearized micropolar fluid system in R3, there exists a
(V 2, pi2) = (u2,w2, pi2) such that
∂tu
2 − (ν + χ)∆u2 +∇pi2 − χ rotw2 = 0 in R3 × (0,∞),
∂tw
2 − γ∆w2 − (α + β)∇ divw2 + 2χw2 − χ rotu2 = 0 in R3 × (0,∞),
divu2 = 0 in R3 × (0,∞),
(u2,w2)(x, 0) = (h1,h2) in R3,
(4.68)
and ∫
DR,R+1
pi2(x, t) dx = 0. (4.69)
By virtue of Theorem 4.7, we have
‖∇jV 2(t)‖Lq(R3) ≤ C(1 + t)−
3
2(
1
p
− 1
q )− j2‖F ‖Lp(Ω), j = 0, 1, (4.70)
‖∂tV 2(t)‖Lq(R3) + ‖∇2V 2(t)‖Lq(R3) ≤ C(1 + t)−
3
2(
1
p
− 1
q )−1‖F ‖Lp(Ω), (4.71)
provided that 1 < p ≤ q ≤ ∞ and t ≥ 1. By (4.68), (4.70) and (4.71), we have
‖∇pi2‖Lq(R3) ≤ C(1 + t)−
3
2(
1
p
− 1
q )− 12‖F ‖Lp(Ω) (4.72)
for t ≥ 1 and 1 < p ≤ q ≤ ∞.
Since divu2(t) = 0, by 1.1, we have (∇ψ) · u2(t) ∈ C([0,∞); W˙ 2,pa (DR,R+1)), and
therefore we set
V 3(t) =
(
u3(t)
w3(t)
)
=
(
u1(t)− ψu2(t) + B[(∇ψ) · u2(t)]
w1(t)− ψw2(t)
)
,
pi3(t) = pi1(t)− ψpi2(t).
(4.73)
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Then we have
∂tu
3 − (ν + χ)∆u3 +∇pi3 − χ rotw3 = Q1(t) in Ω× (0,∞),
∂tw
3 − γ∆w3 − (α + β)∇ divw3 + 2χw3 − χ rotu3 = Q2(t) in Ω× (0,∞),
divu3 = 0 in Ω× (0,∞),
u3 = w3 = 0 on ∂Ω,
u3(·, 0) = g1 − (ψh1 − B[(∇ψ) · h1]) in Ω,
w3(·, 0) = g2 − ψh2 in Ω,
(4.74)
where we have set
Q1(t) = 2(ν + χ)∇ψ · ∇u2 + (ν + χ)(∆ψ)u2 − (∇ψ)pi2 + χ(∇ψ)×w2
+ (∂t − (ν + χ)∆)B[(∇ψ) · u2],
Q2(t) = 2γ∇ψ · ∇w2 + 2γ(∆ψ)w2 + (α + β)∇[(∇ψ) ·w2] + (α+ β)(∇ψ) divw2
+ χ(∇ψ)× u2 − χ rotB[(∇ψ) · u2].
(4.75)
Clearly, supp(Q1(t),Q2(t)) ⊂ DR,R+1 and by (4.67), we see that
V 3(0) ∈ D(A), V 3(0) = 0 for x 6∈ BR+1, (4.76)
‖V 3(0)‖W 2,p(Ω) ≤ C‖F ‖Lp(Ω). (4.77)
Here we shall derive Lp estimate of Q(t). By Lemma 1.1, generalized Poincare´ in-
equality, (4.69), (4.70), (4.71) and (4.72), we obtain
‖Q1(t)‖Lp(Ω) ≤ Cp{‖|∇ψ|u2(t)‖Lp(Ω) + ‖|∆ψ|u2(t)‖Lp(Ω)
+ ‖|∇ψ|pi2(t)‖Lp(Ω) + ‖|∇ψ|w2(t)‖Lp(Ω)
+ ‖∇ψ · u2(t)‖W 1,p(Ω) + ‖∇ψ · ∂tu2(t)‖Lp(Ω)}
≤ Cp,R{‖u2(t)‖W 1,∞(R3) + ‖∂tu2(t)‖L∞(R3)
+ ‖pi2(t)‖Lp(R3) + ‖w2(t)‖Lp(R3)}
≤ C(1 + t)− 32p‖F ‖Lp(Ω). (4.78)
By similar calculation, we obtain
‖Q2(t)‖Lp(Ω) ≤ C(1 + t)−
3
2p‖F ‖Lp(Ω), (4.79)
Now we shall consider V 3(t). By Duhamel’s principle, we obtain
V 3(t) = T (t)V 30 +
∫ t
0
T (t− s)(PQ1,Q2)(s) ds. (4.80)
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Let t ≥ 1. From the fact that suppQ(t) ⊂ DR,R+1, (4.76), we can apply Theorem 4.11.
Applying Theorem 4.11, we have
‖V 3(t)‖W 1,p(ΩR) ≤ Ct−
3
2‖V 30‖Lp(Ω) +
∫ t
t−1
(t− s)− 12‖(PQ1,Q2)(s)‖Lp(Ω) ds
+
∫ t−1
0
(t− s)− 32‖(PQ1,Q2)(s)‖Lp(Ω) ds.
(4.81)
Here we have use the standard estimate of the analytic semigroup:
‖T (t)F ‖W 1,p(Ω) ≤ Ct− 12‖F ‖Lp(Ω)
for any 0 < t ≤ 1 and F ∈Xp(Ω). By using (4.78), (4.79), (4.77) and (4.81), we obtain
‖V 3(t)‖W 1,p(ΩR+1) ≤ Ct−
3
2p‖F ‖Lp(Ω), t ≥ 1. (4.82)
By (4.71) with q =∞ and Lemma 1.1, we have
‖ψu2(t)‖W 1,p(ΩR+1) ≤ Cp‖u2(t)‖W 1,∞(R3) ≤ Ct−
3
2p‖F ‖Lp(Ω),
‖ψw2(t)‖W 1,p(ΩR+1) ≤ Cp‖w2(t)‖W 1,∞(R3) ≤ Cpt−
3
2p‖F ‖Lp(Ω),
‖B[(∇ψ) · u2(t)]‖W 1,p(ΩR+1) ≤ Cp‖(∇ψ) · u2(t)‖Lp(ΩR+1) ≤ Cp‖u2(t)‖L∞(R3)
≤ Cpt−
3
2p‖F ‖Lp(Ω),
which combined with (4.73) and (4.82), we can conclude
‖V 1(t)‖W 1,p(ΩR+1) ≤ Cpt−
3
2p‖F ‖Lp(Ω), for any t ≥ 1.
Since V (t− 1) = T (t− 1)G = T (t)F , for F ∈Xp(Ω), we obtain
‖T (t)F ‖W 1,p(ΩR) ≤ Ct−
3
2p‖F ‖Lp(Ω), for any t ≥ 2. (4.83)
Now we shall estimate ∂tV
1(t). Since ∂tV
1(t) = ∂tT (t)G = T (t)AG and AG ∈ D(A),
by similar arguments above, we can obtain
‖∂tT (t)F ‖W 1,p(ΩR) ≤ Ct−
3
2p‖F ‖Lp(Ω), for any t ≥ 2. (4.84)
Finally, we shall estimate the second derivative of V 1(t). In order to do this, we shall
use the resolvent estimate. Let ϕ ∈ C∞0 (R3) such that ϕ = 1 for |x| ≤ R and = 0 for
|x| ≥ R + 1/2. Put
V 4(t) =
(
u4(t)
w4(t)
)
=
(
ϕu1(t)− B[(∇ϕ) · u1(t)]
ϕw1(t)
)
,
pi4(t) = ϕpi1(t).
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Here B = BDR,R+1/2 . By Lemmas 1.1 and 1.2, we obtain
u4(t) = u1(t) in ΩR, divu
4(t) = 0 in Ω. (4.85)
Therefore by resolvent estimate, (4.85) and the fact that u4(t) = 0 and w4(t) = 0 for
x 6∈ BR+1/2, we have
u4 − (ν + χ)∆u4 +∇pi − 4− χ rotw4 = R1(t), divu4 = 0 in ΩR+1,
w4 − γ∆w4 − (α+ β)∇ divw4 + 2χw4 − χ rotu4 = R2(t) in ΩR+1,
u4 = w4 = 0 on ∂ΩR+1,
where
R1(t) = ϕu
1(t)− B[(∇ϕ) · u1(t)]
− 2(ν + χ)∇ϕ · ∇u1(t)− (ν + χ)(∆ϕ)u1(t) + (∇ϕ)pi1(t)
− χ(∇ϕ)×w1(t) + (ν + χ)∆B[(∇ϕ) · u1(t)] + ∂tu1(t),
R2(t) = ϕw
1 − 2γ∇ϕ · ∇w1 − γ(∆ϕ)w1
(α + β)∇[(∇ϕ) ·w1]− (α+ β)(∇ϕ) divw1 − χ(∇ϕ)× u1
+ χ rotB[(∇ϕ) · u1].
By the results of Chapter 3, we have
‖(u4(t),w4(t))‖W 2,p(ΩR+1) ≤ C‖(R1(t),R2(t))‖Lp(ΩR+1). (4.86)
Applying (4.83) and (4.84), we have
‖(R1(t),R2(t))‖Lp(ΩR+1) ≤ Ct−
3
2p‖F ‖Lp(Ω),
which combined with (4.85) and (4.86) implies that
‖V 1(t)‖W 2,p(ΩR) ≤ Cp,Rt−
3
2p‖F ‖Lp(Ω). (4.87)
Combining (4.83), (4.84) and (4.87), we complete the proof of the lemma.
Next we shall show the following lemma.
Lemma 4.13. Let 1 < p < ∞ and F ≡ (f 1,f 2) ∈ Xp(Ω). Then we have the following
two estimates:
‖T (t)F ‖Lq(Ω) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω) (4.88)
for any t ≥ 2 provided that p ≤ q ≤ ∞ and 3(1/p− 1/q) < 2 and
‖∇T (t)F ‖Lq(Ω) ≤ Cpt− 12‖F ‖Lp(Ω) (4.89)
for any t ≥ 2 provided that 1 < p ≤ 3.
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Proof. In view of Lemma 4.12, it is sufficient to estimate T (t)F in Ω \ BR for t ≥ 2. Set
V 1(t) ≡ T (t + 1)F = T (t)G with G = T (1)F . Let ϕ ∈ C∞(R3) such that ϕ = 1 for
|x| ≥ R− 1 and = 0 for |x| ≤ R− 2. In view of Lemma 1.2, here we set
V 2(t) =
(
u2(t)
w2(t)
)
=
(
ϕu1(t)− B[(∇ϕ) · u1(t)]
ϕw1(t)
)
,
pi2(t) = ϕpi1(t)
Then by (4.65) and Lemma 1.1 we obtain
∂tu
2 − (ν + χ)∆u2 +∇pi2 − χ rotw2 =K1(t) in R3 × (0,∞),
∂tw
2 − γ∆w2 − (α+ β)∇ divw2 + 2χw2 − χ rotu2 =K2(t) in R3 × (0,∞),
divu2 = 0 in R3 × (0,∞),
u2(0) = u20, w
2(0) = w20 in R3,
(4.90)
where
K1(t) = −2(ν + χ)∇ϕ · ∇u1 − (ν + χ)(∆ϕ)u1 + (∇ϕ)pi1 − χ(∇ϕ)×w1
− (∂t − (ν + χ)∆)B[(∇ϕ) · u1],
K2(t) = −2γ∇ϕ · ∇w1 − γ(∆ϕ)w1 − (α + β)∇[(∇ϕ) ·w1]
− (α + β)(∇ϕ) divw1 − χ(∇ϕ)× u1 + χ rotB[(∇ϕ) · u1],
u2(0) = ϕg1 − B[(∇ϕ) · g1],
w2(0) = ϕg2.
(4.91)
Here and hereafter B ≡ BR−2,R−1. Furthermore, we may assume that∫
DR−2,R−1
pi2(x, t) dx = 0. (4.92)
Let E(t) be a semigroup generated by −AR3 . Then by Duhamel’s principle, we obtain
V 2(t) = E(t)V 20 +
∫ t
0
E(t− s)(PK1(s),K2(s)) ds. (4.93)
For E(t), we already know Theorem 4.7 and we have
‖E(t)ϕ‖W 2,p(R3) ≤ Ct− 12‖ϕ‖W 1,p(R3) (4.94)
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for 0 < t ≤ 2. Recalling that V 1(t) ≡ (u1(t),w1(t)) = T (t + 1)F , by the resolvent
estimate, we have
‖∂tV 1(t)‖Lp(Ω) + ‖V 1(t)‖W 2,p(Ω) ≤ Cp‖F ‖Lp(Ω) (4.95)
for 0 < t ≤ 2. Therefore, from (4.64), (4.93), (4.95), Lemma 1.1, Lemma 4.12, we have
‖K(t)‖W 1,p(R3) + ‖K(t)‖Lr(R3) ≤ C(1 + t)−
3
2p‖F ‖Lp(Ω), 1 ≤ r ≤ p, (4.96)
‖(u10,w10)‖Lp(R3) ≤ C‖F ‖Lp(Ω). (4.97)
Here K(t) ≡ (K1(t),K2(t)). Set
I1(t) = E(t)V
2
0, I2(t) =
∫ t
0
E(t− s)(PK1(s),K2(s)) ds
By Theorem 4.7 and (4.97), we have
‖I1(t)‖Lq(R3) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω),
‖∇I1(t)‖Lp(R3) ≤ Cpt− 12‖F ‖Lp(Ω).
(4.98)
Next we shall estimate I2(t). Let t ≥ 1 and q, r be numbers so that
p ≤ q ≤ ∞, 3
(
1
p
− 1
q
)
< 2, 1 < r < min
{
p,
3
2
}
. (4.99)
Then by Sobolev’s embedding theorem, Theorem 4.7, (4.94) and (4.96) we obtain
‖I2(t)‖Lq(R3) ≤ Cp,q
∫ t
t−1
‖E(t− s)(PK1(s),K2(s))‖W 2,p(R3) ds
+
∫ t−1
0
‖E(t− s)(PK1(s),K2(s))‖Lq(R3) ds
≤
∫ t
t−1
(t− s)− 12‖K(s)‖W 1,p(R3) ds
+ Cp,q
∫ t−1
0
(t− s)− 32( 1r− 1q )‖K(s)‖Lr(R3) ds
≤ Cp,q
{
t−
3
2q +
∫ t−1
0
(t− s)− 32( 1r− 1q )(1 + s)− 32p
}
‖F ‖Lp(Ω). (4.100)
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Observe that∫ t−1
0
(t− s)− 32( 1r− 1q )(1 + s)− 32p ds ≤ Cq,r
∫ t
0
(1 + t− s)− 32( 1r− 1q )(1 + s)− 32p ds
= Cq,r
∫ t/2
0
(1 + t− s)− 32( 1r− 1q )(1 + s)− 32p ds
+ Cq,r
∫ t/2
0
(1 + τ)−
3
2(
1
r
− 1
q )(1 + t− τ)− 32p dτ,
where we have used the change of variable, t − s = τ in the second term in the last
relation. When 0 < s < t/2, 1 + t− s ≥ 1 + s, we have
∫ t−1
0
(t− s)− 32( 1r− 1q )(1 + s)− 32p ds ≤ 2Cp,q
(
1 +
t
2
)− 3
2(
1
p
− 1
q ) ∫ t/2
0
(1 + s)−
3
2r ds
≤ 2Cp,q(1 + t)−
3
2(
1
p
− 1
q )
because 3r/2 > 1 holds by (4.99), which combined with (4.100) implies that
‖I2(t)‖Lq(R3) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lq(Ω) for any t ≥ 1 (4.101)
provided that p ≤ q ≤ ∞ and 3(1/p− 1/q) < 2. From (4.97) and (4.98) we have
‖∇I1(t)‖Lp(R3) ≤ Cpt− 12‖f‖Lp(Ω). (4.102)
By (4.96) we have
‖∇I2(t)‖Lp(R3) ≤ Cp
∫ t
t−1
(t− s)− 12 (1 + s)− 32p ds‖f‖Lp(Ω)
+ Cp,q
∫ t−1
0
(t− s)− 32( 1r− 1p)− 12 (1 + s)− 32p ds‖f‖Lp(Ω).
(4.103)
Observe that∫ t−1
0
(t− s)− 32( 1r− 1p)− 12 (1 + s)− 32p ds ≤ Cp,r
∫ t
0
(1 + t− s)− 32( 1r− 1p)− 12 (1 + s)− 32p ds
= Cp,r
∫ t/2
0
(1 + t− s)− 32( 1r− 1p)− 12 (1 + s)− 32p ds
+ Cp,r
∫ t
t/2
(1 + s)−
3
2(
1
r
− 1
p)− 12 (1 + t− s)− 32p ds.
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If 1 < p ≤ 3, then 3/2p− 1/2 ≥ 0, and therefore∫ t−1
0
(t− s)− 32( 1r− 1p)− 12 (1 + s)− 32p ds ≤ Cp,r
(
1 +
t
2
)− 1
2
∫ t/2
0
(1 + s)−
3
2r ds
≤ Cp,r(1 + t)− 12 ,
which combined with (4.103) implies that
‖∇I2(t)‖Lp(R3) ≤ Cpt− 12‖f‖Lp(Ω), t ≥ 1
provided that 1 < p ≤ 3. This completes the proof.
Next we shall show Lp-Lq estimates for 0 < t ≤ 2.
Lemma 4.14. Let 1 < p <∞, 0 < t ≤ 2 and F ∈Xp(Ω). Then we have
‖T (t)F ‖Lq(Ω) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω), 1 < p ≤ q ≤ ∞, (4.104)
‖∇T (t)F ‖Lq(Ω) ≤ Cp,qt−
3
2(
1
p
− 1
q )− 12‖F ‖Lp(Ω), 1 < p ≤ q <∞. (4.105)
Proof. For any real number s ∈ (0, 2), by complex interpolation theorem we obtain
W s,p(Ω) = [Lp(Ω),W 2,p(Ω)]θ with s = 2θ. From resolvent estimate, we have
‖T (t)F ‖Lp(Ω) ≤ Cp‖F ‖Lp(Ω), (4.106)
‖T (t)F ‖W 2,p(Ω) ≤ Cp
t
‖F ‖Lp(Ω) (4.107)
for 0 < t ≤ 2. Hence interpolating (4.106) and (4.107) with s = 2θ, we obtain
‖T (t)F ‖W s,p(Ω) ≤ Cp, st− s2‖F ‖Lp(Ω). (4.108)
From Sobolev’s embedding theorem and (4.108), for s = 3(1/p− 1/q) we have
‖T (t)F ‖Lq(Ω) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω) (4.109)
for 0 < t ≤ 2 and 1 < p ≤ q <∞. From (4.106) and (4.107), we have
‖∇T (t)f‖Lp(Ω) ≤ C‖T (t)F ‖
1
2
Lp(Ω)‖T (t)F ‖
1
2
W 2,p(Ω) ≤ Ct−
1
2‖F ‖Lp(Ω) (4.110)
for 0 < t ≤ 2. Therefore by (4.109) and (4.110), we see that
‖∇T (t)F ‖Lq(Ω) ≤
∥∥∥∥∇T ( t2 + t2
)
F
∥∥∥∥
Lq(Ω)
≤ C
(
t
2
)− 1
2
∥∥∥∥T ( t2
)∥∥∥∥
Lq(Ω)
≤ Cp,qt−
3
2(
1
p
− 1
q )− 12‖F ‖Lp(Ω)
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for 0 < t ≤ 2.
Finally we consider L∞ estimate. For 3 < p <∞, by (4.109), (4.110) and the Sobolev
inequality we have
‖T (t)F ‖L∞(Ω) ≤ Cpt−
3
2p‖F ‖Lp(Ω) (4.111)
for 0 < t ≤ 2. Next we consider the cases 1 < p < 3/2 or 3/2 < p < 3. Let 3/(k +
1) < p < 3/k with k = 1, 2. We set {p`}k`=0 in such a way that 1/p`+1 = 1/p` − 1/3
(` = 0, 1, . . . , k − 1) with p0 = p. Since 1 < p < 3, we can easily see that 3 < pk < ∞.
Therefore by (4.111) with p = pk and using (4.109) with q = pk, we obtain
‖T (t)F ‖L∞(Ω) =
∥∥∥∥T ( t2
)
T
(
t
2
)
F
∥∥∥∥
L∞(Ω)
≤ Ct− 32pk
∥∥∥∥T ( t2
)
F
∥∥∥∥
Lpk (Ω)
≤ Ct− 32pk t− 32
“
1
p
− 1
pk
”
‖F ‖Lp(Ω) = Ct−
3
2p‖F ‖Lp(Ω), t > 0.
This implies (4.111) for 1−3/p 6∈ N0. In the case 1−3/p ∈ N0, we choose q in such a way
that p < q <∞ and 1− 3/q 6∈ N0. Then by (4.109) with p = q and (4.111), we obtain
‖T (t)F ‖L∞(Ω) ≤ Cqt−
3
2q
∥∥∥∥T ( t2
)
F
∥∥∥∥
Lq(Ω)
≤ Ct− 32q t− 32( 1p− 1q )‖F ‖Lp(Ω) = Ct−
3
2p‖F ‖Lp(Ω)
for 0 < t ≤ 2. Summing up the above, we obtain (4.109) for 1 < p ≤ q ≤ ∞. We complete
the proof.
We are now in a position to complete the proof of Theorem 4.1. Combining Lem-
mas 4.13 and 4.14, we have the estimate
‖T (t)F ‖Lq(Ω) ≤ Cp,qt−
3
2(
1
p
− 1
q )‖F ‖Lp(Ω) (4.112)
for any t > 0 and F ∈Xp(Ω) provided that 1 < p ≤ q ≤ ∞ and 3(1/p− 1/r) < 2. When
1 < p ≤ q ≤ ∞ and 3(1/p− 1/q) ≥ 2, we choose numbers pj, j = 1, 2, . . . , `− 1, in such a
way that p = p0 < p1 < · · · < p`−1 < p` = q and 3(1/pm−1−1/pm) < 2 for m = 1, 2, . . . , `.
Repeated use of (4.112) shows us that
‖T (t)F ‖Lq(Ω) ≤
∥∥∥∥T (` · t`
)∥∥∥∥
Lq(Ω)
≤ Cp`−1,qt
− 3
2
„
1
p`−1
− 1
q
« ∥∥∥∥T ((`− 1) · t`
)∥∥∥∥
Lp`−1 (Ω)
≤ · · · ≤ Ct− 32( 1p− 1q )‖F ‖Lp(Ω),
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and therefore we obtain (4.112) for any t > 0 and F ∈Xp(Ω) provided that 1 < p ≤ q ≤
∞.
Next we consider the case when p = 1. Here we are due to the duality argument. For
any Φ,Ψ ∈ C∞0,σ(Ω)×C∞0 (Ω), by (4.112) we have
|(T (t)Φ,Ψ)Ω| = |(Φ, T (t)Ψ)Ω| ≤ ‖Φ‖L1(Ω)‖T (t)Ψ‖L∞(Ω)
≤ C‖Φ‖L1(Ω)t−
3
2q′ ‖Ψ‖Lq′ (Ω)
where q′ satisfies 1/q + 1/q′ = 1. Therefore we have
‖T (t)Φ‖Lq(Ω) ≤ Cqt−
3
2(1− 1q )‖Φ‖L1(Ω). (4.113)
Since C∞0,σ(Ω) × C∞0 (Ω) is dense in Xq
′
(Ω), by the density argument we obtain (4.113)
for any Φ ∈X1(Ω) = L1σ(Ω)×L1(Ω), where L1σ(Ω) = C∞0,σ(Ω)
‖·‖L1(Ω) .
Finally we consider gradient estimate. Combining (4.89) and (4.105), we obtain
‖T (t)F ‖Lp(Ω) ≤ Cpt− 12‖F ‖Lp(Ω) (4.114)
for any t > 0 and F ∈ Xp(Ω) provided that 1 < p ≤ 3. Therefore combining (4.112),
(4.113) and (4.114), we obtain
‖∇T (t)F ‖Lq(Ω) =
∥∥∥∥∇T ( t2
)
T
(
t
2
)
F
∥∥∥∥
Lq(Ω)
≤ Cqt− 12
∥∥∥∥T ( t2
)
F
∥∥∥∥
Lq(Ω)
≤ Cp,qt−
3
2(
1
p
− 1
q )− 12‖F ‖Lp(Ω)
for any t > 0 and F ∈Xp(Ω) provided that 1 ≤ p ≤ q ≤ 3, q 6= 1.
This completes the proof of Theorem 4.1.
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