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Abstract
Questions of noise stability play an important role in hardness of approximation in computer
science as well as in the theory of voting. In many applications, the goal is to find an optimizer
of noise stability among all possible partitions of Rn for n ≥ 1 to k parts with given Gaussian
measures µ1, . . . , µk. We call a partition ǫ-optimal, if its noise stability is optimal up to an additive
ǫ. In this paper, we give an explicit, computable function n(ǫ) such that an ǫ-optimal partition exists
in Rn(ǫ). This result has implications for the computability of certain problems in non-interactive
simulation, which are addressed in a subsequent work.
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1 Introduction
Isoperimetric Theory and Noise Stability. Isoperimetric problems have been studied in mathemat-
ics since antiquity. The solution to the isoperimetric problem in the two dimensional Euclidean plane
was known in ancient Greece. The study of isoperimetric problems is central in modern mathematics
and theoretical computer science. Some central examples include the study of expanders and mixing
of Markov chains.
Our interest in this work is in a central modern isoperimetric problem, i.e, the problem of noise
stability. This problem, originally studied by Borell in relation to the study of the heat equation in
mathematical physics [4], has emerged as a central problem in theoretical computer science [17], as
well as in combinatorics and in voting theory [15] as we elaborate below.
The fundamental question in this area is to find a partition of Gaussian space (with prescribed
measures) which maximizes the noise stability of the partition. We equip Rn with the standard Gaus-
sian measure, denoted by γn. The Ornstein-Uhlenbeck operator Pt is defined for t ∈ [0,∞) and
f : Rn → R by
(Ptf)(x) =
∫
y∈Rn
f(e−t · x+
√
1− e−2t · y)dγn(y).
The resulting notion of noise stability is defined by Stabt(f) := E[fPtf ], where the expectation is with
respect to the γn. If f denotes the indicator function of a set (call itAf ), then Stabt(f) is the probability
that two e−t-correlated Gaussians x, y both fall in Af . In the limit t → 0, noise stability captures the
Gaussian surface area of the setAf [19]. In particular, we have the following relation for any set:
GAS(Af ) = lim
t→0
√
2π
arccos(e−t)
·E[f · (f − Ptf)],
where GAS(Af ) denotes the Gaussian surface area of the setAf .
Halfspaces are most stable sets. For both noise stability and surface area, halfspaces are known to be
the optimal sets [3, 27, 4, 2]. We will state this fact in a slightly convoluted way, in order to more easily
generalize it. Let∆k denote the probability simplex in R
k (i.e. the convex hull formed by the standard
unit vector {e1, . . . , ek}). Any function with range [k] naturally embeds in ∆k by identifying i ∈ [k]
with ei. Moreover, we extend the Ornstein-Uhlenbeck operator to act on vector valued functions
in the obvious way: if f = (f1, . . . , fk) : R
n → Rk then Ptf = (Ptf1, . . . , Ptfk). Finally, say that
f = (f1, f2) : R
n → ∆2 is a halfspace if there exist a, b ∈ Rn such that f1(x) = 1{〈x−a,b〉≤0}.
Theorem 1 (Borell). For any g : Rn → ∆2, a halfspace f : Rn → ∆2 with E[f ] = E[g] satisfies
E[〈f, Ptf〉] ≥ E[〈g, Ptg〉].
Theorem 1 has many applications in computational complexity. Most famously, it can be com-
bined with an invariance principle [20] in order to prove a number of tight hardness-of-approximation
results under the unique games conjecture [16].
More parts? It is straightforward to extend the notion of noise stability to partitionswithmany parts.
Namely, a partition of Rn can be described by f : Rn → [k]. Identifying [k] with {e1, . . . , ek} as above,
we define the noise stability of such a partition by E[〈f, Ptf〉]. One may then ask for an analogue of
Theorem 1, but where∆2 is replaced by ∆k for some k ≥ 3.
Even the three-part version of Theorem 1 turns out to be rather harder than the two-part one. We
will try to explain why, by analogy with isoperimetric problems. First of all, the Euclidean, isoperi-
metric analogue for k = 3 is known as the “double bubble” problem. The well-known “double bubble
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conjecture” states that the minimum total surface area of two bodies separating and enclosing two
given (Lebesgue) volumes is achieved by two spheres meeting at 120◦. After being open for more
than a century, this problem was settled rather recently in R2, R3, and R4 [12, 13, 26]. For the Gaussian
space, [6] showed that for some small but positive constant c > 0, the Gaussian surface area of three
partitions is minimized by the “standard simplex partition” as long as the measures of all the three
parts is within 1/3± c.
Since halfspaces both maximize noise stability and minimize Gaussian surface area, and since the
standard simplex partition is known to minimize multi-part Gaussian surface area in certain cases, it
seems natural to guess that the standard simplex partition also maximizes multi-part noise stability.
This was explicitly conjectured in [16], in the special case that all of the parts in the partition have equal
measure. However, a somewhat surprising (at least to the authors) recent work [10] showed that the
standard simplex partition fails to maximize multi-part noise stability unless all of the parts have equal
measure. On the other hand, there is also some support for the conjecture in the equal-measure case:
Heilman [11] showed that the conjecture is true if the dimension is bounded by a function of t.
Approximate noise stability of multipartitions? In light of the uncertainty about optimal partition-
ing for k ≥ 3, one can ask a more modest question. Given k ≥ 3, t > 0, and prescribed measures for
the k parts, let αn be the optimal noise stability that can be obtained in R
n under these constraints.
Since the Gaussian measure is a productmeasure, αn is clearly non-increasing in n. Since it is bounded
below by zero, it has a limit as n→∞.
Our main result is that there is an explicitly computable n0 = n0(k, t, ǫ) such that αn0 ≥ αm − ǫ
for all m ∈ N. Although the bound on n0 that we give is not particularly good, the key point is that
it is explicitly computable. As a consequence, up to error ǫ, the noise stable partition is also explicitly
computable. We conclude the introduction by an open question:
Question 2. Does there exists n0 such that αn0 = αn for n > n0?
Our current techniques are not suitable for addressing the question above.
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2 Main theorem and overview of proof technique
In order to state the main theorem, we first need to recall the notion of a polynomial threshold func-
tion. A function f : Rn → {0, 1} is said to be a degree-d PTF if there exists a polynomial p : Rn → R
of degree d such that f(x) = 1 if and only if p(x) > 0. We will need a k-ary generalization of this
definition. We note that there are several possible ways to generalize the notion of PTFs to k-ary PTFs
and our particular choice is dictated by the convenience of using the relevant results from [7].
Definition 1. A function f : Rn → [k] is said to be a multivariate PTF is there exists polynomials p1, . . . , pk :
Rn → R such that
f(x) =
{
j if pj(x) > 0 and for i 6= j, pi(x) ≤ 0
1 otherwise
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In this case, we denote f = PTF(p1, . . . , pk). Further, f is said to be a degree-d multivariate PTF if p1, . . . , pk
are degree d polynomials.
We now state the main theorem of this paper. We set the convention, that unless explicitly men-
tioned otherwise, the underlying distribution is γn, the standard n-dimensional Gaussian measure.
Likewise, given any random variable X over Rk, E[X] denotes its (vector-valued) expectation and
Var(X) denotes its covariance matrix.
Theorem 3. Let f : Rn → [k] such that E[f ] = µ ∈ Rk. Then, given any t > 0, ǫ > 0, there exists an
explicitly computable n0 = n0(t, k, ǫ) and d = d(t, k, ǫ) such that there is a degree-d PTF g : R
n0 → [k] such
that
1. ‖E[f ]−E[g]‖1 ≤ ǫ.
2. E[〈g, Ptg〉] ≥ E[〈f, Ptf〉]− ǫ.
Note that the above theoremautomatically implies that a function g satisfying the above properties
can be explicitly computed (up to some additional error ǫ). This is because the set of degree-d PTFs
on Rn0 admits a finite sized explicitly enumerable ǫ-cover.
Proof Sketch The proof of Theorem 3 consists of the following main steps:
From general partitions to PTF. The first step in the proof is to show that given any f : Rn → [k],
there is a multivariate PTF g′ : Rn → [k] which meets the two criteria in Theorem 3 and has degree
d = d(t, k, ǫ), for some explicit function d(t, k, ǫ). In other words, g′ satisfies ‖E[f ] − E[g′]‖1 ≤ ǫ and
Stabt(g
′) ≥ Stabt(f ′) − ǫ. This is done in Section 5. Note that main difference between the desired
conclusion of Theorem 3 and what is accomplished in this step is that the ambient dimension remains
n as opposed to a bounded dimension n0.
Why is this true? The basic intuition is that if f is noise stable then it should have most of its
Hermite expansionweight at low degree. Thereforewe should be able to replace f with the PTFwhere
the polynomial is the truncated expansion of f . There are a number of challenges in formalizing this
intuition: 1. We cannot rule out that a positive fraction of the weight of f is at high degrees (perhaps
as large as n). 2. It is not clear that the PTF obtained this way is noise stable nor that 3. It has the right
expected value.
Our analysis proceeds as follows. We would like to construct g′ from f by “rounding” Ptf for
some small t. The advantage of Ptf over f is that Ptf is guaranteed to have decaying tails. The
rounding of Ptf can be performed given some a ∈ Rn by considering the function ga : Rn → [k]
which takes the value i whenever i is the largest coordinate of Ptf − a. It is not hard to prove that it
is possible to choose a such that E[ga] = E[f ]; moreover, one can show that this function ga has better
noise stability than f does. The main obstacle is that the function ga is not a PTF. Unfortunately the
Hermite decay of Ptf does not translate to Hermite decay of ga. Instead we use smoothed analysis
to show that for most a’s, ga has Hermite decay and can therefore be well approximated by PTF. The
smoothed analysis argument uses the co-area formula and gradient bounds and draws on ideas from
[21, 18].
From PTF in dimension n to a small PTF of bounded degree polynomials Given the function
g′ : Rn → [k] of degree d = d(t, k, ǫ), our next goal is show it is possible to obtain a PTF g on some
n0 = n0(t, k, ǫ) variables such that (i) ‖E[g] − E[g′]‖1 ≤ ǫ and (ii) |〈g, Ptg〉 − 〈g′, Ptg′〉| ≤ ǫ. This part
builds on and extends the theory and results of [7]. The key notion introduced in [7] is that of an
eigenregular polynomial. Namely, a polynomial is said to be δ-eigenregular if for the canonical tensor
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Ap associated with the polynomial, the ratio of the maximum singular value to its Frobenius norm is
at most δ (the tensor notions are explicitly defined later).
The key advantage of this definition is that as shown in [7], when δ → 0, the distribution of p (un-
der γn) converges to a normal. In other words, eigenregular polynomials obey a central limit theorem.
In fact, given k polynomials p1, . . . , pk which are δ-eigenregular, they also obey a multidimensional
central limit theorem.
The regularity lemma from [7] implies that the polynomials p1, . . . , pk can be jointly expressed as
bounded (in terms of t, k and ǫ) size polynomials in eigenregular homogenous polynomials {In(ps,q,ℓ)}
where 1 ≤ s ≤ k, 1 ≤ q ≤ d and 1 ≤ ℓ ≤ num(s, q). In other words, we may write ps =
Out(ps)({In(ps,q,ℓ)}q∈[d],ℓ∈[num(s,q)]), where num(s) =
∑d
q=1 num(s, q) is bounded in terms of t, k and ǫ
and all the Inner polynomials are δ-eigenregular.
[7] used the statement above to conclude that the joint distribution of p1, . . . , pk can be approxi-
mated in a bounded dimension as we can replace each of the inner polynomials by a one dimensional
Gaussian. For our application things are more delicate, as we are not only interested in the joint distri-
bution of p1, . . . , pk but also in the noise stability of p1, . . . , pk. For this reason it is important for us to
maintain the degrees of the inner polynomials (each of which is homogenous) and not replace them
with Gaussians.
A small PTF representation In the final step of the proof, we maintain Out(ps) and show how that
polynomials {In(ps,q,ℓ)} can be replaced by a collection of polynomials {In(rs,q,ℓ)} in bounded dimen-
sions (in t, k and ǫ) thus completing the proof. The fact that a collection of homogenous polynomials
can be replaced by polynomials in bounded dimensions is a tensor analogue of the fact that for any
k vectors in Rn, there exist k vectors in Rk with the same matrix of inner products. Once such poly-
nomials are found, it is not hard to construct eigenregular polynomials from them by averaging the
polynomials over independent copies of random variables.
3 Applications
Given the wide applicability of Borell’s isoperimetric result to combinatorics and theoretical computer
science, we believe that Theorem 3 will also be widely applicable. We will now point out some appli-
cations of this theorem. First, by combining Theorem 3 with the invariance principle [20], we derive
a weak k-ary analogue of “Majority is Stablest”. The analogue of the Ornstein-Uhlenbeck operator is
the so-called Bonami-Beckner operator defined as follows: for ρ ∈ [−1, 1] and x ∈ {−1, 1}n, let Dρ(x) be
the product distribution over {−1, 1}n such that for y ∼ Dρ(x), for all 1 ≤ i ≤ n, E[xiyi] = ρ. Then,
for any f : {−1, 1}n → Rk, Tρf(x) = Ey∼Dρ(x)[f(y)]. Likewise, for any i ∈ [n] and z ∈ {−1, 1}n−1, let
fz,−i : {−1, 1} → Rk denote the function obtained by restricting all but the ith coordinate to z. Then,
Var(fz,−i) = Ez[‖fz,−i −Ez[fz,−i]‖22]. Define the influence of the ith coordinate on f by
Inf i(f) = Ez∈{−1,1}n−1 [Var(fz,−i)].
Theorem 4. Given any k ∈ N and ρ ∈ [0, 1], ǫ > 0, ∃n0 = n0(k, ǫ, ρ), C = C(k, ǫ, ρ) (which is explicitly
computable) such that the following holds: For any µ = (µ1, . . . , µk) ∈ ∆k and n ≥ n0, there is an explicitly
computable g = gµ,ρ,ǫ : {−1, 1}n → [k] such that maxi Infi(g) ≤ C/
√
n and |Prx∈{−1,1}n0 [g(x) = i]−µi| ≤
C/
√
n and for any f : {−1, 1}n → [k] such that |Prx∈{−1,1}n [f(x) = i]− µi| ≤ ǫ andmaxi Infi(f) ≤ ǫ,
E[〈f, Tρf〉] ≤ E[〈g, Tρg〉] + 2kǫ.
The proof of the theorem, which is omitted, is by now a standard reduction from a Gaussian noise
stability result to a discrete one, where in one direction the invariance principle immediately bounds
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the discrete stability by the Gaussian stability. In the other direction, starting for an ǫ-optimal Gaussian
partition, each Gaussian is replaced by a normalized sum of independent variables to obtain a discrete
partition. The same result holds for other domains, for example for f, g : [k]n → [k]. In particular, the
case where (µ1, . . . , µk) = (1/k, . . . , 1/k) implies that in a tied elections between k alternatives, we can
find an ǫ-optimally robust noise stable voting rule, where the stability is with respect of each candidate
randomizing their vote independently with probability 1− ρ.
3.1 Relationship to rounding of SDPs
To the best of our knowledge our results are independent of the the results of Raghavendra and
Steurer [25] who showed that for any CSP, there is an a rounding algorithm that is optimal up to
ǫ, whose running time is polynomial in the instance size and doubly exponential in 1/ǫ. It is natu-
ral to suspect that the two results are related, since there are well-known connections between SDP
rounding and Gaussian noise stability.
However, the usual analysis relating rounding to Gaussian noise stability seems to require that
halfspaces maximize noise stability for all possible values of the noise. In our results, this property
does not necessarily hold.
In the other direction, it is tempting to try to cast the noise stability problem as an optimization
problem on Gaussian graphs and then apply the results of Steurer and Raghavendra to obtain explicit
bounds on the dimension where an almost optimal solution can be achieved. It is hard to implement
this approach for two reasons: first, we do not know the SDP solution for the Gaussian graph; second,
we are interested in the optimal solution and it is not clear what is the relation between the best
integral solution and the SDP solution for the Gaussian graph.
While we do not see how to formally relate the two works, connecting the two (if possible) would
surely yield important insights.
3.2 Non-interactive correlation distillation
Next, we talk about a basic problem in information theory and communication complexity which was
recently considered in thework of Ghazi, Kamath and Sudan [9]. Let there be two non-communicating
players Alice and Bob who have access to independent samples from a joint distribution P = (X,Y)
on the setA×B. In other words, Alice (resp. Bob) have access to (x1, x2, . . . , ) (resp. (y1, y2, . . .)) such
that xi ∈ A, yi ∈ B and for each i ∈ N, (xi, yi) is distributed according to P, and the random variables
{(xi, yi)}ni=1 are mutually independent. Let µ = (µ1, . . . , µk) ∈ ∆k and ν = (ν1, . . . , νk) ∈ ∆k. What is
the maximum κ ∈ [0, 1] such that Alice and Bob can non-interactively jointly sample a distributionQ
on [k] × [k] such that the distribution of the marginals of Alice and Bob are µ and ν respectively and
they sample the same output with probability κ?
To formulate this problem more precisely, we introduce some notation. Let Xn = (X1, . . . ,Xn)
and Yn = (Y1, . . . ,Yn), where (Xi,Yi) are independently drawn from P. Now, note that a non-
interactive protocol for Alice and Bob is equivalent to a pair (f, g)where f : An → [k] and g : Bn → [k]
(for some n ∈ N). In this terminology, the question now becomes the following: given µ, ν, do there
exist n and f : An → [k] and g : Bn → [k] such that f(Xn) ∼ µ, g(Yn) ∼ ν, and Pr(f(Xn) = g(Yn)) =
κ?
Before we state the main result of [9] and our extension, we consider a motivating example. Let
A = B = R and let P = (X,Y) be two ρ-correlated standard Gaussians. Let k = 2 and µ = ν. Then,
Borell’s isoperimetric theorem (Theorem 1) states that the maximum achievable κ is given by
κ = Pr
X,Y
[f(X) = f(Y)],
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where f : R → ∆2 is a halfspace with measure µ. Thus, in the above case, n = 1 suffices and f = g
is the halfspace whose measure is µ. We now state the main result of [9]. For the result below, for
probability distribution P, we let |P| denote the size of some standard encoding of P.
Theorem 5. [Ghazi-Kamath-Sudan] Let (A × B,P) be a probability space, and let Xn and Yn be as in
Theorem 5. There is an algorithm running in time O|P|,δ(1) such that given µ and ν in ∆2 and a parameter
κ ∈ [0, 1], it distinguishes between the following two cases:
1. There exist n ∈ N and f : An → {0, 1} and g : Bn → {0, 1} such that f(Xn) ∼ µ, g(Yn) ∼ ν, and
Pr(f(Xn) = g(Yn)) ≥ κ− δ. In this case, there is an explicit n0 = n0(|P|, δ) such that we may choose
n ≤ n0. Further, the functions f and g are explicitly computable.
2. For any n ∈ N and f : An → {0, 1} and g : Bn → {0, 1}, if g : Bn → {0, 1} satisfy f(Xn) ∼ µ and
g(Yn) ∼ ν then Pr(f(Xn) = g(Yn)) ≤ κ− 8δ.
In otherwords, the above theorem states that there is an algorithmwhich, givenP, targetmarginals
µ, ν, and correlation κ, can distinguish between two cases: (a) In the first case, it is possible for Alice
and Bob to non-interactively simulate a distribution R which has the correct marginals and achieves
the correlation κ up to δ. In this case, there is an explicit bound on the number of copies of P required
and the algorithm also outputs the functions f, g used for the non-interactive simulation. (b) In the
second case, no non-interactive protocol between Alice and Bob can simulate a distribution R such
that it has the correct marginals and target correlation to error at most 8δ.
We remark that the requirement for the marginals to match exactly is unimportant. Indeed, any
protocolwhere themarginals match approximatly can be “fixed” to have exact marginals, with a small
loss in the correlation.
The main restriction of Theorem 5 is that the output of the non-interactive protocol is a pair of
bits. Theorem 3 immediately implies the following modification of Theorem 5: we may replace {0, 1}
by [k] wherever it appears, provided that we also assume that P is a Gaussian measure. In the best
of both worlds, we would be able to replace {0, 1} by [k] without adding the assumption that P is a
Gaussian measure. Using the methods we develop here, this also turns out to be possible; we provide
details in a follow-up work.
4 Preliminaries
We will start by defining some technical preliminaries which will be useful for the rest of the paper.
Definition 2. For k ∈ N and 1 ≤ i ≤ k, let ei be the unit vector along coordinate i and let ∆k be the convex
hull formed by {ei}1≤i≤k .
In this paper, we will be working on the space of functions f : Rn → R where the domain is
equippedwith the standard n dimensional normal measure (denoted by γn(·)). Unless explicitly men-
tioned otherwise, all the functions considered in this paper will be in L2(γn). A key property of such
functions is that they admit the so-called Hermite expansion. Let us define a family of polynomials
Hq : R→ R (for q ≥ 0) as
H0(x) = 1; H1(x) = x; Hq(x) =
(−1)q√
q!
· ex2/2 · d
q
dxq
e−x
2/2.
Let Z∗ denote the subset of non-negative integers and S ∈ Z∗n. DefineHS : Rn → R as
HS(z) =
n∏
i=1
HSi(zi).
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It is well known that the set {HS}S∈Z∗n forms an orthonormal basis for L2(γn). In other words, every
f ∈ L2(γn)may be written as
f =
∑
S∈Z∗n
f̂(S) ·HS ,
where f̂(S) are typically referred to as the Hermite coefficients and expansion is referred to as the Her-
mite expansion. The notion of Hermite expansion can be easily extended to f : Rn → Rk as follows:
Let f = (f1, . . . , fk) and let
fi =
∑
S∈Z∗n
f̂i(S) ·HS.
Then, the Hermite expansion of f is given by
∑
S∈Z∗n f̂(S) · HS where f̂(S) = (f̂1(S), . . . , f̂k(S)). In
this setting, we also have Parseval’s identity:∫
‖f(x)‖22 γn(x)dx =
∑
S∈Z∗n
‖f̂(S)‖22 (1)
For f : Rn → Rk and d ∈ N, define f≤d : Rn → Rk by
f≤d(x) =
∑
S:|S|≤d
f̂(S) ·HS(x).
We will defineW≤d[f ] = ‖f≤d‖22 andW>d[f ] =
∑
|S|>d ‖f̂(S)‖22.
Ornstein-Uhlenbeck operator
Definition 3. The Ornstein-Uhlenbeck operator Pt is defined for t ∈ [0,∞) such that for any f : Rn → Rk,
(Ptf)(x) =
∫
y∈Rn
f(e−t · x+
√
1− e−2t · y)dγn(y).
Note that if f : Rn → ∆k, then so is Ptf for every t > 0. A basic fact about the Ornstein-Uhlenbeck
operator is that the functions {HS} are eigenfunctions of this operator. We leave the proof of the next
proposition to the reader.
Proposition 6. For S ∈ Z∗n, PtHS = e−t·|S| ·HS .
We define the noise stability of f : Rn → ∆k with noise rate t ∈ [0,∞) by
Stabt(f) = 〈f, Ptf〉.
Multivariate polynomial threshold functions We recall the definition of polynomial threshold func-
tions from the introduction (primarily to define an associated quantity which shall be useful later).
Definition. A function f : Rn → [k] is said to be a multivariate PTF is there exists polynomials p1, . . . , pk :
Rn → R such that
f(x) =
{
j if pj(x) > 0 and for i 6= j, pi(x) ≤ 0
1 otherwise
We then denote f as f = PTF(p1, . . . , pk). Further, f is said to be a degree-d multivariate PTF if p1, . . . , pk are
degree d polynomials. For the rest of this paper, we will use PTFs to mean multivariate PTFs. The underlying
k will be clear from the context. Also, let us define Collision(f) ⊆ Rn defined as
Collision(f) =
{
x ∈ Rn : |{j : pj(x) > 0}| 6= 1
}
.
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Convention We also adopt the convention that for all subsequent statements, unless explicitly men-
tioned otherwise, the domain is equipped with the standard Gaussian measure over the relevant
dimensions. Also, at several places in the paper, we will establish bounds on one quantity in terms
of others without the explicit mention of the dependence. Unless mentioned otherwise, these bounds
can be made explicit by working through the proof but we do not do so in the interest of clarity. For
example, if we state that a quantity d = d(k, ǫ), we mean that that d can be bounded as an explicit
function of k and ǫ but we hide the explicit dependence.
5 Reduction from arbitrary functions to PTFs
In this section, we will prove that given any k-ary function with a given set of measures for each of
the k-partitions, there is a multivariate PTF with nearly the same measures for the induced partitions
which is a multivariate PTF and (up to an error ǫ), no less noise stable at a fixed noise rate t. This is
the first step (“from general partitions to PTF”) of the proof sketch in Section 2.
Wewill need the following concentration bound for low-degree polynomials, whichmay be proved
using the Gaussian hypercontractive inequality. See [14] for a reference.
Theorem 7. Let p : Rn → R be a degree-d polynomial. Then, for any t > 0,
Pr
x
[|p(x)−E[p(x)]| ≥ t ·√Var[p]] ≤ d · e−t2/d .
For technical reasons, we will also require the PTFs to satisfy a property which we refer to as
(d, δ)-balanced defined below.
Definition 4. A degree-d multivariate PTF f = PTF(p(1), . . . , p(k)) is said to be (d, δ)-balanced if each p(i)
has variance 1 and |E[p(i)]| ≤ logd/2(k · d/δ).
We ask the reader to observe that the first condition (namely, Var(p(i)) = 1) can be achieved with-
out loss of generality by simply scaling all the polynomials to have variance 1. This scaling does not
change the value of the PTF at any point x. While the condition on expectation is non-trivial, the next
proposition says that any multivariate PTF can be assumed to be (d, δ)-balanced while only changing
the value of the PTF at δ-fraction of places.
Proposition 8. Let f : Rn → [k] defined as f = PTF(p(1), . . . , p(k)). Then, there is a (d, δ)-balanced
multivariate PTF g : Rn → [k] defined as g = PTF(q(1), . . . , q(k)) such that Prx[g(x) 6= f(x)] ≤ δ. Further,
Prx[x ∈ Collision(g)] ≤ Prx[x ∈ Collision(f)] + δ. In fact, the polynomials {q(i)} are linear translations of the
polynomials {p(i)}.
Proof. As we have observed, we can assume without loss of generality that the polynomials p(i) have
variance 1. We define the polynomials q(i) as follows. If |E[p(i)]| ≤ logd/2(d·k/δ), thenwe set q(i) = p(i).
Else, let bi = sign(E[p
(i)]) and we define
q(i) = p(i) −E[p(i)] + bi · logd/2(d · k/δ).
First, note that as claimed, q(i) are indeed affine translations of p(i). Next, note that by Theorem 7,
whenever q(i) 6= p(i), the sign of p(i)(x) (for x ∼ γn) is δ/k-close to being fixed. Applying Theorem 7
again,
Pr
x∼γn
[
sign(q(i)(x)) 6= sign(p(i)(x))] ≤ δ/k.
From this, it immediately follows that
Pr
x
[f(x) 6= g(x)] ≤ δ andPr
x
[x ∈ Collision(f)] ≤ Pr
x
[x ∈ Collision(g)] + δ.
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The next theorem is the main result of this section namely, that given any function f : Rn → [k], it
is possible to obtain a multivariate (d, ǫ) balanced PTF g (for some explicit d = Oǫ,k(1)) such that the
resulting PTF g has nearly the same partition sizes and noise stability. Further, Collision(g) has small
probability.
Theorem 9. Let f : Rn → [k] satisfy E[f ] = µ where µ = (µ1, . . . , µk). Then, for every ǫ > 0, there exists a
multivariate PTF g : Rn → [k] of degree d = d(k, ǫ) such that
• ‖E[g] − µ‖1 ≤ ǫ,
• 〈g, Ptg〉 ≥ 〈f, Ptf〉 − ǫ,
• Pr[x ∈ Collision(g)] ≤ ǫ, and
• g is (d, ǫ)-balanced.
Wewill prove Theorem 9 in two parts. The first step is to show that we can replace f by a function
with explicit Hermite decay:
Lemma 10. For every f : Rn → [k] and every ǫ > 0, there exists a function h : Rn → [k] satisfying the
following:
• E[h] = E[f ],
• 〈h, Pth〉 ≥ 〈f, Ptf〉 − ǫ,
• W>d[h] ≤ ǫ for some explicit d = d(k, ǫ).
The second step in the proof of Theorem 9 goes from explicit Hermite decay to an actual PTF:
Lemma 11. Let h : Rn → [k] such that W>d[h] ≤ ǫ. Then, there is a PTF g : Rn → [k] of degree d such that
Ex[g(x) 6= h(x)] ≤ k2 · ǫ. Further, Prx[x ∈ Collision(h)] ≤ k2 · ǫ.
It is easy to see that Theorem 9 follows in a straightforward way by combining Lemma 10 and
Lemma 11. Note that the condition of g being (d, ǫ)-balanced is obtained by simply applying Proposi-
tion 8.
We begin with the proof of Lemma 11, which is easier.
Proof of Lemma 11: Let us view h : Rn → Rk and define h(0) : Rn → Rk as h(0)(x) = h(x) − 1k · 1.
Here the function 1 is defined as 1 : x 7→ (1, 1, . . . , 1) for all x ∈ Rn. Note that range of the function
h(0) at all points is a k-dimensional vector with the entry (k− 1)/k in one of the coordinates and −1/k
in every other coordinate. Call such a point a k-lattice point.
Let h
(0)
≤d : R
n → Rk (as defined earlier) correspond to the function obtained by truncating the
Hermite expansion of h(0) at degree d. Consider the degree-d polynomials p1, . . . , pk : R
n → R where
pi is the i
th coordinate of h
(0)
≤d. We now define g = PTF(p1, . . . , pk). Consider any point x ∈ Rn.
• If x ∈ Collision(g), then observe that ‖h(0)(x) − h(0)≤d(x)‖22 ≥ k−2. To see this, note that if x ∈
Collision(g), there are two possibilities. (a) pi(x) ≤ 0 for all 1 ≤ i ≤ k: It then easily follows that
ℓ2 distance of h
(0)
≤d(x) from any k-lattice point is at least 1/k. (b) pi(x), pj(x) > 0 for distinct i, j.
Again the ℓ2 distance of h
(0)
≤d(x) from any k-lattice point is at least 1/k. Thus, in both these cases,
‖h(0)(x)− h(0)≤d(x)‖22 ≥ 1k2 .
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• If x 6∈ Collision(g) and g(x) 6= h(x), then again ‖h(0)(x) − h(0)≤d(x)‖22 ≥ k−2. To see this, note that
if g(x) 6= h(x), then there exists 1 ≤ i, j ≤ k and i 6= j, such that pi(x) > 0, pj(x) ≤ 0. On the
other hand, h(x) = ej and thus the j
th coordinate of h(0)(x) = (k − 1)/k. This also implies that
‖h(0)(x)− h(0)≤d(x)‖22 ≥ (k−1)
2
k2
.
Combining these two, we get
Ex
[‖h(0)(x)− h(0)≤d(x)‖22] ≥ 1k2 · (Prx [x ∈ Collision(g)] + Prx [x 6∈ Collision(g) ∧ g(x) 6= h(x)]).
As h(0) and h differ only in the Hermite coefficient for S = 0, hence the left hand side is the same as
W≥d[h]. Combining this with the above inequality achieves all the stated guarantees.
The proof of Lemma 10 is longer, and so we begin with an outline. The first observation is that
bounding E[|∇h|] implies a bound on W>d[h]. This follows a standard spectral argument, and is
stated as Corollary 13. The second observation is that the function h obtained by thresholding Ptf at
a suitable value (chosen, for example, so that E[h] = E[f ]) satisfies 〈h, Pth〉 ≥ 〈f, Ptf〉. This is stated
as Lemma 15.
Based on the previous paragraph, it seems like we would like to bound E[|∇h|] where h is ob-
tained by thresholding Ptf ; let a ∈ Rk be the desired threshold value, so that thresholding Ptf at a
produces a partition with the right measures. It turns out, unfortunately, that for h defined in this way,
E[|∇h|] could be arbitrarily large. A key insight of [18] is that (using the co-area formula and gradient
bounds on Ptf ) the partition produced by thresholding at a random value near a has bounded ex-
pected surface area. In particular, although thresholding exactly at a might be a bad idea, there exist
many good nearby values at which to threshold. Based on this observation, we construct h in two
steps. In the first step, we define h by thresholding Ptf , but only on the set of x ∈ Rn for which Ptf(x)
is not too close to a. By choosing “not too close” in a suitable random way, the observation of [18]
implies that this step only contributes a bounded amount to E[|∇h|]. Since the first step is almost the
same as just thresholding Ptf at a, it is consistent with our desire that 〈h, Pth〉 ≥ 〈f, Ptf〉 − ǫ.
In the second step, we partition the remaining part of Rn by chopping it with halfspaces of the
correct size. Since halfspaces have a bounded surface area, this also contributes a bounded amount to
E[|∇h|]. Crucially, this step does not destroy the value of 〈h, Pth〉; fundamentally, this is because Ptf
is almost constant on the set we are partitioning.
5.1 Surface area and spectrum
In our outline of Lemma 11’s proof, we claimed that a control of E[|∇h|] implies a control of W>d[h].
Here we prove that claim, using a theorem of Ledoux [19] that gives a lower bound on the gradient in
terms of the noise sensitivity.
Theorem 12. [Ledoux] Let f : Rn → [0, 1] be of bounded variation. Then, for every t > 0,
E
x∼γn
[f · (f − Ptf)] ≤ arccos(e
−t)√
2π
· E
x∼γn
[|∇f |].
Using this theorem, it is possible to establish an upper bound onW≥k[f ] in terms of |∇f | as done
below.
Corollary 13. Let f : Rn → [0, 1] be of bounded variation. Then,
W≥d[f ] ≤ O
(
1√
d
)
· E[|∇f |].
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Proof.
E[f(f − Ptf)] =
∞∑
j=0
(1− e−t·j)Wj [f ] ≥ (1− e−d·t) ·W≥d[f ].
Choose d = 1/t and apply Theorem 12, we get
W≥d[f ] ≤ O(1) ·E[f(f − P 1
d
f)] ≤ arccos(e
− 1
d )√
2π
· E
x∼γn
[|∇f |] ≤ O
(
1√
d
)
· E[|∇f |].
5.2 Various Lemmas for thresholding
Recall that our proof of Lemma 10 is based on thresholding Ptf . Before proving it, we introduce
various properties of the thresholding procedure. The first lemma states that the “best” way to round
a ∆k-valued function to a {e1, . . . , ek}-valued function while preserving its expectation is simply to
threshold it. Here, “best” means that we are trying to maximize the correlation between the original
function and the rounded one.
Lemma 14. Take f : Rn → ∆k, g : Rn → {e1, . . . , ek}, and z ∈ Rk. Suppose that whenever g(x) = ei, we
have
i ∈ argmax{fj(x)− zj : j = 1, . . . , k}.
Then g maximizes E[〈f, h〉] among all h : Rn → {e1, . . . , en} satisfying E[h] = E[g].
Proof. Let h : Rn → {e1, . . . , en} satisfy E[h] = E[g]. By the defining assumption of g, 〈g, f − z〉 ≥
〈h, f − z〉 pointwise. Hence,
E[〈h, f〉] = E[〈h, f − z〉] + 〈E[h], z〉 ≥ E[〈g, f − z〉] + 〈E[g], z〉 = E[〈g, f〉].
Let us assign a notation to the sort of rounding involved in Lemma 14.
Definition 5. For f : Rn → ∆k and z ∈ Rk, let Tz(f) denote the set of functions g : Rn → {e1, . . . , ek} such
that
〈g(x), f(x) − z〉 ≥ fi(x)− zi
for every i = 1, . . . , k and every x ∈ Rn.
The next step is to show that a function obtained by thresholding Ptf is always at least as noise-
stable (with parameter t) as the original function f .
Lemma 15. Let f : Rn → {e1, . . . , ek} and take t > 0. If g ∈ Tz(f) for some z ∈ Rk satisfies E[g] = E[f ]
then Stabt(g) ≥ Stabt(f).
Proof. Since E[g] = E[f ], Lemma 14 implies that E[〈g, Ptf〉] ≥ E[〈f, Ptf〉] = Stabt(f). On the other
hand, the Cauchy-Schwarz inequality and the semi-group property of Pt imply that
E[〈g, Ptf〉] = E[〈Pt/2g, Pt/2f〉] ≤
√
Stabt(g)Stabt(f).
The claim follows.
In order to make Lemma 15 useful, we need to show that we can always find a rounding with the
same expectation as the original function.
Lemma 16. For any f : Rn → ∆k, there exists some z ∈ Rk and g ∈ Tz(f) such that E[g] = E[f ].
Since the proof of Lemma 16 is mainly technical, we postpone it to the appendix.
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5.3 Proof of Lemma 10
We introduce three final ingredients before beginning the proof of Lemma 10: the first is a gradient
bound on Ptf that is due (in a much more precise form) to Bakry and Ledoux [1].
Theorem 17. If f : Rn → [0, 1] then for any t > 0, ‖∇Ptf‖∞ ≤ C/
√
t.
The second ingredient is the co-area formula in Gaussian space. To state this, let γ+n denote the
Gaussian surface area in n-dimensions. The co-area formula (see [8] for a reference) is stated next. For
any f : Rn → R and for any continuous, compactly supported µ : R→ R∫
R
µ(t) · γ+n ({x : f(x) ≥ t})dt =
∫
Rn
µ(f(x))|∇(f(x))|dγ(x).
The co-area formula relates the Gaussian surface of a Boolean function (specified by {x : f(x) ≥ t}) to
the gradient of f .
The final ingredient is a weighted version of Hall’s marriage theorem. It will be used to show that
we can divide a certain amount of “missing” volume into pieces of the right size, while preserving
certain constraints.
Theorem 18. Let G = (U, V,w,E) be a finite, vertex-weighted, bipartite graph. That is, U and V are finite
sets, w is a weight function w : U ⊔ V → (0,∞), and E ⊂ U × V is the set of edges. Suppose that for every
U ′ ⊂ U ,∑u∈U w(u) ≤ ∑v∼U ′ w(v), where v ∼ U ′ if there exists u ∈ U ′ such that (u, v) ∈ E. Then there
exists p : V → ∆|U | such that pu(v) > 0 implies u ∼ v, and such that∑
v∈V
pu(v)w(v) = w(u)
for every u ∈ U .
In the case that w ≡ 1, Theorem 18 follows from the usual formulation of Hall’s marriage theorem
(which guarantees in addition that p : V → {e1, . . . , e|U |}). When w is integer-valued (or, by scaling,
rational-valued), it follows by applying Hall’s marriage theorem to the graph in which u is replicated
w(u) times. The general case follows by a simple approximation argument.
Proof of Lemma 10: We begin by applying Lemma 16 to Ptf : let z and g ∈ Tz(Ptf) be such that
E[g] = E[Ptf ] = E[f ]. According to Lemma 15, Stabt(g) ≥ Stabt(f). However, E[|∇g|] cannot be
controlled in general; therefore, we will move to an approximation of g.
Let µ be a probability measure on [0, ǫ] with continuous density bounded by 2/ǫ. By the co-area
formula, ∫
R
µ(t)γ+({x : Ptfi(x)− zi > Ptfj(x)− zj + t}) dt
=
∫
Rn
µ(Ptfi(x)− zi − Ptfj(x) + zj)|∇Ptfi(x)−∇Ptfj(x)| dγ(x)
≤ 2
ǫ
∫
Rn
|∇Ptfi(x)−∇Ptfj(x)| dγ(x)
≤ C
ǫ
√
t
,
where the last inequality follows from Theorem 17. In particular, there exist some y+ij and y
−
ij in [0, ǫ]
such that if A±ij = {x ∈ Rn : Ptfi(x)− zi > Ptfj(x)− zj ± yij±} then
γ+(A±ij) ≤ C(ǫ)/
√
t.
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We repeat this construction of yij and Aij for every ordered pair (i, j). Define Ai =
⋂
j 6=iA
+
ij , and note
that Ai ⊂ {x : g(x) = ei}. On the other hand, A−ij ⊃ {x : g(x) = ei} for every i, j. Next, define
Ci =
⋂
j 6=i
A−ij
CI =
⋃
i∈I
Ci
BI = CI \
⋃
J)I
CJ \
⋃
i∈I
Ai.
The meaning of these sets is the following: Ai is the set where fi − zi significantly larger than any
other fj − zj . On Ci, fi− zi is almostmaxj fj − zj ; on CI , fi− zi is almost maximal for every i ∈ I ; and
on BI , the set of i for which fi − zi is almost maximal is exactly I . Importantly, the collection of all Ai
and BI form a partition of R
n. Our basic strategy will be to set h to be ei on Ai, and then to define h
on the remaining part of the space in order to satisfy two properties: E[h] = E[f ] and h(x) = ei only
if x ∈ BI for some I ∋ i.
Since the Gaussian surface area obeys the inequalities γ+n (A ∩ B) ≤ γ+n (A) + γ+n (B) and γ+n (A ∪
B) ≤ γ+n (A) + γ+n (B), and since BI and Ai are defined using a finite (depending on k) number of
intersections and unions, it follows that
γ+(Ai) ≤ C(ǫ, k)/
√
t
γ+(BI) ≤ C(ǫ, k)/
√
t.
(2)
Now, for any I ⊂ [k], ⋃
J :J∩I 6=∅
BJ ∪
⋃
i∈I
Ai
contains the set of x for which g(x) ∈ {ei : i ∈ I}. It follows that∑
J :J∩I 6=∅
γn(BJ ) ≥
∑
i∈I
E[gi]− γn(Ai).
Consider the bipartite graph where U = [k] and V = {I : I ⊂ [k]}, and (i, I) ∈ E if i ∈ I . We assign
the weightsw(i) = E[gi]−γn(Ai) to i ∈ U and w(I) = γn(BI) for I ∈ V (note that w(i) ≥ 0 because the
construction of Ai ensures that Ai ⊂ {x : g(x) = ei)}). The displayed equation above ensures that this
weighted graph satisfies the hypothesis of Theorem 18, and so there exists p : V → ∆k with pi(I) > 0
only if i ∈ I , and with ∑
I∋i
pi(I)γn(BI) = E[gi]− γn(Ai).
Finally, we will use p to define h. First, for every I and i ∈ I , let BI,i be a set of the form {x ∈ Rn :
a ≤ x1 ≤ b} such that γn(BI,i∩BI) = pi(I)γn(BI); moreover, we chooseBI,i such that γn(BI,i∩BI,j) =
0when i 6= j. Then we set h(x) to equal ei on the set Ai ∪
⋃
I∋i(BI,i ∩BI). By the defining property of
p, h satisfies E[hi] = E[gi] = E[fi]. Moreover, h(x) = ei only ona subset of Ai ∪
⋃
I∋iBI , and on this
set Ptfi(x)− zi ≥ maxj Ptfj(x)− zj − ǫ = 〈g(x), Ptf(x)− z〉 − ǫ. It follows that
E[〈h, Ptf〉] ≥ E[〈g, Ptf〉]− ǫ ≥ Stabt(f)− ǫ.
By the Cauchy-Schwarz inequality,√
Stabt(h) ≥
√
Stabt(f)− ǫ√
Stabt(f)
,
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which implies that Stabt(h) ≥ Stabt(f)− 2ǫ.
Finally, we address the surface aread of h. Recall that
{x : h(x) = ei} = Ai ∪
⋃
I,i
BI,i ∩BI .
The number of terms on the right is some constant depending on k. By (2), γ+n (Ai) and γ
+
n (BI) are
bounded by C(ǫ, t, k). Since BI,i is an intersection of two halfspaces, its Gaussian surface area is at
most a constant. It follows that γ+n ({x : h(x) = ei}) ≤ C(ǫ, k)/
√
t for every i. Hence, E[|∇h|] ≤
C(ǫ, k)/
√
t.
After applying Corollary 13, this completes the proof except that d = d(k, ǫ, t) instead of the
claimed d(k, ǫ), where d(k, ǫ, t) blows up as t → 0. To eliminate this dependence on t, it suffices
to note that the claim is trivial if t ≪ (ǫ/k)2. Indeed, one can easily construct h with E[h] = E[f ],
Stabt(h) ≥ E[|h|2]−O(k
√
t) andE[|∇h|] ≤ O(k). For example, we could take the pieces {x : h(x) = ei}
to be parallel slabs of the form {x : a ≤ x1 ≤ b}, where a and b are chosen so that the slabs have the
correct volumes. If t≪ (ǫ/k)2 then such an example will satisfy the claim of the lemma.
6 Reduction from PTFs to PTFs on a constant number of variables
In this section, we are going to prove the following theorem.
Theorem 19. Let f : Rn → [k] be a degree-d, (d, ǫ)-balanced PTFwithEx[f(x)] = µwhereµ = (µ1, . . . , µk).
Further, let us assume that Pr[x ∈ Collision(f)] ≤ ǫ/(40k2). Then, for every ǫ > 0, there exists a degree-d PTF
fjunta : R
n0 → [k] such that,
• ‖Ex[fjunta(x)]− µ‖1 ≤ ǫ,
• 〈fjunta, Ptfjunta〉 ≥ 〈f, Ptf〉 − ǫ.
Further, n0 = n0(d, k, ǫ) is an explicitly defined function.
The above theorem states that given a degree-dmultivariate PTF over n variables, there is another
multivariate PTF which induces approximately the same partition sizes and has approximately the
same noise stability (at any fixed noise rate t) but the new PTF is only over some (explicitly defined)
Od,t(1) variables. Our main workhorse for this section is going to be two structural theorems for low-
degree polynomials proven in [7]. In order to state these theorems, we will need a few definitions
from that paper. In particular, we will need to define the relation between polynomials and tensors
and then define the notion of an ǫ-eigenregular polynomial. Before we do that, let us observe that
Theorem 3 follows very easily by combining Theorem 19 and Theorem 9.
Proof of Theorem 3 Let us us assume that given measure µ = (µ1, . . . , µk) and noise rate t > 0, the
most noise stable partition is f : Rn → [k]. Then, applying Theorem 9 (with error parameter ǫ/(40k2)),
we obtain a PTF g1 of degree d = Ok,ǫ(1) such that it is (d, ǫ/2) balanced and Pr[x ∈ Collision(g1)] ≤
ǫ/(40k2). Further, note that ‖E[g1]−E[f ]‖1 ≤ ǫ/2 and 〈g1, Ptg1〉 ≥ 〈f, Ptf〉 − ǫ/2.
We next apply Theorem 19 on this function g1 to obtain fjunta which is a degree-d PTF on n0 =
Od,ǫ,k(1) variables such that ‖E[g1]−E[fjunta]‖1 ≤ ǫ/2 and 〈fjunta, Ptfjunta〉 ≥ 〈g1, Ptg1〉 − ǫ/2.
Combining these two facts, we obtain ‖E[g1] − E[fjunta]‖1 ≤ ǫ and 〈fjunta, Ptfjunta〉 ≥ 〈f, Ptf〉 − ǫ.
Setting g = fjunta concludes the proof.
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Connection between polynomials and tensors
We give a brief description of the connection between symmetric tensors and polynomials under the
Gaussian distribution. The interested reader may consult the book [14] for a detailed background. Let
H denote theHilbert spaceRn and letH⊗q be used to denote the q-ary tensor product ofH. An element
f ∈ H⊗q is said to be symmetric if its invariant under any permutation σ : [q] → [q]. Let H⊙q denote
the symmetric subspace of H⊗q. A tensor f ∈ H⊗q is multilinear if f(i1, . . . , iq) = 0 for all diagonal
elements (i1, . . . , iq) i.e. whenever there exists 1 ≤ j < ℓ ≤ q such that ij = iℓ. We now describe a map
between the spaceH⊙q and polynomials. Recall thatHq denotes a Hermite polynomial.
Definition 6. The iterated Ito integral Iq maps H⊙q as follows: Let h ∈ H be a unit vector and note that
h⊗q ∈ H⊙q. Then, Iq(h⊗q) = Hq(〈h, x〉) where x ∈ Rn. The map Iq is extended linearly toH⊙q.
For the convenience of the reader, here we describe a basis of the space H⊙q. Consider an un-
ordered multiset S = {s1, . . . , sq} ⊆ [n] of size q. Define ΦS ∈ H⊙q is defined as
ΦS =
∑
σ∈Symq
esσ(1) ⊗ . . .⊗ esσ(q) .
The following construction of basis for H⊙q is obvious and is stated without proof.
Proposition 20. Let S be the set of unordered multisets of [n] of size q. Then, {ΦS}S∈S forms an orthogonal
basis ofH⊙q. An important feature of this basis is that any element in the basis is dependent on at most q of the
standard basis elements of Rn.
A fundamental property of the map Iq is that it is an isometry between the space of symmetric
tensors and polynomials endowed with the standard normal measure (see [14] for a proof).
Proposition 21. Ex∼γn [Iq(f) · Ip(g)] = δp=q · 〈f, g〉.
We will refer to the range of Iq as the Wiener chaosWq. Based on Proposition 21, Iq is a bijective
map fromH⊙q toWq. On the other hand, it is easy to show that any polynomial p : Rn → R of degree
at most d can be expressed as
p =
d∑
q=0
Iq(fq) where fq ∈ H⊙q. (3)
While the above theory does not really require us to focus on the class of multilinear polynomials i.e.
every monomial has degree at most 1 in any variable, many of the results we will use from [7] are
stated in that paper just for multilinear polynomials. So, at some places, we restrict our attention to
just multilinear polynomials. multilinear polynomials i.e. every monomial has degree at most 1 in
any variable. It is easy to show that if f ∈ H⊙q is a multilinear tensor, then Iq(f) is a multilinear poly-
nomial. Conversely, if p : Rn → R is a multilinear polynomial, then the tensors {fq}0≤q≤d appearing
in the decomposition of p in (3) are all multilinear.
Ito multiplication formula: We now state the formula for product of two polynomials Ip(f) and Iq(g)
in terms of f and g. For a reference, see Nourdin’s survey [23]. To state the formula, for r ≤ p ∧ q, let
us define the contraction product of two tensors f and g (denoted by f ⊗r g ∈ Hp+q−2r),
f ⊗r g(t1, . . . , tp+q−2r) =
∑
1≤z1,...,zr≤n
f(t1, . . . , tp−r, z1, . . . , zr) · g(tp−r+1, . . . , tp+q−r, z1, . . . , zr).
The symmetrized contraction product, denoted by f ⊗˜r g ∈ Hp+q−2r is defined as the symmetrization
of the tensor f ⊗r g.
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Proposition 22 (Ito’s multiplication formula).
Ip(f) · Iq(g) =
p∧q∑
r=0
r! ·
(
p
r
)
·
(
q
r
)
·
√
(p+ q − 2r)!√
p! · q! · Ip+q−2r(f ⊗˜r g).
We now list a basic fact about contraction products of tensors which shall be helpful later. To state
these facts, observe that for f ∈ H⊗i and g ∈ H⊗j , the contraction product f ⊗r g can be viewed as
a matrix multiplication between matricesMf andMg whereMf (resp. Mg) is the matrix obtained
by representing f ∈ R[n]i−r×[n]r (resp. representing g ∈ R[n]r×[n]j−r ). The following trivial fact follows
immediately.
Fact 23. For f ∈ H⊗n1 and g ∈ H⊗n2 and 0 ≤ r ≤ n1 ∧ n2, ‖f ⊗r g‖F ≤ ‖f‖F · ‖g‖F . Consequently,
‖f⊗˜rg‖F ≤ ‖f‖F · ‖g‖F .
Before we proceed further, we will make a minor simplifying assumption, namely that the poly-
nomials involved in defining f in Theorem 19 can be assumed to be multilinear. As we have said
earlier, this is because the results in [7] are stated for multilinear polynomials (though it should be
easily possible to carry it over to non-multilinear polynomials). In order to show this, we will use the
following simple lemma.
Lemma 24. Let f : Rn → [k] be a degree-d, (d, ǫ)-balanced PTF. Then, for any ǫ > 0, there exists a degree-d,
(d, 2ǫ)-balanced multilinear PTF fmulti : R
ℓ → R such that
• ‖Ex[f(x)]−Ex[fmulti(x)]‖1 ≤ ǫ,
• |Ex[〈f, Ptf〉]−Ex[〈fmulti, Ptfmulti〉]| ≤ ǫ.
• Prx[x ∈ Collision(fmulti)] ≤ Prx[x ∈ Collision(f)] + ǫ.
Here ℓ = n · (k2/dǫ)3d · d2.
We defer the proof of this lemma to Appendix C. However, note that by applying Lemma 24, we can
pretend that the PTF f in Theorem 19 is multilinear. Next, we introduce the notion of eigenregularity
of tensors and the associated polynomials.
Eigenvalues of tensors and polynomials Wewill now define the notion of eigenvalues of tensors and
the corresponding polynomials.
Definition 7. Let f ∈ H⊙d and d ≥ 2. Consider a partition of [d] into S, S. Then,
λS,S(f) = max
g∈HS ,h∈HS
〈f, g ⊗ h〉
‖g‖F · ‖h‖F ,
where ‖g‖F denotes the Frobenius norm of g. We define λmax(f) as
λmax(f) = max
S:0<|S|<d
λS,S(f).
Definition 8. Let p : Rn → R be a multilinear polynomial of degree d > 0 and let (A0, . . . , Ad) ∈ H⊙0 ×
. . .×H⊙d be the tensor associated with p. Then,
λmax(p) = max
1<i≤d
λmax(Ai).
Further, we say that p is δ-eigenregular if λmax(p)√
Var(p)
≤ δ.
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Note that we are not considering λmax(A1) in the definition of eigenregularity. From the fact
that definition of eigenregularity is invariant under unitary transformation of variables, we have the
following important fact.
Fact 25. If p(x) is δ-eigenregular, then for any ρ > 0, p(ρ · x+
√
1− ρ2y) is also δ-eigenregular.
The next fact states that contraction product with eigenregular tensor is significantly contractive.
Fact 26. Let f ∈ H⊙d such that λmax(f) ≤ κ. Let g ∈ H⊗d′ and 0 < r ≤ min{d − 1, d′}. Then,
‖f ⊗r g‖F ≤ κ.
Proof. View f (resp. g) as the matrix Mf (resp. Mg) such that Mf ∈ R[n]d−r×[n]r (resp. Mg ∈
R[n]
r×[n]d′−r ). Then, f ⊗r g = Mf · Mg. Note that λmax(f) ≤ κ directly translates to ‖Mf‖op ≤ κ.
For S ∈ [n]d′−r, letMg,S denote the corresponding column ofMg . Then the corresponding column of
Mf ·Mg is given byMf ·Mg,S . Thus,
‖Mf · Mg‖2F =
∑
S∈[n]d′−r
‖Mf · Mg,S‖2F ≤
∑
S∈[n]d′−r
κ2 · ‖Mg,S‖2F = κ2 · ‖Mg‖2F .
This finishes the proof.
We next have the following easy propositionwhich says the sum of copies of the same polynomial
over disjoint variables is eigenregular.
Fact 27. Let p : Rn → R and let q : Rn·k → R defined as
q(X1, . . . ,Xk) =
1√
k
· (p(X1) + . . .+ p(Xk)),
where each Xi represents a disjoint block of n variables. Then q is
1√
k
-eigenregular.
Proof. Let d be the degree of q and let q(X1, . . . ,Xk) =
∑d
j=0 Ij(fj). Let H = Rn·k and let H =
H1 ⊗ . . .⊗Hk whereHi = Rn corresponds to the coordinates in Xi. Note that fj has a block diagonal
structure onH1 ⊗ . . .⊗Hk where in fact, the same block is repeated. For 1 ≤ i ≤ k, let f (i)j denote the
ith block of fj and likewise for any other tensor. For any non-trivial partition S, S of [j], we have
λS,S(fj) = max
g∈H⊙S ,h∈H⊙S
〈fj, g ⊗ h〉
‖g‖F · ‖h‖F
= max
g∈H⊙S ,h∈H⊙S
∑k
i=1〈f (i)j , g(i) ⊗ h(i)〉
‖g‖F · ‖h‖F
≥ max
g∈H⊙S ,h∈H⊙S
∑k
i=1〈f (i)j , g(i) ⊗ h(i)〉√∑k
i=1 ‖g(i)‖2F ·
√∑k
i=1 ‖h(i)‖2F
Let us denote f
(0)
j as the common value of f
(i)
j for 1 ≤ i ≤ k and note that ‖f (0)j ‖F = 1/
√
k. The right
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hand side is then the same as
max
g∈H⊙S ,h∈H⊙S
∑k
i=1〈f (0)j , g(i) ⊗ h(i)〉√∑k
i=1 ‖g(i)‖2F ·
√∑k
i=1 ‖h(i)‖2F
≤ max
g∈H⊙S ,h∈H⊙S
∑k
i=1
1√
k
‖g(i) ⊗ h(i)‖F√∑k
i=1 ‖g(i)‖2F ·
√∑k
i=1 ‖h(i)‖2F
= max
g∈H⊙S ,h∈H⊙S
∑k
i=1
1√
k
‖g(i)‖F · ‖h(i)‖F√∑k
i=1 ‖g(i)‖2F ·
√∑k
i=1 ‖h(i)‖2F
≤ 1√
k
.
Both the first and last inequalities are simple applications of the Cauchy-Schwartz inequality and the
equality uses the fact that ‖A⊗B‖F = ‖A‖F · ‖B‖F . This implies that for all j > 1, λmax(fj) ≤ 1√k . As
Var(q) = 1, we get that λmax(q) ≤ 1/
√
k.
Having defined the notion of eigenregularity, we now recall the main results from [7].
Central limit theorem for Gaussian polynomials:
Theorem 28. Let d > 1 and let p1, . . . , pt : R
n → R be t degree-d polynomials such that for 1 ≤ i ≤ t,
E[pi] = 0 and Var(pi) ≤ 1 and each pi is ǫ-eigenregular. Let F = (p1(x), . . . , pt(x)) where x ∼ γn and let C
denote the covariance matrix of F i.e. C[i, j] = Ex∼γn [pi(x) · pj(x)]. Let Z = (Z1, . . . , Zt) be a t-dimensional
Gaussian with mean zero and covariance C . Then, for any α : Rt → R such that α ∈ C2,∣∣Ex∼γn[α(p1(x), . . . , pt(x))]−EZ[α(Z1, . . . , Zt)]∣∣ ≤ 2O(d log d) · t2 · √ǫ · ‖α′′‖∞.
The next result we will need from [7] is the regularity lemma for low-degree polynomials. How-
ever, as the statement of the regularity lemma is quite cumbersome, we will first state the following
definition. Again, the definition is quite cumbersome but the authors hope that stating this definition
first will make the subsequent proof more modular.
Definition 9. Let β : [1,∞)→ (0, 1) that satisfies β(x) ≤ 1/x. Let us also be given k lists of d+1multlinear
polynomials; the s-th list is p˜s,0, . . . , p˜s,d where p˜s,q ∈ Wq and Var[p˜s,q] = 1 for 1 ≤ q ≤ d. Then a (β,M,N)
decomposition of this list is given by a collection of polynomials Out(ps,q) and a collection of polynomials that
we denote {In(ps,q)ℓ}ℓ=1,...,num(s,q); here num(s, q) is the number of arguments of the polynomial Out(ps,q).
(“Out” stands for “outer” and “In” stands for “inner”.)
For s = 1, . . . , k, 0 ≤ q ≤ d and x ∈ Rn, p˜s,q admits the following decomposition:
p˜s,q(x) = Out(ps,q)
(
In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)
)
(4)
(Intuitively, each p˜s,q is a polynomial that has been decomposed into constituent sub-polynomials:
In(ps,q)1, . . . , In(ps,q)num(s,q); The following conditions make this precise.) The following conditions hold:
1. For each s ∈ [k], 0 ≤ q ≤ d the polynomial p˜s,q(x) belongs to the q-th Wiener chaosWq . Additionally,
each polynomial In(ps,q)ℓ with q ≥ 1 lies inWj for some 1 ≤ j ≤ q and has Var[In(ps,q)ℓ] = 1.
2. Each polynomialOut(ps,q) is a multilinear polynomial in its num(s, q) arguments. Moreover, ifCoeff(ps,q)
denotes the sum of the absolute values of the coefficients of Out(ps,q), then
∑
s,q Coeff(ps,q) ≤ M and∑
s,q num(s, q) ≤ N . The degree of the polynomial Out(ps,q) is at most d.
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3. Further, let Num =
∑k
s=1
∑d
q=0 num(s, q) and Coeff =
∑k
s=1
∑d
q=0Coeff(ps,q). Then, each polyno-
mial In(ps,q)ℓ is β(Num + Coeff)-eigenregular.
Intuitively, the above definition states the following: Given a decreasing function β(·) and a list
of k multilinear polynomials of degree d, a (β,M,N) decomposition of expresses the polynomials
as a “outer polynomial” composed with “inner polynomials”. The quality of this decomposition is
captured by the following parameters:
• The sum of the arities (denoted by Num) and the sum of absolute values of coefficients (denoted
by Coeff) of the outer polynomials.
• The eigenregularity of the inner polynomials captured by the function β(·).
A (β,M,N) decomposition ensures thatNum ≤ N , Coeff ≤M and that each of the inner polynomials
is β(Num + Coeff)-eigenregular. The main decomposition theorem of [7] is that for any decreasing
function β(·) and any given k lists of d + 1 multilinear polynomials {ps,q}1≤s≤k,0≤q≤d, there is an
approximate (β,M,N) decomposition.
Regularity lemma for collections of low-degree polynomials:
Theorem 29. Fix d ≥ 2 and fix any non-increasing computable function β : [1,∞) → (0, 1) that satisfies
β(x) ≤ 1/x. There is a procedure MultiRegularize-Many-Wienersd,β with the following properties. The
procedure takes as input the following:
• It is given k lists of d+1multilinear Gaussian polynomials; the s-th list is ps,0, . . . , ps,d where ps,q ∈ Wq
and Var[ps,q] = 1 for 1 ≤ q ≤ d.
• It also takes as input a parameter τ > 0.
For explicitly defined Mβ(k, d, τ) and Nβ(k, d, τ), let us define M = Mβ(k, d, τ) and N = Nβ(k, d, τ). The
output of the procedure are k lists of d+1multilinear polynomials; the s-th list is p˜s,0, . . . , p˜s,d where p˜s,q ∈ Wq
and (β,M,N) decomposition for the k lists, p˜s,0, . . . , p˜s,d (for 1 ≤ s ≤ k). Here ps,0 = p˜s,0 for 1 ≤ s ≤ k.
Further, for 1 ≤ s ≤ k and 1 ≤ q ≤ d, we have
Var[ps,q − p˜s,q] ≤ τ.
The above theorem essentially states that given any non-increasing function β(·) and error param-
eter τ , there are (explicitly defined) quantities M = Mβ(k, d, τ) and N = Nβ(k, d, τ) such that the
procedure outputs a (β,M,N) decomposition of the polynomials {ps,q}.
6.0.1 Proof of Theorem 19 Let us assume that f = PTF(p1, . . . , pk) where f is the PTF appear-
ing in the statement of Theorem 19 After applying Lemma 24, we can pretend that the PTF f =
PTF(p1, . . . , pk) in Theorem 19 is multilinear. After scaling the polynomials p1, . . . , pk, we can assume
that Var(ps) = 1 for all 1 ≤ s ≤ k. With this, we note that there are constants cs,q for 1 ≤ s ≤ k and
1 ≤ q ≤ d such that
ps = ps,0 +
d∑
q=1
cs,qps,q,
where ps,q ∈ Wq, Var(ps,q) = 1 for all s ∈ [k], 1 ≤ q ≤ d and
∑d
q=1 c
2
s,q = 1.
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Anti-concentration for low-degree polynomials The following theorem is due to Carbery andWright.
Theorem 30. [5] Let p : Rn → R be a degree-d polynomial. Then, for ǫ > 0,
sup
θ∈R
Pr
x
[|p(x)− θ| ≤ ǫ ·
√
Var[p]] = O(d · ǫ1/d).
An immediate consequence is that Prx[|p(x)| > d−O(d)] ≥ 12 for a degree-d polynomial p with
Var[p] = 1. With this observation and Theorem 7, it is easy to deduce the following bound. See
Lemma 5 in [7].
Theorem 31. Let a, b : Rn → R be degree d polynomials. Further, Ex[a(x) − b(x)] = 0 and Var[a − b] ≤
(τ/d)3d · Var[a]. Then, Prx[sign(a(x)) 6= sign(b(x))] = O(τ).
We will now prove Theorem 19. To do this, there are several steps involved. For the moment, let
β : N → [0, 1) be a sufficiently fast decreasing function. We will choose the precise function β(·) later.
As a first step, we run the procedureMultiRegularize-Many-Wienersd,β on the list {ps,q}1≤s≤k,0≤q≤d
with τ = (ǫ/(kd))3d. Let us assume that the output of the procedure are polynomials p˜s,q (for 1 ≤ s ≤
k, 1 ≤ q ≤ d) where
p˜s,q = Out(ps,q)
(
In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)
)
.
Let us define the polynomials p˜s (for 1 ≤ s ≤ k) as p˜s = p˜s,0 +
∑d
q=1 cs,qp˜s,q. Note that p˜s,0 = ps,0.
Further,
Var(ps − p˜s) =
d∑
q=1
c2s,qVar(ps,q − p˜s,q) ≤ τ.
Define the PTF f˜ = PTF(p˜1, . . . , p˜k). Since Var(p˜s − ps) ≤ τ and E[p˜s − ps] = 0, applying Theorem 31
and a union bound,
‖Ex∼γn [f˜(x)]−Ex∼γℓ [f(x)]‖ ≤ ǫ,∣∣Ex∼γn [〈f˜ , Ptf˜〉]−Ex∼γℓ [〈f, Ptf〉]∣∣ ≤ ǫ,
Pr
x∼γℓ
[x ∈ Collision(f˜)] ≤ Pr
x∼γn
[x ∈ Collision(f)] + ǫ. (5)
Thus, from now on, we can work with the function f˜ = PTF(p˜1, . . . , p˜k). Recall that
p˜s,q = Out(ps,q)
(
In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)
)
.
For the subsequent discussion, let us define P = {In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)}1≤s≤k,1≤q≤d.
Next, we consider another family of polynomialsR = {In(rs,q)1(x), . . . , In(rs,q)num(s,q)(x)}1≤s≤k,1≤q≤d.
We will require two properties of the family R. For 1 ≤ s ≤ k, 1 ≤ q ≤ d and 1 ≤ ℓ ≤ num(s, q),
In(rs,q)ℓ : R
n0 → R (where we will ensure that n0 = Od,k,β,ǫ(1).).
Condition 32. • For every 1 ≤ s ≤ k, 1 ≤ q ≤ d and 1 ≤ ℓ ≤ num(s, q), In(rs,q)ℓ ∈ Wj if and only if
In(ps,q)ℓ ∈ Wj . In other words, In(rs,q)ℓ and In(ps,q)ℓ belong to the same level of Wiener chaos.
• The covariance of the familyR is same as that of the family {In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)}1≤s≤k,1≤q≤d.
In other words, for 1 ≤ s1, s2 ≤ k, 1 ≤ q1, q2 ≤ d and 1 ≤ ℓi ≤ num(si, qi) (for i ∈ {1, 2}),
E[In(ps1,q1)ℓ1(x) · In(ps2,q2)ℓ2(x)] = E[In(rs1,q1)ℓ1(x) · In(rs2,q2)ℓ2(x)].
• Every polynomial in the family R is β(Num + Coeff)-eigenregular.
21
An important lemma (stated next and proven in Appendix E) states that it is possible to realize a
family R over much fewer variables.
Lemma 33. It is possible to construct a family R meeting the requirements of Condition 32 with n0 =
poly(d,Num, β(Num + Coeff)) variables.
Having constructed the family R, for 1 ≤ s ≤ k and 1 ≤ q ≤ d, we define
r˜s,q = Out(rs,q)
(
In(rs,q)1(x), . . . , In(rs,q)num(s,q)(x)
)
,
where the polynomialOut(rs,q) : R
num(s,q) → R is the same as the polynomialOut(ps,q). For 1 ≤ s ≤ k,
we define
r˜s = rs,0 +
d∑
q=1
cs,qr˜s,q,
where rs,0 = ps,0. Finally, we define fjunta = PTF(r˜1, . . . , r˜k). Note that fjunta : R
n0 → {0, 1}. We
will now show that this construction has all the properties stated in Theorem 19. First of all, note
that as long as the function β(·) is explicitly defined, n0 is an explicit function of d and ǫ. The proof
of the remaining properties will be done in several steps. Towards this, we will define a new family
of polynomials which will essentially be a “noise-attenuated” versions of the polynomials. These
polynomials will be over 2n0 variables. For 1 ≤ s ≤ k, 1 ≤ q ≤ d and 1 ≤ ℓ ≤ num(s, q), we define
In(us,q)ℓ(x, y) = In(ps,q)ℓ(e
−t(x) +
√
1− e−2t(y)), In(vs,q)ℓ(x, y) = In(rs,q)ℓ(e−t(x) +
√
1− e−2t(y)).
u˜s,q = Out(us,q)
(
In(us,q)1(x, y), . . . , In(us,q)num(s,q)(x, y)
)
, v˜s,q = Out(vs,q)
(
In(vs,q)1(x, y), . . . , In(vs,q)num(s,q)(x, y)
)
Here Out(us,q) = Out(ps,q) and Out(vs,q) = Out(rs,q). Finally, for 1 ≤ s ≤ k, we define
u˜s = us,0 +
d∑
q=1
cs,qu˜s,k, v˜s = vs,0 +
d∑
q=1
cs,qv˜s,k,
where us,0 = vs,0 = ps,0 = rs,0. For the convenience of the reader, note that the domain of the families
of polynomials defined using the letter ‘u’ is R2n and that of polynomials defined using the letter ‘v’
is R2n0 . Let us define f˜u : R
2n → [k] and fjuntav : R2n0 → [k] as
f˜u = PTF(u˜1, . . . , u˜k), fjunta,v = PTF(v˜1, . . . , v˜k).
Defining f˜u and fjunta,v as above, we have the following useful relations:
E
x∼γn
[〈f˜(x), Ptf˜(x)〉] = E
x∼γn,y∼γn
[〈f˜(x), f˜u(x, y)〉],
E
x∼γn
[〈fjunta(x), Ptfjunta(x)〉] = E
x∼γn,y∼γn
[〈fjunta(x), fjunta,v(x, y)〉].
The next claim establishes relations between the pairwise correlations of polynomials in the family
{In(us,q)ℓ} and {In(vs,q)ℓ}.
Claim 34. 1. For all 1 ≤ s1, s2 ≤ k, 1 ≤ q1, q2 ≤ d and 1 ≤ ℓi ≤ num(si, qi) (for i ∈ {1, 2}), we have
E[In(us1,q1)ℓ1(x, y) · In(us2,q2)ℓ2(x, y)] = E[In(vs1,q1)ℓ1(x, y) · In(vs2,q2)ℓ2(x, y)].
2. For all 1 ≤ s1, s2 ≤ k, 1 ≤ q1, q2 ≤ d and 1 ≤ ℓi ≤ num(si, qi) (for i ∈ {1, 2}), we have
E[In(ps1,q1)ℓ1(x) · In(us2,q2)ℓ2(x, y)] = E[In(rs1,q1)ℓ1(x) · In(vs2,q2)ℓ2(x, y)].
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Proof. Proof of Item 1. The proof of the first item is quite easy. Namely, note that In(us1,q1)ℓ1 and
In(us2,q2)ℓ2 are obtained by applying a unitary transformation (on the space of variables) to the poly-
nomials In(ps1,q1)ℓ1 and In(ps2,q2)ℓ2 . Thus, we have
E[In(us1,q1)ℓ1(x, y) · In(us2,q2)ℓ2(x, y)] = E[In(ps1,q1)ℓ1(x) · In(ps2,q2)ℓ2(x)].
Likewise,
E[In(rs1,q1)ℓ1(x) · In(rs2,q2)ℓ2(x)] = E[In(vs1,q1)ℓ1(x, y) · In(vs2,q2)ℓ2(x, y)].
However, by construction of the family {In(rs,q)ℓ}, we have that
E[In(rs1,q1)ℓ1(x) · In(rs2,q2)ℓ2(x)] = E[In(ps1,q1)ℓ1(x) · In(ps2,q2)ℓ2(x)].
This proves the first item.
Proof of Item 2: The proof of this is somewhat more involved. First of all, note that that there exists
j1, j2 ∈ N, such that
In(ps1,q1)ℓ1(x), In(rs1,q1)ℓ1(x) ∈ Wj1 ; In(us2,q2)ℓ2(x, y), In(vs2,q2)ℓ2(x, y) ∈ Wj2 .
Note that if j1 6= j2, then Item 2 trivially holds as polynomials in different levels of the Wiener chaos
are orthogonal. Thus, from now onwards, assume that j1 = j2 = j. Next, we observe that
E[In(ps1,q1)ℓ1(x) · In(us2,q2)ℓ2(x, y)] = 〈In(ps1,q1)ℓ1(x), Pt In(ps2,q2)ℓ2(x)〉
However, Pt In(ps2,q2)ℓ2(x) = e
−jt · In(ps2,q2)ℓ2(x). Thus,
E[In(ps1,q1)ℓ1(x) · In(us2,q2)ℓ2(x, y)] = e−jtE[In(ps1,q1)ℓ1(x) · In(ps2,q2)ℓ2(x)].
Likewise,
E[In(rs1,q1)ℓ1(x) · In(vs2,q2)ℓ2(x, y)] = e−jt · E[In(rs1,q1)ℓ1(x) · In(rs2,q2)ℓ2(x, y)]
However,
E[In(rs1,q1)ℓ1(x) · In(rs2,q2)ℓ2(x, y)] = E[In(ps1,q1)ℓ1(x) · In(ps2,q2)ℓ2(x, y)].
This proves the second item as well.
Wewill now list all the conditions required on the function β(·) that wewill be required by various
parts of our proof. It is easy to see that by choosing the function β(·) to be sufficiently fast decreas-
ing, one can satisfy all the conditions. As we have noticed earlier, once β(·) is chosen explicitly, the
construction of the PTF fjunta is completely explicit. The conditions that we enforce on β(·) are given
below. While the conditions enforced are somewhat tedious to state, they are stated in the form so
that they are readily usable later in the paper.
Condition 35. The function β : [1,∞)→ [0, 1] should satisfy the following conditions:
1. For ξ = ǫ
40k2
and for B(1), δ(1), c(1) defined as
B(1) = Ω
(
ln
Num · d
ξ
)d/2
; δ(1) =
(
ξ
d ·B(1) · √Num · Coeff1/d
)d
; c(1) =
Num
δ(1) · √ξ ,
we require
β(Coeff +Num) ·Coeff2 · 2Num·(Num·2d+1) · 2O(d3) ≤ 1
4
, 2O(d log d) ·Num2 · 4c2(1) ·β(Coeff+Num) ≤ ξ.
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2. Define ξ = ǫ40k2 , L = 4 · 9d+1 · (d + 1)2 · logd/2(k · d/ǫ) and L2 · L−2
2d ≡ ϑ. Further, define B(2), δ(2)
and c(2) as
B(2) = Ω
(
ln
2 · Num · 2d
ξ
)d
; δ(2) =
(
ξ · ϑ1/2d
2d · B(2) ·
√
2 · Num · Coeff2/d
)2d
; c(2) =
2 · Num
δ(2) · √ξ .
We require
β(Coeff2+2·Num)·Coeff4·22Num·(Num·4d+1)·2O(d3) ≤ ϑ
4
, 2O(d log d)·Num2·4c2(2)·β(Coeff2+2·Num) ≤ ξ.
We now state a lemma whose consequences shall be used repeatedly in the rest of the proof. The
lemma is stated below.
Lemma 36. Let p1, . . . , pt ∈ Rn → R such that for 1 ≤ i ≤ t, pi = Iqi(hi) where pi ∈ Wqi . Further,
Var(pi) = 1 and λmax(hi) ≤ κ. Let C ∈ Rt×t where C(i, j) = 〈hi, hj〉. There exists a function F :
Rt×t × Zt → R such that ∣∣∣∣E[ t∏
i=1
pi
]− F (C, q1, . . . , qt)∣∣∣∣ ≤ 2t(q1+...+qt+1) · κ.
In other words, up to the error term of 2t(q1+...+qt) · κ, the expectation of the product∏ti=1 pi is just dependent
on the degrees of the polynomials and the covariance matrix of the polynomials.
The proof of Lemma 36 is quite long and involved and is deferred to the appendix. However, this
lemma can be used to derive the following important consequences stated below.
Claim 37. LetΨ : RNumΨ → R be a degree-d polynomial such that sum of the absolute values of its coefficients
is given by CoeffΨ. Let {Ai}1≤i≤NumΨ and {Bi}1≤i≤NumΨ be centered families polynomials of variance 1 such
that for all 1 ≤ i ≤ m, ∃0 < j ≤ d such that Ai, Bi ∈ Wj . Further, for all 1 ≤ i ≤ j ≤ NumΨ, E[AiAj] =
E[BiBj ]. If eachAi, Bi is ζ-eigenregular where ζ ·CoeffΨ ·2NumΨ·(NumΨ·d+1) ≤ κ, then |E[Ψ(A1, . . . , ANum)]−
E[Ψ(B1, . . . , BNum)]| ≤ κ.
Proof. Applying Lemma 36 and triangle inequality, we have
|E[Ψ(A1, . . . , ANum)]−E[Ψ(B1, . . . , BNum)]| ≤ ζ · CoeffΨ · 2NumΨ·(NumΨ·d+1).
Plugging the condition on ζ , we finish our proof.
Thus, the above lemma states that if the polynomial families {Ai} and {Bi} are sufficiently eigenreg-
ularwithmatchingmeans and covariance, the expectation ofΨ(A1, . . . , ANum) is close toΨ(B1, . . . , BNum).
The next lemma puts a bound on the absolute value of the expectation of Ψ(A1, . . . , ANum). The proof
is quite elementary except it relies on Proposition 44 which is essentially a combination of hypercon-
tractivity.
Claim 38. LetΨ : RNumΨ → R be a degree-d polynomial such that sum of the absolute values of its coefficients
is given by CoeffΨ. Let {Ai}1≤i≤NumΨ be a collection of centered polynomials of variance 1 such that for all
1 ≤ i ≤ m, ∃0 < j ≤ d such that Ai ∈ Wj . Then, E[|Ψ(A1, . . . , Am)|] ≤ CoeffΨ · 2O(d3).
Proof. Let 1 ≤ i1, . . . , id ≤ m. Let Zi1,...,id =
∏d
j=1Aij . Then, applying Jensen’s inequality and Propo-
sition 44 iteratively (and exploiting the fact that the degree of the product Ai,j is at most d
2), we have
E[|Zi1,...,id |] ≤
√
E[Z2i1,...,id ] ≤
√
(d2(d2 + 1))d · 9d3 .
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Let Ψ(z1, . . . , zm) =
∑
S cS
∏
j∈S Aj (where S ranges over all multistep of size at most d on the set
[m]). Here CoeffΨ =
∑
S |cS |. Then,
E[|Ψ(A1, . . . , Am)|] ≤
∑
S
|cS | ·
√
(d2(d2 + 1))d · 9d3 ≤ CoeffΨ · 2O(d3).
The next lemma is an extension of Claim 37. In particular, let us assume that {Ai} and {Bi} are
sufficiently eigenregular polynomial families then for any degree-d polynomial Ψ, Ψ(A1, . . . , ANum) and
Ψ(B1, . . . , BNum) are non-negative with approximately the same probability.
Lemma 39. Let Ψ : RNumΨ → R be a degree-d polynomial such that sum of the absolute values of its
coefficients is given by CoeffΨ. Let {Ai}1≤i≤NumΨ and {Bi}1≤i≤NumΨ be centered families polynomials of
variance 1 such that for all 1 ≤ i ≤ m, ∃0 < j ≤ d such that Ai, Bi ∈ Wj . Further, for all 1 ≤ i ≤ j ≤ NumΨ,
E[AiAj ] = E[BiBj ], Var(Ψ(A1, . . . , ANumΨ)) ≥ η and |E[Ψ(A1, . . . , ANumΨ)] ≤ η. Let us define B, δ, c as
follows
B = Ω
(
ln
NumΨ · d
ǫ
)d/2
; δ =
(
ǫ · η1/2d
d ·B · √NumΨ · Coeff1/dΨ
)d
; c =
NumΨ
δ · √ǫ .
If each Ai, Bi is ζ-eigenregular satisfies
ζ · Coeff2Ψ · 2NumΨ·(NumΨ·2d+1) · 2O(d
3) ≤ η
4
, 2O(d log d) · Num2Ψ · (4c2) · ζ ≤ ǫ.
then |E[sign(Ψ(A1, . . . , ANum))]−E[sign(Ψ(B1, . . . , BNum))]| ≤ O(ǫ).
Proof. Let us define the function Υ(z1, . . . , zNumΨ) = Ψ
2(z1, . . . , zNumΨ). Let us define NumΥ to be the
number of arguments of Υ and CoeffΥ to be the sum of the absolute value of its coefficients. Observe
that Υ is a degree-2d polynomial such that CoeffΥ ≤ Coeff2Ψ and NumΥ = NumΨ. Now, applying
Claim 37 to the function Υ,∣∣E[Ψ2(A1, . . . , ANum)]−E[Ψ2(B1, . . . , BNum)]∣∣ ≤ η/4. (6)
Similarly, we also get that∣∣E[Ψ(A1, . . . , ANum)]−E[Ψ(B1, . . . , BNum)]∣∣ ≤ ζ ·CoeffΨ·2NumΨ·(NumΨ·d+1) ≤ η
4 · CoeffΨ · 2Num2Ψ·d · 2O(d3)
.
Applying Claim 38, we get∣∣(E[Ψ(A1, . . . , ANum)])2 − (E[Ψ(B1, . . . , BNum)])2∣∣ ≤ η/4. (7)
Combining (6) and (7), get that |Var(Ψ(A1, . . . , ANum))− Var(Ψ(A1, . . . , ANum))| ≤ η/2 and thus,
Var(Ψ(B1, . . . , BNum)) ≥ η/2.
Next, observe that forΨ, the sum of squares of its coefficients (denoted by S) is at most Coeff2Ψ. Recall
that we define B, δ, c as follows
B = Ω
(
ln
NumΨ · d
ǫ
)d/2
; δ =
(
ǫ · η1/2d
d ·B · √NumΨ · Coeff1/dΨ
)d
; c =
NumΨ
δ · √ǫ .
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Then, applying Theorem 49, we get that there is a function g˜c : R
Num → [0, 1] such that ‖g˜(1)c ‖∞ ≤ 2c,
‖g˜(1)c ‖∞ ≤ 4c2, ∣∣E[sign(Ψ(A1, . . . , ANum))]−E[g˜c(Ψ(A1, . . . , ANum))]∣∣ ≤ O(ǫ).∣∣E[sign(Ψ(B1, . . . , BNum))]−E[g˜c(Ψ(B1, . . . , BNum))]∣∣ ≤ O(ǫ).
Finally, applying Theorem 28, we have∣∣E[g˜c(Ψ(B1, . . . , BNum))]−E[g˜c(Ψ(A1, . . . , ANum))]∣∣ ≤ 2O(d log d) · Num2Ψ · (4c2) · ζ ≤ ǫ.
The last inequality uses the second condition on ζ . Combining these three inequalities, we obtain the
proof.
We will now use the above lemma to prove the following corollary which essentially states that
the cdf of the polynomials r˜s (resp. v˜s) is close to p˜s (resp. u˜s). In fact, the same holds for their joint
cdf as well. All the consequences in the above corollary are proven subject to the conditions listed in
Condition 35. For the rest of the proof, set ξ = ǫ
40k2
.
Corollary 40. For all 1 ≤ s ≤ k, 1 ≤ s′ ≤ k,
(a)
∣∣Prx∼γn [p˜s ≥ 0]− Prx∼γn0 [r˜s ≥ 0]∣∣ ≤ ξ.
(b)
∣∣Prx,y∼γn [u˜s ≥ 0]− Prx,y∼γn0 [v˜s ≥ 0]∣∣ ≤ ξ.
(c)
∣∣Prx∼γn [p˜s · p˜s′ ≥ 0]− Prx∼γn0 [r˜s · r˜s′ ≥ 0]∣∣ ≤ ξ.
(d)
∣∣Prx,y∼γn [u˜s · u˜s′ ≥ 0]− Prx,y∼γn0 [v˜s · v˜s′ ≥ 0]∣∣ ≤ ξ.
(e)
∣∣Prx,y∼γn [p˜s · u˜s′ ≥ 0]− Prx,y∼γn0 [r˜s · v˜s′ ≥ 0]∣∣ ≤ ξ.
Proof. We first note that it suffices to prove (a), (c) and (e). This is because the polynomials {u˜s} (resp.
{v˜s}) are obtained by an isometric transformation of variables on the polynomials {p˜s} (resp. {r˜s}).
For 1 ≤ s ≤ k, note that there is a Ψs : RNum → R
p˜s = Ψs({In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)}1≤q≤d)
r˜s = Ψs({In(rs,q)1(x), . . . , In(rs,q)num(s,q)(x)}1≤q≤d)
Proof of Item (a): Note that by definition Var(p˜s) = 1. Let us define B
(1), δ(1), c(1)
B(1) = Ω
(
ln
Num · d
ξ
)d/2
; δ(1) =
(
ξ
d · B(1) · √Num · Coeff1/d
)d
; c(1) =
Num
δ(1) · √ξ ,
and thus the first item of Condition 35 implies
β(Coeff + Num) · Coeff2 · 2Num·(Num·2d+1) · 2O(d3) ≤ 1
4
, 2O(d log d) · Num2 · 4c2(1) · β(Coeff + Num) ≤ ξ.
We now apply Lemma 39 to the function Ψs with η = 1. Note that by construction,
E[In(ps,q1)ℓ1 · In(ps,q2)ℓ2 ] = E[In(rs,q1)ℓ1 · In(rs,q2)ℓ2 ].
Thus, we obtain
∣∣Prx∼γn [p˜s ≥ 0]− Prx∼γn0 [r˜s ≥ 0]∣∣ ≤ ξ, proving (a).
Proof of Item (c): For 1 ≤ s, s′ ≤ k, note that there is a function Ψs,s′ : R2·Num → R such that
p˜s · p˜s′ = Ψs,s′({In(ps,q)1(x), . . . , In(ps,q)num(s,q)(x)}1≤q≤d, {In(ps′,q)1(x), . . . , In(ps′,q)num(s′,q)(x)}1≤q≤d)
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r˜s · r˜s′ = Ψs,s′({In(rs,q)1(x), . . . , In(rs,q)num(s,q)(x)}1≤q≤d, {In(rs′,q)1(x), . . . , In(rs′,q)num(s′,q)(x)}1≤q≤d)
Note that Ψs,s′ is a degree-2d polynomial and CoeffΨs,s′ ≤ Coeff2 and NumΨs,s′ ≤ 2Num. Let us define
L = 4 · 9d+1 · (d + 1)2 · logd/2(k · d/ǫ). By using the (d, 2ǫ)-balancedness of p˜s and p˜s′ and applying
Lemma 47,
Var(p˜s · p˜s′) ≥ L
2
· L−22d ≡ ϑ.
Let us define
B(2) = Ω
(
ln
2 · Num · 2d
ξ
)d
; δ(2) =
(
ξ · ϑ1/2d
2d ·B(2) ·
√
2 · Num · Coeff2/d
)2d
; c(2) =
Num
δ(2) · √ξ .
Applying Item 2 of Condition 35, we see that
β(Coeff2+2 ·Num) ·Coeff4 ·22Num·(Num·4d+1) ·2O(d3) ≤ ϑ
4
, 2O(d log d) ·Num2 ·4c2(2) ·β(Coeff2+2 ·Num) ≤ ξ.
Note that applying Claim 34, we have that for any t, t′ ∈ {s, s′} and any 1 ≤ q, q′ ≤ d and ℓ ≤ num(t, q),
ℓ′ ≤ num(t′, q′), we have
E[In(pt,q)ℓ · In(pt′,q′)ℓ′ ] = E[In(rt,q)ℓ · In(rt′,q′)ℓ′ ].
Thus, we can now apply Lemma 39 to the function Ψs,s′ with η = ϑ and set This ensures that∣∣Prx∼γn [p˜s · p˜s′ ≥ 0]− Prx∼γn0 [r˜s · r˜s′ ≥ 0]∣∣ ≤ ξ, proving (c).
Proof of Item (e): The proof of item (e) is the same as the proof of item (c) with u˜s′ taking over the role
of p˜s′ . We leave the proof to the reader.
Before we move on, we summarize the following consequence of the above corollary which will
be useful for us in a subsequent work (and appears to be an interesting technical result in its own
right).
Theorem 41. Let p1, . . . , pk : R
n → R be degree-d polynomials and for δ > 0, the following two conditions: (i)
For all 1 ≤ s ≤ ℓ, Var(ps) = 1 and (ii) For all 1 ≤ s ≤ ℓ, |E[ps]| ≤ logd/2(k · d/δ). For 1 ≤ s ≤ k and t > 0,
define us : R
2n → R as follows: us(x, y) = ps(e−tx +
√
1− e−2ty). Then, there is an explicitly computable
n0 = n0(k, d, ǫ) and polynomials r˜1, . . . , r˜k : R
n0 → R with the following properties: For 1 ≤ s ≤ ℓ, define
v˜s : R
2n0 → R as v˜s(x, y) = r˜s(e−tx+
√
1− e−2ty). Then, for 1 ≤ s, s′ ≤ k,
(a)
∣∣Prx∼γn [ps ≥ 0]− Prx∼γn [r˜s ≥ 0]∣∣ ≤ ǫ.
(b)
∣∣Prx,y∼γn [us ≥ 0]− Prx,y∼γn0 [v˜s ≥ 0]∣∣ ≤ ǫ.
(c)
∣∣Prx∼γn [ps · ps′ ≥ 0]− Prx∼γn0 [r˜s · r˜s′ ≥ 0]∣∣ ≤ ǫ.
(d)
∣∣Prx,y∼γn [us · us′ ≥ 0]− Prx,y∼γn0 [v˜s · v˜s′ ≥ 0]∣∣ ≤ ǫ.
(e)
∣∣Prx,y∼γn [ps · us′ ≥ 0]− Prx,y∼γn0 [r˜s · v˜s′ ≥ 0]∣∣ ≤ ǫ.
Proof. Note that the bound on the arity of r˜1, . . . , r˜k directly follows from our construction. Further,
note that Var(ps − p˜s) ≤ τ , hence, we obtain that
Pr
x∼γn
[sign(ps(x)) 6= sign(p˜s(x))] = O(ǫ). (8)
Proofs of item (a), (b), (c), (d) and (e) follow by combining (8) (respectively) with item (a), (b), (c), (d)
and (e) of Corollary 40.
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We will now use the above corollary to claim that Prx∼γn0 [x ∈ Collision(fjunta)] is small. Be-
fore proceeding, let us define one additional piece of notation: Namely, for a multivariate PTF f =
PTF(p1, . . . , pk), let us define Unique(f, i) = Collision(f) ∩ {x : pi(x) ≥ 0}. In other words, it is the set
of all points such that i is the unique index such that pi(x) ≥ 0.
Claim 42. Prx∼γn0 [x ∈ Collision(fjunta)] ≤ (k2 + 1) · Pr[x ∈ Collision(f)] + k · ξ +
3k2ξ
2 .
Proof. First of all, note that any of p1(x), . . . , pk(x) = 0 only in a measure zero set of the domain. So,
from now on, let us assume that at all points x, ps(x) 6= 0 (for 1 ≤ s ≤ k). Next, observe that for
real-valued quantities A,B 6= 0, we have
I [A ≥ 0 ∧B ≥ 0] = 1
2
(
I [A ·B ≥ 0] + I [A ≥ 0] + I [B ≥ 0]− 1). (9)
Thus,∣∣Pr[ps(x) ≥ 0 ∧ ps′(x) ≥ 0]− Pr[rs(x) ≥ 0 ∧ rs′(x) ≥ 0]∣∣ ≤ 1
2
(∣∣Pr[ps(x) ≥ 0]− Pr[rs(x) ≥ 0]∣∣)
+
1
2
(∣∣ Pr
x∼γn
[ps′(x) ≥ 0]− Pr
x∼γn
[rs′(x) ≥ 0]
∣∣)
+
1
2
(∣∣ Pr
x∼γn
[ps′(x) · ps(x) ≥ 0]− Pr
x∼γn
[rs′(x) · rs(x) ≥ 0]
∣∣) .(10)
Applying the first and third item of Corollary 40, we have that the right hand side is bounded by 3ξ/2.
Now observe that
Pr
x∼γn
[ps(x) ≥ 0]−
∑
s′ 6=s
Pr
x∼γn
[ps(x) ≥ 0 ∧ ps′(x) ≥ 0] ≤ Pr
x∼γn
[x ∈ Unique(f, s)] ≤ Pr
x∼γn
[ps(x) ≥ 0]
Pr
x∼γn
[rs(x) ≥ 0]−
∑
s′ 6=s
Pr
x∼γn
[rs(x) ≥ 0 ∧ rs′(x) ≥ 0] ≤ Pr
x∼γn
[x ∈ Unique(fjunta, s)] ≤ Pr
x∼γn
[rs(x) ≥ 0]
Applying (10), we obtain∣∣ Pr
x∼γn
[x ∈ Unique(f, s)]− Pr
x∼γn
[x ∈ Unique(fjunta, s)]
∣∣ ≤ ∣∣ Pr
x∼γn
[ps(x) ≥ 0]− Pr
x∼γn
[rs(x) ≥ 0]
∣∣
+
∣∣∑
s′ 6=s
Pr
x∼γn
[ps(x) ≥ 0 ∧ ps′(x) ≥ 0]
∣∣+ 3kξ
2
.
Adding over all s and applying the first item of Corollary 40, we obtain
k∑
s=1
∣∣ Pr
x∼γn
[x ∈ Unique(f, s)]− Pr
x∼γn
[x ∈ Unique(fjunta, s)]
∣∣ ≤ k ·ξ+ 3k2ξ
2
+
∑
s′ 6=s
Pr
x∼γn
[ps(x) ≥ 0∧ps′(x) ≥ 0]
Noting that for all (s, s′), Pr[ps(x) ≥ 0 ∧ ps′(x) ≥ 0] ≤ Pr[x ∈ Collision(f)], we obtain
k∑
s=1
∣∣ Pr
x∼γn
[x ∈ Unique(f, s)]− Pr
x∼γn
[x ∈ Unique(fjunta, s)]
∣∣ ≤ k2 · Pr[x ∈ Collision(f)] + k · ξ + 3k2ξ
2
.
This however immediately implies that
Pr
x
[x ∈ Collision(fjunta)] ≤ (k2 + 1) · Pr[x ∈ Collision(f)] + k · ξ + 3k
2ξ
2
.
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Lemma 43.∣∣E[〈f, Ptf〉]−E[〈fjunta, Ptfjunta〉]∣∣ ≤ 2Pr[x ∈ Collision(f)] + 2Pr[x ∈ Collision(fjunta)] + 3kξ
2
.
Proof. We begin by noting the following two inequalities
∣∣E[〈f, Ptf〉]− k∑
s=1
Pr[ps(x) ≥ 0 ∧ us(x, y) ≥ 0]
∣∣ ≤ 2Pr[x ∈ Collision(f)].
∣∣E[〈fjunta, Ptfjunta〉]− k∑
s=1
Pr[rs(x) ≥ 0 ∧ vs(x, y) ≥ 0]
∣∣ ≤ 2Pr[x ∈ Collision(fjunta)].
Thus,∣∣E[〈f, Ptf〉]−E[〈fjunta, Ptfjunta〉]∣∣ ≤ 2Pr[x ∈ Collision(f)] + 2Pr[x ∈ Collision(fjunta)]
+
k∑
s=1
∣∣Pr[ps(x) ≥ 0 ∧ us(x, y) ≥ 0]− Pr[rs(x) ≥ 0 ∧ vs(x, y) ≥ 0]∣∣(11)
We now seek to bound Pr[ps(x) ≥ 0 ∧ us(x) ≥ 0]−Pr[rs(x) ≥ 0 ∧ vs(x) ≥ 0]. As before, using that the
polynomials ps, us, rs and vs are zero only on a measure zero set and using the identity from (9), we
obtain that ∣∣Pr[ps(x) ≥ 0 ∧ us(x, y) ≥ 0]− Pr[rs(x) ≥ 0 ∧ vs(x, y) ≥ 0]∣∣
≤ 1
2
· ∣∣Pr[ps(x) ≥ 0]− Pr[rs(x) ≥ 0]∣∣+ 1
2
· ∣∣Pr[us(x, y) ≥ 0]− Pr[vs(x, y) ≥ 0]∣∣
+
1
2
· ∣∣Pr[ps(x) · us(x, y) ≥ 0]− Pr[rs(x) · vs(x, y) ≥ 0]∣∣.
Applying Corollary 40 to bound all the terms, we obtain that
∣∣Pr[ps(x) ≥ 0 ∧ us(x, y) ≥ 0]− Pr[rs(x) ≥ 0 ∧ vs(x, y) ≥ 0]∣∣ ≤ 3ξ
2
.
Plugging this bound back to (11), we obtain that
∣∣E[〈f, Ptf〉]−E[〈fjunta, Ptfjunta〉]∣∣ ≤ 2Pr[x ∈ Collision(f)] + 2Pr[x ∈ Collision(fjunta)] + 3kξ
2
.
We are now in a position to finish the proof of Theorem 19 and show that the construction fjunta
indeed satisfies the required properties. Note that by construction, fjunta is a degree-d PTF over n0
variables where as we have said before, once β(·) is explicitly selected, n0 = n0(k, ǫ, d) is an explicit
function. Further, it is easy to see that there exists β(·) (we just need to be sufficiently fast decreasing)
which satisfies the requirement of Condition 35.
We first bound ‖E[fjunta]− µ‖1 = ‖E[fjunta]−E[f ]‖1. To do this, note that
‖E[fjunta]−E[f ]‖1 ≤
k∑
s=1
|Pr[p˜s(x) ≥ 0]− r˜s(x) ≥ 0]|+ Pr[x ∈ Collision(f)] + Pr[x ∈ Collision(fjunta)]
≤ k · ξ + Pr[x ∈ Collision(f)] + (k2 + 1) · Pr[x ∈ Collision(f)] + k · ξ + 3k
2 · ξ
2
.
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Here the last inequality follows by applying the first item of Corollary 40 and Claim 42. Plugging in
the value of ξ = ǫ
20k2
and the upper bound on Pr[x ∈ Collision(f)], we obtain that ‖E[fjunta]−E[f ]‖1 ≤
ǫ.
For the second part, note that applying Lemma 43, we obtain
〈fjunta, Ptfjunta〉 ≥ 〈f, Ptf〉 − 2Pr[x ∈ Collision(f)]− 2Pr[x ∈ Collision(fjunta)]− 3kξ
2
.
Again plugging in the value ξ = ǫ
20k2
and the upper bound on Pr[x ∈ Collision(f)], we obtain that
〈fjunta, Ptfjunta〉 ≥ 〈f, Ptf〉 − ǫ.
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A Existence of a rounding threshold
Proof of Lemma 16: We will prove the following more general statement: given z ∈ Rk and i ∈ [k],
let Ai(z) ⊂ ∆k be the set {x ∈ ∆k : xi − zi = maxj xj − zj}. For every probability measure µ on ∆k
and every q ∈ ∆k, there exists z ∈ Rk such that µ(
⋃
i∈I Ai(z)) ≥
∑
i∈I qi for every I ⊂ [k]. To obtain
the original statement from this one, let µ be the distribution of f and let q = E[f ]. By the preceding
claim about µ, we may take z ∈ Rk such that µ(⋃i∈I Ai(z)) ≥ ∑i∈I qi for every I ⊂ [k]. For I ⊂ [k],
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let BI be the set of x ∈ Rn such that {i : f(xi) − zi = maxj f(xj) − zj} = I . Then {BI : I ⊂ [k]} is a
partition of Rn. Moreover, if we define w(I) = γn(BI) then∑
J :J∩I 6=∅
w(J) = γn
( ⋃
J :J∩I 6=∅
BJ
)
= µ
(⋃
i∈I
Ai(z)
)
≥
∑
i∈I
qi.
Now we construct a bipartite graph with U = [k] and V = {I : I ⊂ [k]}. The pair (i, I) is an edge if
i ∈ I . We define w on V as above, and we define w on U by w(i) = pi. According to the displayed
equation above, the condition of Theorem 18 holds; hence, there exists p : V → ∆k such that pi(I) > 0
only when i ∈ I , and such that∑I∋i pi(I)γn(BI) = qi. Nowwewill define g: for each I ⊂ [k], partition
BI arbitrarily into sets {BI,i : i ∈ I}, where γn(BI,i) = pi(I)γn(BI). This may be done because γn has
no atoms. Finally, define g to be ei on every BI,i. Then the condition
∑
I∋i pi(I)γn(BI) = qi ensures
that γn({g = ei}) = qi. Moreover, note that g(x) = ei implies that x ∈ BI for some I , which implies
that fi(x)− zi = maxj(fj(x)− zj). This completes the construction of g.
It remains to prove the claim about µ. We will assume initially that µ is absolutely continuous
with respect to the uniform measure on ∆k. As a consequence, the function ψ : ∆k → Rk defined by
ψi(z) = µ(Ai(−kz)) is continuous. Moreover, the image of ψ is in ∆k, and we need prove that it is all
of ∆k.
For I ( {1, . . . , k}, let FI = {x ∈ ∆k : xi = 0 for all i ∈ I}. Note that every face of ∆k is of the
form FI for some I ( {1, . . . , k}. Next, we claim that ψ maps FI into FI for every I . Indeed, if z ∈ FI
then there is at least one j 6∈ I such that zj ≥ 1/k. For this j and any i ∈ I , if x is in the interior of ∆k
then
xi + kzi = xi < xj + kzj .
It follows that Ai(−kz) does not intersect the interior of ∆k; hence, ψi(z) = 0. Since this holds for all
i ∈ I , ψ(z) ∈ FI . By Sperner’s lemma, any map from ∆k into itself that leaves all faces invariant must
be onto, and so ψ is onto, as claimed.
To complete the proof, we must eliminate the assumption that µ is absolutely continuous with
respect to the uniform measure. For an arbitrary probability measure µ, let µn be a sequence of ab-
solutely continuous probability measures that converge to µ in distribution. Define ψn : ∆k → ∆k
by ψn(z) = (µn(A1(z)), . . . , µn(Ak(z))). By the previous argument, for every n there is some zn ∈ ∆k
such that ψ(zn) = q. Since ∆k is compact, we may pass to a subsequence and thereby assume that zn
converges to some limit z∞. Note that⋃
i∈I
Ai(z∞) =
∞⋂
n=1
(⋃
i∈I
⋃
m≥n
Ai(zm) ∪Ai(z∞)
)
.
Moreover,
⋃
m≥nAi(zn)∩Ai(z∞) is closed for every n, since z∞ is the only limit point of the sequence
zn. It follows that
µ
(⋃
i∈I
Ai(z∞)
)
= lim
n→∞µ
(⋃
i∈I
⋃
m≥n
Ai(zm)∪Ai(z∞)
)
≥ lim
n→∞ limℓ→∞
µℓ
(⋃
i∈I
⋃
m≥n
Ai(zm)∪Ai(z∞)
)
≥
∑
i
qi,
since
∑
i∈I µℓ(Ai(zℓ)) =
∑
i∈I qi for every I and ℓ (using the fact that µ has a density, and so it assigns
no mass to Ai(zℓ) ∩Aj(zℓ)).
B Bounds on variance of product of low-degree polynomials
Let p, q : Rn → R be degree d1 and d2 polynomial respectively defined as
p =
d1∑
r=0
Ir(fr) and q =
d2∑
r=0
Ir(gr).
We will use Ito’s multiplication formula to establish upper and lower bounds on the variance of the
product polynomial p · q.
Proposition 44. Let p, q be as defined above such that E[q] = 0. Then,
E[(p · q)2] ≤ 9d · E[p2] · E[q2].
Proof. By applying Cauchy-Schwarz inequality, we have E[(p · q)2] ≤
√
E[p4] ·E[q4]. It follows from
Theorem 7 that E[p4] ≤ 9d(E[p2])2 and E[q4] ≤ 9d(E[q2])2 (see [24] for a short inductive proof of this
statement). Combining these observations yields the proof.
The next proposition proves a lower bound on the variance of p · q in terms of the Frobenius norm
of its highest degree component.
Proposition 45.
Var(p · q) ≥ ‖fd1‖2F · ‖gd2‖2F .
Proof.
p · q =
d1∑
r1=0
d2∑
r2=0
Ir1(fr1) · Ir2(gr2)
=
d1∑
r1=0
d2∑
r2=0
r1∧r2∑
r=0
r! ·
(
r1
r
)
·
(
r2
r
)
·
√
(r1 + r2 − 2r)!√
r1!
√
r2!
· Ir1+r2−2r(fr1⊗˜rgr2).
The second equality uses Ito’s multiplication formula (Proposition 22). Since the term with r = 0,
r1 = d1 and r2 = d2 does not get canceled with any other term, we have
Var(p · q) ≥ Var
(√
(d1 + d2)!√
d1!
√
d2!
· Id1+d2(fd1⊗˜0gd2)
)
.
Next, we use the following fact proven by Neuberger [22].
Fact 46. [Neuberger] Let A ∈ H⊙d1 and B ∈ H⊙d2 . Then,
‖A⊗˜0B‖2F ≥
1(d1+d2
d1
) · ‖A‖2F · ‖B‖2F .
Var
(√
(d1 + d2)!√
d1!
√
d2!
· Id1+d2(fd1⊗˜0gd2)
)
≥ (d1 + d2)!
d1! · d2! ‖fd1⊗˜0gd2‖
2
F
Using Fact 46, we get
Var
(√
(d1 + d2)!√
d1!
√
d2!
· Id1+d2(fd1⊗˜0gd2)
)
≥ ‖fd1‖2F · ‖gd2‖2F .
Lemma 47. Let p, q : Rn → R be degree d polynomials such that Var(p) = Var(q) = 1. Let T =
max{E[p2],E[q2]} and L = 4 · T · 9d+1 · (d+ 1)2. Then
Var(p · q) ≥ L
2
· (L)2−2d .
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Proof. Let us express p and q in terms of iterated Ito integrals.
p =
d∑
r=0
Ir(fr) and q =
d∑
r=0
Ir(gr).
Let α = E[p2] and β = E[q2]. Let Γ : N → [0, 1] be a function (which we shall fix later). Consider the
following iterative process:
• Start with i = d and j = d. If ‖fi‖F · ‖gj‖F ≥ Γ(i+ j), then stop the process.
• If ‖fi‖F ≤
√
Γ(i+ j), then i← i− 1, else j ← j − 1.
• If any of i or j reaches zero, terminate the process.
Recall that T = max{α, β} and L = 4 ·T · 9d+1 · (d+1)2. We let Γ(x) = L ·L−2x . First, we claim that for
Γ(·) as chosen here, the iterative process above terminates with (i, j) such that neither of them is zero.
Towards a contradiction, assume that the above process terminates with i = 0 and j > 0. Further, for
d ≤ ℓ ≤ 1, when the value of i drops from ℓ to ℓ− 1, let the value of i+ j be κℓ. Note that κ1 < . . . < κd
and κ1 ≥ 2. Thus, if the process terminates with i = 0, then
Var(p) =
d∑
ℓ=1
‖fℓ‖2F ≤
d∑
ℓ=1
Γ(κℓ) ≤ 2 · Γ(κ1) < 1
This results in a contradiction which means that both i and j must be non-zero at the end of the
process. Here the penultimate inequality uses that for our choice of Γ(·), Γ(x + 1) ≤ Γ(x)/2 and the
last inequality uses that Γ(κ1) < 1/2.
Let us assume that (i0, j0) is the pair returned by the above iterative process and define p˜ =∑i0
r=0 Ir(fr) and q˜ =
∑j0
r=0 Ir(gr). Applying Proposition 45, we have Var(p˜ · q˜) ≥ Γ2(i0 + j0). Observe
that p ·q = p˜ · q˜+(p− p˜) ·q+ p˜ · (q− q˜). Thus, it follows that Var(p ·q− p˜ · q˜) = Var((p− p˜) ·q+ p˜ · (q− q˜)).
Applying Jensen’s inequality, we get√
Var(p · q) ≥
√
Var(p˜ · q˜)−
√
Var(p˜ · (q − q˜))−
√
Var(q · (p− p˜)).
Hence, it suffices to bound Var(p˜ · (q − q˜)) and Var(q · (p− p˜)). To do this, notice that by definition of
the process,
Var(q − q˜), Var(p− p˜) <
d∑
ℓ=i0+j0+1
Γ(ℓ) < 2 · Γ(i0 + j0 + 1).
Applying Proposition 44,
Var(q · (p− p˜)), Var(q · (p − p˜)) ≤ 2 · Γ(i0 + j0 + 1) · d · (d+ 1) · 8d · T.
Thus, √
Var(p · q) ≥ Γ(i0 + j0)− 2
√
2 · (d+ 1) · (2
√
2)d ·
√
T ·
√
Γ(i0 + j0 + 1).
However, note that for any x ≥ 0,
√
Γ(x+ 1) = Γ(x)/
√
L. Plugging the value of L, we obtain that
√
Var(p · q) ≥ Γ(i0 + j0)/2 ≥ L
2
· L2−2d .
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C Transformation of PTFs to multilinear PTFs
In this section, we prove Lemma 24. To recall, this lemma says that given any multivariate PTF,
one can get a multilinear multivariate PTF which has the same partition sizes and noise stability and
satisfies the balanced condition.
Lemma 48. Let f : Rn → [k] be a degree-d, (d, ǫ)-balanced PTF. Then, for any ǫ > 0, there exists a degree-d,
(d, 2ǫ)-balanced multilinear PTF fmulti : R
ℓ → R such that
• ‖Ex∼γn [f(x)]−Ex∼γℓ[fmulti(x)]‖1 ≤ ǫ,
• |Ex∼γn [〈f, Ptf〉]−Ex∼γℓ [〈fmulti, Ptfmulti〉]| ≤ ǫ.
• Prx∼γℓ [x ∈ Collision(fmulti)] ≤ Prx∼γn [x ∈ Collision(f)] + ǫ.
Here ℓ = n · (k2/dǫ)3d · d2.
Proof. Let us assume that f = PTF(p(1), . . . , p(k)). Assume that p(i) =
∑d
q=0 Iq(f
(i)
q ). Choose some
T ∈ N which will be fixed later. Let us consider a collection of ℓ = n · T variables denoted by
{xi,j}1≤i≤n,1≤j≤T . Let Φ be a mapping (defined below) which maps {xi}i∈N to linear forms over
Φ(xi) =
xi,1 + . . . + xi,T√
T
.
Let the polynomial r(i) : Rℓ → R be defined as the image of polynomial p(i) under the mapping Φ. In
other words, if f
(i)
q =
∑
1≤j1,...,ji≤n α
(q)
j1,...,ji
ej1 ⊗ . . . ⊗ eji , then we let r(i) =
∑d
q=0 Iq(g
(i)
q ) where g
(i)
q is
defined as
g(i)q =
∑
1≤j1,...,jq≤n
α
(i)
j1,...,jq
ej1,1 + . . .+ ej1,T√
T
⊗ . . . ⊗ ejq ,1 + . . .+ ejq,T√
T
Let us define f ′ : Rℓ → [k] as f ′ = PTF(r(1), . . . , r(k)). As the distribution of (Φ(x1), . . . ,Φ(xn)) is the
same as (x1, . . . , xn), we have that for 1 ≤ i ≤ k,
Pr
x∼γn
[f(x) = i] = Pr
x∼γℓ
[f ′(x) = i],
Ex∼γn [〈f, Tρf〉] = Ex∼γℓ [〈f ′, Tρf ′〉],
and Pr
x∼γn
[x ∈ Collision(f)] = Pr
x∼γℓ
[x ∈ Collision(f ′)]. (12)
Let us now consider the multilinear version of g
(i)
q which is obtained by deleting any diagonal term
and denote it by h
(i)
q . Define the polynomials w(1), . . . , w(k) as w(i) =
∑d
q=0 Iq(h
(i)
q ). Let us define
fmulti : R
ℓ → [k] as fmulti = PTF(w(1), . . . , w(k)). We will now prove that for a suitable choice of T ,
fmulti has the desired properties. First, by definition, it follows that fmulti is a degree-dmultilinear PTF.
Next, for 1 ≤ j1, . . . , jq ≤ n, let us define Sj1,...,jq as
Sj1,...,jq = {(s1, . . . , sq) ∈ [T ]q : | ∪qb=1 (jb, sb)| < q}.
With this definition, observe that
r(i) − w(i) =
d∑
q=0
∑
1≤j1,...,jq≤n
∑
(s1,...,sq)∈Sj1,...,jq
α
(i)
j1,...,jq
· 1
T s/2
· Iq
(⊗qu=1 eju,su).
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As the vectors {⊗Tu=1eju,su}ju∈[n],su∈[T ] are orthonormal, using Proposition 21, we get that
Var[r(i) − w(i)] =
d∑
q=0
∑
1≤j1,...,jq≤n
(α
(i)
j1,...,jq
)2 · |Sj1,...,jq |
T s
On the other hand,
Var[r(i)] =
d∑
q=0
∑
1≤j1,...,jq≤n
(α
(i)
j1,...,jq
)2
It is easy to see that we can uniformly bound |Sj1,...,jq | by T
s·q2
T ≤ T
s·d2
T . Thus,
Var[r(i) − w(i)] ≤ Var[r(i)] · d
2
T
.
By applying Theorem 31, we get that if T ≥ (τ/d)3d · d2, then
Pr
x∼γℓ
[sign(r(i)) 6= sign(w(i))] ≤ τ.
From this, using a union bound, it follows that
Pr
x∼γℓ
[fmulti(x) 6= f ′(x)] ≤ k · τ.
Likewise,
Pr
x∼γℓ
[x ∈ Collision(fmulti)] ≤ Pr
x∼γℓ
[x ∈ Collision(f ′)] + k · τ.
Combining the above equations with (12) and setting τ = ǫ/k, gives us the claim. Also, by an appli-
cation of Cauchy-Schwarz inequality, we have that√
Var(w(i)) ≥
√
Var(r(i)) ·
(
1− d√
T
)
≥
√
Var(r(i)) · (1− ǫ)
Hence, by rescaling the polynomials w(i), it is easy to see that we can ensure that fmulti is a (d, 2ǫ)-
balanced PTF.
D Mollification for the sign function
In this section, we will prove Theorem 49. For the convenience of the reader, we recall the setting of
this theorem. Namely, there are degree-d polynomials A1, . . . , Am : R
n → R of variance 1 (and mean
0). Given parameters S, ǫ and η ∈ R+ (whose use will be made clear soon), we define additional
dependent parameters B, δ and c as follows:
B = Ω
(
ln
md
ǫ
)d/2
; δ =
(
ǫ · η1/2d
d · B · √m · S1/2d
)d
; c =
m
δ · √ǫ (13)
Theorem 49. Let φ : Rm → R be a degree-d polynomial such that the sum of squares of its (non-constant)
coefficients is bounded by S. There is a function g˜c : R
m → [0, 1] such that for A1, . . . , Am as described above,
if Var(φ(A1, . . . , Am)) ≥ η, then
E
x∼γn
[|sign(φ(A1, . . . , Am))− g˜c(A1, . . . , Am)|] ≤ O(ǫ).
Further, ‖g˜(1)c ‖∞ ≤ c, ‖g˜(2)c ‖∞ ≤ 4c2.
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As this theorem is essentially proven in [7], we will only give a sketch of the proof here. To do
this, we recall the following lemma from [7] (appears as Claim 49 in the paper).
Claim 50. Let x, y ∈ Rm such that ‖x‖∞ ≤ B. If ‖x − y‖2 ≤ δ ≤ B, then |φ(x) − φ(y)| ≤ d · (2B)d · δ ·√
S ·md/2.
The next claimwe need is the following. Assume that g : Rm → {0, 1} defined as g(x) = sign(φ(x)).
Let R denote the set g−1(1) and ∂R denote its boundary. Applying quite standard mollification based
techniques, the authors in [7] proved that that for every c > 0, there is a function g˜c : R
m → [0, 1] such
that ‖g˜(1)c ‖∞ ≤ c, ‖g˜(2)c ‖∞ ≤ 4c2 such that∣∣gc(x)− g˜c(x)∣∣ ≤ min{1, m2
c2 · dist2(x, ∂R)
}
. (14)
In the above dist(x, ∂R) denotes the Euclidean distance of x from the boundary of R. We now get
back to our proof of Theorem 49. To prove this, we first make the following observation (which is
immediate from Claim 50).
Observation 51. Let x ∈ Rm and ‖x‖∞ ≤ B. If δ ≤ B and |φ(x)| ≥ d · (2B)d · δ ·
√
S · md/2, then
dist(x, ∂R) ≥ δ.
Applying (14), if dist(x, ∂R) ≥ δ, then |gc(x)−g˜c(x)| ≤ m2/(c2·δ2). Thus,Ex∼γn [|sign(φ(A1, . . . , Am))−
g˜c(A1, . . . , Am)|] is bounded by
Pr
x∼γn
[
sup
1≤j≤m
|Aj(x)| > B
]
+ Pr
x∼γn
[|φ(A1(x), . . . , Am(x))| ≤ d · (2B)d · δ · √S ·md/2]+ m2
c2δ2
.
We now bound the above terms. To bound the first term, note that each of the Aj(x) is a degree-d
polynomial with mean 0 and variance 1. Thus, applying Theorem 7, we have
Pr
x∼γn
[
sup
1≤j≤m
|Aj(x)| > B
] ≤ m · d · exp (−B2/d).
To bound the second term, note that Var(φ(A1, . . . , Am)) ≥ η. Then,
Pr
x∼γn
[|φ(A1(x), . . . , Am(x))| ≤ d · (2B)d/2 · δ · √S ·md/2] ≤ d · (2B) · δ1/d · S1/2d · √m
η1/2d
.
Now, observe that trivially, the requirement of δ ≤ B is trivially satisfied. With the setting of parame-
ters in (13), we see that all the terms are O(ǫ). This finishes the proof of Theorem 49.
E Construction of polynomial familieswithmatching correlation and eigen-
regularity
In this section, we will prove Lemma 33. We will restate it here for the convenience of the reader.
Lemma. It is possible to construct a familyRmeeting the requirements of Condition 32 with n0 = poly(d,Num, β(Num+
Coeff)) variables.
Proof. To prove this lemma, for 1 ≤ i ≤ d, let Pi = {In(ps,q)ℓ}ℓ=1,...,num(s,q) ∩ W i. Let mi denote the
size of Pi. We will construct R by constructing the corresponding set Ri for each 1 ≤ i ≤ d. Note
that individually constructing Ri for each 1 ≤ i ≤ d suffices for our construction. This is because if
r1 ∈ W i, r2 ∈ Wj and i 6= j, then E[r1(x) · r2(x)] = 0.
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For convenience of notation, let us enumerate the elements of Pi as {p1, . . . , pmi}. We will now
construct Ri = {r1, . . . , rmi}. To do this, let pj = Ii(hj) where hj ∈ H⊙i (here H = Rn). By standard
linear algebra argument, we get that given orthonormal basis B of H⊙i (with an ordering among its
elements), there are vectors v1, . . . , vmi ∈ H⊙i such that
(a) {v1, . . . , vmi} lies in the linear span of the firstmi elements of B,
(b) 〈vj , vj′〉 = 〈hj , hj′〉.
We now instantiate the basis B. Consider the standard basis {e1, . . . , en} for H and using Proposi-
tion 20, we obtain that there is a basis for H⊙i where each basis element is just a function of at most i
of the elements of {e1, . . . , en}. Let T = i ·mi and let H1 = RT . Thus, we get that there are elements
v1, . . . , vmi ∈ H⊙i1 such that for 1 ≤ j1, j2 ≤ mi, 〈vj1 , vj2〉 = 〈hj1 , hj2〉. For 1 ≤ j ≤ mi, we define
qj = Ii(vj). Note that for all 1 ≤ j ≤ mi, qj : RT → R. Let δ = β(Num + Coeff), κ = ⌈1/δ2⌉ and
n0 = T · κ. Finally, for 1 ≤ j ≤ mi, we define rj : Rn0 → R as follows: Divide x ∈ Rn0 into κ blocks of
size T each (call the blocksX1, . . . ,Xκ) and define
rj =
1√
κ
· (qj(X1) + . . .+ qj(Xκ)).
Wenowverify the properties of the polynomials {rj}1≤j≤mi . First, note that n0 = poly(d,Num, β(Num+
Coeff)). Secondly,
E[rj1 · rj2 ] =
κ∑
j=1
1
κ
·E[qj1(Xj) · qj2(Xj)] =
κ∑
j=1
1
κ
· 〈vj1 , vj2〉 =
κ∑
j=1
1
κ
· 〈hj1 , hj2〉 = E[pj1 · pj2 ].
The first equality relies on the observation that qj1 , qj2 ∈ W i for i > 1 and thusE[qj1(Xj) · qj2(Xℓ)] = 0
if j 6= ℓ. The second and fourth equality uses Proposition 21. Finally, using Fact 27, we get that the
polynomials {rj}1≤j≤mi are δ = β(Num +Coeff)-eigenregular.
F Expectations of products of eigenregular polynomials
In this section, we prove Lemma 36. It is restated below for the convenience of the reader.
Lemma. 36 Let p1, . . . , pt ∈ Rn → R such that for 1 ≤ i ≤ t, pi = Iqi(hi) where pi ∈ Wqi . Further,
Var(pi) = 1 and λmax(hi) ≤ κ. Let C ∈ Rt×t where C(i, j) = 〈hi, hj〉. There exists a function F :
Rt×t × Zt → R such that ∣∣∣∣E[ t∏
i=1
pi
]− F (C, q1, . . . , qt)∣∣∣∣ ≤ 2t(q1+...+qt+1) · κ.
In other words, up to the error term of 2t(q1+...+qt) · κ, the expectation of the product∏ti=1 pi is just dependent
on the degrees of the polynomials and the covariance matrix of the polynomials.
To prove this lemma, we will express the product p1 · . . . · pt in terms of the tensors {h1, . . . , ht}
using successive applications of Ito’s multiplication formula. Towards this, we first have the following
definition.
Definition 10. Given p1, . . . , pt as above, a tuple r = (r1, . . . , rt−1) is said to be a contraction sequence if it
satisfies the following definition:
For all 1 ≤ i ≤ t− 1, 0 ≤ ri ≤ min
{
qi+1, qi +
i−1∑
j=1
(qj − 2rj)
}
. (15)
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Let Svalid be the set of all contraction sequences. Also for a contraction sequence r = (r1, . . . , rt), define
the quantity
γr =
t−1∏
i=1
ri! ·
(
qi+1
ri
)
·
(
qi +
∑i−1
j=1(qj − 2rj)
ri
)
·
√
(qi+1 +
∑i
j=1(qj − 2rj))!√
qi+1! ·
√
(qi +
∑i−1
j=1(qj − 2rj))!
.
Also, let us define gr1 = h1 and for 1 < i ≤ t, define gri iteratively as gri = gri−1⊗˜ri−1hi. Define
mri = qi+1 +
∑i
j=1(qj − 2rj) and observe that gri+1 ∈ H⊙m
r
i . Applying Ito’s multiplication formula
(Proposition 22) iteratively, we obtain that
t∏
i=1
pi =
∑
r=(r1,...,rt−1)∈Svalid
γrImrt−1(g
r
t ). (16)
The next claim establishes a simple upper bound on γr.
Claim 52.
∑
r=(r1,...,rt−1)∈Svalid |γr| ≤ 2t(q1+...+qt+1).
Proof. By applying the fact that
(
n
x
) ≤ 2n, it is easy to show that
ri! ·
(
qi+1
ri
)
·
(
qi +
∑i−1
j=1(qj − 2rj)
ri
)
·
√
(qi+1 +
∑i
j=1(qj − 2rj))!√
qi+1! ·
√
(qi +
∑i−1
j=1(qj − 2rj))!
≤ 2
∑i
j=1(qj−2rj)+qi+1+ri .
This implies that
|γr| ≤ 2
∑t−1
i=1(
∑i
j=1(qj−2rj)+qi+1+ri) ≤ 2t(q1+...+qt)−
∑t−1
i=1 ri .
As a result, we obtain∑
r=(r1,...,rt−1)∈Svalid
|γr| ≤
∑
r=(r1,...,rt−1)∈Svalid
2t(q1+...+qt)−
∑t−1
i=1 ri ≤ 2t(q1+...+qt+1).
Our strategy for proving Lemma 36 is as follows. We will first partition the sum in (16) into two
sets and show that the terms belonging to the first set are all bounded by κ. We will then further
partition the terms in the second set into two sets: Again, the terms in the first set will be bounded
by κ whereas terms in the second set will just be a function of (C, q1, . . . , qt) which will conclude our
proof. Towards this, let us partition Svalid into two partitions, Sz and Svalid \ Sz where the first set is
defined as Sz = {r ∈ Svalid : For all i < t, (ri = 0)∨(ri = qi+1)}. Next, prove the following proposition.
Proposition 53. Let h1, . . . , ht be as above such that for all 1 ≤ i ≤ t, ‖h1‖F = . . . = ‖ht‖F = 1. Further,
each hi is κ-eigenregular. If r 6∈ Sz , then ‖grt ‖F ≤ κ.
Proof. If r 6∈ Sz , then there is a coordinate 1 ≤ j ≤ t − 1 such that rj 6= 0 and rj 6= qj+1. Appealing
to Fact 23, it is easy to see that ‖grj‖F ≤ 1. Next, we appeal to Fact 26, we get ‖grj⊗rjhj+1‖F ≤
κ. As symmetrization decreases norm, we obtain that ‖grj ⊗˜rjhj+1‖F ≤ κ. Finally, again using that
‖hj+2‖F , . . . , ‖ht‖F ≤ 1 and applying Fact 23 iteratively, we obtain ‖grt ‖F ≤ κ. This finishes the
proof.
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To define further partitions of Sz , we will need a somewhat more elaborate definition. To do this,
consider any r ∈ Sz . Recall that mri = qi+1 +
∑i
j=1(qj − 2rj) and gi+1 ∈ H⊙m
r
i . For any ℓ ∈ N, let
Sℓ denote the symmetric group on ℓ elements. Consider a tuple of permutations σ = (σ1, . . . , σt−1)
such that σi ∈ Smri . For σ and r, we define g
r,σ
i iteratively as g
r,σ
1 = h1 and g
r,σ
i = σi−1(g
r,σ
i−1⊗ri−1hi).
Let Λr = {σ : σ = (σ1, . . . , σt−1)}. With this notation, we have that grt = 1|Λr| ·
∑
σ∈Λr g
r,σ
t . We will
now partition pairs (r,σ) (where r ∈ Sz). For this subsequent partitioning, we will need to associate
a graph with the pair (r,σ)where r ∈ Sz and then partition based on this graph. To understand what
this graph is meant to capture, note that to obtain gr,σi+1 from g
r,σ
i , one of the following two events
happen: (a) If ri = 0, then we first compute g
r,σ
i ⊗ hi+1 and then permute the indices of the resulting
tensor by σi. Note that each time an index is added, we can associate a unique 1 ≤ j ≤ t with
this index. (b) If ri = qi+1, we compute the contraction product of g
r,σ
i with hi+1 and subsequently
permute the indices of the resulting tensor by σi. Note that crucially, the “contraction” is along the
last ri indices of g
r,σ
i . If we do a contraction at i = i0, we can associate i0 with all the indices that
got collapsed at i = i0. In other words, when an index gets created, we associate an element of [t]
and another one, when it gets annihilated. The graph structure is meant to capture this relation as
formalized below.
Description of graph
1. Initialize bipartite graph with L = R = φ. The vertex set Lwill be ordered at all points in
the algorithm.
2. Add q1 vertices (in order), each colored as ‘1’ to L.
3. For i = 2 to i = t,
(a) If ri−1 = 0, then add qi vertices to L with color ‘i’ (in order). Permute the ‘un-
matched’ vertices in Lwith permutation σi−1.
(b) If ri−1 = qi, then add qi vertices to R with color ‘i’ (in order) and match them to the
‘last’ qi vertices in L. Permute the unmatched vertices in L with permutation σi−1.
The correspondence between the graph constructed above and the contraction process used to
generate gr,σi+1 is obvious. For example, we have the following easy observation.
Observation 54. The dimension of the tensor gr,σt is precisely n
|U | where U is the set of unmatched vertices in
L. Consequently, E[gr,σt ] 6= 0 only if U 6= φ.
Since we are interested in the expectation of E[
∏t
i=1 pi], thus from now onwards we only focus on
(r,σ) such that there are no unmatched vertices in the graph generated above. Note that the property
of having no unmatched vertices is just a property of r and not σ. The next definition forms the crux
of our basis of partitioning the pairs (r,σ).
Definition 11. For a pair (r,σ) such that the corresponding graph has no unmatched vertices, we say that
(r,σ) is “aligned” if and only each color ‘i’, there is a unique color ‘j’ such that vertices of color i are only
matched to vertices of color ‘j’ and vice-versa. Else, it is said to be “unaligned”.
We will now prove the following claim.
Claim 55. Let (r,σ) be an unaligned pair. Then, ‖gr,σt ‖ ≤ κ.
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Proof. Note that we are assuming that there are no unmatched vertices in the graph. If the pair is
(r,σ) is unaligned, then there is a unique smallest integer 1 < N ≤ t such that at the N th step of the
algorithm to form the graph, the pair becomes unaligned. Namely, N is the smallest integer such that
one of the following events happen:
Event A: At the beginning of Step (3), when i = N , we have ri−1 = qi and the last qi vertices in L are
not of the same color.
Event B: At the beginning of Step (3), when i = N , we have ri−1 = qi, the last qi vertices in L are of
the same color (say j) but there is also another unmatched vertex in L colored j.
We ask the reader to verify that (r,σ) is unaligned if and only if one of Event A or B happen. We will
now prove that in both cases A and B, our conclusion holds.
Proof for Event A: Let I1 = {1} ∪ {N > i > 1 : ri−1 = 0} and I2 = {N > i > 1 : ri−1 6= 0}.
By definition of N , it is easy to verify that there is a one-one mapping ν from I2 to I1 such that for
any a ∈ I1, vertices of color a are matched with vertices of color ν(a) and vice-versa. Let us define
I3 = I1 \ ν(I2). As a consequence, we have
gr,σN−1 =
∏
a∈I2
〈ha, hν(a)〉 · µ(⊗j∈I3hj),
where µ is a permutation of the indices of ⊗j∈I3hj . Further, since at i = N , the last qN vertices of L
are of at least two different colors, we have that the last qN indices of µ(⊗j∈I3hj) belong to more than
one hj (for j ∈ I3). Let A be the set of all indices of ⊗j∈I3hj which do not map to the last qN positions
under µ. Consider some assignment ρ for these indices. Then, we have that
‖gr,σN ‖2F =
∑
ρ
‖
∏
a∈I2
〈ha, hν(a)〉 · µ(⊗j∈I3hj,ρ)⊗qN hN‖2F .
Here hj,ρ is tensor obtained by restricting the indices in A to ρ. Since λmax(hN ) ≤ κ, we get
‖µ(⊗j∈I3hj,ρ)⊗qN hN‖2F ≤ κ2 · ‖ ⊗j∈I3 hj,ρ‖2F .
This implies that
‖gr,σN ‖2F ≤ κ2
∑
ρ
∏
a∈I2
〈ha, hν(a)〉2 · ‖ ⊗j∈I3 hj,ρ‖2F ≤ κ2
∏
a∈I2
〈ha, hν(a)〉2 ≤ κ2.
The penultimate inequality uses the fact that
∑
ρ
‖ ⊗j∈I3 hj,ρ‖2F = 1. Using the fact that ‖gj‖F = 1 for
all j > N and applying Fact 23, we get that |gr,σt | ≤ κ. This finishes the proof.
Proof for Event B: Let us define I1, I2 and I3 as in Event A. As before, we have
gr,σN−1 =
∏
a∈I2
〈ha, hν(a)〉 · µ(⊗j∈I3hj),
where µ is a permutation of the indices of ⊗j∈I3hj . The crucial difference is that there exists j0 ∈ I3
such that if B denotes the set of positions where the indices of hj0 get mapped under µ, then this
includes the last qN indices as a proper subset. Using λmax(hj0) ≤ κ, we get that ‖µ(⊗j∈I3hj) ⊗qN
hN‖2F ≤ κ2 · ‖ ⊗j∈I3\{j0} hj‖2F .However, ‖⊗j∈I3\{j0} hj‖2F . = 1, and hence we get ‖gr,σN ‖2F ≤ κ2. Using
the fact that ‖gj‖F = 1 for all j > N and applying Fact 23, we get that |gr,σt | ≤ κ. This finishes the
proof.
Claim 56. Let (r,σ) be an aligned pair. Then, gr,σN is just dependent on the covariance matrix C (and the pair
(r,σ)).
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Proof. Since (r,σ) is an aligned pair, it means that the set {1, . . . , t} can be partitioned into two sets
given by L and R and a bijection π : L → R such that gr,σt =
∏
a∈L〈ha, hπ(a)〉. Note that the mapping
π is just a function of (r,σ) and once π is fixed, gr,σt is just a function of the matrix C .
Proof of Lemma 36: Let B = {(r,σ) : r ∈ Sz and (r,σ) is aligned}. Applying (16), we get that∣∣∣∣E[ t∏
i=1
pi]− 1|Λr|
∑
(r,σ)∈B
γrg
r,σ
t
∣∣∣∣ ≤ ∑
r 6∈Sz
|γr · grt |+
1
|Λr|
∑
(r,σ)6∈B:r∈Sz
|γr · gr,σt |.
Note that 1|Λr|
∑
(r,σ)∈B γrg
r,σ
t is dependent just onC and r. Further, applying Claim 55, Proposition 53
and Claim 52, we see that the right hand side can be bound by 2t(q1+...+qt+1) · κ. This finishes the
proof.
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