We investigate the split variational inclusion problem in Hilbert spaces. We propose efficient algorithms in which, in each iteration, the stepsize is chosen self-adaptive, and proves weak and strong convergence theorems. We provide numerical experiments to validate the theoretical results for solving the split variational inclusion problem as well as the comparison to algorithms defined by Byrne et al. and Chuang, respectively. It is shown that the proposed algorithms outrun other algorithms via numerical experiments. As applications, we apply our method to compressed sensing in signal recovery. The proposed methods have as a main advantage that the computation of the Lipschitz constants for the gradient of functions is dropped in generating the sequences.
Introduction
Let H be a real Hilbert space. Then, B : H → 2 H is called monotone if u − v, x − y ≥ 0 for each u ∈ Bx, v ∈ By. Moreover, B is maximal monotone provided its graph is not properly included in the graph of other monotone mappings. Many problems in optimization can be reduced to finding x * ∈ H such that 0 ∈ Bx * . Martinet [1] and Rockafellar [2] suggested the proximal method for solving this problem. They construct the sequence {x n } ⊂ H by choosing x 1 ∈ H and putting
β n x n , n ∈ N, (1) where {β n } ⊆ (0, ∞), B is a set-valued maximal monotone operator and J B β is defined by J B β = (I + βB) −1 for each β > 0. We see that Equation (1) is equivalent to x n − x n+1 ∈ β n Bx n+1 , n ∈ N.
The split variational inclusion problem (SVIP) was first investigated by Moudafi [3] . The problem consists of finding x * ∈ H 1 such that 0 ∈ B 1 (x * ) and 0 ∈ B 2 (Ax * ), (2) where H 1 and H 2 are real Hilbert spaces, B 1 and B 2 are set-valued mappings on H 1 and H 2 . In addition, A : H 1 → H 2 is a bounded and linear operator and A * is the adjoint of A. We know that the SVIP is a generalization of the split feasibility problem that was investigated by Censor and Elfving [4] in Euclidean spaces. See [4] [5] [6] [7] [8] [9] . In this paper, we denote by Ω the solution set of SVIP. Suppose that Ω is nonempty. In 2011, Byrne et al. [6] established a weak convergence theorem for SVIP as follows: 
Then, {x n } converges weakly to x * in Ω.
In 2015, Chuang [10] introduced the following iteration for SVIP in Hilbert spaces. Chuang [10] established its convergence as follows: 1) and let {β n } ⊆ (0, ∞) and {γ n } ⊆ (0, δ A 2 ) and assume that
If H 1 is finite dimensional, then lim n→∞ x n = x * ∈ Ω.
Chuang [10] also provided the following result. 
In 2013, Chuang [11] proved strong convergence theorem for SVIP using the following algorithm. Algorithm 1: [11] For n ∈ N, set y n as
where γ n > 0 is chosen such that
The iterative x n+1 is generated by
where
and 1] with a n + b n + c n + d n = 1 and 0 < a n < 1 for each n ∈ N.
Let {β n } ⊆ (0, ∞) and let {γ n } ⊆ (0, 2 A 2 +1 ). Let {v n } be a bounded sequence in H 1 . Fix u ∈ H 1 and let the sequence {x n } ⊆ H 1 be generated by x n+1 = a n u + b n x n + c n J B 1 β n (x n − γ n A * (I − J B 2 β n )Ax n ) + d n v n (10) for each n ∈ N. Suppose that (i) lim n→∞ a n = lim n→∞ d n a n = 0; ∑ ∞ n=1 a n = ∞; ∑ ∞ n=1 d n < ∞; (ii) lim inf n→∞ c n γ n > 0, lim inf n→∞ b n c n > 0, lim inf n→∞ β n > 0.
Then, lim n→∞ x n = x * , where x * = P Ω u and P Ω u is nearest to u.
We aim to find the approximate algorithms with a new step size which is self-adaptive (see López et al. [8] ) for solving our SVIP and prove its convergence. We present numerical examples and the comparison to algorithms of Byne et al. [6] and algorithms of Chuang [10, 11] . We also obtain the result for split feasibility problem (SFP) and its applications to compressed sensing in signal recovery. It reveals that our methods have a better convergence than those of Byrne et al. [6] and Chuang [10, 11] .
Preliminaries
We next provide some basic concepts for our proof. In what follows, we shall use the following symbols:
• stands for the weak convergence, • → stands for the strong convergence.
Recall that a mapping T : H → H is called
(2) firmly-nonexpansive if, for all x, y ∈ H,
It is clear that I − T is also firmly-nonexpansive when T is firmly-nonexpansive. We know that, for each x, y ∈ H,
and
for all x, y ∈ H and for all t ∈ [0, 1].
The following lemma can be found in [12] . The following lemma can be found in [11, 13] .
Lemma 2.
Let H be a real Hilbert space and let B : H → 2 H be a maximal monotone operator. Then, (i) J B β is single-valued and firmly nonexpansive for each β > 0; (i) If x * is a solution of (SVIP), then J
β )Ax * ) = x * and the solution set of (SVIP) is nonempty. Then, x * is a solution of (SVIP).
Lemma 4.
Let H 1 and H 2 be real Hilbert spaces. Let A : H 1 → H 2 be a bounded and linear operator and β > 0. Let B : H 2 → 2 H 2 be a maximal monotone operator. Define a mapping T :
The following lemma can be found in [14] .
Lemma 5. Let C be a nonempty subset of a Hilbert space H. Let {x n } be a sequence in H that satisfies the following assumptions:
(i) lim n→∞ x n − x exists for each x ∈ C;
(ii) every sequential weak limit point of {x n } is in C.
Then, {x n } weakly converges to a point in C.
The following lemma can be found in [15] .
where {α n } ⊆ (0, 1), {λ n } ⊆ (0, 1) and {δ n } and {ϕ n } are real sequences such that
Then, lim n→∞ s n = 0.
Weak Convergence Result
Let, H 1 and H 2 be real Hilbert spaces, A : H 1 → H 2 be a bounded and linear operator. Let B 1 : H 1 → 2 H 1 and B 2 : H 2 → 2 H 2 be set-valued maximal monotone operators.
Let Ω be a solution set of problem (SVIP) and assume that Ω = ∅. We remark that the stepsize sequence {γ n } does not depend on the norm of an operator A as introduced by Byrne et al. [6] and Chuang [10, 11] .
Theorem 5. Suppose that lim inf n→∞ β n > 0, inf n ρ n (4 − ρ n ) > 0 and lim n→∞ θ n = 0. Then, {x n } defined by Algorithm 2 converges weakly to a solution in Ω.
Algorithm 2:
Choose
From Equation (20), Lemma 2 (iv) and the defining formulas for Algorithm 2
This implies that, since 0 < ρ n < 4,
Thus, lim n→∞ x n − z exists. It follows that {x n } is bounded. Again, by Equation (21), we get
which yields by our assumptions that
By Lemma 3 (ii), it can be checked that g is a Lipschitzian mapping and thus { g(x n ) } is bounded. Hence, we get lim
Furthermore, by Equation (21), we also have
We note that
Hence, by Equations (26) and (27), we obtain
From Equation (25) and Lemma 2 (iii), we get
for some β > 0 such that β n ≥ β > 0 for all n ∈ N. From Equation (27), we see that
From Equations (28) and (30), we have
Since {x n } is bounded, there is a subsequence {x n k } of {x n } and x * ∈ H 1 with x n k x * . We also have Ax n k Ax * . By Equations (29) and (32), Lemmas 1 and 2 (ii), we obtain x * ∈ Ω. Using Lemma 5, we obtain that {x n } converges weakly to a solution in Ω.
Strong Convergence Result
Theorem 6. Assume that {α n }, {ρ n } and {θ n } satisfy the assumptions:
Then, {x n } defined by Algorithm 3 converges strongly to z = P Ω u and P Ω u is closest to u.
Algorithm 3:
Choose x 1 ∈ H 1 and let u ∈ H 1 . Let {α n } be a real sequence in (0, 1). Let {x n } be iteratively generated by
Proof. Set z = P Ω u ∈ Ω. Using the line of proof as for Theorem 5, we have
Then,
Combining Equations (36) and (37), we get
Next, we will show that {x n } is bounded. Again, using Equation (36),
Thus, {x n } is bounded. Employing Lemma 6, from Equation (38), we set
Thus, Equation (38) reduces to the inequalities
Then, we have
which, by using our assumptions, implies
and J
As the same proof in Theorem 5, we can show that there is {x n k i } of {x n k } such that x n k i x * ∈ Ω. From Lemma 2 (v), we obtain lim sup
We see that
From Equations (48) and (49), it follows that lim sup
Hence, we get lim sup k→∞ δ n k ≤ 0.
Thus, {x n } converges strongly to z = P Ω u by Lemma 6.
Numerical Experiments
We present numerical experiments for our main results. First, we give a comparison among Theorems 1-3 and 5 for a weak convergence theorem.
The following example is introduced in [10] .
We aim to find x * = (x * 1 , x * 2 ) T ∈ R 2 such that B 1 (x * ) = (0, 0) T and B 2 (Ax * ) = (0, 0, 0) T . In this case, we know that x * 1 = 1.5 and x * 2 = −0.5.
We set γ n = 0.001 in Theorem 1, γ n = 1 2n A 2 in Theorem 2, γ n = δ 2 A 2 in Theorem 3 and γ n = ρ n f (x n ) g(x n ) 2 +θ n , θ n = 1 n 5 in Theorem 5. The stopping criterion is given by x n − x * 2 < ε. We test by the following cases:
n+1 , and δ = 1 3 , Case 2: x 1 = [4, −2], β n = 2, ρ n = 3.5n n+1 , and δ = 1 2 , Case 3: x 1 = [−5, −3], β n = 3, ρ n = 2.8, and δ = 1 4 , Case 4: x 1 = [−2, −7], β n = 4, ρ n = 3.9, and δ = 1 5 . From Table 1 , we see that Theorem 5 using Algorithm 2 has a better convergence rate than other algorithms. Second, we give a comparison between Theorems 4 and 6 for a strong convergence theorem by using Example 1.
Choose a n = 1 n+1 , b n = 1 5 , c n = 1 − a n − b n , d n = 0 and γ n = 1 A 2 +1 in Theorem 4 and set θ n = 1 n 5 , α n = 1 n+1 and γ n = ρ n f (x n )
g(x n ) 2 +θ n in Theorem 6. In this case, we let u = [2, 2] . We test by the following cases: 1] , β n = 1 and ρ n = 1.5n n+1 , Case 2: x 1 = [4, −2], β n = 2 and ρ n = 3.5n n+1 , Case 3: x 1 = [−5, −3], β n = 3 and ρ n = 2.8, Case 4: x 1 = [−2, −7], β n = 4 and ρ n = 3.9.
From Table 2 , we observe that, in each case, the convergence behavior of Theorem 4 is worse than that Theorem 6. 
Split Feasibility Problem
Let H 1 and H 2 be real Hilbert spaces. We next study the split feasibility problem (SFP) that is to seek x * ∈ H 1 such that
x * ∈ C and Ax * ∈ Q,
where C and Q are nonempty closed convex subsets of H 1 and H 2 , respectively, and A : H 1 → H 2 is a bounded linear operator with the adjoint operator A * . Many authors introduced various algorithms for solving the SFP [16] [17] [18] [19] . Let H be a Hilbert space and let g : H → (−∞, ∞] be a proper, lower semicontinuous and convex function. The subdifferential ∂g of g is defined by
for all x ∈ H. Let C be a nonempty closed convex subset of H, and ι C be the indicator function of C defined by
The normal cone N C u of C at u is defined by
Then, ι C is a proper, lower semicontinuous and convex function on H. See [20, 21] . Moreover, the subdifferential ∂ι C of ι C is a maximal monotone mapping. In this connection, we can define the resolvent J
for all x ∈ H. Hence, we see that
for all x ∈ C. Hence, for each β > 0, we obtain the following relation:
Consequently, we obtain the following results which are deduced from Algorithm 2.
Theorem 7. Assume that inf n ρ n (4 − ρ n ) > 0 and lim n→∞ θ n = 0. Choose x 1 ∈ H 1 and let {x n } be defined by
Then, {x n } converges weakly to a solution in Ω.
By Theorem 1, we obtain the result of Byrne et al. [6] .
Theorem 8. Let {x n } be generated by
where H 1 and H 2 are Hilbert spaces, A : H 1 → H 2 be a bounded and linear operator and γ ∈ (0, 2 A 2 ). Then, {x n } converges weakly to x * ∈ Ω.
Using Chuang's results in Algorithm 1, we have Theorem 9. Let H 1 and H 2 be infinite dimensional Hilbert spaces, A : H 1 → H 2 be a bounded and linear operator. Choose δ ∈ (0, 1) and {γ n } ⊆ (0, δ A 2 ) with inf n∈N γ n > 0. Choose x 1 ∈ H 1 . For n ∈ N, set y n as
where γ n > 0 satisfies
Construct x n+1 by x n+1 = P C (x n − α n D(x n , γ n )),
where D(x n , γ n ) = x n − y n + γ n (A * (I − P Q )Ay n − A * (I − P Q )Ax n )
and α n = x n − y n , D(x n , γ n ) D(x n , γ n ) 2 .
Then, the sequence {x n } converges weakly to x * ∈ Ω.
From Algorithm 3 and Theorem 6, we have Theorem 10. Assume that {α n }, {ρ n } and {θ n } satisfy the assumptions:
Choose x 1 ∈ H 1 and define {x n } by
Then, {x n } converges strongly to z = P Ω u.
We also have the following result.
Theorem 11. Let {a n }, {b n }, {c n }, and {d n } be sequences of real numbers in [0, 1] with a n + b n + c n + d n = 1 and 0 < a n < 1 for each n ∈ N. Let {v n } be a bounded sequence in H 1 . Let u ∈ H 1 be fixed and {γ n } ⊆ (0, 2 A 2 +1 ). Let {x n } be defined by x n+1 = a n u + b n x n + c n P C (x n − γ n A * (I − P Q )Ax n ) + d n v n (72) for each n ∈ N. Suppose that (i) lim n→∞ a n = lim n→∞ d n a n = 0; ∑ ∞ n=1 a n = ∞; ∑ ∞ n=1 d n < ∞; (ii) lim inf n→∞ c n γ n > 0 and lim inf n→∞ b n c n > 0.
Then, lim n→∞ x n = x * , where x * = P Ω u, A : H 1 → H 2 be a bounded and linear operator. Then, {x n } converges strongly to a point in Ω.
Applications to Compressed Sensing
In signal processing, we consider the following linear equation:
where x ∈ R N is a sparse vector that has m nonzero components, y ∈ R M is the observed data with noisy ε, and A : R N → R M (M < N). It can be seen that Equation (73) relates to the LASSO problem [22] min x∈R N
where t > 0. In particular, if C = {x ∈ R N : x 1 ≤ t} and Q = {y}, then the LASSO problem can be considered as the SFP Equation (53).
The vector x ∈ R N is generated by the uniform distribution in [−2, 2] with m nonzero components. Let A be an M × N matrix that is generated by the normal distribution with mean zero and the variance one. The observed data y is generated by white Gaussian noise with signal-to-noise ratio (SNR)40. The process is started with t = m and initial point x 1 = 0.
The stopping error is defined by
where x n is an estimated signal of x. We give some numerical results of Theorems 7-9. Choose γ n = ρ n f (x n )
g(x n ) 2 +θ n , ρ n = 3, θ n = 1 n 5 in Theorem 7 and γ n = δ 2 A 2 in Theorem 8 and δ = 0.8, γ n = δ 2 A 2 in Theorem 9. Tables 3 and 4 show that both the number of iterations and the CPU time in our algorithm in Theorem 7 are less than algorithms in Theorems 8 and 9 have in their computations. Next, we test numerical experiments in signal recovery in the case N = 512, M = 256 and N = 2048, M = 1024, respectively. Finally, we discuss the strong convergence of Theorems 10 and 11. We set a n = 1 n+1 , b n = 1 5 , c n = 1 − a n − b n , d n = 0 and γ n = 1 A 2 +1 in Theorem 11 and set ρ n = 2, θ n = 1 n 5 , α n = 1 n+1 and u = [1, 1, . . . , 1] in Theorem 10. Tables 5 and 6 show that our proposed algorithm in Theorem 10 has a better convergence behavior than the algorithm defined in Theorem 11 in iterations and CPU time. 
Conclusions
In the present work, we introduce a new approximation algorithm with a new stepsize that involves the self adaptive method for SVIP. The stepsize does not use the Lipschitz constant and the norm of operators in computing. We show its convergence analysis, which was proved under some suitable assumptions. The numerical results showed the efficiency of our algorithms. It is reported that the performance of our algorithms outruns those of Byrne et al. [6] and Chuang [10, 11] through experiments.
