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We argue that a Poisson Exponentially Weighted Moving Average (PEWMA) model, based on Harvey and Fernandes (1989) , is a useful and tractable approach to event-count time-series data that are persistent. The model assumes an underlying latent dynamic process that is continuous, and this continuous process is mapped onto the observed discrete variable. Interpretation of the dynamics is simple. The mean varies over time, and a key parameter describes the amount of variation over time in this mean. The impact of covariates is even simpler to interpret. These have the same exponential interpretation as do coefficients in the static Poisson regression model. We think that PEWMA will be a useful complement to the tool kit of political scientists who analyze event-count data.
In the next section, we review a number of models for persistent event-count time series and argue why the PEWMA is preferable for persistent event-count time series. We then outline the PEWMA model for persistent event counts. 1 The model is based on structural time-series models, as described in Harvey (1989) . This structural time-series (or state space) model for event-count data is based on the representation similar to Harvey and Fernandes (1989) , and Harvey (1989) . We then use Monte Carlo simulations to show that this dynamic event-count model performs much better on efficiency grounds than do Poisson and negative binomial models. Finally, we present an application of the PEWMA model by revisiting Pollins's (1996) analysis of long-cycle theories in international relations in order to illustrate how our model can produce better inferences with persistent event-count time series.
Approaches to Modeling Time-Series Event-Count Data
The standard approach to modeling event-count data is to assume that the events are generated from a Poisson density (King 1989a) . The probability of observing the count y t is given by a Poisson distribution with mean arrival rate λ:
Pr ( Using maximum-likelihood techniques, one can estimate the Poisson mean parameter λ. When λ = exp(X t β) the result is a Poisson regression model. The Poisson regression model assumes that events are independent so the mean and variance of the model are equivalent: E[y t ] = V[y t ] = λ. When this assumption is violated, the variance is usually larger than the mean and the events are considered overdispersed. When the events are overdispersed, then alternative estimators have been proposed. Among these are the negative binomial and generalized event count (GEC) estimators (King 1989b ). The two main approaches to modeling time series of event counts in political science are to use Gaussian ARIMA models, or to include a lagged-dependent event count as a regressor in the mean function of a Poisson, negative binomial, or generalized event-count regression model.
If y t is an event count, then ARIMA models assuming normally distributed errors are flawed in four ways. First, unless the values of the observations are very large, the event-count distribution may not be accurately approximated by a normal distribution. Second, the model must produce predictions that are strictly positive to be valid. If the mean number of events is small, then the predictions may not be greater than zero-invalidating the model. Third, modeling event counts with a Gaussian distribution leads to bias and inefficiency (King 1988) .
Fourth, using differencing as is common in Gaussian ARIMA modelling for nonstationary event counts is problematic. Using the first differences to deal with trend nonstationarity in count data is appealing because it is analogous to the approach used for Gaussian time series. The main problem with modeling the first differences of event counts with a Gaussian model is the validity of the distributional assumption. The difference of two independent Poisson variables has a known distribution. Derivations of the distribution of the difference of two independent Poisson random variables rely explicitly on this independence assumption (Skellam 1946; Strackee and van der Gon 1962) . For time series of counts, this independence assumption is clearly inappropriate. In general, we do not think it is true for time series of counts, and it is never true for trending series. Thus, the lack of a well-defined distribution for the difference of a series of nonstationary event counts leads us to look for alternative models that can describe the data generation process.
An alternative approach is to retain the assumption of a Poisson or negative binomial distribution. Under this approach possible dynamics in event-count data are modelled with a lagged dependent variable in Poisson and negative binomial models. These models suffer from two possible problems. First, they fail to represent ad-equately the dynamics in persistent time series because these models imply that the growth rate of the process is the exponentiated coefficient on the lagged dependent variable. Such a process may potentially generate timeseries data, but not data that are dynamic. The lagged event-count model is appropriate only for series with exponential growth rates and no dynamics. 2 This means that the lagged dependent Poisson and negative binomial models cannot be used to model stationary time series. Unless the time series of event counts has an exponential deterministic trend and no dynamics, this model has limited applicability.
Time-Series Models for Event-Count Data
While political scientists have included lags in eventcount models or used ARIMA models for time series of event counts, many other models have been proposed. The literature on time-series models for event-count data contains a number of different methods for dealing with dependence in event-count time series. In this section we review these alternative approaches and defend the PEWMA as a very useful model.
In our view, there are three classes of time-series event count models. 3 The first class is integer-valued ARMA or Discrete Autoregressive Moving Average models (DARMA). The second class is based on conditional autoregressive or hidden Markov processes. These models are based on a latent variable model. The final class of models, which contains the PEWMA, is the state space or time-varying parameter models.
Integer-valued / Discrete ARMA Models
The integer-valued AR (INAR), integer-valued ARMA (INARMA), or Discrete Autoregressive Moving Average (DARMA) models discussed by Alzaid and Al-Osh (1990) , Du and Li (1991), and McKenzie (1988) are based on probabilistic mixtures of different Poisson processes.
For example, the integer-valued AR(p) model is based on a marginal Poisson distribution. In each period, the observed number of events is defined by a binomial or multinomial sampling procedure called "thinning." The datagenerating procedure for the event-count variable y t is of the form
where " o " is the multinomial thinning operator, and ε t is a nonnegative integer valued variable with fixed mean and known variance. 4 This is a mixture of an eventcount distribution (Poisson or negative binomial) and a multinomial distribution. Estimates of the autoregressive thinning parameters α i can be obtained by conditional maximum likelihood. To date, we are unaware of any general implementation of this method. Squier (1996 Squier ( , 1997 shows that including exogenous variables in this model is difficult and produces inconsistent and inefficient estimates of the effects of exogenous variables. In addition, if covariates are included in this mixture model, it is not clear how to interpret the effects of covariates on the observed event-count time series.
Conditional Autoregressive/ Hidden Markov Models
Conditional autoregressive models are based on assuming that the conditional distribution of the events y t , depends on a static mean function, and lagged-dependent variables or serially correlated errors. For these models, the dynamics enter either as past y t s or through the error process. Models in this class have been discussed by Jackman (1998 ), Shephard (1995 , Diggle, Liang, and Zeger (1994), and Zeger (1988) .
As an example, consider a static regression model where the number of events y t depends on a set of covariates and a serially correlated error term that follows an AR(1) process. Then the conditional mean of the number of events can be written as,
where ε t is i.i.d.(0,σ 2 ). This model can be estimated by nonlinear least squares, or maximum-likelihood 2 The growth rate of this lagged Poisson regression model is given by
Taking expectations gives
If ρ ≠ 0 and E[z t -1 -z t -2 ] ≠ 0, this model implies a nonzero growth rate for the conditional mean.
3 See Davis, Dunsmuir, and Wang (1998a) and Cameron and Trivedi (1998, chapter 7) for alternative reviews of the literature. 4 The thinning operation is defined as follows for the binomial case: α o X n is the sum of X n-1 independent random Bernoulli variables,
1 1 0 α . This process gives rise to the same AR(p) coefficients and autocorrelation function behavior as the standard Gaussian AR(p) model (Alzaid and Al-Osh, 1990 ). methods depending on the assumptions about the distribution of ε t .
Alternatively, Zeger (1988) , and Diggle, Liang, and Zeger (1994) propose a latent-variable specification based on:
The estimator based on this model is identified if E(ε t ) = 1 and Cov(ε t ε t+τ ) = σ 2 ρ ε (τ). This specification of the latent-variable model can be estimated using a quasimaximum-likelihood estimator that solves a set of generalized estimating equations (see Zeger 1988 for details). The standard Poisson regression model provides consistent estimates of the regression parameters for this model, even in the presence of a dynamic latent process (Davis, Dunsmuir, and Wang, 1998a) . However, parameter estimates will be inefficient when there is a significant amount of serial correlation in ε t (Davis, Dunsmuir, and Wang 1998a, 17) . Thus, inference based on these models is open to the critique that the interpretation of estimated parameters is imprecise. 5 These examples with serially correlated errors are actually a special case, since a model with AR errors can be written as a moving average model for the dependent variable. The serial correlation in the errors imply that y t has a moving average representation. An AR(1) error model suffers from the same limitations as a Gaussian model with AR(1) errors. Models with AR(1) error structures may be appropriate in specific contexts, but they are not general since they fit only a limited type of dynamic processes. In addition, if lagged dependent counts are included in the model and there is still serial correlation in the error process, estimates will be inconsistent, just as in OLS models (Cameron and Trivedi, 1998: 227) . Thus, inclusion of lagged counts, or serially correlated errors appears to be just as difficult in event count models as in standard Gaussian linear time-series models. Such serial correlation can be analyzed using standardized residuals and standard diagnostics for serial correlation (see Cameron and Trivedi, 1998: 228-229 for details). However, if data are nonstationary, models that assume stationarity will clearly be inappropriate. The next class of models relaxes this condition and allows for models that can be either stationary with long memory or nonstationary.
State-space/Time-varying Models
The final class of models is based on a state-space representation specifying a measurement and transition equation. For event counts, the measurement equation is an event-count distribution, while the transition equation describes how the dynamics of the event count distribution parameters evolve. The state-space approach is very general because the models are specified in terms of the basic structure of the time series: trends, cycles, and timevarying stochastic components. Examples of this approach include Zeger and Qaqish (1988) , Harvey (1989) , Harvey and Fernandes (1989) , West, Harrison, and Migon (1985) , Harrison (1986, 1997) , Chan and Ledolter (1995) , Kitagawa and Gersch (1996) , Koopman (1997, 2000) , Wang (1998a, 1998b) , Jorgensen, Labouriau, and LundbyeChristensen (1996) , and Jorgensen et al. (1999) .
As an example, Wang (1998a, 1998b) is the one-step-ahead predictor of e t based on an ARMA(p,q) process. While this model is more general than what we present below, using higher order dynamic terms in an ARMA filter primarily only benefits the forecasting ability of the model. The statespace models of Koopman (1996, 1997) similar to these. Estimates can be obtained using Markov-Chain-Monte-Carlo methods or other numerical solutions. While these models appear to offer an intuitive approach that is similar to existing ARIMA models, the complexity of their estimation and high degree of parameterization make inference difficult. The state-space models of Chan and Ledolter (1995) , Kitagawa and Gersch (1996) , West, Harrison, and Migon (1985) , and Harrison (1986, 1997) are based on Bayesian dynamic linear models. While these are similar in spirit to the PEWMA we present, they are based on Bayesian rather than classical assumptions. These models typically require the use of numerical methods such as Markov-Chain-Monte-Carlo methods that are highly dependent on the specific model being estimated. Moreover, the interpretation of exogenous covariates in these models typically requires dynamic simulations. These requirements make implementing and interpreting these models costly and could put them out of the reach of most political scientists. An alternative approach discussed by Jorgensen, Labouriau, and Lundbye-Christensen (1996) and Jorgensen et al. (1999) is based on a classical Kalman filter/smoother, but is more complex to estimate and interpret than our present approach.
There are several drawbacks to these alternatives. First, there exists little available software for easily implementing these models. Second, the interpretation of these models is often complex and requires techniques beyond those currently used to evaluate event-count data. Finally, several of the models produce poorly behaved or hard to interpret estimates of the effects of exogenous covariates. This complicates inference and testing.
Our PEWMA state-space model suffers from none of these problems and has several advantages. First, estimation is simple and fast. Estimation is done using a version of the Kalman filter rather than simulation methods, which is robust and quick. For example, all of the PEWMA estimates in the six specifications in our example in Section Four take less than thirty seconds on a standard PC workstation using our software. 6 Second, unlike some of the alternative time-series event count models, the interpretation of the effect of exogenous variables does not require any new methods or simulation techniques. The standard Poisson regression model is a special case of the PEWMA, and we can interpret the PEWMA coefficients just as we would any coefficient in a standard Poisson or negative binomial regression model. Finally, the dynamics in the PEWMA model are characterized by a single parameter that takes on values between zero and one. This allows for a simple and intuitive evaluation of the model dynamics, unlike alternative approaches.
The Poisson Exponentially Weighted
Moving Average Model
The Model
To model persistent event count time series, we use a structural time-series model. The intuition behind the model is that the mean number of observed events today is a weighted sum of all the past events. This mean is defined as a weighted average of the past events, plus a random shock. The random shock is included to account for unexpected changes in the mean number of events. The model discounts events in the distant past more heavily than those in the recent past. If the number of events observed at each period in time is independent of past events, the model reduces to the standard Poisson regression. Our model has two components. The first is a function that describes how the observed number of events arises as a function of a mean number of events in the past. It is called a measurement, or system equation in a structural time-series model. The measurement equation describes the process that generates the observed data. The second function describes how important past events are for predicting the number of events in the current period. It is called the state or transition equation and describes the dynamic transition process from events in the past to events in the present.
Once we have a model in state-space form, estimation of the model's parameters proceeds using the Kalman filter. Using a recursive algorithm, the Kalman filter computes the optimal estimates of the mean and other parameters of the state equation of a state-space model at each time period using the information available up to that time period. The Kalman filter works by finding the estimates of the model parameters in the state equation that minimize the mean-squared error of the conditional mean of the series (Harvey 1989, 104-105) .
To identify and estimate the model we adopt the approach of Harvey and Fernandes (1989) . They employ natural conjugate densities to simplify the development of the model and numerical calculations. 7 Using natural conjugate densities to describe the unobserved parameters of the model allows us to derive well-known closedform distributions for the model parameters.
The model for time-series count data is based on a state-space form with a Poisson measurement equation and a gamma-distributed state equation. The model captures the changes in the mean of a Poisson process at time t. We assume that the count at time t, denoted y t , follows a Poisson distribution with a conditional mean at time t denoted µ t , with explicit dependence on t. The variable µ t is assumed to be gamma distributed, since the gamma is the conjugate distribution for the Poisson. With these assumptions, one can then derive the resulting conditional forecast or predictive distribution for the mean. In the estimation of the mean of µ t , one needs to account for the history of the process up to and including period t -1. We denote this sequence of conditioning data by the vector Y t -1 . This vector contains both pastobserved values of counts y t , and any independent variables X t that have been observed up to and including period t -1. The vector, Y t -1 = (y 0 ,y 1 , . . . , y t -1 ; X 0 , X 1 , . . . X t -1 ), is the full information set available at time t. In addition, the model also contains a hyperparameter 0 < ω ≤ 1. This parameter allows the past observations to be discounted in making conditional forecasts of the mean of future observations. 8 Throughout the article, we use the notation w t|t -1 to represent the value of the random variable w t conditional on the observed-information set in the previous t -1 periods.
The Poisson-gamma exponentially weighted moving average model for count data (PEWMA) is built around the following three assumptions that characterize the mean and dynamics of the process:
(
The observed counts at time t are drawn from a Poisson marginal distribution,
The parameter µ t in this distribution is the unobserved mean-arrival rate for the count at time t. This unobserved mean µ t is parameterized by the multiplicative equation
where δ is a K × 1 vector of coefficients, X t a 1 × K vector of explanatory variables (without a constant), and a time-varying component µ t − * 1 . 9 As in Harvey and Fernandes (1989) , we assume that this separate timevarying level component µ t − * 1 is a multiplicative factor. This factor is estimated by the Kalman filter and accounts for the observed counts prior to time t -1. Thus, it is a smoothed mean of the previous observations.
(2) Transition Equation:
The stochastic mechanism for the transition in the series from time t -1 to time t is a function of µ t -1 and µ t . The dynamics of the mean are described by a multiplicative transition equation with the form,
where η t is beta distributed, β(ωa t -1 , (1 -ω)a t -1 ). The parameter ω captures the discounting of the observations in computing the mean and η t and r t parameterize the growth rate in period t. The beta-distributed variable η t captures the proportional stochastic shift in the mean from time t -1 to time t. From the properties of the beta distribution, E[η t ] = ω for all t. This means that the expected stochastic shocks on average are equal to the weight of past event counts in the current event count. The parameter r t describes the growth in the series and insures that µ t > 0. 10 (3) Conjugate Prior: The prior distribution for the time varying component is a gamma distribution:
. To identify the model in equations (1-3), we specify the gamma distribution as the conjugate prior for the distribution of y t . The gamma density f is given by the likelihood function. For example, if y is sampled from a Poisson distribution with unknown mean λ, then the natural conjugate prior that describes λ is the gamma distribution. If y is sampled from a normal distribution with unknown mean µ and known variance σ, then the natural conjugate prior is a normal distribution (DeGroot 1970, 164,167) . 8 A hyperparameter is a parameter of a prior distribution not fixed at particular numerical values (Gelman et al. 1995, 36) . 9 Including a constant in the mean function is equivalent to specifying a deterministic trend. 10 We caution readers who might use the Harvey and Fernandes (1989) model. Their transition equation provides an incorrect model of the stochastic process for the mean of event counts. Harvey and Fernandes adopted an alternative transition equation with the form µ t = µ t -1 η t ω -1 . However, Shephard (1994) citing Nelson (1990) notes that if ω < 1, then µ t converges to zero as t → ∞. The reason for this is that the growth rate for the Harvey and Fernandes' transition equation can be approximated by ln µ µ
. By Jensen's inequality, this quantity will be negative on average. In their discussion of Harvey and Fernandes' model, Brockwell and Davis (1996) also note this problem, citing Grunwald, Hamza, and Hyndman (1997) . We avoid this problem by adopting the transition equation suggested by Shephard's (1994) work on local scale models. So far as we know, this is the first application of Shephard's transition equation to a state-space model for event count data.
with a = a t-1 , b = b t-1 , and µ µ = − * t 1 . These values are computed from the previous t -1 observations, Y t -1 .
Using these assumptions, we can estimate a Kalman filter using maximum-likelihood methods. The following sections describe the estimation and interpretation of the model. . These recursions define a Kalman filter for the Poisson measurement density and gamma-distributed transition equation. To compute this filter, we derive the recursions for the values of a, b, and µ all evaluated at time t -1 (the prior), at time t given t -1 (the conditional or predictive), and at time t (the posterior). These estimates are then used to compute the conditional or predictive distribution of the number of events in each time period. The predictive distribution describes the probability of observing events at time t conditional on all the events observed in each of the previous t -1 periods. It turns out that the predictive distribution for the PEWMA model is a negative binomial distribution where the overdispersion in the observed data depends on the amount of dependence between the events in each time period. The details of these derivations are included in Appendix A. Rather than focus on the computations of these latent parameters of the model, we turn to estimation and properties.
Estimation
The predictive distribution combines the information in the measurement density and the transition equation. That is, we observe events y t conditional on the mean µ t at time t. The value of µ t then depends on the weighted average of the number of events observed in the past.
The joint-predictive density, conditional on Y τ for observations y τ+1 , . . . , y T is: 
The key to understanding this predictive distribution is the decomposition of the posterior probability Pr( | ) y Y t t−1 . Using the Kalman filter, we can condition the observed data on the components of the predictive distribution: the probability of the event (from a Poisson distribution) and the probability of the unobserved mean (from a gamma distribution). Note that these two components correspond to the measurement and transition equations.
Once we have the predictive distribution, we construct the log-likelihood function and estimate the model using maximum-likelihood techniques. This approach is identical to that used to derive the estimates of a Gaussian ARIMA model.
Given the conditional probability density of y Y t t | −1 , we can construct the log-likelihood function for the unknown hyperparameter and the parameters based on (5) 
Maximizing with respect to ω and δ provides an estimate of the hyperparameter and other parameters, respectively. Note that the computation of this likelihood requires an analytic solution for r t , which characterizes the per-period growth rate from period t -1 to t. Appendix A presents the derivation of this quantity. Appendix B describes the forecast function for the model.
Description of the PEWMA Process
The PEWMA model does not have a simple linear structure. Thus, it is less than obvious how the dynamics of the PEWMA process evolve over time. In this section we characterize the evolution of a PEWMA time series by analyzing the properties of the transition equation (3). Our characterization shows how the mean of the process, µ t evolves over time.
The transition equation for the PEWMA implies that the mean evolves according to a random-walk process. Recall that the transition equation is written 
with µ t is the conditional mean, r t describes the perperiod growth rate, and η t are the errors. The left-hand side of this equation estimates the growth rate of the series of event counts and is zero in expectation, since we constructed
Thus, the expected growth rate is
so the transition equation implies that the mean growth rate is zero. Even though the expected growth rate is zero, in finite samples local stochastic trends can be modeled as a PEWMA. Since in most cases trends in event counts will be local rather than global, the PEWMA will be appropriate in almost all cases where event counts are persistent. 11 How does the mean of the PEWMA, µ t evolve over time? We answer this question by evaluating a recursion of the natural log of the transition equation. Shephard (1994) shows that gamma-distributed transition equations of the form (3) At each time period, the mean number of counts, conditional on all the past observations, is a weighted sum of all the past counts. The weights are reflected by the hyperparameter term ω, which is the discount rate for the past observations. Smaller values of ω imply less discounting, so more recent observations matter more and the series demonstrates significant persistence. Larger values imply that all past observations matter less, and the effect of history decays rapidly. When ω = 1, then a constant mean describes the process. These discounted time-varying means are computed via the Kalman filter.
The parameters r t and η t capture the stochastic or random effects over time. These terms describe the perperiod growth rate of the conditional mean µ t . The perperiod growth rate is the change in the mean number of counts in the period, t -1 to t. The beta-distributed error term fulfills two functions. First, it is parameterized in terms of a t-1 (the location parameter of the mean) and ω to maintain conjugacy so that we can carry out later computations. Second, it describes the degree of discounting over time, since E[η t ] = ω.
The covariates X t enter the model contemporaneous with the level of the time series at t -1, namely through the µ − t 1 * term. The effect of the covariates is the same as in the standard Poisson regression model. Conditional on the mean of the series at time t -1, the effect of a oneunit change in X t is given by δ. Since X t and δ are modelled using an exponential link function, the effect of a one-unit change in X t is a 100(exp (δ) -1) percent change in y t , just as in the Poisson model.
Intuitively, the PEWMA process is one where the mean changes over time. The mean at any point in time will be a weighted average of past events plus a function of the explanatory variables. The coefficient ω determines the amount of variance in the mean. If ω is one, then there is no movement in the mean, and the PEWMA is equivalent to the standard Poisson regression. As w becomes smaller, there is greater variance in the mean.
Identification
We would like to be able to identify when to use the PEWMA model. show that standard autocorrelation function (ACF) computations can be used to diagnose a linear autoregression process for event counts. This is the case for the PEWMA as well, where we would expect the ACF to display persistence over many lags.
The characteristics of the PEWMA process are demonstrated in Figure 1 . Figure 1 presents a simulated PEWMA series as well as some diagnostic plots for the series. The PEWMA series in the figure was generated using the assumptions that µ 0 = 3, X t ~ N(0,1), δ = 0.5, and ω = 0.4. The first graph in the figure shows the actual series. The second graph shows the difference, ln µ tln µ t -1 . The third graph shows the autocorrelation function for the series. The final graph shows the ACF for the log difference of the mean, µ t .
Notice that the ACF for the simulated PEWMA series shows a large degree of dependence. Once the local mean ln (µ t ) is differenced, we see that it looks like a stationary process (Graph 2). The ACF for the differenced series has only one significant negative lag. This is consistent with the moving-average process that generates the state variable µ t .
Monte Carlo Experiments
We motivated the PEWMA model by arguing that existing event count and ARIMA models could not ad- 11 We conjecture that events will not be explosive because with fixed time slices, only so many events can happen. For example, only so many riots can happen in any given month. Thus, the PEWMA is much more appropriate for modeling persistent data than is a lagged-dependent regressor model, the latter requiring the number of events to increase forever. equately model data that is generated from dynamic event-count process. However, it could be that existing methods such as Poisson or negative binomial regression do an adequate job in estimating the coefficients of covariates even when the dynamics are left unspecified.
To evaluate the implications of using alternative models when the data actually follow a PEWMA process, we conducted a series of Monte Carlo experiments. In these experiments we want to determine the amount of inefficiency that could arise if one were to use standard Poisson, negative binomial, or Gaussian models when in fact the true data-generation process is the PEWMA. We know a priori that the PEWMA model will be more efficient, as it is the true model. What is unclear is whether the efficiency losses are large when using the wrong model.
Our Monte Carlo design includes a series of twentyfour experiments, each with 200 replications. We conduct experiments based on data generated from the PEWMA model with a single fixed normally distributed covariate, X t ~ N (0,1). We vary the mean by choosing different priors for the gamma distribution that initializes the series. We chose values of a 0 and b 0 to yield three different values of µ 0 = 10, 20, 50. 12 We also investigated 12 The complete DGP is specified by initializing the process, and we allow the mean to be determined by the latent variable sample sizes of T = 50, 100, 200. Finally, we varied the dynamics so that ω = 0.4, 0.6, 0.8. The coefficient on the single covariate, δ 1 was fixed at 0.5 in all the experiments. The mean number of counts and sample sizes are reflective of data that is typically analyzed in political science applications. 13 Once we generated the data for each replication, we estimated seven different models. The models employ different assumptions about both the dynamics and distribution of the data. As a benchmark, we estimate the PEWMA (the true model). In addition, we also estimated two Gaussian models using the natural log of the counts to assess the effects of distributional misspecification. The first Gaussian model has an AR(1) error process and is the well-known generalized least squares (GLS) model, which is an ARIMA(0,0,1) process. We estimate this GLS model using the maximum-likelihood grid search for r suggested by Hildreth and Lu (1960) . The second model is an OLS model with a lagged-dependent variable. We refer to this model as logged-lagged OLS (LLOLS). 14 The remaining four models are well-known Poisson regression and negative binomial regression models. For the Poisson regression and negative binomial regression, we posit two different mean functions: Models based on the second mean function are referred to as lagged Poisson regression or negative binomial. The negative binomial is estimated using the parameterization suggested by King (1989a) .
The Monte Carlo results confirm that the PEWMA is more efficient than the other models for estimates of the single-regression parameter. This should be obvious for two reasons. First, it is the true model and should be more efficient than the rival estimators. Second, estimates from nonlinear and linear models that fail to account for some pattern of serial correlation produce standard errors that are incorrect. Thus, we are interested in two other issues. First, what is the relative efficiency of the PEWMA? Second, are the differences in the estimated covariances so large as to affect inference? Figure 2 demonstrates the efficiency losses that arise when one uses a standard event count or Gaussian model for persistent event-count data such as that from the PEWMA model. In this figure we show the relative efficiency of the alternative models to the PEWMA model. 15 A relative efficiency value of one indicates that the two estimates are identical (i.e., the alternative estimator is as efficient as the PEWMA). Relative efficiency values less than one indicates that the alternative model is more efficient than the PEWMA. Values greater than 1 indicate that the PEWMA is more efficient. The PEWMA data generation process is the true model.
Each cell of Figure 2 shows the relative efficiency of the various estimators for given value of ω and µ 0 for each of the sample sizes. Note that for a fixed value of µ 0 and w, as the sample size increases the alternative estimators become less efficient relative to the PEWMA. As expected, the Gaussian models are grossly inefficient. Even in large samples with large mean values of counts (the case in which the Poisson model converges to normality), these models have standard deviations that are between 1.5 and 10 times larger than the PEWMA Monte Carlo standard deviations. The same can be said for the Poisson, lagged Poisson, negative binomial, and lagged negative binomial. 16 The inclusion of a lagged-dependent variable offers little help in reducing the effect of the conditional mean misspecification for the relative standard errors. The 13 For values of w near zero, the dynamics become so strong that the data-generating process is nonstationary. In large samples (i.e., T > 50) the PEWMA model will diverge to infinity for ω near 0. For small means (µ t < 20), the PEWMA series reaches an absorbing state (zero) as ω approaches 0. Our experiments do not include long series (e.g., T = 200, µ 0 = 10) with very small mean counts, or series with large means and explosiveness. This is not a function of the transition equation, since the dynamics of the series are well defined in these cases. Rather, these experiments present a difficult data-generation problem because they are not very likely to happen in real data. In fact, few "real" datasets that we have analyzed with the PEWMA model have values of ω < 0.4. 14 For both Gaussian models, we face the problem of taking ln (y t ) when y t is zero. To deal with these cases, we add a small positive constant (0.001) to the observed event counts. While this leads to bias and inefficiency (King 1988) , it is a common practice. 16 If the standard errors reported by the models suffer from serial correlation, then we would like to gauge how far from the true values the reported estimates are. One way to measure the degree to which the estimated standard errors produced by the Poisson and negative binomial models are incorrect is to compute the relative overconfidence of the standard errors (Beck and Katz 1996) . The relative overconfidence is based on the ratio of the Monte Carlo standard deviations to the estimated (Huber-White) standard errors for each estimator. In samples where T = 50, the alternative models' reported robust standard errors are nearly identical to their Monte Carlo standard deviations. For T = 100, the relative overconfidence values indicate that the reported Huber-White standard errors will be larger than the true values (as estimated by the Monte Carlo standard deviations). Conversely, for T = 200, the relative overconfidence measure indicates that the Huber-White standard errors will be smaller than the true standard errors. Details are available from the authors upon request.
lagged Poisson and lagged negative binomial models are always more efficient than the standard Poisson and negative binomial regressions. These lagged count models are generally less efficient than the PEWMA. It is worth reiterating that using lagged-dependent counts in the negative binomial and Poisson regression models provides a poor method of accounting for time-series properties. 17 The implication of estimating incorrect standard errors with Poisson and negative binomial regressions should not be understated. The results demonstrate that the degree of inefficiency is large for a variety of sample sizes, means, and varying degree of dynamics. We also computed the Monte Carlo estimates for the dynamic and dispersion parameters: ω in the PEWMA, the autocorrelation parameter ρ for the ARIMA, LLOLS, the lagged Poisson, and lagged negative binomial models, and the dispersion parameter for the negative binomial models. The estimate of ω in the PEWMA models is almost always significant for the experiments. In almost every case, the hypothesis that the Poisson regression is the true model is rejected based on a t-test for omega (H 0 : ω = 1; H A : ω < 1). However, there is a small upward bias in the small sample estimates of ω and this parameter should be interpreted carefully. Details of these results are available upon request.
Application: Pollins's Coevolving Systems Analysis
In order to demonstrate the important practical consequences of using the PEWMA rather than a lagged Poisson regression model (LP), we present a revision of Pollins's (1996) analysis of how variations in global political and economic activity affect armed conflict. We then reestimate Pollins's models using the PEWMA estimator. We show that the LP results reported in Pollins (1996) underestimate the standard errors of the parameters, leading to overly optimistic conclusions about several of the theoretical models he tests. We find that the PEWMA dominates the LP model in terms of both efficiency and the Akaike Information Criterion (AIC). Our replication of Pollins's (1996) analysis of how cycles in global economic activity and the global political order affect armed conflict demonstrates that accounting for the temporal dependence in the data leads to different conclusions about hypothesis tests of the causes of international conflict. The problem with standard approaches such as the lagged Poisson regression is that serial dependence in the data lead to incorrect standard errors. This leads to incorrect inferences since Pollins's statistical tests are based on these erroneous standard errors.
The time dimension figures prominently in the theories tested by Pollins, including the new model of "Coevolving Systems" he develops out of his analysis. In his analysis, international relations theories of armed conflict and war are explained by these theories in part as a function of overarching systemic conditions tied to changes over time in the global economy and world order. Pollins notes five major theories that have been proposed to explain the patterns of armed conflict and war. Long Wave theories (Goldstein 1988 (Goldstein , 1991 map longterm, repeated phases of growth and stagnation in the global economy. Wallerstein (1983) interprets these economic patterns as tied to the rise and fall of a single, dominant state, or "hegemon" in the system. Thompson (1987, 1996) interpret growth and decline as tightly connected to a century-long process they term the Leadership Cycle, and Gilpin (1981) argues that the ascendance of hegemons like Great Britain in the Nineteenth Century and the United States in the midTwentieth Century brings a period of lower armed conflict and relative peace. The phenomena of interest to these scholars unfold over periods of fifty to a hundred years or more. Pollins (1996) notes the Long Wave and the Leadership Cycle and develops a model that accounts for the separate effects which they may have on the generation or suppression of conflict at any moment in time. where λ t is the mean of the Poisson random variable, Y t-1 is a lagged endogenous count, X t is a 1 × K matrix of phase parameters for the different model specifications, and M t is the number of members in the interstate system in period t. 18 Pollins recognizes time dependence in the Dispute data series on theoretical grounds. He argues that there is a degree of inertia in peace and conflict in the international system, thus the level of conflict in any year will help predict the level of conflict in the subsequent year. Moreover, the number of disputes observed in any year should correlate with the number of states in the system, for the simple reason that opportunities for conflict will vary with system size. Pollins makes use of this information in his specification of all five models as well as in a "Sophisticated Null" model which becomes his benchmark for comparison for the five contending Long Cycle specifications (Pollins, 1996, 109-110 ). This null model predicts the annual number of Disputes using a lagged endogenous variable (to represent the inertia, or autocorrelation effect) and the number of states in the system that year (which, given that this number rises through history, serves as a kind of trend component in the time series). Based on this model, Pollins estimates six different specifications for X t based on the theories of Gilpin, Wallerstein, Goldstein, Modelski and Thompson, his own "Coevolving Systems," as well as a "Sophisticated Null" model to explain the presence of economic or leadership cycles in international disputes. The Sophisticated Null model contains only the lagged count and the number of members in the interstate system (attempting to capture autocorrelation and trend effects, respectively) and no other X t .
The results of the Pollins's study show that each model passes statistical muster, despite their differences 18 All variable definitions follow those used in Pollins (1996) . in approach and some conflicting claims between them. Each of the five models passes a likelihood ratio test against the "Sophisticated Null" model driven only by two trend components (lagged Militarized Interstate Disputes and the number of members in the international system), while the estimated parameters for each model are found to be consistent with most of the hypotheses generated by that particular model. Some models capture more of the variation in the annual dispute count than others, and Pollins shows that his Coevolving Systems model captures substantially more of this variation than any other contender.
Pollins's theoretical argument about inertia in the level of international conflict leads him to the lagged Poisson specification. Based on the earlier results, this correction is not advised for two reasons. First, the LP coefficient for the lagged dependent variable captures only the growth rate of the series. If an event-count time series is persistent but mean-reverting, the lagged Poisson model will have an estimated coefficient of zero for the lagged dependent variable. Since the model only captures exponential deterministic trends, it has limited applicability in most cases. 19 Second, the Monte Carlo analysis shows that simply including a lagged endogenous variable as a regressor in the standard Poisson regression model is a poor correction for the inefficiency induced by persistent serial dependence. Thus, more efficient estimates should be obtained with the PEWMA model.
Our reassessment of these five theoretical models uses three criteria: First, does the model in question fit the data better than the "Sophisticated Null" specification? Because this null model is nested within each of Pollins's five specifications, the log-likelihood ratio test may be used to answer this question. We therefore estimate a "Sophisticated Null" model using the PEWMA, including the number of states in the system as the only regressor, since the dynamics are captured by the weighting term ω. Second, are the hypotheses generated by each theoretical model supported by the PEWMA parameter estimates and standard errors? Here we will find whether the Lagged Poisson estimates presented in Pollins (1996) were overly optimistic in the inferences they produced. Third, does any one of these models perform better than all others? Because the Gilpin, Wallerstein, Modelski and Thompson, Goldstein, and Pollins models are nonnested, the log-likelihood ratio test is not appropriate for comparisons between them. Instead, we look to the Akaike Information Criterion (AIC) as the appropriate standard for comparing the relative fit and parsimony of these nonnested models.
We begin our reanalysis of Pollins's models by first assessing the time-series properties of the disputes series. Figure 3 presents a plot of the original data and the autocorrelation function for the Disputes series.
It is clear from the figure that the Disputes series is highly persistent. Thus, models with a fixed mean such as the standard Poisson regression or standard negative binomial regression will fail to account for the change in the mean over time. While an LP model may explain the trend in the data, it is highly unlikely that the growth in the number of Disputes has a deterministic growth rate as implied by this model. Rather, the more likely scenario is a stochastic trend, similar to that implied by the PEWMA.
The results of our reestimations using the PEWMA and LP are presented in Table 1 . 20 We begin our comparison of Lagged Poisson and PEWMA estimates of these six models by comparing the model parameters and associated standard errors produced by these two estimators (i.e., results for the five theoretical models and the "Sophisticated Null"). As for the model parameters themselves, relatively little change is observed. Only four of the twenty-seven parameters reestimated for these models changed by more than 30 percent. Nine changed by less than 10 percent. This essential stability in the coefficients is not surprising given that the LP and PEWMA estimators are in the same linear exponential family of estimators.
The estimated standard errors show a more distinctive pattern. Downward bias in the LP estimated standard errors is indicated, as all but two of the PEWMA standard errors are larger, and most are larger by 30 percent or more. The source of this bias is the failure to account for the time series properties of the Disputes series. This is consistent with the Monte Carlo findings that the LP estimates produce "overconfident" results (see footnote 16).
Inferences about the theories are affected; the statistical significance of individual model parameters is lower in the PEWMA results, but still strong enough in this case to pass widely accepted criterion (p < .05). However, the central theoretical arguments put forward in Pollins (1996) depend not on the significance of individual coefficients, but on the differences between particular coefficients. For any one of the models tested by Pollins, the coefficient associated with the system phase (e.g., Victory, Maturity, Decline, and Ascent in the Wallerstein model) represents the effect on the expected annual number of armed Disputes within the phase. If the cycle phases are to predict the level of conflict in the international system, then the expected level of conflict (whose point-estimate is the phase parameter) should change significantly as the world moves from one period to the next (e.g., from Victory to Maturity, and so on).
The PEWMA results suggest that the claims found in Pollins (1996) regarding models other than his own are overconfident. While the LP estimates of the Wallerstein, Modelski and Thompson, and Goldstein formulations indicated reasonable evidence of cycles, most of that evidence disappears in the PEWMA estimates. In Table 1 , only two of the twelve phase transition tests for these three models are now significant, rather than seven of twelve as estimated by the LP. Claims for the Pollins model are only slightly weaker than originally reported.
The PEWMA estimates show that four of the six hypotheses regarding phase transition are substantiated rather than six of six as estimated by the LP. Given the PEWMA results, the Pollins model has difficulty in distinguishing between periods when the lowest levels of conflict are predicted (periods CR2 and CR3). The model's ability to distinguish between periods predicting medium and high levels of conflict remains significant.
The LP and PEWMA results yield very different answers concerning overall model adequacy. Pollins (1996) reports that each of the five models tested is shown superior to the null model, based on the log-likelihood ratio test using the LP estimates (the Wallerstein model is significant just above the 0.05 level in our replication). From the PEWMA estimates only, Pollins's "Coevolving Systems" model is shown to be superior to the null model by this same test. We also compared the PEWMA results for these models using the Akaike Information Criterion (AIC). Pollins's model exhibited the lowest Notes: * indicates significance at the 0.05 level or better for given test. The "Transition Test" is a t-test of successive phase coefficients, described in text and in Pollins (1996) footnote 17 as amended. The test checks for significant shift in frequency of Disputes as system moves from one phase to another. The log-likelihood ratio tests are conducted for each model against the LP and PEWMA "Sophisticated Null," respectively. The "AIC" is the Akaike Information Criterion for fit and parsimony. Lower values are superior. All of the estimated coefficients except for "CR2" are significant at the 0.05 level.
(i.e., best) AIC of all tested and was the only theoretical formulation to show itself superior to the null model. The results of our replication of the Pollins study shed additional light on the PEWMA estimator and on the models and substantive claims examined in that earlier study. First, consistent with the Monte Carlo examination of the PEWMA estimator, we find that the model parameters tended to change only moderately, while estimated standard errors increased in most instances. This revised (and we believe more accurate) picture of the standard errors is sufficient to change several conclusions from the study we replicated.
Second, using the PEWMA we did not find all five theoretical models to be superior to the null model. Only Pollins's "Coevolving Systems" model passed the likelihood ratio test, and only this same model had a lower AIC than the null model. And once we took direct account of the dynamics in the Dispute time series (represented by the weighted moving average coefficient, ω), only the Pollins model showed multiple phase transitions as hypothesized. Our revised results underscore the call made by Pollins (1996: 116) for deeper specification of the separate contributions made by the Leadership Cycle and the Long Wave to the generation of armed conflict.
Third, we do find support for Pollins's claim that the "Coevolving Systems" model can extend these frameworks to understanding conflict patterns beyond this limited domain by taking account of independent effects of the Long Wave and the Leadership Cycle. His call for future research in this area to follow his approach is consistent with our PEWMA findings. The Pollins model was the only one among the five to show improvement over the null model (by both the log-likelihood and AIC criteria) and the only model to exhibit a number of significant changes in Dispute frequencies from one phase to the next.
In sum, the PEWMA reanalysis of the Pollins (1996) study does not resolve all debates in long-cycle research. But it does demonstrate quite clearly that proper modeling of the dynamic properties of event time series is key to model specification and theory testing. And direct estimation of these dynamic properties, as contained in the moving average parameter (ω), should be the preferred approach for those modeling event count time series.
Conclusion
The PEWMA model offers a straightforward and easily estimable (and interpretable) method for modeling event-count data with persistent dynamics. Our experience is that many event-count time series are persistent. Indeed, persistence is probably the most common feature we have found in time-series event counts. However, many series also exhibit independence, and for those cases the Poisson or negative binomial models are appropriate.
An alternative situation is when data have dynamics but are mean reverting. The proper specification for such a case is an autoregressive model (see Brandt and Williams 1998) . Thus, PEWMA is not always the best model for time-series event counts, but it will often be so. Analysts of event-count data need a more complete tool bag than they now have. The PEWMA is an important addition to the tools of political scientists.
Our Monte Carlo experiments indicate significant efficiency losses occur when event-count time series data are modeled using either Poisson or negative binomial assumptions. Since most political scientists are trying to explain events with covariates, our focus has been on the loss of efficiency of coefficients on covariates. There is every reason to believe that if persistence in data is ignored, not only will estimates be inefficient, but reported confidence intervals from Poisson and negative binomial models will be much too small. This means that scientific judgments can be seriously flawed.
Also, our PEWMA model is easy to specify and estimate. We have written and made available software for estimating this model. As noted earlier, the software is as fast as standard estimation algorithms for Poisson and negative binomial regression models currently used in political science. We will be making a standalone version of this software available as part of an updated version of King's (1994) COUNT program. 21 Finally, the PEWMA reanalysis of the Pollins study underscores the importance of properly modeling the dynamic properties of event-count time-series data. The lagged Poisson specification Pollins originally employed produced results that differed in substantively important ways from those the PEWMA model generated. Unlike Pollins, most previous research using time-series eventcount data does not attempt to model the dynamics of these data at all. Since even an inadequate specification of the dynamics can produce somewhat misleading results, there is every reason to suspect that failing to consider them at all poses a grave threat to the validity of the results. The PEWMA model offers a relatively simple way to model the dynamics of persistent event-count series and thus to avoid these problems. Euler's psi or digamma function. This expectation can be numerically evaluated using standard approximations for the digamma function (Abramowitz and Stegun, 1972) . In order to make use of the structural model, we need to be able to compute the posterior of µ t once Y t is available. This will allow us to construct the predictive distribution, Pr 
where a t-1 , b t-1 , and r t are based on the filter computations. This is a negative binomial distribution. 22 The filter parameters can then be used to compute the predictive distribution and maximum-likelihood estimates in equations (6) and (14). 
This forecast function has a natural interpretation in the context of known time-series models. The forecast conditions the observation in period T + 1 on the realizations of past observations, as well as the covariates that enter the model multiplicatively according to (2). The forecast mean level is a discounted weighted average of past observations, where the weights decline exponentially. The forecast function produces estimates that follow an exponentially weighted moving average (EWMA) (Harvey 1989, 25-26 for t = 1, . . . , T. This is the limiting form of the EWMA for µ t t +1| . Multi-step prediction requires integration of the conditional density function, equation (14) . Thus, the multi-step predictions cannot be found by a simple additive recursion as in the Gaussian model. The l-step ahead predictive distribution is 
Simply using the recursions (9a-13b) ignores the evolution of µ t for observations at T + 1, T + 2, . . . , T + l -1. 22 A proper distribution for µ t requires that µ t ≠ 0. Thus, we set t = τ where τ is the time of the first non-zero observation. In practice, we initialize the filter at t = 0 using the sample mean of the series for µ 0 . The prior becomes diffuse as a and b approach zero. Although the gamma distribution is degenerate in this case, a = b = 0 implies that Pr(µ = 0) = 1. The distribution of µ t is then properly defined at t = τ where τ is the first nonzero observation (Harvey and Fernandes 1989, 408) . This can be easily implemented by removing the first t -1 zero observations from the data.
