First, we correct a previous erroneous result about the exponential sum x∈F 2 e χ 1 ax 2 α +1 + bx . Second, we construct several families of binary linear codes of 3-weight and determine their weight distributions based on the results of the exponential sum. Most of the codes we construct can be used in secret sharing schemes.
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x. For two vectors x, y ∈ F n p , the Hamming distance δ(x, y) between them is defined as the weight wt(x − y). If C is a k-dimensional subspace of F n p , then C is called an [n, k, δ] p-ary linear code with minimum distance δ [16] . The vector in C is called codeword.
Let A i indicate the number of codewords with weight i of C. The weight enumerator of C is defined as the polynomial 1 + A 1 z + A 2 z 2 + · · · + A n z n .
The sequence 1, A 1 , · · · , A n is called the weight distribution of the code C.
The weight distribution of linear codes is an significant research topic in coding theory. It can give the minimum distance of the code, hence the error correcting capability. It is well-known that the weight distributions of codes allow the computation of the error probability of error detection and correction with respect to some algorithms [18] . In recent years, many researches focus on the calculation of weight distributions of linear codes [4, 14, 15, 25, 29] .
We call a code C is a t-weight code if the number of nonzero elements in the sequence A 1 , · · · , A n equals t. Linear codes with a few weights can be used in combinatorial designs [26] , secret sharing [28] , association schemes [2] , authentication codes [13] and strongly regular graphs [3] . There have been many studies about linear codes with a few weights recently [17, 19, 20, 21, 22, 24] .
The remaining paper is arranged as follows. Sect. 2 presents an exponential sum in characteristic 2 together with its useful results and introduces a generalized method of constructing linear code by defining sets. Sect. 3 constructs binary linear codes with three weights and determines their weight distributions. Sect. 4 summarizes the paper.
Preliminaries
Here and after, let p = 2. For a positive integer t dividing e, let Tr t be the trace function from F q to F 2 t . Namely, for each x ∈ F q ,
.
Denote simply by Tr the absolute trace function Tr 1 . The canonical additive character χ 1 over F q is presented by
for all x ∈ F q . See [23] for more information about trace functions and additive characters over finite fields.
An exponential sum
For any a ∈ F * q , b ∈ F q , an exponential sum S α (a, b) is defined as follows.
The values of S α (a, b) in odd characteristic (p odd) were determined explicitly in [6, 7, 8] . On the other hand, the values in even characteristic were solved in [5, 9] .
However, it must be noted that the second part of the results of Theorem 5.3 in [9] (Also see Lemma 4 as below) is false. We have corrected it by proving Lemma 7.
Some results on S α (a, b) are given in the lemmas as below. They play important roles in solving the parameters of the codes in the paper. 
where c ∈ F * q is the unique element satisfying c 2 α +1 = a. Further we have
Lemma 3.([[9], Theorem 5.2]) Let e/d be even so that e = 2m for some integer m. Then
where g is a generator of F * q . Lemma 4.([[9], Theorem 5.3]) Let b ∈ F * q and suppose e/d is even so that e = 2m for some integer m. Let f (x) = a 2 α x 2 2α + ax ∈ F q [x]. There are two cases.
1. If a = g t(2 d +1) for any integer t, then f is a permutation polynomial of F q .
2. If a = g t(2 d +1) for some integer t, then S α (a, b) = 0 unless the equation
if Tr d (a) = 0. 
Proof. Just as in the proof of Theorem 5.3 in [9] , we have
).
If f (x) = b 2 α has no solutions in F q , then the inner sum is zero, and so is S α (a, b). Otherwise, overall, there are 2 2d solutions given by
After calculation, we get Tr
By Lemma 6, we know gcd(2 α + 1, 2 2d − 1) = 2 d + 1. So we have x
. By a change of variable, we get
It is to see the map N :
Dividing by S α (a, 0), the claimed result follows. The proof is finished.
Two examples are given below to test the correctness of Lemma 7.
By Magma, we have Tr 1 (a) = 1 = 0 and
By Magma, we have Tr 1 (a) = 0 and S α (a, b) = x∈Fq χ 1 g 9 x 3 + (g 9 + g 36 )x = 16.
Linear codes constructed by defining set
A generic construction of linear codes was proposed by Ding et al. as below ( [10, 12] 
Here we call D the defining set of C D . Some linear codes with a few weights have been constructed by the method [11, 14, 27, 29, 30] .
The method to construct linear codes was advanced by Li et al. in [24] .
By extension a p-ary linear code C D with length n can be defined as follows:
We also call D the defining set. By the generalized method, some classes of linear codes were constructed [1, 17] .
Six families of binary linear codes
In this section, we construct six families of binary linear codes by choosing proper defining sets and determine their parameters using the results of exponential sums.
Choosing defining sets
Let α = h be a proper divisor of e. For u ∈ F * q , v ∈ F q , to construct linear codes C D defined by (2), the defining set D is chosen to be
Let n = |D (u,v) |, the length of the linear code C D (u,v) . See the lemma below for the length of the code.
Proof. Here and after, ζ 2 = −1. By definition, we have
If v = 0, then
If v = 0, then y∈Fq ζ Tr(vy) 2 = 0. So |D (u,v) | = 1 2 q 2 −1. We complete the proof.
Weight distribution of C D (u,v)
We shall give the weight distributions of the linear code C D (u,v) .
For (a, b) ∈ F 2 q , let c (a,b) be the corresponding codeword in C D (u,v) . Namely, c (a,b) = (Tr(ax + by)) (x,y)∈D (u,v) .
About the weight wt(c (a,b) ), we have the following lemma.
There are two cases.
1. If (a, b) = 0, v = 0, then
Proof. Firstly, we set
ζ Tr(z2(ax+by)) 2 = 1 4
x,y∈Fq
(1 + ζ .
Then we have .
Then we have
By Lemma 8, we have
The proof is finished.
Case 1. v = 0, e/h ≡ 1 (mod 2).
In this case, we have the following theorem.
Theorem 1.
Let v = 0 and e/h ≡ 1 (mod 2). The code C D (u,0) is a [2 2e−1 − 1, 2e, δ] linear code over F 2 with the weight distribution in Table 1, where δ = 1 4 q(q − 2 e+h 2 ). Table 1 The weight distribution of the codes of Theorem 1.
Weight w Multiplicity
Proof. Let the notations and symbols be as above. By Lemma 1, Lemma 2 and Lemma 9, the three values of wt(c (a,b) ) are ω 1 , ω 2 , ω 3 , where
Recall that A ωi is the multiplicity of ω i . By the computation of |N (a, b)| and the first two Pless Power Moment ( [16] , P. 260), we obtain the system of linear equations as follows:
Then we get the weight distribution of Table 1 . For (a, b) ∈ F 2 q , (a, b) = (0, 0), we can see that wt(c (a,b) ) > 0. Hence, the dimension of this code C D (u,0) of Theorem 1 is equal to 2e. We complete the proof. 1, 1, 0) . Then, the corresponding code C D (1, 0) has parameters [511, 10, 192] , weight enumerator 1 + 10x 192 + 1007x 256 + 6x 320 . Case 2. v = 0, u / ∈ γ , e/h ≡ 0 (mod 2).
Theorem 2. Let v = 0, u / ∈ γ and e/h ≡ 0 (mod 2). The code C D (u,0)
is an [n, 2e] linear code over F 2 with the weight distribution in Table 2 , where n = 1 2 q(q + (−1) m h 2 m ) − 1. Table 2 The weight distribution of the codes of Theorem 2.
Weight w Multiplicity A 0 1
Proof. Let the notations and symbols be as above. By Lemma 3, Lemma 4 and Lemma 9, the three values of wt(c (a,b) ) are ω 1 , ω 2 , ω 3 , where
By the computation of |N (a, b) | and the first two Pless Power Moment ( [16] , P. 260), we obtain the system of linear equations as follows:
Then we get the weight distribution of Table 2 . For (a, b) ∈ F 2 q , (a, b) = (0, 0), we can see that wt(c (a,b) ) > 0. Hence, the dimension of this code C D (u,0) of Theorem 2 is equal to 2e. We complete the proof. In this case, we have the following theorem. is an [n, 2e] linear code over F 2 with the weight distribution in Table 3 , where n = 1 2 q(q − (−1) m h 2 m+h ) − 1. Table 3 The weight distribution of the codes of Theorem 3.
Proof. Let the notations and symbols be as above. By Lemma 3, Lemma 7 and Lemma 9, the three values of wt(c (a,b) ) are ω 1 , ω 2 , ω 3 , where
. In this case, the number of solutions of f = 0 in F q is 2 2h . So we have that dim(kerf ) = 2h and dim(f (F q )) = e − 2h. By the computation of |N (a, b)| and the first two Pless Power Moment ( [16] , P. 260), we obtain the system of linear equations as follows:
Then we get the weight distribution of Table 3 . For (a, b) ∈ F 2 q , (a, b) = (0, 0), we can see that wt(c (a,b) ) > 0. Hence, the dimension of this code C D (u,0) of Theorem 2 is equal to 2e. We complete the proof. Table 4 .
Proof. Let the notations and symbols be as above. By Lemma 2 and Lemma 9, for a nonzero codeword c (a,b) , its weight wt(c (a,b) ) has three values Table 4 The weight distribution of the codes of Theorem 4.
Weight w
Multiplicity A 0 1
By the computation of |N (a, b)| and the first two Pless Power Moment ( [16] , P. 260), it is easy to get equations of the multiplicity A ωi . They are listed as
Then we get the weight distribution of Table 4 . The dimension of this code C D (u,v) follows from that wt(c (a,b) ) > 0 for each ((a, b) = (0, 0). The proof is finished.
Remark. Theorem 1 and Theorem 4 have different proving processes, but the codes in them have the same parameters and weight distributions.
Example 7 Let (q, h, u, v) = (2 5 , 1, 1, 1). Then, the corresponding code C D (1, 1) has parameters [511, 10, 192] , weight enumerator 1 + 10x 192 + 1007x 256 + 6x 320 .
Case 5 v = 0, u / ∈ γ , e/h ≡ 0 (mod 2).
] linear code over F 2 with the weight distribution in Table 5 .
Proof. Let the notations and symbols be as above. By Lemma 4 and Lemma 9, for a nonzero codeword c (a,b) , its weight wt(c (a,b) ) has three values Table 5 The weight distribution of the codes of Theorem 5.
. By the computation of |N (a, b)| and the first two Pless Power Moment ( [16] , P. 260), it is easy to get equations of the multiplicity A ωi of ω i . They are listed as follows.
Then we get the weight distribution of Table 5 . The dimension of this code C D (u,v) follows from that wt(c (a,b) ) > 0 for each ((a, b) = (0, 0). The proof is finished. 1, g, 1) . Then, the corresponding code C D (g, 1) has parameters [2047, 12, 896], weight enumerator 1 + 36x 896 + 4031x 1024 + 28x 1152 .
Case 6 v = 0, u ∈ γ , e/h ≡ 0 (mod 2). Theorem 6. Let v = 0, u ∈ γ and e/h ≡ 0 (mod 2). The code C D (u,v) is a [ 1 2 q 2 − 1, 2e] linear code over F 2 with the weight distribution in Table 6 .
Proof. Let the notations and symbols be as above. By Lemma 7 and Lemma 9, for a nonzero codeword c (a,b) , its weight wt(c (a,b) ) has three values ω 1 , ω 2 , ω 3 , where    ω 1 = 1 4 q 2 , ω 2 = 1 4 q(q − 2 m+h ), ω 3 = 1 4 q(q + 2 m+h ).    A ω1 = q 2 − 1 − 2 e−2h A ω2 + A ω3 = 2 e−2h ω 1 A ω1 + ω 2 A ω2 + ω 3 A ω3 = 1 2 q 2 ( 1 2 q 2 − 1).
Solving the system , we get
Then we get the weight distribution of Table 6 . The dimension of this code C D (u,v) follows from that wt(c (a,b) ) > 0 for each ((a, b) = (0, 0). The proof is finished.
Example 9 Let (q, h, u, v) = (2 6 , 1, 1, 1). Then, the corresponding code C D (1, 1) has parameters [2047, 12, 768], weight enumerator 1 + 10x 768 + 4079x 1024 + 6x 1280 .
The above examples have been verified by Magma.
Concluding Remarks
We correct a wrong result of an exponential sum and construct six families of binary linear codes by the generalised method of defining set. Using the exponential sum theory, we determine the weight distributions of the codes.
It is shown that the presented linear codes have three nonzero weights. By Magma, some concrete examples are given to verify the correctness of their corresponding results.
